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Private function evaluation (PFE) allows two or more parties to jointly compute a private
function of one of the parties on the private inputs of the other parties securely. PFE can
provide a viable solution in a scenario where a server holding a function that is his intellectual
property or trade secret would like to compute this function on a client’s sensitive input, in a
privacy-preserving manner. In recent years, multiple approaches have been presented for PFE.
These approaches are based on techniques that are used for secure function evaluation (SFE)
as well, where parties jointly compute the result of a publicly known function on their private
inputs while keeping their inputs private. These techniques include homomorphic encryption,
garbling techniques and secret sharing.
In this thesis, we present results that improve the practicality of private function evaluation
where nothing about the function is revealed except its (maximum) size. The contributions
are split in two parts based on the underlying function representation as follows:
PFE of Boolean circuits. Boolean circuits can represent any Boolean function and are
therefore generic. PFE can be realized with the secure evaluation of a so-called universal
circuit (UC) that can be programmed with a set of program bits to compute any function
up to a given size n. We are the first to implement asymptotically optimal UCs with size
Ω(n log n) that have been proposed by Valiant (STOC’76). We improve their concrete size by
providing optimizations and show that PFE with UCs is efficient for realistic circuit sizes with
hundreds of thousands of gates. We identify that the bottleneck of our PFE implementations
is memory consumption, and therefore, design an algorithm that utilizes only O(n) memory
at each step of the protocol execution. PFE of Boolean circuits can also be realized using
additively homomorphic encryption and standard SFE techniques. This linear-complexity
approach was first introduced by Katz and Malka (ASIACRYPT’11). We have shown that
their protocol is practical and that our optimized implementation achieves PFE with the best
performance to date for circuits starting already at a few thousand gates.
This part of the thesis is based on the following four publications:
[KS16] Á. KISS, T. SCHNEIDER. “Valiant’s Universal Circuit is Practical”. In: 35. Advances in
Cryptology – EUROCRYPT’16. Vol. 9665. LNCS. Full version: https://ia.cr/2016/093.
Code: https://encrypto.de/code/UC. Springer, 2016, pp. 699–728. CORE Rank A*.
Appendix A.
[GKS17] D. GÜNTHER, Á. KISS, T. SCHNEIDER. “More Efficient Universal Circuit Constructions”.
In: 23. Advances in Cryptology – ASIACRYPT’17. Vol. 10625. LNCS. Full version: https:
//ia.cr/2017/798. Code: https://encrypto.de/code/UC. Springer, 2017, pp. 443–
470. CORE Rank A. Appendix B.
[AGKS20] M. Y. ALHASSAN, D. GÜNTHER, Á. KISS, T. SCHNEIDER. “Efficient and Scalable Univer-
sal Circuits”. In: Journal of Cryptology (JoC) 33.3 (2020). Springer. Online version:
https://ia.cr/2019/348. Code: https://encrypto.de/code/UC, pp. 1216–1271.
CORE Rank A*. Appendix C.
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[HKRS20] M. HOLZ, Á. KISS, D. RATHEE, T. SCHNEIDER. “Linear-Complexity Private Function
Evaluation is Practical”. In: 25. European Symposium on Research in Computer Security
(ESORICS’20). Vol. 12309. LNCS. Full version: https://ia.cr/2020/853. Code:
https://encrypto.de/code/linearPFE. Springer, 2020, pp. 401–420. CORE Rank A.
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PFE of decision trees. Decision trees are a machine learning model that allow for efficient
classification based on a set of input features. Privacy-preserving decision tree evaluation
has been considered in the literature, both using homomorphic encryption and garbling
techniques. We systematically analyze existing protocols, identify the sub-protocols of private
decision tree evaluation, and present novel combinations that result in better communication
and computation tradeoff than previous methods.
This part of the thesis is based on the following systematization of knowledge (SoK) publica-
tion:
[KNL+19] Á. KISS, M. NADERPOUR, J. LIU, N. ASOKAN, T. SCHNEIDER. “SoK: Modular and Effi-
cient Private Decision Tree Evaluation”. In: Proceedings on Privacy Enhancing Tech-
nologies (PoPETs) 2019.2 (2019). De Gruyter Open. Online version: https://ia.cr/
2018/1099. Code: https://encrypto.de/code/PDTE, pp. 187–208. CORE Rank B.
Appendix E.
This thesis presents results that contribute to making private function evaluation (PFE)
efficient and practical for deployment in use cases such as privacy-preserving classification
for medical diagnostics and privacy-preserving insurance rate calculation.
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Zusammenfassung
Private Funktionsevaluierung (PFE) ermöglicht es zwei oder mehr Parteien gemeinsam eine
private Funktion, die eine der Parteien kennt, auf den privaten Eingaben der anderen Parteien
zu berechnen. Mit PFE lassen sich Szenarien ermöglichen, in denen eine private Funktion
eines Servers, die ein geistiges Eigentum oder ein Geschäftsgeheimnis beinhalten kann, auf
den sensitiven Daten eines Clients berechnet wird. In den letzten Jahren wurden mehrere
PFE Ansätze vorgestellt. Diese basieren auf bekannte Techniken aus der sicheren Funktions-
evaluierung (SFE), bei der die Parteien gemeinsam eine öffentlich bekannte Funktion auf
ihren privaten Eingaben berechnen, ohne dass eine der Parteien die Eingaben einer anderen
Partei lernt. Zu diesen Techniken zählen homomorphe Verschlüsselung, Garbling-Techniken
und Secret Sharing.
Diese Dissertation zeigt praktisch anwendbare Lösungen für private Funktionsevaluierung,
bei denen ausschließlich die (maximale) Größe der Funktion offenbart wird. Die Beiträge
sind in zwei Abschnitte aufgeteilt, die sich aus der Art ergeben, wie die Funktion repräsentiert
wird:
PFE von Booleschen Schaltkreisen. Boolesche Schaltkreise sind eine generische Option,
Funktionen zu repräsentieren, da sie jede Boolesche Funktion darstellen können. PFE kann
durch sichere Funktionsevaluierung eines universellen Schaltkreises (UC) ermöglicht wer-
den, der mittels Programmierbits zur Berechnung einer beliebigen Funktion von maximaler
Größe n programmiert werden kann. Wir sind die Ersten, die einen asymptotisch optimalen
UC der Größe Ω(n log n) implementiert haben, der auf Valiant’s Konstruktion (STOC’76)
basiert. Wir optimieren die konkrete Größe von UCs und zeigen damit, dass PFE mittels UCs
effizient für realistische Schaltkreis-Größen mit mehreren Millionen Gates umsetzbar ist. Wir
identifizieren, dass der Flaschenhals unserer PFE Implementierungen der Speicherverbauch
ist, weswegen wir einen Algorithmus entworfen haben, der nur O(n) Speicher in jedem Pro-
tokollschritt benötigt. PFE von Booleschen Schaltkreisen kann alternativ auch mit additiver
homomorpher Verschlüsselung und Standard SFE Techniken realisiert werden. Katz und
Malka (ASIACRYPT’11) sind die Ersten, die diesen Ansatz mit linearer Komplexität vorgestellt
haben. Wir haben gezeigt, dass dieser Ansatz praktikabel ist und dass unsere optimierte Im-
plementierung die bis zum heutigen Tag performanteste PFE Lösung für Schaltkreise bereits
ab einer Größe von einigen tausend Gattern ist.
Dieser Abschnitt der Dissertation basiert auf folgenden vier Veröffentlichungen:
[KS16] Á. KISS, T. SCHNEIDER. “Valiant’s Universal Circuit is Practical”. In: 35. Advances in
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Code: https://encrypto.de/code/UC. Springer, 2016, S. 699–728. CORE Rank A*.
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//ia.cr/2017/798. Code: https://encrypto.de/code/UC. Springer, 2017, S. 443–
470. CORE Rank A. Appendix B.
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(ESORICS’20). Bd. 12309. LNCS. Full version: https://ia.cr/2020/853. Code:
https://encrypto.de/code/linearPFE. Springer, 2020, S. 401–420. CORE Rank A.
Appendix D.
PFE von Entscheidungsbäumen. Entscheidungsbäume sind ein Modell des maschinellen Ler-
nens, die eine effiziente Klassifizierung anhand von einer Menge von Eingabe-Eigenschaften
ermöglichen. Die privatsphäre-freundliche Evaluierung von Entscheidungsbäumen wurde
in der Literatur mit homomorpher Verschlüsselung und Garbling-Techniken betrachtet. Wir
analysieren systematisch existierende Protokolle, identifizieren die Unterprotokolle zur pri-
vaten Auswertung von Entscheidungsbäumen, und präsentieren neuartige Kombinationen,
die einen besseren Abgleich von Kommunikation und Laufzeit aufweisen als bisher bekannte
Methoden.
Dieser Abschnitt der Dissertation basiert auf folgender Systematization of Knowledge (SoK)
Publikation:
[KNL+19] Á. KISS, M. NADERPOUR, J. LIU, N. ASOKAN, T. SCHNEIDER. “SoK: Modular and Efficient
Private Decision Tree Evaluation”. In: Proceedings on Privacy Enhancing Technolo-
gies (PoPETs) 2019.2 (2019). De Gruyter Open. Online version: https://ia.cr/2018/
1099. Code: https://encrypto.de/code/PDTE, S. 187–208. CORE Rank B. Appendix E.
Diese Dissertation präsentiert Ergebnisse, die private Funktionsevaluierung (PFE) effizient
umsetzbar und praktikabel machen und für praktische Anwendungsfälle wie privatsphäre-
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and Thomas Schneider. All of us contributed to the fruitful discussions that resulted in this
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encryption. I performed the evaluation and provided the discussions of the results.
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1 Introduction
Privacy is the ability of an individual to seclude themselves or their personal information, and
thereby express themselves selectively. Data privacy is a branch of data security dealing with
the proper handling of data, i.e., with how data is collected and stored, whether data can be
shared with third parties, and how to comply with regulatory restrictions. Over two third
of all countries include statements regarding privacy protection in their constitution, and
over half of all countries have some form of data protection laws1. These help to ensure that
personal data is protected correctly and thereby help to protect the general right to privacy
of people.
Data privacy has recently gained increasing attention due to recent data privacy laws such as
the European Union’s law on data protection and privacy, i.e., the General Data Protection
Regulation (GDPR) [Eur16] that is in place since May 2018, or the California Consumer
Privacy Act (CCPA) that became effective in January 2020. Due to these regulations, entities
can no longer share or distribute private data of their customers, and therefore, computations
on data from multiple sources require privacy-preserving technologies. These technologies are
emerging and gaining attention as companies are bound to protect their customers’ data.
In many cases, applications such as data analytics and privacy-preserving machine learning
require data to be gathered from multiple data providers who are now bound to protect the
privacy of their clients and cannot share their data in clear. Therefore, companies worldwide
such as Cybernetica2 (Estonia), Partisia3 (Denmark), Inpher4 (Switzerland), Galois5 (USA)
and Unbound6 (Israel) provide privacy-preserving solutions for use cases where the data to
be computed on is supposed to be kept private.
The two main approaches for privacy-preserving computation include homomorphic encryp-
tion (HE) where computations directly performed on encrypted data are reflected on the
plaintext after decryption and secure multi-party computation (SMPC), also referred to as
secure function evaluation (SFE), that allows multiple mutually distrusting parties to jointly
compute a function on their private inputs securely. According to the underlying security
model, one or more of the computing parties are considered to be either passive/semi-honest



















Private function evaluation (PFE)
No function privacy No function privacy
Secure function evaluation (SFE)
Figure 1.1: Variants of secure function evaluation (SFE) and private function evalua-
tion (PFE).
from the protocol execution). Tremendous improvements have been made in these fields
recently, resulting in reasonable tradeoffs between privacy and efficiency.
However, most deployed solutions do not tackle the challenge when the service provider’s
function itself – which can be their intellectual property or trade secret – is supposed to be
kept private from the client, while the client’s data is still to be handled in a privacy-preserving
manner. Private function evaluation (PFE) allows for mutually distrusting parties to compute
a private function provided by one of the parties on the private inputs of the other parties. This
can be achieved either by using fully homomorphic encryption (FHE) or by applying partially
homomorphic encryption (HE) or techniques based on SFE. As FHE (HE that supports both
additive and multiplicative operations) of complex functions is currently not a competitive
approach due to its computational complexity, solutions based on HE and techniques used in
SFE protocols are more promising and have gained increasing interest in recent years.
Private function evaluation can be categorized based on multiple aspects depicted in Fig-
ure 1.1. For instance, the function can be represented as a Boolean circuit [AF90; KS08a;
MS13; MSS14; KS16; LMS16; GKS17; BBKL19; ZYZL19; AGKS20; BBKL20; LYZ+20], or
it can be a decision tree for privacy-preserving classification [BPSW07; BPTG15; WFNL16;
TMZC17; JS18; LZS18; ALR+19; CDH+19; KNL+19; LSC+19; TKK19; ZDW19; LCL+20;
LSZ+20; TBK20] or its generalization, a branching program, also called a binary decision
diagram (BDD) [BPSW07; IP07; BFK+09; BFL+11; Sch11]. Private neural network infer-
ence has also been considered [SS08], but most privacy-preserving solutions reveal the
structure of the neural network as it is not considered to reveal much about the model
itself [LJLA17; MZ17; BDK+18; JVC18; MR18; RWT+18; RRK18; EPI19; RSC+19; MLS+20].
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Treiber et al. [TMW+20] propose private evaluation of sum-product networks (SPNs) where
the structure is hidden using so-called random tensorized SPNs [PVS+19] to avoid infor-
mation leakage about the training data. Naturally, PFE of Boolean circuits can be utilized
in any use case but is computationally heavier for certain use cases than approaches de-
signed specifically for decision trees. Moreover, different levels of the privacy of the function
may be required for different applications. Generally, PFE with full function privacy hides
the function f within all possible functions up to a given size, while so-called semi-private
function evaluation (semi-PFE) with partial function privacy hides the function within a
predefined group of functions (e.g., within the group of functions with the same [PKV+14] or
similar [PSS09; KKW17] topology, or within a predefined set of functions [Kol18]). In this
thesis, we investigate private function evaluation with full function privacy, both of Boolean
circuits and of decision trees.
1.1 Use Cases
Private function evaluation (PFE) has several applications where the private functionality
is held by one of the participants (usually a service provider) that is to be computed on the
private input of the other participant(s) (usually a client or multiple clients). We review a
few applications of PFE below.
Financial applications. In financial applications of PFE, the function is the intellectual
property of one of the participants (i.e., a bank or an insurance company), and therefore,
should be kept private from the other parties (i.e., the clients). Current solutions simply
send the client’s data to the function holder to perform computations on, and thereby do not
handle their data privately. PFE protects the client’s input as well as the function holder’s
function while allowing the parties to compute the result collaboratively. Privacy-preserving
checking for credit worthiness [FAZ05] was one of the first proposed applications of PFE. Here,
both the loaner’s function and the loanee’s data are kept private during the computation. We
have proposed and implemented a prototype for privacy-preserving insurance rate calculation
in [GKSS19] for car insurance companies who want to calculate user-specific tariffs based
on potentially private inputs of their clients while not revealing their policies for these
calculations.
Proprietary software. In applications where the service provider’s program is its sensitive
business information, PFE can provide a privacy-preserving solution. Privacy-preserving
intrusion detection has been proposed in [NSMS14] where both the server’s signatures and
intrusion detection algorithm and the sensitive data of the client are to be protected. Attribute-
based access control can also be enhanced using PFE to protect access control policies alongside
sensitive credentials [FAL06; FLA06].
3
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Privacy-preserving classification. Machine learning models are often required to be kept
private as they may be the intellectual property of the model provider and moreover, it may
leak information about the sensitive training data. Privacy-preserving evaluation of diagnostic
programs such as medical diagnostics [BFK+09; TASF09; BFL+11] have been considered
where both the client’s sensitive medical data and the diagnostic method are protected. Other
classification use cases such as malware and text classification [AM18; RMD18] can also be
performed in a privacy-preserving manner, protecting the classification algorithm from the
client as well as the client’s sensitive data from the service provider.
Databases. Private database management systems (DBMSs) such as Blind Seer [PKV+14;
FVK+15] make use of PFE to evaluate private queries in the form of an SQL statement on
private data. Blind Seer uses semi-private function evaluation that does not hide the topology
of the circuit, but their protocol could be extended by using PFE of Boolean circuits with full
function privacy to provide full privacy of the queries.
1.2 Thesis Outline
Different use cases of private function evaluation (PFE) benefit from different function
representations and different levels of privacy for the function. In this thesis, we consider
methods that provide full function privacy and describe our contributions based on two main
function representation methods as shown in Figure 1.1:
Chapter 2: Any Boolean function can be represented as a Boolean circuit, and therefore, this
function representation is generic and can be utilized in any application scenario. Our
work has shown that PFE with the secure evaluation of so-called universal circuits (UCs),
that was believed to be highly inefficient, can become practical for realistic circuit sizes.
We have brought Valiant’s construction [Val76] proposed four decades ago into practice
and showed the potential of this method. Our work [KS16; GKS17; AGKS20] has
inspired a new line of research on PFE [ZYZL19; LYZ+20] based on UCs that led to
significant improvements of its size. After having shown the practicality of PFE using
SFE of UCs, we have shown in [HKRS20] that linear-complexity PFE protocols using
HE [KM11; MS13; BBKL19] can outperform this approach and achieve PFE with even
more practical performance. We describe our contributions to this research field in
Section 2.1 and position our work in the context of general-purpose private function
evaluation in Section 2.2.
Chapter 3: Some applications such as diagnostic programs and classification methods nat-
urally benefit from representing the function as a decision tree. These functions can
be evaluated privately without having to be transformed into a less efficient Boolean
circuit representation. In [KNL+19], we have analyzed protocols based on homomor-
phic encryption (HE) and secure function evaluation (SFE) for private decision tree
evaluation, identified their sub-protocols and provided novel combinations of them
that allow for better tradeoffs between communication and computation. We describe
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our contributions in private decision tree evaluation in Section 3.1, and position our
work in the context of related works in Section 3.2.
Finally, in Chapter 4, we conclude this thesis and give directions for future work on efficient
private function evaluation.
1.3 Open Access
All papers in this thesis are available as open access via the Cryptology ePrint Archive7 and
come with open-source implementations. This allows other researchers to fairly compare
with and extend our results and use our implementations to further improve the practicality
of private function evaluation (PFE).
7https://eprint.iacr.org/
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Private function evaluation (PFE) can be realized based on the Boolean circuit representation
of the function. As any Boolean function can be represented as a Boolean circuit, this
approach is generic and can be applied in any use case of PFE. The challenge of PFE of
Boolean circuits with full function privacy is to hide the gates’ functionality as well as the
topology of the Boolean circuit. The latter imposes a large overhead compared to secure
function evaluation (SFE) or secure multi-party computation (SMPC) protocols where the
function to be computed is publicly known to all participants, and only the inputs are kept
private.
Approaches for Boolean circuit-based PFE can be grouped into two categories: Linear-
complexity homomorphic encryption (HE)-based approaches [KM11; MS13; MSS14; BBKL20;
HKRS20] and approaches based on mostly symmetric cryptography with superlinear com-
plexity [KS08a; MS13; KS16; GKS17; BBKL19; ZYZL19; AGKS20; LYZ+20] in the size of the
private circuit. In this chapter, we describe our contributions to both approaches of Boolean
circuit-based PFE in Section 2.1 and position our results in the literature in Section 2.2.
2.1 Our Contributions
In this section, we describe our contributions to PFE of Boolean circuits, both using universal
circuits (UCs) (Section 2.1.1) and using homomorphic encryption (HE) (Section 2.1.2).
2.1.1 PFE using Secure Function Evaluation (SFE) of Universal Circuits (UCs)
Private function evaluation (PFE) based on the Boolean circuit representation of the private
function f can be realised by securely evaluating a so-called universal circuit. A universal
circuit (UC) is a Boolean circuit UC that can be programmed to compute any Boolean circuit C
up to a given size n, i.e., there exist programming bits p such that UC(p, x) = C(x) for any
input x . Securely evaluating such a UC as a public function using SFE protects the privacy of
the inputs p and x and therefore, directly allows for private function evaluation.
In 1976, Valiant [Val76] proposed a UC construction with two variants of sizes ∼5n log2 n
and ∼4.75n log2 n in the size of the simulated circuit n, and has shown that the asymptotic
lower bound on the size of a universal circuit is Ω(n log n). Universal circuits (UCs) have been
a mere theoretical concept until 2008, when Kolesnikov and Schneider [KS08a] proposed
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and implemented their UC construction of asymptotic size O(n log2 n), and UC-based PFE
with the same asymptotic complexity.
This thesis has significantly contributed to UC-based PFE with the following three publications
that can be found in Appendices A, B, and C:
[KS16] Á. KISS, T. SCHNEIDER. “Valiant’s Universal Circuit is Practical”. In: 35.
Advances in Cryptology – EUROCRYPT’16. Vol. 9665. LNCS. Full version:
https://ia.cr/2016/093. Code: https://encrypto.de/code/UC. Springer,
2016, pp. 699–728. CORE Rank A*. Appendix A.
[GKS17] D. GÜNTHER, Á. KISS, T. SCHNEIDER. “More Efficient Universal Circuit Con-
structions”. In: 23. Advances in Cryptology – ASIACRYPT’17. Vol. 10625. LNCS.
Full version: https://ia.cr/2017/798. Code: https://encrypto.de/code/
UC. Springer, 2017, pp. 443–470. CORE Rank A. Appendix B.
[AGKS20] M. Y. ALHASSAN, D. GÜNTHER, Á. KISS, T. SCHNEIDER. “Efficient and Scalable
Universal Circuits”. In: Journal of Cryptology (JoC) 33.3 (2020). Springer.
Online version: https://ia.cr/2019/348. Code: https://encrypto.de/
code/UC, pp. 1216–1271. CORE Rank A*. Appendix C.
Valiant’s asymptotically optimal universal circuit (UC) with size ∼5n log2 n has been brought
to practice in 2016 in our first work [KS16] as well as in concurrent and independent related
work by Lipmaa et al. [LMS16]. Both papers explicitly describe the algorithm for programming
Valiant’s universal circuit to compute a given function f . Moreover, in [KS16], we show
the practicality of UCs by providing an open-source implementation of Valiant’s recursive
UC construction that uses two substructures at each step of the recursion. Furthermore, we
provide an open-source implementation of UC-based PFE (cf. [KS16, Section 4.1]) based on
the well-established passively secure SFE framework ABY [DSZ15].
In our second paper on UCs [GKS17], we build on our findings from [KS16] and continue
to improve UCs by modularizing our method for defining the program bits in the universal
circuit and by applying it to Valiant’s more complicated construction with four substructures
at each recursion step and size ∼4.75n log2 n [Val76]. Furthermore, we provide a hybrid
construction (cf. [GKS17, Section 4.2]) that combines both of Valiant’s methods such that
it chooses the construction with smaller size at each step of the recursion to achieve the
smallest concrete UC to date. We also show that a universal circuit with three substructures
is not worth investigating (cf. [GKS17, Section 4.1]) as its size is larger than that of the two
constructions presented by Valiant in [Val76].
Our journal paper [AGKS20] extends our results from [KS16; GKS17] by including a recent
optimization introduced by Zhao et al. [ZYZL19] which improves the size of UCs (and
also our hybrid UC) to ∼4.5n log2 n. Moreover, we observe that memory consumption
becomes the bottleneck of our UC generation and programming implementations. We propose
an improved UC generation method (cf. [AGKS20, Section 5.4]) that, instead of utilizing
O(n log n) memory by storing the UC at once, uses only O(n) memory by handling the
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universal circuit layer by layer in a non-trivial manner. Our programming method programs
the UC subgraph by subgraph, and therefore, only handles O(n) data at once. However, as
we store the UC of size O(n log n) (with any additional information until it is necessary) for
the generation and programming methods, we require O(n log n) disk storage.
Our works on PFE based on universal circuits have shown that this generic approach is a
viable solution for private function evaluation (PFE). We have provided optimizations and
improvements, and provide the most efficient open-source UC and UC-based PFE implemen-
tation to date at https://encrypto.de/code/UC. We have shown that large functions with
a million gates can be privately evaluated using universal circuits and the well-established
Yao’s garbled circuit protocol [Yao82; Yao86] for SFE within a matter of about a minute in a
LAN setting (10 Gbit/s bandwidth and 1 ms RTT) and in about 6 minutes in a WAN setting
(100 Mbit/s bandwidth and 100 ms RTT) with about 3.5 GB communication (cf. [AGKS20,
Table 7]). Smaller circuit sizes suffice for some simpler use cases mentioned in Section 1.1,
such as financial applications or private database management systems (DBMSs), while a
million gates may suffice for more complicated use cases as well.
2.1.2 PFE using Homomorphic Encryption (HE)
Linear-complexity private function evaluation (PFE) using HE was proposed by Katz and
Malka in [KM11]. The authors combine additively homomorphic encryption with garbling
techniques [Yao82; Yao86] to achieve PFE. Additively homomorphic encryption allows
computation on ciphertexts where the decryption of the encrypted result matches the result of
the additive operations as if they had been performed on the plaintext. In garbling techniques,
one of the parties, called the garbler, assigns random keys to each wire of a Boolean circuit
and using symmetric encryption prepares so-called garbled tables for each gate of the circuit.
The other party, called the evaluator, is able to evaluate the Boolean circuit given a set of
wire keys for the garbler’s inputs and for his own inputs (which he receives obliviously from
the garbler without revealing his inputs). In the PFE protocol of [KM11], homomorphic
encryption allows one of the parties to garble the circuit obliviously without knowing the
circuit topology itself. This allows for a PFE protocol with linear complexity O(n) in the
size of the simulated circuit n. However, due to the extensive use of HE, this approach has
been considered impractical in works on UC-based PFE [KS16; LMS16; GKS17; ZYZL19;
AGKS20].
This thesis has contributed to HE-based PFE with the following publication that can be found
in Appendix D:
[HKRS20] M. HOLZ, Á. KISS, D. RATHEE, T. SCHNEIDER. “Linear-Complexity Private
Function Evaluation is Practical”. In: 25. European Symposium on Research
in Computer Security (ESORICS’20). Vol. 12309. LNCS. Full version: https://
ia.cr/2020/853. Code: https://encrypto.de/code/linearPFE. Springer,
2020, pp. 401–420. CORE Rank A. Appendix D.
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The linear-complexity PFE protocol of Katz and Malka [KM11] has been brought to practice
in our work [HKRS20]. We propose several optimizations and split the protocol in different
phases based on if they depend on the private function or the private inputs. Therefore,
certain parts of the protocol can be precomputed in many use cases. Our work has shown
that PFE using HE is practical when instantiated with state-of-the-art elliptic curve ElGamal
and RLWE-based homomorphic encryption. Our most efficient instantiation performs better
than our PFE implementation with UCs [AGKS20] in communication for all circuit sizes and
in computation on the same platform already starting at a few thousand gates. We have
shown that large functions with a million gates can be evaluated privately using HE-based
PFE within a matter of 24 seconds in a LAN setting (10 Gbit/s bandwidth and 1 ms RTT) and
in less than a minute in a WAN setting (100 Mbit/s bandwidth and 100 ms RTT) with about
330 MB communication (cf. [HKRS20, Tables 1-3]). These runtimes are 4-6× smaller than
those of UC-based PFE, while the communication is about 11× smaller.
2.2 RelatedWork
Generally, interactive private function evaluation (PFE) approaches utilize either some form
of homomorphic encryption (HE) or techniques used in secure function evaluation (SFE) pro-
tocols. In this section, we categorize PFE protocols that use the Boolean circuit representation
of the private function in four different categories: Secure evaluation of universal circuits
(Section 2.2.1), PFE using additive HE (Section 2.2.2), PFE using oblivious transfers (OTs)
(Section 2.2.3), and PFE using a trusted execution environment (TEE) (Section 2.2.4). Most
of them are secure against semi-honest adversaries, i.e., adversaries that follow the protocol
but try to learn secrets during the protocol execution. Some protocols have been extended to
malicious adversaries who can actively deviate from the protocol execution to learn private
data. We describe these four categories and position our work in the first category of PFE
of Boolean circuits using SFE of UCs. Moreover, we show how our work has inspired a new
line of research on PFE based on the secure evaluation of universal circuits (UCs) as can be
observed on the timeline we depict in Figure 2.1. In the end of this section, we provide a
brief comparison (Section 2.2.5).
2.2.1 PFE using Secure Function Evaluation (SFE) of Universal Circuits (UCs)
In 1976, Valiant [Val76] proposed the notion of a universal circuit (UC) that can be pro-
grammed to compute any Boolean circuit up to a given size n. Moreover, he introduced
two constructions with sizes ∼5n log2 n and ∼4.75n log2 n that utilize two and four sub-
structures in their recursion, respectively. Universal circuits were shown to be at least of
size Ω(n log n) [Val76; Weg87], i.e., the only improvement left was on the constant factor.
Valiant’s construction has then been considered to be mostly a proof of existence of a uni-
versal circuit, whereas details needed for the practical realization, e.g., the exact method
for deriving the program for the UC were left open. PFE can be reduced to secure function
evaluation (SFE) by securely evaluating a UC [AF90; SYY99; Pin02] that is programmed
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by P1 to evaluate function f represented by circuit C on P2’s input x . P1 provides the program
bits p for the UC and P2 provides his private input x into an SFE protocol that computes
UC(x , p) = C(x). In 2008, Kolesnikov and Schneider [KS08a; Sch08] proposed and im-
plemented a novel UC construction with slightly worse asymptotic complexity O(n log2 n)
that was more modular. Moreover, they provided the first PFE implementation based on the
Fairplay SFE framework [MNPS04]. The UC construction from [KS08a] was generalized for
circuits with gates with more than two inputs in [SS08]. Our work has focused on showing the
practicality of Valiant’s universal circuit construction from [Val76] that has been abandoned
for four decades as can be seen on the timeline depicted in Figure 2.1. In 2016, in our
paper [KS16] we have shown that Valiant’s UC construction with size ∼5n log2 n is indeed
efficient, described the details of the programming algorithm and provided an open-source
implementation of the UC. We have shown in [KS16] that Valiant’s UC results in smaller UCs
than the asymptotically larger construction of [KS08a] already from a few hundred gates on,
and provided the first asymptotically optimal UC-based PFE implementation. In concurrent
and independent related work, Lipmaa et al. [LMS16] also showed the practicality of UCs
by describing the programming method of the same construction of Valiant [Val76] and
decreasing the total number of gates of the UC. However, the number of AND gates in their
optimized version remains the same, and therefore, their improvement does not affect PFE
with universal circuits where circuits are represented by only AND and XOR gates since XOR
gates can be evaluated for free [KS08b]. In [GKS17], we described a more modular approach
for generating and programming the UC and extended our open-source implementation with
Valiant’s method of size ∼4.75n log2 n [Val76]. Moreover, we proposed a concretely more
efficient hybrid UC that combines both constructions to achieve the best concrete UC sizes. In
2019, Zhao et al. [ZYZL19] proposed an improvement for Valiant’s UCs by replacing the main
block of the construction with size ∼4.75n log2 n with a smaller block found using exhaustive
search over all possible blocks. Their construction results in a UC of size ∼4.5n log2 n. The
authors also provide a lower bound of ∼3.64n log2 n on Valiant’s UC construction [ZYZL19].
We include this construction in our open-source implementation and hybrid UCs in [AGKS20].
Moreover, we propose a scalable UC generation algorithm that does not handle the whole
UC of size O(n log n) in memory at once, but handles it layer by layer such that it uses
only O(n) memory at every step of the execution. This requires careful handling of necessary
information for the next layers which are stored using the file system and opened only when
necessary. Naturally, as the UC has size O(n log n), we require O(n log n) disk space for
storing the UC and the additional information for the next layers, which are deleted once
not required anymore. This improvement allows for generating larger UCs within a given
memory constraint. We also show how to program UCs such that at each step of the execution
only O(n) memory is utilized subgraph by subgraph. Implementing this step, however, is left
for future work. The latest improvement on UCs was proposed by Liu et al. [LYZ+20], where
the authors deviate from the constraints of Valiant’s UC framework and modify it such that
the resulting UC now has only size ∼3n log2 n (hence circumventing their lower bound on
Valiant’s UC construction from [ZYZL19]). They also provide a lower bound of ∼2.95n log2 n
on their construction methodology which almost matches the UC size they achieve. Their
construction is simple and more compact, but has not yet been implemented.
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Figure 2.1: Timeline of research on universal circuits (UCs) and the corresponding UC sizes
for private circuits with n gates.
2.2.2 PFE using Homomorphic Encryption (HE)
In 2011, Katz and Malka [KM11] proposed a PFE protocol with linear complexity O(n) in
the size of the private function n. The authors use additively homomorphic encryption (HE)
to enable the oblivious garbling of the circuit by the party to whom the function should
remain private. Mohassel and Sadeghian also include a linear-complexity PFE variant in their
framework in [MS13], which is as efficient as the protocol presented by Katz and Malka.
Mohassel et al. [MSS14] extend the linear-complexity protocol from [KM11; MS13] to security
against malicious adversaries with zero-knowledge proofs. Recently, Biçer et al. [BBKL20]
proposed a linear-complexity protocol that becomes more efficient than the protocol of Katz
and Malka [KM11] when evaluated multiple times, i.e., it requires lower computation and
communication from the second protocol run on, assuming that the same circuit is evaluated
privately multiple times. Until recently, PFE using HE has been considered impractical due to
its extensive use of homomorphic encryption. We have optimized and brought the protocol
of [KM11] into practice in [HKRS20] using state-of-the-art HE schemes such as elliptic
curve (EC) ElGamal [Gam85], the Brakerski/Fan-Vercauteren (BFV) scheme [FV12], and the
cryptosystem by Damgård-Jurik-Nielsen (DJN) [DJN10], where we provide an implementation
of linear-complexity PFE using HE and show that it outperforms PFE using SFE of UCs already
for private circuits of a few thousand gates.
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2.2.3 PFE using Oblivious Transfers (OTs)
Mohassel and Sadeghian [MS13] present a framework for PFE with an instantiation using
the oblivious evaluation of a so-called switching network of size O(n log n) in the size of the
private circuit n. These switching networks are obliviously evaluated using OTs and hide the
topology of the circuit by hiding the mapping that describes how input wires and outgoing
wires from gates are connected with incoming wires of subsequent gates and outputs. The
well-known half-gates optimization [ZRE15] of Yao’s garbled circuit protocol [Yao82; Yao86]
was included in this instantiation by Bingöl et al. [BBKL19] that reduces the number of
oblivious transfers by about half.
2.2.4 PFE using a Trusted Execution Environment (TEE)
We propose PFE with a trusted execution environment (TEE) in [FKSW19] and provide a
prototype implementation using Intel SGX. Here, the trust assumptions are different than
those of the other interactive approaches as the TEE is assumed to provide a secure enclave
in which the protocol is executed, and PFE is achieved by evaluating a UC within the secure
enclave. The function is represented as a universal circuit to avoid side-channel attacks
(e.g., [XCP15; BMD+17; BWK+17; GESM17; HCP17; MIE17; SWG+17; SLKP17; WCP+17;
BMW+18; LSG+18; MES18; KHF+19]), i.e., the program bits are sent to the enclave by the
function holder, which then program the UC to compute the private function without revealing
the topology or the gates’ functionality to the other party. Therefore, the computation and
communication complexity of this solution is that of the size of the UC, i.e., O(n log n) in
the size of the private circuit n, but the computation is performed within the enclave in a
non-interactive manner (after the inputs are sent to the enclave).
2.2.5 Comparison
In this section, we compare the computation and communication complexities of all ap-
proaches for PFE with full function privacy and refer to our original publications [KS16;
GKS17; FKSW19; AGKS20; HKRS20] for details on concrete comparison. We give a brief
overview in Table 2.1 for those protocols that have complexity O(n log n) in the size n of
the private circuit, and note that the linear-complexity approaches [KM11; MS13; BBKL20]
perform best already from a few thousands of gates as we have shown in [HKRS20]. We
note that the TEE-based protocol relies on a different trust model, i.e., it additionally requires
trust in a trusted execution environment (TEE).
Computation. PFE based on the secure evaluation of universal circuits has been the first
PFE approach implemented in [KS08a; KS16; GKS17; AGKS20]. Its most efficient asymp-
totic computation and communication complexity is Θ(n log n), concretely it requires four
symmetric-key operations for the garbler per AND gate of the universal circuit using Yao’s gar-
bled circuit protocol [AGKS20]. As opposed to this, PFE with oblivious transfers (OTs) [MS13]
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Section Section 2.2.4 Section 2.2.1 Section 2.2.3
Computation O(n log n)
[FKSW19]
< O(n log n)
[MS13]
> O(n log n)
Communication O(n log n)
[FKSW19]
< O(n log n)
[AGKS20]
< O(n log n)
Table 2.1: Comparison of the concrete communication and computation of passively secure
private function evaluation approaches with O(n log n) asymptotic complexity.
For large enough values of the private circuit size n, the HE-based PFE proto-
cols [KM11; MS13; BBKL20] with linear complexity O(n) (cf. Section 2.2.2) have
the lowest computation and communication [HKRS20].
requires about half of the computation of approaches using UCs [AGKS20]. The PFE ap-
proach based on evaluating a UC in a TEE also requires O(n log n) computation within the
TEE [FKSW19]. Its instantiation with Intel SGX is generally faster in a WAN network setting
due to smaller amount of communication [FKSW19] that consists only of the function holder
sending the program bits as his inputs to the enclave. This solution, however, relies on addi-
tional trust assumptions in the TEE, whereas protocols based on OTs or UCs do not rely on
any trusted entity. The protocols based on additively homomorphic encryption (HE) [KM11;
BBKL19] require O(n) additively homomorphic operations, which, however, are computation-
ally heavier than the symmetric-key operations used by the nonlinear methods. We explored
when these linear protocols start outperforming the nonlinear methods based on OTs and
UCs in [HKRS20], and found that surprisingly, linear-complexity PFE implemented with the
elliptic curve ElGamal HE scheme is more efficient already from a few thousand gates on.
Communication. PFE via SFE of UCs has communication complexity O(n log n) as both
the universal circuit and the program bits have size O(n log n). The PFE protocol with OTs
from [MS13] requires concretely more communication [GKS17; AGKS20]. Even the improve-
ment from [BBKL19] requires at least twice the communication compared to PFE via SFE of
UCs. As communication is considered the bottleneck in protocols where two or more parties
collaboratively compute the result in SFE, we note that in practice, the gap in communication
between UC-based PFE and OT-based PFE would possibly overcome the gap in computa-
tion, especially when using realistic network settings with low bandwidth and high latency.
Evaluating the UC in a trusted execution environment (TEE) also requires to send O(n log n)
bits since the program bits defining the private function have to be sent to the TEE in this
protocol [FKSW19]. The only PFE protocols with linear O(n) communication complexity
are those based on homomorphic encryption (HE) [KM11; BBKL20]. We investigated the
concrete performance of these methods in [HKRS20] and have shown that this asymptotic
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difference in communication and the efficiency of recent HE implementations makes it the
most efficient approach for PFE to date.
Adaptability. PFE via SFE of UCs can easily be used in any secure function evaluation
protocol and implementation. Its security follows from that of the SFE protocol that is used
to evaluate the UC, i.e., it can be made secure also against malicious adversaries. Moreover,
any recent optimization in SFE will benefit this approach as well. Furthermore, outsourcing
UC-based PFE to two or multiple servers is directly possible with outsourced SFE [KR11].
Non-interactive secure computation [AMPR14] allows for non-interactive PFE [LMS16],
where the first message of the function holder encodes the program bits of the UC that can
be evaluated on multiple inputs of the other party, while a second message is required to
decode the output. With UC-based PFE, it is directly possible to evaluate public and private
circuit parts and allow for a more modular design for a given application as we have shown
in [GKSS19]. All other approaches such as the HE-based or OT-based PFE require specific
implementation efforts and integration of the protocol for these scenarios.
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Figure 3.1: Decision tree with
m = 2 decision
nodes and d = 2
depth.
For privacy-preserving classification such as medical or
software diagnosis [BFK+09; TASF09; BFL+11] mentioned
in Section 1.1, decision trees or branching programs (binary
decision diagrams) provide a compact representation of the
private function. Random forests (sets of smaller decision
trees trained on different random subsets of features) are
considered to be among the most accurate classification
models in machine learning [DCBA14]. Some functions
(e.g., multiplication), however, have an exponential-size
decision tree representation [Bry91; Woe05; Sch11] and
therefore, this representation is not generic and cannot be
used in every use case.
In this chapter, we look into approaches for private function
evaluation (PFE) where the function is represented as a
decision tree, i.e., a binary tree with internal nodes called
decision nodes where an input value x i is compared to a threshold y j, and leaf nodes are
called classification nodes where a classification value vk is stored as shown in Figure 3.1.
Evaluating a decision tree T on input feature vector x means evaluating the comparisons
at each decision node of a path, the result of which defines which branch is taken next.
When a leaf node is reached, the corresponding classification value is output. The depth
of the decision tree is the length of the longest path between the root and any leaf. Here,
the challenges for PFE include hiding which input feature from the input feature vector x
is compared at which decision node, the threshold at each decision node, and the concrete
topology of the decision tree (such as the length of individual paths). Generally, the size of
the decision tree (i.e., a maximum number of decision nodes and potentially the depth of the
tree) is considered to be public in most PFE protocols.
Solutions for privately evaluating decision trees exist and utilize, similarly to techniques
for generic PFE, additively homomorphic encryption (HE) or garbling techniques similar to
Yao’s garbled circuit protocol for secure two-party computation [Yao82; Yao86]. Additively
homomorphic encryption allows for an operation on two ciphertexts that is reflected as an
addition of the plaintexts on the decryption of the result. Garbling techniques use (mostly)
symmetric-key operations to allow two parties to obliviously compute a Boolean circuit in a
constant number of rounds. Techniques based on HE generally require less communication
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but have high computation complexity, whereas garbling techniques require more commu-
nication but utilize only efficient symmetric-key primitives. In this chapter, we describe
our contributions to finding the most efficient protocols combining these two approaches in
Section 3.1 and position our work in the literature in Section 3.2.
3.1 Our Contributions
Various papers have proposed solutions for privately evaluating decision trees, some based
solely on homomorphic encryption (HE) (e.g., [WFNL16; TMZC17]), some solely on garbling
techniques (e.g., [BPSW07; BFK+09]), and some utilize both techniques (e.g., [BPSW07;
BFK+09]).
This thesis has contributed to private decision tree evaluation with the following systematiza-
tion of knowledge publication that can be found in Appendix E:
[KNL+19] Á. KISS, M. NADERPOUR, J. LIU, N. ASOKAN, T. SCHNEIDER. “SoK: Modular
and Efficient Private Decision Tree Evaluation”. In: Proceedings on Privacy
Enhancing Technologies (PoPETs) 2019.2 (2019). De Gruyter Open. Online
version: https://ia.cr/2018/1099. Code: https://encrypto.de/code/
PDTE, pp. 187–208. CORE Rank B. Appendix E.
In our work [KNL+19], we take a closer look at existing constant-round protocols for private
decision tree evaluation and identify three sub-protocols they are composed of: 1) private
selection of input features that are to be compared with at each of the decision nodes, 2) private
comparison that takes place at the decision nodes, and 3) private evaluation of the path corre-
sponding to the given input in the decision tree. We analyze the state-of-the-art techniques for
these sub-protocols that use either homomorphic encryption (H) or garbling techniques (G),
and show that they can be combined efficiently and result in six different protocols as shown in
Table 3.1, where we denote with ABC the protocol that uses A for the private selection of input
features, B for the private comparisons at the decision nodes, and C for the private evaluation
of the path such that A, B, and C stand for either homomorpic encryption (H) or garbling
techniques (G). Three of these protocols have been proposed in related work (HGG [BPSW07;
BFK+09], GGG [BFK+09] and HHH [TMZC17]), and three of the resulting combinations are
discovered by our work (HHG, HGH and GGH) (cf. [KNL+19, Section 4.1]).
Some protocols require introducing dummy decision nodes in order to pad all paths to the
same length, which is necessary to hide the length of any evaluated path. In this scenario,
the number of dummy nodes is O(m2) in the original number of decision nodes m, which, for
decision trees with realistic sizes, is considerably smaller than padding the decision tree to a
full tree (cf. [KNL+19, Figure 12]), i.e., having 2d decision nodes at depth d. For instance,
for the UCI dataset diabetes (with 10 input features, depth 28 and 393 decision nodes),
the number of decision nodes after depth-padding is 6 432 [KNL+19], whereas padding it
to a full tree results in a tree with 228, i.e., over 260 million, decision nodes. We adapt
16
3 Private Function Evaluation of Decision Trees
Protocol Selection Comparison Path Depth Online
evaluation padding rounds
needed
[BPSW07] H G G no 4
[WFNL16] H H H no 6
HGG [BFK+09] H G G yes 4
GGG [BFK+09] G G G yes 2
HHH [TMZC17] H H H no 4
HHG [KNL+19] H H G yes 4
HGH [KNL+19] H G H no 6
GGH [KNL+19] G G H no 4
Table 3.1: Constant-round protocols composed of the presented sub-protocols for selection,
comparison and path evaluation based on homomorphic encryption (H) and
garbling techniques (G). We depict if a protocol requires dummy decision nodes
to be introduced in order to pad each path to the maximum depth of the decision
tree and we show the number of rounds of each protocol.
all protocols into an offline-online setting, i.e., precompute operations independent of the
input features in an offline phase to allow for an efficient input-dependent online phase. We
experimentally evaluate the performance of the resulting private decision tree evaluation
protocols and study the tradeoff between runtime and communication on real-world datasets
cf. [KNL+19, Section 6]. In a LAN setting (1 Gbit/s bandwidth and 0.5 ms RTT), our newly
identified hybrid protocols (HGH and GGH) that use both homomorphic encryption and
garbling techniques in a novel combination achieve the fastest runtimes for large datasets
while requiring reasonably low communication. For instance, for the above mentioned
diabetes dataset, our GGH protocol requires 9.3 MB communication, whereas the lowest
communication of 1.6 MB is achieved by the HHH protocol of [TMZC17], which, in turn
is more than an order of magnitude slower than GGH that runs in 0.2 s. Moreover, most
communication for GGH and HGH can be precomputed offline. Our newly identified hybrid
protocols (HGH and GGH) that use both homomorphic encryption and garbling techniques
in a novel combination achieve better tradeoffs than state-of-the-art HE-based [WFNL16;
TMZC17] or garbling-based [BPSW07; BFK+09; BFL+11] protocols. Based on our findings,
we provide recommendations for usage scenarios (cf. [KNL+19, Section 6]) for the most
efficient protocols.
3.2 RelatedWork
Recent years have brought tremendous improvements in the field of private decision tree
evaluation. First, we group related works into three main categories: Those that utilize homo-
morphic encryption and/or garbling techniques (Section 3.2.1), and those that utilize some
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alternative approaches such as secret sharing (Section 3.2.2) and generic PFE (Section 3.2.3).
Within the first category, we position our work in the context of constant-round protocols,
and describe related works that are non-interactive as well as where the number of rounds
depends on the depth of the decision tree. Then, we briefly compare the different approaches
(Section 3.2.4).
3.2.1 Private Decision Tree Evaluation in the Client-Server Setting
We discuss related work on private decision tree evaluation protocols where a server holding
its decision tree and a client holding its feature vector perform the privacy-preserving classifi-
cation themselves. We describe these protocols, grouped together based on their number of
rounds, which use different tools in their building blocks as shown in Table 3.2.
Constant round protocols. Private function evaluation (PFE) of decision trees was firstly
considered by Brickell et al. [BPSW07] for remote diagnostic programs. The authors propose
a protocol with mostly garbling techniques, but use homomorphic encryption for the input
selection (i.e., protocol HGG). This has been improved and generalized in [BFK+09; BFL+11],
and also a protocol based on mainly symmetric-key operations using Yao’s garbled circuit pro-
tocol [Yao82; Yao86] was proposed (i.e., protocol GGG). These approaches are secure against
semi-honest adversaries, i.e., adversaries who follow the protocol execution. The solution
of [BFK+09; BFL+11] based only on Yao’s garbled circuit protocol can be extended to protect
against a malicious client (the party holding the input to the decision tree) by using oblivious
transfer (OT) extension with security against malicious clients [ALSZ15; KOS15; ALSZ17]
which is only slightly less efficient than its passively secure variant. Ishai and Paskin [IP07]
presented a protocol based on homomorphic encryption for privately evaluating branching
programs (a generalization of decision trees) where the server evaluates his program on the
client’s encrypted input. Bost et al. [BPTG15] presented a protocol based on leveled fully
homomorphic encryption (FHE) where the decision tree is expressed and evaluated as a
multivariate polynomial, whose constants are the classification labels and variables represent
comparison results at the decision nodes. After the private comparisons, the server homo-
morphically evaluates the polynomial and returns the result. Wu et al. [WFNL16] proposed
a passively secure protocol relying solely on additively homomorphic encryption (HE), and
extend their protocol to security against malicious clients. Their protocol allows the server to
learn the comparison result encrypted with the client’s public key, and the client to learn the
index of the classification label after the server evaluates the tree under encryption. Then,
the client learns the result using oblivious transfer (OT). Tai et al. [TMZC17] improved the
path evaluation method of this protocol (i.e., protocol HHH) such that they assign costs to
each edge, i.e., the left edge of a node has cost b and the right has cost 1− b, where b is
the comparison result bit. Then all paths have costs based on the edges along them, and the
path with cost zero leads to the classification result. With their improvement, the authors
of [TMZC17] eliminate the exponential dependency on the depth of the tree d, i.e., instead
of 2d decision nodes in [WFNL16], they require only m decision nodes in their protocol
to fully hide the topology of the decision tree. This improvement is significant when large
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decision trees are considered that usually are not very dense (see our example decision trees
trained on the UCI datasets [Lic18] in [KNL+19, Table 3], where all our large trees with
more than a hundred decision nodes have less than 0.5% of the decision nodes of a full tree
with the same depth). For decision trees with m∼ 2d , the protocol of Wu et al. [WFNL16]
would perform better, however, for more realistic trees with m≤ 2d−2, the communication of
Tai et al.’s method [TMZC17] is at most half of that of [WFNL16], while the computation
is at most the same. De Cock et al. [CDH+19] propose a secret sharing-based solution for
evaluating private decision trees using the so-called commodity-based model with O(log t)
rounds where t is the bitlength of the inputs that is set to be a constant, usually t = 32
or t = 64. In this model, correlated randomness is distributed by a trusted party to the
computing parties or pre-computed during the offline phase, which are then used in the
online phase.
In our work [KNL+19], we consider constant-round private decision tree evaluation protocols
allow features and inputs to be of any bitlength. We identify the most efficient existing
protocols HGG [BPSW07; BFK+09], GGG [BFK+09], and HHH [TMZC17], and find three
novel combinations of their sub-protocols, i.e., HHG, HGH and GGH [KNL+19]. HHG is
not competitive with other approaches, but the novel hybrid protocols HGH and GGH,
combining techniques both from [TMZC17] and [BPSW07; BFK+09], and relying on garbled
circuits for comparison instead of the DGK comparison protocol [DGK07] result in reasonable
performance tradeoffs, and provide the best solution in certain usage scenarios [KNL+19].
Most existing constant-round protocols [BPTG15; WFNL16; TMZC17] use a HE-based com-
parison protocol with the DGK encryption scheme [DGK07; DGK08; DGK09]. Recently,
Xue et al. [XLH+20] presented an improved comparison protocol based on additively ho-
momorphic encryption and secret sharing that allows the parties to compare their inputs
privately as a whole instead of doing it in a bit-by-bit manner as in [DGK07; DGK08; DGK09].
Then they use the path evaluation of Tai et al. [TMZC17] and achieve a private decision tree
evaluation protocol that requires a factor t less homomorphic operations for the comparisons
than previous works where t is the constant bitlength of the inputs and thresholds.
Non-constant roundprotocols. The constant-round protocols based solely on HE [BPTG15;
WFNL16; TMZC17] use the DGK comparison protocol [DGK07]. Joye and Salehi [JS18]
propose an optimization of the DGK protocol that improves its communication by a factor two
when comparing two values. However, the DGK comparison allows for including the input
feature selection step without additional overhead, while this optimization incurs additional
overhead when more values are compared, such as in case of private decision tree evaluation.
Moreover, their protocol has O(d) rounds [JS18], where d denotes the depth of the decision
tree. Tueno et al. [TKK19] represent the decision tree as an array, and execute d comparisons.
These comparisons are performed using garbled circuits that result in the secret-shared index
of the next node. Then they perform oblivious array indexing which allows the parties to
obliviously select the next nodes. For this, they utilize either garbled circuits, oblivious transfer
or oblivious RAM (ORAM), the latter of which results in a protocol with sub-linear complexity
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[BPSW07] HE, GC 5 O(2d) m
HGG [BFK+09] HE, GC 4 O(m2) m
GGG [BFK+09] GC 4 O(m2 log(m2)) m
[BPTG15] FHE, HE ≥ 6 O(m) m
[WFNL16] HE, OT 6 O(m) m
HHH [TMZC17] HE 4 O(m) m
HGH [KNL+19] HE, GC 6 O(m) m
GGH [KNL+19] HE, GC 6 O(m log m) m
[CDH+19] SS 9 O(2d) m











[TKK19] GC, OT 4d O(2d) d
[TKK19] ORAM d2 + 3d O(d4) d
[TKK19] ODS 4d O(d3) d
[TKK19] ORAM, FSS 4d O(d2) d
[JS18] HE, OT 2d O(2d) d









[LZS18] FHE, HE 1 O(m) m
[TBK20] binary FHE, HE 1 O(1) or O(d) m
[TBK20] integer FHE, HE 1 O(2d/s) or O(d) m
[ALR+19] FHE 1 O(1) m
Table 3.2: Summary of private decision tree evaluation protocols in the client-server set-
ting. Table modified and extended from [TKK19; TBK20], assuming that the
number of input features is O(m) in the number of decision nodes m. d denotes
the depth of the decision tree. For the underlying tools, we use the following
notation: fully homomorphic encryption (FHE), homomorphic encryption (HE),
garbled circuit (GC), oblivious transfer (OT), secret sharing (SS), function se-
cret sharing (FSS), oblivious random access memory (ORAM), oblivious data
structure (ODS).
in the size of the decision tree. Their protocols require the same number of comparisons as
the protocol of [JS18], but require at least O(d) rounds of communication [TKK19, Tab. 2].
Non-interactive protocols. An alternative to the DGK comparison protocol [DGK07;
DGK08; DGK09] is the non-interactive comparison protocol presented by Lu et al. [LZS18]
that uses fully homomorphic encryption (FHE). The authors implement the protocol
of [TMZC17] with their comparison protocol to achieve a non-interactive private decision tree
evaluation protocol. Their solution only performs well for small bitlengths of the features and
inputs. Tueno et al. [TBK20] further improve non-interactive private decision tree evaluation
based on FHE that allows a client to delegate the decision tree evaluation to the server by
sending an encrypted input and receiving an encrypted result. Their solution performs well
for low-depth trees but its runtime grows exponentially in the depth, and therefore, is not
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applicable for deep decision trees. The recent work of Akavia et al. [ALR+19] presents a
non-interactive solution with FHE that is secure against malicious adversaries and allows for
sublinear client complexity in the size of the decision tree.
3.2.2 Private Decision Tree Evaluation in the Outsourcing Setting
Aloufi et al. [AHWC19] propose outsourced evaluation of random forests of multiple model
owners and use multi-key HE. The model owners send encrypted decision trees with joint
keys and the client sends its encrypted input with its key to the cloud, who evaluates the
trees securely and aggregates the results. In the end of the protocol execution, the result is
decrypted using all HE keys. Zheng et al. [ZDW19] proposed an approach for outsourcing
private decision tree evaluation based on additive secret sharing and provide a tailored
protocol that allows the parties to stay offline after providing their inputs to the computation.
Liu et al. [LSC+19; LCL+20; LSZ+20] propose a solution based on additively homomorphic
encryption and secret sharing that allows the client to outsource the private decision tree
evaluation to two servers in the cloud. In their solution, the client does not learn anything
about the decision tree while the servers learn nothing about the client’s input as long as they
do not collude with each other.
3.2.3 Private Decision Tree Evaluation with Private Function Evaluation of
Boolean Circuits
Generic private function evaluation (PFE) of Boolean circuits (cf. Chapter 2) can also be used
to solve private decision tree evaluation, in which case the decision tree has to be transformed
into a Boolean circuit representation. This, however, implies a very large overhead for a
decision tree with bitlength t of the features and m decision nodes since for input selection,
a selection network of O(tm log m) gates described in [KNL+19, Section 3.1] is utilized.
Then, PFE based on universal circuits (UCs) and OTs [Val76; KS16; LMS16; GKS17; ZYZL19;
AGKS20; LYZ+20] have complexity O((tm log m) log(tm log m)), and linear-complexity HE-
based PFE protocols [KM11; MS13; MSS14; HKRS20] have complexity O(tm log m), which
are significantly worse than protocols designed specifically for decision trees shown in Ta-
ble 3.2.
3.2.4 Comparison
Protocols designed specifically for private decision tree evaluation can be grouped into two
categories: The first solution relies on homomorphic encryption and/or garbling techniques
(cf. Section 3.2.1), where the client holding an input feature vector and a server holding a
decision tree compute the result interactively in a privacy-preserving manner. The second
is based on secret sharing (cf. Section 3.2.2) where the client outsources the decision tree
computation to two or more non-colluding servers. The trust model of the two approaches
differ significantly, as secret sharing-based approaches require two non-colluding computing
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servers, a stronger assumption the client has to make than in case of the approaches based
on HE and/or garbling techniques, where the server and the client themselves perform
the computation. Secure outsourcing of the computation, however, can be more efficient,
especially when the client has a computationally restricted device.
Protocols where the client and server perform the private decision tree evaluation interactively
have gained increasing interest with recent advances of machine learning. We have shown
in [KNL+19] that for constant-round protocols that are based on homomorphic encryption
and garbling techniques, it is beneficial to combine these techniques and design protocols
that use both in order to provide the best tradeoff between computation and communication,
as garbling techniques are fast but heavy in communication, while homomorphic encryption
is slower but requires less communication. Our work provides performance comparison
of existing techniques on the same platform [KNL+19, Section 6]. The recent work of
Xue et al. [XLH+20] combines additively homomorphic encryption with secret sharing and
achieves an improvement as comparisons are not performed bit by bit anymore.
Considering real-world scenarios with high latency network connection between the client
and the server, non-constant round protocols (cf. Section 3.2.1) would provide worse per-
formance in real-world use cases. However, the recently proposed non-interactive private
decision tree evaluation protocols of [LZS18; ALR+19; TBK20] that rely on fully homomorphic
encryption (FHE) may provide the best solution in some real-world applications with high
latency between the two parties since the client only needs to send its encrypted input and
receive the encrypted output. Though the client is still required to perform a computationally
heavy encryption and decryption, the decision tree evaluation is performed solely by the
server under encryption.
Using generic private function evaluation (PFE) for privately evaluating decision trees (cf.
Section 3.2.3) is inefficient and should only be considered when small decision trees are eval-
uated and generic PFE is easily applied. Otherwise specific protocols with better complexity
should be utilized.
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In this chapter, we conclude this thesis by summarizing our main contributions to the field of
efficient private function evaluation (PFE) in Section 4.1, and by describing possible future
work directions in Section 4.2.
4.1 Summary
This thesis has made significant contributions towards making PFE efficient and scalable
by improving generic PFE based on the secure evaluation of universal circuits (UCs) and
based on homomorphic encryption (HE) summarized in Chapter 2, as well as specific PFE of
decision trees summarized in Chapter 3. Here, we briefly describe our findings.
More Efficient Generic Private Function Evaluation. In [KS16], we have shown that
asymptotically optimal universal circuits (UCs) as proposed by Valiant [Val76] can be brought
into practice, providing the first generic PFE implementation with UCs of asymptotically
optimal complexity O(n log n). We have described and implemented the algorithm that
generates and programs the UC according to the function it should simulate. Our UC design
in [GKS17] is modular, and therefore, we could include in [AGKS20] recent improvements
both from ourselves and from other research groups [ZYZL19]. We have shown that PFE using
UCs is an efficient solution for private function evaluation and provide a publicly available
prototype implementation. In [HKRS20], we optimize and implement the linear-complexity
PFE protocol of [KM11] using additively homomorphic encryption that was believed to be
inefficient. We show that using state-of-the-art HE schemes such as elliptic curve ElGamal
encryption and RLWE-based HE, this protocol has lower communication as well as faster
runtimes than UC-based PFE for circuits of at least a few thousand gates.
Hybrid Private Decision Tree Evaluation. We have studied constant-round protocols for
privately evaluating decision trees, a common machine learning classifier. In private decision
tree evaluation, the server holding the decision tree and the client holding the input feature
would like to evaluate the decision tree and allow the client to learn the result without
compromising the privacy of their inputs. Previously, it has mostly been realized with addi-
tively homomorphic encryption [WFNL16; TMZC17] or with garbling techniques [BPSW07;
BFK+09; BFL+11]. We have shown in [KNL+19] that novel combinations of these techniques
resulting in hybrid protocols provide better tradeoffs between computation and communica-
tion than state-of-the-art methods.
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4.2 Future Work
In this section, we describe future work directions for both function representations considered
in this thesis, i.e., for private function evaluation (PFE) of Boolean circuits (Section 4.2.1)
and of decision trees (Section 4.2.2).
4.2.1 PFE of Boolean Circuits
Even though significant progress has been made in generic PFE, it has not yet reached the
level of practicality that would be desired for real-world deployment. Here we describe a few
directions to explore in future work.
Approaches based on universal circuits. Liu et al. [LYZ+20] have shown a lower bound of
∼2.95n log2 n on the size of UCs along with a construction that achieves size ∼3n log2 n. It is
an interesting future work to implement this construction and see if hybrid methods that we
proposed in [GKS17] are still sensible or if they become obsolete due to this novel optimization
as [LYZ+20, Figure 12] suggests. Moreover, currently the only existing implementation of
PFE with UCs is our open-source implementation based on the passively secure two-party
secure function evaluation (SFE) framework ABY [DSZ15]. Any SFE framework with two
or multiple parties could be adapted to evaluate UCs, so achieving malicious security and
multi-party PFE is straightforward, but has not yet been implemented. Secret sharing-based
approaches are not efficient here as their round complexity depends on the depth of the UC,
which is linear in the size of the private function. We have shown in [AGKS20, Figure 15,
Table 7] that this heavily impacts the runtime of PFE in realistic network settings. Therefore,
multi-party solutions with a constant number of rounds such as the BMR protocol [BMR90;
LPSY15; BLO16; BLO17] should be investigated. Deployment of PFE with UCs by companies
that provide solutions based on secure function evaluation should be rather straightforward
and is an important future work to be done to enhance the level of privacy in use cases where
the function is the trade secret of one of the participants.
Approaches based on homomorphic encryption. In [HKRS20], we investigate the con-
crete efficiency of the constant-round HE-based method of Katz and Malka [KM11] since
its communication is asymptotically lower than that of UC-based PFE. It was expected that
this method outperforms UC-based PFE for large circuits, however, we show that it becomes
more efficient already from circuits of a few thousands of gates on when instantiated with
elliptic curve ElGamal HE. It would be interesting to see the performance improvement of
the reusable protocol of Biçer et al. [BBKL20] for multiple executions. [KM11; BBKL20]
provide protocols with passive security, and Mohassel et al. [MSS14] provide an extension
for malicious security with zero-knowledge proofs. After having investigated the breaking
point between passively secure PFE with UCs and passively secure PFE with HE in [HKRS20,
Section 5.2], an interesting next step would be to do the same for efficient maliciously secure
implementations.
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4.2.2 PFE of Decision Trees
Privately evaluating decision tree classifiers has gained increasing interest with advances in
machine learning. Available solutions are promising but different scenarios require different
approaches. We consider constant-round protocols and non-interactive protocols based
on fully homomorphic encryption (FHE) as most promising, since with realistic network
settings (with high latency and/or low bandwidth) and decision tree sizes, protocols with a
non-constant number of rounds become highly inefficient.
Constant-round approaches based on garbling techniques and additive HE. As future
work, it is interesting to explore malicious security for our novel hybrid protocols HGH
and GGH [KNL+19], as well as for the protocol HHH of [TMZC17], and elaborate on the
performance of all efficient protocols in this setting as well. Further improving the different
sub-protocols used for private decision tree evaluation is also of interest as shown in [XLH+20]
where a novel comparison protocol is presented. A direct efficiency comparison between this
new method and our hybrid protocols HGH and GGH [KNL+19] as well as protocol HHH
of Tai et al. [TMZC17] would be interesting, as they perform the path evaluation with the
same method. However, since the path evaluation protocol of [TMZC17] using HE already
compares only at each decision node, we do not expect a significant improvement on this
sub-protocol. This is due to the fact that any protocol requiring only one comparison at each
layer would also require O(d) rounds in the depth d of the tree, since naturally, in order to
compute exactly one path obliviously, the parties need communication after each decision
node on the path.
Non-interactive approaches based on FHE. Novel approaches that use FHE for private
decision tree evaluation require no interaction during the computation between the input
provider and the model holder (except for sending an encrypted input and receiving an
encrypted output). Recent works have shown that this approach may become practical
by providing prototype implementation [LZS18; ALR+19; TBK20], but the concrete gap
between these methods relying on FHE and those relying on computationally less expensive
primitives that we have considered is still to be explored in real-world network settings. These
approaches, if made generic, i.e., applicable for any bitlength and decision tree topology, may
perform better than constant-round protocols.
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liane Krämer and Prof. Dr. Jean-Pierre Seifert. I completed my
Master thesis with the title “Testing Self-Secure Exponentiation Coun-
termeasures against the Bellcore Attack”, which received good evalu-
ation (CAST-Förderpreis IT-Sicherheit 2015 3rd place, publication at
COSADE’16).
Sep 2009 – Jun 2012 Bachelor Degree
I finished my Bachelor studies in Mathematics, with a specialization in
Applied Mathematics, at the Budapest University of Technology
and Economics (Hungary).
Sep 2011 – Jun 2012 With the supervision of Dr. Tamás Fleiner, I studied minimum cuts
of graphs for my bachelor thesis titled Finding and Representations of
Minimum Cuts and Their Applications, which received good evaluation.
38
Awards, Stipends
Dec 2019 Together with Ghada Dessouky, Tommaso Frassetto, Giulia Traverso,
Shaza Zeitouni, we have recieved the CROSSING Collaboration
Award for our paper titled SAFE: A Secure and Efficient Long-Term
Distributed Storage System for our internal collaborative work within
the project CROSSING.
Sep 2018
I was selected to be one of the 200 international young researchers at
the 6. Heidelberg Laureate Forum (HLF), which brings together
graduate and undergraduate students with recipients of the most presti-
gious awards in mathematics and computer science, i.e., the Abel Prize,
ACM A.M. Turing Award, ACM Prize in Computing, Fields Medal and
the Nevanlinna Prize.
Jun 2018
I received a stipend for visiting the Women in Theory (WIT) Work-
shop, intended for graduate and exceptional undergraduate students in
the area of theory of computer science.
May 2015
I was a finalist for the CAST MSc Award in IT Security (CAST
Förderpreis IT-Sicherheit), and obtained the third price with my Mas-
ter thesis titled Testing Self-Secure Exponentiation Countermeasures
Against the Bellcore Attack.
Professional Service
Jun 2019 – Nov 2019 I served as a Program Committee member in the PPML’19 inter-
national workshop.
May 2015 – Present
I served as an external reviewer in the following international confer-
ences: NDSS’21, CCS’19, ASIACRYPT’19, IH&MMSec’19, CANS’18,
AsiaCCS’18, EUROCRYPT’18, INDOCRYPT’17, CANS’17, ASI-
ACRYPT’17, ACNS’17, ASIACCS’17, IH&MMSec’16, ACNS’16, IEEE
S&P’16, EUROCRYPT’16.




A Valiant’s Universal Circuit is Practical
(EUROCRYPT’16)
[KS16] Á. KISS, T. SCHNEIDER. “Valiant’s Universal Circuit is Practical”. In: 35.
Advances in Cryptology – EUROCRYPT’16. Vol. 9665. LNCS. Full version:
https://ia.cr/2016/093. Code: https://encrypto.de/code/UC.
Springer, 2016, pp. 699–728. CORE Rank A*. Appendix A.
https://doi.org/10.1007/978-3-662-49890-3_27
41
Valiant’s Universal Circuit is Practical
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Abstract. Universal circuits (UCs) can be programmed to evaluate
any circuit of a given size k. They provide elegant solutions in var-
ious application scenarios, e.g. for private function evaluation (PFE)
and for improving the flexibility of attribute-based encryption (ABE)
schemes. The optimal size of a universal circuit is proven to be Ω(k log k).
Valiant (STOC’76) proposed a size-optimized UC construction, which
has not been put in practice ever since. The only implementation of uni-
versal circuits was provided by Kolesnikov and Schneider (FC’08), with
size O(k log2 k).
In this paper, we refine the size of Valiant’s UC and further improve
the construction by (at least) 2k. We show that due to recent optimiza-
tions and our improvements, it is the best solution to apply in the case
for circuits with a constant number of inputs and outputs. When the
number of inputs or outputs is linear in the number of gates, we propose
a more efficient hybrid solution based on the two existing constructions.
We validate the practicality of Valiant’s UC, by giving an example imple-
mentation for PFE using these size-optimized UCs.
Keywords: Universal circuit · Size-optimization · Private function eval-
uation
1 Introduction
Any computable function f(x) can be represented as a Boolean circuit with input
bits x = (x1, . . . , xu). Universal circuits (UCs) are programmable circuits, which
means that beyond the true u inputs, they receive p = (p1, . . . , pm) program
bits as further inputs. By means of these program bits, the universal circuit is
programmed to evaluate the function, such that UC (x, p) = f(x). The advantage
of universal circuits in general is that one can apply the same UC for computing
different functions of the same size. An analogy between universal circuits and
a universal Turing machine allows to turn any function into data in the form of
a program description. Thus, the size-depth problem of UCs can be related to
the time-space problem for Turing machines [Val76].
Efficient constructions considering both the size and the depth of the UC were
proposed. The first approach was the optimization of the size by Valiant [Val76],
resulting in a construction with asymptotically optimal size O(k log k) and depth
O(k), where k denotes the size of the simulated circuits. The second optimization
c⃝ International Association for Cryptologic Research 2016
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700 Á. Kiss and T. Schneider
was proposed with respect to the UC depth in [CH85], where a construction
with linear depth O(d) in the simulated circuit depth d and size O( k
3d
log k ) was
designed. In this paper, due to the applications that we revisit in Sect. 1.2, e.g.,
diagnostic programs, blinded policies and database queries, we concentrate on
the existing size-optimized UCs and note, that the asymptotically optimal size is
Ω(k log k) [Val76,Weg87].
The most prominent application of universal circuits is the evaluation of
private functions based on secure function evaluation (SFE) or secure two-
party computation. SFE enables two parties P1 and P2 to evaluate a pub-
licly known function f(x, y) on their private inputs x and y, ensuring that
none of the participants learns anything about the other participant’s input.
SFE ensures that both P1 and P2 learn the correct result of the evaluation.
Many secure computation protocols use Boolean circuits for representing the
desired functionality, such as Yao’s garbled circuit protocol [Yao86,LP09a] and
the GMW protocol [GMW87]. In some applications the function itself should
be kept secret. This setting is called private function evaluation (PFE), where
we assume that only one of the parties P1 knows the function f(x), whereas the
other party P2 provides the input to the private function. P2 learns no informa-
tion about f besides the size of the circuit defining the function and the number
of inputs and outputs.
PFE can be reduced to SFE [AF90,SYY99,Pin02,KS08b] by securely eval-
uating a UC that is programmed by P1 to evaluate the function f on P2’s
input x. Thus, P1 provides the program bits for the UC and P2 provides his pri-
vate input x into an SFE protocol that computes a UC. The complexity of PFE
in this case is determined mainly by the complexity of the UC construction. The
security follows from that of the SFE protocol that is used to evaluate the UC. If
the SFE protocol is secure against semi-honest, covert or malicious adversaries,
then the PFE protocol is secure in the same adversarial setting.
1.1 Related Work on Universal Circuits and Private
Function Evaluation
Universal Circuits. Valiant presented an asymptotically optimal universal circuit
construction with size ≈ 4.75(u+v+k∗) log2(u+v+k∗) [Val76], relying on edge-
universal graphs. u, k and v denote the respective number of inputs, gates and
outputs in the simulated circuit, and k∗ is the number of gates in the equivalent
fanout-2 circuit, with k ≤ k∗ ≤ 2k+ v. Valiant’s size-optimized UC construction
was recapitulated in [Weg87, Sect. 4.8]. However, Valiant’s construction has been
considered to be mostly a proof of existence of a universal circuit, whereas details
needed for the practical realization, e.g., how to derive the program for the UC
are left open. Kolesnikov and Schneider proposed a UC construction with size
≈ 0.75k log22 k+2.25k log2 k+k log2 u+(0.5k+0.5v) log2 v [KS08b,Sch08]. They
present the first implementation of PFE using UCs by extending the Fairplay
secure computation framework [MNPS04]. Some building blocks of this con-
struction are of interest, but due to its asymptotically non-optimal size, we show
in Sect. 3.2 that Valiant’s UC construction results in smaller UCs for circuits in
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the most general case. The UC constructions from [Val76,KS08b] were general-
ized for circuits consisting of gates with more than two inputs in [SS08]. In this
paper, we show the practicality of Valiant’s UC construction.
In concurrent and independent work [LMS16], Lipmaa et al. also bring the
same UC construction to practice. They detail a k-way recursive construction
for UCs, instantiate it for k ∈ {2, 4} as in [Val76], and descrease its total number
of gates compared to that of Valiant’s construction. However, in contrast to our
optimizations, their number of AND gates is exactly the same and therefore their
improvement does not affect PFE with UC, when XOR gates are evaluated for
free [KS08a]. Currently their implementation for generating and programming
UCs supports the 2-way recursive construction, the same construction that we
study and realize in practice in this work.
Private Function Evaluation. In [KM11], Katz and Malka presented an app-
roach for PFE that does not rely on UCs. They use (singly) homomor-
phic public-key encryption as well as a symmetric-key encryption scheme
and achieve constant-round PFE with linear communication complexity. How-
ever, the number of public-key operations is linear in the circuit size and
due to the gap between the efficiency of public-key and symmetric-key
operations, this results in a less efficient protocol for circuits with reason-
able size. Their protocol is secure against semi-honest adversaries and uses
Yao’s garbled circuit technique [Yao86]. Mohassel and Sadeghian consider PFE
with semi-honest adversaries in [MS13]. Their generic PFE framework can be
instantiated with different secure computation protocols. The first version uses
homomorphic encryption with which they achieve linear complexity in the cir-
cuit size and the second alternative relies solely on oblivious transfers (OT),
that results in a method with O(k log k) symmetric-key operations, where k
denotes the circuit size. The OT-based construction is more desirable in prac-
tice, since using OT extension, the number of expensive public-key opera-
tions can significantly be reduced, s.t. it is independent of the number of
OTs [IKNP03,ALSZ13]. The asymptotical complexity of the OT-based construc-
tion of [MS13] and Valiant’s UCs for PFE is the same, and therefore we compare
these solutions for PFE in more detail in Sect. 4.2. Mohassel et al. extend the
framework from [MS13] to malicious adversaries in [MSS14] and show that an
actively secure PFE framework with linear complexity O(k) is feasible, using
singly homomorphic encryption.
1.2 Applications of Universal Circuits
Universal circuits have several applications, which we summarize in this section.
Private Function Evaluation. As mentioned before, UCs can be used to
securely evaluate a private function using a generic secure computation
protocol. [CCKM00] shows an application for secure computation, where evaluat-
ing UCs or other PFE protocols would ensure privacy: when autonomous mobile
agents migrate between several distrusting hosts, the privacy of the inputs of
the hosts is achieved using SFE, while privacy of the mobile agent’s code can be
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guaranteed with PFE. Privacy-preserving credit checking using garbled circuits is
described in [FAZ05]. Their original scheme cannot represent any policy, though
by evaluating a UC, their scheme can be extended to more complicated credit
checking policies. [OI05] show a method to filter remote streaming data oblivi-
ously, using secret keywords and their combinations. Their scheme can addition-
ally preserve data privacy by using PFE to search the matching data with a pri-
vate search function. Privacy-preserving evaluation of diagnostic programs was
considered in [BPSW07], where the owner of the program does not want to reveal
the diagnostic method and the user does not want to reveal his data. Example
applications for such programs include medical systems [BFK+09] and remote
software fault diagnosis, where in both cases the function and the user’s input
are desired to be handled privately. In the protocol presented in [BPSW07], the
diagnostic programs are represented as binary decision trees or branching pro-
grams which can easily be converted into a Boolean circuit representation and
evaluated using PFE based on universal circuits. Besides, PFE can be applied to
create blinded policy evaluation protocols [FAL06,FLA06]. [FAL06] utilizes UCs
for so-called oblivious circuit policies and [DDKZ13] for hiding the circuit topol-
ogy in order to create one-time programs. Since PFE using UCs utilizes general
secure computation protocols, it is possible to outsource the function and the
data to two or multiple servers (using XOR secret sharing) and then run private
queries on these. This is not directly possible with other PFE protocols, e.g.,
with the protocol presented in [KM11] or the homomorphic encryption-based
protocols from [MS13,MSS14].
Beyond Private Function Evaluation. Besides being used for PFE, UCs can be
applied in various other scenarios. Efficient verifiabile computation on encrypted
data was studied in [FGP14]. A verifiable computation scheme was proposed for
arbitrary computations and a UC is required to hide the function. [GGPR13]
make use of universal circuits for reducing the verifier’s preprocessing step.
In [GHV10], a multi-hop homomorphic encryption scheme is proposed that also
uses a universal circuit evaluator to achieve the privacy of the function. When the
common reference string is dependent on a function that the verifier is interested
in outsourcing, then the function description can be provided as input to a UC
of appropriate size. In [PKV+14,FVK+15], universal circuits are used for hiding
queries in database management systems (DBMSs). The Blind Seer DBMS was
improved in [PKV+14] by making use of a simpler UC for evaluating queries,
which does not hide the circuit topology. The authors mention that in case the
topology of the SQL formula and the circuit have to be kept private, a UC can be
utilized. As described in [Att14], the Attribute-Based Encryption (ABE) schemes
for some polynomial-size circuits can be turned into ciphertext-policy ABE by
using universal circuits. The ABE scheme of [GGHZ14] also uses UCs.
1.3 Outline and Our Contributions
In Sect. 2, we revisit the two existing size-optimized UC constructions
of [Val76,KS08b]. We put an emphasis on the asymptotically size-optimal
Valiant’s Universal Circuit is Practical 703
method proposed by Valiant in [Val76]. This complex construction makes use of
an internal graph representation and programs a so-called edge-universal graph.
However, the algorithm for programming a universal circuit is not explicitly
described and in the presence of the included optimizations is not straightfor-
wardly applicable. In Sect. 2.1, we recapitulate Valiant’s recursive edge-universal
graph construction and describe how the construction of UCs can be reduced to
this problem. In Sect. 2.2, we briefly summarize the main building blocks of the
UC construction of [KS08b].
Optimized Size and Depth of Valiant’s UC Construction: In Sect. 3, we elab-
orate on the concrete size of Valiant’s UC construction. We refine upper and
lower bounds for the size of the edge-universal graph and approximate a closed
formula with ≤ 2% deviation from the actual size in Sect. 3.1. We include two
optimizations detailed in Sect. 3.2, achieving altogether a linear improvement of
at least 4u+4v+2k. We give hybrid constructions for cases with many inputs and
outputs in the same section. In Sect. 3.2, we compare the refined concrete size
and the depth of Valiant’s construction with that of [KS08b] and conclude the
advantage of Valiant’s method (potentially using building blocks from [KS08b]).
Valiant’s Size-Optimized UC Construction in Practice: In Sect. 4, we detail the
steps of our algorithm for a practical realization of Valiant’s UC construction
and provide an example application for PFE. We describe the internal represen-
tations and the algorithms in our UC compiler in Sect. 4.1, along with detailed
implementations of universal gates and switches. We compare our resulting PFE
with the OT-based protocol from [MS13] in Sect. 4.2. We show concrete exam-
ple circuits and elaborate on the number of symmetric-key operations and the
performance of our UC compiler.
2 Existing Universal Circuit Constructions
In this section, we summarize the two size-optimized universal circuit construc-
tions: of [Val76] in Sect. 2.1 and of [KS08b] in Sect. 2.2.
2.1 Valiant’s Universal Circuit Construction
In this section, we describe Valiant’s edge-universal graph construction for graphs
for which all nodes have at most one incoming and at most one outgoing
edge and detail how two such graphs can be used for constructing universal
circuits [Val76].
Edge-Universal Graphs. G = (V,E) is a directed graph with the set of nodes
V = {1, . . . , n} and the set of edges E ⊆ V × V . A directed graph has fanin
or fanout ℓ if each of its nodes has at most ℓ edges directed into or out of it,
respectively. Γℓ(n) denotes the set of all acyclic directed graphs with n nodes
and fanin and fanout ℓ. Further on, we require a labelling of the nodes in a
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topological order, i.e., i > j implies that there is no directed path from i to j. In
a graph in Γℓ(n), a topological ordering can always be found with computational
complexity O(n+ ℓn).
An edge-embedding of graph G = (V,E) into G′ = (V ′, E′) is a mapping
that maps V into V ′ one-to-one, with possible additional nodes in V ′, and E
into directed paths in E′, such that they are pairwise edge-disjoint, i.e., an edge
can be used only in one path. A graph G′ is edge-universal for Γℓ(n) if it has
distinguished poles {p1, . . . , pn} ⊆ V ′ and every graph G ∈ Γℓ(n) with node
set V = {1, . . . , n} can be edge-embedded into G′ by a mapping ϕG such that
ϕG : i &→ pi and ϕG : (i, j) &→ {path from pole pi to pole pj} for each i, j ∈ V .
Here, we recapitulate Valiant’s construction for acyclic edge-universal graph
for Γ1(n), denoted by Un, that has fewer than 2.5n log2 n nodes, fanin and
fanout 2 and poles with fanin and fanout 1. Valiant presents another edge-
universal graph construction with a lower multiplicative constant 2.375n log2 n.
We omit that version of the algorithm for two reasons: firstly, our aim is to
show the practicality of Valiant’s approach and secondly, including all the opti-
mizations even in the simpler construction is a challenging task in practice. The
more efficient algorithm uses four subgraphs instead of two at each recursion
and utilizes a skeleton with a more complex structure. For more details on this
improved algorithm, the reader is referred to [Val76,LMS16]. We leave showing
the practicality of the improved method as future work.
Valiant’s Edge-Universal Graph Construction for Γ1(n) Graphs: The edge-
universal graph for Γ1(n), denoted by Un, is constructed with poles {p1, . . . , pn}
with fanin and fanout 1, which are connected according to the skeleton shown
in Figs. 1a and b. The poles are emphasized as special nodes with squares, and
the additional nodes are shown as circles. The recursive construction works as
follows: the nodes denoted by {q1, . . . , q⌈ n−22 ⌉} and {r1, . . . , r⌊ n−22 ⌋} are consid-
ered as the poles of two smaller edge-universal graphs called subgraphs Q⌈n−22 ⌉
and R⌊n−22 ⌋, respectively, that are otherwise not shown. Since they are poles of
the two subgraphs with such a skeleton but not of Un, they will have at most
the allowed fanin and fanout 2: they inherit one incoming and one outgoing edge
from the outer skeleton, and at most one incoming and one outgoing edge from
the subgraph. Q⌈n−22 ⌉ (and R⌊n−22 ⌋) is then constructed similarly: the skeleton
is completed and two smaller graphs with sizes ⌈ ⌈
n−2
2 ⌉−2






2 ⌉ and ⌊
⌊n−22 ⌋−2
2 ⌋) are constructed. For starting off the recursion,
U1 is a graph with a single pole while U2 and U3 are graphs with two and three
connected poles, respectively. Valiant gives special constructions for U4, U5 and
U6 and shows that it is possible to obtain the respective edge-universal graphs
with altogether 3, 7 and 9 additional nodes, respectively, as shown in Figs. 1c, d,
and e.
We recapitulate the proof from [Val76] that Un is edge-universal for Γ1(n),
such that any graph with n nodes and fanin and fanout 1 can be edge-embedded
into Un. According to the definition of edge-embedding, it has to be shown that
given any Γ1(n) graph G with set of edges E, for any (i, j) ∈ E and (k, l) ∈ E







































































Fig. 1. Skeleton of Valiant’s edge-universal graph and optimized cases.
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we can find pairwise edge-disjoint paths from pi to pj and from pk to pl in Un.
As before, the labelling of nodes V = {1, . . . , n} in the Γ1(n) graph is according
to a topological order of the nodes.
Firstly, each two neighbouring poles of the edge-universal graph, p2s
and p2s+1 for s ∈ {1, . . . , ⌈n2 ⌉}, are thought of as merged superpoles, with their
fanin and fanout becoming 2. In a similar manner, any G ∈ Γ1(n) graph can
be regarded as a Γ2(⌈n2 ⌉) graph with supernodes, i.e. each pair (2s, 2s+ 1) will
be merged into one node in a Γ2(⌈n2 ⌉) graph G
′ = (V ′, E′). If there are edges
between the nodes in G, they are simulated with loops1. The set of edges of this
graph G is partitioned to sets E1 and E2, s.t. G1 = (V,E1) and G2 = (V,E2)
are instances of Γ1(⌈n2 ⌉) and Γ1(⌊
n
2 ⌋), respectively. This can be done efficiently,
as shown later in this section. The edges in E1 are embedded as directed paths
in Q, and the edges in E2 as directed paths in R. Both E1 and E2 have at
most one edge directed into and at most one directed out of any supernode
and therefore, there is only one edge from E1 and one from E2 to be simu-
lated going through any superpole in Un as well. Thus, the edge coming into a
superpole (p2s, p2s+1) in E1 is embedded as a path through qs−1, while the edge
going out of the pole in E1 is embedded as a path through qs in the appropri-
ate subgraph. Similarly, the edges in E2 are simulated as edges through rs−1
and rs. These paths can be chosen disjoint according to the induction hypothe-
sis. Finally, the paths from qs−1 and rs−1 to superpole (p2s−1, p2s) as well as the
paths from (p2s−1, p2s) to qs and rs can be chosen edge-disjoint due to the skele-
ton shown in Figs. 1a and b. With this, Valiant’s graph construction is a valid
edge-universal graph construction with asymptotically optimal size O(n log n),
and depth O(n) [Val76].
Valiant’s Edge-Universal Graph Construction for Γ2(n) Graphs: Given a directed
acyclic graph G ∈ Γ2(n), the set of edges E can be separated into two distinct
sets E1 and E2, such that graphs G1 = (V,E1) and G2 = (V,E2) are instances
of Γ1(n), having fanin and fanout 1 for each node [Val76]. Given the set of
nodes V = {1, . . . , n}, one constructs a bipartite graph G = (V ,E) with nodes
V = {m1, . . . ,mn,m′1, . . . ,m′n} and edges E such that (mi,m′j) ∈ E if and only
if (i, j) ∈ E. The edges of G and thus the corresponding edges of G can be
colored in a way that the result is a valid two-coloring. Having fanin and fanout
at most 2, such coloring can be found directly with the following method, used
in the proof of Kőnig-Hall theorem in [LP09b]:
1: while There are uncolored edges in G do
2: Choose an uncolored edge e = (mi,m′j) randomly and color the path
or cycle that contains it in an alternating manner: the neighbouring
edge(s) of an edge of the first color will be colored with the second
color and vice versa.
3: end while
1 We note that these G′ graphs are constructed from the original Γ1(n) graph G in
order to define the correct embedding. Therefore, they are not required to be acyclic.
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This coloring can be performed in O(n) steps and it defines the edges in E1
and E2, s.t. E1 contains the edges colored with color one and E2 the ones with
color two and G1 = (V,E1) and G2 = (V,E2) (cf. full version [KS16]).
With this method, the problem of constructing edge-universal graphs
for Γ2(n) can be reduced to the Γ1(n) construction. After constructing two edge-
universal graphs for Γ1(n) (i.e. Un,1 and Un,2), their poles are merged and an
edge-universal graph for Γ2(n) is obtained. The merged poles now have fanin
and fanout 2, since the poles of Un,1 and Un,2 previously had fanin and fanout 1.
E1 can then be edge-embedded using the edges of Un,1 and E2 using the edges
of Un,2.
Universal Circuits. We now describe how to construct UCs by means of
Valiant’s edge-universal graph construction for Γ2(n) graphs [Val76]. Our goal
is to obtain an acyclic circuit built from special gates that simulate any acyclic
Boolean circuit with u inputs, v outputs and k gates. In the circuit, the inputs of
the gates are either connected to an input variable, to the output of another gate
or are assigned a fixed constant. Due to the nature of Valiant’s edge-universal
graph construction, we have two restrictions on the original circuit. Firstly, all
the gates must have at most two inputs and secondly, the fanout of inputs and
gates must be at most 2, i.e., each input of the circuit and each output of any
gate can only be the input of at most two later gates. This is necessary in order
to guarantee that the graph of the original circuit has fanin and fanout 2. We
note that the first restriction was present in case of the construction in [KS08b]
as well, but the output of any input or any gate could be used multiple times.
However, it was proven in [Val76] that the general case, where the fanout of
the circuit can be any integer m ≥ 2, can be transformed to the special case
when m ≤ 2 by introducing copy gates, where the resulting circuit will have
k∗ gates with k ≤ k∗ ≤ 2k + v, where k denotes the number of gates and v the
number of outputs in the circuit. We detail how this can be done in Sect. 4.1.
After this transformation, given a circuit C with u inputs, v outputs
and k∗ gates with fanin and fanout 2, the graph of C, denoted by GC consists
of a node for each gate, input and output variable and thus is in Γ2(u+ v+ k∗).
The wires of circuit C are represented by edges in GC . A topological ordering of
the gates is chosen, which ensures that gate gi has no inputs that are outputs
of a later gate gj , where j > i. The inputs and the outputs can be ordered arbi-
trarily within themselves as long as the inputs are kept before the topologically
ordered gates and the outputs after them. Even though the output nodes cause
an overhead in Valiant’s UC, they are required to fully hide the topology of the
circuit in the corresponding universal circuit. If, one can observe which gates
provide the output of the computation, it might reveal information about the
structure of the circuit, e.g. how many times is the result of an output gate used
after being calculated. We ensure by adding nodes corresponding to the outputs
that the last v nodes in Uu+v+k∗ are the ones providing the outputs. We note
that our understanding of universal circuits here slightly differs from Valiant’s,
since he constructs Uu+k∗ [Val76].
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Therefore, after obtaining GC a Γ2 edge-universal graph Uu+v+k∗ is con-
structed, into which GC is edge-embedded. Valiant shows in [Val76] how to
obtain the universal circuit corresponding to Uu+v+k∗ and how to program it
according to the edge-embedding of GC . Firstly, the first u poles become inputs,
the next k∗ poles are so-called universal gates, and the last v poles are outputs
in the universal circuit. A universal gate denoted by U(in1, in2; c0, c1, c2, c3), can
compute any function with two inputs in1 and in2 and four control bits c0, c1, c2
and c3 as in Eq. 1.
out1 = c0in1in2 ⊕ c1in1in2 ⊕ c2in1in2 ⊕ c3in1in2. (1)
The rest of the nodes of the edge-universal graph are translated into universal
switches or X gates, denoted by (out1, out2) = X(in1, in2; c) that are defined by
one control bit c and return the two input values either in the same or in reversed
order as in Eq. 2.
out1 = c in1 ⊕ c in2, out2 = c in1 ⊕ c in2. (2)
The programming of the universal circuit means specifying the control bit of each
universal switch and the four control bits of each universal gate. The universal
gates are programmed according to the simulated gates in C and the universal
switches according to the paths defined by the edge-embedding of the graph
of the circuit GC in the edge-universal graph Uu+v+k∗ . Depending on if the
path takes the same direction during the embedding (e.g. arrives from the left
and continues on the left) or changes its direction at a given node (e.g. arrives
from the left and continues on the right), the control bit of the universal switch
can be programmed accordingly. In Sect. 4.1, we detail our concrete method
for programming the universal circuit and discuss efficient implementations of
universal gates and switches.
2.2 Universal Circuit Construction from [KS08b]
The universal circuit construction from [KS08b] is built from three main build-
ing blocks (cf. full version [KS16]) that we summarize in this section. The con-
struction uses efficient building blocks for hiding the wiring of the u inputs and
v outputs, using the fact that the maximum number of inputs to a circuit with
k gates is 2k and the maximum number of outputs is k. A recursive building
block with size O(k log2 k) is constructed for hiding the wiring between the gates.
For hiding the input wiring, a selection block Su2k≥u is used, i.e., a program-
mable block that selects for 2k outputs one of u ≤ 2k inputs. This means that
with the u inputs of circuit C, it can be programmed to assign the output wires
according to the original structure of C and assign duplicates to the rest of the
wires. The authors show an efficient implementation of selection blocks with size
O(k log k) and depth O(k) with a small constant factor [KS08b].
For hiding the output wiring, the authors use a smaller selection block. We
note that the usage of their so-called truncated permutation block is enough to
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program the output wires according to the original topology of C as no dupli-
cates can occur. This truncated permutation block TPk≥vv permutes a subset
of the maximal k inputs to the v ≤ k outputs. An efficient construction of
size O(k log v) and depth O(log k) is given in [KS08b].
A universal block UBk is placed between the input selection block and the
output permutation block. It takes care of the simulation of the gates using
universal gates and ensures that each possible wiring can be implemented in the
UC. The universal block construction is recursive, makes use of two universal
blocks of smaller size with a selection block and a mixing block (essentially a
layer of universal switches with one output) in between them. The O(k log2 k)
size of this universal block is asymptotically not optimal and its O(k log k) depth
is also a factor of log k larger than Valiant’s UC’s. Thus, despite the efficiency
of the other two building blocks, the construction from [KS08b] yields larger
circuits than Valiant’s UC in most cases. However, we note that using some of
its building blocks can be beneficial in some scenarios (cf. Sect. 3.2).
3 The Size and the Depth of Valiant’s Construction
In this section, we obtain new formulae for the size and the depth of Valiant’s
construction: the Γ1 edge-universal graph construction is described in Sect. 3.1
and the universal circuit construction in Sect. 3.2. The size of the edge-universal
graph is the number of nodes, counting all the poles and nodes created while
using Valiant’s construction. The depth of the edge-universal graph is the number
of nodes on the longest path between any two nodes. When considering UCs
and the PFE application, since XOR gates can be evaluated for free in secure
computation [KS08a], the ANDsize of the universal circuit is the number of
AND gates that are needed to realize the UC in total. The ANDdepth of the
universal circuit in this scenario is the maximum number of AND gates between
any input and output. For the sake of generality, we give the total size and depth
of Valiant’s UC construction with respect to both the AND and XOR gates that
are used. Our implementation of universal gates and switches is optimized for
PFE (cf. Sect. 4.1) and therefore uses the fewest AND gates possible. However,
the total size and depth can be relevant when optimizing for other applications,
in which case our implementation gives an upper bound that can be improved.
For instance, when XOR and AND gates have the same costs, one needs to
minimize the total number of gates instead of the number of AND gates as
in [LMS16].
3.1 The Size and the Depth of the Γ1 Edge-Universal Graph
In the skeleton, node A in Fig. 1a is redundant, since one can choose to embed the
edge (y, n− 1) as (py, pn−1) through Q, and (z, n) as (pz, pn) through R for any
y and z nodes [Val76]. Thus, the number of nodes other than poles Exact(n),
for even n becomes





+ 5 · n − 2
2
. (3)
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For odd n, the construction makes use of n−12 poles in Q and
n−3
2 poles in R.
Then, edge (y, n) is embedded as (py, pn) through Q for any y node, and node A











+ 5 · n − 3
2
+ 3. (4)
Using these recursive formulae, given the value n, it is possible to obtain the
exact number of nodes other than poles in Un. Valiant includes optimizations
for starting off the recursion: for 1, 2, 3, 4, 5 and 6 nodes; the respective number
of additional nodes are 0, 0, 0, 3, 7 and 9 (cf. Figs. 1c, d and e). Thus, a simple
algorithm using dynamic programming based on the recursion relations of Eqs. 3
and 4 yields the exact number of nodes other than the original n poles that are
created during the edge-universal graph construction. It depends on the parity of
the input n at each iteration and unfortunately does not yield a closed formula for
the size of Valiant’s edge-universal graph construction, which is n+Exact(n).
Valiant states that using his method, an edge-universal graph for Γ1(n) can
be found “with fewer than 198 n log2 n nodes, and fanin and fanout 2” [Val76].
As mentioned in Sect. 2.1, we consider the more detailed algorithm that yields
the result with a slightly larger prefactor of 2.5n log2 n instead of 2.375n log2 n.
In this section, we sharpen this bound and give an approximate closed formula
for the size of the construction. We first give upper and lower bounds, and then
derive an approximation for a closed formula. For our lower bound, we consider
the case when only the formula for even numbers, i.e., Eq. 3, is considered. This














⎠ = 2.5n log2 n−9n+5 log2 n+10. (5)
The upper bound can be obtained similarly, considering the case when only



















⎠ = 2.5n log2 n − 4n+ 2.5 log2 n+ 5. (6)
Figure 2 depicts our upper and lower bounds along with Valiant’s upper
bound on the same construction for up to 100 000 nodes. We observe that the
mean of our bounds is very close to the exact number of nodes. Figure 3 shows
that already after a couple of hundreds of poles, it only slightly deviates from
the exact number of nodes Exact(n). Thus, we accept
size(Un) ≈ 2.5n log2 n − 6.5n+ 3.75 log2 n+ 7.5 (7)
as a good approximation of the closed formula for the size of the construction,
noting that an estimated deviation of at most 2% compared to the exact number
of nodes, i.e., ε ≤ 0.02 · size(Un) may occur.































Size n of embedded graph
Valiant’s upper bound (2.5n log2 n)
Our upper bound (Eq. 5)
Exact size (Eqs. 3-4)
Our lower bound (Eq. 6)
Fig. 2. Our upper and lower bounds for the size of Valiant’s edge-universal graph
construction for Γ1(n) graphs, along with Valiant’s upper bound on the same con-
struction and the exact size Exact(n), considering the size of the embedded graph
n ∈ {1, . . . , 100 000} (Color figure online).
The depth of the edge-universal graph, i.e., the maximum number of nodes
between any two nodes is defined by the number of nodes between p1 and pn
in the skeleton (cf. Figs. 1a and b). Thus, depth(Un) = 3n − 3 for even n and
depth(Un) = 3n − 2 for odd n.
3.2 The Size and the Depth of Valiant’s Universal Circuit
As described in Sect. 2.1, a universal circuit is constructed by means of an edge-
universal graph for graphs with fanin and fanout 2, which is in turn constructed
from two Γ1 edge-universal graphs with poles merged together and thus taken
only once into consideration. When constructing a UC, the number of inputs u,
the number of outputs v and the number of gates k is public. We set k∗ as the
number of gates in the equivalent fanout-2 circuit, where k ≤ k∗ ≤ 2k + v, in
order to be able to later fairly compare with the UC construction of [KS08b]. We
consider k∗ as the public parameter instead of k, since without the knowledge
of the original number of simulated gates, it does not reveal information about
the simulated circuit. If the original k is public, one can hide k∗ by setting it
to its maximal value 2k + v. Thus, using Valiant’s UC construction, a Γ2 edge-
universal graph with u+v+k∗ poles is constructed and thus, our approximative
formula for the size of the Γ2 edge-universal graph corresponding to the graph of
the circuit would become 2 · size(Uu+v+k∗)− (u+ v+ k∗) and the exact number
would be u+ v+ k∗ +2 ·Exact(u+ v+ k∗), i.e., the u+ v+ k∗ merged poles of
the two edge-universal graphs plus the exact number of nodes other than poles.
Therefore, the size of Valiant’s UC is
























Size n of embedded graph
Fig. 3. The deviation of the mean of our upper and lower bounds (Eqs. 5 and 6) from
the exact size of the edge-universal graph Exact(n) + n, considering the size of the
embedded graph n ∈ {1, . . . , 100 000}.
size(UCValiantu,v,k∗ ) ≈[5(u+ v + k∗) log2(u+ v + k∗) − 15(u+ v + k∗)
+ 7.5 log2(u+ v + k
∗) + 15] · size(X) + k∗ · size(U)
(8)
and the depth stays
depth(UCValiantu,v,k∗ ) ≈ [2(u+ v + k∗) − 2] · depth(X) + k∗ · depth(U). (9)
When transforming the Γ2 edge-universal graph into a UC, the first u poles
are associated with inputs, the last v poles with outputs, and the k∗ poles
between are realized with universal gates (cf. Eq. 1) and their programming is
defined by the corresponding gates in the simulated circuit. The rest of the nodes
of the edge-universal graph are translated into universal switches (cf. Eq. 2),
whose programming is defined by the edge-embedding of the graph of the circuit
into the Γ2 edge-universal graph. Thus, the size and depth of Valiant’s UC can
be directly derived from the size of the Γ2 edge-universal graph. However, we
include two optimizations to obtain a smaller size of the UC. The first opti-
mization improves already the size of the edge-universal graph and the second
optimization is applied when translating the edge-universal graph into a UC
description (cf. Sect. 4.1).
1. Optimization for Input and Output Nodes: We observe that obviously
circuit inputs need no ingoing edges and circuit outputs need no outgoing
edges. Therefore, since u, v and k∗ are publicly known, we optimize by delet-
ing nodes that become redundant while canceling the edges going to the
first u (input) and coming from the last v (output) nodes. Depending on the
parity of u, v and u + v + k∗, the number of redundant switching nodes is
u+ v−3±1 in both Γ1 edge-universal graphs that build up the graph of the
UC. Therefore, we have, on average, 2(u + v − 3) redundant nodes, which
number we use in our calculations further on. This optimization also affects
the depth by, on average, u+ v − 3.
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2. Optimization for Fanin-1 Nodes: We observe that in the skeleton of
the Γ1 edge-universal graph construction there is a fanin-1 node (denoted
with B in Figs. 1a and b). Such fanin-1 nodes exist in the base-cases for
a small number of poles as well (cf. Figs. 1c, d and e). These nodes are
important to achieve fanin and fanout 2 of each nodes in the graph, but can
be ignored and replaced with wires when translated into a circuit description,
essentially resulting in the same UC. According to Valiant’s construction,
these gates would translate into universal switches with one real input (and
an other arbitrary one). Instead, we translate each of them into two wires
and therefore set the second input to the same as the first one. Since at least
one such node can be ignored in each subgraph when nodes are translated









⎠ − 1 = 2(u+ v + k∗) − 3 (10)
less gates for the two Γ1 edge-universal graphs. This improvement has no
effect on the depth of the construction.
Since both the size and the depth are dependent on the underlying represen-
tation of the circuit building blocks (of the universal gate U and of the universal
switch or X gate), and the secure computation protocol, we express the size of
the universal circuit with the size and depth of U and ofX as parameters. Includ-
ing the above optimizations of altogether 4(u + v) + 2k∗ − 9, the approximate
formula for the size of Valiant’s optimized UC construction becomes
size(UC optu,v,k∗) ≈[5(u+ v + k
∗) log2(u+ v + k
∗) − 17k∗ − 19(u+ v)
+ 7.5 log2(u+ v + k
∗) + 24] · size(X) + k∗ · size(U).
(11)
To obtain the exact size of the UC, we use the recursive relations depicted in
Eqs. 3 and 4 and include our optimizations. Thus, we obtain
sizeexact(UC optu,v,k∗) =[2 · Exact(u+ v + k
∗)
− 4(u+ v) − 2k∗ + 9] · size(X) + k∗ · size(U).
(12)
From the depth of the edge-universal graph, the depth of the UC becomes
depth(UC optu,v,k∗) ≈ [u+ v + 2k
∗ + 3] · depth(X) + k∗ · depth(U). (13)
Depending on the application, size(X) and size(U) as well as depth(X) and
depth(U) can be optimized. Due to the PFE application, where XOR gates
can be evaluated for free, we assess the ANDsize and ANDdepth of our AND-
optimized implementations of universal gates and switches (cf. Sect. 4.1). In gen-
eral, a universal gate can be realized with 3 AND gates (and 6 XOR gates), and
ANDdepth of 2 (total depth of 6). Universal switches can be realized with only
one AND gate (and 3 XOR gates), and ANDdepth of 1 (total depth of 3) [KS08a].
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For private function evaluation, the size and the depth of U can be fur-
ther optimized depending on the underlying secure computation protocol. In
case the SFE implementation uses Yao’s garbled circuit protocol [Yao86], both
ANDsize(U) and ANDdepth(U) can be minimized to 1, due to the fact that in
some garbling schemes the evaluator does not learn the type of the evaluated
gate such as in case of garbled 3-row-reduction [NPS99]. Therefore, a universal
gate can be implemented with one 2-input non-XOR gate [PSS09].
Optimized Hybrid Universal Circuit Construction: We investigate if
hybrid methods utilizing building blocks of both UC constructions, i.e., of
both [Val76] summarized in Sect. 2.1 and [KS08b] in Sect. 2.2, could yield bet-
ter size. The simulation of the k gates of the original circuit is asymptotically
more efficient using Valiant’s UC construction due to the logarithmic factor,
despite the overhead caused by taking the equivalent fanout-2 circuit with k∗
gates, where k ≤ k∗ ≤ 2k + v. However, we calculate if the modular approach
of [KS08b] using a selection block Sum≥u for selecting the input variables or a
truncated permutation block TPk
∗≥v
v for the output variables results in a smaller
size.
Placing a selection block on top of Valiant’s UC with m universal gates
would imply a selection block Sum≥u which is then programmed to direct the
u inputs of the circuit to the proper inputs of the m universal gates. Depending
on how the output nodes are represented, m is either 2(k∗ + v) for the case
when including the outputs in Valiant’s construction or 2k∗ for the construction
with a truncated permutation block. In the latter case, TPk
∗≥v
v takes care of
permuting a subset of the outputs of the k∗ gates, resulting in the v outputs
of the UC. A selection block Sum≥u has size
u+m
2 log2 u +m log2 m − u + 1 and





2 log2 v − 2v+ k
∗ +1 and depth log2 k∗ + log2 v − 1 [KS08b] (cf. full
version [KS16]).
Let us take three scenarios into consideration, depending on the number of
inputs u and the number of outputs v. The number of gates in the circuit to be
simulated is k and the number of gates in the equivalent fanout-2 circuit is k∗
with k ≤ k∗ ≤ 2k + v.
1. Constant I/O Case: u = c1 constant, v = c2 constant: If both u and v
are constant values c1 and c2 respectively, as is the case in many applications
that compute a non-trivial function with relatively few inputs and outputs,
the size of the selection block becomes ≈ 2k∗ log2 k∗ + (2 + log2 c1)k∗ and
the size of the truncated permutation block is ≈ (0.5 log2 c2 + 1) k∗. With
Valiant’s UC construction, the overhead caused by a constant number of
inputs and outputs is around 5(c1 + c2) log2 k∗. The depth of Valiant’s UC
is only affected with constant overhead, while the depth of the selection and
permutation blocks are ≈ 2k∗ + 2 log2 k∗ and ≈ log2 k, respectively. Thus,
both for the inputs and the outputs, Valiant’s UC is an asymptotically better
solution in the case with a constant number of inputs and outputs.
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2. Many Inputs: u ∼ k, v = c constant: For many inputs where u is around
the number of gates k and we have a constant number of c outputs, we include
these c nodes in Valiant’s UC instead of using a truncated permutation block
due to the same reasoning as in the previous case. However, a selection block
can be constructed to direct k inputs to k∗ + c universal gates. Thus, its size
becomes ≈ 2k∗ log2 k∗ + k∗ log2 k + 0.5k log2 k + 2k∗ − k + 3c log2 k∗ and its
depth ≈ 2k∗ + 2 log2 k∗ + 2 log2 k. In case of Valiant’s UC construction, k
inputs result in an overhead of ≈ 5k log2 k − 9k + 5c log2 k for the size and
≈ k for the depth, since a large part (up to a half) of the circuit is built in
order to hide the input wiring. Therefore, in this scenario it is often worth
to use a hybrid method, utilizing the selection block from [KS08b] for input
selection. Our many inputs hybrid construction places a selection block on
top of a UC with k∗+c universal gates and has approximate size when u ∼ k
and v is constant c
size(UCmany Ik,c,k∗ ) ≈ [7k
∗ log2 k
∗ + k∗ log2 k + 0.5k log2 k − k − 15k∗
+ (7.5 + 5c) log2 k
∗ + 3c log2 k
∗ +O(1)] · size(X) + k∗ · size(U)
(14)
and approximate depth
depth(UCmany Ik,c,k∗ ) ≈ [4k
∗ + 2 log2 k
∗ + 2 log2 k +O(1)] · depth(X)
+k∗ · depth(U).
(15)
3. Maximal I/O Case: u ∼ 2k, v ∼ k: For circuits with u ∼ 2k inputs and
v ∼ k outputs, we discuss the possibility of using both an input selection
block and an output permutation block. The size of the selection block is
≈ 2k∗ log2 k∗ + k∗ log2 k+ k log2 k+3k∗ − k and its depth becomes ≈ 2k∗ +
2 log2 k∗ +2 log2 k, which is more beneficial (when it comes to the size) than
the ≈ 10k log2 k − 12k size overhead and ≈ 2k depth overhead in Valiant’s
construction caused by 2k inputs (up to half of the UC is constructed for
inputs only). The truncated permutation block has size ≈ 0.5k∗ log2 k +
0.5k log2 k + k∗ − 2k and depth ≈ log2 k∗ + log2 k, while the same amount
of outputs in Valiant’s construction introduces at least 5k log2 k − 9k new
switches with depth of ≈ k. Thus, for the case when the maximal 2k inputs
and k outputs are considered, we conclude that it is advantageous to use
our maximal I/O hybrid construction, utilizing Valiant’s graph construction
for the k∗ gates [Val76], a selection block for the inputs and a truncated
permutation block for the outputs [KS08b]. This yields an approximate size
when u ∼ 2k and v ∼ k
size(UCmax I/O2k,k∗,k ) ≈[7k
∗ log2 k
∗ + 1.5k∗ log2 k + 1.5k log2 k − 13k∗ − 3k
+ 7.5 log2 k
∗ +O(1)] · size(X) + k∗ · size(U)
(16)
and an approximate depth
depth(UCmax I/O2k,k∗,k ) ≈ [4k
∗ + 3 log2 k
∗ + 3 log2 k +O(1)] · depth(X)
+k∗ · depth(U).
(17)








































Number of fanin-fanout-2 gates k∗ = k
Valiant’s UC, maximal I/O
Valiant’s UC, many inputs
Valiant’s UC, constant I/O
[KS08b] UC, maximal I/O
[KS08b] UC, many inputs
[KS08b] UC, constant I/O
Hybrid, maximal I/O
Hybrid, many inputs
Fig. 4. Comparison between the sizes of the universal circuit constructions for
k∗ = k ∈ {0 , . . . , 50 000} gates, considering the three scenarios: constant I/O with
constant number of inputs and outputs, many inputs with ∼ k inputs and constant
outputs and maximal I/O with ∼ 2k inputs and ∼ k outputs (Color figure online).
We conclude that in case of a large number of inputs and outputs it is
beneficial to construct a hybrid UC, making use of both existing construc-
tions (cf. Sects. 2.1 and 2.2). Most practical applications have input and out-
put with constant size and only some specific applications use input size lin-
ear in the number of gates (e.g. simple computations on large databases).
Thus, we consider Valiant’s construction as the most beneficial for general
purposes, however we have shown, that one can optimize the construction for
many inputs or outputs by adding selection or truncated permutation blocks
from [KS08b].
Comparison with the Universal Circuit Construction from [KS08b].
In [KS08b], a universal circuit construction was proposed with approximate size
1.5k log22 k + 2.5k log2 k. This was calculated with the doubled size of the uni-
versal switches, not yet considering the free-XOR optimizations of [KS08a]. We
recalculated the size of the construction with our additional optimization for
the outputs described in Sect. 2.2. We give our detailed calculations in the full
version [KS16] and summarize its exact size here as
size(UC [KS08b]u,v,k ) = [0.75k log
2
2 k + 2.25k log2 k + (0.5 + k) log u+
(0.5k + 0.5v) log v + 5k − u − 2v] · size(X) + k · size(U),
(18)
and from [KS08b] we know that its depth is
depth(UC [KS08b]u,v,k ) = [k log2 k + 2k + 7 log2 k + 2 log2 u+
log2 v − 14] · k · depth(U).
(19)


































Number of fanin-fanout-2 gates k∗ = k
Valiant’s UC, maximal I/O
Valiant’s UC, many inputs
Valiant’s UC, constant I/O
[KS08b] UC, maximal I/O
[KS08b] UC, many inputs
[KS08b] UC, constant I/O
Hybrid, maximal I/O
Hybrid, many inputs
Fig. 5. Comparison between the depths of the universal circuit constructions
for k∗ = k ∈ {0, . . . , 50 000} gates, considering the three scenarios: constant I/O with
constant number of inputs and outputs, many inputs with ∼ k inputs and constant
outputs and maximal I/O with ∼ 2k inputs and ∼ k outputs (Color figure online).
It was concluded in [KS08b] that this construction outperforms Valiant’s
construction for circuits with up to 5 000 gates. However, this was achieved using
the assumption that Valiant’s UC has size ≈ 9.5(u+ 2v+ 2k) log2(u+2v+2k),
which can vary between two to four times its actual size. On the one hand, a
factor of two of this difference is due to the free-XOR optimizations in [KS08a].
On the other hand, [KS08b] used the maximal k∗ = 2k+v in their approximation.
In Sect. 4.2, we show on concrete example circuits that k∗ stays significantly
below this upper bound. The construction described in detail in Sect. 2.1 has a
larger constant factor 5, but due to the logarithmic factor it outperforms the
construction from [KS08b] (Sect. 2.2) already for a few hundred gates in the
constant I/O case. Figures 4 and 5 compare the sizes and depth of the different
UC constructions, respectively in the three scenarios described above, with the
lowest possible gate number k∗ = k. When considering the hybrid approach, the
method corresponding to the given scenario is indeed always the most efficient
construction for many inputs and/or outputs. We give a comparison for the upper
bound case k∗ = 2k+v, for the sizes of all universal circuit constructions for well-
known circuits from [TS15] and compare their structure in the full version [KS16].
4 Implementing Valiant’s Universal Circuit in Practice
In this section, we detail the challenges that we faced while demonstrating the
practicality of Valiant’s universal circuit construction. We show how to construct
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a universal circuit from a standard circuit description and how to program it
accordingly. We validate our results with an implementation, creating a novel
toolchain for private function evaluation, using two existing frameworks as fron-
tend and backend of our application. We emphasize that our tool for construct-
ing and programming UC is generic and can easily be adapted to other secure
computation frameworks or other applications of UCs listed in Sect. 1.2.
4.1 Our Tool for Universal Circuit Construction and Toolchain
for Private Function Evaluation
The architecture of our toolchain for PFE using universal circuits is shown
in Fig. 6. In this section, we describe its different artifacts and its use of the
Fairplay [MNPS04] and ABY [DSZ15] frameworks. Our implementation is avail-
able online at http://encrypto.de/code/UC.
Step 1. Compiling Input Circuits from High-Level Functionality:
Due to its easy adoptability, we decided to use the Fairplay
compiler [MNPS04,BNP08] with the FairplayPF extension [KS08b] to trans-
late the functionality described in the high-level SFDL format to the Fairplay
circuit description called Secure Hardware Definition Language (SHDL). The
FairplayPF extension already converts circuits with gates of an arbitrary fanin
into gates with at most two inputs, which is required for Valiant’s construction
as well. However, in case of Valiant’s UC construction, there is another restric-
tion on the input circuit. It has to have fanout 2, i.e., the outputs of all the gates
and inputs can only be used as the input of at most two later gates.
In case the input circuit does not follow this restriction, an algorithm places
a binary tree in place of each gate with fanout larger than 2, following Valiant’s
proposition: “Any gate with fanout x+2 can be replaced by a binary fanout tree
with x+ 1 gates” [Val76, Corollary 3.1]. This is done using so-called copy gates,
i.e., identity gates, each of them eliminating one from the extra fanout of the
original gate. An upper bound can be given on the number of copy gates. The
class of Boolean functions with u inputs and v outputs that can be realized by
acyclic circuits with k gates and arbitrary fanout, can also be realized with an
acyclic fanout-2 circuit with k ≤ k∗ ≤ 2k+v gates [Val76, Corollary 3.1]. We give
concrete examples in Sect. 4.2 on how this conversion changes the input circuit
size for practical circuits and show that in most cases, the resulting number of
gates remains significantly below the upper bound 2k + v.
Step 2. Obtaining the Γ2 Graph of the Circuit: From the SHDL description
of a C circuit with fanin and fanout 2, the Γ2 graph GC of the circuit C can
be directly generated as described in Sect. 2.1: with the number of inputs u, the
number of outputs v and the number of gates k∗ in circuit C, GC has u+ v+ k∗
nodes and the wires are represented as edges in the graph. Then, the first u
nodes in the topological order correspond to the inputs, the last v nodes to the
outputs and the nodes in between them to the k∗ ordered gates. We note that
since C had fanin and fanout 2, the resulting GC graph is in Γ2(u+ v + k∗).
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Our UC Compiler
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Fig. 6. Our toolchain for universal circuits and private function evaluation.
Therefore in GC , each node can have at most two incoming edges, one defined
to be the first and the other the second. It is possible in the modified SHDL
circuit description that an internal value becomes two times the first or two
times the second input of gates. This is due to the fact that in the original
SHDL circuit with arbitrary fanout, a value could be the input of arbitrary
number of later gates. Transforming the circuit to a fanout-2 circuit by adding
copy gates allows a value to be an input only two times, but the order of the
inputs is fixed. Therefore, in such a case when a value is the second time the
same input to a gate (i.e., first or second), besides the two inputs, the two middle
bits of the function table of the gate must be reversed as well (i.e., to compute
f(in1, in2) instead of f(in2, in1)) for the correct programming of the universal
circuit in Step 5.
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Step 3. Generating Γ2 Edge-Universal Graph Un: Knowing the number
of input bits u, the number of gates k∗ and the number of output bits v one
can construct the corresponding edge-universal graph Un, where n = u+ v+ k∗,
with out input-output optimization from Sect. 3.2. We note that no knowledge
is necessary about the topology or the gate tables in circuit C for this step. As
we described in Sect. 2.1, two edge-universal graphs for Γ1(n), i.e. Un,1 and Un,2,
are merged in order to obtain an edge-universal graph for Γ2(n), such that the
poles are merged and the edges coming into and going out from them become
as follows: the edges in Un,1 will be the first input and output for each pole,
the edges in Un,2 will be the second input and output. For efficiency reasons, we
directly generate the merged edge-universal graph, i.e., an edge-universal graph
for Γ2(n), with the poles as common nodes.
We include our optimization for the input and output nodes from Sect. 3.2
and Valiant’s optimizations for n ∈ {2, 3}, but do not consider Valiant’s opti-
mizations for n ∈ {4, 5, 6} (cf. Figs. 1c, d, and e). These special cases lead to a
specific edge-embedding for the nodes and result in linear improvement only in
very rare cases. Moreover, with our second optimization from Sect. 3.2, we ignore
most of the extra nodes when the graph is translated into a universal circuit
description, i.e., we have for n = {4, 5, 6} only {3, 5, 8} additional nodes other
than poles, respectively, in our implementation which is already an improvement
over Valiant’s original optimizations.
We note that the edge-universal graph (with undefined function tables and
control bits for the universal switches) can be publicly generated. However, the
party programming it has to either generate or receive a copy of it for program-
ming the control bits according to the topology of the simulated circuit (i.e., to
edge-embed GC into Un).
Step 4. Programming Un According to an Arbitrary Γ2(n) Graph: The
Γ2 graph of the circuit GC with n nodes is partitioned into two Γ1(n) graphs GC1
and GC2 which are embedded into the two edge-universal graphs for Γ1(n) that
build up Un. Valiant proved in [Val76] that for any topologically ordered Γ1(n)
graph, for any (i, j) ∈ E and (k, l) ∈ E edges there exist edge-disjoint paths
in Un between the ith and the jth poles and between the kth and the lth poles.
We described Valiant’s method in Sect. 2.1 and here we show the algorithm that
uniquely defines these paths in Un.
For the description of our algorithm, we first define a Γ1(n) supergraph,
which is a Γ1(n) graph with additionally a binary tree of Γ1 graphs of decreas-
ing size. These Γ1 graphs uniquely define the embedding of the edges into Un.
When embedding an edge (i, j) of the topologically ordered graph G into the
edge-universal graph, one needs to construct the supergraph of G as described in
Algorithm1 and then look at the binary tree in the supergraph. The path of
the edge (i, j) defines the edge-embedding uniquely. This means that if edge
(⌈ i2⌉, ⌈
j
2⌉ − 1) is in the left subgraph of G, then it can be embedded through
subgraph Q in Un, otherwise it is in the right subgraph of G and can be
embedded through subgraph R in Un. The unique embedding happens through
{r⌈ i2 ⌉, r⌈ j2 ⌉−1} or through {q⌈ i2 ⌉, q⌈ j2 ⌉−1}, utilizing the unique shortest path
between them, through subpoles further identified by smaller subgraphs of G.
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Algorithm 1. Supergraph(G)
Input: Γ1(n) graph G with set of nodes V = {1, . . . , n}
Output: Γ1(n) supergraph
1: Create a graph H with ⌈n
2
⌉ − 1 nodes ◃ H Γ2 graph (with possible loops)
2: if there exist an edge (i, j) in G and ⌈ j
2











in H ◃ each pair of nodes in G is one node in H
4: end if
5: Partition H into two Γ1 graphs G1 of size ⌈n2 ⌉ − 1 and G2 of size ⌊
n
2
⌋ − 1 using
Kőnig’s theorem as in §2.1
◃ in odd case, the (e, ⌈n
2
⌉ − 1) edge in H for arbitrary e will be added in G1
6: if size(G1) ̸= 0 then
7: Supergraph(G1)
8: Store G1 as the left subgraph of G
9: end if
10: if size(G2) ̸= 0 then
11: Supergraph(G2)




When the embedding is done (cf. full version [KS16]), for defining the control
bits, each node x has at most two nodes that have ingoing edges to x, one is
represented as the left parent and one as the right parent of x in the edge-
universal graph. The two consecutive nodes are also saved as left and right
children of x. Now, when x is a switching node and we take edges (v, x) and (x,w)
in the path, we save for x if parent v and child w are on the same or on the
opposite side in the edge-universal graph. This defines the control bit of each
universal switch in the translated universal circuit, where left and right parent
and child translate to first and second input and output, respectively. We note
that in order to program Un correctly, we require that if x is the left (right)
parent of v in the edge-universal graph, then v is the left (right) child of x.
Step 5. Generating the Output Circuit Description and the Program-
ming of the Universal Circuit: After embedding the graph of the simulated
circuit into the edge-universal graph Un, we write the resulting circuit in a file
using our own circuit description. In the edge-universal graph, each node stores
the program bit resulting from the edge-embedding (control bit c of the corre-
sponding universal switch in Eq. 2) and each pole stores four bits corresponding
to the simulated circuit (the four control bits of the function table, c0, c1, c2, c3
in Eq. 1, their order possibly changed in Step 2). Thus, after topologically order-
ing Un, one can directly write out the gate identifiers into a circuit file and the
program bits to a programming file.
Our circuit description format starts with enumerating the inputs and ends
with enumerating the outputs. We have universal gates denoted by U , universal
switches denoted by X or Y depending on the number of outputs (X with two
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outputs and Y with one). We note that we replace any gates that have only one
input by wires in the UC, thus achieving our fanin-1 node optimization from
Sect. 3.2. The wires are represented in the following manner:
U in1 in2 out1
X in1 in2 out1 out2 (20)
Y in1 in2 out1
denotes that wire out1 (and possibly out2) is coming from a gate with input wires
in1 and in2. The program bits are not represented in the circuit format, but in a
separate file, for each universal gate we save a four-bit number representing the
control bits and for each universal switch we store the control bit. The output
nodes are outputs of Y universal switches and are marked in the end of the
file as O o1 o2 . . . ov. The circuit and its programming are given in plain
text files.
Step 6. Evaluating Universal Circuits for PFE in ABY: As an example
application of UCs, we implement PFE using SFE of a universal circuit. We
adapted the ABY secure two-party computation framework [DSZ15] for this
purpose. Firstly, since ABY uses the free-XOR optimization from [KS08a], we
construct universal gates and switches with low ANDsize and ANDdepth given
in Sect. 3.2. With the cost metric we consider, X and Y gates have the same
AND complexity, optimized in [KS08a] and are obtained as
out1 = Y (in1, in2; c) = (in1 ⊕ in2)c ⊕ in1
(out1, out2) = X(in1, in2; c) = (e ⊕ in1, e ⊕ in2) with e = (in1 ⊕ in2)c (21)
with ANDsize and ANDdepth of 1 for both universal switches. X gates are
realized with one additional XOR gate compared to Y gates.
Our efficient implementation of generic universal gates uses Y gates yielding
out1 = U(in1, in2; c0, c1, c2, c3) = Y [Y (c0, c1; in2), Y (c2, c3; in2); in1] (22)
with ANDsize(U) = 3 and ANDdepth(U) = 2. This universal gate implemen-
tation is generic and works in all secure computation protocols. However, for
Yao’s garbled circuits protocol, one can further optimize it to ANDsize(U) =
ANDdepth(U) = 1, as in some garbling schemes such as the garbled 3-row-
reduction [NPS99] the gate being evaluated remains oblivious to the evaluator.
After constructing the efficient building blocks, the output circuit file of our
UC compiler is parsed, a circuit is generated accordingly and programmed with
the input program bits. We conclude that our toolchain is the first implementa-
tion of Valiant’s size-optimized universal circuit that supports efficient private
function evaluation.
4.2 Comparison of Our PFE-Toolchain with Other PFE Protocols
Mohassel et al. in [MS13] design a generic framework for PFE and apply it
to three different scenarios: to the m-party GMW protocol [GMW87], to Yao’s
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Table 1. The number of symmetric-key operations using different PFE protocols:
Valiant’s UC with SFE, the universal circuit construction from [KS08b] or Mohassel
et al.’s OT-based method from [MS13]. u, v and k denote the number of inputs, outputs
and gates in the simulated circuit, and k∗ denotes the number of gates in the equivalent
fanout-2 circuit.
Circuit u k v k∗ − k ( k∗k ) Valiant [KS08b] OT-based
[MS13]
AES-non-exp 256 31 924 128 14 539 (1.46) 1.150 · 107 2.797 · 107 6.243 · 106
AES-expanded 1 536 25 765 128 11 089 (1.43) 9.211 · 106 2.206 · 107 4.943 · 106
DES-non-exp 128 19 464 64 12 290 (1.63) 7.502 · 106 1.560 · 107 3.639 · 106
md5 512 43 234 128 22 623 (1.52) 1.700 · 107 3.995 · 107 8.681 · 106
add 32 64 187 33 58 (1.31) 35 512 55 341 19 939
comp 32 64 150 1 1 (1.01) 19 384 40 222 15 424
mult 32x32 64 6 995 64 5 079 (1.73) 2.522 · 106 4.647 · 106 1.184 · 106
Branching 18 72 121 4 3 (1.02) 17 312 30 994 11 994
CreditCheck 25 50 1 6 (1.12) 5 056 9 348 4 198
MobileCode 80 64 16 0 (1.00) 12 528 13 727 5 644
garbled circuits [Yao86] and to arithmetic circuits using homomorphic encryp-
tion [CDN01]. Both the two-party version of their framework with the GMW
protocol and the solution with Yao’s garbled circuit protocol has two alterna-
tives: using homomorphic encryption they achieve linear complexity O(k) in
the circuit size k and when using a solution solely based on oblivious trans-
fers (OTs), they obtain a construction with O(k log k) symmetric-key opera-
tions. The OT-based construction in both cases is more desirable in practice,
since using OT extension the number of public-key operations can be reduced
significantly [IKNP03,ALSZ13].
Since the asymptotical complexity of this construction and using Valiant’s
UC for PFE is the same, we compare these methods for PFE. We revisit the
formulas provided in [MS13] for the PFE protocol based on Yao’s garbled circuits
and elaborate on the number of symmetric-key operations when the different
PFE protocols are used. Mohassel et al. show that the total number of switches
in their framework is 4k log2(2k) + 1 that are evaluated using OT extension,
for which they calculate 8k log2(2k)+8 symmetric-key operations together with
5k operations for evaluating the universal gates with Yao’s protocol. We count
only the work of the party that performs most of the work, i.e., 4k symmetric-
key operations for creating a garbled circuit with k gates and 3 symmetric-key
operations (two calls to a hash function and one call to a pseudorandom function
(PRF)) for each OT using today’s most efficient OT extension of [ALSZ13].
Hence, according to our estimations, the protocol of [MS13] requires 12 log2(2k)+
4k + 12 symmetric-key operations.
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In the same way, we assume that in our case, for evaluating both the universal
gates and switches, the garbler needs 4k symmetric-key operations. Thus, for a
fair comparison, we essentially update Table 4 from the full version of [MS13,
Appendix J.1], where Valiant’s UC size was calculated with assumed k∗ = 2k+v,
without calculating 4 operations for the garbling.
We took our example circuit files of varying size in Table 1 from two different
sources and elaborate on the resulting number of symmetric-key operations using
the different constructions. The first 7 circuits we obtained from the function
set of [TS15] and the last three from the FairplayPF extension of the Fairplay
compiler [MNPS04,KS08b]. The example circuits that we took from [TS15] had
to be converted to our desired SHDL format, which was a necessary step in order
to be able to elaborate on the performance of these more complicated circuits
as well. We included the INV gates in the function table of the consecutive
gate and therefore, resulted in smaller gate numbers k for the equivalent SHDL
circuits with arbitrary fanout. Then, these SHDL circuits were considered as
input circuits for our tool.
We now compare the size of the three two-party PFE protocols: the two UC-
based PFE with secure computation and the OT-based method of [MS13]. We
assess our findings in Table 1. We note that our numbers are estimations, i.e., we
do not consider that [MS13] works with circuits made up solely of NAND gates.
Since Valiant’s UC construction depends also on the number of gates with fanout
more than 2 in the original circuit, we include the number of copy gates, (k∗ −k)
in the table. We emphasize the ratio between the new number of gates k∗ and the
original number of gates k and conclude that in general circuits, it is well below
the maximal k
∗
k ∼ 2. The size of the UC construction from [KS08b] obviously
makes their method less efficient, in our examples using more than twice as many
symmetric-key operations as the method with Valiant’s UC and four times as
many as Mohassel et al.’s efficient OT-based method [MS13]. We conclude that
universal circuits are not the most efficient solution to perform PFE, however, we
show the feasibility of generating and evaluating UCs simulating large circuits.
We emphasize that even though the PFE-specific protocol from [MS13] achieves
better results for PFE, universal circuits are generic and can be applied for
various other scenarios (cf. Sect. 1.2), and the most efficient UC construction is
Valiant’s construction.
Our Experimental Results. We validated the practicality of Valiant’s univer-
sal circuit construction with an efficient implementation. We ran our experiments
on two Desktop PCs, each equipped with an Intel Haswell i7-4770K CPU with
3.5GHz and 16 GB RAM, that are connected via Gigabit-LAN and give our
benchmarks in Table 2. We are able to generate UCs up to around 300 000 gates
of the simulated circuit, i.e., which results in billions of gates in the UC. Until
now, the only implementation of universal circuits was given in [KS08b], which
is outperformed by Valiant’s construction already for a couple of hundred gates
(cf. Figs. 4 and 5) due to its asymptotically larger complexity. We show the real
practicality of UCs through experimental results proving the efficiency of our
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Table 2. Running time and communication for our UC-based PFE implementation
with ABY. We include the compile time, the I/O time of the UC compiler, and the
evaluation time (in milliseconds) and the total communication (in Kilobytes) between
the parties in GMW as well as in Yao sharing.
Circuit UC Compile UC I/O GMW Yao
Time Time Time Communic. Time Communic.
(ms) (ms) (ms) (KB) (ms) (KB)
AES-non-exp 2 909.2 6 331.2 5 522.08 137 561.13 2 349.35 88 417.61
AES-expanded 2 103.7 5 063.6 4 136.72 109 033.79 1 878.75 70 097.48
DES-non-exp 1 596.2 4 173.5 2 695.51 76 644.38 1 310.52 48 180.69
md5 4 043.5 8 785.4 7 041.12 169 558.83 3 547.68 110 043.59
add 32 11.4 63.8 31.97 457.77 26.49 224.77
comp 32 5.8 34.1 29.94 340.23 8.90 159.73
mult 32x32 328.9 1 443.2 1 092.46 31 053.53 539.98 18741.85
Branching 18 4.8 31.4 26.23 307.77 17.34 145.87
CreditCheck 1.2 11.4 26.25 113.35 5.67 45.15
MobileCode 3.2 26.3 25.71 202.50 28.16 103.45
implementation of PFE with the ABY framework [DSZ15]. Furthermore, due to
its asymptotically smaller depth, we are also able to evaluate our generated UCs
with the GMW protocol [GMW87], whereas the construction from [KS08b] was
only evaluated with Yao’s garbled circuit protocol. We do not directly compare
our runtimes with the method of [MS13], since to the best of our knowledge,
their framework has not yet been implemented.
Converting from circuit descriptions and writing into and reading out from
files slows down the program significantly, but it still achieves good performance
for practical circuits such as AES and DES. Our implementation in ABY can
evaluate most of the circuits in both the GMW and Yao’s protocols, but for some
examples it runs out of memory (e.g. SHA-256). However, improvements on SFE
protocols imply improvements on UC-based PFE frameworks as well. As can be
seen in Table 2, the evaluation time and the communication in case of Yao’s
garbled cirucit protocol is about a factor of two smaller than that of the GMW
protocol. This difference is due to the more efficient universal gate construction
with only one gate for the case of Yao’s protocol in contrast to the universal
gates used in the GMW protocol with ANDsize = 3 and ANDdepth = 2.
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Abstract. A universal circuit (UC) can be programmed to simulate
any circuit up to a given size n by specifying its program bits. UCs have
several applications, including private function evaluation (PFE). The
asymptotical lower bound for the size of a UC is proven to be Ω(n log n).
In fact, Valiant (STOC’76) provided two theoretical UC constructions
using so-called 2-way and 4-way constructions, with sizes 5n log2 n and
4.75n log2 n, respectively. The 2-way UC has recently been brought into
practice in concurrent and independent results by Kiss and Schnei-
der (EUROCRYPT’16) and Lipmaa et al. (Eprint 2016/017). Moreover,
the latter work generalized Valiant’s construction to any k-way UC.
In this paper, we revisit Valiant’s UC constructions and the recent
results, and provide a modular and generic embedding algorithm for any
k-way UC. Furthermore, we discuss the possibility for a more efficient
UC based on a 3-way recursive strategy. We show with a counterexam-
ple that even though it is a promising approach, the 3-way UC does not
yield an asymptotically better result than the 4-way UC. We propose a
hybrid approach that combines the 2-way with the 4-way UC in order to
minimize the size of the resulting UC. We elaborate on the concrete size
of all discussed UC constructions and show that our hybrid UC yields on
average 3.65% improvement in size over the 2-way UC. We implement
the 4-way UC in a modular manner based on our proposed embedding
algorithm, and show that our methods for programming the UC can be
generalized for any k-way construction.
Keywords: Universal circuit · Private function evaluation · Function
hiding
1 Introduction
Universal circuits (UCs) are Boolean circuits that can be programmed to simu-
late any Boolean function f(x) up to a given size by specifying a set of program
bits pf . The UC then receives these program bits as input besides the input x to
the functionality, and computes the result as UC(x, pf ) = f(x). This means that
the same UC can evaluate multiple Boolean circuits, only the different program
bits are to be specified.
Valiant proposed an asymptotically size-optimal construction in [Val76] with
size Θ(n log n) and depth O(n), where n is the size of the simulated Boolean
circuit description of f(x). He provides two constructions, based on 2-way and
c⃝ International Association for Cryptologic Research 2017
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4-way recursive structures. Recently, optimizations of Valiant’s size-optimized
construction appeared in concurrent and independent works of [KS16]
and [LMS16]. Both works implement Valiant’s 2-way recursive construction.
1.1 Applications of Universal Circuits
Size-optimized universal circuits have many applications. We review some of
them here and refer to [KS16,LMS16] for further details.
Private Function Evaluation (PFE). Secure two-party computation or
secure function evaluation (SFE) provides interactive protocols for evaluating
a public function f(x, y) on two parties’ private inputs x and y. However, in
some scenarios, the function f is a secret input of one of the parties. This set-
ting is called private function evaluation (PFE). PFE of f(x) can be achieved
by running SFE of UC(x, pf ), where the UC is a public function and the pro-
gram bits pf – and therefore f – are kept private due to the properties of SFE.
Protocols designed especially for PFE such as [MS13,BBKL17] achieve the same
asymptotic complexity O(n log n) as PFE using UCs, where n is the size of the
function f .1 However, to the best of our knowledge, they have not yet been
implemented, and they are not as generally applicable as PFE with UCs.
UC-based PFE can be easily integrated into any SFE framework and can
directly benefit from recent optimizations. For instance, outsourcing UC-based
PFE is directly possible with outsourced SFE [KR11]. The non-interactive secure
computation protocol of [AMPR14] can also be generalized to obtain a non-
interactive PFE protocol [LMS16].
One of the first applications for PFE was privacy-preserving checking for
credit worthiness [FAZ05], where not only the loanee’s data, but also the loaner’s
function needs to be kept private. PFE allows for running proprietary software on
private data, such as privacy-preserving software diagnosis [BPSW07], medical
programs [BFK+09], or privacy-preserving intrusion detection [NSMS14]. UCs
can be applied to obliviously filter remote streaming data [OI05] and for hiding
queries in private database management systems such as Blind Seer [PKV+14,
FVK+15].
Applications Beyond PFE. Universal circuits can be applied for pro-
gram obfuscation. Candidates for indistinguishability obfuscation are constructed
using a UC as a building block in [GGH+13a,BOKP15], which can be improved
using Valiant’s UC implementation [KS16]. Direct program obfuscation was pro-
posed in [Zim15], where the circuit is a secret key to a UC. [LMS16] mentions that
UCs can be applied for secure two-party computation in the batch execution set-
ting [HKK+14,LR15]. It can be applied for verifiable computation [FGP14], and
1 There also exist PFE protocols with linear complexity O(n) which are based on
public-key primitives [KM11,MS13,MSS14]. However, the concrete complexity of
these protocols is worse than that of the protocols based on (mostly) symmetric-key
primitives, i.e., the OT-based PFE protocols of [MS13,BBKL17] or PFE using UCs.
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for multi-hop homomorphic encryption [GHV10]. Ciphertext-policy Attribute-
Based Encryption was proposed in [Att14], where the policy circuit is hidden
[GGH+13b].
1.2 Related Work on Universal Circuits
Valiant defined universal circuits in [Val76] and gave two size-optimized construc-
tions. The constructions are based on so-called edge-universal graphs (EUGs)
and utilize either a 2-way or a 4-way recursive structure, also called 2-way
or 4-way UCs. Both achieve the asymptotically optimal size Θ(n log n) [Val76,
Weg87], where n is the size of the simulated circuit. The concrete complexity
of the 4-way UC is ∼4.75n log2 n which is smaller than that of the 2-way UC
of ∼5n log2 n [Val76].
The first modular UC construction was proposed by Kolesnikov and Schnei-
der in [KS08b]. This construction achieves a non-optimal asymptotic complexity
of O(n log2 n), and was the first implementation of UCs. A generalization of UCs
for n-input gates was given in [SS08].
Recently, two independent works have optimized and implemented Valiant’s
2-way UC [KS16,LMS16]. Kiss and Schneider in [KS16] mainly focus on the most
prominent application of UCs, i.e., private function evaluation (PFE). Due to
the free-XOR optimization of [KS08a] in the SFE setting, they optimize the size
of the UC for the number of AND gates in the resulting UC implementation and
provide a framework for PFE using UCs as public function. They also propose
hybrid constructions for circuits with a large number of inputs and outputs,
utilizing efficient building blocks from [KS08b]. Lipmaa et al. in [LMS16] also
provide an (unpublished) implementation of the 2-way UC. While keeping the
number of AND gates minimal, they additionally optimize for the total number
of gates, i.e., include optimizations to also reduce the number of XOR gates.
They adapt the construction to arithmetic circuits and generalize the design to
a k-way construction in a modular manner, for k ≥ 2.
Both papers utilize 2-coloring of the underlying graphs for defining the pro-
gram bits pf for any given functionality f . Generally, 2-coloring can be utilized
for any 2i-way construction. [LMS16] calculate the optimal value for k to be
3.147, and conclude that the two candidates for the most efficient 2i-way con-
structions are the 2-way and 4-way UCs, of which the 4-way construction results
in an asymptotically smaller size.
So far only Valiant’s 2-way UC has been implemented and the not yet imple-
mented 4-way UC was postulated to be the most efficient one.
1.3 Outline and Our Contributions
In summary, we provide the first implementation and detailed evaluation of
Valiant’s 4-way UC and propose an even more efficient hybrid UC. We elaborate
on the size of the generalized k-way UCs for k ̸= 2 and k ̸= 4.
After revisiting Valiant’s UC construction [Val76,KS16] and its k-way gen-
eralization [LMS16] in Sect. 2, we provide the following contributions:
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Our modular programming algorithm (Sect. 3): We detail a modular
algorithm that provides the description of the input function f as program
bits pf to the UC, both for Valiant’s 4-way UC as well as for the k-way UC of
Lipmaa et al. [LMS16].
New universal circuit constructions (Sect. 4): We start with a new 3-way
UC. After providing modular building blocks for this UC, we show that it is
asymptotically larger than Valiant’s UCs. Then, we propose a hybrid UC construc-
tion that can efficiently combine k-way constructions for multiple values of k.2
With this, we combine Valiant’s 2-way and 4-way UCs to achieve the smallest UC
known so far.
Size ofUCs (Sect. 5):We compare the asymptotic and concrete sizes of Valiant’s
(2-way and 4-way) UCs and that of different k-way UCs.We show that of all k-way
UCs, Valiant’s 4-way UC provides the best results for large circuits. Moreover, our
hybrid UC in most cases improves over the 2-way UC by up to around 4.5% in its
size, and over the 4-way UC by up to 2% (for large input circuits). In Table 1 we
compare the concrete communication of PFE using SFE and our new UC imple-
mentation to the previous works on special-purpose OT-based PFE protocols.
Implementation of Valiant’s 4-way UC and experiments (Sect. 6): We
implement Valiant’s 4-way UC and describe how our implementation can directly
be used in the PFE framework of [KS16]. We experimentally evaluate the perfor-
mance of our UC generation and programming algorithmwith a set of example cir-
cuits and compare it on the same platform with the 2-way UC compiler of [KS16].
Table 1. Comparison of overall communication between special-purpose PFE protocols
and UC-based ones for simulated circuits of size n. The numbers are for 128 bit symmet-
ric security. The underlying SFE protocol for UC-based PFE is Yao’s protocol [Yao86]
with the garbled row reduction optimization [NPS99] and X- and Y-switching blocks
are instantiated using free XORs as described in [KS08a]. This yields one ciphertext per
X- and Y-switching block, and three ciphertexts per universal gate.
n Special-purpose PFE UC-based PFE using Yao
[MS13] [BBKL17] 2-way UC [KS16] Our 4-way UC Our hybrid UC
103 3.5MB 2.0MB 0.6MB 0.6MB 0.6MB
104 44.8MB 26.3MB 8.4MB 8.4MB 8.2MB
105 549.6MB 324.0MB 109.6MB 107.8MB 106.2MB
106 6 509.9MB 3 847.9MB 1 360.3MB 1 308.4MB 1 308.4 MB
107 75 236.5MB 44 562.1MB 16 038.8MB 15 677.7MB 15 413.7MB
2 Our hybrid UC is orthogonal to that of [KS16], who combine Valiant’s UC with build-
ing blocks from [KS08b] for the inputs and outputs.
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2 Preliminaries
In this section, we summarize the existing UC constructions. We provide neces-
sary background information in Sect. 2.1, explain Valiant’s construction [Val76] in
Sect. 2.2 and the improvements of [KS16,LMS16] on the 2-way, 4-way and k-way
UCs in Sects. 2.3, 2.4 and 2.5, respectively.
2.1 Preliminaries to Valiant’s UC Constructions
LetG = (V,E) be a directed graph with set of nodes V and edges E ⊆ V ×V . The
number of incoming [outgoing] edges of a node is called its indegree [outdegree]. A
graph has fanin [fanout ] d if the indegree [outdegree] of all its nodes is at most d.
In the following, we denote by Γd(n) the set of all acyclic graphs with fanin and
fanout d having n nodes. Similarly, the fanin [fanout] of a circuit can be defined
based on the maximal number of incoming [outgoing] wires of all its gates, inputs
and outputs.
Let G = (V,E) ∈ Γd(n). A mapping ηG : V → {1, . . . , n} is called topological
order if (ai, aj) ∈ E ⇒ ηG(ai) < ηG(aj) and ∀a1, a2 ∈ V : ηG(a1) = ηG(a2) ⇒




u,v with u inputs, k∗gates and v outputs and fanin or fanout d > 2
can be reduced to a circuit with fanin and fanout 2. Shannon’s expansion the-
orem [Sha49,Sch08] describes how gates with larger fanin can be reduced to
gates with two inputs by adding additional gates. [Val76,KS16] describe adding
copy gates in order to eliminate larger fanout and elaborate on the implied over-
head (k ≤ 2k∗+v). [KS08b,KS16] implement these methods and we thus assume
that our input Boolean circuit Cku,v has fanin and fanout 2 for all its u inputs,
k gates and v outputs. We transform Cku,v into a Γ2(n) graphG with n = u+v+k
by creating a node for each input, gate and output, and an edge for each wire
in Cku,v.
Edge-embedding is a mapping from graph G = (V,E) into G′ = (V ′, E′)
with V ⊆ V ′ and E′ containing a path for each e ∈ E, such that the paths are
pairwise edge-disjoint. A graph Un(Γd) = (VU , EU ) is an Edge-Universal Graph
(EUG) for Γd(n) if every graph G ∈ Γd(n) can be edge-embedded into Un(Γd).3
Un(Γd) has distinguished nodes called poles {p1, . . . , pn} ⊆ VU where each
node a ∈ V is mapped to exactly one pole with a mapping ϕ, such that every node
in G has a corresponding pole in Un(Γd). This mapping is defined by a concrete
topological order ηG of the original graphG, i.e., ϕ : V → VU with ϕ(a) = pηG(a).
Besides the poles, Un(Γd) might have additional nodes that enable the edge-
embedding. For each edge (ai, aj) ∈ E we then define a disjoint path between
the corresponding poles (ϕ(ai), . . . ,ϕ(aj)) = (pηG(ai), . . . , pηG(aj)) in Un(Γd), i.e.,
without using any edge in Un(Γd) in more than one path.
Let Un(Γ1) be an EUG for graphs in Γ1(n) with poles P = {p1, . . . , pn}. The
poles have fanin and fanout 1, while all other nodes have fanin and fanout 2. An
3 For the sake of simplicity, we denote this graph with Un(Γd) instead of U(Γd(n)).
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Fig. 1. (a) shows an example Γ2(5) graphG. (b)–(c) show the edge-embedding of G into
two U5 (Γ1 ) instances with poles (p1 , . . . , p5 ). (d) shows the edge-embedding of G into
one U5 (Γ2) graph.
EUG Un(Γd) for d ≥ 2 can be created by taking d instances of Un(Γ1) EUGs,
and merging each pole pi with its multiple instances, allowing the poles to have
fanin-fanout d. Let Un(Γd) = (V ′U , E′U ) be an EUG with fanin and fanout d, with
Un(Γ1)1 = (V1, E1), . . . , Un(Γ1)d = (Vd, Ed). P contains the merged poles and
V ′U = P ∪di=1 Vi\Pi and E′U = ∪di=1Ei.
We give an example for better understanding. Let G = (V,E) be the graph
with 5 nodes in Fig. 1a. Our aim is to edge-embed G into EUG U5(Γ2). There-
fore, we use two instances of U5(Γ1): U5(Γ1)1 in Fig. 1b and U5(Γ1)2 in Fig. 1c.
The edges (a1, a4), (a2, a3) and (a3, a5) are embedded in U5(Γ1)1, and the edges
(a1, a3) and (a3, a4) in U5(Γ1)2. Merging the poles of U5(Γ1)1 and U5(Γ1)2 pro-
duces U5(Γ2) shown in Fig. 1d.
2.2 Valiant’s UC Constructions
The size of a function f represented by a circuit Cku,v with fanin and fanout 2 is
n = u + v + k. In the following, we describe Valiant’s UC construction [Val76,
Weg87] that can be programmed to evaluate any function of size n. Circuit Cku,v
is represented as a graph G ∈ Γ2(n) (cf. Sect. 2.1).
Valiant’s UC is based on an EUG Un(Γ2) = (VU , EU ) with fanin and
fanout 2, which can be transformed to a Boolean circuit. P ⊆ VU contains the
poles of Un(Γ2) (cf. Sect. 2.1). Poles {1, . . . , u} correspond to the inputs, {(u +
1), . . . , (u + k)} to the gates, {(u + k + 1), . . . , n} to the outputs of Cku,v. The
edges of the graph of the circuit G = (V,E) have to be embedded into Un(Γ2).
After the transformations described in Sect. 2.1, every node in G has fanin and
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fanout 2, and we denote a topological order on V by ηG. We briefly describe the
edge-embedding process in Sects. 2.3 and 3.
Translating a Un(Γ2) into a Universal Circuit. Every node w ∈ VU fulfills a
task when Un(Γ2) is translated to a UC. Programming the UC means specifying
its control bits along the paths defined by the edge-embedding and by the gates
of circuit Cku,v. Depending on the number of incoming and outgoing edges and its
type, a node is translated to:
G1. If w is a pole and corresponds to an input or output in G, then w is an input
or output in Un(Γ2) as well.
G2. If w is a pole and corresponds to a gate inG, w is programmed as a universal
gate (UG). A 2-input UG supports any of the 16 possible gate types represented
by the 4 control bits of the gate table (c1, c2, c3, c4). It implements function ug:
{0, 1}2 × {0, 1}4 → {0, 1} that computes:
ug(x1, x2, c1, c2, c3, c4) = x1x2c1 + x1x2c2 + x1x2c3 + x1x2c4. (1)
Generally, a UG can be implemented with 3 AND and 6 XOR gates (resp. with
a two-input gate when using Yao’s protocol for SFE) [KS16].
G3. If w is no pole and has indegree and outdegree 2, w is programmed as
an X-switching block, that computes fX : {0, 1}2 × {0, 1} → {0, 1}2 with
fX((x1, x2), c) = (x1+c, x2−c). This block can be implemented with 1 AND
and 3 XORs (resp. a one-input gate with Yao) [KS08a].
G4. If w is no pole and has indegree 2 and outdegree 1, w is programmed
as a Y-switching block that computes fY : {0, 1}2 × {0, 1} → {0, 1}
with fY ((x1, x2), c) = x1+c. This block can be implemented with 1 AND and
2 XORs (resp. a one-input gate with Yao) [KS08a].
G5. If w is no pole and has indegree 1 and outdegree 2, it has been placed to copy
its input to its two outputs. Therefore, when translated to a UC, w is replaced
by multiple outgoing wires in the parent node [KS16], since the UC itself does
not have the fanout 2 restriction. In Un(Γ2), w is added due to the fanout 2
restriction in the EUG.
G6. If w is no pole and has indegree and outdegree 1, w is removed and replaced
by a wire between its parent and child nodes.
The nodes programmed as UG (G2), X-switching block (G3) or Y-switching
block (G4) are so-called programmable blocks. This means that a programming
bit or vector is necessary besides the two inputs to define their behavior as
described above. These programming bits and vectors that build up the program-
ming of the UC pf are defined by the paths in the edge-embedding ofG (the graph
of circuit Cku,v describing f) into Un(Γ2).
Recursion Base. Valiant’s construction is recursive, and the recursion base is
reached when the number of poles is between 1 and 6. These recursion base graphs
are shown in [Val76,KS16]. U1(Γ1) is a single pole, U2(Γ1) and U3(Γ1) are two and
three connected poles, respectively. U4(Γ1), U5(Γ1) and U6(Γ1) are constructed
with 3, 7 and 9 additional nodes, respectively.
450 D. Günther et al.
Fig. 2. (a) shows Valiant’s 2-way EUG U (2)n (Γ1 ) [Val76]. (c) shows the corresponding
head block, (b) and (d)–(e) show body and tail blocks, respectively, for different numbers
of poles.
2.3 Valiant’s 2-Way UC Construction
We described in Sect. 2.1 that a Un(Γd) EUG can be constructed of d instances
of Un(Γ1) EUGs. Therefore, Valiant provides an EUG for Γ1(n) graphs, two of
which can build an EUG for Γ2(n) graphs. Let P = {p1, . . . , pn} be the set of poles
inU (2)n (Γ1) that have indegree and outdegree 1. Valiant’s 2-way EUG construction
for Γ1(n) graphs of size ∼2.5n log2 n is shown in Fig. 2, where we emphasize the
poles as large circles and the additional nodes as small circles or rectangles. The
corresponding UC has twice the size ∼5n log2 n, since it corresponds to the EUG
for Γ2(n) graphs.
The rectangles are special nodes that build the set of poles in the next recursion
step, i.e., R1⌈n2 −1⌉ = {r
1
1, . . . , r
1
⌈ n2 −1⌉
}, R2⌈n2 −1⌉ = {r
2




is built with these poles which produces new subgraphs with size ⌈ ⌈
n
2 −1⌉
2 − 1⌉, s.t.
we have four subgraphs at this level.
This construction is called the 2-way EUG or UC construction. An open-source
implementation of this construction optimized for PFE is provided in [KS16].
Independently, [LMS16] also implemented this 2-way UC, additionally optimiz-
ing for the total number of gates.
2.4 Valiant’s 4-Way UC Construction
Valiant provides another, so-called 4-way EUG or UC construction [Val76].
U (4)n (Γ1) has a 4-way recursive structure, i.e., nodes in special sets R1⌈n4 −1⌉,
R2⌈n4 −1⌉
, R3⌈n4 −1⌉ and R
4
⌈n4 −1⌉
are the poles in the next recursion step (cf. Fig. 4a).
The recursion base is the same as in Sect. 2.2. This construction results in UCs of
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Fig. 3. k-way EUG construction U (k)n (Γ1 ) [LMS16].
smaller size ∼4.75n log2 n but has not been implemented before due to its more
complicated structure.
2.5 Lipmaa et al.’s Generalized k-Way UC Construction
In [LMS16], Lipmaa et al. generalize Valiant’s approach by providing a UC with
any number of recursion points k, the so-called k-way EUGorUC construction.We
note that their construction slightly differs fromValiant’s EUG construction, since
they do not consider the restriction on the fanout of the poles, i.e., the nodes in the
EUG that correspond to universal gates or inputs (cf. Sect. 2.2). This optimization
has also been included in [KS16] when translating an EUG to a UC, but including
it in the block design leads to better sizes for the number of XOR gates.
The idea is to split n = u + v + k in m = ⌈nk ⌉ blocks as shown in Fig. 3.
Every block i consists of k inputs r1i , r2i , . . . , rki and k outputs r1i+1, r2i+1, . . . , rki+1
as well as k poles, except for the last block which has a number of poles depending
on nmod k. For every j ≤ k, the list of all rji builds the poles of the j
th subgraph of
the next recursion step, i.e. we have k subgraphs. Additionally, every block begins
and ends with aWaksman permutation network [Wak68] such that the inputs and
outputs can be permuted to every pole. A Y-switching block is placed in front of
every pole pi which is connected to the ith output of the permutation network as
well as the ith output of a block-intern EUG Uk(Γ1). Thus, [LMS16] reduce the
problem of finding an efficient k-way EUG U (k)n (Γ2) to the problem of finding the
smallest EUG Uk(Γ1). Their solution is to build the block-intern EUG with the
UC construction of [KS08b], which was claimed to be more efficient for smaller cir-
cuits than [Val76]. However, they calculate the optimal k value to be around 3.147,
which implies that the best solutions are found using small EUGs, for which
Valiant provides hand-optimized solutions (i.e., for k = 2, 3, 4, 5, 6) [Val76].
3 OurModular Edge-Embedding Algorithm
The detailed embedding algorithm and the open-source UC implementation
of [KS16] was specifically built for the 2-way UC, dealing with the whole UC skele-
ton as one block. In contrast, based on the modular design of [LMS16], we mod-
ularize the edge-embedding task into multiple sub-tasks and describe how they
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can be performed separately. In this section, we detail this modular approach for
edge-embedding a graph into Valiant’s 4-way EUG: the edge-embedding can be
split into two parts, which are then combined. In Sect. 3.1, we describe our mod-
ular approach based on the edge-embedding algorithm of [KS16] for Valiant’s 2-
way EUG. This can be generalized to any 2i-way EUG construction. Moreover,
the same algorithm can be applied with a few modifications for Lipmaa et al.’s
k-way recursive generalization [LMS16], which we describe in Sect. 3.2.
3.1 Edge-Embedding in Valiant’s 4-Way UC
Similar to the 2-way EUG construction (cf. Sect. 2.3), Valiant provides a 4-way
EUG construction for Γ1(n) graphs which can be extended to an EUG for Γ2(n)
graphs by utilizing two instancesU (4)n (Γ1)1 andU
(4)
n (Γ1)2 as described in Sect. 2.1.
The construction with our optimizations is visualized in Fig. 4. Valiant offers the
main, so-called Body Block (Fig. 4a) consisting of 4 poles (large circles), 15 nodes
(small circles) as well as 8 recursion points (squares). These body blocks are con-
nected such that the 4 top [bottom] recursion points of one block are the 4 bottom
[top] recursion points of the next block. Similarly to the 2-way EUG, 4 sets are
created for n nodes, i.e., R1⌈n4 −1⌉ = {r
1
1, . . . , r
1
⌈ n4 −1⌉
}, R2⌈n4 −1⌉ = {r
2





= {r31, . . . , r3⌈ n4 −1⌉}, and R
4
⌈n4 −1⌉
= {r41, . . . , r4⌈ n4 −1⌉} which are the poles
of 4 U⌈n2 ⌉−1(Γ1) EUGs in the next recursion step. Then, these also create 4 sub-
graphs until the recursion base is reached, cf. Sect. 2.2.
We note that the top [bottom] block does not need the upper [lower] recursion
points since its poles are the inputs [outputs] in the block. Therefore, we provide
so-called Head and Tail Blocks. AHead Block occurs at the top of a chain of blocks
(cf. Fig. 4e), it has 4 poles, no inputs, 4 output recursion points and 10 nodes, of
which the first one (denoted by a filled circle) has one input and therefore trans-
lates to wires in the UC.
As a counterpart, Tail Blocks occur at the bottom of a chain of blocks, have at
most 4 poles, 4 input recursion points, no outputs and at most 10 nodes depending
on the number of poles. The 4 tail block constructions are depicted in Figs. 4f–i
and are used, based on the remainder of n modulo 4, with the respective body or
head blocks when n ∈ {5, 6, 7}, the lower parts of which are shown in Figs. 4a–d.
Block Edge-Embedding. In this first part of the edge-embedding process, we
consider the 4 top [bottom] recursion points of the block as intermediate nodes
where the inputs [outputs] of the block enter [leave]. The blocks are built s.t. any
of these inputs can be forwarded to exactly one of the 4 poles of the block and the
output of any pole can be forwarded to exactly one output or another pole having
a higher topological order.
We formalize this behaviour as follows: In U (4)n (Γ1) = (VU , EU ), let B be the
block visualized in Fig. 4a with poles p4i+1, . . . , p4i+4. Let mapping ηU : VU → N+
denote a topological order of VU . Then, the nodes r1i , . . . , r4i and r1i+1, . . . , r4i+1
denote the input and output recursion points of block B. Additionally, let in =
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Fig. 4. (a) shows Valiant’s 4-way EUG U (4)n (Γ1 ) [Val76]. (e) shows our head block con-
struction, (a)–(d) and (f)–(i) show our body and tail block constructions, respectively,
for different numbers of poles.
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(in1, . . . , in4) ∈ {0, . . . , 4}4 and out = (out1, . . . , out4) ∈ {0, . . . , 7}4 denote the
input and output vectors of B. The value 0 of the input and output vectors is a
dummy value which is used if an input [a pole] is not forwarded to any pole [output]
of B. The output vector has a larger value range, since a pole can be forwarded to
another pole or an output recursion point. Therefore, we use values 1, 2 and 3 for
poles p2, p3 and p4 and values 4, 5, 6 and 7 for the output recursion points. Pole p1
cannot be a destination for a path in B, since ηU (p1) is less than the topological
order of any other pole in B. Additionally, the values of in and out need to be
pairwise different or 0. Every combination of input and output vector covering
the conditions formalized below in Eqs. 2–6 are valid for B. A pair (rli, pj) ∈ P
or (pj , rli+1) ∈ P is a path from rli to pj or pj to rli in the set of all paths P in B.
Then, PB ⊆ P denote the paths that are to be edge-embedded (cf. Sect. 6.1).
∀l∈ {1, . . . , 4} : inl ̸= 0 →(rli, pinl) ∈ PB , (2)
outl ̸= 0 ∧ outl < 4 →(pj , p1+outl) ∈ PB ∧ ηU (pj) < ηU (p1+outl) (3)
outl > 3 →(pj , rl−3i+1) ∈ PB . (4)
∀ini, inj ∈ in : i ̸= j →ini = 0 ∨ ini ̸= inj . (5)
∀outi, outj ∈ out : i ̸= j →outi = 0 ∨outi ̸= outj . (6)
Recursion Point Edge-Embedding. The block edge-embedding covers only
the programming of the nodes within a block. Another task left is to program
the recursion points. We use the supergraph construction of [KS16] which, in
every step, splits a Γ2(n) graph in two Γ1(n) graphs, which are merged to
two Γ2(⌈n2 − 1⌉) graphs. [KS16] use this for defining the paths in Valiant’s 2-way
EUG. For Valiant’s 4-way EUG, we use every second step of their algorithm with
a minor modification.
Let Cku,v be the Boolean circuit computing function f that our UC needs to
compute, and G ∈ Γ2(n) its graph representation (cf. Sect. 2.2).
1. Splitting G ∈ Γ2(n) in two Γ1(n) graphs G1 and G2: As described in Sect. 2.1,
Valiant’s UC is derived from an EUG for Γ2(n) graphs, which consists of
two EUGs for Γ1(n) graphs merged by their poles. Therefore, G is split into
two Γ1(n) graphs G1 and G2. G1 and G2 then need to be edge-embedded into
EUGs (U (4)n (Γ1))1 and (U
(4)
n (Γ1))2, respectively.G = (V,E) ∈ Γ2(n) is split by
2-coloring its edges as described in [Val76,KS16], which can always be done due
to Kőnig’s theorem [Kő31,LP09]. After 2-coloring, E is divided to sets E1 and
E2, using which we build G1 = (V,E1) and G2 = (V,E2), with the following
conditions:
∀e ∈ E :(e ∈ E1 ∨e ∈ E2) ∧ ¬(e ∈ E1 ∧ e ∈ E2). (7)
∀e = (v1, v2) ∈ E1 :¬∃e′ = (v3, v4) ∈ E1 : v2 = v4 ∨v1 = v3. (8)
∀e = (v1, v2) ∈ E2 :¬∃e′ = (v3, v4) ∈ E2 : v2 = v4 ∨v1 = v3. (9)
2. Merging a Γ1(n) graph into a Γ2(⌈n2 − 1⌉) graph: In an EUG, the num-
ber of poles decreases in each recursion step and therefore, merging a Γ1(n)
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graph into a Γ2(⌈n2 − 1⌉) graph provides information about the paths to be
taken. Let G1 = (V,E) ∈ Γ1(n) be a topologically ordered graph and
Gm = (V ′, E′) ∈ Γ2(⌈n2 ⌉) be a graph with nodes v
′
1, . . . , v
′
⌈ n2 ⌉
. We define two
labellings ηin and ηout on Gm with ηin(vi) = i and ηout(vi) = ηin(vi) − 1 =
i − 1. Additionally, we define a mapping θV that maps a node vi ∈ V to a
node vj ∈ V ′ with θV (vi) = v′⌈ i2 ⌉. That means two nodes in G1 are mapped
to one node in Gm. At last, we define a mapping θE that maps an edge ei =
(vi, vj) ∈ E to an edge ej ∈ E′ with θE((vi, vj)) = (vηin(θV (vi)), vηout(θV (vj))).
That means every edge in G1 is mapped to an edge in Gm as follows: e =
(vi, vj) ∈ E is mapped to e′ = (v′k, v′l) ∈ E′, s.t. v′k = θV (vi), but v′l is not
the new node of vj in Gm but v′l+1. Gm is built as follows: V
′ = {v′1, . . . , v′⌈n2 ⌉}
and E′ =
!




j) ∈ E′ and j < i, e is removed
from E′, along with the last node v⌈n2 ⌉ (due to the definition of θE , it does not
have any incoming edges). The resulting Gm is a topologically ordered graph
in Γ2(⌈n2 − 1⌉).
3. The supergraph for Valiant’s 4-way EUG construction: In the first step, G is
split to two Γ1(n) graphs G1 and G2. G1 and G2 contain all the edges that
should be embedded as paths between poles in the first and second EUGs for
Γ1(n), respectively. We now explain how to edge-embed the Γ1(n) graph G1
into an EUG U (4)n (Γ1) (for G2 it is the same).
For embedding in a 2-way UC, G1 is firstly merged to a Γ2(⌈n2 ⌉) graphGm.Gm
is then 2-colored and split into two Γ1(⌈n2 ⌉) graphs G
1
1 and G21 [KS16]. These get
merged to two Γ2(⌈
⌈n2 −1⌉
2 − 1⌉) graphs G
1
m and G2m. G11 is the first and G21 is the
second subgraph ofG1. ThenGψ◦11 andG
ψ◦2
1 denote the first and second subgraph
of Gψ1 , respectively. These steps are repeated until the Γ1 subgraphs have at most
4 nodes.
In Valiant’s 4-way EUG construction [Val76], a supergraph that creates 4 sub-
graphs in each step is necessary.We require amergingmethodwhere aΓ1(n) graph
is merged to a Γ4(⌈n4 − 1⌉) graph where 4 nodes build a new node, and 4-color this
graph to retrieve 4 subgraphs. However, this can directly be solved by using the
method described above from [KS16]: after repeating the 2-coloring and the merg-
ing twice, we gain 4 subgraphs (G111 , G121 , G211 and G221 ). These can be used as if
they were the result of 4-coloring the graph obtained by merging every 4 nodes
into one.
However, there is a modification in this case: the first 2-coloring is a pre-
processing step, which does not map to an EUG recursion step. Therefore, we
have to define another labelling ηoutP (v) = ηin(v), since in this preprocessing
step we need to keep node v⌈n2 ⌉. Then the creation of the supergraph for the 4-
way EUG construction works as follows: We merge G1 to a Γ2(⌈n2 ⌉) graph with
labelling ηin and ηoutP and get Gm. After that, we split Gm into two Γ1(⌈n2 ⌉)
graphs G11 and G21. These get merged to Γ2(⌈n4 ⌉ − 1) graphs G
1
m and G2m using
the ηin and ηout labellings. Finally, these two graphs get splitted into 4 Γ1(⌈n4 − 1⌉)
graphsG111 ,G121 ,G211 andG221 . These are the relevant graphs for the first recursion
456 D. Günther et al.
Listing 1. Edge-embedding algorithm for Valiant’s 4-way EUG
1 procedure edge−embedding (U , G1 = (V,E))
2 Let S be the s e t o f the 4 Γ1 subgraphs o f G1 in the supergraph
3 Let R be the 4 r e cu r s i on step graphs
4 Let B be the s e t o f b locks in U
5 for a l l e = (vi, vj) ∈ E do
6 Let i′ and j′ denote the p o s i t i o n s o f vi and vj in t h e i r b locks
7 bi ← ⌈ i4 ⌉ , bj ← ⌈
j
4 ⌉ // number of b lock in which vi and vj are
8 Let out [ r1 ] denote the output vec tor [ r e cu r s i on po in t s ] o f Bbi
9 Let in [ r0 ] denote the the input vec tor [ r e cu r s i on po in t s ] o f Bbj
10 i f bi = bj do // vi and vj are in the same b lock
11 i f vi ̸= vj do
12 outi′ ← j′ − 1
13 end i f
14 else // vi and vj are in d i f f e r e n t b locks
15 Let s = (V ′, E′) ∈ S denote the Γ1 graph with e′ = (pbi , pbj−1 ) ∈ E
′ and
↪→ e′ i s not marked
16 Mark e′
17 Let x denote the number with s = Sx
18 Set the con t r o l b i t o f rx0 to 1
19 i f bj = bi + 1 do // bj and bi are neighbours
20 y ← 0
21 else
22 y ← 1
23 end i f
24 Set the con t r o l b i t o f rx1 to y
25 outi′ ← x + 4 , inx ← j′
26 end i f
27 end for
28 Edge−embed a l l b locks in U // edge−embed a l l sub−b locks
29 for i = 1 to 4 do
30 i f Si e x i s t s do
31 ca l l edge−embedding (Ri , Si )
32 end i f
33 end for
34 end procedure
step in Valiant’s 4-way EUG construction. Now we continue for all 4 subgraphs
until we reach the recursion base with 4 or less nodes.
4-Way Edge-Embedding Algorithm. In Listing 1, we combine block edge-
embedding and recursion point edge-embedding:
Let U denote the part of U (4)n (Γ1) without recursion steps (the main chain of
blocks) and G1 = (V,E) be the Γ1(n) graph which is to be edge-embedded in
U (4)n (Γ1). S denotes the set of the 4 subgraphs of G1 in the supergraph, i.e. S =
{G111 , G121 , G211 , G221 }. A recursion step graph of U is one of the graphs having one
of the 4 sets of recursion points as poles (e.g. r11, . . . , r1⌈ n4 −1⌉) without the recursion
steps. R denotes the set of all 4 recursion step graphs of U , and B denotes the set
of all blocks in U .
We give a brief explanation of Listing 1 that describes the edge-embedding
process. For any edge e = (vi, vj) ∈ E in G1, bi and bj denote the block num-
bers in which vi and vj are. There are 2 cases:
More Efficient Universal Circuit Constructions 457
1. vi and vj are in the same block: bi = bj. The edge-embedding can be solved
within the block and no recursion points have to be programmed for this path.
Therefore, vector out of block Bbi is set accordingly.
2. vi and vj are in different blocks: bi ̸= bj.There exists an edge e′ = (bi, bj−1)
in one of the four Γ1(⌈n4 − 1⌉) subgraphs ofG1 that is not yet used for an edge-
embedding. This determines that the path in the next recursion step has to
be between poles pbi and pbj−1 . We denote with s ∈ S the subgraph of G1
which contains e′, and x denotes its number in S, i.e. Sx = s. This implies in
which of the 4 recursion step graphs we need to edge-embed the path from pbi
to pbj−1 , and so which recursion points we need to program. We first set the
programming bit of the x-th input [output] recursion points to 1 since the path
between the poles with labelling i and j enters [leaves] the next recursion step
over this recursion point. A special case to be considered here is when blocksBbi
and Bbj are neighbours (i.e. bj = bi +1). Then, the path enters and leaves the
next recursion step graph at the same node, whose programming bit thus has
to be 0. The output vector of block Bbi is the i′th value to the xth recursion
point and the input vector of block Bbj is the xth value to the j′th pole in this
block.
We repeat these steps for all edges e ∈ E. Since all in- and output vectors of all
blocks in B are set, they can be embedded with the block edge-embedding. For all
4 subgraphs of G1 in the supergraph and in the EUG, we call the same procedure
with Si ∈ S, Ri ∈ R, 1 ≤ i ≤ 4.
3.2 Edge-Embedding in Lipmaa et al.’s k-Way UC
In this section, we extend the recent work of [LMS16] by providing a detailed
and modular embedding mechanism for any k-way EUG construction described
in Sect. 2.5. We provide the main differences to the edge-embedding of the 4-way
EUG construction detailed in Sect. 3.1.
k-Way Block Edge-Embedding. In this setting, our main block is a pro-
grammable block B of size x with k poles p1, . . . , pk, and k input [output]
recursion points r10, . . . , rk0 [r11, . . . , rk1 ]. B is topologically ordered with map-
ping ηU as defined in Sect. 2.1. Vectors in = (in1, . . . , ink) ∈ {0, . . . , k}k, and
out = (out1, . . . , outk) ∈ {0, . . . , 2k − 1}k denote the input and output vectors
of B, respectively. Values k, . . . , 2k − 1 in out denote the recursion point tar-
gets r11, . . . , rk1 (cf. Sect. 3.1). We formalize the setting of in and out in Eqs. 10–14.
We denote with P the set of all paths in B, and the PB ⊆ P the paths that get
edge-embedded in B.
∀i ∈ {1, . . . , k} : ini ̸= 0 →(ri0, pini) ∈ PB , (10)
outi ̸= 0 ∧ outi < k →(pi, p1+outi) ∈ PB ∧ ηU (pi) < ηU (p1+outi) (11)
outi > k − 1 →(pi, ri−k+11 ) ∈ PB. (12)
∀ini, inj ∈ in : i ̸= j →ini = 0 ∨ ini ̸= inj . (13)
∀outi, outj ∈ out : i ̸= j →outi = 0 ∨outi ̸= outj . (14)
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k-Way Recursion Point Edge-Embedding. G ∈ Γ2(n) denotes the trans-
formed graph of a Boolean circuit Cku,v, where n = u+ k + v.
1. Splitting G ∈ Γ2(n) in two Γ1(n) graphs G1 and G2: Similarly as in Sect. 3.1,
we first split G into two Γ1(n) graphs G1 and G2 with 2-coloring.
2. Merging a Γ1(n) graph into a Γk(⌈nk − 1⌉) graph: G1 = (V,E) ∈ Γ1(n) is
merged into a Γk(⌈nk − 1⌉) graph Gm = (V
′, E′) (same for G2). Therefore,
we redefine mapping θV (cf. Sect. 3.1) that maps node vi ∈ V to node vj ∈ V ′.
In this scenario, k nodes in V build one node in V ′, so θV (vi) = v⌈ ik ⌉. The
mapping of the edges θE is the same as in the 4-way EUG construction, and
(v′i, v′j) ∈ E′ where j < i edges are removed along with v⌈nk ⌉ in the end. Gm is
then a topologically ordered graph in Γ1(⌈nk − 1⌉).
3. The supergraph for Lipmaa et al.’s k-way EUG construction: The next step
is to split Gm ∈ Γ1(⌈nk − 1⌉) into k Γ1(⌈
n
k − 1⌉) graphs. This is done with
k-coloring: a directed graphK = (V,E) can be k-colored, if k setsE1, . . . , Ek ⊆
E cover the following conditions:
∀i, j ∈{1, . . . , k} : i ̸= j → Ei ∩ Ej = ∅. (15)
∀e ∈E : ∃i ∈ {1, . . . , k} : e ∈ Ei. (16)
∀i ∈{1, . . . , k} : ∀e = (v1, v2) ∈ Ei :
¬∃e′ = (v3, v4) ∈ Ei : v2 = v4 ∨v1 = v3. (17)
According to Kőnig’s theorem [Kő31,LP09], Γk(n) graphs can always be k-
colored efficiently (cf. full version [GKS17, Appendix A] for details). The rest
of the supergraph construction and the way it is used for edge-embedding is
the same as for the 4-way EUG construction as described in Sect. 3.1.
k-Way Edge Embedding Algorithm. The edge-embedding algorithm is the
same as shown in Listing 1, after replacing every 4 with k.
4 NewUniversal Circuit Constructions
Here, we describe our ideas for novel, potentially more efficient, UC constructions.
Firstly, in Sect. 4.1, we describe modular building blocks for a 3-way UC. We show
that Valiant’s optimized U3(Γ1) cannot directly be applied as a building block
in the construction due to the fact that it must have an additional node to be a
generic EUG. We prove that the EUG without this node is not a valid EUG by
showing a counterexample. Therefore, it actually results in a worse asymptotic
size than Valiant’s 2-way and 4-way UC constructions. Secondly, in Sect. 4.2, we
propose a hybrid UC construction, utilizing both Valiant’s 2-way and 4-way UC
constructions so that the overall size of the resulting hybrid UC is minimized, and
is at least as efficient as the better construction for the given size.
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4.1 3-Way Universal Circuit Construction
The optimal k value for minimizing the size of the k-way UC was calculated to be
3.147 in [LMS16]. We describe our idea of a 3-way UC construction. Intuitively,
based on an optimization by Valiant [Val76], this UC should result in the best
asymptotic size. The asymptotic size of any k-way UC depends on the size of its
modular body block Bk (e.g., Fig. 4a for the 4-way UC). Once it is determined,
the size of the UC is size(U (k)n (Γ2)) = 2 · size(U (k)n (Γ1))≈ 2 · size(Bk)k n logk n =
2· size(Bk)k log2(k)n log2 n. The modular block consists of two permutation networks P (k),
an EUG Uk(Γ1), and (k − 1) Y-switching blocks (cf. Sect. 2.5, [LMS16]).
Size of Body Block B3 with Valiant’s Optimized U3(Γ1). According to
Valiant [Val76], an EUGU3(Γ1) with 3 poles contains only 3 connected poles (used
as recursion base in Sect. 2.2). An optimal permutation networkP (3) that achieves
the lower bound has 3 nodes as well. This implies that size(B3) = 2 · P (3) +
size(U3(Γ1))+(3−1) = 11. Then, the size of the UC becomes≈ 2· 113 log2 3n log2 n ≈
4.627n log2 n, which means an asymptotically by around 2.5% smaller size than
that of the 4-way UC.
However, there is a flaw in this initial design. Valiant’s U3(Γ1) only works as
an EUG for 3 nodes under special conditions, e.g., when it is a subgraph within
a larger EUG construction. There are 3 possible edges in a topologically ordered
graph G = (V,E) in Γ1(3): (1, 2), (2, 3) and (1, 3). (1, 2) and (2, 3) can be directly
embedded in U3(Γ1) using (p1, p2) and (p2, p3), respectively. (1, 3), however, has
to be embedded as a path through node 2, i.e., as a path ((p1, p2), (p2, p3)). When
U3(Γ1) is a subgraph of a bigger EUG, this is possible by programming p2 accord-
ingly. However, when we use this U3(Γ1) as a building block in our EUG construc-
tion, it cannot directly be applied. A generic U3(Γ1) that can embed (1, 3) without
going through p2 as before has an additional Y-switching block.
We depict in Fig. 5a the 3-way body block that uses Valiant’s optimizedU3(Γ1)
in the k-way block design of [LMS16]. Assume that the output of pole p3i+1 has
to be directed to pole p3i+3. Then, it needs to go through pole p3i+2, which means
that the edge going in to p3i+2 is used by this path. However, there might be an
other edge coming from the permutation network as an input to p3i+2, e.g., from
p3i from the preceding block. This cannot be directed to p3i+2 anymore as shown
in Fig. 5a. Therefore, in the 3-way body block construction, it does not suffice to
use Valiant’s optimized U3(Γ1) [Val76].
Size of Body Block B3 with Our Generic U3(Γ1). In Fig. 5b, we show the
3-way body block with the generic U3(Γ1) that allows the output from p3i+1 to be
directed to p3i+3 without having to go through p3i+2. This results in size(B3) =
2 · P (3) + size(U3(Γ1)) + (3 − 1) = 12, which implies that the asymptotic size of
the UC is ≈2 · 123 log2 3n log2 n ≈ 5.047n log2 n. Unfortunately, this is worse than
the asymptotic size of the 2-way construction, and we therefore conclude that the
asymptotically most efficient known UC construction is Valiant’s 4-way UC con-
struction.
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Fig. 5. Body block construction for our 3-way EUG U (3)n (Γ1 ).
4.2 Hybrid Universal Circuit Construction
In this section, we detail our hybrid UC that minimizes its size based on Valiant’s
2-way and 4-way UCs, which are asymptotically the smallest UCs to date. Given
the size of the input circuit Cku,v, i.e., n = u + k + v, we can calculate at each
recursion step if it is better to create 2 subgraphs of size ⌈n2 − 1⌉ and utilize the 2-
way recursive skeleton, or it is more beneficial to create a 4-way recursive skeleton
with 4 subgraphs of size ⌈n4 − 1⌉.
We assume that for every n, we have an algorithm that computes the size
(size(Uhybridn (Γ1))) of the hybrid construction for sizes smaller than n. We give
details on how it is computed in Sect. 5. Then, Listing 2 describes the algorithm
for constructing a hybrid UC, at each step based on which strategy is more effi-
cient. We note that our hybrid construction is generic, and given multiple k-way
UC constructions as parameter K (K = {2, 4} in our example), it minimizes the
concrete size of the resulting UC.
5 Size of UC Constructions
Lipmaa et al.’s k-way UC construction is depicted in a modular manner
in [LMS16, Fig. 12] and discussed briefly in Sect. 2.5 and Fig. 3. They show that
a k-way body block consists of two permutation networks P (k), an EUG for k
nodes, i.e., Uk(Γ1), and additionally, (k − 1) Y-switching blocks. In this section,
we recapitulate the sizes (Table 2) of the k-way EUG and give an estimate for the
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Listing 2. Hybrid construction algorithm
1 procedure hybrid (p1, . . . , pn , K = {2, 4} )
2 Let s i z e (Uhybrid
n′ (Γ1)) be the func t i on c a l c u l a t i n g the s i z e o f the
↪→ sma l l e r hybrid c ons t ru c t i on s with s i z e n′ ≤ n
3 for a l l k ∈ K do // Number of po les in the l a s t b lock for a l l k
4 i f n | k do
5 mk ← k
6 else
7 mk ← n mod k
8 end i f
9 sk ← size(Headk(k)) +
!
⌈nk ⌉ − 3
"
· size(Bodyk(k)) + size(Bodyk(rk)) + size(Tailk(mk))+












11 si ← min(sk : k ∈ K) // Choose the b e t t e r construct ion
12 Create sk e l e t on for i−way cons t ruc t i on with n po l e s
13 ca l l hybrid
%
















14 i f (i − mi) > 0 do










, . . . , hybrid
%






16 end i f
17 end procedure
leading constant for Lipmaa et al.’s EUG construction with size O(n log2 n), for
k ∈ {2, . . . , 8}. For a detailed discussion on the depth of the UCs, the reader
is referred to the full version of this paper [GKS17, Sect. 5]. We conclude that
the best asymptotic size is achieved by Valiant’s 4-way UC. This result does not
exclude the possibility for a more efficient UC in general, but it shows that the
most efficient UC using Lipmaa et al.’s k-way UC from [LMS16] is the 4-way UC.
Two k-way EUGs for Γ1(n) graphs build up an EUG for Γ2(n) graphs as described
in Sect. 2.1. Therefore, the leading constant for the size of the UC is twice that of
the EUG U (k)n (Γ1), which is summarized in the same table.
5.1 Asymptotic Size of k-Way UC Constructions
We review the sizes of the building blocks of a k-way body block, i.e., the size of
an EUG Uk(Γ1) for k, and the size of a permutation network P (k) with k inputs
and outputs, as well as the size of the resulting UCs.
Edge-Universal Graph with k Poles. Valiant optimized EUGs up to size 6 by
hand in [Val76]: for k = 2, U2(Γ1) has two poles, for k = 3 we discussed in Sect. 4.1
that an additional node is necessary. For k ∈ {4, 5, 6} the sizes are {6, 10, 13}, as
shown in [KS16, Fig. 1] (note that the nodes noted as empty circles disappear in
the UC ). For k = 7 and k = 8, we observe that Valiant’s 2-way UC results in
a better size than that of the 4-way UC due to the smaller permutation network
and less recursion nodes. Therefore, we use these constructions to compute the
size of U7(Γ1) and U8(Γ1). As mentioned in [LMS16], another possibility is to use
the UC of [KS08b] instead of these EUGs since they have better sizes for small





Y switches. It results in a smaller size of 21 for k = 8.
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Table 2.The leading factors of the asymptoticO(n log2 n) size for k-way edge-universal
graphs (U (k)n (Γ1 )) and universal circuits (UC) for k ∈ {2, . . . , 8}. n denotes the size of
the input Γ2(n) circuit, Uk(Γ1 ) the size of Valiant’s edge-universal graph with k poles,
UKS08 (k) the size of the UC of [KS08b], P l(k) the lower bound for the size of a per-
mutation network for k nodes, and PW(k) the size of Waksman’s permutation net-
work [Wak68]. BWk is the size of the body block.
k Uk(Γ1 ) U
KS08 (k) P l(k) PW(k) BWk U
(k)
n (Γ1 ) (·n log2 n) UC (·n log2 n)
2 2 2 1 1 5 2.5 5
3 4 6 3 3 12 ≈2.524 ≈5.047
4 6 7 5 5 19 2.375 4.75
5 10 11 7 8 30 ≈2.584 ≈5.168
6 13 14 10 11 40 ≈2.579 ≈5.158
7 19 19 13 14 53 ≈2.697 ≈5.394
8 23 21 16 17 62 ≈2.583 ≈5.167
Permutation Networks. Waksman in [Wak68] showed that the lower bound
for the size of a permutation network is ⌈log2(k!)⌉ for k elements. We present this
lower bound in Table 2 as P l(k). The permutation network with the smallest size is
Waksman’s permutation network PW(k) [Wak68,BD02]. For k ∈ {2, 3, 4} its size
reaches the lower bound, but for larger k values, his permutation network utilizes
additional nodes. Since these are the smallest existing permutation networks, we
use these when calculating the size of the UC. Evenwith the lower boundP l(k), for
k ∈ {5, 6, 7, 8} we would have the respective leading terms {4.824, 4.900, 5.190, 5},
which are larger than 4.75 for k = 4.
Body Blocks. A body block BWk is built of (k − 1) Y-switching blocks, an
EUG for k nodes, and two permutation networks [LMS16] (cf. Fig. 3). The







+ 2 · size(PW (k)) + k − 1.
Edge-Universal Graphs and Universal Circuits with n Poles. The asymp-





n log2 n and
the leading factor for a UC is twice this number.
5.2 Concrete Size of UC Constructions
The size of Lipmaa et al.’s k-way universal circuits depends on the size of their
building blocks [LMS16]. More concretely, finding either better edge-universal
graphs for small number of nodes or optimal permutation networks could improve
the sizes of these UCs. Lipmaa et al. calculated the optimal k value for minimizing
the size of a k-way UC to be 3.147 [LMS16].
Table 2 shows that the smallest sizes are achieved by the 4-way, followed by
the 2-way UCs. The 3-way UC, as mentioned in Sect. 4.1, is less efficient due to
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the additional node in U3(Γ1). We observe that the sizes grow with increasing k
values due to the permutation networks and EUGs.
Concrete Sizes of 4-Way and 2-Way UCs. Based on the parity (2-way UC)
and the remainder modulo 4 (4-way UC), not only the size of the outest skele-
ton, but also that of the smaller subgraphs can be optimized. It was considered
in [KS16] for the 2-way UC, and we now generalize the approach for k-way UCs.
We provide a recursive formula for the concrete size of the optimized k-way EUG
as follows. Let mk be defined as
mk :=
$
n mod k if k ! n,
k if k | n.
(18)
Then, given the designed Head, Body and Tail blocks with sizes shown in Table 3,
we can compute the size by calculating the size of all the components of the outest
skeleton, and the sizes of the smaller subgraphs with the recursive formula shown
in Eq. 19.4







+ size(Body(mk)) + size(Tail(mk))
+mk · size
!
U (k)⌈ nk −1⌉
(Γ1 )
$






Concrete Size of Our Hybrid UC. We provide a hybrid UC in Sect. 4.2 for
minimizing the size of the resulting UC. This construction chooses at each step
the skeleton that results in the smallest size and therefore, we provide the recur-
sive algorithm for determining its size in Eq. 20. size(Headk(i)), size(Tailk(i)) and
Table 3. The sizes of building blocks of the 2-way and 4-way UCs (cf. Figs. 2 and 4).
Block Head Body Tail
k\Poles 4 3 2 1 4 3 2 1 4 3 2 1
Fig. - - 2c - - - 2a 2b - - 2d 2e
2-way - - 4 - - - 5 5 - - 4 1
Fig. 4e 4g 4h 4i 4a 4b 4c 4d 4f 4g 4h 4i
4-way 14 14 13 12 19 19 18 17 14 9 4 1
4 We note that for k ≥ 3, there exist Head(k − 1), . . . , Head(1) blocks. These are used
for one n, e.g., Head(1) when n = k+1, and Head(k−1) when n = 2k. For simplicity,
we consider these as special recursion base numbers in our calculations.
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size(Bodyk(i)) are the values from Table 3 for k = 2 and k = 4. The size of the
hybrid UC is minimized as



















; k ∈ {2, 4}
(
, (20)
which can be computed using a dynamic programming algorithm.
Improvement of 4-WayConstruction. The bottom (blue) line in Fig. 6 shows
the concrete improvement in percentage of the 4-way UC construction over the
2-way UC construction up to ten million nodes in the simulated input circuit.
From the asymptotic leading factors in Table 2, we expect an improvement of up to
1 − 4.755 = 5%. For the smallest n values (n ≤ 15), the 2-way UC is up to 33.3%
better than the 4-way UC. However, from n = 212 on, the 4-way UC construction
is better, except for some short intervals as shown in Fig. 6 (the difference in these
intervals, however, is at most 3.45%). From here on, the 4-way UC is on average
3.12% better in our experiments, where the biggest improvement is 4.48%. More-
over, from n = 10885 on, the 4-way UC always outperforms the 2-way UC.
Fig. 6. Improvement of our hybrid and Valiant’s 4-way UC over Valiant’s 2-way UC for
15 ≤ n ≤ 107 with logarithmic x axis. (Color figure online)
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Improvement of Hybrid Construction. The improvement achieved by our
hybrid construction (cf. Sect. 4.2) is depicted in the same Fig. 6, as the top (green)
line. For some n values the hybrid UC achieves the same size as the 2- or 4-way
UCs, but due to its nature, it is never worse. This means that the improvement of
our hybrid UC is always nonnegative, and greater than or equal to the improve-
ment achieved by the 4-way UC. Moreover, in most cases the hybrid UC results
in better sizes than any of the other two constructions: this means that some sub-
graphs are created for an n for which the 2-way UC is smaller, and therefore the
2-way recursive structure is utilized. The overall improvement for all n values is
on average 3.65% and at most 4.48% over the 2-way UC construction.
6 Implementation and Evaluation
The first implementation of Valiant’s 2-way UC, along with a toolchain for
PFE (cf. Sect. 1.1) was given in [KS16]. The 4-way UC has smaller asymptotic
size ∼4.75n log2 n, but has not been implemented before due to its more compli-
cated structure and embedding algorithm.
In this work, we improve the implementation of the open-source framework
of [KS16] by using the 4-way UC construction that can directly be applied in the
PFE framework. Our improved implementation is available at http://encrypto.
de/code/UC. Firstly, the functionality is translated to a Boolean circuit using the
Fairplay compiler [MNPS04,BNP08]. This is then transformed into a circuit in
Γ2(n), i.e., with at most two incoming and outgoing wires for each gate, input
and output. This is done in a preprocessing step of the framework in [KS16]. The
input circuit description of our UC implementation is the same as that of the UC
compiler of [KS16], and we also adapt our output UC format to that of [KS16]
that includes the gate types described in Sect. 2.2. This format is compatible with
the ABY framework [DSZ15] for secure function evaluation.
We discuss our implementation of Valiant’s 4-way UC in Sect. 6.1 and give
experimental results in Sect. 6.2. For a description on how the hybrid UC can be
implemented, the reader is referred to the full version [GKS17, Sect. 6.3].
6.1 Our 4-Way Universal Circuit Implementation
The architecture of our UC implementation is the same as that of [KS16],
and therefore, we describe our UC design based on the steps described in
[KS16, Fig. 6]. Our implementation gets as input a circuit with u inputs, v out-
puts and k gates, and outputs a 4-way UC with size n = u+ k + v, as well as the
programming pf corresponding to the input circuit (cf. Sect. 1).
Transforming Circuit Cku,v into Γ2(u + k + v) Graph G. As a first step, we
transform the circuit Cku,v into a Γ2(n) graph G = (V,E) with n = u + k + v
(cf. Sect. 2.1). Then, we define a topological order ηG on the nodes of G s.t. every
input node vi has a topological order of 1 ≤ ηG(vi) ≤ u and every output node vj
is labelled with u+ k + 1 ≤ ηG(vj) ≤ u+ k + v.
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Table 4. Comparison of the sizes of the UCs (2-way, 4-way, and hybrid) for sample
circuits from [TS15]. Bold numbers denote if the 2-way or the 4-way UC is smaller; the
smallest size is always achieved by our hybrid UC. The UC generation time is given for
both implemented UCs.
Circuit n Circuit size (#AND gates) UC generation (ms)










AES-non-exp 46 847 2.96 · 106 2.93 · 106 2.86 · 106 9 008.9 10 325.8
AES-exp 38 518 2.38 · 106 2.38 · 106 2.31 · 106 6 961.7 8 361.3
DES-non-exp 31 946 1.96 · 106 1.92 · 106 1.89 · 106 5 563.8 6 599.5
DES-exp 32 207 19.8 · 106 19.4 · 106 1.90 · 106 5 654.0 6 765.0
md5 66 497 4.42 · 106 4.26 · 106 4.26 · 106 14 805.5 14 897.8
sha-256 201 206 1.49 · 107 1.46 · 107 1.44 · 107 81 889.1 57 439.0
add 32 342 9.58 · 103 9.55 · 103 9.44 · 103 29.6 35.3
add 64 674 2.21 · 104 2.27 · 104 2.17 · 104 53.9 89.6
comp 32 216 5.53 · 103 5.54 · 103 5.49 · 103 17.7 21.2
mult 32x32 12 202 6.54 · 105 6.50 · 105 6.35 · 105 1 639.2 2 177.1
Branching 18 200 4.92 · 103 5.07 · 103 4.88 · 103 21.0 24.2
CreditChecking 82 1.50 · 103 1.51 · 103 1.49 · 103 3.1 12.7
MobileCode 160 3.65 · 103 3.88 · 103 3.61 · 103 10.6 29.0
Creating anEUGU (4)n (Γ2) for Γ2(n)Graphs.AnEUGU
(4)
n (Γ2) is constructed
by creating two instances of U (4)n (Γ1) as shown in Sect. 2.2. The two instances get
merged to U (4)n (Γ2) so that one builds the left inputs and outputs and the other
builds the right inputs and outputs of the gates (based on the two-coloring of G).
We create the EUGs with Valiant’s 4-way EUG [Val76] with our optimized blocks
from Sect. 3.1 (cf. Fig. 4).
Programming U (4)n (Γ2) to Compute Cku,v. We edge-embed graph G into
U (4)n (Γ2) as described in Sect. 3.1. [KS16] use their supergraph construction to
define the paths between the poles uniquely for Valiant’s 2-way EUG. We modify
this supergraph as described in Sect. 3.1 for Valiant’s 4-way EUG and perform the
edge-embedding as described in Listing 1. The programming bits of the nodes are
set during the edge-embedding process along the paths between the poles. The
block edge-embedding is done by analyzing the possible input values and defining
the valid paths as described in Sect. 3.1.
Outputting a Universal Circuit with Its Programming. As a final step,
EUG U (4)n (Γ2) is topologically ordered and output in the UC format of [KS16].
The programming bits pf defined by the embedding are also output in a separate
file based on the topological order.
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6.2 Our Experimental Results
In order to show the improvement of our method, we ran experiments on a Desk-
top PC, equipped with an Intel Haswell i7-4770K CPU with 3.5GHz and 16GB
RAM, and provide our results in Table 4. To compare with the runtime of the UC
compiler of [KS16], we ran the same experiments on the same platform using their
2-way UC implementation.
As [KS16], we use a set of real-life circuits from [TS15] for our benchmarks,
and compare the sizes of the resulting circuits and the generation and embed-
ding runtimes. We can see that from the 2-way and 4-way UC constructions, the
4-way UC, as expected, is always smaller for large circuits than the 2-way UC.
However, it is sometimes better even for small circuits, e.g., for 32-bit addition
with n = 342. The hybrid construction always provides the smallest UC for our
example circuits.
In the last two columns, we report the runtime of the UC compiler of [KS16]
and our 4-way UC implementation for generating and programming the universal
circuit corresponding to the example circuits. Table 4 shows that the differences
in runtime are not significant, and due to its more complicated structure, the 4-
way UC takes more time to generate and program in general. However, we can
see from the largest example with more than 200000 nodes that asymptotically,
the 4-way UC results in a runtime improvement as well, as less nodes need to be
programmed.
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Abstract. A universal circuit (UC) can be programmed to simulate any circuit up to
a given size n by specifying its program inputs. It provides elegant solutions in vari-
ous application scenarios, e.g., for private function evaluation (PFE) and for improving
the flexibility of attribute-based encryption schemes. The asymptotic lower bound for
the size of a UC is (n log n), and Valiant (STOC’76) provided two theoretical con-
structions, the so-called 2-way and 4-way UCs (i.e., recursive constructions with 2 and
4 substructures), with asymptotic sizes ∼ 5n log2 n and ∼ 4.75n log2 n, respectively.
In this article, we present and extend our results published in (Kiss and Schneider
EUROCRYPT’16) and (Günther et al. ASIACRYPT’17). We validate the practicality
of Valiant’s UCs by realizing the 2-way and 4-way UCs in our modular open-source
implementation. We also provide an example implementation for PFE using these size-
optimized UCs. We propose a 2/4-hybrid approach that combines the 2-way and the
4-way UCs in order to minimize the size of the resulting UC. We realize that the bot-
tleneck in universal circuit generation and programming becomes the memory con-
sumption of the program since the whole structure of size O(n log n) is handled by
the algorithms in memory. In this work, we overcome this by designing novel scalable
algorithms for the UC generation and programming. Both algorithms use only O(n)
memory at any point in time. We prove the practicality of our scalable design with a
scalable proof-of-concept implementation for generating Valiant’s 4-way UC. We note
that this can be extended to work with optimized building blocks analogously. More-
over, we substantially improve the size of our UCs by including and implementing the
recent optimization of Zhao et al. (ASIACRYPT’19) that reduces the asymptotic size
of the 4-way UC to ∼ 4.5n log2 n. Furthermore, we include their optimization in the
implementation of our 2/4-hybrid UCwhich yields the smallest UC construction known
so far.
Keywords. Universal circuit, Private function evaluation, Function hiding, Scalability.
∗This article is a combined and substantially extended version of [45] (EUROCRYPT’16) and [31]
(ASIACRYPT’17). We summarize the additional contributions in Sect. 1.3.
© The Author(s) 2020
M. Y. Alhassan et al.
1. Introduction
Any computable Boolean function f (x) can be represented as a Boolean circuitCgu,v(x)
with u input wires x = (in1, . . . , inu), v output wires out1, . . . , outv , and g gates for
some u, v, g. The size of such a Boolean circuit is n = u + v + g. Universal circuits
(UCs) are programmable circuits that can simulate any Boolean function f (x) up to a
given size n. To program a UC to compute f , programming or control bits are specified
as further inputs c f = {c1, . . . , cm}. The UC then receives these control bits as inputs
along with the input x and computes the result as UC(x, c f ) = f (x). This means that
the same UC can evaluate different Boolean circuits by specifying the respective control
bits. In analogy to a universal Turing machine, a universal circuit allows to turn any
function into data in the form of a program description.
Several efficient constructions considering both the size and the depth of UCs were
proposed. Valiant proposed in [66] an asymptotically size-optimal UC construction with
size (n log n) and depth O(n) [68]. He presents two constructions, called 2-way and
4-way UCs, based on so-called edge-universal graphs (EUGs) that utilize either 2 or 4
subcircuits, respectively. The asymptotic complexity of the 4-way UC is ∼ 4.75n log2 n
which is smaller than that of the 2-way UC of ∼ 5n log2 n [66]. The 4-way UC has been
further improved in [72], where its size is reduced to ∼ 4.5n log2 n. An asymptotically
depth-optimal construction with depth (d) that simulates circuits with depth d was
proposed in [17], but it has a significantly larger size ofO(n3d/ log n). In our paper, due
to the applications in cryptography that we revisit in Sect. 1.1, we concentrate on the
existing size-optimized UCs, especially that proposed by Valiant [66] with asymptotic
size (n log n) with the optimization presented by Zhao et al. in [72].
1.1. Applications of Universal Circuits
Size-optimized universal circuits have many applications, which we review here and
refer to the original publications for a more detailed description.
Private Function Evaluation (PFE)
The most prominent application of universal circuits is the secure evaluation of private
functions based on secure function evaluation (SFE) or secure computation. SFE enables
two parties P1 and P2 to evaluate a publicly known function f (x, y) on their respective
private inputs x and y, ensuring that none of the participants learns anything about
the other participant’s input apart from the output of the computation. Many secure
computation protocols, such as Yao’s garbled circuit protocol [47,69,70] and the GMW
protocol [32], use Boolean circuits for representing the desired functionality. In some
applications, the function itself should be kept private. This setting is called private
function evaluation (PFE), where we assume that only one of the parties P1 knows the
function f (x), whereas the other party P2 provides the input to the private function x .
P2 should learn no information about f except for an upper bound on the size of the
circuit describing the function, and P1 should learn nothing about x beyond what can
be inferred from the result f (x).
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PFE can be reduced to SFE [1,44,58,63] by securely evaluating a UC that is pro-
grammed by P1 to evaluate the function f on P2’s input x . For this, P1 provides the
control bits c f for the UC and P2 provides his private input x into an SFE protocol that
computes UC(x, c f ). Here, the UC is a public function and the control bits c f—and
therefore the function f—and input x are kept private due to the properties of SFE. The
first implementation of PFE was provided in [44,61], which extends the Fairplay secure
computation framework [51] with universal circuits. The underlying UC construction
achieves a non-optimal asymptotic size of O(n log2 n) and depth O(n log n). We have
shown in [45] that it results in larger UCs than Valiant’s constructions for all reasonable
circuit sizes in practice. The complexity of PFE in this case is determined mainly by the
size and depth of the UC, while the security follows from that of the SFE protocol that
is used to evaluate the UC. If the SFE protocol is secure against semi-honest, covert, or
malicious adversaries, then the PFE protocol is secure in the same adversarial setting.
UC-based PFE can be easily integrated into any SFE framework and can directly benefit
from recent optimizations. For instance, outsourcing UC-based PFE to two or multiple
servers using XOR secret sharing is directly possible with outsourced SFE [42]. The
non-interactive secure computation protocol of [3] can be generalized to obtain a non-
interactive PFE protocol [46]. Moreover, with UC-based PFE, evaluating public and
private parts of a functionality can easily be performed together without modifying the
underlying secure computation framework.
In [40], Katz andMalka presented an alternative approach for PFE that does not rely on
UCs. They use additively homomorphic public-key encryption as well as a symmetric-
key encryption schemeand achieve constant-roundPFEwith linearO(n) communication
complexity. However, the number of public-key operations is linear in the circuit size,
and due to the gap between the efficiency of public-key and symmetric-key operations,
this results in a less efficient protocol. Their protocol is secure against semi-honest adver-
saries, uses Yao’s garbled circuits [70], and has recently been improved in [5], where
the authors modify the algorithm to perform one full execution from which information
can be reused in subsequent more efficient executions of the protocol. Mohassel and
Sadeghian consider PFE with semi-honest adversaries in [53] and propose a generic
PFE framework that can be instantiated with different secure computation protocols.
Their first protocol uses homomorphic encryption with which they achieve linear com-
plexity O(n) in the circuit size n and their second protocol relies solely on oblivious
transfers (OT), which results in a method with O(n log n) symmetric-key operations.
The OT-based construction from [53] or PFE using UCs is more desirable than the lin-
ear homomorphic encryption-based methods in practice, since using OT extension, the
number of expensive public-key operations can significantly be reduced, such that it is
independent of the number of OTs [2,36]. Biçer et al. [6] improve the communication
of the OT-based PFE protocol of [53] by around 40%. The asymptotic complexity of
the OT-based construction of [53] and Valiant’s UCs for PFE is the same, and therefore,
we compare these solutions for PFE in more detail in Sect. 8. Mohassel et al. extend
the framework from [53] to malicious adversaries in [54] with linear complexity O(n),
using additively homomorphic encryption. Active security of UC-based PFE is achieved
by using a secure computation protocol with active security. Even though their claimed
better efficiency, to the best of our knowledge, these protocols have not yet been imple-
M. Y. Alhassan et al.
mented and are not as generally applicable as PFE with UCs, e.g., they cannot be easily
combined with secure evaluation of public functions.
Semi-private function evaluation (semi-PFE) has been proposed in [60] and allows
for PFE where the function f is in a set of functions F known by both parties. This
relaxes the necessary topology hiding requirement of generic PFE. Yao’s garbled circuit
can be used for evaluating circuits of the same topology as shown in [59]. Recently,
an automated approach for semi-PFE has been proposed in [39], where the circuits
representing f ∈ F have varying topologies, for which a container topology is found
that can be programmed to compute any of the available topologies. This has therefore
been defined as a set-universal circuit, i.e., a circuit that can be programmed to compute
any circuit from a pre-defined set of circuits. This approach has been further improved
in [41], where a modified garbled circuit protocol allows for efficient semi-PFE with
linear communication in the size of the largest circuit in F . However, semi-PFE does
not suffice for generic PFE where we have an exponential number of possible circuit
topologies.
Applications of PFE
PFE can be applied in scenarios where one of the parties wants to keep the evaluated
function private. One of the first applications for PFE was privacy-preserving checking
for credit worthiness [21], where not only the loanee’s data, but also the loaner’s function
that computes if the loanee is eligible for a credit needs to be kept private. The original
scheme, using garbled circuits, can represent simple policies, but by evaluating aUC their
scheme can be extended to more complicated credit checking policies. [15] shows an
application for secure computation, where evaluating UCs or other PFE protocols would
ensure privacy: When autonomous mobile agents migrate between several distrusting
hosts, the privacy of the inputs of the hosts is achieved using SFE, while privacy of
the mobile agent’s code can be guaranteed with PFE. [57] shows a method to filter
remote streaming data obliviously, using secret keywords and their combinations. Their
scheme can additionally preserve data privacy by using PFE to search the matching
data with a private search function. PFE allows for running proprietary software on
private data, such as privacy-preserving evaluation of diagnostic programs that was
considered in [13], where the owner of the program does not want to reveal the diagnostic
method and the user does not want to reveal his data. Example applications for such
programs include medical diagnostics [9] and remote software fault diagnosis, where
the function and the user’s input are desired to be handled privately. In the protocol
presented in [13], the diagnostic programs are represented as binary decision trees or
branching programs which can easily be converted into a Boolean circuit representation
and evaluated using PFE based on universal circuits. Moreover, PFE can be applied
to create blinded policy evaluation protocols [20,24]. [20] utilizes UCs for so-called
oblivious circuit policies and [18] for hiding the circuit topology in order to create
one-time programs. In [25,59], universal circuits are used for hiding queries in private
database management systems (DBMSs). The Blind Seer DBMS [25] was improved
in [59] by making use of a simpler UC for evaluating queries, which does not hide the
circuit topology. The authors mention that in case the topology of the SQL formula and
the circuit have to be kept private, a generic UC should be utilized. Further applications
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of PFE given in [53] are evaluation of branching programs on encrypted data [37] and
privacy-preserving intrusion detection [56].
UC Applications Beyond PFE
Apart from being used for PFE, UCs can be applied in various other scenarios. Efficient
verifiable computation on encrypted data was studied in [22]. A verifiable computation
scheme was proposed for arbitrary computations, and a UC is required to hide the
function. [29] make use of UCs for reducing the verifier’s preprocessing step. In [30],
a DDH-based multi-hop homomorphic encryption scheme is proposed that uses re-
randomizable garbled circuits, for whichUCs are used to achieve function privacy.When
the common reference string is dependent on a function that the verifier is interested in
outsourcing, then the function description can be provided as input to aUCof appropriate
size. As described in [4], the Attribute-based encryption (ABE) schemes [27,34] for any
polynomial-size circuits can be turned into ciphertext-policy ABE by using UCs. The
ABE scheme of [28] also uses UCs. Universal circuits can be applied for program
obfuscation. Candidates for indistinguishability obfuscation are constructed using a UC
as a building block in [14,26]. The algorithmof [26] has been implemented in [12],which
can be improved using Valiant’s UC implementation [45]. Direct program obfuscation
was proposed in [71], where the circuit is a secret key to a UC. [46] mentions that UCs
can be applied for secure two-party computation in the batch execution setting, where
the cost of evaluating Yao’s garbled circuits is amortized if the same circuit—a UC—is
evaluated [35,49]. This protocol has been made round-optimal in [52].
Implied Theoretical Results
We mention two theoretical results relying on UCs. Both the depth-optimized UC from
[17] andValiant’s size-optimizedUCswere adapted in [8] to constructuniversal quantum
circuits. The design of universal parallel computers was inspired by Valiant’s UCs as
well [33,50].
1.2. Our Contributions and Outline
In Sect. 2,we recapitulate the necessary preliminaries for ourwork.We revisit the asymp-
totically size-optimal UCs of [66] in Sect. 3. This complex construction makes use of an
internal graph representation and programs a so-called edge-universal graph (Sect. 3.1).
Thereafter,wedescribe howanedge-universal graph canbe translated into a universal cir-
cuit (Sect. 3.2). Finally, we revisit Valiant’s 2-way (Sect. 3.3) and 4-way UCs (Sect. 3.4)
and the improved building block proposed by Zhao et al. [72] for the latter.
Our modular programming algorithm (Sect. 4). We detail our modular algorithm for
programming a universal circuit that provides the description of the input function f
as program bits c f to the UC, for both Valiant’s 2-way and 4-way UCs. Our method
consists of two steps, the block edge-embedding (Sect. 4.1) and the recursion point
edge-embedding (Sect. 4.2).
New universal circuit constructions and extensions (Sect. 5). We describe Lip-
maa et al.’s generalization [46] of Valiant’s universal circuit to any k-way UC (Sect. 5.1)
and detail how our modular programming algorithm from Sect. 4 can be directly gener-
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alized for this extension. We continue with presenting a new 3-way UC (Sect. 5.2) that
is predicted to be more efficient than the existing UCs. However, after providing mod-
ular building blocks for this UC, we show that it is asymptotically larger than Valiant’s
UCs, due to an optimization that cannot be applied for one of its building blocks. Then,
we propose a hybrid UC construction (Sect. 5.3) that can efficiently combine k-way
UCs for multiple values of k. With this, we combine Valiant’s 2-way and 4-way UCs
to achieve the smallest universal circuit known so far. Lastly, we provide our scalable
algorithms (Sect. 5.4) that allow for generating and programming UCs with only linear
O(n) memory instead of handling the whole structure of size O(n log n) in memory at
once.
Optimized size and depth of UCs (Sect. 6).We compare the asymptotic (Sect. 6.1) and
concrete (Sect. 6.2) sizes of Valiant’s (2-way and 4-way) UCs and that of different k-way
UCs. We show that of all k-way UCs of Lipmaa et al. [46], Valiant’s 4-way UC provides
the smallest size for large circuits, whereas Valiant’s 2-way UC provides the smallest
depth. We include size optimizations, achieving a linear concrete improvement for all
UCs. Moreover, we show that our 2/4 hybrid method for generating UCs improves over
the 4-way UCs, i.e., both over Valiant’s 4-way UC and over the optimized 4-way UC of
[72].
Implementation of Valiant’s UCs and experiments (Sect. 7). We detail the steps of
our algorithm for a practical realization of Valiant’s UC construction and implement the
2-way and recently optimized 4-way UCs as well as our 2/4 hybrid UC construction.
We note that our implementation is the first implementation that includes the optimiza-
tion of Zhao et al. [72], which achieves the best size ∼ 4.5n log2 n to date. We describe
the architecture of our UC compiler (Sect. 7.1). We experimentally evaluate the per-
formance of our UC generation and programming algorithms with a set of example
circuits (Sect. 7.2). We provide the evaluation of our scalable 4-way UC as well and
compare it with our memory-based implementation of Valiant’s 4-way UC.
Toolchain for private function evaluation using universal circuits (Sect. 8).Weprovide
the implementation of an example application for universal circuits, namely of private
function evaluation (PFE) by extending the ABY secure function evaluation framework
[19] to evaluate our universal circuits (Sect. 8.1). We provide the first implementa-
tion for PFE with O(n log n) complexity and show experimental results for performing
PFE (Sect. 8.2). We theoretically compare PFE with UCs with other state-of-the-art
approaches for PFE (Sect. 8.3).
1.3. Additions to Conference Versions
This journal article is a significantly extended and improved version of the conference
publications [45] and [31]. Our added contributions are as follows.
1. Optimizations.We included the optimized building block of [72] in our 4-way and
hybrid implementations as well as in the size and depth comparisons. This allows
us to compare all state-of-the-artmethods forUCs. This is the first implementation
of their construction, which has the lowest asymptotic and concrete sizes known
so far.
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2. Scalability.We extend our design and implementation with a scalable 4-way UC
construction based onValiant’s 4-wayUC,which reduces thememory complexity
fromO(n log n) toO(n)when generating and programming the universal circuit.
This construction involves a novel layer-by-layer approach for generating and
topologically ordering the universal circuit and programs the structure according
to the recursion steps, i.e., subcircuit by subcircuit.
3. Universal circuit depths. We examine the depth of the universal circuits in addi-
tion to their sizes, since though being optimized for the latter, some applications
also require to minimize the former. For instance, the number of communication
rounds in PFE via secure function evaluation with the GMW protocol [32]—
which in contrast to Yao’s garbled circuits allows to precompute all symmetric
cryptographic operations [64]—depends on the depth of the universal circuit.
4. Comparison and implementation. In our previous works, we have compared the
2-way and 4-way UCs with each other and with the only other existing UC of
[44]. In this work, we implement the hybrid method that uses both 2-way and
4-way UCs and achieves the best concrete size for all simulated circuit sizes. We
also implement our new scalable 4-way UC construction, which utilizes very dif-
ferent algorithms than those applied before for UC generation. We compare these
methods with respect to runtime, communication, and memory consumption.
2. Preliminaries
As preliminaries for our paper, we introduce the graph and circuit theoretic background
in Sect. 2.1 and Sect. 2.2, respectively. We provide a summary of all our notations and
abbreviations in “Appendix A.”
2.1. Graph Theory
In this section, we describe the graph theoretic preliminaries necessary for our work.
Definition 1. The number of incoming [outgoing] edges of a node is called its indegree
[outdegree]. A graph has fanin [fanout] ρ if the indegree [outdegree] of all its nodes is
at most ρ.
We denote by ρ(n) the set of all directed acyclic graphs with n nodes and fanin and
fanout ρ.
Definition 2. Let G = (V, E) be a directed graph with set of nodes V = {1, . . . , n}
and edges E ⊆ V × V . A mapping ηG : V → {1, . . . , n} is called topological order
if (i, j) ∈ E implies that ηG(i) < ηG( j) and ∀i, j ∈ V : ηG(i) = ηG( j) means
that i = j . In short, i > j implies that there is no edge or directed path from i to j .
A topological order of G ∈ ρ(n) can be found with computational complexity O(ρn).
Further on, we require a labeling of the nodes in a topological order.
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Definition 3. Edge-embedding is a mapping from graph G = (V, E) into G ′ =
(V ′, E ′) that maps V into V ′ one-to-one, with possible additional nodes in V ′, i.e., V ⊆
V ′ and E into directed paths in E ′, such that all paths are pairwise edge-disjoint, i.e., an
edge can be used only in one path.
Theorem 1. (Kőnig–Hall theorem)Given a directed acyclic graph (DAG) G ∈ 2(n),
the set of edges E can be separated into two disjoint sets E1 and E2, such that
graphs G1 = (V, E1) and G2 = (V, E2) are instances of 1(n), having fanin and
fanout 1 for each node [38,48,66].
Proof of Theorem 1. Given the set of nodes in topological order V = {1, . . . , n}, we
can construct a bipartite graph G = (V , E)with nodes V = {m1, . . . ,mn,m′1, . . . ,m′n}
and edges E such that (mi ,m′j ) ∈ E if and only if (i, j) ∈ E . It is easy to see that the
fanin and fanout of the resulting bipartite graph is also 2. The edges of G and thus the
corresponding edges of G can be colored in a way that the result is a valid two-coloring.
Having fanin and fanout of at most 2, such coloring can be found directly with the
following method:
1: while there are uncolored edges in G do
2: Choose an uncolored edge e = (mi ,m′j ) randomly and color the path or cycle
that contains it in an alternating manner: The neighboring edge(s) of an edge of the
first color will be colored with the second color and vice versa.
3: end while
This edge-coloring can be performed inO(n) steps and it defines the edges in E1 and E2,
such that E1 contains the edges colored with color one and E2 the ones with color two
and G1 = (V, E1) and G2 = (V, E2). 
The Kőnig–Hall theorem was used in [45,46] to provide a 2-coloring algorithm for the
edges of a graph with fanin and fanout 2. In its originally proposed form, however,
Kőnig’s theorem [38,48] applies also for k-coloring the edges of any graph with at
most k incoming and outgoing edges for each of its nodes. This transformation can be
easily generalized to graphs in k(n), in which case the resulting bipartite graph will
have fanin and fanout k. We review this theorem and the corresponding algorithm here.
Theorem 2. (Kőnig’s theorem) If G is bipartite and its nodes have at most k incoming
and outgoing edges, then the number of colors sufficient to color all edges of G is k.
Proof of Theorem 2. ([38,48]) Take colors {1, . . . , k}, and greedily color edges. Let us
assume that at some point the coloring stops because we cannot color more edges. In
this step, (wi , z j ) is an uncolored edge. If we look at the colors of the edges adjacent
to wi and z j , we can define the set of available colors for both nodes. There is at least
one color for both wi and z j due to the fanin and fanout restriction, but there is no color
which is available for both nodes, otherwise we could color (wi , z j ).
There is a color that is used in an edge adjacent to wi , e.g., color a, but not on an
edge adjacent to z j . In the same way, we can find another color b that is used in an edge
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adjacent to z j , but not to wi . Take the longest unique path P from wi that uses colors a
and b alternatingly.
Indirectly, assume that this path also contains z j . It then terminates in z j due to the
fact that z j is not adjacent with an edge colored with a. Then, P ∪ (wi , z j ) is an odd
cycle, which is impossible since G is bipartite. Therefore, p does not contain z j , and we
can exchange colors a and b on path P and color (wi , z j ) with color a.
This process is continued until there are no uncolored edges in G. 
2.2. Circuit Theory
Definition 4. The fanin [fanout] of a circuit can be defined analogously to the fanin
[fanout] of a graph (cf. Definition 1), i.e., the maximum number of incoming [outgoing]
wires of all its gates, inputs and outputs.
Theorem 3. A circuit C ĝu,v with u inputs, ĝ gates, and v outputs and fanin and
fanout ρ > 2 can be transformed to a circuit Cgu,v with fanin and fanout 2.
Proof of Theorem 3. Shannon’s expansion theorem [61,62] describes how gates with
larger fanin can be reduced to gates with two inputs by adding additional gates, which
results in a circuit Cg̃u,v with g̃ fanin 2 gates. It was proven in [66] that the general case,
where the fanout of the circuit can be any integer ρ ≥ 2, can be transformed to the
special case when ρ ≤ 2 by introducing copy gates, each of which eliminates one from
the extra fanout of the original gate. We place a binary tree in place of each gate with
fanout larger than 2, following Valiant’s proposition: „Any gate with fanout x + 2 can
be replaced by a binary fanout tree with x +1 gates” [66, Corollary 3.1]. Thus, the class
of Boolean functions with u inputs and v outputs that can be realized by acyclic circuits
with g̃ gates and arbitrary fanout can also be realized with an acyclic fanout-2 circuit
with g̃ ≤ g ≤ 2g̃ + v gates.
Definition 5. We can regard Cgu,v with u inputs, v outputs, and g gates as a 2(n)
graphG—which we commonly refer to as the graph of circuit Cgu,v—with n = u+v+g
by creating a node for each input, gate, and output, and an edge for each wire in Cgu,v .
3. Valiant’s Universal Circuit Constructions
In any circuit Cĝu,v , the inputs of each of the ĝ gates are either connected to one of the
u inputs, to the output of a previous gate, or are assigned a fixed constant. Due to the
nature of Valiant’s edge-universal graph (EUG) construction, the input circuit must have
fanin and fanout 2, which can be achieved with the transformations described in Sect. 2.2
and implemented in [44,45]. From here on, and without loss of generality, we assume
that our input circuit Cgu,v has u inputs, g gates and v outputs and fanin and fanout 2.
The size of a function f represented by a circuit Cgu,v with fanin and fanout 2 is
n = u + v + g, which can be represented as a graph G ∈ 2(n). In this section,
we describe Valiant’s UC constructions [66,68] that can be programmed to evaluate
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any function of size n. We explain the general idea behind Valiant’s UC construction
[66] in Sects. 3.1 and 3.2, and the 2-way and 4-way UCs along with improvements of
[31,45,46,72] in Sects. 3.3 and 3.4, respectively.
3.1. Valiant’s Edge-Universal Graph Construction
Valiant’s UC construction relies on the notion of so-called edge-universal graphs that
are then translated to universal circuits [66].
Definition 6. A graph Un(ρ) = (VU , EU ) is an edge-universal graph (EUG) for
ρ(n) if every graph G = (V, E) in ρ(n) can be edge-embedded (cf. Definition 3)
into Un(ρ).
An EUG Un(ρ) has distinguished nodes called poles P = {p1, . . . , pn} ⊆ VU
where each node a ∈ V = {1, . . . , n} is mapped to exactly one pole with an injective
mapping ϕV : V → VU . This mapping is defined by a concrete topological order ηG
of the original graph G with ϕV (a) = pηG (a), i.e., every node in G has a corresponding
pole in Un(ρ). Apart from the poles, Un(ρ) might have additional nodes that enable
the edge-embedding (cf. Sect. 2.1). For each edge (ai , a j ) ∈ E , we then define a path
of variable length z between the corresponding poles ϕV (ai ) = pηG (ai ) = b1 and
ϕV (a j ) = pηG (a j ) = bz as (b1, . . . , bz), where b1, . . . , bz ∈ VU . All these paths are
edge-disjoint, i.e., theydonot use any edge inUn(ρ) inmore thanonepath (cf. Sect. 2.1).
Let Un(1) be an EUG for graphs in 1(n) with n poles P = {p1, . . . , pn} (we will
show concrete constructions for such EUGs in Sect. 3.3 and in Sect. 3.4). The nodes of
any topologically ordered 1(n) graph can be mapped to these poles. The poles have
fanin and fanout 1, while all other nodes have fanin and fanout 2.
An EUG Un(ρ) for ρ ≥ 2 is created by taking ρ instances of Un(1) EUGs with
poles P1 = {p1,1, . . . , p1,n}, . . . , Pρ = {pρ,1, . . . , pρ,n}, and merging each pole with
its multiple instances, i.e., the set of merged poles P = {p1, . . . , pn} is formed by
merging p1,1, . . . , pρ,i to obtain pi for i = 1, . . . , n. All edges are preserved, and thus,
the poles have fanin and fanout ρ, i.e., Un(ρ) = (V ′U , E ′U ) is an EUG with fanin and
fanout ρ, constructed with Un(1)1 = (V1, E1), . . . , Un(1)ρ = (Vρ, Eρ). P contains
the merged poles and V ′U = P∪ρi=1Vi\Pi and E ′U = ∪ρi=1Ei . Thus, the poles inUn(ρ)
have atmostρ inputs and outputs, and all other nodes have atmost two inputs and outputs.
Example. Let C be the circuit shown in Fig. 1a, and G = (V, E) be the graph of
circuit C with 5 nodes shown in Fig. 1b. Our aim is to edge-embed G into EUGU5(2).
Therefore, we use two instances of U5(1): U5(1)1 in Fig. 1c and U5(1)2 in Fig. 1d.
The edges (a1, a4), (a2, a3) and (a4, a5) are embedded inU5(1)1, and the edges (a1, a3)
and (a3, a4) in U5(1)2. Merging the poles of U5(1)1 and U5(1)2 produces U5(2)
shown in Fig. 1e. In Sect. 3.2, we describe how to retrieve the resulting universal circuit
depicted in Fig. 1f.
Recursion Base. Valiant’s construction is recursive, and the recursion base graphs for
up to 6 nodes are shown in [66, Fig. 3] and [45, Fig. 1]. U1(1) is a single pole and
U2(1) and U3(1) are two- and three-connected poles, respectively. Valiant provides
hand-optimized EUGs forU4(1),U5(1) andU6(1), with 3, 7, and 9 additional nodes,
respectively (cf. [66, Fig. 3]).
Efficient and Scalable Universal Circuits
Fig. 1. a An example circuit and b the corresponding 2(5) graph G. c, d The edge-embedding of G into
two U5(1) instances with poles (p1, . . . , p5). e The edge-embedding of G into the U5(2) graph of the
universal circuit shown in (f).
3.2. Translating Edge-Universal Graphs into Universal Circuits
In this section, we define universal circuits (UCs) and describe how an edge-universal
graph is translated into a universal circuit.
Definition 7. A universal circuit UC is a Boolean circuit that can be programmed to
compute any circuit Cgu,v up to a given size n by defining a set of programming bits c f
such that UC(x, c f ) = Cgu,v(x).
In Valiant’s UC constructions, every node w ∈ VU fulfills a task when Un(2) is
translated to a UC. Programming the UC means specifying its control bits along the
paths defined by the edge-embedding and by the gates of circuit Cgu,v . Depending on the
number of incoming and outgoing edges and its type, a nodew is translated as described
below and shown in the example in Fig. 1f.
G1 If w is a pole and corresponds to an input (one of the first u poles) or an output
(one of the last v poles) in G, then w is an input or output in Cgu,v as well.
G2 Ifw is not a pole and has indegree 1 and outdegree 2, this node has been placed to
copy its input to its two outputs. Therefore, when translated to a UC,w is replaced
by multiple outgoing wires in the parent node (as described in [45]), since the UC
does not need to fulfill the fanout 2 restriction. In Un(2), w is added due to the
fanout 2 restriction in the EUG necessary for the edge-embedding.
G3 If w is not a pole and has indegree and outdegree 1, w is removed and replaced
by a wire between its parent and child nodes.
G4 If w is a pole and corresponds to a gate (poles {u + 1, . . . , u + g}) in G, w
is programmed as a universal gate (UG). A 2-input UG supports any of the 16
possible gate types represented by 4 control bits of the gate table (c1, c2, c3, c4).
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Fig. 2. Programmable switching blocks [43].
It implements function U : {0, 1}2 × {0, 1}4 → {0, 1} that computes
U (x1, x2, c1, c2, c3, c4) = x1 x2c1 + x1x2c2 + x1x2c3 + x1x2c4. (1)
G5 If w is not a pole and has indegree and outdegree 2, w is programmed as
an X-switching block, which computes X : {0, 1}2 × {0, 1} → {0, 1}2 with
X ((x1, x2), c) = (x1+c, x2−c) as shown in Fig. 2a. The inputs of an X-switching
block are forwarded to its outputs, switched or not switched, depending on control
bit c.
G6 If w is not a pole and has indegree 2 and outdegree 1, w is programmed as a Y-
switching block that computes Y : {0, 1}2×{0, 1} → {0, 1}with Y ((x1, x2), c) =
x1+c as visualized in Fig. 2b. The inputs of a Y-switching block are forwarded
to its output depending on the control bit c, i.e., it provides the functionality of a
2-input multiplexer.
We note that the u inputs and the v outputs can be ordered arbitrarilywithin themselves
as long as the inputs are kept before the g topologically ordered gates and the outputs
after them. Even though the output nodes cause an overhead in Valiant’s UC, they are
required to fully hide the topology of the circuit in the corresponding universal circuit.
Note that optionally it is possible to modify the input circuit such that the outputs of the
last v gates in order are the outputs of the circuit by inserting at most v copy gates [40].
The nodes programmed as UG (G4), X-switching block (G5), or Y-switching block
(G6) are so-called programmable blocks. This means that a control bit c or vec-
tor c = (c1, c2, c3, c4) is necessary aside from the two inputs to define their behavior.
The universal gates are programmed according to the simulated gates in Cgu,v and the
universal switches according to the paths defined by the edge-embedding of the graph
of the circuit G into the edge-universal graph Un(2). Depending on whether the path
takes the same direction during the embedding (e.g., arrives from the left and continues
on the left) or changes its direction at a given node (e.g., arrives from the left and con-
tinues on the right), the control bit of the universal switch is programmed accordingly.
In Sect. 7.1, we describe efficient implementations of programmable blocks. All control
bits and vectors together are the programming c f of the UC.
3.3. Valiant’s 2-way UC Construction
We described in Sect. 3.1 that a Un(ρ) EUG can be constructed of ρ instances
of Un(1) EUGs. Valiant [66] provides an EUG for 1(n) graphs, two of which can
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Fig. 3. Body block B(2) of Valiant’s 2-way EUG U (2)n (1) [66].
build an EUG for 2(n) graphs, which suffices for circuits with 2-input gates that have
at most two outgoing wires. Let P = {p1, . . . , pn} be the set of poles in Un(1) that
have indegree and outdegree 1, corresponding to the inputs, gates and outputs of the
input circuit Cgu,v , i.e., poles Pin = {p1, . . . , pu} correspond to the inputs, Pgate =
{p(u+1), . . . , p(u+g)} to the gates, Pout = {p(u+g+1), . . . , pn} to the outputs. The main,
so-called body block B(2) used for constructingValiant’s EUG for1(n) graphsU
(2)
n (1)
of size∼ 2.5n log2 n is shown in Fig. 3 and consists of 2 poles (large circles), 4 so-called
recursion points (rectangles), and 3 additional nodes (small circles). The corresponding
UC has twice the size ∼ 5n log2 n, since it corresponds to an EUG for 2(n) graphs.
This construction is called the 2-way EUG or UC construction since there are two sets
of recursion nodes at each recursion step as we describe below.
The recursive construction works as follows: The rectangles are special nodes that
build up the set of poles in the next recursion step, i.e., R1 n2−1 = {r
1
1 , . . . , r
1
 n2−1}
and R2 n2−1 = {r
2
1 , . . . r
2
 n2−1} are the poles of two smaller edge-universal graphs
called subgraphs. EUGs are built with these poles which produce new subgraphs with
size   n2−12 − 1, such that we have four subgraphs at the next level, etc. The blocks
are chained together at the recursion points to form a skeleton, i.e., each recursion point
belongs to two in the corresponding subgraph. Thus, the main skeleton of the UC con-
sists of  n2  such blocks with poles {p1, p2, . . . , pn}, and the next two skeletons consist
of   n2−12  blocks with sets of poles {r11 , . . . , r1 n2−1} and {r
2
1 , . . . r
2
 n2−1}. We visualize
the process of chaining the blocks together to form this skeleton in Fig. 4.
We note that the top (resp. bottom) block of a skeleton does not need the upper
(resp. lower) recursion points since its poles are the inputs (resp. outputs) in the block.
Therefore, we presented optimized so-called head H (2) and tail T (2) blocks that occur
in the top and bottom of a skeleton, respectively, in [31, Fig. 2b–e].
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Fig. 4. Skeleton built of a chain of body blocks B(2) of Valiant’s 2-way EUG U (2)n (1).
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Theorem 4. ([66]) The resulting 2-way EUG is edge-universal, and therefore, the
resulting circuit is universal.
Proof of Theorem 4 [Val76]. We recapitulate the proof from [66] thatU (2)n (1) is edge-
universal for 1(n), such that any graph with n nodes and fanin and fanout 1 can be
edge-embedded intoU (2)n (1). According to the definition of edge-embedding, it has to
be shown that given any 1(n) graph G = (V, E), for any (i, j) ∈ E and (k, l) ∈ E we
can find pairwise edge-disjoint paths from pi to p j and from pk to pl in U
(2)
n (1). As
before, the labeling of nodes V = {1, . . . , n} in G is according to a topological order of
the nodes.
Firstly, each two neighboring poles of the EUG, p2s and p2s+1 for s ∈ {1, . . . ,  n2 },
are thought of as merged poles, so-called superpoles, with their fanin and fanout becom-
ing 2. In a similar manner, any G ∈ 1(n) graph can be regarded as a 2( n2 ) graph
with supernodes, i.e., each pair (2s, 2s + 1) will be merged into one node in a 2( n2 )
graph G ′ = (V ′, E ′). If there are edges between the nodes in G, they are simulated with
loops. The set of edges of this graphG is partitioned to disjoint sets E1 and E2, such that
G1 = (V, E1) and G2 = (V, E2) are instances of 1( n2 ) and 1( n2 ), respectively.
This can be done efficiently, as shown in Theorem 1. The edges in E1 are embedded
as directed paths in R1 n2−1, and the edges in E2 as directed paths in R
2
 n2−1. Both E1
and E2 have at most one edge directed into and at most one directed out of any supern-
ode, and therefore, there is only one edge from E1 and one from E2 to be simulated
going through any superpole inU (2)n (1) as well. Thus, the edge coming into a superpole
(p2s, p2s+1) in E1 is embedded as a path through r1s−1, while the edge going out of the
pole in E1 is embedded as a path through r1s in the appropriate subgraph. Similarly, the
edges in E2 are simulated as edges through r2s−1 and r2s . These paths can be chosen
disjoint according to the induction hypothesis. Finally, the paths from r1s−1 and r2s−1 to
superpole (p2s−1, p2s) as well as the paths from (p2s−1, p2s) to r1s and r2s can be chosen
edge-disjoint due to the skeleton built up of the body blocks shown in Fig. 3. With this,
Valiant’s graph construction results in a valid EUG with asymptotically optimal size
O(n log n) and depth O(n) [66]. With the building blocks described in Sect. 3.2, it is
easy to see that the resulting Boolean circuit is universal. 
Implementation.We provided an open-source implementation of this 2-way UC opti-
mized for PFE in [45]. In concurrent and independent related work, Lipmaa et al. [46]
also showed the practicality of Valiant’s 2-way UC. They decrease its total number of
gates compared to that of Valiant’s block (Fig. 3) by oneXORgate. However, the number
of AND gates is exactly the same, and therefore, their improvement does not affect PFE
using UCs, where XOR gates are evaluated for free [44].
3.4. Valiant’s 4-way UC Construction
Similarly to the 2-way EUG construction (cf. Sect. 3.3), Valiant provides a more effi-
cient 4-way EUG or UC construction [66] for 1(n) graphs which can be extended
to an EUG for 2(n) graphs by utilizing two instances U
(4)
n (1)1 and U
(4)
n (1)2 as
described in Sect. 3.1. U (4)n (1) has a 4-way recursive structure, i.e., at each recur-
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Fig. 5. Body block B(4) alternatives for 4-way EUG U (4)n (1).
sion step, nodes in special sets R1 n4−1 = {r
1




 n4−1 = {r
2
1 , . . . r
2
 n4−1},
R3 n4−1 = {r
3
1 , . . . r
3
 n4−1} and R
4
 n4−1 = {r
4
1 , . . . r
4
 n4−1}
1 are the poles in the next
recursion step (the main body block is shown in Fig. 5a). The recursion base is the same
as for the 2-way UC construction described in Sect. 3.1. This construction results in UCs
of smaller size ∼ 4.75n log2 n but has a more complicated structure and programming
algorithm. We have studied and implemented this universal circuit in [31] and recapit-
ulate our results here and in Sect. 7. Valiant offers the main, so-called body block B(4)
consisting of 4 poles (large circles), 15 nodes (small circles) as well as 8 recursion points
(rectangles) shown in Fig. 5a. As before, we provide so-called head H (4) and tail T (4)
blocks that occur at the top and bottom of a skeleton in [31, Figs. 4b-4i], respectively.
The blocks are connected such that the 4 top (resp. bottom) recursion points of one block
are the 4 bottom (resp. top) recursion points of the next block. Similarly to the 2-way




 n4−1, and R
4
 n4−1 which
are the poles of 4 U n2 −1(1) EUGs in the next recursion step. Then, these also create
4 subgraphs until the recursion base is reached (cf. Sect. 3.1).
1n (mod 4) of these have size  n4 − 1, but for the sake of simplicity, we do not distinguish these here.
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Recently, Zhao et al. in [72] optimized the body block of Valiant’s UC by finding
a more efficient block using exhaustive search over all possible blocks. As opposed
to Valiant’s UC that uses 15 additional nodes in the body block, their block uses only
14 additional nodes, and therefore, their UC achieves an asymptotically better size of
∼ 4.5n log2 n. We depict the further optimized body block B(4) of Zhao et al. in Fig. 5b.
Zhao et al. provide a computer generated proof of that this block can indeed be used to
construct universal circuits. Moreover, they show that there exists no block with only 13
additional nodes that can be used to construct UCs in the same manner. This proves that
the minimal size of a 4-way UC is the achieved ∼ 4.5n log2 n.
Theorem 5. ([66]) The resulting 4-way EUG is edge-universal, and therefore, the
resulting circuit is universal.
The proof of this theorem is analogous to that of Theorem 4.
4. Programming Valiant’s Universal Circuits
We designed the detailed embedding algorithm and the open-source UC implementation
of [45] specifically for the 2-wayUC, dealingwith thewholeUC skeleton as one block. In
contrast, based on the modular design of [46], we modularized the edge-embedding task
into multiple subtasks and described how they can be performed separately in [31]. In
this section, we detail this modular approach for edge-embedding a graph into Valiant’s
-way EUG, where  = 2 or  = 4: The edge-embedding can be split into two parts,
which are then combined.
In the following, we describe the two main steps of our modular approach pre-
sented in [31] that are based on the edge-embedding algorithm of [45]. 1) Block edge-
embedding (Sect. 4.1) allows for the programming of the blocks visualized in Fig. 3 on
p. 12 and in Figs. 5a or b on p. 14.2) Recursion point edge-embedding (Sect. 4.2) takes
care of the programming of the whole UC. Here, the paths are defined and the necessary
information is provided to the blocks (cf. Sect. 4.2). The process can be generalized
to any 2i -way EUG. Moreover, the same modular edge-embedding algorithm can be
applied with a few modifications for Lipmaa et al.’s generalization to any k-way UC
[46], which we describe later in Sect. 5.1.
4.1. Block Edge-Embedding
We consider the  top (resp. bottom) recursion points of a block (Figs. 3 and 5a or b) as
intermediate nodes where the inputs (resp. outputs) of the block enter (resp. exit). The
blocks are built so that any of these inputs can be forwarded to exactly one of the  poles
of the block and the output of any pole can be forwarded to an output or another pole
with a higher topological order.
We formalize this behavior as follows: In U ()n (1) = (VU , EU ), let B() be the
(i − 1)th block in the skeleton made up of blocks visualized in Fig. 3 for  = 2 and
Fig. 5a or b for  = 4 with poles pi+1, . . . , pi+. Let the mapping ηU : VU → N+
denote a topological order of all nodes and poles in VU . Then, the nodes r1i , . . . , r

i and
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r1i+1, . . . , ri+1 denote the input and output recursion points of block B(). Additionally,
let in = (in1, . . . , in) ∈ {0, . . . , } and out = (out1, . . . , out) ∈ {0, . . . , 2 − 1}
denote the input and output vectors of B(). The value 0 of the input and output vectors
is a dummy value which is used if there is no specific path between an input and a
pole, or between a pole and an output of B(). The output vector has a larger value
range, since a pole can be forwarded to another pole or an output recursion point.
Therefore, we use values 1, . . . , −1 for poles pi+2, . . . , pi+ and values , . . . , 2−1
for the output recursion points. Pole pi+1 cannot be a destination for a path in B(),
since ηU (pi+1) is less than the topological order of any other pole in B(). Additionally,
the values of in and out need to be pairwise different or 0. Every combination of
input and output vector covering the conditions formalized below in Eqs. 2–6 is valid
for B(). A pair (rli , p j ) ∈ P or (p j , rli+1) ∈ P is a path from rli to p j or p j to rli in
the set of all paths P in B(). Then, P()B ⊆ P denote the paths that are to be edge-
embedded (cf. Sect. 3.1).
InPolePath: ∀l ∈ {1, . . . , } : inl = 0 →(rli , pi+inl ) ∈ P()B , (2)
PolePolePath: outl = 0 ∧ outl <  →(p j , pi+1+outl ) ∈ P()B ∧ ηU (p j ) < ηU (pi+1+outl ),
(3)
PoleOutPath: outl >  − 1 →(pi+l , routl−−1i+1 ) ∈ P()B . (4)
InDiff: ∀ini , in j ∈ in : i = j →ini = 0 ∨ ini = in j . (5)
OutDiff: ∀outi , out j ∈ out : i = j →outi = 0 ∨ outi = out j . (6)
4.2. Recursion Point Edge-Embedding
Block edge-embedding covers only the programming of the nodes within the blocks of
the UC. Another task is to program the recursion points. We use the construction of [45]
which, in every step, splits a 2(n) graph in two 1(n) graphs, which are merged to
two 2( n2 − 1) graphs. This, as described later, results in a tree of graphs with fanin
and fanout one or two called supergraph [45]. We use this supergraph for defining the
paths in Valiant’s 2-way EUG. For Valiant’s 4-way EUG, we use every second step of
the algorithm with a minor modification. We describe our modular algorithm for the
2-way and 4-way UCs below and in Listing 1.
Let Cku,v be the Boolean circuit computing function f that our UC needs to compute
and G ∈ 2(n) its graph representation (cf. Sect. 2.2).
1. Splitting G ∈ 2(n) in two 1(n) graphs G1 and G2: As described in Sect. 3.1,
Valiant’s UC is derived from an EUG for 2(n) graphs, which is built up of two
EUGs (U ()n (1))1 and (U
()
n (1))2 for 1(n) graphs merged by their poles. G
is similarly split into two 1(n) graphs G1 and G2, which then need to be edge-
embedded into (U ()n (1))1 and (U
()
n (1))2, respectively. G = (V, E) ∈ 2(n)
is split by 2-coloring its edges [45,66], which can always be done due to Kőnig’s
theorem [38,48] recapitulated in Theorems 1 and 2 on p. 7–8. After 2-coloring,
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E is divided into sets E1 and E2, using which we build G1 = (V, E1) and G2 =
(V, E2), with the following conditions:
EdgeInE1orE2 : ∀e ∈ E : (e ∈ E1 ∨ e ∈ E2) ∧ ¬(e ∈ E1 ∧ e ∈ E2). (7)
Fanin1E1 : ∀e = (v1, v2) ∈ E1 : ¬∃e′ = (v3, v4) ∈ E1 : v2 = v4 ∨ v1 = v3. (8)
Fanin1E2 : ∀e = (v1, v2) ∈ E2 : ¬∃e′ = (v3, v4) ∈ E2 : v2 = v4 ∨ v1 = v3. (9)
2. Merging a 1(n) graph into a2( n2 −1) graph. In an EUG, the number of poles
decreases in each recursion step and merging a 1(n) graph into a 2( n2 − 1)
graph provides information about the paths to be taken. LetG1 = (V, E) ∈ 1(n)
be a topologically ordered graph and Gm = (V ′, E ′) ∈ 2( n2 − 1) be a graph
with nodes V ′ = {v′1, . . . , v′ n2 }. We define two labelings ηin and ηout on Gm
with ηin(vi ) = i and ηout(vi ) = ηin(vi ) − 1 = i − 1. Additionally, we define a
mapping θV that maps a node vi ∈ V to a node v j ∈ V ′ with θV (vi ) = v′ i2 , i.e.,
two nodes in G1 are mapped to one node in Gm . At last, we define a mapping θE
that maps an edge ei = (vi , v j ) ∈ E to an edge e j ∈ E ′ with θE ((vi , v j )) =
(vηin(θV (vi )), vηout(θV (v j ))), i.e., every edge in G1 is mapped to an edge in Gm as
follows: e = (vi , v j ) ∈ E is mapped to e′ = (v′k, v′l) ∈ E ′, such that v′k =
θV (vi ), and the new node of v j in Gm is v′l+1 (not v′l ). Gm is built as follows:
V ′ = {v′1, . . . , v′ n2 } and E
′ = ⋃e∈E θE (e). Then for all e = (v′i , v′j ) ∈ E ′
and j < i , e is removed from E ′, along with the last node v n2  (due to the
definition of θE , it does not have any incoming edges). The resulting Gm is a
topologically ordered graph in 2( n2 − 1).
3. The supergraph for Valiant’s EUG construction. In the first step, G is split into
two 1(n) graphs G1 and G2. G1 and G2 contain all the edges that should be
embedded as paths between poles in the first and second EUGs for 1(n), respec-
tively. We now explain how to edge-embed the 1(n) graph G1 into an EUG
U ()n (1) (for G2 it is analogous).
For edge-embedding in the 2-way EUG,G1 is first merged to a2( n2 −1) graphGm .
Gm is then 2-colored and split into two 1( n2 − 1) graphs G11 and G21 [45]. These
get merged to two graphs G1m and G
2




2 − 1) graphs. These steps are repeated until the recursion base is reached.
In the supergraph, Gψ◦11 and G
ψ◦2
1 are the first and second subgraphs of G
ψ
1 for any ψ ,
respectively.
In Valiant’s 4-way EUG construction [66], a supergraph that creates 4 subgraphs in
each step is necessary. We require a merging method where a 1(n) graph is merged to
a 4( n4 − 1) graph where 4 nodes build a new node, and 4-color this graph to retrieve
4 subgraphs. However, this can directly be solved by using the method described above







1 ). These can be used as if they were the result of 4-coloring the
graph obtained by merging every 4 nodes into one.
However, there is a modification in this case: The first 2-coloring is a preprocessing
step, which does not map to an EUG recursion step. Therefore, we have to define another
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Listing 1. Edge-embedding algorithm for Valiant’s -way EUG.
1 procedure edge−embedding (U , G1 = (V, E))
2 Let S be the set of the  1 subgraphs of G1 in the supergraph
3 Let R be the  recursion step graphs
4 Let B be the set of blocks in U
5 for al l e = (vi , v j ) ∈ E do
6 Let i ′ and j ′ denote the positions of vi and v j in their blocks
7 bi ←  i  , b j ←  j  / / number of block in which vi and v j are
8 Let out [r1 ] denote the output vector [ recursion points ] of B[bi ]
9 Let in [r0 ] denote the the input vector [ recursion points ] of B[b j ]
10 i f bi = b j do / / vi and v j are in the same block
11 i f vi = v j do
12 outi ′ ← j ′ − 1
13 end if
14 else / / vi and v j are in different blocks
15 Let s = (V ′, E ′) ∈ S denote the 1 graph with e′ = (pbi , pb j−1 ) ∈ E ′ and e′ is not marked
16 Mark e′
17 Let x denote the number with s = S[x]
18 Set the control bit of r x0 to 1
19 i f b j = bi + 1 do / / b j and bi are neighbours
20 y ← 0
21 else
22 y ← 1
23 end if
24 Set the control bit of r x1 to y
25 outi ′ ← x +  , inx ← j ′
26 end if
27 end for
28 Edge−embed al l blocks in B / / edge−embed all sub−blocks
29 for i = 1 to  do
30 i f S[i] exists do




labeling ηoutP (v) = ηin(v), since in this preprocessing step we need to keep node v n2 .
Then the creation of the supergraph for the 4-way EUG construction works as follows:
We merge G1 to a 2( n2 ) graph with labeling ηin and ηoutP and get Gm . After that,
we split Gm into two 1( n2 ) graphs G11 and G21. These get merged to 2( n4  − 1)
graphs G1m and G
2
m using the ηin and ηout labelings. Finally, these two graphs get split
into 4 1( n4 − 1) graphs G111 , G121 , G211 , and G221 . These are the relevant graphs for
the first recursion step in Valiant’s 4-way EUG construction. Then we continue for all 4
subgraphs until we reach the recursion base.
-way Edge-Embedding Algorithm. In Listing 1, we combine block edge-embedding
and recursion point edge-embedding.
Let U denote the part of U ()n (1) without recursion steps (the main skeleton) and
G1 = (V, E) be the 1(n) graph which is to be edge-embedded inU ()n (1). S denotes
the set of  subgraphs of G1 in the supergraph, i.e., S = {G11,G21} for  = 2 and
S = {G111 ,G121 ,G211 ,G221 } for  = 4. A recursion step graph of U is one of the graphs





recursion steps. R denotes the set of all  recursion step graphs of U , and B denotes the
set of all blocks in U .
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We give a brief explanation of Listing 1 that describes the edge-embedding process.
For any edge e = (vi , v j ) ∈ E in G1, bi and b j denote the block numbers in which vi
and v j are. We distinguish between two cases:
Case 1. vi and v j are in the same block: bi = b j . The edge-embedding is solved
within the block, and no recursion points have to be programmed for the path. Therefore,
vector out of block B[bi ] is set accordingly.
Case 2. vi and v j are in different blocks: bi = b j . There exists an edge e′ = (bi , b j−1)
in one of the  1( n −1) subgraphs of G1 that is not yet used for an edge-embedding.
This determines that the path in the next recursion step has to be between poles pbi
and pb j−1 . We denote with s ∈ S the subgraph of G1 which contains e′ and x denotes
its number in S, i.e., S[x] = s. This implies in which of the  recursion step graphs we
need to edge-embed the path from pbi to pb j−1 , and so which recursion points we need
to program. We first set the control bit of the x th input (resp. output) recursion points
to 1 since the path between the poles with labeling i and j enters (resp. exits) the next
recursion step over this recursion point. A special case to be considered here is when
blocksB[bi ] andB[b j ] are neighbors (i.e., b j = bi +1). Then, the path enters and leaves
the next recursion step graph at the same node, whose control bit thus has to be 0. The
output vector of block B[bi ] is the i ′th value to the x th recursion point, and the input
vector of block B[b j ] is the x th value to the j ′th pole in this block.
We repeat these steps for all edges e ∈ E . Since all input and output vector of all blocks
in B are set, they can be embedded with the block edge-embedding. For all  subgraphs
of G1 in the supergraph and in the EUG, we call the same procedure with S[i] ∈ S,
R[i] ∈ R, 1 ≤ i ≤ .
5. Extensions to Valiant’s UC Constructions
Here, we describe ideas for novel UC constructions and implementations. Firstly,
in Sect. 5.1, we describe the k-way generalization of Valiant’s UC presented by Lip-
maa et al. in [46]. In Sect. 5.2, we describe our modular building blocks for a potentially
more efficient 3-way UC. We show that Valiant’s optimized U3(1) cannot directly be
applied as a building block in the construction due to the fact that it must have an addi-
tional node to be part of a generic EUG. We prove that the EUG without this node is
not a valid EUG by showing a counterexample. Therefore, it actually results in a worse
asymptotic size than Valiant’s 2-way and 4-way UCs [66]. Thereafter, in Sect. 5.3, we
propose a hybrid UC, utilizing both Valiant’s 2-way and 4-way UCs or Valiant’s 2-way
and Zhao et al.’s 4-wayUC [72] so that the overall size of the resulting hybrid UC is min-
imized and is at least as efficient as the better construction for the given size (in Sect. 6.2
we show its concrete improvement). Finally, in Sect. 5.4, we propose a different modular
and scalable approach of Valiant’s 4-way UC. This approach requires a lot of modifica-
tions in the UC generation and programming algorithm, but can be generalized to any
k-way UC or to our hybrid UC.
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Fig. 6. k-way EUG construction U (k)n (1) [46].
5.1. Generalized k-way UC
In [46], Lipmaa et al. generalize Valiant’s approach by providing a UC with any number
of recursion points k, the so-called k-way EUG or UC. We note that their construction
slightly differs from Valiant’s EUG, since they do not consider the restriction on the
fanout of the poles, i.e., the nodes in the EUG that correspond to universal gates or
inputs (cf. Sect. 3.1). This optimization has also been included in [45] when translating
an EUG to a UC, but including it in the block design leads to better sizes for the number
of XOR gates. This, however, does not make a difference in case of our most prominent
application of private function evaluation (PFE) (cf. Sect. 1.1), where XOR gates are
free, i.e., do not require cryptographic operations and communication.
The idea is to split n = u + v + g in m =  nk  blocks as shown in Fig. 6. Every
block i consists of k inputs r1i , r
2
i , . . . , r
k
i and k outputs r
1
i+1, r2i+1, . . . , r
k
i+1 as well
as k poles, except for the last block which has a number of poles depending on n mod k.
For every j ≤ k, the list of all r ji builds the poles of the j th subgraph of the next
recursion step, i.e., we have k subgraphs. Additionally, every block begins and ends
with a Waksman permutation network [67] such that the inputs and outputs can be
permuted to any pole. A Y-switching block is placed in front of every pole pi which
is connected to the i th output of the permutation network as well as the i th output of
a block-intern EUG Uk(1). This means that Lipmaa et al. in [46] reduce the problem
of finding an efficient k-way EUG U (k)n (2) block B(k) to the problem of finding the
smallest EUG Uk(1). Their solution is to build the block-intern EUG with the UC of
[44], which was claimed to be more efficient for smaller circuits than [66]. Moreover,
they calculate the optimal k value to be around 3.147 with their construction, which
implies that the best solutions are found using small EUGs, for which Valiant provides
hand-optimized solutions (i.e., for k = 2, 3, 4, 5, 6) [66].
We note that the results recently presented by Zhao et al. [72] do not fit into this
generalized k-way construction. Therefore, Zhao et al.’s optimized 4-way block is an
optimization over Valiant’s modular 4-way block construction [66].
Programming the Generalized UC
In this section, we extend the recent work of [46] by providing a detailed and modular
embedding mechanism for any k-way EUG construction. We provide the main differ-
ences to the edge-embedding of the 2-way and 4-way EUG detailed in Sect. 4.
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k-wayBlockEdge-Embedding. In this setting, ourmain block is a programmable block




1 , . . . , r
k
1 ].
B(k) is topologically ordered with mapping ηU as defined in Sect. 2.1. Vectors in =
(in1, . . . , ink) ∈ {0, . . . , k}k and out = (out1, . . . , outk) ∈ {0, . . . , 2k−1}k denote the
input and output vectors of B(k), respectively. Values k, . . . , 2k − 1 in out denote the
recursion point targets r11 , . . . , r
k
1 (cf. Sect. 4.1). The setting of in and out is formalized
in Eqs. 2–6 when  = k.
k-way Recursion Point Edge-Embedding. G ∈ 2(n) denotes the transformed graph
of a Boolean circuit Cgu,v , where n = u + v + g.
1. Splitting G ∈ 2(n) into two 1(n) graphs G1 and G2: Similarly as in Sect. 4.2,
we first split G into two 1(n) graphs G1 and G2 with 2-coloring.
2. Merging a 1(n) graph into a k( nk − 1) graph G1 = (V, E) ∈ 1(n) is
merged into a k( nk − 1) graph Gm = (V ′, E ′) (same for G2). Therefore, we
redefine mapping θV (cf. Sect. 4.2) that maps node vi ∈ V to node v j ∈ V ′. In
this scenario, k nodes in V build one node in V ′, so θV (vi ) = v ik . The mapping
of the edges θE is the same as in the 2-way and 4-way EUG construction, and
(v′i , v′j ) ∈ E ′ where j < i edges are removed along with v nk  in the end. Gm is
then a topologically ordered graph in 1( nk − 1).
3. The supergraph for Lipmaa et al.’s k-way EUG construction The next step of
the construction is to split Gm ∈ 1( nk − 1) into k 1( nk − 1) graphs. This
is done with k-coloring: A directed graph K = (V, E) can be k-colored, if k
sets E1, . . . , Ek ⊆ E cover the following conditions:
Disjoint ∀i, j ∈ {1, . . . , k} : i = j → Ei ∩ E j = ∅. (10)
EdgeInEi ∀e ∈ E : ∃i ∈ {1, . . . , k} : e ∈ Ei . (11)
Fanin1Ei ∀i ∈ {1, . . . , k},∀e = (v1, v2) ∈ Ei :
¬∃e′ = (v3, v4) ∈ Ei \ {e} : v2 = v4 ∨ v1 = v3. (12)
According toKőnig’s theorem [38,48] described in Sect. 2.1,k(n) graphs can always
be k-colored efficiently with a dedicated algorithm. The rest of the supergraph construc-
tion and the way it is used for edge-embedding is the same as for the 2-way and 4-way
EUG as described in Sect. 4.2.
k-way Edge-Embedding Algorithm. The edge-embedding algorithm is the same as
shown in Listing 1, with  = k.
5.2. Potentially More Efficient 3-Way UC
The optimal k value for minimizing the size of the k-way UC was calculated to be 3.147
in [46]. We describe our idea of a 3-way UC. Intuitively, based on an optimization by
Valiant [66], this UC should result in the best asymptotic size. The asymptotic size of
any k-way UC depends on the size of its modular body block B(k) (e.g., Fig. 5a or b on
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p. 14 for the 4-way UC). Once it is determined, the size of the UC is size(U (k)n (2)) =
2 · size(U (k)n (1)) ∼ 2 · size(B(k))k n logk n = 2 · size(B
(k))
k log2(k)
n log2 n. The modular block
consists of two permutation networks P(k), an EUG Uk(1), and (k − 1) Y-switching
blocks (cf. Sect. 5.1, [46]).2
Size of Body Block B(3) with Valiant’s OptimizedU3(1). According to Valiant [66],
an EUG U3(1) with 3 poles contains only three-connected poles (used as recursion
base in Sect. 3.1). An optimal permutation network P(3) that achieves the lower bound
has 3 nodes as well. This implies that size(B(k)) = 2 · P(3) + size(U3(1)) + (3− 1) =
11. Then, the size of the UC becomes ∼ 2 · 113 log2 3n log2 n ∼ 4.627n log2 n, which
means an asymptotically by around 2.5% smaller size than that of Valiant’s 4-way UC
with ∼ 4.75n log2 n.
However, there is a flaw in this initial design. Valiant’s U3(1) only works as an
EUG for 3 nodes under special conditions, e.g., when it is a subgraph within a larger
EUG. There are 3 possible edges in a topologically ordered graph G = (V, E) in 1(3):
(1, 2), (2, 3) and (1, 3). (1, 2) and (2, 3) can be directly embedded in U3(1) using
(p1, p2) and (p2, p3), respectively. (1, 3), however, has to be embedded as a path through
node 2, i.e., as a path ((p1, p2), (p2, p3)). WhenU3(1) is a subgraph of a bigger EUG,
this is possible by programming p2 accordingly. However, when we use this U3(1) as
a building block in the body block of our EUG, it cannot directly be applied, due to the
fact that the programming of p2 depends on other constraints as well. A genericU3(1)
that can embed (1, 3) without going through p2 as before has an additional Y-switching
block between p2 and p3.
We depict in Fig. 7a the 3-way body block that uses Valiant’s optimized U3(1) in
the k-way block design of [46] and show that it is not a valid body block for an EUG
construction. Assume that the output of pole p3i+1 has to be directed to pole p3i+3
(green path). Then, it needs to go through pole p3i+2, which means that the red edge
going to p3i+2 is used by this path. However, there can be an other edge coming from
the permutation network as an input to p3i+2, e.g., from p3i from the preceding block
through r1i (blue path). This cannot be directed to p3i+2 anymore, as shown in Fig. 7a,
since the red edge would carry two different values. Therefore, in the 3-way body block
construction, it does not suffice to use Valiant’s optimized U3(1) [66].
Size of Body Block B(3) withOurGenericU3(1). In Fig. 7b, we show the 3-way body
block with the genericU3(1) that allows the output from p3i+1 to be directed to p3i+3
without having to go through p3i+2 (green path), and the edge going into p3i+2 can
be utilized by the path directed into this node (blue path). This results in size(B(3)) =
2 · P(3) + size(U3(1)) + (3 − 1) = 12, which implies that the size of the UC is
∼ 2 · 123 log2 3n log2 n = 5.047n log2 n. Unfortunately, this is even worse than the size of
the 2-way UCwith∼ 5n log2 n, and we therefore conclude that the most efficient known
UC is Valiant’s 4-way UC with Zhao et al.’s optimization.
Recently, Zhao et al. [72] have shown by exhaustive search over all possible topologies
that the 3-way body block B(3) presented in Fig. 7b results in the smallest 3-way UC by
2We note that in this section, we design the body block according to [46], i.e., the poles do not have a
fanout restriction. However, all other nodes have fanout-2 restriction.
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Fig. 7. Body block B(3) construction for our 3-way EUG U (3)n (1).
showing that no block with only 11 additional nodes can be used as a universal block,
and indeed, our block with 12 additional nodes can be utilized.
5.3. 2/4 Hybrid UC Construction
In this section, we detail our hybrid UC based on Valiant’s 2-way and 4-way UCs with
the optimization by Zhao et al. [72], which yields the smallest UCs to date. Given the
size of the input circuit Cgu,v , i.e., n = u + v + g, we can calculate at each recursion
step if it is better to create 2 subgraphs of size  n2 − 1 and utilize the 2-way recursive
skeleton, or it is more beneficial to create a 4-way recursive skeleton with 4 subgraphs
of size  n4 − 1.
We assume that for every n, we have an algorithm that computes the size (i.e.,
size(U hybrid(K )n (1))) of the hybrid UC for sizes smaller than n. We give details on
how it is computed in Sect. 6. Then, Listing 2 describes the algorithm for constructing a
hybrid UC, at each step based onwhich strategy ismore efficient.We note that our hybrid
construction is generic, and given multiple k-way UCs as parameter K (K = {2, 4} in
our example), it minimizes the concrete size of the resulting UC.
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Listing 2. Hybrid construction algorithm, where B(k)(i), H (k)(i) and T (k)(i) denote body, head and tail
blocks with i poles in the k-way UC, respectively.
1 procedure hybrid ( p1, . . . , pn , K = {2, 4})
2 Let size(Uhybrid(K )
n′ (1)) be the function calculating the size of the smaller hybrid constructions with
↪→ size n′ ≤ n
3 for al l k ∈ K do / / Number of poles in the last block for all k
4 i f n | k do
5 mk ← k
6 else
7 mk ← n mod k
8 end if
9 sk ← size(H (k)(k)) +
(
 nk  − 3
)
· size(B(k)(k)) + size(B(k)(rk )) + size(T (k)(mk )) +
↪→ m2 · size
(
size(Uhybrid(K ) n2 −1
(1))
)
+ ((k − mk ) · size
(




11 si ← min(sk : k ∈ K ) / / Choose the better construction
12 / / GENERATION
13 Create skeleton for i−way construction with n poles
14 call hybrid
(























, . . . , hybrid
(






17 / / PROGRAMMING
18 Call edge−embedding(U (i),G(i)1 = (V, E)) / / Call embedding algorithm corresponding to i
19 end procedure
5.4. Scalable 4-way UC Construction
Our existing implementations of [31,45] store the whole UC of size O(n log n) in mem-
ory, which therefore becomes a bottleneck when it comes to scalability. In this section,
we present the design of our scalable universal circuit construction. Specifically, we
show how Valiant’s 4-way UC can be modified to use O(n) memory in the input circuit
size n at each step of the execution. We note that our approach is generic, and with
additional implementation effort, it can be extended to any k-way UC as well as for the
4-way UC of Zhao et al. [72].
In this section, we present our design that utilizes two separate phases. The first phase
is scalable UC generation (Sect. 5.4.1), where the universal circuit is generated given
the size n of the input circuit. This is solved by generating the topologically ordered UC
layer by layer, each of which has size O(n). The output of this step is a set of circuit
files, which all contain a subgraph of size O(n), which helps to significantly reduce
the complexity of the second phase, i.e., scalable UC programming (Sect. 5.4.2). In
this step, the subcircuits resulting from the first phase are programmed individually,
i.e., we proceed subcircuit by subcircuit instead of edge by edge of the input circuit as
before. Therefore, the output of this step is a set of programming files that contain the
programming bits respective to the circuit files. In Sect. 7.2, wewill show experimentally
that our scalable UC construction significantly reduces the memory usage.
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Fig. 8. Scalable body block construction. a The first part B0 = B04 of the body block, c the second B1 = B14 , b
the third B2 = B24 , and d the fourth B3 = B34 , where further subgraphs are created. We note that the nodes
are shown only for one of the four subgraphs, but they are the same for all four subgraphs. Scalable head and
tail blocks are designed analogously.
5.4.1. Scalable Per-Block UC Generation
The underlying idea behind our scalable UC generation is to generate the blocks of
the main skeleton one by one, only keeping one such block and its corresponding sub-
graph nodes in memory at once. In this scenario, these blocks will be regarded as layers.
Additionally, we store some necessary information from the preceding three layers in
dedicated files, but delete these as soon as they become redundant. The required addi-
tional information is the topological order of nodes that are already defined and have
edges directed into the current layer. Since the number of subgraphs in any layer isO(n),
the number of nodes held in memory at any point is O(n) as well, since in each layer
there are only a constant number of nodes.
Our scalable UC generation relies on the fact that at each block of the main skeleton,
based on the modulo 4 result for each next recursion step, we know which part of the
next subgraph skeleton or potentially recursion base graph we build at each layer. This
observation helps us reconstruct how the subgraphs may look like for a given body block
inValiant’s 4-wayUC. Since the structure of this is complicated and there aremany cases
to consider, we show in Fig. 8 the cases for Valiant’s body block from Fig. 5a on p. 14
[66] and note that head and tail blocks can be constructed analogously. Moreover, a
similar scalable design can be constructed for Zhao et al.’s body block (Fig. 5b) [72].
Figure 8d shows a recursive block constructionwith Figs. 8b, c being base cases. From
Fig. 8, each body block construction type is denoted by Bi where i = {0, 1, 2, 3}3 is the
3Note that our design corresponds to Valiant’s 4-way UC, but for simplicity, we use Bi instead of B(4)i .
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Table 1. Files storing the UC in our scalable UC generation for an example with n = 36.
f 0
f 4 … f 1 g1 … g4
f 44 f 43 f 42 f 41 … f 14 f 13 f 12 f 11 g11 g12 g13 g14 … g41 g42 g43 g44
… H …
H0 … H0 B H0 … H0
H1 … H1 B H1 … H1

























































1 1 1 1 8 … 1 1 1 1 8 36 8 1 1 1 1 … 8 1 1 1 1
position of nodes between two poles in a body block in the subgraph. A given subgraph
has node(s) between every two set of recursion points of the parent graph to which this
subgraph belongs. We know that the recursion points, for instance {r11 , . . . , r1 n−44 }, are
the poles of the next recursion step subgraph. Analogously, we can design head Hi ,
tail T ix , and special last body blocks B
i
x , where x = {1, 2, 3, 4} denotes the type of the
body or tail block based on the number of input or output recursion points, respectively.
In the following, we use an example to detail how our scalable UC generation works.
We depict the resulting UC files and what their content is in Table 1.
Generation of first (main) skeleton. Generating the first (main) skeleton of the two
Un(1) EUGs that are merged into aUn(2), EUG differs from the next, recursive steps.
Let us consider an example of a DAG with n = u + k + v = 36. Ideally, our approach
constructs twice the same block from the left and right Un(1) EUGs. In this scenario
for Un(1), we have one (merged) head block H , seven (merged) body blocks B, and
one (merged) tail block T4 with 4 nodes in the main skeleton. Constructing the first
head block is straightforward according to [31, Fig. 4e] as we do not have to construct
any subgraph. Thereafter, we construct seven body blocks according to Fig. 5a and a
tail block according to [31, Fig. 4f]. However, these merged blocks require constructing
the subgraph nodes in the same layer alongside with it, as we describe next. Note that
in this first step, we actually generate twice the four sets of subgraph nodes, since the
two Un(1) EUGs are merged into a Un(2) EUG (cf. Sect. 3.1), but in later recursion
steps, only four sets of subgraph nodes are generated.
Generating subgraph nodes recursively per layer.Wecan generate the subgraph nodes
recursively for all recursion steps at a given position for nodes n. In our examplewith n =
36, we only have a head and a tail block for the recursion graph with  n−44  = 8 poles.
Therefore, we construct the first body block with H0 as subgraph level, the second body
block with H1, thereafter H2 and H3. The fifth body block is constructed with T 0, the
sixth and seventh with T 1 and T 2, respectively, and the tail block with T 3. Recursive
scalable blocks are H3 and B3 as shown in Fig. 8d. T 34 does not have recursion points
anymore, since a tail block has no output recursion points. For n = 8, we reach a
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recursion base with  n−44  = 1. However, for a larger n, more recursion steps might be
necessary. Therefore, at each layer, we generate all subgraph nodes necessary, and if a
recursion step, i.e., H3 or B3, occurs, we generate the nodes of the next subgraph as
well, etc. We denote the recursion bases by R1, R2, R3, and R4 with 1, 2, 3, and 4 nodes,
respectively.
With this, we have shown how to generate topologically ordered universal circuits
using the file system and achieve a scalable algorithm for UC generation that stores at
most O(n) information in memory. Moreover, our approach requires 4.75n log2 n disk
space to store the universal circuit as before, and additionally O(n) extra storage space
for every layer. However, we only store additional data for the prior three layers and
delete any other stored data at each step. In the end of the UC generation, we can delete
any additionally stored data. The maximum storage requirement for our algorithm is
before deleting the additionally stored data for the last layer, since the size of the UC
dominates the storage requirements at any other step (when only a part of it is generated
yet).
5.4.2. Scalable UC Programming
As described in Sect. 5.4.1, we design our scalable UC generation such that each sub-
graph is written into a separate file. This is important to also allow the programming step
to require only O(n) memory. It can be observed in Listing 1 on p. 17 that the recur-
sion point edge-embedding algorithm inherently handles the UC subgraph by subgraph
(cf. Sect. 4.2), which in turn calls the block edge-embedding for all blocks in a subgraph.
We observe that each skeleton can be programmed based on the information stored only
in the corresponding 1 graph, and therefore, we can store the programming bits in a
separate file for each subgraph in the same order as the nodes of the subgraph.
After reading a subgraph from its file resulting from the UC generation step detailed
in Sect. 5.4.1, it is programmed as described in Listing 1. The embedding starts from the
main skeleton in file f 0 and continues with f 1, . . . , f 4 and g1, . . . , g4, etc., and results
in the corresponding programming files p0, p1, . . . , p4 and q1, . . . , q4, etc.
6. Size and Depth of UCs
In this section, we review the size and depth of the UCs considered in this article. The
size of the edge-universal graph U (k)n (1) is the number of nodes, counting all the poles
and nodes created using Valiant’s construction from Sect. 3.1. The depth of the edge-
universal graph is the number of nodes on the longest path between any two nodes, i.e.,
essentially the path between the first input and last output. U (k)n (2) is built from two
U (k)n (1) edge-universal graphs as described in Sect. 3.1. When transforming U
(k)
n (2)
into a UC, the first u poles are associated with inputs, the last v poles with outputs,
and the g poles between are realized with universal gates (cf. Eq. 1 on p. 11) whose
programming is defined by the corresponding gates in the simulated circuit. The rest of
the nodes of U (k)n (2) are translated into universal programmable (X and Y) switching
blocks (cf. Fig. 2 on p. 11), whose programming is defined by the edge-embedding of
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the graph of the circuit G into U (k)n (2). Thus, when considering the sizes and depths
of the UCs, we realize the nodes and poles as circuit building blocks and express the
concrete and asymptotic sizes in the number of switches (X and Y ) and universal gates
(U ) (cf. Sect. 3.2).
In Sect. 6.1, we recapitate the asymptotic size and depth of Valiant’s 2-way and
4-way UCs [66], i.e., UCValiant-2 and UCValiant-4, respectively, of Zhao et al.’s 4-way
UC UCZhao et al.-4 [72] and of the smallest k-way UCs following Lipmaa et al.’s gen-
eralization [46]. Thereafter, in Sect. 6.2, we present optimizations that reduce the size
(and potentially the depth as well) of UCs, regardless of which constructions were
used for their generation. We revise the concrete sizes and depths of UCValiant-2 and
UCValiant-4, UCZhao et al.-4 as well as that of our 2/4 hybrid UCs UCH(Valiant-2,4) and
UCH(Valiant-2, Zhao et al.-4) (cf. Sect. 5.3).
6.1. Asymptotic Size and Depth of k-Way UCs
Lipmaa et al.’s k-way UC [46] is discussed briefly in Sect. 5.1 and is depicted in Fig. 6
on p. 19. They show that a k-way body block may consist of two permutation networks
P(k), an EUG for k nodes, i.e.,Uk(1), and additionally, (k − 1) Y-switching blocks. In
this section, we recapitulate the sizes in Table 2 and depths in Table 3 of these building
blocks and give an estimate for the leading constant for Lipmaa et al.’s k-way EUGs and
UCs with size O(n log2 n) and depth O(n), for k ∈ {2, . . . , 8}. We conclude that among
all UCs following this generalization, the best size is achieved by Valiant’s 4-way UC,
UCValiant-4. This does not exclude the possibility for a more efficient UC, as has been
shown in [72], where Zhao et al. propose a 4-way UC, UCZhao et al.-4, using a smaller
body block. Therefore, their construction achieves the smallest asymptotic size to date.
However, Zhao et al. state that their method cannot be used yet to find more efficient
UCs for k > 4, since it includes an exhaustive search for which the domain becomes
too large.
6.1.1. Edge-Universal Graph with k Poles
Size. Valiant optimized EUGs up to size 6 by hand in [66]: For k = 2, U2(1) has two
poles, for k = 3 we discussed in Sect. 5.2 that an additional node is necessary. For
k ∈ {4, 5, 6}, the sizes are {6, 10, 13}, as shown in [45, Fig. 1] (the nodes denoted as
empty circles disappear in the UC). For k = 7 and k = 8, we observe that UCValiant-2
results in a better size than that of UCValiant-4 due to the smaller permutation network
and less recursion nodes. Therefore, we use these constructions to compute the size of
U7(1) and U8(1). As mentioned in [46], another possibility is to use the UC of [44]
instead of these EUGs since they have better sizes for small circuits. These UCs UKS08k




2 ) and k2 Y switches [44]. It results in a smaller
size of 21 for k = 8.
Depth. The depth of the hand-optimized EUGs for k ∈ {2, 3, 4, 5, 6} is, respectively,
{2, 4, 5, 7, 10} as shown in [45, Fig. 1]. The depth of U7(1) and U8(1) becomes,
respectively, 16 and 19 with Valiant’s 2-way UC, and 14 and 16 with the UC from [44].
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Table 2. Leading term of the asymptotic O(n log2 n) sizes of k-way edge-universal graphs (U (k)n (1)) and
universal circuits (UC) and the concrete size of their building blocks for k ∈ {2, . . . , 8} according to the design
of [46].





(k) U (k)n (1) UC
#nodes #nodes #nodes #nodes #nodes #nodes #switches
(·n log2 n) (·n log2 n)
2 [66] 2 2 1 1 5 = 2.500 = 5.000
3 [31] 4 6 3 3 12 ≈ 2.524 ≈ 5.047
4 [66] 6 7 5 5 19 = 2.375 = 4.750
5 [46] 10 11 7 8 30 ≈ 2.584 ≈ 5.168
6 [46] 13 14 10 11 40 ≈ 2.579 ≈ 5.158
7 [46] 19 19 13 14 53 ≈ 2.697 ≈ 5.394
8 [46] 23 21 16 17 62 ≈ 2.583 ≈ 5.167
4* [72] – 18 = 2.250 = 4.500
4* [72] denotes the 4-way construction with the optimized block of [72], i.e., UCZhao et al.-4. n denotes the
size of the input 2(n) circuit, Uk (1) Valiant’s edge-universal graph with k poles, U
KS08
k the UC of [44],
P(k)l the permutation network for k nodes achieving the lower bound for the size, and P
(k)
W Waksman’s
permutation network [67]. B(k) is the k-way body block with the best existing alternative for universal circuits
and permutation networks marked in bold
6.1.2. Permutation Networks P(k)
Size.Waksman in [67] showed that the lower bound for the size of a permutation network
is log2(k!) for k elements.We show this lower bound in Table 2 as P(k)l . The size of the
smallest existing permutation network is Waksman’s permutation network P(k)W [7,67].
For k ∈ {2, 3, 4}, its size matches the lower bound, but for larger values of k, P(k)W uses
additional nodes.
Depth. The depth of a permutation network has lower bound log2(k!) + 1, since each
input has to have a path to each output, where switches have only two inputs and two
outputs. We show these as the depth of P(k)l in Table 3. Waksman’s permutation network
matches the lower bound when k ∈ {2, 3, 4}, but utilizes additional nodes for larger
values of k.
6.1.3. Body Blocks
A body block B(k) is built of (k − 1) Y-switching blocks, an EUG for k nodes, and two
permutation networks P(k) [46] (cf. Fig. 6 on p. 19). B(k) shown in Tables 2 and 3 is
built using Waksman’s permutation network P(k)W .
Size. The size of the body block is the sum of the sizes of its building blocks, i.e.,
size(B(k)) = min (size(Uk(1)), size(UKS08k )
) + 2 · size(P(k)) + (k − 1) · size(Y ).
Depth. The depth of B(k) is the number of edges in its building blocks, the addi-
tional edges between the different blocks and the recursion nodes. This means that
in total depth(B(k)) = min (depth(Uk(1)), depth(UKS08k )
)+2 ·depth(P(k))+ (k−1) ·
depth(Y ) + 1.
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Table 3. Leading terms of the asymptotic O(n) depths of k-way edge-universal graphs (U (k)n (1)) and
universal circuits (UC) and the concrete depth of their building blocks for k ∈ {2, . . . , 8} according to the
design of [46].





(k) U (k)n (1) UC
#nodes #nodes #nodes #nodes #nodes #nodes #switches
(·n) (·n)
2 [66] 2 2 1 1 6 = 3.000 = 3.000
3 [31] 4 5 3 3 13 ∼ 4.333 ∼ 4.333
4 [66] 5 6 3 3 15 = 3.750 = 3.750
5 [46] 7 9 4 5 22 = 4.400 = 4.400
6 [46] 10 12 4 5 26 ∼ 4.333 ∼ 4.333
7 [46] 16 14 4 5 31 ∼ 4.429 ∼ 4.429
8 [46] 19 16 4 5 34 = 4.250 = 4.250
4* [72] – 14 = 3.500 = 3.500
4* [72] denotes the 4-way construction with the optimized block of [72], i.e., UCZhao et al.-4. n denotes the
size of the input 2(n) circuit, Uk (1) Valiant’s edge-universal graph with k poles, U
KS08
k the UC of [44],
P(k)l the permutation network for k nodes achieving the lower bound for the depth, and P
(k)
W Waksman’s
permutation network [67]. B(k) is the k-way body block with the best existing alternative for universal circuits
and permutation networks marked in bold
6.1.4. Edge-Universal Graphs and Universal Circuits with n Poles
Two k-way EUGsU (k)n (1) graphs build up an EUGU
(k)
n (2) as described in Sect. 3.1.





n log2 n. The leading factor for a size(UC) is twice this number, since asymptot-
ically, the number of switches in the UC is the same as the number of nodes inU (k)n (2),
which is summarized in Table 2.We useWaksman’s permutation network P(k)W when cal-
culating the size of the UC, however, even with the lower bound P(k)l , for k ∈ {5, 6, 7, 8}
we have the respective leading terms {4.824, 4.900, 5.190, 5}, which are larger than 4.75
for k = 4. The last column of Table 2 shows that the smallest UC sizes are achieved in
order by Zhao et al.’s optimized UC UCZhao et al.-4, Valiant’s 4-way (k = 4) UCValiant-4
and 2-way UCs (k = 2) UCValiant-2.
Depth. The depths of the EUG and of the UC depend only on the depth of the main
skeleton, not on the subgraphs, since the longest path is between p1 and pn in the outest
skeleton. Therefore, the asymptotic depths of EUGU (k)n (1) and the corresponding UC
are calculated as depth(B
(k))
k , as shown in the last column of Table 3. With the lower
bound P(k)l for k ∈ {5, 6, 7, 8}, we have the respective leading terms {4, 4, 4.14, 4},
which are larger than for k = 2 and k = 4. The UC depth is minimal for Valiant’s 2-way
UCValiant-2 (k = 2), followed by Zhao et al.’s 4-way UC UCZhao et al.-4 and Valiant’s
4-way UCValiant-4 (k = 4) as shown in Table 3.
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6.2. Concrete Size and Depth of UCs
In this section, we consider formulae for the concrete sizes and depths of Valiant’s
UCs, i.e., UCValiant-2 and UCValiant-4 [66], Zhao et al.’s method UCValiant-4 [72], and our
hybrid universal circuits UCH(Valiant-2,4) [31] and UCH(Valiant-2, Zhao et al.-4). Beforehand,
we describe two optimizations.
6.2.1. Optimization for Fanin-1 Nodes
We observe that in U (k)n (1) there is a fanin-1 node in the head block (cf. [31, Fig. 2c
and 4e] for UCValiant-2 and UCValiant-4, respectively). A similarly designed head block for
Zhao et al.’s optimized UCZhao et al.-4 [72] has three such fanin-1 nodes (cf. in Fig. 19a
in “Appendix B”). Moreover, fanin-1 nodes exist in the base cases for a small number of
poles as well [45]. These nodes are important to achieve fanin and fanout 2 of the graph,
but can be replaced with wires when translated into a circuit description as described
in Sect. 3.2. Since at least one such node can be ignored in each subgraph when nodes




∼ kn less gates for the
universal circuit, where n = u + v + g. We include this optimization in our calculations
further on. This improvement decreases the depth of the UC only by a few gates.
6.2.2. Optimization for Input and Output Nodes
In the skeleton of Valiant’s UC, the poles corresponding to circuit inputs need no ingo-
ing edges and those corresponding to circuit outputs need no outgoing edges. Therefore,
since u, v and g are publicly known, we optimize by deleting nodes that become redun-
dant while canceling the edges going to the first u (input) and coming from the last v
(output) nodes. The exact number of redundant switching nodes depends on the parity
or modulo 4 of u, v, n = u + v + g, and the k-way UC, but is O(u + v) in both 1(n)
edge-universal graphs that build up the graph of the UC. This optimization also improves
the depth by O(u + v).
6.2.3. Concrete Sizes and Depths of 4-way and 2-way UCs
We realize that based on the parity (2-way UC) and the remainder modulo 4 (4-way UC),
not only the size of the outest skeleton, but also that of the smaller subgraphs can be
optimized by introducing so-called head and tail blocks (cf. Sect. 3.3 and Sect. 3.4). We
considered this in our 2-way UC in [45], and we now generalize the approach for k-way
UCs. We provide a recursive formula for the concrete size of the optimized k-way EUG
as follows. Let mk be
mk :=
{
n mod k if k  n,
k if k | n. (13)
Then, given the designed head, body, and tail blocks (cf. [31, Figs. 2 and 4]) with sizes
and depths shown in Table 4, we can compute the size by calculating the sizes of all
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Table 4. The sizes and depths of building blocks of the 2-way and 4-way UCs (cf. Figs. 3, 5a, b on p. 12–14,
[31, Figs. 2 and 4], Figs. 19a, b in “Appendix B”), including the fanin-1 optimization from Sect. 6.2.1.
Block Head H (k)(·) Body B(k)(·) Tail T (k)(·)
#poles in (next) block 4 3 2 1 4 3 2 1 4 3 2 1
Size
UCValiant-2 – – 3 – – – 5 5 – – 4 1
UCValiant-4 13 13 12 11 19 19 18 17 14 9 4 1
UCZhao et al.-4 11 11 11 10 18 18 18 17 14 9 4 1
Depth
UCValiant-2 – – 3 – – – 6 6 – – 4 1
UCValiant-4 10 10 9 9 15 15 14 14 11 9 4 1
UCZhao et al.-4 9 9 9 9 14 14 14 14 11 9 4 1
the components of the outest skeleton, and the sizes of the smaller subgraphs with the
recursive formula in Eq. 14.4






· size(B(k)(k)) + size(B(k)(mk))
+ size(T (k)(mk)) + mk · size
(
U (k) nk −1(1)
)
+(k − mk) · size
(
U (k) nk −1(1)
)
. (14)
As described in Sect. 3.1, a UC is constructed bymeans of an EUGU (k)n (2), which is
in turn constructed from twoEUGswith fanin and fanout one,U (k)n (1), bymerging their
poles together and thus taking them only once into consideration. When constructing a
UC for circuit Cgu,v , the number of inputs u, the number of outputs v, and the number of
gates g with fanin and fanout 2 are public. Thus, using Valiant’s construction, U (k)n (2)
with n = u + v + g poles is constructed, and thus, our formula for the concrete size
of U (k)n (2) corresponding to C
g
u,v is
size(U (k)n (2)) = 2 · size(U (k)n (1)) − n, (15)
and the size of the UC is
size(UCn) ≤ (size(U (k)n (2)) − n) · size(X) + g · size(U ), (16)
where X , Y , and U denote X-, Y-switching blocks and universal gates (cf. Sect. 3.2),
respectively, and size(Y ) ≤ size(X) ≤ size(U ).
4We note that for k ≥ 3, there exist H (k)(k − 1), . . . , H (k)(1) blocks. These are used for only one n,
e.g., H (k)(1) when n = k + 1, and H (k)(k − 1) when n = 2k. For simplicity, we consider these as special
recursion base numbers in our calculations, but the formula can be adapted to include these as well.
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The depth of a k-way UC also depends on mk , the head, tail and body blocks (cf.
[31, Figs. 2 and 4]), but not on the subgraphs. Thus, it is calculated using the formula
in Eq. 17.







+depth(B(k)(mk)) + depth(T (k)(mk)). (17)
Since depth(U (k)n (2)) = depth(U (k)n (1)), the depth of the UC is
depth(UCn) ≤ (depth(U (k)n (2)) − n) · depth(X) + g · depth(U ), (18)
where depth(Y ) ≤ depth(X) ≤ depth(U ).
6.2.4. Concrete Size and Depth of Our 2/4 Hybrid UC
In Sect. 5.3, we provide a construction for minimizing the concrete size of the resulting
2/4 hybrid UC. The construction chooses at each step the skeleton that results in the
smallest size. We provide the formula for determining its size using a dynamic program-
ming algorithm in Eq. 19. Size(H (k)(i)), size(T (k)(i)) and size(B(k)(i)) are values from
Table 4 for k = 2 and k = 4. Its depth is the depth of the outest skeleton, either of the
4-way or 2-way UC, depending on which is chosen first.









+ size(B(k)(mk)) + size(T (k)(mk))
+mk · size
(
U hybrid(K ) nk −1 (1)
)
+ (k − mk) · size
(
U hybrid(K ) nk −1 (1)
)
;
k ∈ K = {2, 4}) . (19)
6.2.5. Improvements in Size over Valiant’s 2-way UC
Figure 9 shows the concrete improvement in percentage of UCValiant-4 and UCZhao et al.-4
over UCValiant-2 up to ten million nodes in the simulated input circuit. All reported
averages are for the interval n ∈ {15, . . . , 107}. From the asymptotic leading factors
in Table 2, we expect an improvement of up to 5% for UCValiant-4 and up to 10% for
UCZhao et al.-4. In Table 5, we depict the minimum, average, and maximum improvement
compared to the asymptotic improvement in the interval n ∈ {2, . . . , 107}. For the
smallest n values (n ≤ 15), UCValiant-2 is better than both 4-way UCs. However, with
growing values of n, the 4-way UCs are better, except for some short intervals as shown
in Fig. 9. However, Valiant’s and Zhao et al.’s 4-way UCs always outperform Valiant’s
2-way UC for n ≥ 10 996 and n ≥ 172, respectively, the average improvement being
2.97% and 7.65%, and the biggest improvement being 3.78% and 8.88%.
The improvement of our UCH(Valiant-2,4) and UCH(Valiant-2, Zhao et al.-4) (cf. Sect. 5.3)
is depicted in the same Fig. 9 and summarized in Table 5. For some n values, our
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Fig. 9. Improvement in size in percentage of our 2/4 hybrid, the 4-way UCs of [66,72] over Valiant’s 2-way
UC for 15 ≤ n ≤ 107 with logarithmic x axis. We note that the different graphs are in the same order as in
the legend.
Table 5. Minimum, average, maximum, and expected asymptotic improvement in size of our 2/4 hybrid and
the 4-way UCs of [66,72] over Valiant’s 2-way UC in the range 15 ≤ n ≤ 107.
UC Reference Minimum (%) Average (%) Maximum (%) Asymptotic (%)
UCValiant-4 [66] − 34.78 2.97 3.78 5
UCH(Valiant-2,4) [31] 0 3.41 4.00 5
UCZhao et al.-4 [72] − 26.09 7.65 8.88 10
UCH(Valiant-2, Zhao et al.-4) (This article) 0 7.71 8.88 10
hybrid UCs achieve the same size as the 2-way or corresponding 4-way UCs, but due
to their nature, their improvement is always nonnegative, and greater than or equal to
the improvement achieved by the 4-way UC. Moreover, in most cases our hybrid UCs
result in better sizes than the underlying 4-way UC, which means that some subgraphs
are created for an n for which the 2-way UC is smaller. The overall improvement over
UCValiant-2 for all n ∈ {2, . . . , 107} values of our UCH(Valiant-2,4) is on average 3.41%
and at most 4.00%, and for our UCH(Valiant-2, Zhao et al.-4) is on average 7.71% and at most
8.88%.
We note that our hybrid UC can also be used to reduce the depth of the UC by utilizing
the 2-way UC, UCValiant-2, in the first step of the construction. This results in the smallest
asymptotic depth ∼ 3n (cf. Table 3).
7. Implementation and Evaluation of Our UC Compiler
In this section, we detail the challenges faced while demonstrating the practicality of
Valiant’s and Zhao et al.’s universal circuits. We show how to construct a UC and
program it according to a standard circuit description. We validate our results with a
Efficient and Scalable Universal Circuits
Fig. 10. Our universal circuit compiler.
practical implementation that, upon receiving a fanin-2 circuit Cg̃u,v as input, outputs the
corresponding 2-way or 4-way UC UCValiant-2, UCValiant-4 or UCZhao et al.-4 and its pro-
gramming c f . We have provided the first implementation of Valiant’s 2-way UC of size
∼ 5n log2 n in [45] and implemented Valiant’s 4-way UC of smaller size ∼ 4.75n log2 n
in a modular way in [31].
In this work, we extend our implementation with the modular 2-way UC and include
the optimized 4-way UC of Zhao et al. [72] with size ∼ 4.5n log2 n. We then com-
bine the modular 2-way UC with both 4-way UCs in an implementation of our hybrid
UC proposed in [31] and Sect. 5.3, i.e., UCH(Valiant-2,4) and UCH(Valiant-2, Zhao et al.-4),
respectively. Moreover, we provide a prototype implementation of our scalable 4-way
UC from Sect. 5.4, which can be generalized to both the 2-way UC and Zhao et al.’s
improvement.
7.1. UC Compiler
The architecture of our UC compiler is depicted in Fig. 10. In this section, we briefly
describe its different artifacts and its use of the Fairplay [51] or CBMC-GC [10,23]
frameworks as a frontend. For a more detailed description, the reader is referred to [45].
Our implementation is available online at https://encrypto.de/code/UC.
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1. Compiling Input Circuits from High-Level Functionality.We can use the Fairplay
compiler [11,51] with the FairplayPF extension [44] or the CBMC-GC compiler
[10,23] to translate the functionality described in a high-level language to the
Fairplay circuit description calledSecureHardwareDefinitionLanguage (SHDL).
These compilers output a circuit Cg̃u,v with fanin 2, which is required for all UCs.
However, due to Valiant’s design, the input circuit Cgu,v to our UC compiler has
to have fanout 2 as well, i.e., the outputs of all gates and inputs can only be used
as the input of at most two subsequent gates. This can be achieved using copy
gates such that instead of g̃ gates, we have g̃ ≤ g ≤ 2g̃ + v fanout-2 gates
(cf. Sect. 2.2). We give concrete examples in [45] on how this conversion affects
the size of practical circuits and show that in most cases, the resulting number of
gates remains significantly below the upper bound 2g̃ + v.
2. Obtaining the 2(n) Graph G of the Circuit C
g
u,v . As next step, we transform
circuitCgu,v into a2(n) graphG = (V, E)with n = u+v+g (cf. Sect. 3.1). This
can directly be generated as described in Sect. 2.2: With the number of inputs u,
outputs v, and gates g in circuitCgu,v , G has n nodes and the wires are represented
as edges in the graph. Then, we define a topological order ηG on the nodes of G
such that every input node vi has a topological order of 1 ≤ ηG(vi ) ≤ u and
every output node v j is labeled with u+ g+1 ≤ ηG(v j ) ≤ u+v + g. Since Cgu,v
has fanin and fanout 2, the resulting graph G is in 2(n), where n = u + v + g.
It is possible in the modified SHDL circuit description that an internal value
becomes two times the first or two times the second input of gates. Therefore,
when a value is the second time the same input to a gate (i.e., first or second),
both the two inputs and the two middle bits of the function table of the gate must
be reversed (i.e., to compute f (in1, in2) instead of f (in2, in1)) for the correct
programming of the UC in Step 5.
3. Generating Edge-Universal Graph U ()n (2) or U
hybrid(K )
n (2) for 2(n)
graphs, where  ∈ {2, 4} and K = {2, 4}. An EUGU ()n (2) orU hybrid(K )n (2) is
constructed by creating two instances ofU ()n (1) orU
hybrid(K )
n (1), respectively,
as described in Sect. 3.1. The two instances get merged to U ()n (2) so that one
builds the left inputs and outputs and the other builds the right inputs and outputs
of the gates (based on the two-coloring of G). For efficiency reasons, we directly
generate themerged edge-universal graph, i.e., anEUGfor2(n),with the poles as
common nodes.We partly include our optimization for the input and output nodes
from Sect. 6.2.25 and Valiant’s optimizations for the base cases n ∈ {2, 3, 4}, but
do not consider Valiant’s optimizations for n ∈ {5, 6} [66]. Knowing the number
of input bits u, the number of gates g, and the number of output bits v, we construct
the corresponding edge-universal graph U n (2), where n = u + v + g. We note
that no knowledge is necessary about the topology or the gate tables in circuit C
for this step.
4. Programming U n (2) and U
hybrid(K )
n (2) According to an Arbitrary 2(n)
Graph.We edge-embed graphG intoU ()n (2) as described in Sect. 4 and into our
5We delete edges coming into inputs and going out from outputs. Due to this, some nodes are removed
due to our fanin-1 optimization from Sect. 6.2.1 when translated into a UC.
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hybrid U hybrid(K )n (2) with K = {2, 4} as described in Sect. 5.3. G is partitioned
into two1(n) graphsG1 andG2 which are embedded into the twoEUGsU n (1)1
and U n (1)2. Valiant proved in [66] that any topologically ordered 1(n) graph
can be edge-embedded in an EUGU n (1) (cf. Sect. 3.1). We perform the embed-
ding as described in Sect. 4 for Valiant’s 2-way and 4-way EUGs in Listing 1.
The difference when using Zhao et al.’s improvement [72] is the block edge-
embedding described in Sect. 4.1. Here, we utilize a lookup table derived from
the computer generated proof of Zhao et al. [72] that maps the in and out vectors
as defined in Sect. 4.1 into the programming bits of the block, i.e., can be used as
block edge-embedding along with the recursion point edge-embedding described
in Sect. 4.2.We edge-embedG1 andG2 into our 2/4-hybridEUGsU
hybrid(K )
n (1)1
and U hybrid(K )n (1)2 as described in Sect. 5.3. When the edge-embedding is fin-
ished, we define the control bits of the programmable blocks (universal gates and
switches) as described in Sect. 3.2.
5. Generating the Output Circuit Description and the Programming of the Universal
Circuit.After embedding the graph of the simulated circuit into the edge-universal
graphUn(2), wewrite the resulting circuit in a file using our generic UC descrip-
tion. In the edge-universal graph, each node stores the control bit resulting from the
edge-embedding (control bit c of the corresponding universal switch in Sect. 3.2)
and each pole corresponding to a gate stores four bits (the four control bits of the
function table of the corresponding gate in the original circuit Cgu,v , c0, c1, c2, c3
in Eq. 1, their order possibly changed in Step 2). Thus, after topologically order-
ing Un(2), one can directly write out the gate identifiers into a circuit file UC
and the control bits to a programming file c f . We include our optimization from
Sect. 6.2.1 and ignore extra nodes with fanin 1 when the graph is translated into a
UC description. This improves the size of the recursion bases for n = {4, 5, 6} as
well as of the head blocks [31, Fig. 2c and Fig, 4e] and Fig. 19a in “Appendix B.”
Our circuit description format is generic, i.e., consists of universal switches and uni-
versal gates. Therefore, any framework can be adapted to use them, independently from
if it is interpreted as a Boolean or arithmetic UC. We start with enumerating the client
input wires as C 0 1 . . . u − 1. As a reminder, the O(n log n) server input wires are
in the programming file c f . In the UC, we have universal gates denoted byU , universal
switches denoted by X or Y depending on the number of outputs (X with two outputs
and Y with one):
U in1 in2 out1 (20)
X in1 in2 out1 out2 (21)
Y in1 in2 out1 (22)
denotes that wire out1 (and possibly out2) is coming from a gate with input wires in1
and in2. The control bits are not represented in the circuit format, but for each universal
gate we save a four-bit number representing the control bits and for each universal switch
we store the control bit in the programming file c f . The output nodes are outputs of Y
universal switches and are marked in the end of the file as O o1 o2 . . . ov . The
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Fig. 11. Improvement in percentage of the UC sizes (number of switches) of our UC implementation of
Valiant’s 4-way UCValiant-4 from [31] and our novel implementations including a modular version of Valiant’s
2-way UCValiant-2, Zhao et al.’s improved block UCZhao et al.-4 and hybrid constructions UCH(Valiant-2,4) and
UCH(Valiant-2, Zhao et al.-4) over our implementation of Valiant’s 2-way UC from [45].
circuit and its programming are given in plain text files as shown in Listings 3 and 4 in
“Appendix C.”
7.2. Experimental Evaluation
Weran all experiments for ourUCcompiler on aDesktopPC, equippedwith an IntelCore
i7-4790 CPU with 3.6 GHz and 32 GB RAM, and provide our results in this section.
We performed experiments for circuit sizes n ∈ {10, 100, . . . , 1 000 000} as well as
with notable circuits from [65] such as the AES-128 circuit without key expansion with
size n = 38 518 and the SHA-256 circuit with size n = 201 206. We note that these
sizes are for the circuits transformed to have fanin and fanout 2 as described in Sect. 2.2
and in [45, Table 1].
Circuit Sizes (Fig. 11). We first compare the circuit sizes of our implementations that
slightly differ from the expected sizes shown in Sect. 6. Our initial 2-way UCValiant-2
implementation from [45] included the recursion bases for 1, 2, and3nodes and, however,
did not include those proposed byValiant [66] optimized for 4, 5, and 6 nodes. It included
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both size optimizations described in Sects. 6.2.1 and 6.2.2. In Fig. 11, we show the
improvement over our UCValiant-2 implementation from [45] in percentage of the number
of switches of our later, more modular UC implementations presented in this article and
in [31]. We note that the number of universal gates is the same for all implementations,
i.e., the number of gates in the original circuits g.
Our modular 4-way UCValiant-4 implementation from [31] additionally included
the recursion base with 4 nodes and, however, only partly included the optimization
described in Sect. 6.2.2 concerning the input and output nodes. The edges directed into
the inputs and out of the outputs are also removed which results in smaller sizes due to
the thus redundant nodes, however, not all unnecessary connections are deleted. This,
however, incurs only a small overhead of at mostO(u+v). As we can observe in Fig. 11
and as expected (cf. Table 5 on p. 32), this implementation improved by around 5% over
our implementation from [45].
In this article, we have first implemented the modular version of Valiant’s 2-way
UCValiant-2 where inherently we use the optimized recursion base with 4 nodes as well.
An around 1.5-2% improvement can be observed over our non-modular implementation
from [45]. Using this and our modular 4-way UCValiant-4, we have implemented our
hybrid UCH(Valiant-2,4) using Valiant’s 2-way and 4-way UCs as proposed in [31]. This
implementation has a more steady improvement of at least 5% for most tested circuit
sizes.Moreover, we also implemented the optimizedUCZhao et al.-4 proposed in [72], who
have proved that their optimized block is universal by giving the programming for all
possible path combinations in the block. We use this proof to generate a lookup table file
for our implementation,which contains amapping fromany possible input–output vector
(cf. Sect. 4.1) and the corresponding programming bits for the block. The generation
of this lookup table is a one-time precomputation cost and takes around 82 seconds.
In subsequent runs of the UC compiler, this overhead is no longer needed and a file of
size 1.08 MB is read which takes only about 80 milliseconds. Thereafter, the expected
gain of around 10% can be observed over our 2-way UCValiant-2 implementation from
[45]. Moreover, the hybrid variant with this construction, i.e., UCH(Valiant-2, Zhao et al.-4),
achieves an at least 10% improvement for all our example circuits.
In Table 6, we show the concrete number of switches of the smallest UCs generated
with UCH(Valiant-2, Zhao et al.-4) as well as the sizes of the resulting UC and programming
files. The universal circuit for n = 1 million gates has around 76 million switches and
additionally around 1 million universal gates (which, in the PFE setting, results in a total
of about 77 million AND gates for Yao’s garbled circuit protocol and 79 million AND
gates for the GMW protocol). The corresponding file for the UC has size 2.8 GB, and
the programming file has size 0.15 GB.
Runtime (Fig. 12). To compare the runtime of our UC implementation with that
of the UC compiler of [45], we ran the same experiments on the same platform
using our novel implementations for UCValiant-2, UCZhao et al.-4, UCH(Valiant-2,4), and
UCH(Valiant-2, Zhao et al.-4). Runtimes are reported as averages from 10 executions. The
differences in runtimes for the different constructions are not significant, and there-
fore, we only depict the runtimes of our hybrid implementations UCH(Valiant-2,4) and
UCH(Valiant-2, Zhao et al.-4) in Fig. 12.
The runtimes of our modular UCValiant-2 and UCValiant-4 implementations are very
similar to those of UCH(Valiant-2,4), the latter of which becomes best for larger circuits
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Fig. 12. Comparison of the runtime of our hybrid UC implementations using either Valiant’s 2-way and 4-way
UCs or Valiant’s 2-way UCwith Zhao et al.’s improved block. We note that the runtime of UCZhao et al.-4 only
slightly differs from that of UCH(Valiant-2, Zhao et al.-4), and the runtimes of UCValiant-2 and UCValiant-4 only
slightly differ from that of UCH(Valiant-2,4), and therefore, we omit them from the figure.
Table 6. Size of our smallest UCs generated with UCH(Valiant-2, Zhao et al.-4), i.e., its number of switches, the
sizes of the UC, and programming files.





Size (#switches) 45 1719 31,667 462,667 2,119,836 6,147,387 13,277,772 76,484,267
UC file (KB) 0.6 36 794 13,473 68,730 207,789 473,915 2,936,852
Prog. file c f (KB) 0.1 4 65 933 4224 12,300 26,391 152,314
(i.e., our examples with n ≥ 10,000). The runtimes of UCZhao et al.-4 are only slightly
lower than those of our hybrid UCH(Valiant-2, Zhao et al.-4), both of which include a one-
time overhead of around 80 milliseconds for reading in our lookup table of size 1.08MB
for each possible block programming [72]. However, this one-time expense is only
significant for small circuits as can be observed in Fig. 12, and UCH(Valiant-2, Zhao et al.-4)
becomes faster than UCH(Valiant-2,4) for our examples with n ≥ 10, 000. The runtime of
our original 2-way UCValiant-2 from [45] was slightly better due to its handling of the
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UC as one big block. However, it also becomes worse than UCH(Valiant-2, Zhao et al.-4) for
our largest examples SHA-256 and the circuit for one million gates due to the gain in
the size that results in a less complex embedding. For instance, it takes about 12 s to
generate the smallest UCH(Valiant-2, Zhao et al.-4) with our new implementation for AES-
128, while our original implementation for UCValiant-2 took 9.4 s. Our largest examples
SHA-256 and a circuit with onemillion gates were generated and programmed in 2.1 and
18.6min, respectively. The runtimes are high for these large examples; however, they
are generally a one-time precomputation expense in most application scenarios such as
private function evaluation (cf. Sect. 1.1).
Scalable 4-way UC Implementation (Figs. 13, 14). We also implemented our scalable
4-way UC generation algorithm presented in Sect. 5.4. We note that our implementation
only includes Hi , T ix and B
i
x for i = 0, 1, 2, 3 and x = 4 and does not include the
optimized versions for x = 1, 2, 3 which we leave as future work. Moreover, we include
the base cases for n = 1, 2, 3 but not that for n = 4. This is due to the fact that a lot
of engineering effort would be required for including the other options as well and our
work is only a proof-of-concept implementation of our method presented in Sect. 5.4.
Therefore, we test circuits with specific sizes where none of the other blocks or base
case are required, i.e., where all subgraphs at each recursion step have 4 nodes in the
tail block and the base case with n = 4 is not needed. Currently, for generating UCs
for different sizes, one would need to pad the original circuit with dummy gates to an
allowed size. Our aim was to improve the memory consumption of the UC generation
(and programming) algorithm,while keeping the price paid in runtime as low as possible.
The number of files created is the number of subgraphs in the UC, which is necessary
for efficient scalable programming of the UC.
We show that our scalable UC generation implementation provides the expected
improvement in memory usage by comparing our scalable UCValiant-4 implementation to
our implementation from [31]. We depict in Fig. 13 the memory usage of the generation
algorithm with growing input circuit sizes on a machine with 32 GB RAMmemory. As
can be seen in the figure, instead of holding the whole UC of sizeO(n log n) in memory,
we indeed hold onlyO(n) information in memory at each step. When using 1 GB, 8 GB,
and 32 GB of memory, we can generate a UC for over 27×, 28×, and 29× larger input
circuit sizes n, respectively. Moreover, as can be observed in Fig. 14, the runtime of the
resulting scalable UC generation is only around 4× that of the UCValiant-4 implementa-
tion of [31]. This difference is becoming smaller with increasing n due to the fact that
the implementation of [31] is running short on memory and starts swapping to disk. Our
experiments show that while reducing the memory requirements of our UC generation
for UCValiant-4, we keep the runtime asymptotically the same (cf. Fig. 14). Moreover, the
required storage capacity is also O(n log n) as before, since the additionally stored data
at each step are at most O(n), cf. Sect. 5.4.
8. Toolchain for Private Function Evaluation
Secure function evaluation (SFE) allows two parties to jointly compute a public func-
tion on their private inputs, without revealing anything to each other apart from the
output of the computation. As it is probably the most prominent application of UCs
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Fig. 13. Comparison of the maximum memory used between our per-block and [31]’s UC generation. [31]’s
implementation runs out of 32 GB of memory for n > 1 398 100 nodes.
(cf. Sect. 1.1), we implement private function evaluation (PFE) using SFE of a Boolean
universal circuit. In this scenario, one of the parties holds its input x and the other party
holds the programming c f corresponding to a private function f that allows the UC to
compute UC(x, c f ) = f (x). We note that the UC (with control bits for the universal
gates and switches) can be publicly generated.
We have created a novel toolchain for private function evaluation (PFE) in [45], using
the ABY framework for SFE (secure against semi-honest adversaries) as backend of our
UC compiler. ABY implements state-of-the-art optimizations of Yao’s garbled circuit
protocol [69,70] and theGMWprotocol [32].Weemphasize that our tool for constructing
and programming UC is generic and can easily be adapted to other secure computation
frameworks or other applications of UCs listed in Sect. 1.1.
8.1. Extension of the ABY Framework
Weadapt theABY secure two-party computation framework [19] for securely evaluating
universal circuits. We realize the universal circuit building blocks (universal gates and
switches) with a number of AND and XOR gates, which is the functionally complete
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Fig. 14. Comparison of the runtime of our per-block and [31]’s UC generations for up to about n = 2, 446, 000
nodes, which fails with [31]’s UC generation and 32 GB of memory.
set of logical gates that ABY uses. Since XOR gates can be evaluated for free in the
underlying protocols for secure function evaluation due to the free-XOR optimization
[43], from here on, we study the AND-size (sizeAND) and AND-depth (depthAND) of
UCs, i.e., the number of AND gates and the maximum number of AND gates on the
longest path, respectively. For other applications, however, the total sizes and depths of
the UCs with respect to both AND and XOR gates are relevant. We implement universal
gates and switches optimized for PFE and therefore use few AND gates, and only (free)
XOR gates alongside it. X and Y gates are obtained as shown in [43]
out1 = Y (in1, in2; c) = (in1 ⊕ in2)c ⊕ in1 (23)
(out1, out2) = X (in1, in2; c) = (e ⊕ in1, e ⊕ in2) with e = (in1 ⊕ in2)c (24)
with sizeAND(Y ) = sizeAND(X) = depthAND(Y ) = depthAND(X) = 1 for both univer-
sal switches. In case the SFE implementation uses Yao’s garbled circuit protocol [70],
both sizeAND(U ) = 1 and depthAND(U ) = 1, due to the fact that in some garbling
schemes (such as in the case of garbled 3-row reduction (GRR3) [55]) the evaluator
does not learn the type of the evaluated gate. Therefore, a universal gate can be imple-
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mented using only one 2-input non-XOR gate [60]. For other SFE protocols such as
GMW where this optimization is not possible, our efficient implementation of generic
universal gates uses Y gates yielding
out1 = U (in1, in2; c0, c1, c2, c3) = Y [Y (c0, c1; in2), Y (c2, c3; in2); in1] (25)
with sizeAND(U ) = 3 and depthAND(U ) = 2. We note that the implementation of
switches and universal gates might look very different when other 2-input Boolean gates
can also be used, e.g., when other size metrics are to be minimized.
We include our implementation of these efficient UC building blocks in the open-
source ABY framework https://encrypto.de/code/ABY. For evaluating a UC securely,
the output universal circuit file of our UC compiler is parsed, a circuit UC is generated
and evaluated with the input x and the control bits c f to compute f (x). Our toolchain
is the first implementation of Valiant’s size-optimized UC that supports efficient private
function evaluation [45].
8.2. Experimental Results
We validate the practicality of our implementation, which is the first practical imple-
mentation of private function evaluation (PFE), cf. Sect. 1.1. We ran our experi-
ments on two Desktop PCs, each equipped with an Intel Core i9-7960X CPU with
2.8 GHz and 128 GB RAM. We give the runtimes in Fig. 15 and communication in
Fig. 16 for our example circuits from the previous section, i.e., for random circuits of
sizes n ∈ {10, 100, . . . , 1,000,000} as well as the AES and SHA-256 circuits from [65].
For completeness, we give the exact numbers in Table 7 in “Appendix D.” Our runtime
measurements are provided from an average of 10 executions, in two different settings:
in a LAN setting with 10 Gbit/s bandwidth and 1ms RTT, as well as in a simulatedWAN
setting with 100 Mbit/s bandwidth and 100ms RTT.
We evaluate UCs in ABY [19] with both the GMW protocol [32] and Yao’s garbled
circuit protocol [69] with state-of-the-art optimizations. Yao’s garbled circuit protocol
achieves much better runtimes than that of the GMW protocol since the latter has O(n)
rounds (i.e., the number of rounds is the depth of the circuit, and Valiant’s UCs have
depth O(n), cf. Sect. 6.1 and Table 7 in “Appendix D”), whereas Yao’s protocol runs
in 3 rounds. The effect of this is especially apparent in the WAN setting where the
round-trip time is much higher. In both settings, the runtime of the GMW protocol is
dominated by the linear term due to the linear number of online rounds. The amount
of communication is similar in both implementations; however, it could be reduced by
half for Yao’s protocol if X and Y switches would be implemented with the optimization
from [43] using only one ciphertext. The current implementation utilizes two ciphertexts
per X and Y switches.
Due to the clear advantage of Yao’s protocol over the GMW protocol, we highly
recommend using Yao’s protocol when evaluating UCs securely for PFE. Investigating
depth-optimized UCs [17] with O(d) depth in the depth of the input circuit d could
improve the performance of the GMW protocol; however, its number of rounds will still
depend on d, whereas Yao’s protocol runs in only 3 rounds.
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Fig. 15. Total runtime in seconds on LAN/WAN of PFE with the best available UC variant
UCH(Valiant-2, Zhao et al.-4).
8.3. Comparison of PFE Approaches
Mohassel et al. in [53] design a generic framework for PFE and apply it to three different
scenarios: to the m-party GMW protocol [32], to Yao’s garbled circuits [70], and to
arithmetic circuits using homomorphic encryption [16]. Both the two-party versions
of their framework with the GMW protocol and the one with Yao’s garbled circuit
protocol have two alternatives: Using homomorphic encryption, they achieve linear
complexityO(n) in the circuit size n, andwhen using a solution solely based on oblivious
transfers (OTs), they obtain a construction with O(n log n) symmetric-key operations.
TheOT-based construction in both cases ismore desirable in practice, sinceOT extension
reduces the number of expensive public-key operations significantly [2,36].
As the asymptotical complexity of this construction and using Valiant’s UC for PFE
is the same, we compare these methods for PFE. We revisit the formulas provided in
[53] for the PFE protocol based on Yao’s garbled circuits and elaborate on the number
of symmetric-key operations when the different PFE protocols are used. Mohassel et al.
show that the total number of switches in their framework is 4g̃ log2(2g̃) + 1 that are
evaluated using OT extension, for which they calculate 8g̃ log2(2g̃) + 8 symmetric-key
operations together with 5g̃ operations for evaluating the universal gates with Yao’s
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Fig. 16. Total communication in megabytes of PFE with the best available UC variant
UCH(Valiant-2, Zhao et al.-4).
protocol. We count only the work of the party that performs most of the work, i.e., 4g̃
symmetric-key operations for creating a garbled circuit with g̃ gates and 3 symmetric-
key operations (two calls to a hash function and one call to a pseudorandom function
(PRF)) for each OT using today’s most efficient OT extension of [2]. Hence, according
to our estimations, the protocol of [53] requires 12g̃ log2(2g̃)+ 4g̃+ 12 symmetric-key
operations.
In the same way, we assume that in the case of PFE with UCs, for both the universal
gates and switches, the garbler needs 4n symmetric-key operations. In this case, however,
n = u + v + g, where g̃ ≤ g ≤ 2g̃ + v. It is, therefore, difficult to directly compare
complexities of specifically designed protocols with g̃ fanin-2 gates and UCs where
the input circuit is required to have fanout 2 as well. In Fig. 17, we therefore depict
the minimum and maximum required number of symmetric-key operations for circuits
with size g̃ ∈ {10, 100, . . . , 1,000,000}. Moreover, we depict the concrete values with
real-world circuits (AES-128 and SHA-256 from [65]) with UC with SFE, and note that
for the other approaches the points lie on the corresponding line.
The protocol of [53] has been improved to achieve better communication in [6]. The
communication of the protocol of [53] is (10g̃ log2 g̃ + 4g̃ + 5) · 128, while that of
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Fig. 17. The number of symmetric-key operations of different PFE protocols: Valiant’s UCwith Yao’s garbled
circuits, Mohassel et al.’s OT-based method from [53] and its optimized version from [6].
[6] is (6g̃ log2 g̃ + 0.5g̃ + 3) · 128. For SFE with UC, we require one ciphertext per
X and Y switches [43] and 3 · 2 ciphertexts per universal gates. Figure 18 depicts the
comparison between the communication of SFEwith UCswithminimum andmaximum
values depending on the relation of g and g̃ as before and the alternatives of [53] and
[6]. We can see that SFE with UCs always achieves the best communication, requiring
1.5-3× less communication than the improvement of [6].
9. Conclusion
Universal circuits (UCs) are highly relevant for various applications such as verifiable
computation, attribute-based encryption, and private function evaluation (PFE) which
can, for example, be used for privacy-preserving evaluation of diagnostic programs,
proprietary software and in private database management systems. These applications
require size-optimized universal circuits, first proposed by Valiant [66]. Since then,
several optimizations appeared to further reduce the size of the UCs.
In this article, we revisit Valiant’s original constructions and the optimizations later
proposed by our previous works by Kiss and Schneider [45] and Günther et al. [31] as
well as by Zhao et al. [72]. We have shown the practicality of Valiant’s universal circuit
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Fig. 18. Communication of different PFE protocols in megabytes: UCH(Valiant-2, Zhao et al.-4) with Yao’s
garbled circuits, Mohassel et al.’s OT-based method from [53] and its optimized version from [6].
constructions and its several improvements by providing the implementation of the most
efficient UC to date with size ∼ 4.5n log2 n in the input circuit size n. Moreover, we
highly improve the memory consumption of our UC generation algorithm by designing
and implementing a method that utilizes O(n) memory instead of the previous methods
using O(n log n) memory.
Universal circuits for an input circuit size of one million can be generated and pro-
grammed within a matter of around 18 minutes on a standard PC and utilized in various
applications. We demonstrate the practicality of PFE with the secure evaluation of UCs
and show that such a large universal circuit can be evaluated within 1.3 and 5.9 minutes
using Yao’s garbled circuit protocol in LAN and WAN settings, respectively.
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A Abbreviations and Notations
ABE Attribute-based encryption.
DAG Directed acyclic graph.
DBMS Database management system.
EUG Edge-universal graph.
GRR3 Garbled row reduction.
OT Oblivious transfer.
PFE Private function evaluation.
semi-PFE Semi-private function evaluation.
SFE Secure function evaluation or secure two-party computation.
UC Universal circuit.
f Function to be privately evaluated using a universal circuit.
c f Control bits for a universal circuit to compute function f .
u Number of inputs in simulated Boolean circuit.
v Number of outputs in simulated Boolean circuit.
ĝ Number of gates in simulated Boolean circuit with arbitrary fanin and fanout.
g̃ Number of gates in simulated Boolean circuit with fanin 2 and arbitrary fanout.
g Number of gates in simulated Boolean circuit with fanin and fanout 2.
Cĝu,v The Boolean circuit that describes f with arbitrary fanin and fanout.
Cg̃u,v The Boolean circuit that describes f with fanin 2 and arbitrary fanout.
Cgu,v The Boolean circuit that describes f with fanin and fanout 2.
n Size of the simulated circuit Cgu,v with fanin and fanout 2, n = u + v + g.
d Depth of the simulated circuit Cgu,v .
G The 2(n) graph of C
g
u,v where every input, output and gate is represented
with a node and every wire is represented with an edge.
ρ(n) The set of all graphs with fanin and fanout ρ and n nodes.
Un(ρ) Edge-universal graph for ρ(n) graphs, used generally for Valiant’s UC.
U (k)n (ρ) k-way edge-universal graph for ρ(n) graphs.
U
hybrid(K )
n (ρ) Hybrid edge-universal graph for ρ(n) graphs with a set K of k possible
values, e.g., K = {2, 4}.
pi Distinguished nodes in Un(ρ), called poles, with fanin and fanout ρ.
P Set of all poles in Un(ρ).
U A universal gate that computes any function with two inputs and one output,
using four control bits c0, c1, c2, c3 as in Eq. 1.
X A two-output X-switching block that returns its two input values either in the
same or in reversed order depending on control bit c.
Y A one-output Y-switching block that returns one of the two input values
depending on control bit c.
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B(k) Body block of k-way EUG.
P(k) Permutation network for k nodes.
P(k)l Lower bound on the size of the permutation network for k nodes.
P(k)W Size of the Waksman’s permutation network [67] for k nodes.
UKS08n The UC of [44].
UCValiant-2 Valiant’s 2-way UC [66].
UCValiant-4 Valiant’s 4-way UC [66].
UCZhao et al.-4 Valiant’s 4-way UC with Zhao et al.’s optimization [72].
UCH(Valiant-2,4) Hybrid UC with UCValiant-2 and UCValiant-4.
UCH(Valiant-2, Zhao et al.-4) Hybrid UC with UCValiant-2 and UCZhao et al.-4.
B Optimized Blocks for Zhao et al.’s 4-way UC
In this section, we depict the head and tail block constructions in Fig. 19a and b, respectively, for Zhao et al.’s
body block (cf. Fig. 5b), similar to those of [31, Figs. 4e-4f] for Valiant’s 4-way UC. Similarly, tail blocks can
be designed also for smaller number of poles in the final block, but as shown in Table 6, they will have the
























(b) Tail block (4).
Fig. 19. Optimized blocks for Zhao et al.’s 4-way block (Fig. 5b) [72].
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C Example Output of Our UC Compiler
In this section, we provide an example output of our UC compiler, i.e., the circuit and programming files
shown on Listings 3 and 4 corresponding to the universal circuit shown in Fig. 1e on p. 10.
Listing 3. Example output UC.
1 C 0 1
2 X 0 1 2
3 X 1 0 3
4 X 0 2 4
5 X 3 0 5
6 U 2 3 6
7 X 4 6 7
8 X 6 5 8
9 Y 4 7 9
10 Y 8 5 10
11 U 7 8 11
12 Y 9 11 12
13 Y 11 10 13
14 Y 12 13 14
15 O 14
Listing 4. Example programming.
1 / / input bits
2 0 / /X switch (no swap grey)
3 1 / /X switch (swap green)
4 1 / /X switch (swap blue)
5 0 / /X switch (undefined)
6 1 / /A N D gate (0001)
7 1 / /X switch (swap blue)
8 0 / /X switch (no swap red)
9 0 / /Y switch (undefined)
10 0 / /Y switch (undefined)
11 6 / /X O R gate (0110)
12 0 / /Y switch ( right input orange)
13 0 / /Y switch (undefined)
14 1 / /Y switch ( lef t input orange)
15 / / output bits
D Concrete Performance Measures for Private Function Evaluation
In this section, we provide the concrete performance measures used for depicting the runtimes and commu-
nication of PFE by securely evaluating UCs generated with UCH(Valiant-2, Zhao et al.-4) in Figs. 15 and 16,
respectively.
Table 7. Runtime and communication of PFE with universal circuits generated for input circuit size n
(cf. Table 2 for the respective UC sizes).
Input circuit size n 10 100 1000 10,000 38,518 100,000 201,206 1,000,000
(AES) (SHA-256)
Yao LAN (s) 0.006 0.013 0.08 0.48 2.25 6.63 13.70 78.73
GMW LAN (s) 0.032 0.386 3.89 38.92 147.14 389.85 783.94 3925.94
Yao WAN (s) 0.323 0.413 0.75 2.81 10.71 29.49 63.10 354.32
GMW WAN (s) 2.000 23.990 240.55 2395.32 9044.30 * * *
Yao comm. (MB) 0.005 0.087 1.51 21.79 99.36 287.51 620.07 3562.21
GMW comm. (MB) 0.013 0.182 2.27 27.20 114.21 319.31 670.23 3660.17
GMW rounds 34 441 4491 44,991 169,871 449,991 903,686 4,499,991
*Denotes cases where an experiment would have taken more than 5 hours and therefore was not performed
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Abstract. Private function evaluation (PFE) allows to obliviously eval-
uate a private function on private inputs. PFE has several applications
such as privacy-preserving credit checking and user-specific insurance
tariffs. Recently, PFE protocols based on universal circuits (UCs), that
have an inevitable superlinear overhead, have been investigated thor-
oughly. Specialized public key-based protocols with linear complexity
were believed to be less efficient than UC-based approaches.
In this paper, we take another look at the linear-complexity PFE pro-
tocol by Katz and Malka (ASIACRYPT’11): We propose several opti-
mizations and split the protocol in different phases that depend on the
function and inputs respectively. We show that HE-based PFE is practi-
cal when instantiated with state-of-the-art ECC and RLWE-based homo-
morphic encryption. Our most efficient implementation outperforms the
most recent UC-based PFE implementation of Alhassan et al. (JoC’20)
in communication for all circuit sizes and in computation starting from
circuits of a few thousand gates already.
Keywords: Private function evaluation · Homomorphic encryption ·
Secure computation
1 Introduction
While computations on a local machine can be secured against malicious eaves-
dropping, computations that are performed collaboratively on two or more
devices typically rely on the trustworthiness of remote systems. This poses a
risk to the sensitive data supplied by the participants. Privacy-preserving pro-
tocols aim to mitigate these risks by protecting the data using cryptographic
approaches such that there is no need for a trusted remote party anymore.
Secure two-party computation (STPC) or secure function evaluation (SFE)
protocols allow two parties to jointly compute a function on private data without
learning the other party’s inputs. Private function evaluation (PFE) extends this
setting by also hiding the evaluated function from one of the parties: P1 inputs
a private function f , typically represented by a circuit Cf , and P2 inputs private
data x and learns only f(x) but no additional information on f (except its size).
c© Springer Nature Switzerland AG 2020
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PFE has diverse applications that require to keep the participants’ inputs pri-
vate and hide the operations applied to these inputs from one of the participants.
We describe a few example applications. In a privacy-preserving intrusion detec-
tion system (IDS) [Nik+14], a server holds a set of zero-day signatures (including
regular expressions matching the payload) and is able to check whether sensi-
tive data uploaded to the IDS matches those signatures such that the server
learns nothing about the data and the client learns nothing about the signa-
tures. Using PFE, attribute-based access control can be enhanced to protect both
sensitive credentials and sensitive policies [FAL06]. PFE can be used for privacy-
preserving credit worthiness checking [FAZ05], disclosing neither the customer’s
private financial data nor the private criteria of the loaner. In privacy-preserving
car insurance rate calculation [Gün+19] the privacy-critical customer data, as
well as the tariff calculation details remain private.
The most common approach for PFE is to reduce it to classical SFE by securely
evaluating a public universal circuit (UC) [Val76,KS08a,KS16,LMS16,GKS17,
Alh+20,Zha+19,Liu+20]. This series of works on optimizations and implemen-
tations of UCs has shown that UC-based PFE can be practical, but UCs introduce
an inevitable logarithmic overhead [Val76]. Katz and Malka [KM11] propose a
linear-complexity PFE scheme based on homomorphic encryption (HE) and Yao’s
garbled circuit protocol. They expect their scheme to be “easier to implement and
more efficient (for larger circuits) than approaches relying on universal circuits”.
However, their scheme has not been implemented yet.
Our Contributions. Our paper takes another look at the linear-complexity
PFE protocol by Katz and Malka [KM11]. We split the protocol into several
phases so that parts of the protocol can be precomputed knowing, e.g., only
the size of the private function or the private function itself. For instance, for a
privacy-preserving IDS it is reasonable to precompute any function-dependent
part so that the online phase where the client provides its input is fast. We
optimize, instantiate, and implement their scheme using three state-of-the-art
homomorphic encryption (HE) schemes: Elliptic curve (EC) ElGamal [Elg85],
the Brakerski/Fan-Vercauteren (BFV) scheme [FV12], and the cryptosystem
by Damg̊ard/Jurik/Nielsen (DJN) [DJN10]. We implement our protocols using
the ABY framework [DSZ15] and thereby provide the first implementation of
a linear-complexity PFE scheme. Our experiments show that HE-based PFE
outperforms today’s most efficient UC-based PFE implementation [Alh+20] on
the same platform already starting from circuits with only a few thousand gates.
2 Related Work
In this paper, we focus on PFE protocols that provide security against semi-
honest adversaries. These can be categorized as follows:
UC-Based PFE. A universal circuit (UC) is a circuit that can be programmed
to evaluate any Boolean circuit up to size n by specifying a set of program
bits as its input. In recent years, a lot of research was put into optimizing and
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implementing UC-based PFE, which reduces the task of PFE to standard SFE
that relies mostly on symmetric cryptography where the function is the publicly
known UC. Valiant [Val76] proposed two recursive UCs with sizes ∼5n log2 n
and ∼4.75n log2 n in the size of the simulated circuit n, which are optimal up to
a constant factor because any UC must have size at least Ω(n log n). Zhao
et al. [Zha+19] present a UC with size ∼4.5n log2 n. A hybrid UC with size
∼4.5n log2 n, combining optimizations from [KS16,GKS17,Zha+19] was imple-
mented in [Alh+20]. The most recent UC from [Liu+20] has size ∼3n log2 n.
These constructions have reached lower bounds for the most common ways UCs
are constructed [Zha+19,Liu+20], so no significant improvements are expected.
OT-Based PFE. Mohassel and Sadeghian introduce an oblivious trans-
fer (OT)-based approach based on the oblivious evaluation of a switching net-
work of size Θ(n log n) that hides the topology of the Boolean circuit [MS13].
Bingöl at al. [Bin+18] adapt the half gates optimization [ZRE15] to the OT-
based approach of [MS13] and reduce the number of OTs by half. As shown
in [Alh+20], the communication of both [MS13] and [Bin+18] is worse than that
of UC-based PFE. PFE schemes based on both UCs and switching networks
have an inevitable logarithmic overhead.
TEE-Based PFE. Felsen et al. [Fel+19] propose private function evaluation
with a different trust assumption and implement PFE using Intel SGX as trusted
execution environment (TEE), by evaluating a UC within the SGX enclave.
HE-Based PFE. The protocol by Katz and Malka [KM11] has linear complex-
ity O(n), but its concrete practicality has not yet been explored. The authors use
homomorphic encryption to hide the topology of the circuit Cf from the party
that obliviously garbles the circuit (cf. Sect. 4.1). Mohassel and Sadeghian [MS13]
include a linear-complexity protocol in their generic framework for PFE. They
optimize the baseline protocol of [KM11], but their protocol is not more efficient
than the improved protocol of [KM11] which we use. Mohassel et al. [MSS14]
extend the protocol from [KM11,MS13] to security against malicious adversaries
using zero-knowledge proofs while maintaining linear complexity. Biçer et al.
present a reusable linear-complexity PFE scheme [Biç+18] based on the pro-
tocol of [KM11] which is efficient if the same private function f is evaluated
multiple times. Their protocol in the first execution has slightly lower total com-
munication, but around a factor four higher online computation than [KM11]
(cf. [Biç+18, Table 1]). Later runs of the protocol with the same function are
more efficient both in communication and computation than [KM11]. We leave
investigating the concrete efficiency of the protocol of [Biç+18] for applications
where the same function can be reused as future work.
In our paper, we resurrect the neglected line of research on linear-complexity
HE-based PFE protocols and show that the protocol of [KM11] is practical.
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3 Preliminaries
In this section, we describe preliminaries to our work from the fields of secure
function evaluation (SFE) in Sect. 3.1 and private function evaluation (PFE) in
Sect. 3.2, and recapitulate the homomorphic encryption (HE) schemes we use in
Sect. 3.3.
3.1 Circuit-Based Secure Function Evaluation
We focus on security against semi-honest (passive) adversaries where all parties
are assumed to follow the protocol. This allows for highly efficient protocols and
is a starting point for constructing protocols with stronger security guarantees.
In the past, several SFE protocols have been proposed that rely on a cir-
cuit representation of the function f which is known to both parties, e.g.,
Yao’s garbled circuit (GC) protocol [Yao82,Yao86,LP09] and the GMW pro-
tocol [GMW87]. In Yao’s protocol, party P1, the garbler, prepares an encrypted
version of the circuit in the form of garbled tables, which are then sent to P2.
The other party P2, the evaluator, evaluates the garbled circuit after receiving
the keys corresponding to his input wires using oblivious transfers.1 Oblivious
transfer (OT) allows the receiver P2 to retrieve one of two messages obliviously
from the sender P1 without the receiver learning the other message or the sender
learning which message was retrieved. Though OTs require expensive public-key
cryptography [IR89], OT extension [Ish+03,Ash+13] allows to perform a large
number of OTs more efficiently by extending a few base OTs and obtain many
oblivious transfers using only symmetric cryptographic operations. Recent opti-
mizations to Yao’s GC protocol include point-and-permute [BMR90], free-XOR
[KS08b], fixed-key AES garbling [Bel+13], and half gates [ZRE15].
3.2 Private Function Evaluation
Private function evaluation (PFE) extends SFE to the case where only one
party P1 inputs a private function f represented by circuit Cf . The protocol
must guarantee that P2 on private input x learns the output f(x) but no other
information about the function f whereas P1 learns nothing.
2 Generally, PFE
protocols reveal the size of the circuit Cf to the participants. If needed, the actual
number of gates and wires can be hidden by adding dummy gates and dummy
input/output wires to the circuit. One notable characteristic of PFE protocols
is that P1 typically must not be able to learn the output of the function f . The
reason for this is that an adversarial party P1 could reveal the inputs of party P2
by defining f to leak information about x, e.g., f(x) = x.
1 Even though the gates are encrypted and thus the gates’ types can easily be hidden
from P2, P2 must know the topology of the circuit for evaluating the garbled circuit.
2 This can be extended to the case were P1 also holds an input value in addition to the
circuit Cf . Our 2-party PFE implementation supports input values for both parties.
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3.3 Homomorphic Encryption
Homomorphic encryption (HE) schemes allow for computations on encrypted
data, i.e., operations performed on the ciphertexts are reflected in the output of
decryption as if they were applied directly on the plaintexts.
The protocol of Katz and Malka [KM11] is based on additively homomorphic
encryption, i.e., a HE scheme that supports only homomorphic addition. The
authors of [KM11] suggest to instantiate their protocol with Paillier [Pai99] or
ElGamal [Elg85] HE and mention that their protocol can be improved by using
elliptic-curve cryptography (ECC). Since then, several significant improvements
on additively HE were published that we consider in our implementation:
DJN. The DJN cryptosystem [DJN10], a generalization of Paillier’s scheme
[Pai99], has since then been optimized using CRT-based decryption [HMS12].
Our implementation is based on libpailler3 and uses this optimization.
EC ElGamal. EC ElGamal encryption offers exceptionally small ciphertexts,
practical computation and an additive homomorphism over the underlying ellip-
tic curve group. The use of elliptic curves over finite fields as a basis for a cryp-
tosystem was suggested independently from each other by both Koblitz [Kob87]
and Miller [Mil86]. In our implementation, we use the RELIC Toolkit [AG09] for
ECC.
BFV. Significant improvements have been made in the area of RLWE-based
HE [Reg05,LPR10,Bra12,FV12]. The RLWE-based BFV scheme [FV12,Lai17]
is implemented in the Microsoft SEAL library [Sea19], which is among the fastest
HE libraries available today. We present a high level overview of the BFV scheme
restricted to only the part of its functionality which is relevant for our applica-
tion. For additional details, see [Lai17]. We note that our discussion also applies
to other popular Ring-LWE-based HE schemes such as BGV [BGV12].
The BFV scheme operates on polynomial rings of the form R = Z[x]/(xn+1),
where the polynomial modulus degree n is a power of 2. For a plaintext modulus t,
the plaintext space is defined as Rt = R/tR = Zt[x]/(xn + 1), which consists
of polynomials of degree n − 1 with coefficients in Zt. Similarly, the ciphertext
space is defined as (Rq)
2, where q is called the coefficient modulus and Rq =
R/qR. The encryption function Enc is probabilistic, takes a public key pk and a
message m ∈ Rt as inputs, and outputs a ciphertext c ∈ (Rq)2. The ciphertext
output by Enc has a noise component associated with it which is necessary for
maintaining security. The decryption function Dec takes the secret key sk and a
ciphertext c ∈ (Rq)2 as inputs, and outputs a message m ∈ Rt. Decryption m =
Dec(sk,Enc(pk,m)) works if the ciphertext noise is below a certain threshold
defined by the scheme parameters. For ease of exposition, we omit the keys from
the invocation of the encryption and decryption functions, and assume a single
key-pair throughout the paper, which makes the functions compatible.
Enc is a homomorphic map from (Rt,+) to ((Rq)
2,+), which provides
the scheme with its additive homomorphic properties. Given ciphertexts
3 http://hms.isi.jhu.edu/acsc/libpaillier/
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c1 = Enc(m1) and c2 = Enc(m2), we have Dec(c1 + c2) = Dec(c1)+Dec(c2). The
noise component grows as we perform homomorphic operations on the cipher-
text until it reaches a threshold, beyond which decryption is not possible and
the ciphertext is rendered useless. This is not a problem since addition does not
grow the noise by much. The scheme described so far only provides IND-CPA
security against parties other than the key owner. To hide the operations applied
to the ciphertext from the key owner, which may include some private inputs
from other parties, and only reveal the result of decryption, the ciphertext needs
to be flooded with extra noise (cf. [Lai17], § 9.4). This requires larger param-
eters to accommodate the extra noise, and has been taken into account in our
parameter selection.
4 Linear-Complexity Private Function Evaluation
In this section, we recapitulate the private function evaluation (PFE) protocol of
Katz and Malka [KM11] in Sect. 4.1, introduce further improvements in Sect. 4.2,
and propose efficient instantiations using EC ElGamal in Sect. 4.3 and the BFV
homomorphic encryption scheme in Sect. 4.4.
4.1 The [KM11] Protocol
The PFE protocol proposed by Katz and Malka [KM11] combines homomorphic
encryption (HE) with Yao’s garbled circuit (GC) protocol to hide the topology
of the circuit Cf in addition to the parties’ inputs. They give a baseline protocol
and a roughly twice as efficient improved protocol. We describe the improved
protocol shown in Fig. 1 and refer to the original paper for the baseline version.
The Boolean circuit to be evaluated privately has g gates, u inputs and o
outputs and has size N = u + g. The circuit is assumed to be built of only
two-input NAND gates so that their functionality does not need to be hidden.
There exist established highly optimized hardware synthesis tools that optimize
for a small number of NAND gates when translating the function to a circuit.
Moreover, it is assumed that “the output wires of the circuit do not connect to
any other gates” [KM11] which is achieved by adding at most o gates to the
circuit. [KM11] define the wiring among the gates as follows: Incoming wires are
the inputs of the g gates. Outgoing wires are the output wires of the g gates and
the u input wires of the circuit. Each incoming wire must be connected to exactly
one outgoing wire, but an outgoing wire may be connected to more incoming
wires, enabling gates with arbitrary fan-out. In contrast, UC-based PFE requires
the fan-out to be at most two which requires additional copy-gates [Val76] that
increase the circuit size.
Party P2 inputs private data x of length |x| = u and acts as the circuit
garbler from Yao’s protocol. P1 inputs the private circuit Cf of g gates and acts
as the circuit evaluator. Since P2 must remain unaware of the circuit wiring,
P2 cannot directly garble the gates. Instead, P1 creates a so-called encrypted
garbled gate encGGi for each gate i of the circuit and P2 decrypts these to learn
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the keys required to create the garbled tables as in Yao’s protocol (cf. Sect. 3.1
and [LP09]). By creating the encrypted garbled gates under HE, P1 obliviously
connects two outgoing wires to each gate of the circuit (the wire keys for the
outgoing wires are provided by P2 beforehand). Thereby, the circuit topology
remains hidden from P2.
Four Phases of PFE Protocols. We split the protocol of [KM11] and UC-
based PFE into four phases: 1) a precomputation phase which is run only once,
2) a setupN phase dependent on the size N of the function, 3) a setupf phase
dependent on the function f , and 4) an onlinex phase dependent on the input x.
Fig. 1. The [KM11] protocol. The circuit Cf has u input wires, o output wires, g gates,
and size N = u + g. The symmetric security parameter is κ = 128.
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In most applications, e.g., when a server provides a service with a pre-defined
function (such as privacy-preserving IDS, cf. Sect. 1), the precomputation and
both setup phases can be precomputed before the client provides its input, allow-
ing for a very fast onlinex phase. In other applications, the function may not be
known beforehand, in which case the precomputation and setupN phases can be
precomputed, and the setupf and onlinex phases are run online.
1) precomputation phase. We first determine all operations that have
to be done once, independently of the protocol run: For [KM11], this includes
generating and sending the public key of the HE scheme, and for UC-based
PFE, the construction of the UC itself. We do not include this phase in our
performance evaluation in Sect. 5.
2) setupN phase. This phase precomputes all operations that depend only
on the size N of the circuit. In [KM11], P2 creates two wire keys representing
the bit values 0 and 1 for each of the N = g +u outgoing wires. The wire keys of
all g + u outgoing wires except the o output wires of the circuit are essential to
define the mapping representing the topology of the circuit. We denote the wire
key corresponding to the bit value b ∈ {0, 1} on outgoing wire i ∈ {1, . . . , N}
by sbi . The security of the protocol depends on the indistinguishability of the
two keys. P2 chooses the wire key s
0
i at random and, similar to the free-XOR
technique [KS08b], defines a global random shift r of the same size as the wire




i + r for i ∈ {1, . . . , N} and sends the homomorphically
encrypted wire keys Enc(s01), . . . , Enc(s
0
N−o) to P1. As a preparation for the
setupf phase, P1 already creates and encrypts two random blinding values, bi
and b′i, for each gate Gi. This phase has complexity O(N).
In the UC-based PFE protocols, the UC is garbled and sent to the evaluator,
which has complexity Θ(N log N).
3) setupf phase. This depends on the specific function f . In [KM11],
party P1 creates the encrypted garbled gates. In order to hide the wiring of
the circuit from P2, each wire key is blinded. If outgoing wires j and k are con-
nected to the incoming wires of gate Gi, P1 constructs the encrypted garbled










P1 then sends encGG1, . . . , encGGg to P2. P2 is now able to create the garbled
tables and thereby acts as the circuit garbler from Yao’s protocol. For each
gate Gi, P2 decrypts the corresponding encrypted garbled gate and retrieves the
blinded wire keys for the left and the right incoming wire of the gate:
L0i = Dec(Enc(s
0







P2 is now able to obtain the blinded wire keys s
1




















are independent of the keys assigned to the outgoing wires of gates j and k. This
hides the circuit topology from P2 while still enabling P2 to create the garbled
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Fig. 2. encYao: creation of a garbled table [LP09]
tables. The garbled table GTi is generated using function encYao, instantiated as
shown in Fig. 2 [LP09]: The truth table of the NAND gate is randomly permuted
and then for each combination of the left (L0i , L
1




i ) input key
these keys are used to symmetrically encrypt the output key s0u+i or s
1
u+i using
function sEnc which is instantiated using AES-128 (cf. Sect. 5.1 for details). We
emphasize that the gates’ output keys are pre-determined and the protocol of
[KM11] applies additively homomorphic operations on input keys. Therefore,
we cannot use GC optimizations like point-and-permute [BMR90], garbled row
reduction [NPS99,Pin+09], or half-gates [ZRE15]. Instead, we have to use the
classical GC from [LP09] with four entries per garbled table (GT), so each GT
has size 4 · (|su+i| + σ) bits, where σ = 40 is the statistical security parameter.
Finally, P2 sends GT1, . . . ,GTg to P1. This phase has complexity O(N).
In the UC-based PFE protocols, the wire keys specifying the values of the
UC’s programming bits are sent which yields Θ(N log N) communication.
4) onlinex phase. In this final phase, the private data x is input by P2.
In [KM11], the wire keys sx11 , . . . , s
xu
u of the circuit input wires corresponding
to P2’s input bits x1, . . . , xu are sent to P1.
4 P1 can now evaluate the garbled
tables and determine the wire keys of the output wires as follows: To evaluate
gate i, P1 has to reconstruct the keys used to encrypt one entry of the garbled
table. Starting with the first gate in topological order, P1 uses for gate Gi with
left input j and right input k the keys sj ∈ {s0j , s1j} and sk ∈ {s0k, s1k} and
the blinding values bi, b
′
i from the setupN phase to calculate Li = sj + bi and
Ri = sk + b
′
i. P1 now decrypts the garbled table GTi to learn the wire key
su+i = decYao(Li, Ri, i,GTi) as in Yao’s garbled circuit protocol and continues
with the next gate in topological order. Once all gates have been evaluated,
P1 has obtained the wire keys sN−o+1, . . . , sN of the output wires. These can
be mapped to plaintext outputs as in Yao’s protocol. However, as mentioned
in Sect. 3.2, the function holder P1 should not learn the output of f , so the
output is determined by party P2. This phase has complexity O(N).
4 The protocol can naturally be extended to the setting where also P1 has private
input data y. Either y is encoded in the private function f [PSS09], or the keys
corresponding to the bits of y are obliviously sent to P1 using oblivious transfer
[Ish+03,LP09,Ash+13] as describe in [KM11].
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In the UC-based PFE protocols, the wire keys corresponding to the private
input x are sent, the garbled UC is evaluated, which requires Θ(N log N) com-
putation, and the output bits of the UC are decoded.
4.2 Optimizations of the [KM11] Protocol
In this section, we describe our optimizations to the protocol of [KM11].
Precomputation of All Homomorphic Encryptions. As described in
Sect. 4.1, all homomorphic encryptions can be precomputed in the setupN
phase where only the size N is known but neither Cf nor x. Since encryp-
tion is a relatively expensive operation, this drastically reduces the protocol
runtime (see Sect. 5.2).
The wire keys are sampled randomly so depend neither on the inputs nor on
the circuit Cf , and are encrypted using the HE public key generated by P2.
P2 can sample and homomorphically encrypt the encrypted wire keys Enc(s
0
i ),
where 1 ≤ i ≤ N . Similarly, P1 can sample and encrypt the blinding values bi, b′i,
where 1 ≤ i ≤ g, using P1’s public key. Here, it is necessary to exchange the
public key of the HE scheme first. We argue that this is feasible in practice by
P2 publishing the public key beforehand.
Pipelining. The creation and evaluation of the garbled circuit (GC) is done
in topological order which makes this process eligible for pipelining. When trans-
mitting the garbled gates directly after creation, they can be ungarbled by the
evaluator while subsequent gates are still being garbled by the garbler. This GC
pipelining was proposed and implemented in [Hen+10,Hua+11].
In addition to the GC pipelining, we also implemented pipelining of the
creation and evaluation of the encrypted garbled gates. The process of retrieving
the wire keys from the encrypted garbled gates can then seamlessly be combined
with the pipelined creation and evaluation of the GC. Since decryption of the
encrypted garbled gates is the most expensive operations in the setupf phase,
this significantly speeds up the protocol and reduces the time spent solely on
network communication. In our experiments, we saw that pipelining improves
the runtime in the setupf phase by about 25%.
Parallelization. The [KM11] protocol is very suitable for parallelization. We
provide a fully parallelized implementation of 1) the creation of the encrypted
wire keys by P2 and the encrypted blinding values by P1 in the setupN phase,
2) the creation of the encrypted garbled gates by P1 in the setupf phase, 3)
the decryption of the encrypted garbled gates and the creation of the garbled
tables by P2 in the setupf phase. Only the evaluation of the garbled tables by
P1 depends on the wire keys obtained from previous garbled tables and therefore
cannot be fully parallelized.
4.3 Instantiating [KM11] with EC ElGamal
Katz and Malka suggest to use ElGamal encryption to instantiate their
protocol [KM11], and briefly mention the possibility of using elliptic curve
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cryptography (ECC) in their protocol. In the following, we denote integers by
lowercase letters and points on the elliptic curve by capital letters. The equiv-
alent of choosing a random element of the residue field as the private key in
standard ElGamal encryption is choosing a random integer a from the Galois
field GF (p) as the private key in the elliptic curve version. The public key A is
then computed as A = a ∗ P where P is the base point of the elliptic curve.
In standard additively homomorphic lifted EC ElGamal, a message m ∈
GF (p) is mapped to a curve point M as M = m ∗ P . The reverse mapping
used during decryption then requires solving the discrete logarithm of M which
requires that m is from a small domain whereas we need to operate on κ = 128
bit keys. Instead, we observe that the only requirement for the choice of the wire
keys and the blinding values in the [KM11] protocol is indistinguishability, so
we can simply define curve points M as our plaintext values for wire keys and
blinding values. Then, we perform plaintext additions using the ECC arithmetic
on the elliptic curve when P1 needs to apply the blinding value to a plaintext
wire key in order to determine the values Li and Ri. These points are then
mapped to keys for AES using a KDF (cf. Sect. 5.1).
Analogous to standard ElGamal, we define encryption of a message M with
a public key A = a ∗ P as follows:
Enc(M) = (K,C) = (k ∗ P, k ∗ A + M). (3)
Decryption of the ciphertext (K,C) can now be done as follows:
Dec(K,C) = C−a∗K = k∗A+M −a∗k∗P = k∗a∗P +M −a∗k∗P = M. (4)
EC ElGamal is additively homomorphic in the underlying elliptic curve
group. We define the homomorphic addition of two ciphertexts as
Enc(M1) ⊕ Enc(M2) = (K1, C1) ⊕ (K2, C2) = (K1 + K2, C1 + C2). (5)
This satisfies the additively homomorphic property over the EC group:
Dec(Enc(M1) ⊕ Enc(M2)) = Dec((k1 ∗ P, k1 ∗ A + M1) ⊕ (k2 ∗ P, k2 ∗ A + M2))
= Dec((k1 ∗ P + k2 ∗ P, k1 ∗ A + M1 + k2 ∗ A + M2))
= Dec((k1 + k2) ∗ P, (k1 + k2) ∗ A + M1 + M2))
= (k1 + k2) ∗ A + M1 + M2 − a ∗ (k1 + k2) ∗ P = M1 + M2. (6)
Semantic security naturally follows from that of ElGamal based in the DDH
assumption in the EC group.
4.4 Instantiating [KM11] with BFV Homomorphic Encryption
Since the linear-complexity protocol of [KM11] was proposed in 2011, significant
progress has been made in the area of Ring-LWE (RLWE) based homomorphic
encryption. Thus, we revise the protocol of [KM11] with an HE instantiation
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based on these efficient Ring-LWE HE schemes. We specifically use the BFV
scheme (cf. Sect. 3.3) as implemented in Microsoft’s SEAL library [Sea19]. We
take the plaintext modulus as t = 2, which results in the smallest possible poly-
nomial modulus degree and thus ciphertext size in our scenario. The coefficient
modulus q is chosen as a product of primes q1 = 12289 and q2 = 1099510054913.
q1 is the smallest prime that is large enough to allow homomorphic blinding
of the key values and satisfies q1 ≡ 1 mod 2n, where n is polynomial modulus
degree (cf. [Sea19] for details). For function privacy, which is necessary to pre-
vent P2 from learning the permutation of the keys employed by P1, we flood the
ciphertext with noise (cf. [Lai17, §9.4]) that is 40-bits larger than the noise of
the output ciphertext, ensuring a statistical security of 40-bits against P2. Thus,
we require an additional 40-bits (in the form of q2) in the coefficient modulus
to contain the extra noise. Consequently, we choose p = 2048 as the polynomial
modulus degree, which is the smallest n that maintains computational security
of 128-bits for a q of 54-bits (cf. [Lai17], Table 3).
Encoding of the Wire Keys. When choosing a plaintext modulus of t = 2,
each bit of the plaintext value is encoded as one coefficient of the polyno-
mial. Assume we have a wire key v with a binary representation of v =
v127||v126|| . . . ||v0, we define our plaintext polynomial as v127x127+ . . .+v1x+v0.
Since homomorphic addition is done coefficient-wise in the BFV scheme and we
use t = 2, addition becomes equivalent to a homomorphic XOR operation.
Due to the requirement that each wire key has to be utilized separately
when creating the encrypted garbled gates, Chinese Remainder Theorem (CRT)
batching, as provided by SEAL, becomes inefficient for our use case. Using batch-
ing, one can pack n integers modulo t into one plaintext polynomial and apply
SIMD (Single Instruction, Multiple Data) operations on those values. However,
this would require a much larger value for t. A multiplication operation (by a
one-hot encoded vector), that is needed to extract one wire key from the cipher-
text containing n wire keys, is less efficient than encrypting and decrypting a
smaller ciphertext on its own. We therefore decided against CRT batching.
Efficient Packing of the Ciphertexts. The encoding of the wire keys uses
exactly 128 coefficients of the BFV ciphertext. Since the degree of the polynomial
modulus (poly modulus degree) is set to 2048, we only use 116 of the coefficients
of each ciphertext. Even though we decided not to use CRT batching, utilizing
the unused coefficients for packing additional 15 wire keys in a ciphertext seems
desirable in order to reduce the communication of the protocol by a factor of 16.
Unfortunately, without access to the secret key, it is not possible for P1 to
homomorphically extract a subset of coefficients of the underlying plaintext, and
thus a wire key. Therefore, multiple wire keys can only be packed in a response
to P2 holding the secret key.
Traditionally, each of the encrypted garbled gates consists of two ciphertexts,
holding the blinded wire keys for the two incoming wires of that gate. First, we
describe a way to combine the encrypted wire keys, Enc(sj) and Enc(sk), into one
ciphertext Enc(sj ||sk). Since in the plaintexts the wire keys of length 128-bits are
followed by 15×128 coefficients set to zero, we can use these coefficients to encode
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further wire keys. We achieve this by applying a “homomorphic (right) bit shift”
of 128-bits (respectively coefficients) to one of the wire keys (by multiplying a
ciphertext by the plaintext constant 2128) and adding both wire keys afterwards.
These wire keys still have to be blinded to form the encrypted garbled
gate encGGi, which can now be achieved by only one homomorphic addition.
Therefore, we concatenate the blinding values bi and b
′
i and homomorphi-
cally add them to Enc(sj ||sk) to receive the encrypted garbled gate encGGi =
Enc(sj ||sk)+Enc(bi||b′i) = Enc((sj +bi)||(sk +b′i)). Since P2 is in charge of telling
the wire keys apart, “unpacking” is simply done by decrypting the ciphertext
and assigning 128-bits to both wire keys.
Analogously, we can pack additional encrypted garbled gates into the same
ciphertext and thereby use all 2048 coefficients to pack 8 encrypted garbled
gates. This can be done efficiently using Horner’s method as described in [KSS13].
Blinding of the wire keys can now be applied by concatenating 16 blinding values
and add them to the ciphertext in a single homomorphic addition.
Compared to not using this packing technique, we require the same number
of homomorphic additions (15 additions to pack the 16 wire keys + 1 addition
for the combined blinding value instead of one addition of a blinding value per
wire key) and 15 multiplications by 2256, but we also eliminated 15 decryptions
since P2 only receives one ciphertext instead of 16. Since for our instantiation
of the BFV protocol decryption is more expensive than homomorphic scalar
multiplication, this also improves computation.
Wire Key Generation Using Seed Expansion. The wire keys are encrypted
by the private key owner P2 and can be homomorphically encrypted using the
secret key to have smaller noise and smaller ciphertext size. When encrypting
with the secret key, half of the ciphertext coefficients are chosen uniformly at
random from Rq. Using a pseudo-random function, one can sample these coeffi-
cients by expanding a seed sent to P1 instead. This nearly halves the ciphertext
size of the encrypted wire keys and significantly improves communication which
is the major bottleneck of the scheme.5
5 Evaluation
In this section, we describe our implementation of the different instantiations
of the [KM11] protocol and point out bottlenecks and advantages. We exper-
imentally compare our implementations with the best existing UC-based PFE
implementation of [Alh+20]. We also give estimates on the efficiency of the
recent UC improvements of [Liu+20] that results in 33% smaller UCs and hence
would improve UC-based PFE of [Alh+20] by around 33% in both runtime and
communication (cf. dashed lines in Fig. 4 and 3). The results of our performance
tests show that HE-based linear-complexity PFE supersedes UC-based PFE in
runtime starting from a few thousand gates already and in communication for all
5 Since January 2020 (version 3.4.0) the SEAL library [Sea19] supports seed expansion
and encryption with the secret key. Our implementation uses this optimization.
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circuit sizes. Hence, linear-complexity PFE is a viable alternative for improving
the performance of private function evaluation.
5.1 Implementation
We implemented our optimized and fully parallelized version of the [KM11] pro-
tocol described in Sect. 4 using the ABY SFE framework [DSZ15]. Our imple-
mentation is available as open-source at https://encrypto.de/code/linearPFE.
This is the first implementation of a linear-complexity PFE protocol. We pro-
vide a fair comparison with today’s most efficient UC-based PFE implementa-
tion of [Alh+20] with complexity Θ(N log N) which is based on the same STPC
framework ABY.
We instantiate sEnc as sEnck′(m) = (AESk′(0)||AESk′(1)|| . . . ||
AESk′((|m| + σ)/128	 − 1)) ⊕ (m||0σ), where AES is AES-128 and σ = 40
is the statistical security parameter. The arbitrary-length key k is mapped to a
128-bit key k′ = KDF(k) where the KDF is instantiated with PBKDF2.
We instantiate the DJN cryptosystem with modulus size of 3072 bits.
In our EC ElGamal-based implementation we use the eBATS B-251 binary
elliptic curve. RELIC encodes each point on the elliptic curve in 33 bytes.
SEAL serializes ciphertexts as 64-bit values using a compression function. For
our specific choice of parameters, this compression did not achieve ideal results.
For all ciphertexts except the encrypted wire keys where a seed is used to reduce
their size, we implemented our own serialization where we eliminate unnecessary
zeroes and thereby reduce the ciphertext size compared to the SEAL encoding.
5.2 Experimental Evaluation
We use two identical machines with a physical connection of 10 Gbit/s band-
width and a round-trip time of 1 ms. We refer to this as the LAN setting and
also simulated a WAN setting with 100 Mbit/s bandwidth and a round-trip time
of 100 ms. Each machine is equipped with an Intel Core i9-7960X CPU (32 Cores,
2.8 GHz) and 128 GB RAM. All measurements are averaged over 10 executions.
Because in all PFE protocols the costs for the input x is substantially lower than
for the gates, we fix the number of input bits to u = |x| = 64. The exact perfor-
mance measures used to plot the figures are given in the full version [Hol+20].
Communication. In Fig. 3, we depict the communication of the PFE protocols.
The EC ElGamal instantiation clearly outperforms all other implementations,
including UC-based PFE [Alh+20] and thereby offers the best PFE scheme in
terms of communication known so far. Its communication is lower than UC-based
PFE of [Alh+20] by a factor of ∼11× for circuit size N = 106.
We observe that the communication complexity of DJN-based PFE is on
par with UC-based approaches. Due to its large ciphertext size, BFV-based
encryption has the worst communication of our instantiations but it is only a
factor of about 1.8× higher for N = 106 than that of UC-based PFE [Alh+20].
Its communication is significantly reduced by the seed expansion technique to
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Fig. 3. Communication of PFE protocols (in MB).
reduce the size of the encrypted wire keys in the BFV scheme (cf. Sect. 3.3). In
the onlinex phase, the communication of all protocols only depends on the size
of the input x and is nearly negligible (only a few KB).
Runtime. In Fig. 4, we depict the runtime of our implementation compared to
the most recent UC-based PFE implementation of [Alh+20].
ECC-based PFE is our fastest implementation: Compared to the state-of-the-
art UC-based PFE implementation of [Alh+20], the total runtime for N = 106
gates is faster by a factor ∼3.3× in LAN and ∼7.0× in WAN.
BFV-based PFE offers promising total runtimes even though it is less effi-
cient than ECC-based PFE of [Alh+20] by a factor of ∼1.4× in LAN and ∼1.8×
in WAN for N = 106. The larger factor in the WAN setting results from its larger
communication overhead compared to ECC-based PFE. These findings underline
that though computational complexity is still relevant, communication complex-
ity becomes the bottleneck for these PFE protocols. Therefore, the computa-
tional advances of BFV cannot compensate its larger ciphertext sizes any more.
Still, our implementation instantiated with the BFV scheme beats [Alh+20] for
circuits of about N ≥ 250000 gates when function- and input-independent pre-
computations from the setupN phase are excluded cf. full version [Hol+20]).
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Fig. 4. Runtime of PFE protocols (in seconds).
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DJN-based PFE has impractical computational overhead, i.e., about 53 min-
utes of runtime for N = 106 gates in LAN (compared to 24 s of the ECC-based
instantiation), even with the optimizations described in Sect. 3.3. Its runtime in
WAN is similar to WAN as it is dominated by computation.
Per-phase Comparison. In the setupN phase, computation and communica-
tion are independent of the function f and input x and only depend on the
(maximum) size of f . This yields significant large precomputation capabilities
of HE-based PFE, especially for our BFV-based instantiation.
In the setupf phase, the logarithmic overhead of UC-based PFE of [Alh+20]
has a large performance impact. In contrast, HE-based protocols scale linearly
and outperform UC-based PFE for N ≥ 106 in LAN and N ≥ 250000 in WAN.
In the onlinex phase, HE-based PFE outperforms UC-based PFE of [Alh+20]
for about N ≥ 1000 gates in LAN and N ≥ 10000 gates in WAN. Here, the com-
putation is dominated by GC evaluation. The logarithmic overhead of the UC
size compared to the actual circuit leads to a noticeable performance drawback.
Since our ECC-based implementation uses points on the elliptic curve as wire
keys (encoded as 264 bit values), the GC is larger by a factor of about two
compared to the BFV- and DJN-based instantiations where wire keys have size
128 bits. This impacts GC evaluation runtime and BFV-based PFE becomes the
fastest instantiation in the onlinex phase.
When excluding precomputation of the setupN phase from the total runtime,
BFV-based PFE outperforms UC-based PFE of [Alh+20] for about N ≥ 250000
in LAN and WAN, and ECC-based PFE outperforms [Alh+20] for about N ≥
10000 in LAN and about N ≥ 25000 in WAN (cf. full version [Hol+20]).
Summary. In this paper, we optimize and implement the linear-complexity PFE
protocol of [KM11]. Our elliptic curve ElGamal-based implementation outper-
forms the state-of-the-art UC-based PFE implementation of [Alh+20] not only
in communication, but also in total runtime: For private circuits of size N = 106,
our implementation is ∼3.3× faster in a LAN and ∼7.0× faster in a WAN setting
and scales with O(N) instead of Θ(N log N).
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Abstract: Decision trees and random forests are widely
used classifiers in machine learning. Service providers
often host classification models in a cloud service and
provide an interface for clients to use the model remotely.
While the model is sensitive information of the server,
the input query and prediction results are sensitive infor-
mation of the client. This motivates the need for private
decision tree evaluation, where the service provider does
not learn the client’s input and the client does not learn
the model except for its size and the result.
In this work, we identify the three phases of pri-
vate decision tree evaluation protocols: feature selec-
tion, comparison, and path evaluation. We systematize
constant-round protocols for each of these phases to
identify the best available instantiations using the two
main paradigms for secure computation: garbling tech-
niques and homomorphic encryption. There is a natural
tradeoff between runtime and communication consider-
ing these two paradigms: garbling techniques use fast
symmetric-key operations but require a large amount of
communication, while homomorphic encryption is com-
putationally heavy but requires little communication.
Our contributions are as follows: Firstly, we systemat-
ically review and analyse state-of-the-art protocols for
the three phases of private decision tree evaluation. Our
methodology allows us to identify novel combinations
of these protocols that provide better tradeoffs than ex-
isting protocols. Thereafter, we empirically evaluate all
combinations of these protocols by providing communi-
cation and runtime measures, and provide recommenda-
tions based on the identified concrete tradeoffs.
Keywords: Privacy-preserving protocols, secure compu-
tation, garbling techniques, homomorphic encryption,
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1 Introduction
Machine learning is pervasively being applied in various
real-world scenarios. All major IT companies, including
Amazon, Apple, Google, Facebook and Microsoft, are
working on and use machine learning technologies. First,
a training phase takes place where a model is trained on
a large dataset so that later it can make predictions on
an input, which happens in the evaluation phase. One
of the most commonly used predictive models are deci-
sion trees, whose extension to random forests – sets of
smaller decision trees trained on different random sub-
sets of features – is considered to be among the most
accurate classification models [DCBA14].
In many scenarios, predictive models such as deci-
sion trees and neural networks are trained or queried
on sensitive data and should be handled in a pri-
vate manner [WGC18]. Solutions for private training
of decision trees exist that have been heavily opti-
mized [LP00, LP02, VC05, VCKP08, BS09, FW12].
In this work, we focus on the private evaluation of
decision trees with security against passive adversaries.
In this scenario, the server holds a decision tree and
offers its evaluation as a service to its client with sen-
sitive input to the decision tree. Moreover, the model
may leak information about the training data used for
its generation, which is a valuable asset of the server.
The server’s goal is to offer the service without compro-
mising the client’s input, or the client learning anything
about the decision tree (beyond its size and the result).
Note that recent works [TZJ+16, PMG+17, SSSS17,
JSD+18] have shown that it is possible for an attacker
who has only blackbox oracle access to prediction APIs
of machine learning models to succeed in learning model
parameters by repeated adaptive queries to the API.
Defending against such attacks is an active area of
research and several proposals have already appeared,
e.g., [TZJ+16, KMAM18, JSD+18]. We deem dealing
with blackbox attacks out of scope for this paper.
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Thomas Schneider: TU Darmstadt, E-mail:
schneider@encrypto.cs.tu-darmstadt.de
SoK: Modular and Efficient Private Decision Tree Evaluation 188
1.1 Applications
Cloud-hosted evaluation of machine learning models is
a widely used service that companies such as Amazon,
Google or IBM provide to their customers. While doing
so [Bar15], AmazonWeb Services (AWS) recognizes that
their clients care about the privacy of their data [Ser18].
These services can be enhanced by using private evalu-
ation of machine learning models to allow for providing
a service while violating the privacy of neither the re-
sulting model nor the customers’ input features. Most
machine learning APIs such as BigML [Big18], ML-
JAR [MLJ17], Wise.io [Wis18], or Azure Machine Learn-
ing Studio [Mic18] support decision tree or random for-
est classifiers. Decision tree evaluation has a tremendous
amount of applications, and is being used by companies
such as Facebook [IK17] and Microsoft [RG16].
Private decision tree evaluation can provide a so-
lution for private medical diagnosis [TASF09], such
as electrocardiogram classification [BFK+09, BFL+11],
where the medical history and genomic data of the pa-
tient are sensitive information. Decision trees and ran-
dom forests can be applied for malware [AM18], and
text classification [RMD18]. Moreover, decision trees
and random forests have been successfully used for de-
tecting insider threat [MAAG15] and multimedia pro-
tocol tunneling [BSR18], as well as spam campaign-
ers [GKG+18], and predicting the interruptability in-
tensity of mobile users [YGL17], data hotspots in cellu-
lar networks [NIZ+16], and even private interactions in
underground forums [OTGM18]. Private evaluation of
decision trees and random forests can enhance the pri-
vacy that these techniques provide, while protecting the
sensitive business information of the service provider.
Recently, secure evaluation of branching programs, an
extension of decision trees, has also been utilized in a
protocol for private set intersection [CO18].
1.2 Outline and Our Contributions
There exist two main paradigms for secure computation:
homomorphic encryption, which often has little commu-
nication but high computation complexity, and garbling
techniques, which require more communication, but uti-
lize efficient symmetric-key primitives. In this work,
we systematically analyze the state-of-the-art constant-
round protocols for private decision tree evaluation that
make use of these paradigms. We explore the tradeoffs
and combinations of the identified sub-protocols, com-
pare the performance of all combinations and identify
Sub-protocol PathH PathG
SelH + CompG HGH §4.1 HGG [BFK+09]
SelG + CompG GGH §4.1 GGG [BFK+09]
SelH + CompH HHH [TMZC17] HHG §4.1
SelG + CompH × ×
Table 1. Combinations of sub-protocols for private decision tree
evaluation ABC = SelA + CompB + PathC. SelH/SelG denotes
oblivious feature selection, CompH/CompG oblivious comparison,
and PathH/PathG oblivious path evaluation with homomorphic
encryption (H) and garbling techniques (G).
the most efficient constant-round private decision tree
evaluation protocols to date.
In more details, our contributions are as follows:
Systematization and analysis of existing tech-
niques (§3). Private decision tree evaluation consists
of three sub-protocols: The first is private selection of
features that are to be compared with in each of the
decision nodes, the second is private comparison, and
the third is private evaluation of the path correspond-
ing to the given input in the decision tree. We analyze
the state-of-the-art techniques for these sub-protocols
that use additively homomorphic encryption (H) as
well as those using garbling techniques (G). We de-
note the different approaches for oblivious selection,
comparison, and path evaluation by SelH/SelG (§3.1),
CompH/CompG (§3.2), and PathH/PathG (§3.3), re-
spectively, and describe their efficient instantiations.
Protocols for private decision tree evalua-
tion (§4). We show that different sub-protocols can
be combined efficiently, resulting in the six protocols
shown in Tab. 1. We adapt all resulting protocols to
an offline-online setting, where all operations indepen-
dent of the input features are precomputed in an offline
phase, which results in a more efficient online phase
(§4.1). Thereafter, we present protocol extensions for
some of our protocols (§4.2).
Empirical evaluation (§5). We evaluate the per-
formance of the resulting private decision tree evalua-
tion protocols and study the tradeoff between runtime
and communication on example real-world datasets. We
show the competitive performance of general-purpose se-
cure two-party computation protocols for sub-protocols
of private decision tree evaluation that has been claimed
to be inefficient in [WFNL16, TMZC17].
Improvements and recommendations (§6).
We show that our identified hybrid protocols that com-
bine homomorphic encryption with garbling techniques
achieve an order of magnitude runtime improvement
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S Server (holds decision tree)
C Client (holds input features)
T Decision tree
n Dimension of feature vector
t Bitlength of a feature
m Number of decision nodes
m′ Number of depth-padded decision nodes
m Number of possibly depth-padded decision
nodes, i.e., m or m′, depending on the un-
derlying protocol
d Depth of decision tree
x = {x1, . . . , xn} Client’s feature vector
y = {y1, . . . , ym} Server’s thresholds for (padded) decision nodes
κ Symmetric security parameter (= 128)
s Statistical security parameter (= 40)
τsym Size of symmetric ciphertext (= 128)
τElGamal Size of ciphertext in lifted ElGamal (= 514)
τPaillier Size of ciphertext in Paillier (= 4096)
τDGK Size of ciphertext in DGK encryption (= 2048)
Table 2. Notations used throughout the paper.
over state-of-the-art protocols. We provide recommen-
dations for different settings based on our findings.
Related work (§7) and open questions. Fi-
nally, we discuss our results in relation to related work.
The protocol based solely on garbling techniques can
easily be extended to security against malicious clients
(cf. §4.1). Tai et al. [TMZC17] propose the same (more
costly) extension using zero-knowledge proofs for the
protocol based solely on homomorphic encryption. As
interesting future work, one could study and extend the
security of hybrid protocols against malicious clients.
2 Preliminaries
In this section, we detail necessary preliminaries to our
work. The notations we use are summarized in Tab. 2.
2.1 Decision Trees
A decision tree is a binary tree T with m internal
nodes called decision nodes, as shown in the exam-
ple in Fig. 1a. Every leaf node is called a classifica-
tion node and is associated with a classification value
v = {v1, . . . , vm+1}. A decision tree has a threshold vec-
tor y = {y1, . . . , ym} and receives an n-dimensional fea-
ture vector x = {x1, . . . , xn} as input. At the jth deci-
sion node (j ∈ {1, . . . ,m}), a comparison between an xi
and yj takes place (i ∈ {1, . . . , n}), where σ : m → n
denotes the mapping for input selection. Decision tree
evaluation T (x) means evaluating the comparisons at
each decision node of a path, the result of which defines
the branch taken next. When a leaf node is reached on
the path, the corresponding classification is outputted.
The depth d of the decision tree is the length of the
longest path between the root and any leaf.
Additionally, we define depth-padding, where
dummy decision nodes are introduced at every leaf un-
til depth d is reached in order for each path to have
the same depth. A dummy node has one outgoing edge,
i.e., independently from the comparison result it leads
to the same node as shown in Fig. 1b. The number of
these dummy nodes, which depends on the structure of
the tree, is at most
∑m−1
i=1 i, i.e., the number of decision
nodes in the depth-padded tree is m ≤ m′ ≤ 12m(m+ 1).
From here on, we use m whenever both m or m′ can be
used in a protocol.
Real-world datasets. In this paper, we use the
real-world datasets summarized in Tab. 3 for which we
trained decision trees using scikit-learn [sld17]. These
datasets are taken mostly from the UCI machine learn-
ing repository [Lic18]: the classical iris dataset for pat-
tern recognition of the iris flower, the wine and (breast)
cancer datasets for classification based on the chem-
ical analysis of wines and the characteristics of a di-
agnostic image, resp., as well as the boston dataset
that includes house prices, the digits dataset that con-
tains images of hand-written digits, which has been used
by NIST [GBC+97], and the diabetes dataset that in-
cludes automatic and paper records of diabetes patient
glucose measurements for classification. The linnerud
dataset has been used in [Ten98] for regression and in-
cludes physiological measurements. The decision trees
are of varying sizes and depths which allows us to study
the behaviour of our identified protocol combinations.
In Tab. 3, we show the values of n (number of input
features), d (depth), m (number of decision nodes), and
m′ (number of depth-padded decision nodes).
2.2 Cryptographic Techniques
Private decision tree evaluation protocols can be con-
structed based on both paradigms for secure computa-
tion: homomorphic encryption and garbling techniques.
We detail the techniques used in this work.
Oblivious transfer. 1-out-of-2 oblivious trans-
fer (OT) allows a sender to obliviously send one of
two messages m0,m1 to a receiver according to the re-
ceiver’s selection bit b, without the receiver learning any-
thing about m1−b or the sender learning b. OT generally





















(b) Depth-padded decision tree with
m′ = 3.
Fig. 1. Decision trees with depth d = 2.
Dataset n d m m′ Source
iris 3 5 8 19 UCI [Lic18]
wine 7 5 11 26 UCI [Lic18]
linnerud 3 6 19 47 [Ten98]
(breast) cancer 12 7 21 66 UCI [Lic18]
digits 47 15 168 1,161 UCI [Lic18]
diabetes 10 28 393 6,432 UCI [Lic18]
boston 13 30 425 6,768 UCI [Lic18]
Table 3. Example decision trees of varying sizes with n input
features, m decision nodes, m′ padded decision nodes, and d
depth for real-world datasets, trained using scikit-learn [sld17]
which contains a library with these datasets.
requires expensive public-key operations [IR89]. How-
ever, a small (symmetric security parameter κ) number
of base OTs can be extended to any polynomial num-
ber of OTs efficiently using only symmetric-key oper-
ations [IKNP03]. Improvements to such OT extension
protocols have been presented with security against pas-
sive [ALSZ13] and active adversaries [ALSZ15, KOS15].
OTs can be efficiently precomputed [Bea95], which is
suited for an offline-online scenario, where the parties
can precompute parts of the protocol before providing
their inputs to the computation: During precomputa-
tion in the offline phase, it is possible to run random
OTs on random inputs, which are then used to mask
the actual messages and choice bits. To retrieve the out-
put of the OT in the online phase, the parties blind
their messages using inexpensive XOR operations, and
require |m0|+ |m1|+ 1 bits of communication, whereas
all cryptographic operations are shifted to the offline
phase, which requires τsym bits of communication per
random OT [ALSZ13].
Yao’s garbled circuit protocol. Secure two-
party computation allows two parties to compute an
arbitrary functionality on their private inputs without
learning anything about the other party’s input (be-
yond the output). Yao’s garbled circuit (GC) proto-
col [Yao82, Yao86] is one of the most widely used solu-
tions for secure two-party computation. Yao’s protocol
works as follows: one of the parties acts as the garbler,
who garbles the circuit, i.e., assigns two random keys cor-
responding to 0 and 1 to each of its wires and encrypts
the gates using these keys. The garbler sends this gar-
bled circuit GC to the other party, the evaluator, who
evaluates it after having obliviously received the keys
corresponding to its input bits from the garbler through
OTs. The protocol therefore relies on OTs linear in the
input length of the evaluator and symmetric-key oper-
ations linear in the size of the Boolean circuit describ-
ing the function. Various optimizations exist including
point-and-permute [BMR90], free-XOR [KS08a], fixed-
key AES garbling [BHKR13], and half-gates [ZRE15],
while at the implementation level Single Instructions
Multiple Data (SIMD) operations can be used [BJL12].
All these state-of-the-art optimizations are implemented
in the ABY framework [DSZ15], which we use in our im-
plementation. With all these optimizations, each AND
gate of the circuit needs 2τsym bits of communication.
Additionally, we use the point-and-permute tech-
nique in our protocols [BMR90]. In the classic garbling
scheme, each wire i has two labels (k0i for 0 and k1i for 1)
associated with it. In order to hide the truth values of
these wires with minimal overhead, a color bit can be
appended to each label (opposite color bits for 0 and 1).
The relation of the color bits and the truth values are
known only to the garbler, while the evaluator holds one
label from each wire, the color bit of which it can use to
proceed with evaluation. In the end of the protocol, the
evaluator possesses the wire labels for the output value,
which have the color bits appended to them.
We use the following notations for the garbling
scheme: (GC, out0, out1)← Garble(C, in0, in1) denotes
the garbling method that returns the garbled circuitGC,
including the output wire keys (out0, out1) for both
the 0 and 1 values, respectively. It gets as input circuit C
and input wire key pairs (in0, in1) for the evaluator’s in-
put wires. (GC, color) ← Garble’(C, in0, in1) denotes
the same garbling method but returns the color bits
along with GC. out← Eval(GC, in) denotes GC evalu-
ation where the evaluator inputs his input wire keys in
(received via OTs from the garbler), and receives the out-
put wire keys out corresponding to the output bits. The
actual output remains oblivious to the evaluator, since
he does not learn the values the wire keys correspond to.
out’← Eval’(GC, in) denotes a similar method, where
the evaluator receives blinded output bits out’, i.e., the
color bits of the outputs.
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Homomorphic encryption. Additively homomor-
phic encryption allows anyone holding the public key pk
to calculate [x1 + x2] = [x1]  [x2], given two cipher-
texts [x1] := Encpk(x1) and [x2] := Encpk(x2). Multiply-
ing [c ·x] = c  [x] with constant c is supported since this
is equal to adding [x] with itself c times, which can be
efficiently computed using the double-and-add method.
We use semantically secure additively homomorphic
encryption schemes. More specifically, we use Paillier
encryption with packing [Pai99, DJ01], DGK encryp-
tion [DGK08], and Lifted ElGamal encryption [ElG85].
With a plaintext space of ZN , the ciphertext space of
Paillier and DGK encryption are Z∗N2 and Z∗N , respec-
tively, where N is an RSA modulus. Paillier encryp-
tion allows for packing of plaintexts and ciphertexts
when the encrypted values are smaller than the plaintext
space. We use ciphertext packing since the ciphertext [x]
in our case is much larger than the plaintext x. Thus,
we can pack n ciphertexts [x1], ..., [xn] into a single one:
[X] = [xn||xn−1||...||x1], and reduce the communication
from n · τPaillier to n · τPaillier/|xi|.
Lifted ElGamal encryption is similar to the classical
ElGamal scheme, with the exception that the plaintext
message is in the exponent, i.e., m is replaced by gm,
where g is the group generator. This allows for additive
homomorphism but makes decryption more difficult due
to the discrete logarithm that needs to be solved. Lifted
ElGamal can be instantiated using elliptic curve (EC)
cryptography, where the ciphertext is represented by
two EC points. This scheme is thus very efficient but
can only be used when the encrypted plaintext values
are in a known small subset of the plaintext space.
3 Protocol Building Blocks
Private decision tree evaluation is run between two par-
ties: a server S holding a classification tree T (with
threshold vector y, input selection σ and classification
values v) and a client C providing its input feature vec-
tor x. After the protocol evaluation, C obtains the classi-
fication result, without learning any information about
the tree beyond its size and the output, and S learns
nothing about C’s input features. The corresponding
ideal functionality FPDTE is depicted in Fig. 2.
In this section, we recapitulate the state-of-the-art
sub-protocols for private decision tree evaluation with
security against semi-honest adversaries. We describe
each protocol and refer to the original publications for
specific details on each construction. In §3.1, we detail
Ideal functionality FPDTE.
1. Private input of S: decision tree T .
2. Private input of C: inputs x = {x1, . . . , xn}.
3. Compute: evaluate v = T (x).
4. Output of C: classification result v.
Fig. 2. FPDTE – Ideal functionality for private decision tree evalu-
ation (PDTE). A decision tree T is defined by its topology, input
selection σ : m → n, thresholds y = {y1, . . . , ym} and classifica-
tion values v = {v1, . . . , vm+1}.
Ideal functionality FSel, given a secret sharing
scheme S1.
1. Private input of S: selection σ : m→ n.
2. Private input of C: inputs x = {x1, . . . , xn}.
3. Compute: z = {xσ(1), . . . , xσ(m)}, i.e., select
m values from the n inputs with selection σ.
4. Output of S, C: secret S1 shares of z.
Fig. 3. FSel – Ideal functionality for obliviously selecting m ele-
ments from n ≤ m elements.
two protocols for privately selecting features from n in-
put features that are assigned to a decision node to be
compared at (selection phase). In §3.2, we recapitulate
two sub-protocols for private comparison (comparison
phase): one based on garbled circuits and another one
based on additively homomorphic encryption. There-
after in §3.3, we provide protocols for obliviously eval-
uating the path to the classification leaf based on the
results of the previous phase (path evaluation phase).
In all sub-protocols presented in this section, the
number of decision nodes in decision tree T is ei-
ther m or the number of decision nodes m′ after depth-
padding (cf. §2.1). This is according to the approach cho-
sen for path evaluation (§3.3). We use m decision nodes
in our description, where possibly m = m or m = m′.
For completeness, we give in §A the communication
of all sub-protocols in Tab. 5 and their asymptotic com-
putation complexities in Tab. 6.
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Ideal functionality FComp, given two secret sharing
schemes S1, S2.
1. Private inputs of S, C: secret S1 shares of the
selection xσ(1) . . . , xσ(m).
2. Private input of S: y = {y1, . . . , ym}.
3. Compute: for i ∈ {1, . . . ,m}: ci = 1 if
xσ(i) < yi, else ci = 0.
4. Output of S, C: secret S2 shares of c1, . . . , cm.
Fig. 4. FComp – Ideal functionality for obliviously comparing m
pairs of elements.
Ideal functionality FPath, given secret sharing
scheme S2.
1. Private inputs of S, C: secret S2 shares of the
comparison results {c1, . . . , cm}.
2. Private input of S: decision tree T .
3. Compute: evaluation of the decision tree path
using the comparison results resulting in leaf v.
4. Output of S: classification result v.
Fig. 5. FPath – Ideal functionality for oblivious path evaluation.
3.1 Selection Phase
The selection phase obliviously selects from the n fea-
tures of the client C a value for each of the m decision
nodes (where they are to be compared to thresholds) ac-
cording to the selection σ : m→ n of the server S. The
ideal functionality FSel that describes this selection is
shown in Fig. 3. We identify two ways to instantiate it,
one based on additively homomorphic encryption (SelH),
and another one based on the secure evaluation of a
Boolean selection network using garbled circuits (SelG).
In both protocols, the outputs of the parties are secret
shares of the result: none of the parties learns any infor-
mation about the output, but they are able to continue
secure computation with it.
Selection using additively homomorphic en-
cryption (SelH, Fig. 6). Additively homomorphic en-
cryption has been used to perform oblivious selection
in [BPSW07, BFK+09]. In the protocol, the client C
encrypts its inputs, and sends the ciphertexts to the
server S. S then selects the values according to selec-
tion σ and homomorphically blinds these with statis-
tical blinding using fresh randomness (pads are longer
than the plaintext value by s bits, where s is the sta-
tistical security parameter). S then sends these to C,
who decrypts them, retrieving a blinded selection of its
inputs. In this sub-protocol, we use either Paillier en-
cryption with ciphertext packing for the m ciphertexts
to reduce the communication to (n+m/(t+ s)) · τPaillier
bits (cf. §2.2), or DGK encryption with smaller cipher-
texts and (n+m) · τDGK bits of communication.
Selection using a garbled selection net-
work (SelG, Fig. 7). An alternative for obliviously
selecting the features is evaluating a selection net-
work [KS08b, BFK+09], which is based on Waksman’s
permutation network [Wak68]. Firstly, S sends the GC
corresponding to the selection network to C. They then
perform nt OTs for each bit of the client’s input. In
most cases, n ≤ m, since features are used more than
once. The size of a selection network that maps n ≤ m
t-bit elements to m elements is t · Snm≥n = t · (0.5(n +
m) log(n) +m log(m)− n+ 1) [KS16, Appendix C]. The
communication of this protocol is (n + 2Snm≥n)t · τsym
bits offline and nt(2τsym + 1) bits online.
3.2 Comparison Phase
This section details two oblivious comparison protocols,
the ideal functionality FComp of which is given in Fig. 4.
The outputs of S, C are secret shares of the result. The
first uses homomorphic encryption (instantiating both
SelH and CompH), the second uses Yao’s GC (CompG).
Comparison (including selection) using addi-
tively homomorphic encryption (SelH +CompH,
Fig. 8). This comparison protocol, often referred
to as the DGK comparison protocol, was proposed
in [DGK07, DGK08, DGK09] and used for private deci-
sion tree evaluation in [WFNL16, TMZC17]. Since the
comparison protocol is performed using homomorphi-
cally encrypted bits of the client’s input and known
thresholds, the selection phase SelH can be realized
within this protocol without additional overhead. Thus,
it already includes the oblivious selection protocol
of §3.1 for free (cf. Tab. 1). It is observed in [DGK07]
that x < y is true if and only if ∃i ∈ {1, . . . , t} such
that fi(x, y) = xi − yi + 1 + 3
∑
j<i(xj ⊕ yj) = 0. C en-
crypts each bit of its input with an additively homo-
morphic encryption scheme (cf. §2.2), and sends the
ciphertexts to S, who chooses the appropriate feature
to compare with at each decision node and generates
a random bit ak for each comparison (k ∈ {1, . . . ,m}).
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Server S Client C
Input: m, selection σ, public key pk Input: x = (x1, . . . , xn), key pair pk, sk
Output: r1, . . . , rm random Output: z1, . . . , zm blinded values




[x1], . . . , [xn] For l ∈ {1, . . . , n} : [xl]← Encpk(xl)
O
nline
For i ∈ {1, . . . ,m} ←−−−−−−−−−−−−
[zi]← [xσ(i) + ri] [z1], . . . , [zm] For i ∈ {1, . . . ,m} :
−−−−−−−−−−−−→ zi ← Decsk([zi])
Return r1, . . . , rm Return z1, . . . , zm
Fig. 6. SelH – Oblivious selection using additively homomorphic encryption.
Server S Client C
Input: m, selection σ Input: x = (x1, . . . , xn)
Output: K0 = (K01,1, . . . ,K0m,t),K
1 = (K11,1, . . . ,K1m,t) Output: K = (K1, . . . ,Km,t) keys
Generate circuit C of selection network realizing σ : m→ n Offl
ine
(GC, (K01,1, . . . ,K0m,t), (K
1




Garble(C, (s01,1, . . . , s0n,t), (s11,1, . . . , s1n,t)) −−−−−−−−−−−−→
For i ∈ {1, . . . , n} For i ∈ {1, . . . , n}
O
nline
For j ∈ {1, . . . , t} For j ∈ {1, . . . , t}
s0i,j , s
1
i,j −−−−−−−−−→ OT ←−−−−−−−−− xi,j−−−−−−−−−→ sxi,ji,j
Return K0 = (K01,1, . . . ,K0m,t),K
1 = (K11,1, . . . ,K1m,t) Return (K1,1, . . . ,Km,t)← Eval(GC, (s
x1,1
1,1 , . . . , s
xn,t
n,t ))
Fig. 7. SelG – Oblivious selection using a garbled selection network.
Then, the above comparison is performed that outputs
a blinded ciphertext [ri · fi(x, y)] for each bit of each
feature. If any of these ciphertexts decrypts to zero,
then xi < yi. The comparison bit is not revealed to the
client in clear, but is secret shared between the parties
(S holds random bit ak, C holds the result blinded by ak,
i.e., bk = ak ⊕ [xσ,k < yk]). The efficient lifted ElGamal
encryption scheme can be used here (cf. §2.2), since the
client needs only to check if the result is g0 or not. The
communication in this variant is (n+m)t · τElGamal bits.
Joye and Salehi [JS18] present an optimization of
the DGK comparison protocol that improves the com-
munication roughly by factor two when comparing two
values with each other. However, as opposed to the DGK
comparison protocol presented in Fig. 8, it does not al-
low for including the selection step when more values
are compared. This incurs an overhead when the client
encrypts its elements, i.e., it now needs to encrypt m
instead of n elements. However, Joye and Salehi also
propose a private decision tree evaluation protocol that
uses their protocol such that only d comparisons be-
tween two values are performed as in plain decision tree
evaluation. We compare with this protocol in §4.2.
Comparison using garbled circuits (CompG,
Fig. 9). All oblivious comparisons can also be per-
formed with generic secure two-party computation pro-
tocols. This method has been used for comparison
in [BPSW07, BFK+09]. Yao’s garbled circuit is partic-
ularly efficient for private comparison, and requires t
AND gates per t-bit comparisons [KSS09]. Therefore, m
comparisons require 2mt·τsym bits communication. Vari-
ant (a) of this comparison protocol outputs the Boolean
shares of the output of the comparisons, i.e., the color
bits in Yao’s GC protocol (cf. §2.2). Variant (b) out-
puts the keys that correspond to the output wires: the
server holds key pairs for both 0 and 1, while the client
holds the keys for the output wires (without knowing
the values they correspond to).
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Server S Client C
Input: y = (y1, . . . , ym), selection σ, public key pk Input: x = (x1, . . . , xn), key pair pk, sk
Output: a1, . . . , am share Output: b1, . . . , bm share
Generate a1, . . . , am random bits For i ∈ {1, . . . , n}
O
nline
For j ∈ {1, . . . , t}
[x1,1], . . . , [xn,t] [xi,j ] = Encpk(xi,j)
For k ∈ {1, . . . ,m} ←−−−−−−−−−−−−
For i ∈ {1, . . . , t}
rk,i ← Z∗p, [ck,i] = [rk,i · (fk,i(xσ , y)− 2ak)] [c1,1], . . . , [cm,t] For k ∈ {1, . . . ,m}
Return (a1, . . . , am) −−−−−−−−−−−−→ If ∃i ∈ {1, . . . , t} : Decsk([ck,i]) = 0 then bk = 1
else bk = 0
Return (b1, . . . , bm)
Fig. 8. SelH+CompH – Oblivious selection and comparison using additively homomorphic encryption from [WFNL16, TMZC17].
Server S Client C
Input: y = (y1, . . . , ym), K0,K1 Input: K = (K1,1, . . . ,Km,t) keys
Output: (a) a = (a1, . . . , am) share Output:(a) b = (b1, . . . , bm) share
Output: (b) k0 = (k01 , . . . , k0m),k
1 = (k11 , . . . , k1m) keys Output: (b) k = (k1, . . . , km) keys
Generate C of m t-bit comparisons with y thresholds Offl
ine
(a) (GC, (a1, . . . , am))← Garble’(C,K0,K1) GC
(b) (GC, (k01 , . . . , k0m), (k
1




Return (a) color bits a = (a1, . . . , am), Return (a) b = (b1, . . . , bm)← Eval’(GC,K)
O
nlineReturn (b) k0 = (k01 , . . . , k0m), k
1 = (k11 , . . . , k1m) Return (b) k = (k1, . . . , km)← Eval(GC,K)
Fig. 9. CompG – Oblivious comparison using garbled circuits.
3.3 Path Evaluation Phase
This section describes two path evaluation protocols, the
first using homomorphic encryption (PathH) and the
second using a garbled decision tree (PathG). The ideal
functionality FPath is given in Fig. 5.
Path evaluation using additively homomor-
phic encryption (PathH, Fig. 10). The path eval-
uation protocol of [TMZC17] is highly optimized and
depends only on the number of decision nodes m. The
client C encrypts his share of the comparison bit for each
decision node, and sends it to the server. The server S
homomorphically computes the encryption of the actual
comparison bit (by removing the blinding), which is the
edge cost of the edge from the decision node that corre-
sponds to 0 (left). The other edge, corresponding to 1
(right), gets the opposite of this bit as its edge cost. For
each leaf node its path cost is computed by summing
up the edge costs along its path from the root. This re-
quires O(m) operations since intermediate values can be
reused. These and the classification labels on each leaf
node are then blinded by S using fresh randomness, and
sent to the client C. If the path cost decrypts to zero, C
can decrypt the classification label. This path evaluation
protocol has (3m+ 2) · τElGamal bits of communication.
Path evaluation using a garbled decision
tree (PathG, Fig. 11). The method for garbled deci-
sion tree (GDT) evaluation is analogous to Yao’s gar-
bled circuit technique [Yao86] described in §2.2, but
Eval(GDT, in) returns the output classification in the
clear. Our description is similar to that of [BPSW07]
that has been improved in [Sch08, BFK+09, BFL+11].
It relies on the idea of encrypting two keys at each de-
cision node, one to the left and one to the right child
nodes, along with their node indices, such that the eval-
uator C cannot deviate from the path corresponding to
the comparison results with his input vector x. We in-
troduce dummy decision nodes for hiding the length
of the path to the classification node. Revealing this
length would reveal information about the topology of
the tree, especially when multiple protocol runs with
the same model are possible. Alternatively, one can use
full decision trees [BPSW07], but then the overhead is
exponential in the depth d. This is much higher for
large trees than using depth-padding with m′ decision
nodes (cf. §2.1) as shown in Fig. 12. Moreover, we re-
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Server S Client C
Input: a = (a1, . . . , am), public key pk Input: b = (b1, . . . , bm), key pair pk, sk
Output: ⊥ Output: classification v




[bi] For i ∈ {1, . . . ,m} : [bi]← Enc(bi)
O
nline
For i ∈ {1, . . . ,m} ←−−−−−−−−−−−−
[Bi]← [bi ⊕ ai], [eci,0]← [Bi], [eci,1]← [1−Bi]




ecj,k], [pcj ]← [rj ·pcj ], [vj ]← [r′j ·pcj+vj ] Permuted [pcj ], [vj ] For j ∈ {1, . . . ,m+ 1}
−−−−−−−−−−−−→ If Decsk([pcj ]) = 0 then
Return v ← Decsk([vj ])
Fig. 10. PathH – Oblivious path evaluation using additively homomorphic encryption from [TMZC17].
Server S Client C
Input: k0 = (k01 , . . . , k0m′ ),k
1 = (k11 , . . . , k1m′ ) Input: k = (k1, . . . , km′ )
Output: ⊥ Output: classification v




Return v ← Eval(GDT,k)
O
nline
Fig. 11. PathG – Oblivious path evaluation using a garbled decision tree.
veal only the depth-padded number of decision nodesm′,
and nothing about m since both of them would reveal
information about the tree topology.
The server randomly permutes the nodes and gar-
bles the decision tree so that each node has an index i
and an encryption key ki corresponding to it. At each
node, the keys and indices of the child nodes are stored
in an encrypted manner using the key of the node and
keys k0i or k1i depending on the comparison result. This
means that at node i, Encki,k0i (kl||l) and Encki,k1i (kr||r)
are stored, where l is the index of the node on the left
and r is the index of the node on the right. The order of
the two ciphertexts is permuted according to the color
bits of k0i and k1i . The server sends GDT to the client,
who can evaluate it by decrypting one path leading to
the leaf node storing the classification. The communi-
cation in this protocol is sending the GDT , each node
of which stores two τsym-bit values and two indices, i.e.,
2m′ · (τsym + log2(m′ + 1)). An extension of this proto-
col presented in §4.2 reduces the client’s computation
to O(dt) symmetric key operations.
4 Protocols for Private Decision
Tree Evaluation
In this section, we discuss all possible combinations of
the sub-protocols from §3 that result in private deci-
sion tree evaluation protocols. We assess these in Tab. 4,
which is an extended version of Tab. 1. In addition to
the sub-protocols, we recapitulate the number of online
rounds and the leakage about the model. In private de-
cision tree evaluation, the client only learns the result
and some information about the size of the server’s deci-
sion tree: either the number of decision nodes m or the
number of padded decision nodes m′ and potentially
the depth d. We adapt all resulting protocols with secu-
rity against passive adversaries to an offline-online set-
ting. We note that it is possible to precompute parts
of the protocols even if not shown in the respective fig-
ures. In sub-protocols based on homomorphic encryp-
tion, we can precompute encryptions independent from
the client’s input, while in sub-protocols based on gar-
bling techniques, we can perform the base OTs and pre-
compute OTs (cf. §2.2).
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Protocol m Selection Interface Comparison Interface Path evaluation Online rounds Leakage
(Sel∗) (Comp∗) (Eval∗)
[BPSW07] m H G G 4 m, dpath
[WFNL16] m H (Fig. 8) H (Fig. 8) H 6 m
HGG [BFK+09] m′ H (Fig. 6) G (Fig. 13) G (Fig. 9) G (Fig. 11) 4 m′, d
GGG [BFK+09] m′ G (Fig. 7) G (Fig. 9) G (Fig. 11) 2 m′, d
HHH [TMZC17] m H (Fig. 8) H (Fig. 8) H (Fig. 10) 4 m
HHG m′ H (Fig. 8) H (Fig. 8) G (Fig. 14) G (Fig. 11) 4 m′, d
HGH m H (Fig. 6) G (Fig. 13) G (Fig. 9) H (Fig. 10) 6 m
GGH m G (Fig. 7) G (Fig. 9) H (Fig. 10) 4 m
Table 4. Concrete protocols based on the presented sub-protocols for selection, comparison and path evaluation, where m denotes
either the number of decision nodes m or padded decision nodes m′ in the protocols. Round complexity and leakage of different



























2d (Wu et al. [WFNL16])
m′ (depth-padded)
m (Tai et al. [TMZC17])
Fig. 12. Number of decision nodes in the different protocols for
the decision trees trained on real-world datasets from Tab. 3.
Note that the y-axis is in logarithmic scale.
Security guarantees. We combine sub-protocols se-
cure against passive adversaries with secret shared
output between the two parties. The outputs of our
primitives for selection (SelH and SelG) and compari-
son (CompH and CompG) as well as the inputs for com-
parison and path evaluation (PathH and PathG) are se-
cret shared as indicated in Figs. 3-5, i.e., the parties
do not learn any information by themselves. The secret
sharing technique is either XOR-sharing, additive blind-
ing or garbled inputs/outputs with the corresponding
key(s). Therefore, our sequentially composed protocols
remain secure against passive adversaries.
Selection and Comparison Strategy. For oblivi-
ous selection and comparison, the state-of-the-art pro-
tocols use additively homomorphic encryption SelH
(Fig. 6) [BFK+09] and CompH (Fig. 8) [TMZC17]. This
strategy is beneficial when it comes to communication
and storage, but implies an increased runtime compared
to garbling techniques. Garbling techniques have been
used for oblivious selection SelG (Fig. 7) [BFK+09]
and comparison CompG (Fig. 9) [BFK+09]. Thereafter,
these techniques have been claimed to be inefficient
in [WFNL16, TMZC17]. However, our experiments in §5
show that they have a very efficient online phase, and
perform better than the method based only on homo-
morphic encryption [TMZC17] with respect to total run-
time in most cases as well.
Path Evaluation Strategy. As discussed in §3.3, the
path evaluation sub-protocol of [TMZC17] using homo-
morphic encryption via PathH (Fig. 10) depends only
on the number of decision nodes m and is therefore es-
pecially efficient with sparse and large decision trees.
When this sub-protocol is used, m = m in all preceding
sub-protocols. This has been a tremendous improvement
for real-world decision trees over the path evaluation
method of Wu et al. [WFNL16], which depends expo-
nentially on the depth d of the tree, due to expanding
the tree to a full decision tree.
As opposed to this, in PathG (Fig. 11) the paths
need to have the same length in order to hide the tree
topology. Therefore, the tree is depth-padded tom = m′
decision nodes. m′ depends on the topology of the deci-
sion tree, i.e., the level of all leaves (cf. §2.1).
We depict in Fig. 12 the different numbers of de-
cision nodes that are used in state-of-the-art proto-
cols and our depth-padded approach, i.e., the orig-
inal number of decision nodes m (PathH, Fig. 10,
Tai et al. [TMZC17]), the depth-padded number of de-
cision nodes m′ (PathG, Fig. 11), and the number of
decision nodes in a full tree 2d (Wu et al. [WFNL16]).
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4.1 Protocol Combinations
In this section, we describe all protocols resulting from
valid combinations of sub-protocols presented in §3, and
adapt them to the offline-online setting. Here, all oper-
ations that depend only on the input of the server S’s
decision tree are performed in the offline phase, whereas
all operations that depend on the client C’s input are per-
formed in the online phase. Protocols that are efficient
in the online phase are especially important in appli-
cations where the client uses a computationally weak
device. Most of the computation can be done offline,
when the device is idle, and the query itself triggers
the online phase, which is performed more efficiently.
We show that protocols based on garbling techniques
are especially efficient in this setting, whereas the sub-
protocols based on homomorphic encryption require the
input directly at the start and therefore only few of the
computationally intense tasks can be performed offline.
ABC denotes the protocol that uses SelA for selection,
CompB for comparison and PathC for path evaluation.
HHH: SelH +CompH +PathH [TMZC17].
The state-of-the-art protocol using only homomorphic
encryption for all three sub-protocols was presented
in [TMZC17], the comparison protocol of which was first
used for private decision tree evaluation in [WFNL16].
We recapitulate it here as a combination of the ho-
momorphic sub-protocol SelH +CompH (Fig. 8) with
PathH (Fig. 10). The advantage of this protocol is that
very low communication is necessary between the two
parties and the selection happens along with the com-
parison. However, most computationally expensive cryp-
tographic operations must be computed online, since the
computation depends on the client’s input.
HGH: SelH +CompG +PathH. An oblivious
comparison protocol that can be used to output shares
of the comparison bits is Yao’s GC protocol is shown in
CompG (Fig. 9). Here, m garbled comparison circuits
can be precomputed in an offline phase. Thereafter, the
client evaluates these in the online phase (using SIMD
in parallel as described in §2.2) to retrieve the com-
parison color bits that are shares of the output bits.
However, this comparison protocol requires a selection
sub-protocol to choose m inputs to the m comparisons
from the client’s n ≤ m inputs. In this protocol, we use
SelH with Paillier or DGK encryption (cf. Fig. 6) in or-
der to achieve linear complexity. When combining these
approaches, the result of SelH is not the same as the
input of CompG, so the interface described below and
depicted in Fig. 13 is inserted to obliviously unblind
the output. After the comparison, the path evaluation
PathH of [TMZC17] can be used as before (cf. Fig. 10).
Combining homomorphic selection and garbled com-
parison (SelH→CompG, Fig. 13). The result of SelH
in Fig. 6 is a set of blinded (t+ s)-bit values for the
client C, and the blinding s-bit values for the server S.
In order to perform the comparison on t-bit values, S
and C must unblind the result using a GC for subtract-
ing each random value obliviously [BFK+09]. The sub-
tractions are performed on t-bit values, since the most
significant s bits of the blinded values can be dropped.
The keys corresponding to the result are used in CompG
(cf. Fig. 9). Overall, the m garbled subtraction circuits
require 2mt · τsym bits offline communication, mt · τsym
bits for precomputing random OTs, and mt(2τsym + 1)
bits online communication for the OTs.
GGH: SelG +CompG +PathH. Instead of in-
stantiating the selection with homomorphic encryption,
one can use SelG, a selection network (with O(mt logm)
complexity) using garbled circuits (cf. Fig. 7). Here,
most of the selection phase can be computed offline
due to precomputed OTs and the independence of the
GC from the client’s inputs. Then, CompG (Fig. 9)
can be directly performed, and the path evaluation sub-
protocol PathH of [TMZC17] (Fig. 10) is used as before.
The advantage of this protocol is that though the offline
communication is higher than in the previous protocols
due to the selection network with superlinear complex-
ity, it performs well in the online phase and due to the
path evaluation phase, it depends only on the number of
decision nodes m, since depth-padding is not required.
HGG: SelH +CompG +PathG [BFK+09]. Ho-
momorphic selection SelH (Fig. 6) and garbled compari-
son CompG (Fig. 9) (with the interface from Fig. 13 be-
tween) can also be combined with the path evaluation
technique PathG (Fig. 11). This induces overhead in the
number of decision nodes, since the depth-padded deci-
sion tree has a larger number of internal nodes m′ ≥ m
(cf. Fig. 12). However, this path evaluation protocol can
more efficiently be transformed to an offline-online set-
ting, since the GCs for comparison and the garbled de-
cision tree can be sent offline.
GGG: SelG +CompG +PathG [BFK+09].
This protocol consists exclusively of sub-protocols that
use garbling techniques: selection SelG (Fig. 7) and
comparison CompG (Fig. 9) with garbled circuits, and
garbled path evaluation PathG (Fig. 11). It has the
highest communication, though most data can be sent
in the offline phase.
Another advantage of this protocol is that it can
be easily extended to provide security against a mali-
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Server S Client C
Input: r1, . . . , rm Input: z1,1, . . . , zm,t blinded values (truncated)
Output: K0 = (K01,1, . . . ,K0m,t),K
1 = (K11,1, . . . ,K1m,t) Output: K = (K1,1, . . . ,Km,t) keys
Generate circuit C for m t-bit subtractions of r1, . . . , rm Offl
ine
(GC, (K01,1, . . . ,K0m,t), (K
1




Garble(C, (s01,1, . . . , s0m,t), (s
1




For i ∈ {1, . . . ,m} For i ∈ {1, . . . ,m}
O
nline
For j ∈ {1, . . . , t} For j ∈ {1, . . . , t}
s0i,j , s
1
i,j −−−−−−−−−−−−→ OT ←−−−−−−−−−−−− zi,j−−−−−−−−−−−−→ szi,ji,j
Return K0 = (K01,1, . . . ,K0m,t),K
1 = (K11,1, . . . ,K1m,t) Return K = (K1,1, . . . ,Km,t) = Eval(GC, (s
zi,j
1,1 ))
Fig. 13. SelH→CompG – Interface between the instantiation for SelH (Fig. 6) and CompG (Fig. 9).
Server S Client C
Input: a1, . . . , am′ share Input: b1, . . . , bm′ share
Output: k0 = (k01 , . . . , k0m),k1 = (k11 , , . . . , k1m′ ) Output: k = (k1, . . . , km′ ) keys







i ←−−−−−−−−−−−− −−−−−−−−−−−−→ k
ai⊕bi
i
Return k0 = (k01 , . . . , k0m),k1 = (k11 , , . . . , k1m′ ) Return k = (k1, . . . , km′ ) keys
Fig. 14. CompH→PathG – Interface between the instantiation for CompH (Fig. 8) and PathG (Fig. 11).
cious client: Since the only messages sent by the client
are in the OTs, one can use OT extension with secu-
rity against malicious clients, e.g., [ALSZ15, KOS15,
ALSZ17], which are only slightly less efficient than OT
extension with passive security. This adds little over-
head, whereas securing the other solutions against ma-
licious clients needs more expensive conditional OTs or
zero-knowledge proofs, e.g., as for HHH [TMZC17].
HHG: SelH +CompH +PathG. Due to the
worse efficiency of the homomorphic selection and com-
parison SelH +CompH (Fig. 8) and the high number
of decision nodes m′ for the garbled path evaluation
method PathG (Fig. 11), this protocol combination is
the least efficient. Moreover, it requires an interface of
OTs described below and depicted in Fig. 14.
Combining homomorphic comparison and garbled
path evaluation (CompH→PathG, Fig. 14). The result
of SelH +CompH (Fig. 8) is for both parties a share of
the comparison bit ci = ai ⊕ bi for all i ∈ {1, . . . ,m′},
while the input to PathG (Fig. 11) is a key for all com-
parison bits for the client C and two keys for both possi-
ble bits for the server S. After S generates these keys, C
and S engage in a 1-out-of-2 OT protocol for each com-
parison bit (cf. §2.2). This conversion requires m′τsym
bit offline and m′(τsym + 1) bit online communication,
since we can use the correlated OT (C-OT) extension
optimization of [ALSZ13].
4.2 Protocol Extensions
In this section, we describe protocol extensions, includ-
ing a natural modification of the HGG and GGG pro-
tocols, which allows the client to perform less computa-
tion and evaluate the decision tree in a similar manner
as in plain evaluation with only O(dt) cryptographic
operations. We compare this method with the protocol
of [JS18] that has the same asymptotic complexity.
Path evaluation with computationally re-
stricted client. A natural extension of HGG and GGG
is to perform only the required d comparisons during the
path evaluation phase as in the case of plain evaluation,
instead of doing all m′ comparisons in advance. This
improves computation, though we cannot use SIMD op-
erations for the comparisons anymore, since the GCs are
evaluated sequentially along the evaluation path. Simi-
larly, the client can decrypt only d (instead of m′) homo-
morphically encrypted blinded values in HGG in SelH
(cf. Fig. 6) before these comparisons. However, the com-
munication remains unchanged, since the actual evalua-
tion path taken needs to remain oblivious to the server.
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Joye and Salehi present a similar protocol in [JS18].
In their protocol, full decision trees are utilized to hide
the topology of the tree, and a 1-out-of-2i OT is per-
formed at the ith level (i ∈ {1, . . . , d}). However, the
full tree can be replaced with the depth-padded tree
described in §2.1, in which case 1-out-of-m′ OTs are suf-
ficient for levels where m′ < 2i. Though the communica-
tion of this protocol (O(n+d(t+m′))) is better than that
of HGG (O(n+m′t)) for small decision trees, its depen-
dency on the depth makes it worse for larger examples
such as the boston dataset (cf. §2.1). Moreover, it has
O(d) online rounds instead of the constant number of 4
rounds provided by HGG. Therefore, we conclude that
our HGG protocol is more efficient in most scenarios.
Other extensions. In §B.1, we describe modifica-
tions for categorical variables, and in §B.2 for securely
evaluating random forests. Classification confidence val-
ues (correctness probabilities), can be appended to the
classification labels in a straightforward manner.
5 Performance Evaluation
In this section, we compare the runtime and communica-
tion of all resulting protocols from §4. In our implemen-
tation, we instantiate primitives corresponding to secu-
rity level κ = 128 (and κ = 112 for public-key primitives)
as recommended by NIST for use until 2030 [BBB+16],
and statistical security parameter s = 40, and as in prior
work, we set the bitlength to t = 64. τ∗ denotes the ci-
phertext sizes: τsym = 128 for symmetric-key encryption,
τPaillier = 4096 for Paillier encryption, τDGK = 2048 for
DGK encryption, and τElGamal = 514 for ElGamal en-
cryption with elliptic curves and point compression.
The underlying frameworks for our open-source im-
plementation available at https://encrypto.de/code/
PDTE are the ABY secure two-party computation frame-
work [DSZ15]1 and the mcl library2 that includes a
highly optimized lifted ElGamal implementation. ABY
implements the state-of-the-art optimizations of Yao’s
garbled circuit protocol described in §2.2. In addition,
we implement an analogues technique to that of point-
and-permute in order to avoid trial decryption of gar-
bled nodes in oblivious path evaluation PathG [Sch08].
We precompute OTs and homomorphic encryption when
possible (i.e., Figs. 6, 7, 8, 10, 14). We give further de-
1 https://github.com/encryptogroup/ABY
2 https://github.com/herumi/mcl
tails on our implementation in §C. We show the perfor-
mance of the protocols for the datasets from Tab. 3 as
well as for a full tree full(13) with d = n = 13 for a
comparison for dense trees.
Communication. The offline, online, and total
communication of the protocols is given in Fig. 15a,
Fig. 15b, and Fig. 15c, resp. We observe that gar-
bling techniques allow for precomputation and offline
communication, but require more communication in to-
tal. Homomorphic encryption-based methods have less
communication, however, almost all expensive compu-
tation and all communication happen in the online
phase. Methods using PathH (i.e., GGH, HGH and
HHH [TMZC17]) have a clear advantage for large sparse
trees, which is lost in case extremely dense trees are con-
sidered (such as our example full tree full(13)). For
these kind of trees, Wu et al.’s protocol [WFNL16] has
lower communication as discussed in §7.
Runtime. For our benchmarks we use two ma-
chines equipped with an Intel Core i7-4790 CPU @
3.6 GHz and 32 GB of RAM that support Intel’s AES-NI
for fast AES operations. Our benchmarks are run in a
LAN setting with 1 Gbit/s and 0.5 ms latency. Run-
times are reported from an average of 10 executions. In
our experiments, we neglect the costs for the base OTs
and for generating the keypair for additively homomor-
phic encryption, since they are a one-time expense that
can be re-used over multiple protocol executions. We
also neglect the cost for trial decryption of the classifi-
cation value in PathH, and note that for a 16-bit value
it is around 40 ms on average.
The offline runtimes are given in Fig. 16a, the on-
line runtimes are given in Fig. 16b, while the total run-
times are depicted in Fig. 16c. We can see that homo-
morphic encryption-based methods (SelH andCompH)
perform an order of magnitude worse than their gar-
bling technique-based alternatives (SelG and CompG).
However, we observe the advantage of the homomorphic
encryption-based path evaluation technique (PathH),
where the number of decision nodes m is unchanged,
whereas in the path evaluation method using a garbled
decision tree (PathG) depth-padding increases the num-
ber of decision nodes tom ≤ m′ ≤ 12m(m+1), which can
be significantly larger than m (cf. Fig. 12 and Tab. 3).
Our protocol GGH has the fastest total and online run-
time of below 1 second for our largest real-world exam-
ple boston. For extremely dense decision trees such as
our example full tree full(13), this advantage is lost
(since no padding is necessary) and the runtime of pro-
tocols based on garbling techniques is an order of mag-































































































(c) Total communication in KBytes.





























































































(c) Total runtime in milliseconds.
Fig. 16. Runtime of protocols using the example datasets from Tab. 3. Note that the y-axis is in logarithmic scale.
nitude lower than that of the protocols based on homo-
morphic encryption in the LAN setting.
Tradeoff. In order to show the communication
(x-axis) vs. computation (y-axis) tradeoff of all resulting
protocols, we give figures for decision trees trained on
two example real-world datasets: a small dataset wine,
and our largest dataset boston.
While the number of input features n is rela-
tively small for all datasets, the number of (poten-
tially padded) decision nodes significantly affects the
efficiency of our sub-protocols. We depict in Fig. 17a
and Fig. 17b the tradeoff between offline and online run-
time and communication for all protocols for the wine
and boston datasets, respectively, while Fig. 18a and
Fig. 18b depict the corresponding total complexities.
The larger the dataset, the more dummy nodes
are introduced during depth-padding (cf. §2.1) when
PathGis used for path evaluation. Moreover, the selec-
tion network in SelG has superlinear size O(m logm),
which implies a significant overhead in offline commu-
nication. This gap can be observed on the figures: the
protocols using garbling techniques for path evaluation
lose their performance advantage with growing num-
ber of dummy nodes, and the protocols using garbling
techniques for selection become less practical due to
the largely increased amount of offline communication
for transmitting the selection network (which implies
storage requirements as well). For instance, our largest
decision tree trained on the boston dataset requires
around 1.8 MBytes of total communication with HHH,
3 MBytes with HGH, 9 MBytes with GGH, and more
than 200 MBytes with GGG. The designer of an applica-
tion using private decision tree evaluation can consider
these tradeoffs and choose the best suited protocol.
6 Concrete Improvements and
Recommendations
We investigate the concrete tradeoffs between our iden-
tified hybrid protocols GGH and HGH from §4.1 and




































































(b) Tradeoff for large dataset boston.
Fig. 17. Tradeoff between communication (x-axis) and runtime (y-axis). The figures show the offline (unfilled squares) and online
(filled squares) complexities (connected with a line). Note that both axes are in logarithmic scale, with an additional 0 on the x axis
for depicting the offline communication of the HHH protocol. Pareto points, i.e., protocols where one property (computation or com-






























































(b) Tradeoff for large dataset boston.
Fig. 18. Tradeoff between total communication (x-axis) and runtime (y-axis). Note that both axes are in logarithmic scale, with an
additional 0 on the x axis for depicting the offline communication of the HHH protocol. Pareto points are marked in bold.
the state-of-the-art protocols HHH of [TMZC17] opti-
mized for communication and GGG of [BFK+09] opti-
mized for online computation. We show that the state-
of-the-art protocols that exclusively use one of the two
paradigms HHH with additively homomorphic encryp-
tion or GGG with garbling techniques can be replaced
by our hybrid protocols HGH and GGH that provide a
more reasonable tradeoff for larger decision trees.
In Figs. 17 and 18, we mark in bold pareto points for
online and total tradeoffs, respectively, i.e., we bold the
protocols where there is no possibility to improve one
property without the other property becoming worse.
Tradeoff with HHH [TMZC17]. The improvement in
total and online runtime of GGH over HHH is more than
an order of magnitude for our examples with increased
total communication by 2-5x. HGH improves over HHH
in total and online runtime by 2-5x with only slightly
increased total communication. The online communica-
tion is better for both GGH and HGH than for HHH.
Tradeoff with GGG [BFK+09]. GGH improves over
GGG for large datasets by an order of magnitude in
all complexities due to the fact that it does not need
any padding for the decision nodes. For small datasets,
GGG is better than GGH in online runtime and com-
munication by up to a factor of 2, but is worse in both
total complexities. HGH improves even more (by 5-73x)
for our datasets over the communication of GGG due to
the difference in the number of decision nodes. The on-
line runtimes of HGH are larger by 2-18x for real-world
datasets, and the total runtimes are also larger by a fac-
tor of 5 for small datasets. However, it gets better with
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larger (sparse) datasets due to the increasing number of
decision nodes in the depth-padded tree.
Recommendations. We identify the following as-
pects to take into consideration when deciding which
protocol to use for an application: the dataset size, and
the boundaries on communication and computational
power (e.g., network throughput and client storage ca-
pacity). When the client has high storage capacity, pro-
tocols GGG [BFK+09] or GGH from §4.1 provide the
best online performance, depending on the dataset size.
The former may have a slightly more efficient online
phase, but higher communication due to its selection
protocol (cf. §3.1). When the client is computationally
bounded and has little storage capacity, our protocols
HGH and GGH from §4.1 provide the best solutions.
The state-of-the-art protocol HHH of [TMZC17] has
the lowest total communication, but uses computation-
ally heavy public-key operations that depend almost
entirely on the client’s input and hence do not allow
for much offline precomputation. Our protocols HGH
or GGH from §4.1 that combine its path evaluation with
garbling techniques yield an order of magnitude faster
runtimes while slightly increasing communication.
7 Related Work
Private decision tree evaluation was firstly considered
in [BPSW07], with application to private evaluation
of remote diagnostic programs. A protocol based on
homomorphic encryption where the server evaluates
a branching program on the client’s encrypted in-
put was proposed in [IP07]. This has been improved
in [BFK+09, BFL+11] where a protocol based on mainly
symmetric-key operations was proposed. Bost et al. use
additively homomorphic encryption to evaluate the de-
cision tree expressed as a polynomial [BPTG15]. Re-
cently, Wu et al. [WFNL16], Tai et al. [TMZC17] and
Joye and Salehi [JS18] improved the state-of-the-art of
private decision tree evaluation protocols. These works
rely on additively homomorphic encryption using the
Diffie-Hellman assumption and present protocols that
achieve security against semi-honest adversaries or ma-
licious clients. Tai et al. [TMZC17] eliminate the expo-
nential dependency on the depth of the tree that was
present in [WFNL16] by representing decision trees as
linear functions. This implies enormous improvement
when large decision trees are considered. These, in prac-
tice, are usually not very dense, and therefore, we use
this protocol to instantiate HHH. Wu et al.’s proto-
col [WFNL16] would perform better than HHH for cir-
cuits with m ∼ 2d [TMZC17]. However, already for a
very dense tree with m = 2d−2, HHH has about half
the communication compared to [WFNL16], whereas
the necessary computation is around the same.
The protocols of [WFNL16] and [TMZC17] use the
DGK comparison protocol [DGK07]. Joye and Salehi
present an optimization on the DGK protocol and a pri-
vate decision tree evaluation protocol with O(d) rounds
in [JS18] (cf. §3.2). For private decision tree evaluation
with constant rounds, their optimization on the DGK
protocol is not applicable. The alternative solution to
the DGK protocol of [LZS18] uses fully homomorphic
encryption and performs well for small bitlengths t of
the features and inputs.
A different solution for evaluating full private deci-
sion trees using the so-called commodity-based model
was proposed in [CDH+17], where correlated random-
ness is distributed by a trusted authority to the com-
puting parties or pre-computed during the offline phase,
which are used in the online phase.
In concurrent and independent related work
Tueno et al. [TKK19] represent the decision tree as an
array, and implement oblivious array indexing. For this,
they use either garbled circuits, oblivious transfer or
oblivious RAM (ORAM), the latter of which results in
a protocol with sub-linear complexity in the size of the
decision tree. Their protocols require dt comparisons as
that of [JS18] and our protocol extension for GGG and
HGG §4.2, but require at least O(d) rounds of commu-
nication [TKK19, Tab. 2].
Alternatively, private decision tree evaluation can
be solved using generic private function evalua-
tion (PFE) protocols such as [KM11, MS13, MSS14].
However, these solutions utilize Boolean circuits as the
underlying representation of the functionality. Trans-
forming the decision tree into a Boolean circuit would
imply additional unnecessary overhead on the size of
the function (i.e., O(tm logm) gates for the selection
of inputs as in SelG in §3.1). Secure evaluation of
universal circuits (UCs) is an equivalent solution for
PFE [Val76, KS08b, KS16, GKS17]. UC- and OT-
based PFE protocols [KS08b, MS13, KS16, GKS17]
need O((tm logm) log(tm logm)), and HE-based proto-
cols [KM11, MS13, MSS14] need O(tm logm) computa-
tion and communication. These complexities are larger
than that of protocols designed specifically for DTs.
There are alternative approaches for classification
based on machine learning, such as deep neural net-
works, that can be evaluated in a private manner [SS08,
BFL+11, LJLA17, MZ17, RWT+18, JVC18, BFR+18,
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BDK+18]. Private evaluation of machine learning mod-
els incur a natural overhead, but they can perform clas-
sifications of real-world datasets in the order of seconds.
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A Complexities of Sub-protocols
In this section, we describe the complexities of all sub-
protocols described in §3. Note that oblivious transfers
and homomorphic encryptions are precomputed in the
offline phase when possible.
Communication. The communication of each sub-
protocol is presented in Tab. 5. For all phases we observe
a direct tradeoff: The homomorphic encryption-based
methods have lower communication, while in case of gar-
bling techniques, most communication can be shifted of-
fline, so these achieve the lowest online communication.
Computation. The asymptotic computational
complexity of each sub-protocol is shown in Tab. 6. We
observe that most computationally intense tasks can
be shifted offline for the protocols based on garbling
techniques, while almost all operations are performed
online when using homomorphic encryption. Unfortu-
nately, even when using garbling techniques, the client
needs to perform most cryptographic operations online,
since he plays the role of the evaluator (cf. §2.2). In
these techniques, however, the client requires less com-
putational power than using homomorphic encryption.
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Sub-protocol Fig. Offline Online
SelH Paillier Fig. 6 - (n+ mt+s ) · τPaillier
SelH DGK Fig. 6 - (n+m) · τDGK
SelG Fig. 7) (n+ 2Snm≥n)t · τsym nt(2τsym + 1)
SelH +CompH Fig. 8 - (n+m)t · τElGamal
CompG Fig. 9 2mt · τsym -
PathH Fig. 10 - (3m+ 2) · τElGamal
PathG Fig. 11 2m′ · (τsym + log2(m′ + 1)) -
SelH→CompG Fig. 13 3mt · τsym mt(2τsym + 1)
CompH→PathG Fig. 14 m′ · τsym m′(τsym + 1)
Table 5. Offline and online communication of all sub-protocols, where n, t, m, m′ and m denote the number input features, the
bitlength of the features and thresholds, the number of decision nodes, padded decision nodes and either of the former two, respec-
tively. Sn
m≥n denotes the size of the selection network that selects m bits from n bits. τsym, τDGK, τPaillier and τElGamal denote the size
of the ciphertexts in the respective encryption schemes. Note that m ≤ m′ ≤ 12m(m+ 1).
Sub-protocol Fig. Offline Server Offline Client Online Server Online Client
SelH Paillier Fig. 6 O(m)νPaillier - O(m)νPaillier O(n+m)νPaillier
SelH DGK Fig. 6 O(m)νDGK - O(m)νDGK O(n+m)νDGK
SelG Fig. 7) O(t(m logm+ n))νsym O(nt)νsym - O(tm logm)νsym
SelH +CompH Fig. 8 - O(nt)νElGamal(off) O(tm)νElGamal O(mt)νElGamal + O(nt)νElGamal(on)
CompG Fig. 9 O(mt)νsym - - O(mt)νsym
PathH Fig. 10 - O(m)νElGamal(off) O(md)νElGamal O(m)νElGamal + O(m)νElGamal(on)
PathG Fig. 11 O(m′)νsym - - O(m′)νsym
SelH→CompG Fig. 13 O(mt)νsym O(mt)νsym - O(mt)νsym
CompH→PathG Fig. 14 O(m′)νsym O(m′)νsym - -
Table 6. The number of cryptographic operations in the offline and online phases of all sub-protocols, with notations as in Tab. 5.
νsym, νDGK, νPaillier and νElGamal denote the cost of an operation (i.e., encryption, decryption or addition) in symmetric, DGK, Paillier
and lifted ElGamal encryption, respectively. νElGamal(off/on) denote the offline/online costs of precomputed ElGamal encryption.
B Extensions
In this section, we present extensions to CompG and
PathG presented in §3, which directly apply to the re-
sulting protocols that use those as sub-protocols in §4.
B.1 Categorical Variables
Since not every member of a feature vector is a nu-
merical variable, we discuss the useful extension of the
comparison phase in order to add support for categor-
ical variables. In fact, a considerable portion of real
datasets are a mixture of numerical and categorical
variables. We measured the ratio of datasets contain-
ing categorical variables in the UCI machine learning
repository [Lic18], and found that 33% of datasets con-
tain categorical variables. For instance, a feature vector
for the breast cancer dataset has the feature breast
quadrant that specifies the position of the tumor in the
patient’s breast, i.e. it takes one of the following five
values: left-up, right-up, left-low, right-low or
central. At the end of the protocol, the patient’s profile
is classified as no-recurrence-event or recurrence-event
that determines the possibility of cancer recurrence.
Given categorical variable xj ∈ U = {u1, . . . , u|U |},
the decision criteria is a set membership test of the form
xj ∈ U ′, for some U ′ ⊂ U (j ∈ {1, . . . , n}). Wu et al.
supply the SelH +CompH subprotocol with the exten-
sion to handle categorical variables in [WFNL16]. We
briefly describe a private approach to evaluate the deci-
sion nodes that operate over categorical variables when
using CompG. We notice that for testing the set inclu-
sion, the server can create the |U |-bit masking value
Mask based on U ′ such that Maski = 1 if ui ∈ U ′,
and 0 otherwise. This representation was used for pri-
vate set intersection (PSI) in [HEK12]. Accordingly, for
xj = ui, the client inputs the transformed |U |-bit vari-
able x′j which has only one set bit at position i. Then
the original decision criteria xj ∈ U ′ can be evaluated by
the Boolean circuit which implements x′j ∧Mask = x′j .
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B.2 Random Forests
Random forests improve the accuracy of decision trees
by aggregating the result of n ≥ 2 decision trees trained
on different random subsets of features. Before evaluat-
ing the n decision trees, in order to hide all information
about the subset of features, all decision tree evalua-
tions need to look the same from the client’s point of
view. Therefore, dummy comparisons are necessary to
pad the decision trees to the maximal m or m′ value.
Additionally, the aggregation step depending on
the aggregation function has to be implemented.
Wu et al. [WFNL16] provide a method that allows for
any affine function of the results using additive secret
sharing, which can be generalized to PathH (cf. Fig. 10)
of [TMZC17]. For PathG (cf. Fig. 11) [BFK+09], instead
of returning the results to the client, he can obtain keys
corresponding to these. These can then be used to se-
curely evaluate the GC corresponding to the aggrega-
tion function if the server uses these keys to generate it.
The complexity depends on the aggregation function.
C Implementation Choices
We describe our implementation choices used in §5.
SelH (Fig. 6). The ABY framework includes an
implementation for both Paillier and DGK encryp-
tions (cf. §2.2). The ciphertext lengths are τPaillier =
4096 and τDGK = 2048. However, Paillier encryption al-
lows for ciphertext packing which reduces the number
of ciphertexts and decryptions. We utilize ABY to build
two versions of SelH, and conclude the advantage of the
Paillier encryption both in runtime and communication.
SelG (Fig. 7). We implement the garbled selection
network introduced in [KS08a] in ABY.
SelH +CompH (Fig. 8). We use the mcl library
to implement protocols using lifted ElGamal encryption
over elliptic curve (EC) secp256k1 with 256-bit key as
Tai et al. [TMZC17]. This library has a highly opti-
mized lifted EC-ElGamal implementation and supports
point compression, i.e., an elliptic curve point can be
expressed in 256 + 1 bits. Since an ElGamal ciphertext
consists of two EC points, τElGamal = 514. Our baseline
implementation is that of [LZS18].
CompG (Fig. 9). We use comparison circuits in
ABY using SIMD operations to enhance the perfor-
mance of this sub-protocol.
PathH (Fig. 10). We implement the path evalua-
tion phase using lifted EC-ElGamal encryption over the
same curve and library as for SelH +CompH.
PathG (Fig. 11). We implement garbled decision
tree path evaluation in the ABY framework using two
AES encryptions with AES-NI per decision node.
