This article aims to improve the performance of networked multi-agent systems, which are common representations of cyber-physical systems. The rate of convergence to consensus of multi-agent networks is critical to ensure cohesive, rapid response to external stimuli. The challenge is that increasing the rate of convergence can require changes in the network connectivity, which might not be always feasible. Note that current consensusseeking control laws can be considered as a gradient-based search over the graph's Laplacian potential. The main contribution of this article is to improve the convergence to consensus, by using an accelerated gradient-based search approach. Additionally, this work shows that the accelerated-consensus approach can be implemented in a distributed manner, where each agent applies a delayed self reinforcement, without the need for additional network information or changes to the network connectivity. Simulation result shows that the convergence rate with the accelerated consensus is about double the convergence rate of current consensus laws. Moreover, the loss of synchronization during the transition is reduced by about ten times with the use of the proposed accelerated-consensus approach.
I. INTRODUCTION
Multi-agent networks are common cyber-physical systems with applications such as autonomous vehicles, swarms of robots and other unmanned systems, e.g., [1] - [8] . The performance of such systems, such as the response to external stimuli, depends on rapidly transitioning from one operating point (consensus value) to another, e.g., as seen in flocking, [9] , [10] . Thus, there is interest to increase the convergence to consensus for such networked multi-agent systems.
A challenge is that there are fundamental limits to the achievable convergence to consensus using existing graphbased update laws for a given network, e.g., of the form
where the current state is Z(k), the updated state is Z[k + 1], γ is the update gain, K is the graph Laplacian and P is the Perron matrix. Hence the convergence to consensus depends on the eigenvalues of the Perron matrix P , which in turn depends on the eigenvalues of the graph Laplacian K. For example, if the underlying graph is undirected and connected, it is well known that convergence to consensus can be achieved provided the update gain γ is sufficiently small, e.g., [11] .
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The gain γ can be selected to maximize the convergence rate. However, for a given graph (i.e., a given graph Laplacian K), the range of the acceptable update gain γ is limited, which in turn, limits the achievable rate of convergence as shown in previous work [12] . Although it is possible to change the convergence by choosing the Perron matrix [13] , i.e., by choosing a different graph structure for the network, the maximum rate of convergence with current graph-based updates is bounded for a given network structure.
As discussed in [12] , current limitations in graph-based approaches motivate the development of new approaches to improve the convergence to consensus. Note that the convergence can be slow if the number of agent inter-connections is small compared to the number of agents, e.g., [14] . Randomized time-varying connections can lead to faster convergence, as shown in, e.g., [14] . The update sequence of the agents can also be arranged to improve convergence, e.g., [15] . When such time-variations in the graph structure or selection of the graph Laplacian K are not feasible, the need to maintain stability limits the range of acceptable update gain γ, and therefore, limits the rate of convergence. This convergencerate limitation motivates the proposed effort to develop a new approach to improve the network performance.
The major contribution of this work is to use an acceleratedgradient-based approach to modify the standard update law in Eq. (1) for networked multi-agent systems. Previous works have used such acceleration methods (also referred to as the Nesterov's gradient method) to improve the convergence of gradient-based search in learning algorithms, e.g., see [16] , [17] . Another contribution is to show that the proposed accelerated approach to consensus can be implemented by using a delayed self reinforcement (DSR), where each agent only uses current and past information from the network. This use of already existing information is advantageous since the consensus improvement is achieved without the need to change the network connectivity and without the need for additional information from the network. This work generalizes the author's previous works in [12] , [18] , [19] , which considered a momentum term only to improve the convergence to consensus.
Simulation results of an example networked system are presented in this work to show that the proposed acceleratedconsensus approach with DSR can substantially improve synchronization during the transition by about ten times, in addition to decreasing the transition time by about half, when compared to the case without the DSR approach. This is shown to improve formation control during transitions in networked multi-agent systems.
II. PROBLEM FORMULATION A. Background: network-based consensus control
Let the multi-agent network be modeled using a graph representation, where the connectivity of the agents is represented by a directed graph (digraph) G = (V, E), e.g., as defined in [11] . Here, the agents are represented by nodes V = {1, 2, . . . , n+1}, n > 1 and their connectivity by edges E ⊆ V × V, where each agent j belonging to the set of neighbors N i ⊆ V of the agent i satisfies j ̸ = i and (j, i) ∈ E.
B. Graph-based control
The consensus control for the multi-agent network is defined by the graph G, aŝ
whereẐ represents the states of the agents, k represents the time instants t k = kδ t , γ is the update gain, u is the input to each agent, and the terms l ij of the (n+1)×(n+1) Laplacian L of the graph G are real and given by
where the weight a i,j is nonzero (and positive) if and only if j is in the set of neighbors N i ⊆ V of the agent i, each row of the Laplacian L adds to zero, i.e., from Eq. (3), the (n+1)×1 vector of ones 1 n+1 = [1, . . . , 1] T is a right eigenvector of the Laplacian L with eigenvalue 0,
C. Network dynamics
One of the agents is assumed to be a virtual source agent, which can be used to specify a desired consensus value Z d . Without loss of generality, the last node, n+1 is assumed to be a virtual source agent. Moreover, each agent in the network should have access to the source agent's state Z s =Ẑ n+1 through the network, as formalized below.
Assumption 1 (Connected graph):
The digraph G is assumed to have a directed path from the source node n + 1 to any other node i in the graph, i.e., i ∈ V \(n + 1).
Some properties of the graph G without the source node n + 1 are listed below, e.g., [11] . In particular, consider the n × n pinned Laplacian matrix K obtained by removing the row and column associated with the source node n + 1, the following partitioning of the Laplacian L is invertible, i.e.,
and B is an n × 1 matrix
Non-zero values of B j implies that the agent j is directly connected to the source Z s . 1) The pinned Laplacian matrix K is invertible from the Assumption 1 and the Matrix-Tree Theorem in [20] .
2) The eigenvalues of K have have strictly-positive, real parts.
3) The product of the inverse of the pinned Laplacian K with B leads to a n × 1 vector of ones, i.e.,
The dynamics of the non-source agents Z represented by the remaining graph G \s, be given by
where P is Perron matrix.
A sufficiently small selection of the update gain γ will stabilize the dynamics in Eq. (8), e.g., see [11] , i.e., all eigenvalues λ P,i of the Perron matrix
where 1 n×n is the n × n identity matrix, will lie inside the unit circle.
D. Stable consensus
With a stabilizing update gain γ, the state Z of the network (of all non-source agents) converges to a fixed source value Z s , e.g., for a step change in the source value Z s , i.e., Z s [k] = Z d for k > 0 and zero otherwise. Since the eigenvalues of P are inside the unit circle, the solution to Eq. (8) for the step input converges
as k → ∞. Therefore, taking the limit as k → ∞ in Eq. (8), and from invertibility of the pinned Laplacian K from Eq. (5) .
as k → ∞. Then, from Eq. (7), the state Z[k] at the non-source agents reaches the desired state Z d as time step k increases, i.e,
Thus, the control law in Eq. (8) achieves consensus.
E. Convergence-rate limit
For a given pinned Laplacian K, the range of the acceptable update gain γ is limited, which in turn limits the achievable rate of convergence. If
is an eigenvalue of the pinned Laplacian K with a corresponding eigenvector V K,m , i.e.,
then
is an eigenvalue of the Perron matrix P for the same eigenvector V K,m , since
Lemma 1 (Perron matrix properties): The network dynamics in Eq. (8), is stable if and only if the update gain γ satisfies
Proof: See [12] .
The model in Eq. (8) can be rewritten as
where δ t is the time between updates. For a sufficiently-small update time δ t it can considered as the discrete version of the continuous-time dynamicṡ
The eigenvalues of γ δt K increase proportionally with γ and inversely with update time interval δ t . Therefore, the settling time T s of the continuous time system decreases as the gain γ δt increases. The sampling time δ t is bounded from below based on the sensing-computing-actuation bandwidth of the agents in the network, and the gain γ is limited by the network structure as in Lemma 1. Consequently, the smallest possible update time δ t and the given network structure limit the fastest possible settling time for a given network.
F. The settling-time improvement problem
The research problem addressed in this article is to reduce the settling time T s (from one consensus state to another) under step changes in the source value (i.e., improve convergence) where each agent can modify its update law 1) using only existing information from the network neighbors, 2) without changing the network structure (network connectivity K), and 3) without changing the update-time interval δ t , which limits the maximum gain γ.
III. PROPOSED ACCELERATED CONSENSUS APROACH

A. Graph's Laplacian potential
For undirected graphs, the control law u in Eq. (2) can be considered as a gradient-based search based on the graph's Laplacian potential Φ G [21] ,
where [21] , [22] Φ G (Ẑ) = 1 2
results in
This results in, from Eq. (2),
B. Accelerated gradient search
In general, the convergence of the gradient-based approach as in Eq. (17) can be improved using accelerated methods. In particular, applying the Nesterov modification [16] , [17] of the traditional gradient-based method to Eq. (17) results in
) .
This accelerated-gradient-based input results in the modification of the system Eq.
(2) tô
Consequently, the dynamics of the non-source agents Z represented by the remaining graph G \s, i.e., Eq. (8), becomes
Remark 1: For directed graphs, the above potential function in Eq. (24) does not lead to the standard update equations [21] , [22] . Therefore, for each agent, i ≥ 1, the potential can be considered as
(24) whose gradient with respect toẑ i = z i (for i ≥ 0) will lead to the standard update equations.
C. Implementation using delayed self reinforcement
The above accelerated-gradient approach for multi-agent networks can be implemented without additional information from the network, or having to change the network connectivity. For an agent i, let v i be the information obtained from the network, i.e.,
where K i is the i th row of the pinned Laplacian K. Then, the update of agent Z i is, from Eq. (22),
(26) where B i is the i th row of the source connectivity matrix B. The delayed self-reinforcement (DSR) approach, however, requires each agent to store a delayed versions
from the network, as illustrated in Fig. 1 . Fig. 1. (Top) Implementation of standard gradient-based approach to multiagent networks for the i th agent as in Eq. (8). (Bottom) Delayed self reinforcement (DSR) approach to implement the accelerated-gradient-based approach for the i th agent in Eq. (26) without using additional network information.
D. Quantifying synchronization during transition
In general, it is not only important that the network reaches a new consensus value Z d , but also that during the transition the network states are similar to each other. For example, consider the case when the state Z of the agents are horizontal velocities V x . Then having similar velocities during the transition (i.e., synchronization during the transition) can aid in maintaining the formation, without the need for additional control actions.
The lack of cohesion or synchronization during the transition can be quantified in terms of the deviation ∆ in the response as
where k T s is the number of steps needed to reach the settling time T s , which is time by which all agent responses Z reach and stay within 2% of the final value Z d , Z is the average value of the state Z, over all individual agent state-components z i , i.e.,
and | · | 1 is the standard vector 1-norm,
for any vectorẐ. A normalized measure ∆ * that removes the effect of the response speed is obtained by dividing the expression in Eq. (27) with the settling time T s as
Note that the system's transient response is more synchronized if the normalized deviation ∆ * is small.
IV. RESULTS AND DISCUSSION
The step response of an example system, with and without DSR, are comparatively evaluated. Moreover, the impact of using DSR on the response of a networked formation of agents is illustrated when the networked state is the velocity during an acceleration maneuver.
A. System description
The example network used in the simulation is shown in Fig. 2 . It consists of n = 25 non-source agents arranged uniformly (initially) on a 5 × 5 grid. The minimal initial spacing between the agents is one. The last non-source agent Z n has access to the source Z s .
The update gain γ of the system in Eq. (8) without DSR is selected to ensure stability. The weight of each edge is selected as one, i.e., a ij = 1 in Eq. (3). The maximum valueγ of the update gain γ in Eq. (8) can be found from Lemma 1 asγ = 0.2763. The update gain γ needs to be smaller than the maximum value to ensure stability without DSR, and therefore, the following simulations use the update gain γ = 0.1382 =γ 2 <γ. y   1  2  3  4  5   6  7  8  9  10   11  12  13  14  15   16  17  18  19  20   21  22 23 24 25 Fig. 2 . Graph G\s of the non-source agent network used in simulations. The leader, shown in red, has access to the source Zs.
B. Performance without and with DSR
The desired velocity of the source Z s is selected to increase, with a sinusoidal acceleration profile, from zero to the desired consensus value of Z d = 0.02 as shown in Fig. 3 . The response of the states Z achieves the final desired value Z d with a settling time of T s = 1s to reach and stay within 2% of the final value Z d , as shown in Fig. 3 . The response with DSR is substantially faster when compared to the response without the DSR, for the same desired source Z s . With the DSR gain selected as β = 0.95 in Eq. (26), the settling time is T s = 0.4756s, i.e., to reach and stay within 2% of the final value Z d , as shown in Fig. 4 . Thus, with a smaller settling time, the response with the DSR-based accelerated consensus is about 50% faster than the response without DSR, as also seen by comparing the responses in In addition to increasing the rate of convergence, and more importantly, the accelerated consensus leads to better synchronization during the transition. The deviation ∆ (from synchronization) as in Eq. (27) of the response without the accelerated consensus as in Eq. (8) is ∆ = 0.0103. The normalized deviation ∆ * in Eq. (29) is the same ∆ * = ∆/T s = 0.0103 since the settling time is T s = 1 without DSR. The use of the accelerated consensus reduces the loss of synchronization during the transition. The deviation ∆ = 0.0006 for the accelerated consensus case. Even the normalized deviation (with a smaller settling time T s = 0.4756) for the accelerated consensus using DSR is ∆ * = 0.0012, which is about ten times smaller than the case without the DSR.
Thus, the proposed accelerated-consensus approach with DSR can substantially improve synchronization during the transition by about ten times, in addition to decreasing the transition time by about half, when compared to the case without the DSR approach.
C. Impact on formation spacing
To comparatively evaluate the impact of maintaining synchronization during the transition between consensus values, the state Z of the agents are considered to represent the horizontal velocity Z = V x of each agent. Then, the horizontal position X of each agent is found as
The initial and final positions with and without the accelerated consensus are compared in Fig. 5 . As seen in the figure, the accelerated-consensus approach implemented with DSR as in Eq. (26) leads to better formation control when compared to the case without the DSR approach as in Eq. (8). In this example, no control actions are taken to maintain the formation to focus on the comparative evaluation of the performance with and without the proposed accelerated-consensus approach. Nevertheless, the ability of the accelerated-consensus approach to reduce distortions in the formation can potentially improve the performance of other methods with control actions to maintain the formation.
D. Summary of results
The use of the accelerated consensus, implemented using DSR, results in a faster convergence to the consensus value. Moreover, during the transition the network is more cohesive with the accelerated-consensus approach, which results in better formation control. While this article focussed on a quadratic potential with a linear network dynamics, the accelerated-consensus approach could also be implemented for the nonlinear case.
V. CONCLUSIONS
This article showed that accelerated-gradient methods, used to improve the convergence in gradient-based search algorithms, can be used to improve current consensus algorithms in networked multi-agent systems. Moreover, the article developed implementation of the proposed accelerated consensus using delayed self reinforcement (DSR), where each agent only uses current and past information from the network. This is advantageous since the consensus improvement is achieved without the need to change the network connectivity and without the need for additional information from the network. Simulation results showed that the proposed accelerated-consensus approach with DSR can substantially improve synchronization during the transition by about ten times, in addition to decreasing the transition time by about half, when compared to the case without the DSR approach. This was shown to improve formation control during transitions in networked multi-agent systems.
