One of the main reasons for the failure of many software projects is the late discovery of a mismatch between the customers' expectations and the pieces of functionality implemented in the delivered system. At the root of such a mismatch is often a set of poorly defined, incomplete, under-specified, and inconsistent requirements. Test driven development has recently been proposed as a way to clarify requirements during the initial elicitation phase, by means of acceptance tests that specify the desired behavior of the system. The goal of the work reported in this paper is to empirically characterize the contribution of acceptance tests to the clarification of the requirements coming from the customer. We focused on Fit tables, a way to express acceptance tests, which can be automatically translated into executable test cases. We ran two experiments with students from University of Trento and Politecnico of Torino, to assess the impact of Fit tables on the clarity of requirements. We considered whether Fit tables actually improve requirement understanding and whether this requires any additional comprehension effort. Experimental results show that Fit helps in the understanding of requirements without requiring a significant additional effort.
Introduction
Requirement elicitation is a critical phase in any software project. Late discovery of errors or missing information in the elicited requirements may be hard or impossible to fix in the successive development phases. Requirements that are ambiguous, incomplete, based on wishful thinking, inconsistent, silent (missing), over-sized, over-specific, or too generic may conduct to delivering out of scope products and eventually be the reason for the failure of a project [18] .
The effectiveness of the requirement elicitation phase is strongly dependent on the way requirements are expressed. Natural language and free formats are subject to inaccuracies and often prone to errors. However, this way of expressing the requirements represents the actual state of the practice. Moreover, a lot of information is often assumed as implicit or is agreed verbally. Available data indicates that on average 85% of the defects are estimated to come from inadequate requirements [31] , thus supporting the intuition that there is room for improvement of the current practice.
In test-driven development [3] , test case construction anticipates the actual development of the source code. Tools like JUnit 1 , which are often integrated into the software development environment, support early construction and automated execution of test cases by developers. The same approach has been recently adopted for requirement elicitation, in the form of acceptance test cases, specifying the expected behavior of the system from the point of view of the user, similarly to the developer's point of view expressed in unit test cases. In agile programming, test cases represent an incarnation of the requirements which express them more precisely than the natural language [17] .
In this paper we report two experiments assessing the effectiveness of Fit [19] , one of the most popular methodologies that supports the creation of acceptance tests to express the user's requirements. We evaluated the capability Fit tables have of making requirement easier to understand, and we investigated on the overhead, in terms of extra effort (if any) devoted to understanding Fit tables. We designed an experiment, replicated at two sites (University of Trento and Politecnico of Torino), involving students who were provided with either text-only requirements or textual requirements plus Fit tables. The study was performed considering the requirements for a library management system, that can be considered representative of information systems, such as e-stores, video rental systems, electronic catalogues, etc. Requirement understanding was assessed by means of a questionnaire on the pieces of functionality to be implemented in the system under development. Moreover, we measured the time needed to answer the questionnaire, in order to evaluate the understanding effort, so as to get a complete picture of the potential costs and benefits of Fit.
The paper is organized as follows: Section 2 provides some background knowledge on Fit and can be skipped by readers already familiar with it. Section 3 gives details on the experimental design. Results are reported in Section 4. In Section 5 we relate similar works reported in the literature with the present work. Discussion of results, conclusions and future works are summarized in Section 6.
Acceptance testing using Fit
As defined in the IEEE Standard 1012-1986 [11] , acceptance testing is a "formal testing conducted to determine whether or not a system satisfies its acceptance criteria and to enable the customer to determine whether or not to accept the system". Thus, acceptance testing is a validation activity, performed by the customer just before the system is delivered and aimed at judging if the product is acceptable. Usually, acceptance testing is performed on the entire system, or a large part of it.
Very often, acceptance testing is performed in a rather informal fashion, and it is no more than a software demonstration. However, it would be highly desirable to have acceptance test cases precisely defined, and to have the acceptance testing phase the more automated as possible. This implies that acceptance test cases need to be specified -cooperatively by the customer and the analyst -during the requirement elicitation and specification phase. During this activity, scenarios/user stories are developed, and acceptance test cases consist of sequences of inputs/outputs related to main paths, alternative paths, as well as to exceptional situations contemplated in the scenarios.
Clearly, we cannot require the customer -usually lacking software development expertise -to create test drivers to allow test case execution. Customers should be allowed to specify test cases in an easy way without having to deal with source code development (e.g., test drivers, scripts, etc). To this aim, frameworks such as Fit [19] Figure 1 shows an example of Column Fit tables, a particular kind of table where each row represents a test case. The first five columns are input values (Name, Surname, Address, Date of birth and Credit/Debit) and the last column represents the corresponding expected output value (Member number()). Other than Column Fit tables, it is possible to specify Action Fit tables, to test user interfaces or workflows, Row Fit tables, to validate a collection of objects produced as the result of a query, TimedAction Fit tables to deal with temporal, non functional requirements, and others (see [19] ). Overall, Fit tables are suited to model requirements whenever it is possible to express the relationship between inputs and outputs, assertions on the workflow, assertions on the result of a query, or even assertions on temporal aspects. Nevertheless, there can be requirements where such an approach is difficult to apply (or not applicable at all) [19] , e.g., some particular kinds of non-functional requirements related to usability or maintainability. Fit tables cannot however be directly executed against the system. To get executable test cases, developers have to specify drivers, called Fixtures, that link the test cases to the system under test. A component in the framework, the Test Runner, executes the test cases by relying on the Fixtures, and compares Fit table data with actual values obtained from the System. The test runner highlights the results with colors (green = correct, red = wrong). Figure 2 shows how Fit tables are used during the development phase. Fit tables are first created during the requirement elicitation, in a process that involves the Customer and the Analyst for the definition of user stories. After having developed the Fixtures, the developer can run them against the system under development, to check whether the actual output o ′ corresponding to a given input i matches the expected output o.
When specifying requirements, analysts have to avoid several "sins" [18] . Some of them are noise, i.e., information not relevant to the problem or a repetition in the requirements, silence, when important information is missing and overspecification when portions of the solution are mentioned in the requirements. Others "sins" are forward references, ambiguity and over-sized documents. Another particularly unpleasant "sin" is wishful thinking. It happens when requirements ask developers to realize a feature that is indeed very difficult or impossible to realize.
As highlighted in the introduction, other than supporting the acceptance test phase, Fit tables represents a way to better specify requirements and a way to avoid the above-mentioned "sins", thus supporting developers and maintainers. Differently from textual requirements, Fit tables are conceived to avoid Table 1 Overview of the experimental design.
Goal
Evaluating the effect produced by Fit tables on the comprehension level and effort.
Context
Classroom exercise, requirements are provided on paper.
Null hypotheses
No effect on comprehension level.
No effect on comprehension effort. 
Main factor

Experiment definition
This section describes the experiment definition, design and planning following the guidelines of well-known books on experimental software engineering (Wohlin et al. [30] , Juristo and Moreno [13] ). Table 1 provides a concise overview of the the main elements of the experimentation. The experiment was replicated at two different locations (Trento and Torino, Italy) using the same design, procedure, and material. In the remainder, the two experiments will be indicated as Exp I and Exp II respectively. The complete replication package, training slides and experiment raw data are available for downloading 3 .
The goal of the study is to analyze the use of Fit tables as a way to better specify requirements, with the purpose of evaluating their usefulness to improve requirement comprehension. The quality focus is ensuring high comprehensibility of requirements while the perspective is both of Researchers, evaluating how effective are the Fit tables during the comprehension activities, and of Project managers, evaluating the possibility of adopting the Fit approach in her/his organization to clarify requirements. The experiment is performed in a context where the subjects are students from master courses in software engineering and E-business. The experiment material consists of a set of six requirements related to a library management system.
Experiment Subjects
For Exp I the subjects were 15 students from the course of Laboratory of Software Analysis, in their last year of the master degree in computer science at the University of Trento. The students previously attended courses on programming and software engineering. For Exp II the subjects were 15 students from the Information Systems for E-Business course in their second year of the Master in E-business and Information and Communication Technology for Management at Politecnico di Torino. The students had a mixed background, in general they had limited, although similar, knowledge and expertise level in programming and software engineering topics. In both cases the sample of subjects participating to the experiment was composed of all students belonging to the course who, on a voluntary basis, agreed to participate to the experiment.
Great care was taken to ensure that ethical requirements imposed by the Italian regulations were met. A written, informed consent was obtained from each subject. Students signed a sheet containing the wording: "Data collected will be used only for research purposes and they will be revealed only in aggregated form". Moreover, (i) the experiment was not mandatory, (ii) the experiment had a clear pedagogical purpose aimed at introducing the use of Fit tables, (iii) results were made anonymous for privacy purposes and (iv) students were not evaluated on their performance.
Experiment Material
The experiment was performed on a set of requirements for a Library System, targeting library employees who manage the loan of books and tapes. Members can borrow, reserve or renew the loan of books and tapes. The description of the system (originally presented by Callan in the book [5] , pages 169-174 and slightly modified for our purposes) follows:
A library issues loan items to customers. Each customer must be known as a member and as such is issued a membership card that with a unique member number. Along with the membership number, other details on a customer must be kept such as a name, address, and date of birth. The library is made up of a number of subject sections. Each section is denoted by a classification mark. A loan item is uniquely identified by a number bar code. There are two types of loan items; language tapes and books. A language tape has a title, language (e.g., French), level (e.g., beginner) and authors. A book has a title and authors. An author has two fields: name and surname. A customer may borrow up to a maximum of 8 items. An item can be borrowed, reserved or renewed to extend a current loan. Each of these activity has a cost in Euro (borrowing a book costs 10 Euros while a tape only 5; if the member performs at least 3 operations -i.e., borrow, renew and/or reserve -in the same day, she/he receive a discount of 7 Euros). When an item is issued, the borrowing customer's membership number is scanned via a bar code reader or entered manually. If the membership is still valid and the number of items on loan is less than 8, the procedure can proceed and the book bar code is read, either via the bar code reader or entered manually. If the item can be issued (e.g., it is not reserved) a receipt of the item is printed and then the item is issued. The library must support the facility for an item to be searched and for an update of items and members.
Such a high-level description is then detailed into six functional requirements, for example:
R1. The library employee can insert, delete or update a member. For each member the following fields need to be specified: unique member ID, name, surname, address, date of birth and credit/debit. The member ID is automatically computed by summing day, month and year of his/her birth date and subtracting from the result the number of letters of name and surname. If the value obtained is not unique -i.e., it is an already existing IDthen the software subtracts 1 from it.
Each requirement was complemented with a set of Fit tables, created and carefully scrutinized by one of the authors, to ensure correctness and consistency with respect to textual requirements.
The set of requirements used as experiment material constitutes the complete set of requirements for such an application. Although simple, the requirements are realistic enough and can be considered as representative of requirements for a small management application. Table 2 shows the complete list of requirements; further information can be found in the replication package.
Hypothesis definition
The research questions this experimentation aims at addressing are:
RQ1: Does the presence of Fit tables 4 help programmers to understand the requirements? RQ2: Does the presence of Fit tables affect the effort required in the comprehension of textual requirements?
Once the research questions are formulated, it is possible to turn them into null hypotheses to be tested in the experimentation:
H 0c the use of Fit tables as a complement to requirements does not significantly affect the comprehension level. H 0t the use of Fit tables as a complement to requirements does not significantly affect the comprehension effort.
while the alternative hypotheses are:
H ac the use of Fit tables as a complement to requirements significantly affects the comprehension level. H at the use of Fit tables as a complement to requirements significantly affects the comprehension effort.
As it is shown, both null hypotheses H 0c and H 0t are two-tailed. Ideally, Fit tables should always improve the comprehension level, since they complement, not substitute, the textual requirement. Nevertheless, they could also confuse the subjects making the comprehension harder. For such a reason, H 0c is twotailed. Nothing can be said on the comprehension effort, that can be either reduced or increased when Fit tables are used.
Variable selection
The dependent variables of our study are the requirement comprehension level and the time needed to understand the requirements. The comprehension level has been measured by asking subjects to answer a question for each requirement. For example, question Q1 related to requirement R1 has been formulated as follows: Questions were created by a person different from who developed Fit tables, to avoid introducing a bias, e.g., creating questions that are obviously easier to be understood in the presence of Fit tables. Questions were conceived so to clearly have a unique possible correct answer. As described below, the time needed to answer each question has been measured by asking subjects to fill-in a proper time sheet (Time metric). To allow for comparisons between different requirements -each one having a different complexity and thus requiring a different time -we introduced a derived metric, the Normalized Time, which is computed normalizing the absolute time by the average time spent by each subject and the average time required by each requirement. We defined the new metric in such a way that the following two properties hold: (i) dimensionally it is a time and (ii) the overall mean is equal to the Time mean. The formula for the i-th requirement and subject S is the following:
NormT ime
where N R is the number of requirements for the system object of our experimentation, i.e., 6 for the Library System. Overall, for each requirement i and subject S we considered the following metrics:
(1) Correct S i , whether the answer was correct or not; (2) T ime The main factor in our study is the notation used to express the requirement: either a simple textual description (Text) or a textual description enhanced with Fit tables (Fit).
Experiment Design
We adopt a very simple experiment design intended to fit a single 2-hour lab session. We have six objects and two treatments. The objects are requirements for a single application (the Library Management System), and the treatments are the following: The subjects are provided with six requirements of a software system (Library System). Then, they are asked to answer one per requirement.
The subjects are randomly split into two groups (Red and Yellow), receiving the combination of treatments shown in Table 3 . Since, as mentioned in Section 3.1, subjects' skills were comparable, it was not necessary any particular strategy to ensure that skills were homogeneously distributed across groups. Each group is provided with some textual-only requirements (e.g., Red group R2, R4 and R6) and with some textual requirements plus Fit tables (e.g., Red group R1, R3 and R5). The order of the requirements/questions is the same for the two groups, e.g., Q1 contains the same requirement and the same question for both groups. However, in one case the Fit tables are available, in the other case no. The experiment has been designed such that the assignment received by the subjects in each group is of comparable difficulty.
The design used is not a standard design [30, 13, 15] but a variation of the paired comparison design, a particular kind of one factor with two treatments [30] (the same design is called: randomized paired comparison design: two alternatives on one experimental unit in [13] ). We adopted this design because:
• it can be applied when a limited time slot (i.e., only one laboratory) is available for the experiment. Of course more complex experimental designs (e.g., the one used in [24] ) could have been adopted having more than one laboratory available.
• each subject will experience with both treatments of the main factor (i.e.,
Text and Fit), thus it is ethically and pedagogically acceptable as a course assignment.
Training
Subjects have been trained in meaning and usage of FIT tables and Fitnessea tool that implements the FIT table approach -with two theoretical lessons and two practical lessons (two hours each). Slides from the seminar are part of the replication package.
Experiment Procedure
The experimentation was carried out following a well-defined procedure. First, the subjects were given a short introduction to the experiment, then they were randomly assigned to either of the two groups and sit down in the classroom according to a typical checkerboard pattern. They could work on a single question per time, they were required to deliver the previous answer before they could work on the next one.
Then, the experiment went through the following steps:
(1) Subjects had 10 minutes to read the system description.
(2) For each requirement in the sequence (I = 1 . . . 6): (a) We delivered the requirement and question sheet number I. Depending on the group the subject belongs to, the requirement can be complemented or not with a Fit table (see Table 3 ). The post-experiment questionnaire aimed at gaining insights about the subjects' behavior during the experiment and at better explaining the quantitative results. The questionnaire (see Table 4 ) is composed of nine questions. A first group of questions (Q1 through Q6) served the purpose of validating instrumentation source of the internal validity. They address the availability of sufficient time to complete the tasks, the clarity of the requirements, and the ability of subjects to understand them. Questions (Q7 and Q8) aim at measuring how much time is devoted to textual requirements and to Fit tables. Eventually the last question is devoted to measure the perceived usefulness of Fit tables. The questions are expressed on a Likert scale [21] .
Experimental results
This section reports the results of the experimentation described previously. Overall 30 subjects (15 for each experiment) took part to the experimentation. In Exp I we had 8 subjects who were assigned to the Red group and 7 to the Yellow group, while in Exp II 6 subjects were assigned to the Red group and Table 4 Post-experiment questionnaire.
ID Question
Q1
I had enough time to perform the lab tasks (1-5).
Q2
The objectives of the lab were perfectly clear to me (1-5).
Q3
The description of the System was clear (1-5).
Q4
The questions asked were clear to me (1-5).
Q5
I experienced no difficulty in reading/understanding the Requirements (1-5).
Q6
I experienced no difficulty in reading/understanding the Fit Tables (1-5 9 to the Yellow group. The uneven assignments in Exp II (6 vs. 9) were due to subjects who, initially considered in the sample, did not show up the day of the experiment. The way the material was prepared made difficult and risky a re-assignment on-the-fly.
The following subsection reports results aimed at answering the two research questions RQ1 and RQ2, and at analyzing the effect of context factors. Finally, Section 4.5 discusses the threats to validity. For further analyses, a spreadsheet containing raw data of results for both experiments is part of the replication package 5 .
RQ1: Does the presence of Fit tables help programmers understand the requirements?
The average number of correct answers among all subjects is 2.7, with a minimum of 1 and a maximum of 5. To analyze them, we first built contingency tables and then applied the Fisher's exact test [7] . We deemed it more accurate than χ 2 test for small sample sizes, which is the case in particular when analyzing each experiment or each requirement in isolation; with larger samples we also applied the χ 2 test to double check the results.
To test the hypothesis H 0c , we considered the number of correct and wrong answers given by the subjects belonging to the two experimental samples as shown in Table 5 (the figures with a dark background refer to cases where the Fit treatment was applied). For each requirement we built a 2 × 2 contingency for the whole data set. As it can be noted, the difference between correct and wrong answers is significant for R1 in both experiments, for R3 and R4 in Exp I. No significant difference was found for R2 and R5, while results of R6 are significant for the whole data set and marginally significant for Exp I.
Results seem to indicate that the usefulness of Fit tables depends on the particular requirement. While some requirements could have been understood without major problems even when Fit tables were not available, this was not the case of other requirements. For example, R1 (inserting/deleting/updating a member) required the computation of a customer unique identifier, which was better understood by subjects having Fit tables -containing examples of identifier computations -available. Otherwise, this was not the case, for R2 (inserting/deleting/updating an item) requiring the computation of a bar code, that was clearly described by means of a sequence of steps in the re- quirement itself. Requirement R3 dealt with borrowing an item, and required the maintainer to understand the rules for borrowing an item. The same happened to R4 (renewing a loan) even though here the overall difference (i.e., referred to the whole dataset) was marginal or, as in Exp II, not significant. Searching for members (R5) was easy to understand even without Fit tables, while searching for items (R6) implies the possibility of using more options, thus the requirement was more complex and Fit tables provided a benefit. What found here highlights the need for analyzing the effect of the particular requirement as a co-factor, that will be shown in Section 4.3.
Other than performing a comparison for each requirement, we can compare results for the two treatments in terms of the overall number of correct answers (related to all requirements). Under the assumption of dealing with independent measures, we obtained the contingency Table 6 . The Fisher's test indicates that, considering the overall set of requirements and results from both experiments, there is a significant difference between Fit and Text (pvalue=5.6 · 10 −6 ), i.e., the number of correct answers is significantly higher for Fit than for Text. Results are also significant, in the same direction, considering the data separated (Exp I, p-value=7.5 · 10 −5 and Exp II, p-value=0.019).
RQ2: Does the presence of Fit tables affect the effort required in the comprehension of textual requirements?
The subjects spent, on average, 8 minutes on each requirement, with a minimum of 2 minutes and a maximum of 21. The Time distribution is not normal (Shapiro-Wilk p=4.51 · 10 −6 ); for this reason the hypothesis will be tested using a non-parametric test (Mann-Whitney).
To address H 0t , we consider the mean time needed to process each requirement and answer the corresponding question. Table 7 shows the mean time and the p-value of the Mann-Whitney test (cells with dark background are related to Fit treatment). Boxplots of the same data are shown in Figure 3 .
Results show that subjects using Fit tables spent significantly less time for R1 (both experiments), and significantly more time in the case of R6 (Exp II and whole data set). No significant difference was found for the other requirements. To perform an overall analysis of the time spent to answer questions, we compared the mean normalized times -as defined in equation (1) -spent to answer questions with Fit tables (overall mean=8.14 minutes) with the time 
Effects of context factors
This section aims at investigating:
(1) whether there is a relationship between the time spent in answering and the answer correctness; (2) whether there are context factors that influence the effect of the main factor treatments; (3) whether the chosen design provided unbalanced tasks to the two different groups (Yellow and Red); (4) whether there is a difference between the two replications of the experiment. (1) We checked the presence of a possible correlation between effort and correctness. A low effort is, in fact, a positive indicator only if it corresponds to a high comprehension level. Measuring effort reduction (if any) without considering the correctness of the task performed (in this case the Figure 4 shows, for the two treatments, boxplots of the normalized time for correct and wrong answers. A two-tailed Mann-Whitney test indicated that, for both treatments (Fit or Text), there is no significant difference in the time spent when answers were correct and when not (p-value=0.31 for Fit and 0.93 for Text in Exp I, 0.32 for Fit and 0.82 for Text in Exp II). In summary, this indicated that, for both treatment, different effort level did not cause an increment or decrease of the comprehension level and that, vice versa, a higher comprehension level did not necessarily require a higher effort. (2) We investigated the requirement influence on the dependent variable comprehension level. To check if Requirement influenced the number of correct answers, we built a contingency table starting from the data contained in Table 9 and we applied on it the Cochran Q test [28] . It can be used to perform a within subject analysis to test whether, for at least two treatments (requirements, in our case) the proportion (of correct answers, in our case) is different. According to the test, the null hypothesis that proportions are equal for all requirements cannot be rejected for both Exp I and Exp II (p-value ∼ 1 in both cases). (3) Due to limited number of subjects we could not use a standard (i.e. full or latin square) design. Therefore we checked whether the combination of treatment and requirements assigned to the two experimental groups could have determined unbalanced tasks. In other words, we checked whether, overall, requirements 1, 3, and 5 differ from requirements 2, 4, 6 in terms of either correct answers rate or time required. As far as correct answers rate is concerned, we built a contingency table and applied a χ 2 test, obtaining a p-value of 0.549. In terms of time required, we applied the Mann-Whitney test and obtained a p-value of 0.49. These results indicate that the two groups received balanced sets of assignments. (4) We verified that no major difference was found among the two replications of the experimentation. As far as correct answers are concerned we built a contingency table (Table 10) 
Post-experiment questionnaire
We encoded the results from the first six questions of the survey questionnaire (see Table 4 ) on a Likert scale as follows: 1=strongly agree; 2=agree; 3=not certain; 4=disagree; 5=strongly disagree. The questions number seven and eight were encoded according to the following schema: 1=<20%; 2=≥20% and <40%; 3=≥40% and <60%; 4=≥60% and <80%; 5=≥80%. The last question was encoded in this way: 1=very much; 2=enough; 3=undecided; 4=little; 5=definitely not. The data collected though the post-experiment questionnaire of Exp I 6 are summarized in Table 11 .
The answers to questions Q1 through Q6 confirmed that the subjects were able to understand the material provided within the time allocated for the experiment. From the following two questions (Q7 and Q8) we found that about 50% of the time was devoted to read the textual part of the requirements. Subjects spent about 30% of the available time to read the Fit tables when these were available. Finally, we can observe (Q9) that subjects deemed the Fit tables useful to understand requirements better (median = "very much" and mean between "enough" and "very much"). This confirms what found by Melnik et al. [17] .
Threats to Validity
We discuss the threats to the validity that can have affected this experimentation: internal, construct, conclusion and external validity threats.
Internal validity threats concern external factors that may affect the outcome of our study. Proper analysis were performed -as shown in Section 4.3 - to analyze the effect of these factors. The only significant effect found was the influence of the particular requirement on the number of correct answers. However, as discussed above, it is common to develop/maintain software systems with requirements having different levels of complexity. Threats to internal validity could have been due to the different level of difficulty and complexity of different requirements that some subjects received with Fit tables, some subjects with just a textual description. Also in this case, analyses made showed that the tasks between the two groups of subjects were balanced enough (see point 3 in Section 4.3). Subjects were properly trained before the experiment, as described in Section 3.6. Although instructors were different, course was prepared together by both instructors to limit differences in the training activity. To avoid social threats due to evaluation apprehension, students were not evaluated on their performance. Finally, subjects were not aware of the experimental hypotheses.
Construct validity threats concern the relationship between theory and observation. A crucial construct validity threat is related to how requirement comprehension and effort were measured. Requirement comprehension was assessed by asking questions related to each requirement, as described in Section 3. Of course, it could have happened that more complex or easier questions could have led to different results. Effort was measured by means of proper time sheets. Although this may not be very accurate, this is a widely adopted way of measuring performance (monitoring is often not possible for legal reasons), and teaching assistants checked that the forms were correctly filled. Finally, since different questions required different time to be answered, the time measure was normalized to permit the comparisons.
Conclusion validity concerns the relationship between the treatment and the outcome. Proper tests were performed to statistically reject the null hypothesis. The small sample size (overall 30 subjects) may limit the capability of statistical tests to reveal any effect; for contingency tables we used the Fisher's exact test, which is particularly suitable for such a context. Where the number of samples was enough, the χ 2 test was used. Time was compared using the non-parametric Mann-Whitney test. Multiple mean comparisons were performed using the Kruskal-Wallis test.
External validity concerns the generalization of the findings. External validity threats are always present when experiments with students are conducted. Our results may be generalized to junior developers, but to draw any conclusions about more experienced developers, empirical studies involving professionals are needed. In any case, this is just a first piece of falsifiable knowledge that further studies with universities and industries could confirm or contradict. Threats to external validity are also related to the system we used as experimental object. While the system itself represents a real world application, requirements and related questions are forcefully simple, thus they may be deemed as realistic but not real. On the other hand, their size and complexity were designed to be proportional to the time available for the experiment (a single, 2 hour laboratory session).
Related work
The literature reports several empirical studies on software testing, having the purpose of comparing the effectiveness of different software testing strategies. One of the first seminal works in this direction is the experimentation performed by Basili and Selby [2] . The main results of this study, conducted with 42 professionals, are:
• code reading reveals more faults than functional or structural testing;
• functional testing reveals more faults than structural testing;
Since the introduction of Extreme Programming, many empirical studies have been conducted on Test-Driven Development (TDD) [3] , to understand its effects. TDD studies have been conducted both with professionals and also with students. An industrial study [10] showed that programmers using TDD produced code that passed 18 percent to 50 percent more test cases than code produced by control groups not using TDD. At the same time, subjects using TDD took 16% longer [10] . Another industrial study [16] showed that TDD reduces the defect density up to 50%. Experiments with students report contrasting results. Two studies [8, 14] reported a significant improvement in software quality and programmer productivity, one [9] only a correlation between the number of tests written and productivity (students using test-first methods wrote more tests) and other two [20, 22] reported no improvement in either defect density and productivity. A summary of the experiments conducted on TDD can be found in [12] .
The previous experimentations, however, mainly investigated on the ability of testing strategy to reveal faults, or on the capability of TDD to improve productivity. They do not investigate whether test cases could also constitute a mean to complement other software artifacts, with the aim of improving their understandability. Also, although in the literature there are several papers [1, 23] and books [19] describing acceptance testing with Fit tables, only a few works report empirical studies about Fit.
The closest work to our study is the paper by Melnik et al. [17] . It is a study focused on the use of Fit user acceptance tests for specifying functional requirements. This study has been conducted at the University of Calgary with 25 undergraduate students and at the Southern Alberta Institute of Technology with 17 bachelor students. In this experiment, Melnik et al. showed that the use of Fit tables and the possibility of executing them improves the comprehension of requirements and produces some benefit in the implementation phase. While we share with Melnik et al. the perceived usefulness of Fit tables, the main differences from the present study are:
(1) Off-line vs. on-line study. Melnik et al. [17] 's subjects worked on their own, off-line for two weeks (i.e., the experiment was unsupervised). In our case, subjects completed the tasks in a 2-hour laboratory, i.e., in a controlled environment and without any possibility of exchanging information. (2) Control group. In Melnik et al.'s study [17] all subjects had the Fit tables as an aid to implement a subset of functional requirements. In our study each subject received six requirements, three with Fit tables and three without them (control group). (3) Working in teams vs. individuals. In Melnik et al.'s study [17] subjects worked in teams of 4 to 5 members while in our experiment they worked alone. (4) Implementation vs. questions. In Melnik et al.'s study [17] subjects had to implement a subset of functional requirements and the evaluation was done considering the number of test cases passed. In our case, subjects had to answer a comprehension question for each requirement. Differently from Melnik et al. [17] , the evaluation was made by considering the number of correct and wrong answers. (5) Executable test cases. In Melnik et al.'s study [17] subjects had the Fit tables and the Fixtures with the possibility to execute them. In our case, subjects could only use the Fit tables to better grasp the requirements. (6) Guidelines. We designed the experiment following the guidelines by Wohlin et al. [30] and Juristo & Moreno [13] .
In Deng et al.'s study [6] a survey on Acceptance Test Driven Development has been conducted with 33 professionals, that were asked to complete a questionnaire. The study concluded that the time frame between the definition of an acceptance test and its first successful pass is much longer than that of unit testing. The average time frame for acceptance testing is more than 4 hours, i.e., more than half a day. Starting from this result the authors built a new tool, named FitClipse, able to distinguish the two possible "failing cases". Color red indicates a regression failure (i.e., failure as a result of a recent change losing previously working functionality) while orange suggests that there is an unimplemented feature (not a failure). An initial self-evaluation shows that the distinction between the failure states and the use of FitClipse is useful. With respect to their study, the series of experiments reported in this paper aims at performing a more quantitative assessment of the comprehension level achieved in the presence of Fit tables.
In a companion paper [25] , we reported some partial analyses and some results from the experiment conducted in Trento (Exp I). The second experiment (Exp II), that confirms the results of the first, has been presented for the first time here. Moreover, the present paper describes all the details of the experiment, presents a new metric (normalized time) and discusses in detail the effects of the context factors.
The paper [26] reports a controlled experiment with master students aimed at assessing the use of executable Fit acceptance test suites in the context of maintenance and evolution tasks. The obtained results indicate that Fit tables and the possibility to execute them significantly help developers to correctly perform the maintenance tasks. Other than looking at requirements, students continuously execute Fit test cases to ensure that Fit tables related to the change requirements passed. At the same time, they use application requirements Fit tables to regression test the existing pieces of functionality.
In another preliminary study [29] some of the authors of the present paper found a statistically significant evidence that the availability of Fit tables allows programmers to complete more maintenance tasks. However, they did not measure, differently from [26] , whether the completed maintenance tasks were indeed correct.
Other than Fit tables, alternative formal or semi-formal notations can also help to improve the comprehension of requirements, analysis or design documents. For example, Briand et al. [4] reported on a series of experiments aimed at assessing the support provided by Object Constraint Language (OCL) constraints in the comprehension of UML documentation. Similarly, Satpathy et al. investigated on the use of the B language as a formal complement to UML [27] In the authors' opinion, however, the use of Fit table differs for a series of reasons. Among others, Fit tables can be defined during the requirement elicitation phase based on the discussion between customers and analysts; also, they can be directly derived from scenarios. The way they can be specified (tables) is pretty straight-forward and do not require particular skills necessary for languages such as OCL. Other formal specifications can be speficified by analysts or architects as a complement to analysis or design documents; as a consequence they may or may not reflect the customer expectancies.
6 Discussion and conclusions
Discussion
The presence of Fit tables helps programmers to better understand requirements and solve ambiguities and unclear points that textual descriptions often contain (RQ1). When Fit tables are present, the chances of correctly understanding a requirement are in most cases (95%) at least two times higher than without them, and on average 4 times higher (see Tables 5 and 6 ).
When reading a requirement, developers tend to use Fit tables to confirm or contradict what they understood from the requirement text. This of course means that Fit tables can constitute a valid complement -not a replacement -to textual requirements with the purpose of aiding their comprehension. This is particularly true when a requirement involves a complex computation or complex options, as shown in Section 4.3. In any realistic software development environment, one has to deal with requirements of different complexity; when a requirement is particularly complex or some parts of it tend to be unclear or ambiguous, additional support in the form of test cases helps. When requirements are simpler, such an additional help may be less useful.
The quantitative results that support this conclusion were also corroborated by the answers to Question 9 of the post experiment questionnaire (median = "very much"): subjects felt confident about the support provided by Fit tables in requirement understanding.
No significant difference was found in terms of time spent by subjects having Fit tables and by subjects having only textual requirements; thus, the same effort is on average required (RQ2). The time necessary to read and understand the examples provided in the Fit tables is negligible, when compared to the time required to conceive new examples to verify the comprehension of purely textual requirements. In practice, Fit tables require an extra time to read and check the examples but -at least for the requirements used in our experiment -such an additional effort is not significant. When comparing the time spent by subjects who answered correctly with subjects who answered wrongly, no significant difference was found for both treatments (Fit or Text).
Moreover, no significant difference was found when comparing the results of the two replications of the experiment. The main difference between the two was the background of subjects: students with a computer science background in the first experiment, and students with a generic scientific background in the second one. We may generalize this by saying that Fit tables have a positive effect both for developers and non-technical people (e.g., customers) and help all stakeholders to better understand requirements.
Conclusions
This paper presented the results of a series of controlled experiments aimed at assessing whether the adoption of table-based acceptance tests affects the understanding of requirements. The experiment has been replicated, unchanged, two times in two different Universities (Trento and Torino), involving 15 students each time. The experiments dealt with requirements for a library management system, representative of small/medium sized information systems.
The adoption of Fit tables to augment textual requirement descriptions led to a significantly better understanding of the requirements, with respect to the case where only textual descriptions were available. Such an improvement can be quantified as making the odds of a correct requirement comprehension four times (400%) higher. The effort required is substantially the same. Replication of the experiment in two different locations allowed us to compare the beneficial effects of Fit tables on populations of users having different background.
Results indicate that costs and benefits have similar figures, regardless of the characteristics of the users involved. This means that Fit tables can help a wide range of stakeholders involved in requirement elicitation, including those with limited or no technical background (e.g., the customer), hence providing a substantial benefit to the entire requirement definition phase.
We think that the results obtained by this series of experiments could have several practical implications. Given that Fit helps in the understanding of requirements without involving additional effort, Project managers could consider using it in the software development process to reduce interpretation mismatches between analysts and developers with the final goal of improving software quality. Another consequence for practitioners concerns the training time. Even if, further empirical studies are needed to verify it, it seems that (i) learning to use Fit tables is not difficult (students employed only eight hours to reach a good level of knowledge) and that (ii) the better developers are trained, the lower the additional effort is. An important advantage of Fit tables, compared to other formalisms, is that they can easily can be created by analysts and customers during the requirement elicitation phase, since they do not require particular skills required in other cases.
In our future work, we intend to replicate this experiment in order to corroborate our findings and investigate more thoroughly the effort involved in the adoption of Fit tables. In fact, although this experiment showed that Fit tables were beneficial, it would be useful to see whether the additional effort needed by analysts to develop and validate Fit tables is paid back with an improved comprehension level of requirements. Further experiments should also investigate on how subjects use Fit table in the comprehension task. Finally, we are interested in repeating the present experiment in alternative contexts,
