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Abstract
We prove that when Kontsevich’s deformation quantization is applied on weight homoge-
neous Poisson structures, the operators in the ∗− product formula are weight homogeneous.
In the linear Poisson case X = g∗ for a semi simple Lie algebra g. As an application we pro-
vide an isomorphism between the Cattaneo-Felder-Torossian reduction algebra H0(g,m, χ)
and the W− algebra (U(g)/U(g)mχ)
m. We also show that in the W− algebra setting,
(S(g)/S(g)mχ)
m is polynomial. Finally, we compute generators of H0(g,m, χ) as a defor-
mation of (S(g)/S(g)mχ)
m.
MSC 2010: 53D55, 20G42, 17B35, 17B20.
Keywords: Deformation Quantization, W -algebras, Semisimple Lie algebras, Transverse
Poisson structures, Slodowy slice.
1 Introduction
1.1 In [13] Kontsevich solved the deformation quantization problem of Poisson manifolds, prov-
ing the Formality Theorem for the L∞− algebras Tpoly(R
k) of polyvector fields, and Dpoly(R
k)
of polydifferential operators of bounded order, on Rk. The theorem states that the map
U : Tpoly(R
k) −→ Dpoly(R
k) defined by its Taylor coefficients
Un :=
∑
m≥0

 ∑
Γ∈Qn,m
ωΓBΓ

 (1)
is an L∞− morphism and a quasi-isomorphism. Properties of this map prove that there is a
bijection between the gauge equivalence classes of ∗− products on C∞(Rk) and the gauge equiv-
alence classes of Poisson structures π on Rk. As a consequence, (1) provides an explicit formula
of the ∗− product, denoted by ∗K , associated to a Poisson structure. In particular, choosing a
Poisson structure π on Rk, the operator ∗K : C
∞(Rk)[[ǫ]]×C∞(Rk)[[ǫ]] −→ C∞(Rk)[[ǫ]] defined
for F,G ∈ C∞(Rk) by the formula
F ∗K G := F ·G+
∞∑
n=1
ǫn

 1
n!
∑
Γ∈Qn,2
ωΓB
π
Γ(F,G)

 , (2)
is an associative product. Formula (2) comes from (1) and the ingredients are smaller cases
of the ones therein: ǫ is a deformation parameter, Qn,2 is a family of graphs, and ωΓ is a
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real coefficient associated to a graph Γ ∈ Qn,2. This coefficient is computed as the integral
of a differential form on a compactified concentration manifold C ⊂ (H+)n × R2, where H+ is
the hyperbolic half-plane. Finally BπΓ is a linear bidifferential operator on C
∞(Rk)× C∞(Rk).
Details can be found in [13], [8].
Cattaneo and Felder considered in [6] the case of a coisotropic submanifold C = Rr of a Pois-
son manifold X = Rk, and generalized the results of [13] in [7]. Let T (X) be the DGLA
of multivector fields on X, I(C) ⊂ C∞(X) the ideal of functions vanishing on C and A =
Γ(C,∧TX). The Relative Formality Theorem states that there is an L∞− quasi-isomorphism
from T (X,C) := lim←T (X)/I(C)
nT (X), the DGLA of multivector fields on an infinitesi-
mal neighbourghood of C, to D˜(A) = ⊕nD˜
n(A) where D˜n(A) :=
∏
p+q−1=nHom
p(⊗qA,A).
In this deformation problem, the associativity is controlled by a curved A∞− algebra. This
A∞− algebra is flat in the linear Poisson case X = g
∗, the dual of a Lie algebra g. Its
0−th cohomology then accepts an associative product, called the Cattaneo-Felder product
∗CF : C
∞(Rr)[[ǫ]] × C∞(Rr)[[ǫ]] −→ C∞(Rr)[[ǫ]]. For F,G ∈ C∞(Rr), the ∗CF− product
is given by the formula
F ∗CF G := F ·G+
∞∑
n=1
ǫn

 1
n!
∑
Γ∈Q
(2)
n,2
ωΓB
π
Γ(F,G)

 . (3)
In (3), Q
(2)
n,2 is a family of graphs with two colors, a notion to be explained in § 2.1. The
coefficient ωΓ and the bidifferential operator B
π
Γ are computed similarly to the case C = X.
The results of [6] where applied by Cattaneo and Torossian in [9] to the case of symmetric spaces.
In particular, let m ⊂ g be a Lie subalgebra, χ a character of m and q a supplementary of m
in g forming a symmetric pair. The authors considered the biquantization problem for X = g∗
and C = χ+m⊥. Among the basic objects of study were the aforementioned 0−th cohomology
H0(m⊥, χ, q, ǫ), called ǫ− reduction algebra, and the reduction algebra H0(m⊥, χ, q), associated
to the data g,m, q, χ. These two cohomology spaces are different, see Section 1.3 below. Based on
that work, the main result of [2] is that H0(m⊥, χ, q, ǫ) is isomorphic to
(
U(ǫ)(g)/U(ǫ)(g)mχ+ρ
)m
for any Lie algebra g, subalgebra m and character χ. Here ρ(H) = ωΓ′Tr(adH), where Γ
′ is a
short loop (Figure 3.1 in [1]) with ωΓ′ =
1
2 .
1.2 The systematic study ofW− algebras began with the paper of Premet [17]. The motivation
is to study the finite dimensional irreducible representations of the universal enveloping algebra
U(g) of a semisimple Lie algebra g. Using the 1-1 correspondence of such representations
with the primitive ideals of U(g), the standard approach is to study the finite dimensional
irreducible representations of the W− algebra and then pass the results on U(g) via Skryabin’s
equivalence (Appendix in [17]). We first review the construction of the W− algebra used by
Premet (see [17]-[20]). Fix a nilpotent element e ∈ g and pick h, f ∈ g forming an sl2- triple
with e. There exists a g− invariant bilinear form (·, ·) such that (e, f) = 1. Let χ ∈ g∗ be
defined by χ(x) = (e, x) for all x ∈ g. Set g(i) := {ξ ∈ g|[h, ξ] = iξ} to be the eigenspaces of
the adh− action. Consider the skew-symmetric form ωχ on g defined by ωχ(ξ, η) = χ([ξ, η]).
The restriction ωχ|g(−1) is non-degenerate so one can pick a lagrangian subspace l ⊂ g(−1). Set
m := l
⊕
⊕i≤−2g(i) (so χ is a character of m). Set mχ to be the space generated by the elements
{ξ −χ(ξ), ξ ∈ m} and let q be such that g = m⊕ q. The space S := e+ker ad(f) is then called
the Slodowy slice at e through the adjoint orbit O := G ·e, (see [17] and [12] § 1.2). The (finite)
W - algebra corresponding to the data (g, e) is then defined as U(g, e) = Endg(Qχ)
op, where
Qχ is the U(g)-module induced from the one dimensional left U(m)-module obtained by the
character χ. From the PBW theorem follows that U(q) ≃ U(g)/U(g)mχ and U(g, e) can then be
defined equivalently as the quantum Hamiltonian reduction (U(g)/U(g)mχ)
m. The associated
graded algebra grU(g, e) is isomorphic to the graded algebra of functions on S. At the same
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time, Losev’s approach in [15],[16] is close to deformation quantization and begins with a more
geometric definition of the W - algebra as the, specialized at ~ = 1, G− invariants of the K[~]−
algebra K[X][~], where X = G×S. This algebra is equipped with Fedosov’s ∗− product ([11]).
1.3 We use the approach of Kontsevich and Cattaneo-Felder-Torossian on deformation quanti-
zation to prove that when Rk carries a weight homogeneous Poisson structure with respect to
a weight vector ω, the terms of the ∗− product (2) applied to weight homogeneous functions
F,G ∈ C∞(Rk), are weight homogeneous with respect to ω. As a consequence, in the semisimple
Lie algebra case, the degree of the second term in the ∗− product ∗CF recovers the quasiho-
mogeneous degree of the transverse Poisson structure on a slice, e.g S, see [10]. More precisely,
if xi, i = 1, . . . , k is a basis of g and ni are the weights of the adh− action, [h, xi] = nixi, set
ωg = (n1 + 2, . . . , nk + 2). The weight vector ωg is the one inducing the Kazhdan grading on
the symmetric algebra S(g) (Remark 3.8). The fact that the quasihomogenous degree of the
Lie-Poisson structure in this case is −2, was proved in [10] §3, while the Slodowy slice case was
also implicit in [12]. Our first main result, (see Theorem 3.10 for the proof), states that when
g is semisimple and the weight is ωg, there is an isomorphism between the reduction algebra
H0(m⊥, χ, q) and U(g, e), providing a new model of the W− algebra:
Theorem 1.1. Let g be a semisimple Lie algebra, and {e, h, f} an sl2− triple. Let χ,mχ be
defined from the W− algebra construction. There is an associative algebra isomorphism
Q : H0(m⊥, χ, q)
≃
−→ (U(g)/U(g)mχ)
m (4)
This way, we transfer the study of W -algebras to the study of H0(m⊥, χ, q). When O = G ·e
is principal, Theorem 1.1 recovers the Duflo algebra isomorphism S(g)G
∼
−→ Z(g) between the
G− invariants of S(g) and the center of U(g), as in [13] pp. 207-213. Note that H0(m⊥, χ, q) is
different from H0(m⊥, χ, q, ǫ). In fact, for every Lie algebra g, subalgebra m ⊂ g and character
χ of m, it is H0(m⊥, χ, q, ǫ = 1) →֒ H0(m⊥, χ, q) →֒ (U(g)/U(g)mχ+ρ)
m (see Lemma 3.1 and
Proposition 3.4 of [1]). In the W -algebra setting the character ρ ∈ m∗ is missing, since m is
a nilpotent subalgebra and so ρ(H) = 0, ∀H ∈ m by Engel’s Theorem. Hence we have the
direction H0(m⊥, χ, q) →֒ (U(g)/U(g)mχ)
m. We prove the inverse direction using the grading
aspect of the system of equations (13) defining H0(m⊥, χ, q). As we show in Section 3, these
are now homogeneous, and provide a certain filtration in H0(m⊥, χ, q) (Remark 3.9). In Section
4 we prove that, if ge is the centralizer of e in g, each element of H
0(m⊥, χ, q) is uniquely
determined by an element of S(ge). Finally we compute precisely the generators of H
0(m⊥, χ, q)
(see Theorem 4.4 for the proof); if x1, . . . , xr is a basis of ge, we construct elements P˜1, . . . , P˜r ∈
H0(m⊥, χ, q) such that
Theorem 1.2. The algebra H0(m⊥, χ, q) is generated by the elements P˜i, i = 1, . . . , r.
Our results are closely related with the polynomial conjecture proposed by C. Torossian in
[22]. More precisely, if (g, σ) is a symmetric pair and g = k ⊕ p is the decomposition relative
to σ, the conjecture suggests that (U(g)/U(g)k)k and S(p)k are isomorphic as algebras. If g is
semisimple, and m, χ are given by theW -algebra construction, we prove that there is an algebra
isomorphism between (U(g)/U(g)mχ)
m and a deformation of (S(g)/S(g)mχ)
m.
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2 Deformation Quantization and Weight homogeneous Poisson
structures.
2.1. Deformation Quantization background.
2.1.1. Some notation. Let K be a field of characteristic zero containing R, and g a Lie algebra
of finite dimension over K. Let m ⊂ g be a subalgebra, χ a character of m, S(g) the symmetric
and U(g) the universal enveloping algebra of g, respectively. Set mχ to be the vector subspace
of S(g) generated by the set {m − χ(m), m ∈ m} and denote as S(g)mχ, U(g)mχ the ideal of
S(g) and right ideal of U(g), respectively, generated by mχ. There is a natural isomorphism be-
tween S(g) and K[g∗], the algebra of polynomials on the dual Lie algebra g∗. The algebra S(g) is
equipped with a natural Poisson structure defined for x1, x2 ∈ g by {x1, x2} := [x1, x2] turning g
∗
into a Poisson manifold. Furthermore, the algebra (S(g)/S(g)mχ)
m, of adm− invariants inherits
a Poisson structure. Let then m⊥ := {l ∈ g∗/l(m) = 0} and K[χ+m⊥]m be the Poisson algebra
of m-invariant polynomial functions on χ+m⊥. One then has (S(g)/S(g)mχ)
m ≃ K[χ+m⊥]m as
algebras. Considering m⊥χ := {f ∈ g
∗/f |m = χ} as a coisotropic submanifold of g
∗ it is possible
to apply the biquantization techniques of [9] to write the corresponding ∗CF− product for this
algebra; we briefly recall some of the necessary definitions adjusted to our setting.
2.1.2. Kontsevich’s construction. Denote by Qn,2, n ∈ N the set of all admissible graphs
Γ, meaning graphs with the following properties: The set V (Γ) of vertices of Γ is the disjoint
union of two ordered sets V1(Γ) and V2(Γ), isomorphic to {1, . . . , n} and {1, 2} respectively.
Their elements are called type I vertices, for V1(Γ), and type II vertices, for V2(Γ). The set
E(Γ) of edges in the graph is finite. Each edge starts from a type I vertex and ends to a vertex
in V1(Γ)∪V2(Γ) (no loops or double edges). A vertex υ ∈ V1(Γ) receiving no edge will be called
a root. All elements of E(Γ) are oriented and the set of edges S(r) starting from r ∈ V1(Γ) is
ordered. This induces an order on E(Γ), compatible with the order on V1(Γ) and S(r).
Consider a Poisson structure π on Rk. To a graph Γ ∈ Qn,2 one associates a bidifferential oper-
ator BΓ as follows: Let {x1, . . . , xk} coordinate functions on R
k and L : E(Γ) −→ {x1, . . . , xk}
be a labeling function for the edges of Γ. Fix a vertex r ∈ {1, . . . , n}. If card(S(r)) 6= 2, set
BΓ = 0
1. If card(S(r)) = 2, let S(r) = {e1r , e
2
r} be the ordered set of edges leaving r. Associate
the bracket {L(e1r), L(e
2
r)} to r. To each vertex 1, 2 ∈ V2(Γ) associate respectively a function
F,G ∈ S(g), and to the pth− edge of S(r), associate the partial derivative with respect to the
coordinate variable L(epr). This derivative acts on the function associated to v ∈ V (Γ) where the
edge epr arrives. Since E(Γ) ⊂ V1(Γ)× (V1(Γ) ∪ V2(Γ)), let (p,m) ∈ E(Γ) represent an oriented
edge of Γ from p to m. Then define
BπΓ(F,G) =
∑
L:E(Γ)→{1,...,k}

#(V1(Γ))∏
r=1

 ∏
δ∈E(Γ), δ=(·,r)
∂L(δ)

 {L(e1r), L(e2r)}

× (5)
×

 ∏
δ∈E(Γ), δ=(·,1)
∂L(δ)

 (F )×

 ∏
δ∈E(Γ), δ=(·,2)
∂L(δ)

 (G).
We drop the exact definition of the coefficient ωΓ in (2) since it can be found in the given
references. In deformation quantization of a Poisson manifold, one trivially has a single choice
of the color of variables available for every edge in a graph Γ ∈ Qn,2 since for e ∈ E(Γ), L(e)
determines necessarily a coordinate of Rk. In biquantization we consider two colors; if g is a
Lie algebra and m a subalgebra, we discuss briefly here the case X = g∗ and C = m⊥ for later
use, but the same statements hold for X = Rk, C = Rr. Suppose q is a supplementary of m,
1This is actually an implication of the general construction.
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i.e g = m ⊕ q, {m1, . . . ,mt} is a basis of m and {q1, . . . , qr} a basis of q. We identify spaces
q∗ ≃ g∗/m∗ ≃ m⊥. For e ∈ E(Γ), let ce ∈ {+,−} be its color defined as follows: Consider a
2-color label L : E(Γ) −→ {m1, . . . ,mt, q1, . . . , qr}, satisfying L(e) ∈ {m1, . . . ,mt} if ce = −
and L(e) ∈ {q1, . . . , qr} if ce = +. This way, the dual variables {m
∗
1, . . . ,m
∗
t} of m
∗ are associ-
ated to the color (−) and the variables {q∗1 , . . . , q
∗
r} of q
∗ are associated to (+). Graphically, the
color (−) will be represented with a dotted edge and the color (+) will be represented with a
solid edge. The corresponding formulas (5) and (2) need some modifications in biquantization;
for F,G ∈ S(q), one has to use the 2-colored label L that we just described. From now on, all
graphs, their associated operators BΓ and coefficients ωΓ are colored. We denote by Q
(2)
n,2 the
family of admissible graphs with 2 colors2.
2.2. Weight homogeneous Poisson structures.
This Section concerns the weights in deformation quantization when applied to weight ho-
mogeneous Poisson structures. This calculus can be generalized to the Formality Theorem if
one associates weight homogeneous, with respect to the same weight vector, polyvector fields
P1, . . . , Pn to the type I vertices of a Γ ∈ Qn,m . The notation used is from [14], § 8.1.3.
2.2.1. Definitions. Consider Rk with coordinates x1, . . . , xk. Let ω = (ω1, . . . , ωk) be a
k− tuple of positive integers. An F ∈ C∞(Rk) is called weight homogeneous with respect
to ω if there is an r ∈ N such that F (λω1x1, . . . , λ
ωkxk) = λ
rF (x1, . . . , xk), ∀λ ∈ R. In
this case, ω is called a weight vector and the number r is called the weight of F . We then
write ω(F ) = r. Similarly, a p− vector field P on Rk is said to be weight homogeneous
with respect to ω if applying P to weight homogeneous functions F1, . . . , Fp ∈ C
∞(Rk) we get a
weight homogeneous smooth function. It turns out that if P,F1, . . . , Fp are weight homogeneous
of weights ω(P ), ω(F1), . . . , ω(Fp) respectively, then P (F1, . . . , Fp) is weight homogeneous of
weight ω(P ) +
∑n
i=1 ω(Fi) (or P (F1, . . . , Fp) = 0). The weighted Euler vector field Eω =∑k
i=1 ωixi
∂
∂xi
, traces the weights of homogeneous elements; Eω(F ) = ω(F )F if and only if F is
weight homogeneous. For weight homogeneous polyvector fields P one gets the corresponding
result applying the Lie derivative LEω to P : LEωP = ω(P )P .
2.2.2 Weight homogeneous degree for ∗− products. Let π be a weight homogeneous
Poisson structure on Rk. Equivalently we think of it as a weight homogeneous bivector field
satisfying [π, π]SN = 0 for the Schouten-Nijenhuis bracket. The next Lemma computes the
weight homogeneous degrees of the terms in ∗CF for the case of a coisotropic submanifold
C = Rr of X = Rk.
Lemma 2.1. Let π a weight homogeneous Poisson structure on Rk and F,G weight homoge-
neous functions in C∞(Rr) with respect to a weight vector ω. If Γ ∈ Q
(2)
n,2, then
ω(BΓ(F,G)) = ω(F ) + ω(G) + n · ω(π) (6)
Proof. Fix a graph Γ ∈ Q
(2)
n,2 and a label L. Suppose that Γ has with j roots and set
P =
#(V1(Γ))∏
r=1

 ∏
δ∈E(Γ), δ=(·,r)
∂L(δ)

 {L(e1r), L(e2r)}, D1 = ∏
δ∈E(Γ), δ=(·,1)
∂L(δ), D2 =
∏
δ∈E(Γ), δ=(·,2)
∂L(δ)
so that the operator corresponding to Γ and L is, given (5), BΓ = PD1D2. Then
ω(BΓ(F,G)) = ω(P ) + ω(D1F ) + ω(D2G). (7)
2Double edges are not allowed, meaning edges with the same color, source and target.
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We have
ω(P ) =
j∑
r=1
r is root
ω({L(e1r), L(e
2
r)}) +
n−j∑
r=1
r is not root
ω(∂L(er1 )···L(ers){L(e
1
r), L(e
2
r)})
and
ω(D1F ) = ω(F )−
#→F∑
p=1
ω(L(ep)).
The expression
∑#→F
p=1 ω(L(ep)) sums the weights of labels on edges pointing to F , i.e p runs
the set of vertices carrying an edge, ep, towards F . Furthermore, L(er1) · · ·L(ers) stand for the
labels of edges pointing to the vertex r ∈ V1(Γ). Summing all terms, (7) is
ω(BΓ(F,G)) =
j∑
r=1
p is root
ω({L(e1r), L(e
2
r)}) +
n−j∑
r=1
r is not root
ω(∂L(er1 )···L(ers){L(e
1
r), L(e
2
r)})
+ ω(F )−
#→F∑
p=1
ω(L(ep)) + ω(G) −
#→G∑
p=1
ω(L(ep)). (8)
It is immediate by the definition that since π is weight homogeneous,
ω({L(e1r), L(e
2
r)}) = ω(π) + ω(L(e
1
r)) + ω(L(e
2
r)). (9)
This is the contribution of a root vertex r to the weight of the polynomial BΓ(F,G). When
r ∈ V1(Γ) is not a root, the weight contributed from r to the weight of BΓ(F,G) is
ω(∂L(er1 )···L(ers ){L(e
1
r), L(e
2
r)}) = ω(π) + ω(L(e
1
r)) + ω(L(e
2
r))− (ω(L(er1)) + · · ·ω(L(ers))) .
Summing weights over all type I vertices, (8) gives
ω(BΓ(F,G)) = ω(F ) + ω(G) + n · ω(π).
3 A new W -algebra model.
3.1. Reduction algebras. We describe some particular types of graphs (see [9] § 1.3, and
[1] § 2.3). They are colored graphs with only one type II vertex, see Figure 1. Denote as e∞ an
edge colored by (−) with no end.
Definition 3.1. 1. Bernoulli. Graphs of this type, with i type I vertices, i ∈ N≥2, will be
denoted by Bi. They have 2i edges, and i of them are pointing to the type II vertex. They
have an e∞ edge and a root.
2. Wheels. Graphs of this type, with i type I vertices, i ∈ N≥2, will be denoted by W
i. They
have 2i edges and leave no edge to ∞. Furthemore, i of the edges form an oriented polygon
and the rest point to the type II vertex.
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Figure 1:
From left to right, a B3-type graph, a B3W4-type graph, and a W5-type graph.
3. Bernoulli attached to a wheel. Graphs of this type, with i type I vertices, i ∈ N≥3,
will be denoted by BW i. They have i − 1 edges towards the type II vertex and leave an
edge to ∞. For an Wm− type graph Wm attached to a B
l− type graph Bl, we will write
BlWm ∈ B
lWm. Obviously BlWm ⊂ BW l+m.
SetQ∞i,1 to be the family of such graphs with i type I vertices, namely graphs of the categories
1 and 3 of the previous definition. Consider X = g∗, the dual of a Lie algebra g endowed with
the Poisson structure {·, ·}. Let m ⊂ g be a subalgebra, χ a character of m and q such that
g = m ⊕ q. Fix a basis {m1, . . . ,mt} of m. Let {e
1
l , e
2
l } be the ordered set of edges leaving
l ∈ V1(Γ) of a colored graph Γ ∈ Q
∞
i,1. Let BΓ : S(q) −→ S(q)⊗m
∗ be the differential operator:
F 7→ (mj 7→ BΓ(mj)(F )) for j = 1, 2, . . . , t, where
BΓ(mj)(F ) =
∑
L: colored
L(e∞)=mj

 i∏
r=1

 ∏
e∈E(Γ), e=(·,r)
∂L(e)

 {L(e1r), L(e2r)}

×

 ∏
e∈E(Γ)
e=(·,F )
∂L(e)F

 (10)
For mj ∈ {m1, . . . ,mt}, we define d
i : S(q)[ǫ] −→ S(q)[ǫ] ⊗m∗ to be the differential operator
F 7→ (mj 7→ d
i(mj)(F )),
where
di(mj)(F ) =
∑
Γ∈Q∞
i,1
ωΓBΓ(mj)(F ).
Set finally d(m⊥, χ, q, ǫ) : S(q)[ǫ] −→ S(q)[ǫ] ⊗m∗ be the differential operator
d(m⊥, χ, q, ǫ) =
∞∑
i=1
ǫidi (11)
One may repeat the same construction without ǫ to define an operator d(m⊥, χ, q) : S(q) −→
S(q)⊗m∗ with d(m⊥, χ, q) =
∑∞
i=1 d
i.
Remark 3.2. A direct computation shows that d1(F ) = 0 if and only if F ∈ S(q)m.
Definition 3.3. ([9]) Consider X = g∗ with the (Lie-) Poisson structure and C = χ+ m⊥ as
a coisotropic submanifold.
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a) The ǫ-reduction algebra over χ+ m⊥ is the vector space of solutions F(ǫ) ∈ S(q)[ǫ] of the
equation
d(m⊥, χ, q, ǫ)(F(ǫ)) = 0 (12)
equipped with the ∗CF− product (3). We denote this algebra as H
0(m⊥, χ, q, ǫ).
b) The reduction algebra over χ+m⊥ is the vector space of solutions F ∈ S(q) of the equation
d(m⊥, χ, q)(F ) = 0 (13)
equipped with the ∗CF -product (without ǫ). We denote this algebra as H
0(m⊥, χ, q).
For simplicity we denote as d =
∑∞
i=1 d
i the differential in both the defining equations (12)
and (13) since the existence or not of the deformation parameter ǫ will be explicitly indicated
when needed. In fact, when g is semisimple, we will show in Proposition 3.7 that the two
systems of differential equations (12) and (13) are in a certain sense equivalent.
Let degq(G) = pmean thatG ∈ S(q) has polynomial degree p . Similarly, degǫ is the ǫ− degree of
elements in S(q)[ǫ] and the differential operator d on S(q)[ǫ] as defined in (11) . For F ∈ S(q)[ǫ],
set degq,ǫ(F ) := degq(F ) + degǫ(F ). Let now F(ǫ) = F0 + ǫF1 + · · · + ǫ
nFn ∈ H
0(m⊥, χ, q, ǫ).
Grouping the terms of the left-hand side of (12) with respect to their degǫ we get the following
system of degǫ− homogeneous linear partial differential equations,
∀p ∈ N,
p∑
i=1
di(Fp−i) = 0. (14)
By [9], § 2, Lemma 7, only the colored graphs Γ ∈ Q∞2n+1,1, have a non-zero contribution to d.
So (14) is
∀p ∈ N0,
p∑
i=0
d2i+1(F2(p−i)) = 0. (15)
This means that every element of H0(m⊥, χ, q, ǫ) can be written as F(ǫ) =
∑n
i=0 ǫ
2iF2i. Turning
equation (12) into a homogeneous system is possible using the ǫ− degree and thus works for
well in this case. System (13) is much more complicated.
3.2. Weights in the reduction algebra. Consider X = g∗ endowed with a weight homoge-
neous Poisson structure. Then the algebra of smooth functions on the coisotropic submanifold
m⊥χ is isomorphic to S(q). For a weight homogeneous F ∈ S(q) and a graph Γ ∈ Q
∞
n,1, we want
to prove that BΓ(mj)(F ) is a weight homogeneous function and then compute its weight. We
say that BΓ(mj) is weight homogeneous, if for any weight homogeneous function F , the function
BΓ(mj)(F ) is weight homogeneous. In that case we set ω(BΓ(mj)) := ω(BΓ(mj)(F ))−ω(F ) to
be the weight of BΓ(mj). For the weight ω(π) of the bivector field π see the relative discussion
at Section 2.2.1 for polyvector fields. The following Lemma computes ω(BΓ(mj)) for Γ ∈ Q
∞
n,1.
Lemma 3.4. Let π be a weight homogeneous Poisson structure on g∗. Let Γ ∈ Q∞n,1, L be a
label function and fix L(e∞) = mj . Then BΓ(mj) is weight homogeneous and
ω(BΓ(mj)) = n · ω(π) + ω(mj) (16)
Proof. Let Γ ∈ Bn. Label as 1 the root of the graph, as 2 the type I vertex receiving the edge
starting from 1 and etc. Thus the nth vertex is the origin of e∞. Let e
1
i , i = 1, . . . , n be the
3 A NEW W -ALGEBRA MODEL. 9
edges deriving F , e2i , i = 1, . . . , n − 1 be the edges between the type I vertices, and e
2
n = e∞.
Fixing a label L, one has
ω({L(e1i ), L(e
2
i )}) = ω(L(e
2
i−1))
for i = 2, . . . , n. Borrowing arguments from Lemma 2.1,
ω(BΓ(mj)(F )) = ω(F )−
n∑
i=1
ω(L(e1i )) + ω({L(e
1
1), L(e
2
1)}).
Analyzing the weight ω({L(e11), L(e
2
1)}), we get
ω({L(e11), L(e
2
1)}) = ω(F )−
n∑
i=1
ω(L(e1i ))+ω({L(e
1
1), . . . , {L(e
1
n−2), {L(e
1
n−1), {L(e
1
n), L(e
2
n)} · · · }).
Finally, by applying relation (9) to the right hand side of the last equation, we conclude that
ω(BΓ(mj)(F )) = ω(F ) + ω(mj) + n · ω(π).
The case Γ ∈ BWn works similarly: Let p type I vertices be in the wheel and n − p type I
vertices be in the Bernoulli part of Γ. Label as 1 the vertex inside the wheel that receives the
edge leaving the vertex of the wheel where the Bernoulli part is attached. Label the rest of the
vertices following the orientation of the edges in the wheel and then in the Bernoulli part such
that e∞ leaves the vertex labeled as n. Order the edges deriving F by e
1
i and the edges among
the type I vertices by e2i , i ∈ {1, . . . , n}. Again e
2
n = e∞. In particular, none of the edges leaving
the pth vertex derives F , so we will name as e2p the edge inside the wheel and as e
1
p the edge
towards the Bernoulli part of Γ. For i > 1, i /∈ {p, p+1}, the contribution of the ith type I vertex
to the weight of the polynomial function BΓ(mj)(F ) is ω(π)+ω(L(e
1
i ))+ω(L(e
2
i ))−ω(L(e
2
i−1)).
Similarly, at the first type I vertex, the contribution is ω(π) + ω(L(e11)) + ω(L(e
2
1))− ω(L(e
2
p)).
Using the notation of Lemma 2.1 and formula (10), let BΓ(mj) = PD1. Since Γ ∈ BW
n,
BΓ(mj) is a constant coefficient operator, that is P is a constant and ω(P ) = 0. Then
ω(BΓ(mj)(F )) = ω(F )−
n∑
i=1
ω(L(e1i )).
A similar calculation as before proves the claim.
Lemma 3.5. Fix a Γ ∈ Wn and let F ∈ S(q). Then
ω(BΓ(F )) = ω(F ) + n · ω(π) (17)
Proof. One can get the claim with similar arguments as in the previous Lemma. 3
The following Lemma shortens the computations in the case of a wheel-type graph.
Lemma 3.6. Let Γ ∈ Wn and fix a weight ω. Let e1i be the edges deriving the function F
associated to the type II vertex. Then
n∑
i=1
ω(L(e1i )) = −n · ω(π)
3Otherwise the Lemma is straightforward since the wheels are graphs that fall into the range of Lemma 2.1.
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Proof. Pick a type I vertex and label it as 1. Continue labeling the type I vertices following the
edges inside the wheel. At each type I vertex i = 1, . . . , n − 1, it is ω(L(e2i )) = ω(L(e
1
i+1)) +
ω(L(e2i+1)) +ω(π) and ω(L(e
2
n)) = ω(L(e
1
1)) + ω(L(e
2
1)) +ω(π) at the n
th vertex. One then has
to sum by parts and simplify.
We say that a Poisson structure is weight homogeneous if the associated bivector π is weight
homogeneous according to § 2.2.1.
Proposition 3.7. Consider a weight homogeneous (Lie-) Poisson structure π on g∗, m ⊂ g a
Lie subalgebra, χ a character of m and q ⊂ g a vector subspace such that g = m⊕ q. Then the
defining system (13) is equivalent to (15).
Proof. We first observe that even since the result of Lemma 3.4 depends on the label L, this
will not affect our use of it in writing (13) as a system of homogeneous equations with respect
to ω. Let F =
∑k0−1
i=0 F˜i ∈ H
0(m⊥, χ, q), with F˜i ∈ S(q) homogeneous of ω(F˜i) = k0 − i. Then
(13) is
k0−1∑
i=0
d(F˜i) = 0⇔
∞∑
k=1
k0−1∑
i=0
dk(F˜i) = 0 (18)
Figure 2: The only graph in Q∞1,1.
Fix a label L. By Lemma 3.4 one can group together the operators in the differential d
with respect to the number of type I vertices in the respective graphs. Equation (18) is then
equivalent to a system of equations recovered in the following way: The only operator of weight
ω(L(e∞)) + ω(π) is given by the graph Γ of Figure 2. Thus the homogeneous equation of
weight equal to k0+ω(L(e∞)) +ω(π) (the highest possible) in (18) is d
1(F˜0) = 0. This way we
recover the first equation of the system (15). The homogeneous equation in (18) of the second
highest weight, k0 + ω(L(e∞)) + ω(π)− 1, is d
1(F˜1) = 0. For weight k0 + ω(L(e∞)) + ω(π)− 2,
one has d1(F˜2) + d
2(F˜0) = 0, which, since all weights ωΓ for Γ ∈ B
2i ∪ BW2i are zero, gives
d1(F˜2) = 0. With the same argument, the equation of weight k0 + ω(L(e∞)) + ω(π) − 3 is
d1(F˜3) = 0 and for weight k0+ω(L(e∞))+ω(π)−4 we get d
1(F˜4)+d
3(F˜0) = 0, thus recovering
the second equation of (15). Similarly, for decreasing weight, one gets d1(F˜5) + d
3(F˜1) = 0,
d1(F˜6) + d
3(F˜2) = 0 and d
1(F˜7) + d
3(F˜3) = 0. Inductively, we regroup the terms of F as
F =
∑
i F2i, where F2i =
∑3
j=0 F˜4i+j .
At this point we start discussing a particular choice of weight homogeneous (Lie-) Poisson
structure on g∗. Let g be a k-dimensional semisimple Lie algebra. Pick an sl2-triple {e, h, f}
and let ni be the weights of the adjoint action [h,Xi] = niXi on basis elements Xi ∈ g. Let
S(g) = ⊕nS
n(g) be the standard polynomial grading on S(g). The adh− action extends to
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a derivation on S(g) and we use the notation wt(P ) for the weight of an element P ∈ S(g)
with respect to this action. Define Sn(g)(i) := {x ∈ Sn(g)/adh(x) = ix}, i ∈ Z. The Kazhdan
grading on S(g) is S(g) =
⊕
n∈Z S(g)[n] where S(g)[n] :=
⊕
i+2j=n S
j(g)(i). The Kazhdan
degree of a homogeneous element P ∈ S(g) will be denoted by degK(P ). Let U0(g) ⊂ U1(g) ⊂
· · · ⊂ Un(g) ⊂ · · · be the PBW filtration of U(g) and set Un(g)(i) := {x ∈ Un(g)/adh(x) = ix}.
Then the Kazhdan filtration on U(g) is a Z− indexed filtration with FpU(g) := 〈x ∈ Uj(g)(i)/ i+
2j ≤ p〉 (the subspace spanned by all such x).
Remark 3.8. Set ωg := (n1+2, . . . , nk+2). Then the Kazhdan degree of P ∈ S(g) is the weight
homogeneous degree ωg(P ). A direct application of Lemma 2.1 is that if Γ ∈ Q1,2, then ω(BΓ) =
−2. We thus recover as a special case, the fact that the transverse Poisson structure on a slice,
has weight homogeneous degree equal to −2 (see [10]). We should mention that this weight
choice is non-trivial; fixing ω = (1, . . . , 1), a linear Poisson structure is weight homogeneous
with ω(π) = −1. It is obvious that for ω = ωg, Lemma (3.6) simplifies to
∑n
i=1wt(L(e
1
i )) = 0.
Remark 3.9. Let g,m, χ, q as in the W− algebra construction. From the proof of Proposition
3.7, we deduce that every element F ∈ H0(m⊥, χ, q) can be written as a finite sum of elements
of S(q) of the form
F = F0 + F2 + F4 + · · ·
with ωg(F2i) = ωg(F0)− 4i.
For the rest of the paper, we fix ω = ωg and restrict our grading-related arguments to degK .
3.3. A new W− algebra model. Let gǫ be the Lie algebra over the ring K[ǫ] with Lie bracket
defined as [X,Y ]ǫ := ǫ[X,Y ], for X,Y ∈ g. Set U(ǫ)(g) = U(gǫ) over K[ǫ] and consider the ideal
U(ǫ)(g)mχ+ρ with the notation of Section 2.1.1, where ρ(H) =
1
2Tr(adH), H ∈ m. Denote as
H0(g∗, ǫ) the ǫ− reduction algebra corresponding to the data q = g. Its differential is identically
0 and it is isomorphic to S(g)[ǫ] as a vector space, so H0(g∗, ǫ) ≃ U(ǫ)(g). Similarly, denote
as H0(m⊥, g∗, χ, q, ǫ) the ǫ− reduction space corresponding to the coisotropic submanifold m⊥
that is isomorphic to S(q)[ǫ] as a vector space and whose differential d is identically 0. There is
a bimodule structure on H0(m⊥, g∗, χ, q, ǫ): The left H0(g∗, ǫ)− module structure is denoted as
∗1 : H
0(g∗, ǫ)×H0(m⊥, g∗, χ, q, ǫ) −→ H0(m⊥, g∗, χ, q, ǫ)
f ∗1 ρ = f · ρ+
∞∑
k=1
ǫk
k!
∑
Γ∈Q
(4)
k,2
ωΓBΓ(f, ρ)
while the right H0(m⊥, χ, q, ǫ)− structure is denoted as
∗2 : H
0(m⊥, g∗, χ, q, ǫ) ×H0(m⊥, χ, q, ǫ) −→ H0(m⊥, g∗, χ, q, ǫ)
ρ ∗2 g = ρ · g +
∞∑
k=1
ǫk
k!
∑
Γ∈Q
(4)
k,2
ωΓBΓ(ρ, g).
For more details we invite the reader to check [6] and [9] § 1.6. Using these two module structures
one defines two differential operators
T 1 : S(q)[ǫ] −→ H
0(m⊥, g∗, χ, q, ǫ)
T 1(F ) = F ∗1 1
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T2 : H
0(m⊥, χ, q, ǫ) −→ H0(m⊥, g∗, χ, q, ǫ)
T2(G) = 1 ∗2 G
where the bar over T1 simply denotes the restriction of the operator •∗1 1 to S(q)[ǫ] ⊂ H
0(g∗, ǫ).
Both T 1 and T2 are coming from W− type graphs and so they have constant coefficients. In
[1],[2] it is proved that there is a non-canonical associative algebra isomorphism,
βq,(ǫ) ◦ ∂
q
1
2
(ǫ)
◦ T
−1
1 T2 : H
0(m⊥, χ, q, ǫ)
∼
−→
(
U(ǫ)(g)/U(ǫ)(g)mχ+ρ
)m
, (19)
where
βq,(ǫ) : S(q)[ǫ] −→ U(ǫ)(g)/U(ǫ)(g)mχ+ρ
is the quotient symmetrization map and
q(Y ) := det
g
(
sinh adY2
adY
2
)
,
for Y ∈ g.
From now on, let G be a connected semisimple Lie group and g its Lie algebra. Fix a
nilpotent element e ∈ g and pick h, f ∈ g forming an sl2- triple with e. There exists a g−
invariant bilinear form (·, ·) such that (e, f) = 1. Let χ ∈ g∗ be defined for all x ∈ g by
χ(x) = (e, x). Set g(i) := {ξ ∈ g|[h, ξ] = iξ} to be the eigenspaces of the adh− action. Consider
the skew-symmetric form ωχ on g defined by ωχ(ξ, η) = χ([ξ, η]). The restriction ωχ|g(−1) is
non-degenerate so one can pick a lagrangian subspace l ⊂ g(−1). Set m := l
⊕
⊕i≤−2g(i) (so χ
is a character of m). Set mχ to be the space generated by the elements {ξ − χ(ξ), ξ ∈ m} and
let q be such that g = m⊕ q.
We prove now that in the W− algebra setup, one can drop the deformation parameter ǫ
and the character ρ in (19). With the next result we provide a new model of the W− algebra
associated to the data (g, e).
Theorem 3.10. Let g be a semisimple Lie algebra, and {e, h, f} an sl2− triple. Let χ,mχ be
as in the W− algebra setup. There is an associative algebra isomorphism
βq ◦ ∂q
1
2
◦ T
−1
1 T2 : H
0(m⊥, χ, q)
≃
−→ (U(g)/U(g)mχ)
m . (20)
Proof. The direction H0(m⊥, χ, q) →֒ (U(g)/U(g)mχ)
m works as in the proof of (19) in [2], see
§ 1.3 of our Introduction. We only note that in the course of this direction, it is proved that if
F ∈ H0(m⊥, χ, q), then
[(m− χ(m)) ∗1 1] ∗2 F = 0. (21)
This is immediate by Lemma 3.3 in [1],
(m− χ(m)) ∗1 1 = 0. (22)
The inverse direction uses essentially the same argument with the proof of (19) in [2], but we
use ωg instead of degǫ. We omit details that can be found in [2]. Let G ∈ (S(g)/S(g) ∗K mχ)
m
be on the vertical axis of the biquantization diagram of g∗ and m⊥χ and let F = T
−1
2 T 1(G) be at
the horizontal axis of the diagram. Then if m−χ(m), m ∈ m, is on the vertical axis, (see Figure
(3)), one has (m− χ(m)) ∗K G−G ∗K (m− χ(m)) ∈ S(g) ∗K mχ. By a bimodule compatibility
relation and (22) one gets that (m− χ(m)) ∗1 (1 ∗2 F ) = 0. Thus together with (21), we have a
Stokes equation ∑
Γ
∫ ∞
0
dωΓ(s)BΓ(F ) = 0 (23)
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letting F move as a point s on the horizontal axis. The possible concentrations are:
Interior graphs. Let k type I vertices and one type II vertex collapse on the horizontal axis.
Dimensional reasons force a possible graph in this concentration to be either of Bk− or BWk−
type. Denote as α the edge leaving the concentration and an interior graph as Γαint.
Exterior graphs. The first possibility is to have a B-type graph receiving at its root the
edge α. Then its own e∞ edge derives the function m − χ(m). Additionally, there can be
a superposition of infinitely many W− type graphs deriving the concentration. The second
possibility is to have only a finite number of W− graphs deriving the concentration. In this
case α derives m− χ(m).
Figure 3: The graph corresponding to B0Γα
ext
(B1Γα
int
).
The simplest concentration is the one in Figure 3, where the interior graph is the one of
d1(m⊥, χ, q). Let e11 be the edge deriving F , e
2
1 = α be the edge deriving m − χ(m) and L
a label function. Then by Lemma 3.4
degK(B
0
Γαext
(B1Γαint)(F )) = degK(F )− 2 + degK(L(α)).
In general, suppose that the concentration contains a Γαext ∈ B
m, k exterior wheel type graphs
Γi,αext ∈ W
ri and Γαint ∈ B
t ∪ BWt. Then α derives the root of Γαext ∈ B
m. The total Kazhdan
degree in this diagram is
degK(BΓext(BΓint(F )) = degK(F ) + degK(L(α)) − 2(t+m)− 2
k∑
i=1
ri (24)
as a straightforward computation shows. The Stokes equation (23) is equivalent to
∑
α

 ∑
Γαint,Γ
α
ext
(
BΓαext(BΓαint(F ))
) = 0⇔∑
α

 ∑
Γαint,Γ
α
ext
(
∞∑
l+k+m=0
(
BmΓαext(B
k
Γαint
(Fl))
)) = 0
(25)
for l = 1, . . . n, k = 0, . . .∞, m = 0, . . .∞. Grouping the equations with respect to their weight
degK , (25) can be rewritten as∑
α
BΓαext(BΓαint(F )) = 0⇔
∑
α
∑
l,i,j
BjΓαext
(BiΓαint(Fl)) = 0⇔
∑
i
di(F ) = 0⇔ d(F ) = 0.
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4 Generators of the reduction algebra.
4.1. H0(m⊥, χ, q) as a deformation of (S(g)/S(g)mχ)
m.
Let g = q ⊕ m and χ,mχ be as in the W− algebra construction. In this section we
first prove that the reduction algebra H0(m⊥, χ, q) is a deformation of the space of invari-
ants (S(g)/S(g)mχ)
m. We also compute explicitly the generators of H0(m⊥, χ, q). For this,
we use a specific basis already used by Premet. Let x1, . . . , xr be a basis of ge and extend
it to a homogeneous basis x1, . . . , xr, xr+1, . . . , xm of p =
∑
i≥0 g(i), with xi ∈ g(ni) for all
i ∈ {1, 2, . . . ,m}. By [17], Section 3.1, [e, p] =
∑
i≥2 g(i), dim ge = dim g(0) + dim g(1) = r
and there exist homogeneous elements yr+1, . . . , ym ∈
∑
i≤−2 g(i), with yi ∈ g(−ni − 2) for all
i ∈ {r + 1, . . . ,m} such that
χ([xi, yj ]) = δij (r + 1 ≤ i, j ≤ m). (26)
In addition, we fix a Witt basis z1, . . . , zs, zs+1, . . . , z2s in g(−1) such that [zi+s, zj ] = δijf and
[zi, zj ] = [zi+s, zj+s] = 0, for 1 ≤ i, j ≤ s. Then {x1, . . . , xm, zs+1, . . . , z2s} is a basis of q. Let
(α, β) = (α1, . . . , αm, β1, . . . , βs) ∈ N
m
0 ×N
s
0 be a multi-index and x
αzβ = xα11 · · · x
αm
m z
β1
s+1 · · · z
βs
2s
the corresponding element in S(q). Finally, for αi 6= 0, βj 6= 0, we also consider the multi-index
(α− ei, β − ej) = (α1, . . . , αi − 1, . . . , αm, β1, . . . , βj − 1, . . . , βs) ∈ N
m
0 ×N
s
0. The ∗− product
used throughout this section is the ∗CF− product so we simply denote it as ∗.
Lemma 4.1. Let P be a nonzero Kazhdan-degree-homogeneous polynomial in (S(g)/S(g)mχ)
m
of degree k0. The term in P of minimum polynomial degree is an element of S(ge). Namely, P
is written in the following form
P =
∑
p=(p1,...,pr)
λpx
p1
1 · · · x
pr
r +
∑
(αr+1,...,αm,β1,...,βs) 6=0∑
pi<
∑
αi+
∑
βi
λα,βx
α1
1 · · · x
αr
r · · · x
αm
m z
β1
s+1 · · · z
βs
2s ,
with λp, λα,β ∈ K.
Proof. Let P ∈ (S(g)/S(g)mχ)
m be a nonzero Kazhdan-degree-homogeneous polynomial. With
respect to the basis of q it can be written as
P =
∑
degK(x
αzβ)=k0
λα,βx
αzβ.
Let (α,β) = (α1, . . . , αr, αr+1, . . . , αm, β1, . . . , βs) ∈ N
m
0 ×N
s
0 be an (m+ s)-tuple such that the
polynomial degree of the term xαzβ is minimum and (αr+1, . . . , αm, β1, . . . , βs) 6= 0 ∈ N
m−r
0 ×
N
s
0. If αi 6= 0 for some i ∈ {r+1, . . . ,m}, consider the element yi ∈ g(−ni−2) ⊂
∑
j≤−2 g(j) ⊂ m
defined in (26). Then we have
[xα11 · · · x
αj
j · · · x
αm
m z
β1
s+1 · · · z
βs
2s , yi]
=
r∑
j=1
xα11 · · · [x
αj
j , yi] · · · x
αr
r · · · x
αm
m z
β1
s+1 · · · z
βs
2s
+
m∑
j=r+1
αjχ([xj , yi])x
α1
1 · · · x
αr
r · · · x
αj−1
j · · · x
αm
m z
β1
s+1 · · · z
βs
2s
=
r∑
j=1
xα11 · · ·αj [xj, yi]x
αj−1
j · · · x
αr
r · · · x
αm
m z
β1
s+1 · · · z
βs
2s
+ αix
α1
1 · · · x
αr
r · · · x
αi−1
i · · · x
αm
m z
β1
s+1 · · · z
βs
2s .
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For 1 ≤ j ≤ r, suppose [xj, yi] ∈ g(−2). Then restricting at χ+m
⊥ one has
[xj, yi] = χ([xj , yi]) = (e, [xj , yi]) = −([xj , e], yi) = 0,
since xj ∈ ge. If [xj , yi] /∈ g(−2), then [xj , yi] = 0 or [xj, yi] ∈ q. The second case im-
plies that the term
∑r
j=1 x
α1
1 · · ·αj [xj , yi]x
αj−1
j · · · x
αr
r · · · x
αm
m z
β1
s+1 · · · z
βs
2s has greater polyno-
mial degree than the term αix
α1
1 · · · x
αr
r · · · x
αi−1
i · · · x
αm
m z
β1
s+1 · · · z
βs
2s . Thus, the nonzero term in
[xα11 · · · x
αj
j · · · x
αm
m z
β1
s+1 · · · z
βs
2s , yi] with minimum polynomial degree is
αix
α1
1 · · · x
αr
r · · · x
αi−1
i · · · x
αm
m z
β1
s+1 · · · z
βs
2s .
The m-invariance implies that αi = 0, which is a contradiction.
If βi 6= 0 for some i ∈ {1, . . . , s}, we consider the element zi ∈ g(−1) ⊂ m. A similar
argument using zi instead of yi results again in contradiction.
Lemma 4.2. Let Q be a nonzero Kazhdan-degree-homogeneous polynomial in S(ge) of degree
k0. There is a unique polynomial P ∈ (S(g)/S(g)mχ)
m of Kazhdan degree k0 whose term of
minimum polynomial degree is Q.
Proof. By Lemma 4.1 every polynomial P in (S(g)/S(g)mχ)
m is written in the form
P =
∑
p=(p1,...,pr)
λpx
p1
1 · · · x
pr
r +
∑
(αr+1,...,αm,β1,...,βs) 6=0∑
pi<
∑
αi+
∑
βi
λα,βx
αzβ,
with λp, λα,β ∈ K. We show that the coefficients λα,β are uniquely determined by λp.
If αi 6= 0 for some i ∈ {r+1, . . . ,m}, consider the element yi ∈ g(−ni−2) ⊂
∑
j≤−2 g(j) ⊂ m.
One then has
[λpx
p1
1 · · · x
pr
r , yi] =
r∑
j=1
pjλpx
p1
1 · · · x
pj−1
j · · · x
pr
r [xj, yi]
and
[λα,βx
αzβ, yi] =
r∑
j=1
αjλα,βx
α−ejzβ[xj , yi] + αiλα,βx
α−eizβ.
We have degq(x
α−ejzβ[xj , yi]) > degq(x
α−eizβ). If degq(λpx
p1
1 · · · x
pj−1
j · · · x
pr
r [xj , yi]) = degq(x
α−eizβ),
by m-invariance, we deduce that
r∑
j=1
pjλpx
p1
1 · · · x
pj−1
j · · · x
pr
r [xj , yi] = −αiλα,βx
α−eizβ.
Consequently, if αi 6= 0, the coefficients λα,β are uniquely determined by λp. Similarly, if βi 6= 0
for some i ∈ {1, . . . , s}, it is
r∑
j=1
pjλpx
p1
1 · · · x
pj−1
j · · · x
pr
r [xj, zi] = −βiλα,βx
αzβ−ei ,
so λα,β are uniquely determined by λp.
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This lemma implies that there is an algebra isomorphism ν : S(ge) −→ (S(g)/S(g)mχ)
m.
Thus, for a basis x1, . . . , xr of ge, the polynomials Pi = ν(xi), i = 1, . . . , r generate (S(g)/S(g)mχ)
m.
Recall by Remark 3.9, that every element in H0(m⊥, χ, q) is written as F =
∑
i F2i with
degK(F2i) = degK(F0)− 4i. We show now that F is uniquely determined by the leading term
F0 ∈ (S(g)/S(g)mχ)
m.
Proposition 4.3. Let F =
[
k0
4
]∑
i=0
F2i ∈ H
0(m⊥, χ, q) with F0 ∈ (S(g)/S(g)mχ)
m, degK(F0) = k0.
The affine symbol map σ : H0(m⊥, χ, q) −→ (S(g)/S(g)mχ)
m defined by σ(F ) = F0, is surjective.
Proof. Let J = span{xr+1, . . . , xm, zs+1, . . . , z2s}. We have S(q) = S(ge)⊕ S(q)J , where S(q)J
is the ideal of S(q) generated by J . Let F2 = F
′
2 + F
′′
2 with F
′
2 ∈ S(ge) and F
′′
2 ∈ S(q)J . If F
′
2
is not zero, by Lemma 4.2, there is an element F¯ ′2 in (S(g)/S(g)mχ)
m whose term of minimum
polynomial degree is F ′2 and the other terms belong to S(q)J . Thus, we may write F2 = F¯
′
2+F¯
′′
2 ,
with F¯ ′2 ∈ (S(g)/S(g)mχ)
m and F¯ ′′2 ∈ S(q)J . Since the invariant term of F is F0, we conclude
that F¯ ′2 = 0 and F2 ∈ S(q)J . Thus, F2 is written in the form
F2 =
∑
(αr+1,...,αm,β1,...,βs) 6=0
degK(x
αzβ)=k0−4
λk0−4α,β x
αzβ.
By equations (14) in Section 3.1 we have that d1(F2) = −d
3(F0). Recall by the same section
that the graphs appearing in di are either Bernoulli or Bernoulli attached to a wheel and have
an edge leaving to infinity that we call e∞. Let yr+1, . . . , ym be the elements in m defined in (26)
and fix L(e∞) = yj for some j ∈ {r+ 1, . . . ,m}. By Lemma (3.4), if the polynomial d
3(yj)(F0)
is non-zero, it has Kazhdan degree k0 − 4 +wt(yj). Recall that d
1(yj)(F ) =
∑m
i=1[yj , xi]∂xi(F )
and that essentially d1(yj)(F ) is the bracket [F, yj], see Remark 3.2. Let now αj 6= 0 for some
j ∈ {r + 1, . . . ,m}. In Kazhdan degree k0 − 4 + wt(yj) we have the following equality of
polynomials:
d1(λk0−4α,β x
αzβ)(yj) = [λ
k0−4
α,β x
α1
1 · · · x
αr
r x
αr+1
r+1 · · · x
αj
j · · · x
αm
m z
β1
s+1 · · · z
β2s
2s , yj ]
=
r∑
k=1
λk0−4α,β αkx
α1
1 · · · x
αk−1
k [xk, yj] · · · x
αr
r x
αr+1
r+1 · · · x
αj
j · · · x
αm
m z
β1
s+1 · · · z
β2s
2s
+ λk0−4α,β αjx
α1
1 · · · x
αr
r x
αr+1
r+1 · · · x
αj−1
j · · · x
αm
m z
β1
s+1 · · · z
β2s
2s .
It is obvious that degq(x
α1
1 · · · x
αk−1
k [xk, yj] · · · x
αm
m z
β1
s+1 · · · z
β2s
2s ) > degq(x
α1
1 · · · x
αj−1
j · · · x
αm
m z
β1
s+1 · · · z
β2s
2s )
for any k = 1, 2, . . . , r. Thus we equate the last term at the right hand side with the term of
d3(yj)(F0) of equal polynomial degree and compute the coefficients λ
k0−4
α,β . If βj 6= 0 we use
the same arguments for zj , j ∈ {1, . . . , s}, to compute λ
k0−4
α,β . Inductively, using the equation
d1(F2i) + d
3(F2i−2) + · · ·+ d
2i+1(F0) = 0, we compute the term F2i from F0, . . . , F2i−2. Hence,
for any F0 ∈ (S(g)/S(g)mχ)
m there is a unique F ∈ H0(m⊥, χ, q) such that σ(F ) = F0.
In view of Proposition 4.3, and fixing an invariant P ∈ (S(g)/S(g)mχ)
m, we denote as P˜ the
element of H0(m⊥, χ, q) whose leading term, is P˜0 = P . Obviously, if k0 ≤ 3, P˜ = P . Before
the next Theorem, which is analogous to Theorem 3.4 of [17], let Bk stand for the sum of
bidifferential operators in the ∗CF− product coming from graphs Γ ∈ Q
(2)
k,2, taken together with
their corresponding coefficient ωΓ. In the proof we ignore possible coefficients in the linear
combinations in order to lighten the notation.
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Theorem 4.4. Let g,m, χ be as in § 1.2, x1, . . . , xr a basis of ge and Pi = ν(xi) the corre-
sponding elements of (S(g)/S(g)mχ)
m. Then H0(m⊥, χ, q) is generated by P˜1, . . . , P˜r.
Proof. By the results of this section, (S(g)/S(g)mχ)
m is polynomial and isomorphic to S(ge).
To better illustrate the proof we assume that every element of (S(g)/S(g)mχ)
m that we consider
is written as the product of two generators Pi, Pj ∈ (S(g)/S(g)mχ)
m for i, j ∈ {1, . . . , r}. This
is not a loss of generality; if the invariant element is the product of more generators, one can
use our procedure and the associativity of the ∗− product to extend it to the other terms as
well. Sums of products are handled by linearity of all the operations and operators involved.
Let F =
∑[ k0
4
]
i=0 F2i with degK(F0) = k0 be an element of H
0(m⊥, χ, q). Suppose F0 = P
0
i P
0
j
with P 0i , P
0
j ∈ (S(g)/S(g)mχ)
m generating invariants, and degK(P
0
i ) = k
′
0,degK(P
0
j ) = k
′′
0 . Set
P˜i = P
0
i +
[
k
′
0
4
]∑
s=1
P 2si , P˜j = P
0
j +
[
k
′′
0
4
]∑
s=1
P 2sj
to be the elements of H0(m⊥, χ, q) corresponding to P 0i , P
0
j respectively. Then P˜i ∗ P˜j =∑[ k0
2
]
m=0Bm(P˜i, P˜j) is an element of H
0(m⊥, χ, q). Let δ4 be the function defined as δ4(k0) = 1
if k0 ∈ 4Z and δ4(k0) = 0 otherwise. It is degK(Bm(P˜i, P˜j)) = k0 − 2m and Bm(P˜i, P˜j) =∑[ k0
4
]−δ4(k0)
s+k=0 Bm(P
2s
i , P
2k
j ). Then
P˜iP˜j = P˜i ∗ P˜j −
[
k0
2
]∑
m=1
Bm(P˜i, P˜j)
and furthermore
P 0i P
0
j = P˜i ∗ P˜j −
[
k0
4
]−δ4(k0)∑
s+k=1
P 2si P
2k
j −
[
k0
2
]∑
m=1
Bm(P˜i, P˜j) (27)
with degK(Bm(P
2s
i P
2k
j )) = k0− 2m− 4(s+ k). From the reduction equations for F and P˜i ∗ P˜j ,
one has
d3(F0) + d
1(F2) = 0. (28)
d3
(
P 0i P
0
j
)
+ d1
(
P 2i P
0
j + P
0
i P
2
j +B2(P
0
i , P
0
j )
)
= 0, (29)
Subtracting (29) from (28) we get that F2−P
2
i P
0
j −P
0
i P
2
j −B2(P
0
i , P
0
j ) ∈ (S(g)/S(g)mχ)
m.
Suppose then that F2 − P
2
i P
0
j − P
0
i P
2
j − B2(P
0
i , P
0
j ) = P
0
r P
0
t where P
0
t , P
0
r are generators of
(S(g)/S(g)mχ)
m with degree degK(P
0
t P
0
r ) = k0 − 4. Then as before,
F2 − P
2
i P
0
j − P
0
i P
2
j −B2(P
0
i , P
0
j ) = P˜t ∗ P˜r −
[
k0
4
]−δ4(k0)−1∑
s+k=1
P 2st P
2k
r −
[
k0−4
2
]∑
m=1
Bm(P˜t, P˜r)
with degK(Bm(P
2s
t , P
2k
r )) = k0 − 4 − 2m − 4(s + k). Similarly, the second of the reduction
equations satisfied by the element corresponding to the invariant B1(P
0
i , P
0
j ) is
d3(B1(P
0
i , P
0
j )) + d
1(B1(P
2
i , P
0
j ) +B1(P
0
i , P
2
j }) +B3(P
0
i , P
0
j )) = 0. (30)
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Since B1(P
0
i , P
0
j ) ∈ (S(g)/S(g)mχ)
m and degK(B1(P
0
i , P
0
j )) = k0 − 2, let B1(P
0
i , P
0
j ) = P
0
q P
0
ℓ
where P 0q , P
0
ℓ ∈ (S(g)/S(g)mχ)
m are generators. As before, one has
P 0q P
0
ℓ = P˜q ∗ P˜ℓ −
[
k0−2
4
]−δ4(k0−2)∑
p+k=1
P 2pq P
2k
ℓ −
[
k0
2
−1]∑
m=1
Bm(P˜q, P˜ℓ) (31)
and the reduction equation
d3(P 0q P
0
ℓ ) + d
1(P 2q P
0
ℓ + P
0
q P
2
ℓ +B2(P
0
q , P
0
l )) = 0. (32)
Subtracting (32) from (30), we get that
B1(P
2
i , P
0
j ) +B1(P
0
i , P
2
j ) +B3(P
0
i , P
0
j )− P
2
q P
0
ℓ − P
0
q P
2
ℓ −B2(P
0
q , P
0
ℓ ) (33)
is an invariant of Kazhdan degree k0 − 6. We note here that there is another invariant with
that degree, namely B1(P
0
t , P
0
r ). We assume that the element (33) is written as product of two
generators P 0m, P
0
n of (S(g)/S(g)mχ)
m and continue the process. Up to this point,
F = P˜i ∗ P˜j + P˜t ∗ P˜r −
[
k0
4
]−δ4(k0)−1∑
s+k=1
P 2st P
2k
r −
[
k0−4
2
]∑
m=1
Bm(P˜t, P˜r)
−
[
k0
2
]∑
m=1
[
k0
4
]−δ4(k0)∑
s+k=0
Bm(P
2s
i , P
2k
j ) +
[
k0
4
]∑
i=2
F2i −
[
k0
4
]−δ(k0)∑
s+k=2
P 2si P
2k
j −B2(P
0
i , P
0
j ) =
= P˜i ∗ P˜j + P˜t ∗ P˜r + P˜q ∗ P˜ℓ + P˜m ∗ P˜n + terms of degK ≤ k0 − 8
One can continue to group the remaining terms of F in the expression above by their
Kazhdan degree and using the reduction equations of F, P˜i ∗ P˜j , P˜t ∗ P˜r and etc. These reduction
equations will be eventually exhausted. If there are any invariant terms coming from subtraction
by parts with degK ≤ 3 it will be possible to identify them with some P˜ = P . The element F
is then written using ∗− products of pairs of elements P˜i .
References
[1] P. Batakidis Deformation Quantization and Lie Theory, PhD Thesis, Universite Paris 7,
2009.
[2] P. Batakidis, Reduction algebra and differential operators on Lie groups. Beitr. Algebra
Geom. (2015) 56: 175-198
[3] J. Brundan, A. Kleshchev, Shifted Yangians and W− algebras. Adv. Math. 200 (2006), no.
1, 136-195.
[4] J. Brundan, A. Kleshchev, Representations of shifted Yangians and finite W-algebras.
Mem. Amer. Math. Soc. 196 (2008), no. 918, viii+107 pp.
[5] D. Calaque, C. A. Rossi, Lectures on Duflo isomorphisms in Lie algebra and complex
geometry. EMS Series of Lectures in Mathematics. European Mathematical Society (EMS),
Zu¨rich, 2011.
REFERENCES 19
[6] A.S. Cattaneo, G. Felder Coisotropic submanifolds in Poisson geometry and branes in the
Poisson Sigma model. Lett.Math.Phys. 69 (2004) 157-175
[7] A.S. Cattaneo, G. Felder Relative formality theorem and quantization of coisotropic sub-
manifolds., Adv. Math. 208, (2007), no. 2, 521-548
[8] A.S. Cattaneo, B. Keller, Ch. Torossian, A. Bruguieres. Deformation, quantization, theorie
de Lie. Collection Panoramas et Synthese n 20, SMF 2005.
[9] A.S. Cattaneo, Ch. Torossian, Quantification pour les paires symmetriques et diagrames de
Kontsevich. Annales Sci. de l’Ecole Norm. Sup. (5) 2008, 787–852.
[10] Damianou, Pantelis A.; Sabourin, Herve´; Vanhaecke, Pol, Transverse Poisson structures
to adjoint orbits in semisimple Lie algebras. Pacific J. Math. 232 (2007), no. 1, 111–138
[11] B. Fedosov, Deformation quantization and Index Theory. John Wiley and Sons Ltd, 1996.
[12] W.L. Gan, V. Ginzburg, Quantization of Slodowy slices. IMRN, 5(2002), 243-255.
[13] M. Kontsevich Deformation quantization of Poisson manifolds. Lett. Math.Phys. 66 (2003),
no. 3, 157–216.
[14] C. Laurent-Gengoux, A. Pichereau, P. Vanhaecke, Poisson Structures. Grundlehren der
Mathematischen Wissenschaften 347, Springer, 2013.
[15] I. Losev, Quantized symplectic actions and W− algebras. J. Amer. Math. Soc. 23(2010),
35-59.
[16] I. Losev, Finite dimensional representations of W - algebras. Duke Math. J. 159 (2011), no.
1, 99-143.
[17] A. Premet, Special transverse slices and their enveloping algebras. Adv. Math. 170 (2002),
1-55.
[18] A. Premet, Enveloping algebras of Slodowy slices and the Joseph ideal. J. Eur. Math. Soc.
(JEMS) 9 (2007), no. 3, 487 - 543.
[19] A. Premet, Primitive ideals, non-restricted representations and finite W - algebras. Moscow
Math. J. 7 (2007), 743-762.
[20] A. Premet, Commutative quotients of finite W− algebras. Adv. Math. 225 (2010), no. 1,
269 - 306.
[21] S. Skryabin, Appendix in [17]
[22] Ch. Torossian Ope´rateurs diffe´rentiels invariants sur les espaces syme´triques. I and II, J.
Funct. Anal. 117 (1993), 118-173 and 174-214.
[23] Ch. Torossian Applications de la bi-quantification a` la the´orie de Lie. Higher structures in
geometry and physics, 315-342, Progr. Math, 287, Birkhauser / Springer, New York, 2011.
