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This paper proposes an easy test for two stationary autoregressive fractionally integrated 
moving  average  (ARFIMA)  processes  being  uncorrelated  via  AR  approximations.  We 
prove that an ARFIMA process can be approximated well by an autoregressive (AR) model 
and establish the theoretical foundation of Haugh's (1976) statistics to test two ARFIMA 
processes  being  uncorrelated.  Using  AIC  or  Mallow's  Cp  criterion  as  a  guide,  we 
demonstrate through Monte Carlo studies that a lower order AR(k) model is sufficient to 
prewhiten an ARFIMA process  and the Haugh test statistics perform very well in finite 
sample.  We  illustrate  the  methodology  by  investigating  the  independence  between  the 
volatility of two daily nominal dollar exchange rates-Euro and Japanese Yen and find that 
there exists "strongly simultaneous correlation" between the volatilities of Euro and Yen 
within 25 days. 
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This paper proposes an easy to implement test for two long memory processes
being uncorrelated. Recently, we have witnessed increasingly large number of
studies using the autoregressive fractionally integrated moving average process of
order p,d,q, denoted as ARFIMA (p,d,q) or I(d) process, when the integrated
process of order d, or the diﬀerencing parameter d is a fractional number (e.g.,
Robinson, 1991; Ding and Granger, 1996; Baillie, 1996; Ray and Tsay, 2000;
Bollerslev and Wright, 2000). One of the advantages of using the ARFIMA
process is that it provides a parsimonious way to describe data series with long-
range dependence. However, the use of the ARFIMA process also incurs some
problems in some popularly used test statistics. Tsay and Chung (2000) proved
that two stationary I(d1) and I(d2) processes can yield spurious regression so
long as d1+d2 > 0.5, d1 ∈ (0,0.5), and d2 ∈ (0,0.5). On the other hand, Tsay
(Theorem 4, 2000) showed that the insigniﬁcant testing problem ﬁrst considered
by Robinson (1993) could also arise if d1d2 < 0, because the t ratio will converge
to zero, the actual size of using t-test for the null hypothesis of no relationship
between the two unrelated I(d) processes will be signiﬁcantly below the nominal
size. Thus, the usual t statistic could be of no use in empirical applications when
the DGP are I(d) processes.
One possible way to tackle the preceding testing problems is to ﬁrst esti-
mate the parameters of the ARFIMA model for Y1t and Y2t, respectively. Under
the assumption that the diﬀerencing parameters d1 and d2 are known, the null
hypothesis that Y1t and Y2t are independent of each other can be tested with
accuracy by Monte Carlo simulation (Tsay and Chung,2000). Nevertheless, it is
well known that the estimation of the diﬀerencing parameter of the ARFIMA
process may not be very accurate in ﬁnite samples when d is close to 0.5. There-
fore, the simulation method may not be a good way to meet our purpose.
2Our test follows the suggestions of Haugh (1976) and Hong (1996) to con-
struct the residual cross-correlation functions from prewhitened time series. We
shall ﬁrst justify the use of Haugh’s statistics when the DGP are the ARFIMA
(p,d,q) processes. We then show that yt can be approximated well by an AR(k)
model. This ﬁnding itself contains some interesting empirical implications. First,
the AR approximation is easy to implement because we do not need to estimate
the diﬀerencing parameters of the data series. Second, through a simulation
study, Ray (1993) showed that an AR approximation could be useful for long-
range forecasting of a long-memory process. Her simulation results are explained
by our theoretical analysis. Third, the good performance of the indirect estima-
tion method for the I(d) process proposed by Martin and Wilkins (1999) and
that of the eﬃcient method of moments (EMM) employed by Gallant, Hsieh
and Tauchen (1997) are easily understood, because they both employed an AR
model as the auxiliary model. Fourth, the issues of spurious regression between
two stationary long memory processes considered by Tsay and Chung (2000) will
not arise.
We also consider the determination of the order of an AR(k) model ﬁtted
to a long memory process. We propose to use the AIC or the Mallow’s Cp to
select a ﬁnite order AR(k) model. Our Monte Carlo experiments show that
an AR(k) approximation can yield the mean of the residual variance estimate
very close to the true variance of et and the lag length needed to approximate
the ARFIMA process is quite small. Our experiment clearly demonstrates that
the good ﬁnite sample performance of Haugh’s statistics when the DGP are
the ARFIMA processes. The size distortion of the Haugh’s statistics is well
controlled for various combinations of d1 and d2 and the power performance
is very promising. We also illustrate our methodology by applying our tests
to the volitility betweeen two daily nominal U.S. dollar exchange rate-Euro and
Japanese Yen and ﬁnd that there exist strong simultaneous volatilities interaction
between them within one month.
3This paper is organized as follows. Section 2 provides the theoretical justiﬁ-
cation of the test statistics, including the proof of approximating a long memory
processe by an AR (k) model. In section 3, we use Monte Carlo studies to demon-
strate the usefulness of AIC and Mallow’s Cp criterion for selecting an AR (k)
model to long memory processes. Section 4 presents the empirical analysis of
the correlation in volatility between Euro and Japanese Yen. The last section
summarizes this paper. All proofs are in the Appendix.
2. THE MODEL AND THE MAIN RESULTS
Haugh (1976) proposed the following test statistics for two weakly dependent

























and b et,k,1 and b et,k,2 are residuals from ﬁtting Y1t and Y2t with an ARMA model,
respectively. Haugh (1976) proved that SM and S∗
M are both asymptotically
distributed as χ2
2M+1. Hong (1996) suggested constructing the Haugh’s statistics
with residuals from an AR(k) ﬁlter and showed that Haugh’s statistics perform
very well.
Ths objective of this paper is to further extend the two test statistics, SM and
S∗
M, to the long memory case, i.e, the ARFIMA (p,d,q) processes. We suppose
the DGP, yt, an ARFIMA (p,d,q) process, satisﬁes the following Assumption 1
throughout this paper.
4Assumption 1. yt is generated as:
φ(L)(1 − L)dyt = θ(L)et,
where (i) d ∈ (0,0.5); ; (iii) φ(L), and θ(L) are ﬁnite degree polynomials, and
the zeroes of φ(L), and θ(L) all lie outside the unit circle; (iv) φ(L) and θ(L)
have no common zeroes; (v) et is an independently and identically distributed
process, with E(et) = 0, E(e2






Hosking (1996) shows that a stationary and invertible ARFIMA process with




j2d−1, as j → ∞,
where Γ(.) is the Gamma function, and
fy(0) =
(1 + θ1 + ... + θq)2
(1 − φ1 − ... − φp)2.
Assumption 1 guarantees that the conditions in Theorem 3 of Hosking (1996)

















as j → ∞.
Accordingly, we resort to analyzing the asymptotic properties of Haugh’s
statistics when Y1t and Y2t are generated as
ARFIMA(p1,d1,q1) : φ1(L)(1 − L)d1Y1t = θ1(L)e1,t,
and
ARFIMA(p2,d2,q2) : φ2(L)(1 − L)d2Y2t = θ2(L)e2,t,
(1)
5where d1 ∈ (0,0.5) and d2 ∈ (0,0.5), respectively, and e1,t and e2,t are both
zero mean white noise processes with variances σ2
1 and σ2
2, respectively. We ﬁrst
show that an ARFIMA (p,d,q) process can be approximated by an AR model,
then show that the residual correlations of two prewhitened ARFIMA processes
are asymptotically Chi-square distributed under the null hypothesis.
2.1. Approximating an ARFIMA (p,d,q) by an AR Model
Based on a binomial expansion, an ARFIMA (p,d,q), yt, satisfying Assump-
tion 1 can be represented by an inﬁnite order AR process (Brockwell and Davis
(1991)), i.e., yt =
P∞
j=1 βjyt−j +et, where βj ∼ δj−d−1,as j → ∞, δ is a con-
stant, and et is a zero mean white noise process with variance σ2. Our analysis
centers on ﬁguring out the conditions needed for the growth rate of lag length k
such that yt can be approximated well by an AR(k) model, i.e.,














Theorems 1-4 establish that the OLS residuals b et,k from an AR(k) ﬁlter are able
to mimic the statistical properties of et asymptotically. For ease of reading, we
put all the proofs in the appendix.
To show that :
b et,k = et + op(1), (2)
we need to investigate the asymptotic properties of b β0 = (b β1,...,b βk) and
P∞
j=k+1 βjyt−j.
We note that the OLS residuals b et,k can be rewritten as:







b βj − βj

yt−j.
Theorem 1 discusses the asymptotic properties of the OLS estimator b β, which is
obtained from regressing yt on yt−1,..., yt−k and the asymptotic properties of
6the OLS residuals b et,k and those of the residual variance s2
e,k deﬁned as s2
e,k =
(T − k)−1 PT
t=k+1b e2
t,k.
Following Berk (1974), we let the norm of a matrix D be deﬁned as
kDk = supkDxk, where kxk ≤ 1.
The Euclidean norm of the column vector x is used, and kxk2 = x0x. Berk
(1974) shows that kDk2 ≤
P
i,j d2
i,j, where di,j is the (i,j)th element of matrix
D, and kDk is dominated by the largest modulus of D’s eigenvalues.



















, when d ∈ (0,0.5).




−→ σ2, when d ∈ (0,0.5).
Item 1 of Theorem 1 shows that the OLS estimator b β is a consistent estimator
for the population parameter vector β when k −→ ∞ as T −→ ∞. However,
item 1 of Theorem 1 also says that the convergence rate of b βj to βj could be
slow if d is close to 0.5. Nevertheless, regardless of the convergence rate of b βj,
item 2 of Theorem 1 clearly indicates that a stationary and invertible fractional
white noise process can be well approximated by an AR(k) model when the lag
length k is chosen appropriately. We note that the growth rate k in Theorem 1
is only a suﬃcient condition to ensure that a stationary and invertible fractional
white noise process can be approximated well by an AR model.
2.2. Asymptotic Properties of Haugh’s Statistics When the DGP are
the ARFIMA (p,d,q) processes
7THEOREM 2. If the data generating processes satisfy Assumption (1), and
all the conditions in Theorem 1 hold, then as T → ∞, both SM and S∗
M are
asymptotically distributed as χ2
2M+1 when e1,t is independent of e2,s for all t and
s.
Theorems 1 and 2 provide the suﬃcient condition to ensure that the Haugh’s
statisitcs is asymptotically Chi-Square distributed. As a matter of fact, we only
need a suitable ﬁnite k to ensure that the Haugh’s statistics are asymptotically
Chi-Square distributed.
THEOREM 3. If the data generating processes satisfy Assumption 1, and the
shocks of the two processes e1,t and e2,s are independent for all t and s, there
exists a positive ﬁnite constant c such that for k ≥ c, when T → ∞, both SM
and S∗
M are asymptotically distributed as χ2
2M+1.
Theorem 3 yields the theoretical foundation for Haugh’s statistics using
AR(k) to prewhitten the ARFIMA (p,d,q) processes. The signiﬁcant diﬀer-
ence between Theorem 1 and 2 and that of Theorem 3 is on the condition for
lag length k. Theorem 3 implies the appropriate lag length k needed to approx-
imate ARFIMA (p,d,q) is ﬁnite and could be very small. This could be useful
for empirical analysis. Moreover, the following Theorem 4 shows that based on
the reasoning of Theorem 2, the power of both Haugh’s statistics approach to 1.
THEOREM 4. If the data generating processes satisfy Assumption (1), and
all the conditions in Theorem 1 hold, then as T → ∞, the power of both SM
and S∗
M approach to 1 when e1,t is correlated with e2,s.
3. Order Selection for an AR Approximation
8The adequacy of an approximate model for the DGP depends on the choice
of order of the AR approximation. This section considers two commonly used
criteria for choosing a suitable AR (k) model for approximating ARFIMA pro-
cesses, the Akaike’s (1973) AIC and the Mallows’s Cp criterion. Through a
Monte Carlo study, we show that both suggest a lower order AR(k) is suﬃcient
to prewhiten an ARFIMA process.
Beran (1995) derived a version of the AIC for determining an appropriate
autoregressive order for a class of ﬁnite order fractional autoregressive processes
as






 is the estimate of the variance σ2
, when the true model is yt =
Pk
j=1 βjyt−j +et. However, our true model, yt =
P∞
j=1 βjyt−j +et, is of inﬁnite
dimension. Ng & Perron (2005) shows that such a model can be approximated
well by a ﬁnite order AR model. Hence, we modify (3) as





where N = T − 2k.
Similarly, we modify the Mallow’s (1973) Cp criterion to minimize
C∗
p =





3.1. Finite Sample Performance of an AR Approximation for ARFIMA
model
Monte Carlo experiments are conducted to examine the ﬁnite sample prop-
erties of our analytical results. The Monte Carlo experiment for each model
is based on 1,000 replications with diﬀerent sample size T. We follow McLeod
and Hipel (1978)to ﬁrst generate T independent values from the standard nor-
mal distribution and form a T × 1 column vector e. We then calculate the T
9autocovariances of the I(d) process, from which we construct the T ×T variance-
covariance matrix Σ and compute its Cholesky decomposition C (i.e., Σ = CC0).
Finally, the vector p of the T realized values of the I(d) process is deﬁned by
p = Ce. We discard the ﬁrst 200 values.
In light of the empirical evidence provided by Cheung (1993), we simulate
several ARFIMA (p.d.q) processes with d = (0.1,0.2,0.3,0.4,0.45) and σ2 = 1.
DGP (a). (1 − L)dyt = et,
DGP (b). (1 − 0.7L)(1 − L)dyt = (1 + 0.5et),
DGP (c). (1 − 0.7L − 0.3L2)(1 − L)dyt = et,
DGP (d). (1 − 0.7L − 0.3L2)(1 − L)dyt = (1 + 0.5et),
DGP (e). (1 − 0.7L − 0.3L2 − 0.4L3)(1 − L)dyt = et
,
All simulations are performed for T = 200,500 with k ranging from 1 to some
maximal order kmax. According to Theorem 1, kmax increases with sample
size T and we can set kmax = o(T
0.5−d
1−d ). Thus, with respect to the diﬀerent
combinations of d and T, the values of kmax can be calculated. We set kmax = 9
and kmax = 14 for all cases of T = 200 and T = 500, respectively, regardless
of d.
Because nearly identical results between AIC and Cp Table 1 only displays
the frequency of the order selected by AIC for selecting AR (k) ﬁtted to the DGP
(a)-(e). To save the space, only the detailed model selection results for d = 0.1,
d = 0.4 and d = 0.45 are displayed. The results for d = 0.2 and d = 0.3 are
available from authors. Table 1 shows the lag length needed to approximate a
fractional white noise processes is indeed very small. Particularly, for d = 0.1,
no matter what the sample size and model selection criteria used, the value
of k which minimizes these two selection criteria is 1. The largest value of k
selected by Cp for the combination of T = 500 and d = 0.45 is also only 3. In
10particular, for T = 200,d = 0.4, the order chosen by the AIC is very similar
to those reported in Beran (1995) as well. In Table 2, we report the mean of
residual variance b s2
e,k when k = k∗ which is the suitable lag length chosen by
AIC. The results reveal that when k = k∗, the mean of b s2
e,k is indeed very close
to the true σ2 which is set to be σ2 = 1 in our experiment. It suggests the
performance of b et,k asymptotically approaches to that of the white noise error
et.
Likewise, the results show that the lag length needed to approximate the
more general ARFIMA (1,d,1) process is close to that found in the case of
DGP (a). For instance, in Table 1, the lag length k needed to approximate
GDP (b) is 2 when T = 200, while the value of k is only 1 in the case of the
fractional white noise process. Further, as T = 500, the largest lag length k to
approximate the DGP (c) is only 2 for d ≤ 0.3 and 4 for d = 0.4 and d = 0.45.
In spite of a relatively higher autogressive order in DGP (c), DGP (d) and DGP
(e), the appropriate lag length k to approximate those three models are still very
small. Apparently, the results reveal that for T = 200 and T = 500,d = 0.1,
k = 2 is large enough to approximate model (c)-(e) well; for the case of T =
200,d ∈ (0,0.5) and the case of T = 500,d ≤ 0.2, k = 3 and k = 4 are what
we need for each case, respectively. Further evidence on how well an appropriate
lag length k for approximating Model (b)-Model (e) are also reported in Table
2. The mean of the residual variance is again close to 1.0, when k = k∗.
Our simulation evidence appears to indicate that the suitable lag length k
will rise slightly with the increase of the AR order in ARFIMA (p,d,q) processes.
In most cases, k = p + 1 or k = p + 2 would be the appropriate lag length for
approximating an ARFIMA (p,d,q) process with the ﬁnite sample size.
3.2. Finite sample Properties of Haugh’s Statistics When DGP are
the ARFIMA Processes
11In addition to reporting the ﬁnite sample performance of Haugh’s statistics,
we present the conventional procedures of examining the independence between
two stationary long memory processes. We ﬁrst estimate the diﬀerencing pa-
rameter, d with the maximum likelihood method, then use t-ratio to be the test
statistic. Those results are shown in Table 3. It shows that with the increase
of the diﬀerencing parameter, d, the bias of maximum likelihood estimates of
d becomes larger. At 5% signiﬁcant level, there are signiﬁcant size distortions
for t ratio test. Table 3 also conﬁrms that the signiﬁcant spurious regression
appears to be present, when T = 200. To save space, only the results for DGP
(b) are displayed in this paper and the results for other DGPs are available from
the authors. Table 4 and 5 examine the size and power of Haugh’s SM and SM∗
test, based on AR(k) approximation at 5% signiﬁcant level where Y1t and Y2t are
the ARFIMA (1,d,1). They show that the empirical sizes are very close to 5%
for every pair of d1 and d2 where the two processes are uncorrelated with each
other. In other words, the size control of Haugh’s two tests is extremely well for
the DGP to be the ARFIMA (1,d,1) processes. We also consider the power of
Haugh’s statistic by considering processes whose pattern of short cross correla-
tion is same as those of many ﬁnancial time series, as described in Hong (1996).
We assume that the error term e1,t and e2,t are generated as: ρ12(j) = 0.2 for
j = 0 and ρ12(j) = 0 for j 6= 0 where ρ12(j) denotes the cross correlation
function of e1t and e2t at lag j. The results in Table 5 also shows that the re-
jection percentage of 1000 replications at 5% are similar to those of Table 2 in
Hong (1996), where two time series he considered are short memory processes.
The power performance of Haugh’s statistics does not depend on the long mem-
ory characteristics of the data series, as long as the data series themselves are
stationary. The predictions made in Theorem 2 are clearly borne out in our sim-
ulation studies as they clearly demonstrates that the Haugh’s statistics derived
from prewhitening ARFIMA (p,d,q) processes by AR(k) works well in ﬁnite
sample.
124. Application to foreign exchange rates volatility
In this section, we illustrate our methodology by considering the volatility of
foreign exchange rates. The emergence of the Euro (EUR) and the Japanese Yen
(JPY) as the two major currencies of the world has raised questions about how
the two currencies will interact and what it will mean for foreign exchange rate
markets. The data series under this study are daily spot exchange rates from
January 3 , 2000 to August 31, 2005, with totally 1426 observations. Deﬁne











where PEt and PY t are the daily prices of two important nominal U.S dollar
exchange rates-the Euro and the Japanese Yen, respectively.
Our ﬁst task is to check the statistics properties of YEt and YY t. We use the
Conditional Sum of Squares (CSS) estimation method discussed in Chung and
Baillie (1993). The results of estimating ARFIMA (1,d,1) models for YEt and
YY t are reported in Table 7. The volatility of the Euro and the Japanese Yen
are estimated as I(0.3224) and I(0.1209) with highly signiﬁcant AR and MA
parameter estimates (φ,θ).
We then use AIC to select the order of an AR (k) approximations of sta-
tionary long memory processes. Setting kMax = 25, the chosen order of AR (k)
models ﬁtted to YEt and YY t by AIC is at k = 22 for both series.
In spite of noting that the lag length k = 22 is more suitable order of
an AR(k) for approximating YEt and YY t, we also check the robustness of the
inference by considering empirical evidence at k, k = 16,···,25. Table 7 reports
the results. The performances of SM and S∗
M are all signiﬁcant at 5% level for
M = 5,10,15,20,22,25. The test results appear to suggested there exists ”
strong contemporaneous correlation ” between the volatility of Euro and Yen
within 25 days, even though both of these two series are long memory processes.
135. Conclusion
In this paper, we have proved that a stationary long memory ARFIMA
(p,d,q) process can be aprroximated well by an AR(k) model when k is chosen
appropriately and show the applicability of Haugh’s (1976) statistics to test
for two long memory processes being uncorrelated based on the sample cross-
correlation function of AR prewhiten ARFIMA processes. The new test is easy
to implement and avoids issues arising from inaccurate estimation of d nor the
issues of spurious regression induced by the long memory processes considered in
Tsay and Chung (2000). We also demonstrated the desirability of using Akaike
information criterion to select the order of an autoregression for approximating
long memory processes.
Monte Carlo experiments conducted in this paper conﬁrm our theoretical
prediction. We ﬁnd that Haugh’s statistics based on an AR approximation
is an accurate and powerful method to detect the independence between two
ARFIMA (p,d,q) processes. We also applied our methodology to investigate the
independence between volatilities of two daily nominal dollar exchange rates-
Euro and Japanese Yen. We found that there existed ” strong contemporaneous
correlation ” between the volatilities of Euro and Yen within 30 days.
14Table 1. The Frequencies of Selected Lag Lengths for AIC respectively
When the DGP are models (a)-(e)
DGP k 1 2 3 4 5 6 7 8 9
d T
(a) 0.1 200 AIC 758∗ 134 57 25 12 8 1 1 1
500 AIC 639∗ 192 81 45 24 6 5 6 1
0.4 200 AIC 238 361∗ 201 101 53 23 10 7 2
500 AIC 7 154 262∗ 214 143 95 47 27 21
0.45 200 AIC 198 365∗ 222 110 53 23 16 7 2
500 AIC 2 129 259∗ 223 146 99 53 32 23
(b) 0.1 200 AIC 271 505∗ 121 57 24 9 4 4 1
500 AIC 22 650∗ 113 137 36 21 9 7 1
0.4 200 AIC 7 634∗ 94 159 48 31 13 6 1
500 AIC 1 270 32 345∗ 106 108 53 39 14
0.45 200 AIC 4 630∗ 87 169 49 32 13 8 2
500 AIC 1 230 30 366∗ 104 124 56 39 16
(c) 0.1 200 AIC 54 678∗ 169 56 27 5 4 3 1
500 AIC 1 518∗ 268 112 56 22 5 9 2
0.4 200 AIC 91 9 412∗ 273 112 46 29 16 5
500 AIC 1 1 82 245∗ 236 175 119 69 56
0.45 200 AIC 47 8 404∗ 295 125 57 36 21 9
500 AIC 1 1 57 233∗ 245 185 131 79 61
(d) 0.1 200 AIC 143 241 428∗ 96 49 25 9 4 1
500 AIC 4 42 624∗ 124 141 24 19 12 2
0.4 200 AIC 74 7 639∗ 72 117 41 22 14 5
500 AIC 1 1 375∗ 45 317 80 81 37 27
0.45 200 AIC 47 2 658∗ 78 125 40 22 14 7
500 AIC 1 1 344∗ 39 331 90 89 58 45
(e) 0.1 200 AIC 7 1 725∗ 165 64 20 6 4 2
500 AIC 1 1 549∗ 251 114 46 14 12 12
0.4 200 AIC 6 8 46 465∗ 277 106 53 29 14
500 AIC 1 11 95 255∗ 249 177 115 47 26
0.45 200 AIC 3 8 14 466∗ 289 119 53 27 8
500 AIC 1 1 2 69 247∗ 254 179 116 49
Notes: The results are all based on 1,000 replications. ∗ denotes the lag length
k∗ at which simulated numbers chosen by AIC and Cp are the maximum
15Table 2. Results on Mean of Residual
Variance S2
e,k when k = k∗
DGP d 0.1 0.4 0.45
T
(a) 200 0.997 1.007 0.997
500 1.002 1.009 1.010
(b) 200 0.995 1.007 1.003
500 1.000 1.007 1.008
(c) 200 0.999 1.001 1.009
500 1.014 1.007 1.008
(d) 200 1.000 1.001 1.002
500 1.011 1.008 1.009
(e) 200 1.000 1.001 1.002
500 1.013 1.011 1.012
Table 3. The Rejection Percentages of the t When
Y1t = ARFIMA(0,d1,0), Y2t = ARFIMA(0,d2,0),
and ρ12(j) = 0 for all j
Y1t d1 0.1 0.2 0.3 0.4 0.45
Y2t d2
0.1 10.4 14.5 15.3 18.6 24.1
0.2 14.3 15.0 15.5 19.7 27.3
0.3 15.7 16.0 16.8 24.7 30.2
0.4 18.0 20.2 24.2 28.9 32.7
0.45 24.2 27.8 30.8 33.1 33.4
Notes: T = 200. The critical value of the above two-tailed t test is at 5% level
of signiﬁcance.
16Table 4. The Size and Power Performance of the SM Test
at 5% Level of Signiﬁcance When Y1t = ARFIMA(−0.7,d1,0.5),
Y2t = ARFIMA(−0.7,d2,0.5)
Y1t d1 k M 0.1 0.2 0.3 0.4 0.45
Size Y2t d2
0.1 kAIC 5 5.3 5.4 5.1 5.2 5.5
9 5.1 5.1 5.3 5.2 5.1
15 4.6 4.7 4.8 5.1 5.9
0.2 kAIC 5 5.2 5.5 5.7 5.6 5.4
9 5.4 5.3 5.2 5.4 5.3
15 4.7 5.0 5.6 5.4 4.4
0.3 kAIC 5 4.4 4.7 4.8 4.9 4.8
9 4.3 4.1 4.2 4.7 4.6
15 3.9 4.0 4.1 4.1 4.6
0.4 kAIC 5 5.6 5.8 4.9 4.6 5.5
9 4.9 4.6 4.3 4.8 4.9
15 4.0 3.9 4.2 4.2 4.4
0.45 kAIC 5 4.4 4.3 4.6 5.0 4.9
9 4.9 4.6 4.7 4.5 4.5
15 4.0 4.0 4.1 4.2 4.6
Power 0.1 kAIC 5 40.8 41.0 40.5 40.3 40.0
9 30.2 30.4 30.4 30.1 30.1
15 23.0 23.3 23.6 23.2 23.8
0.2 kAIC 5 40.7 41.4 41.0 40.9 40.6
9 29.4 28.9 29.1 30.3 30.0
15 21.6 21.8 24.4 23.7 23.4
0.3 kAIC 5 40.0 40.2 40.3 40.5 40.7
9 30.2 30.2 29.7 30.5 30.3
15 21.3 21.2 21.6 21.8 21.9
0.4 kAIC 5 39.1 39.6 40.2 39.9 40.2
9 29.3 28.6 30.3 30.3 30.1
15 21.2 21.3 21.7 21.9 21.9
0.45 kAIC 5 38.9 39.5 39.6 40.0 40.1
9 29.9 29.8 28.8 29.3 30.0
15 20.0 20.4 21.9 22.1 22.0
Notes: T = 200, k = kAIC, and the results are all based on 1,000 replications.
The critical value used is obtained from χ2
2M+1 at 5% level of signiﬁcance.
17Table 5. The Size and Power Performance of the S∗
M Test
at 5% Level of Signiﬁcance When Y1t = ARFIMA(−0.7,d1,0.5),
Y2t = ARFIMA(−0.7,d2,0.5)
Y1t d1 k M 0.1 0.2 0.3 0.4 0.45
Size Y2t d2
0.1 kAIC 5 5.0 4.9 5.0 5.0 5.0
9 5.2 5.3 5.3 5.0 5.0
15 5.7 5.7 5.7 5.4 5.3
0.2 kAIC 5 5.3 4.8 4.9 5.0 5.1
9 5.1 5.2 5.1 5.2 5.1
15 5.6 5.4 5.6 5.8 5.7
0.3 kAIC 5 5.3 5.3 5.1 5.1 5.1
9 5.2 5.3 5.5 5.8 5.3
15 5.6 6.0 5.7 5.7 5.8
0.4 kAIC 5 5.1 5.2 5.4 5.2 5.0
9 5.5 5.4 5.5 5.7 5.6
15 5.6 5.7 5.5 5.8 5.8
0.45 kAIC 5 5.0 5.0 5.2 5.1 5.1
9 5.6 5.4 5.3 5.6 5.6
15 5.3 5.7 5.6 5.9 5.9
Power 0.1 kAIC 5 41.7 41.7 41.4 41.2 41.3
9 32.2 33.1 30.9 30.9 32.2
15 23.5 25.6 26.2 25.2 25.8
0.2 kAIC 5 41.6 41.9 41.7 41.7 41.4
9 33.8 32.3 33.3 32.3 31.4
15 25.9 26.1 25.6 25.7 25.6
0.3 kAIC 5 40.8 41.1 41.7 40.9 41.5
9 32.7 33.0 32.7 32.3 32.3
15 25.8 26.6 26.2 26.0 25.7
0.4 kAIC 5 39.7 40.5 41.0 40.7 40.9
9 31.5 32.3 32.7 32.3 32.4
15 25.9 26.4 26.2 25.9 25.9
0.45 kAIC 5 39.6 40.1 40.9 40.7 40.5
9 32.3 32.4 32.7 32.1 32.2
15 25.6 26.1 26.6 25.8 26.3
Notes: T = 200, k = kAIC, and the results are all based on 1,000 replications.
The critical value used is obtained from χ2
2M+1 at 5% level of signiﬁcance.
18Table 6. Estimation of ARFIMA (1,d,1) models
for the volatility of Euro and Japanese Yen







Table 7. Test statistics for correlation in volatility
between Euro and Japanese Yen
k 17 18 19 20 21 22 23
M
SM 5 38.17∗ 37.10∗ 37.15∗ 39.77∗ 40.07∗ 39.75∗ 39.27∗
10 51.46∗ 50.33∗ 50.25∗ 53.28∗ 53.82∗ 53.82∗ 53.62∗
15 51.61∗ 55.35∗ 55.31∗ 57.76∗ 58.33∗ 58.32∗ 58.20∗
20 65.74∗ 64.61∗ 64.60∗ 66.99∗ 67.50∗ 67.83∗ 67.77∗
22 65.90∗ 65.78∗ 66.10∗ 67.10∗ 68.80∗ 69.10∗ 68.96∗
25 69.36∗ 68.26∗ 68.59∗ 71.23∗ 71.85∗ 72.17∗ 72.17∗
S∗
M 5 38.21∗ 37.14∗ 37.18∗ 39.81∗ 40.10∗ 39.78∗ 39.31∗
10 51.57∗ 50.43∗ 50.35∗ 53.38∗ 53.92∗ 53.93∗ 53.73∗
15 56.76∗ 55.50∗ 55.46∗ 57.90∗ 58.47∗ 58.46∗ 58.35∗
20 66.00∗ 64.87∗ 64.87∗ 67.25∗ 67.76∗ 68.10∗ 68.04∗
22 66.21∗ 66.52∗ 67.10∗ 68.07∗ 69.01∗ 68.73∗ 69.01∗
25 69.28∗ 68.58∗ 68.92∗ 71.56∗ 72.18∗ 72.50∗ 72.51∗
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k,T = (b β1,k,...,b βk,k), and Y 0

























γ0 γ1 ... γk−1
γ1 γ0 ... γk−2
. . .
. . . ... . . .





where γs is the autocovariance function of yt at lag s.
T X
t=k+1
Ytet,k = M and
1
T − k
b R(k) = R∗,
then b βk,T − β can be rewritten as



























Let C denote an arbitrary ﬁnite positive constant throughout this Appendix..
LEMMA A.1. If the data generating process is the ARFIMA (p,d,q) process,
then as k → ∞, T → ∞ and k/T → 0, we have the following results:































A.1. Proof of Lemma A.1


















Because the roots of φ(L) and θ(L) are assumed to be outside the unit circle,










By Proposition 4.5.3 of Brockwell and Davis (1991), the eigenvalues of the co-
variance matrix R are all greater than 0, and the eigenvalues of R−1 is uniformly
bounded for all k. This proves item 1 of Lemma A.1.
To prove item 2 of Lemma A.1, let Q = R∗ − R, q = kR∗−1 − R−1k and



























≤ (p + q)kQkp,
and
q ≤ p2 kQk(1 − pkQk)−1. (A.2)
23Equation (A.2) indicates that kQk
p




Let qi,j be the (i,j)th element of Q, where i,j = 1,...,k, i.e., Q is a k × k
matrix with
qi,j = (T − k)−1
T X
t=k+1
yt−iyt−j − γi−j = b γi−j − γi−j,
where b γs denotes the sample autocovariance function of yt at lag s. We ﬁrst note




(b γi−j − γi−j)2	
= E[b γi−j − E(b γi−j) + E(b γmn,ij) − γi−j]
2
= E[b γi−j − E(b γi−j)]
2 = Var(b γi−j).
To derive the asymptotic properties of E(q2
i−j) or those of Var(b γi−j), we





Both yt−i and yt−j satisfy the conditions in equations (1), (2), and (3) of Hosking
(1996, p.262) automatically. Given that item (iii) of Assumption 1 is satisﬁed,
i.e., E(e4
t) < ∞, then the conditions imposed in Theorem 3 of Hosking (1996)
are all fulﬁlled. Following the arguments in the proof of Theorem 3 of Hosking
(1996), we show that E(q2















, if 0 < d ≤ 0.25.
(A.4)
Note that both i and j might increase with the sample size T.
Given the results in (A.4) and kDk2 ≤
P
i,j d2
i,j, where di,j is the (i,j)th





































, if 0 < d ≤ 0.25.



























. The preceding arguments can be similarly applied to the cases












, if 0 < d ≤ 0.25.
(A.5)
Given the results in (A.5), k = o(T1−2d) must be imposed to make kQk
2 p
−→
0 as d > 0.25; when 0 < d ≤ 0.25, k = o(T0.5(log T)−0.5) is needed to ensure
that kQk
2 p





k = o(T1−2d), if 0.25 < d < 0.5,
k = o(T0.5(log T)−0.5), if 0 < d ≤ 0.25.
(A.6)
Thus, when these conditions are all fulﬁlled, kQk
p
−→ 0, and item 2 of Lemma
1 is established.
LEMMA A.2. Given that the conditions in Lemma A.1 hold, and for some
















































, if d ∈ (0,0.5).
































= (T − k)−1
k X
i=1
γ0σ2 = Cγ0σ2kT−1 = O(kT−1),
where C is a positive ﬁnite constant. Additionally, because yt−i is independent
of et when i > 0, and item 1 of Lemma A.2 is obtained.
To prove item 2 of Lemma A.2, we observe that











≡ A∗ + B∗ (A.9)
To calculate the asymptotic properties of A∗ and B∗ in (A.5), let us ﬁrst de-



















where Kp denotes some positive ﬁnite constant.



















The deﬁnition of the spectral density of {yt} is
fy(λ) =
|θ(e−iλ)|2
|φ(e−iλ)|2|1 − e−iλ|−2dσ2/(2π) =
|θ(e−iλ)|2
|φ(e−iλ)|2|2sin(λ/2)|−2dσ2/(2π)






































































































































































































where C∗ denotes some ﬁnite positive constant. Hence, following the argument


















































































































































Thus, item 2 of Lemma 3 is established.
Because the order of magnitude of item 3 of Lemma A.2 cannot be greater
than that of the sum of the items 1 and 2 of Lemma A.2, item 3 of Lemma 2
follows.

































































































O(k1.5−dT3d−1.5) if d ∈ (0.25,0.5),

























































Item 1 of Theorem 1 follows immediately.
To prove item 2 of Theorem 1, we note that the OLS residuals are deﬁned
as:





























































and it shows that k = o(T
0.5−d















b βj − βj

yt−j = op(1), item
2 of Theorem 1 follows immediately.
Item 3 of Theorem 1 can be easily proved with the help of item 2 of Theorem
1, and the details are omitted.
A.4. Proof of Theorem 2
To save the space, some detailed proofs of Theorem 2 are omitted and avail-
able to authors.
We deﬁne







b βj,1 − βj,1

yt−j,1,







b βj,2 − βj,2

yt+l−j,2.


































































































































































































































Before we calculate the asymptotic properties of the terms at the right hand
side of (A.19), we note that: for any conformable matrix A and B, we have
kABk2 ≤ kAk2 kBk2, (A.18)
31We denote
β(k + 1,∞) = (βk+1,βk+2,...,β∞) Yt−k = (yt−k−1,yt−k−2,...,yt−∞)
0 .

































































































































































































































= Op(k−d(T − k)−0.5) (A.21)



































= Op(k−d(T − k)−0.5) (A.22)










































































































= O((T − k)1/2k−d) (A.24).


























































































































































































































































































































































Consequently, by (A.17), (A.19), (A.20), (A.21), (A.22), (A.25), (A.26),















!1/2 + op(T−1/2) = ρ12(l) + op(T−1/2)
34Thus, we can interpret the cross-correlation estimates constructed with the OLS
residuals behave as those of two white noise series, e1,t and e2,t, asymptotically.
Furthermore, following equations (1.3) and (1.4) of Haugh (1976), we thus prove
Theorem 2.
A.5. Proof of Theorem 3
To prove Theorem 3, let k be a positive ﬁnite constant, such as k = 1,2,···,c
and c is a positive ﬁnite constant. According to the proof procedure of Theo-
rem 2, Theorem 3 can be established directly.The detailed proof is available to
authors.
A.6. Proof of Theorem 4















!1/2 + op(T−1/2) = ρ12(l) + op(T−1/2),
under the null hypothesis of independence. Hence, the asymptotic power of the
two Haugh tests based on the AR approximation of long memory can be obtained
directly
limT→∞Pr(SM > χ2






where Φ is the cumulative distribution of χ2
2M+1.
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