Proof of the local mass-angular momenta inequality for $U(1)^2$
  invariant black holes by Alaee, Aghil & Kunduri, Hari K.
ar
X
iv
:1
50
3.
03
37
0v
2 
 [g
r-q
c] 
 12
 A
ug
 20
15
Proof of the local mass-angular momenta
inequality for U (1)2 invariant black holes
Aghil Alaee∗ and Hari K. Kunduri†
a Department of Mathematics and Statistics,
Memorial University of Newfoundland
St John’s NL A1C 4P5, Canada
Abstract
We consider initial data for extreme vacuum asymptotically flat black holes
with R×U(1)2 symmetry. Such geometries are critical points of a mass functional
defined for a wide class of asymptotically flat, ‘(t − φi)’ symmetric maximal ini-
tial data for the vacuum Einstein equations. We prove that the above extreme
geometries are local minima of mass amongst nearby initial data (with the same
interval structure) with fixed angular momenta. Thus the ADM mass of nearby
data m ≥ f(J1, J2) for some function f depending on the interval structure. The
proof requires that the initial data of the critical points satisfy certain conditions
that are satisfied by the extreme Myers-Perry and extreme black ring data.
1 Statement of the main result
Dain has proven the inequality m ≥ |J | for complete, maximal, asymptotically flat
axisymmetric vacuum initial data to the 3+1 dimensional Einstein equation. Here m
is the ADM mass associated with the data and J is the conserved angular momenta
associated with the U(1) isometry [1–3]. A thorough account of this program with
references to further generalizations can be found in the review [4]. A natural problem
is to investigate whether these results can be generalized to higher dimensions. The
area-angular momenta inequalities (see [4] for a survey) have been shown to admit such
a generalization in all dimensions D for black holes with U(1)D−3 rotational isometries
[5]. Here we will focus on extending mass-angular momenta inequalities in D = 5, as
this is the only other possibility that admits asymptotically flat spacetimes with these
isometries.
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1
In previous work [6] we have constructed a mass functionalM valid for a broad class
of maximal, asymptotically flat, U(1)2-invariant, (t−φi)-symmetric, vacuum initial data.
The mass functional evaluates to the ADM mass for this class and is a lower bound for
the mass of general biaxisymmetric data. We also showed that the critical points of this
mass functional amongst this class of data are precisely the R×U(1)2-invariant vacuum
solutions of the five-dimensional Einstein equation.
Our result concerns the subset of stationary, biaxisymmetric data that represent
maximal slices of extreme black holes. The uniqueness results of Figueras and Lucietti [7]
imply that, for fixed angular momenta J1, J2 and interval structure, there is at most one
asymptotically flat extreme black hole. We will consider the case where an extreme
solution exists. Then for a fixed structure we can write the mass of the extreme black
hole as mext = f(J1, J2) for some function f which depends on the interval structure.
We have shown (under suitable conditions) that for small variations with fixed angular
momenta about the extreme black hole initial data, the mass mext is a minimum; that
is
m ≥ f(J1, J2) (1)
Note that m could be the mass of a dynamic black hole. This is shown by demonstrating
that the extreme black holes are local minima of the mass functional. Of course, within
the two explicitly known families of stationary black holes, the extreme Myers-Perry [8]
and extreme doubly-spinning black ring [9] for fixed angular momenta, the extreme
member of the family has the minimum mass, as is the case for Kerr. However, for more
general interval structure, there is no reason to expect this to occur, or indeed that
a non-extreme family of solutions with a given interval structure contains an extreme
limit.
We will consider maximal initial data sets for the Einstein vacuum equations that
consist of a triple (Σ, hab, Kab) where Σ is complete, simply connected Riemannian man-
ifold with two asymptotic ends, hab is a Riemannian metric , and Kab is a trace-free
symmetric tensor field which satisfies the vacuum constraints
Rh = K
abKab ∇
bKab = 0 (2)
where Rh and ∇ are the scalar curvature and Levi-Civita connection with respect to
hab. Let mi be Killing vectors generating the U(1)
2 symmetry of the data. We have
Lmihab = LmiKab = 0. We consider the class of metrics of the form
hab = e
2vh˜ab h˜ab = e
2U
(
dρ2 + dz2
)
+ λ′ijdφ
idφj (3)
where U = U(ρ, z) is a smooth function, λ′ = [λ′ij] is a positive definite 2× 2 symmetric
metric with det λ′ = ρ2 and φi are coordinates with periodicity 2π adapted to the Killing
vectors mi. Note that we assume that the action of the U(1)
2 isometry is orthogonally
transitive. We expect that this assumption can be removed [3]. (Of course, if the data
arises from a stationary spacetime, this assumption can be removed).
In the following we will not assume the data is t−φi symmetric. Rather, we restrict
attention to metrics of the form (3) but we allow for general axisymmetric extrinsic
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curvature. As has been proved in [6], one can always decompose Kab as
Kab = Kab +Hab (4)
where Kab is the t − φi-symmetric part of the extrinsic curvature. Recall that (t− φi)-
symmetry implies that under the diffeomorphism φi → −φi, we have hab → hab,Kab →
−Kab [6].
We now briefly review the construction of the mass functional which is defined for t−
φi symmetric data (Σ, h,K). Since Kab is automatically traceless, using the divergence-
less condition and the property Σ is simply connected [10], we can express K˜ab = e
2vKab
in a compact form. Define two scalar potentials Y i and one-forms
Si =
1
2 det λ′
im1im2 ⋆ dY
i (5)
Note d ⋆ Si = 0. Then an arbitrary divergenceless t− φi-symmetric extrinsic curvature
can be expressed as [10]
K˜ab =
2
det λ′
[ (
λ′22S
1
(am1b) − λ′12S2(am1b)
)
+
(
λ′11S
2
(am2b) − λ′12S1(am2b)
) ]
. (6)
Hence for (t − φi) symmetric initial data, the extrinsic curvature is completely charac-
terized by the scalar potentials Y i as well as the metric functions λ′ij. One can show [10]
that these potentials are simply the pull-backs of the spacetime twist potentials defined
in the usual way, i.e. dY i = ⋆5(m1 ∧m2 ∧ dmi). Moreover, these potentials are related
to the angular momenta of the data by
Ji =
π
4
[
Y i(ρ = 0, z)− Y i(ρ = 0,−z)] (7)
In terms of the conformal data (h˜ab, K˜ab, v) the constraint equations reduce to the Lich-
nerowiscz equation for v:
∆h˜Φ−
1
6
Rh˜Φ+
1
6
K˜abK˜
abΦ−5 = 0. (8)
where Φ = e2v.
Remark 1.1. [6] Let (Σ, h,K) be an asymptotically flat, (t − φi)-symmetric, vacuum
initial data set. Such data can be completely characterized by Σ, its U(1)2 action, and
a triple u = (v, λ′, Y ) where v is a scalar, λ′ is a positive definite symmetric matrix
with determinant ρ2, and Y = (Y 1, Y 2)t is a column vector (the function U is found by
solving a Poisson equation arising from (8)). We will denote such data simply by (Σ, u).
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Let ρ, z, φ be cylindrical coordinates in Euclidean R3 with metric δ3 = dρ
2 + dz2 +
ρ2dφ2. Note all functions only depend on ρ and z. Then by [6] we have the following
mass functional defined for (Σ, u)
M(u) = 1
8
∫
R3
(
−det∇λ
′
2ρ2
+ e−6v
∇Y tλ′−1∇Y
2ρ2
+ 6 (∇v)2
)
dΣ− π
4
∑
rods
∫
Ii
log Vi dz (9)
where dΣ = ρ dρdzdφ and ∇ are respectively the volume element and connection with
respect to δ3, and Vi is defined by
Vi(z) = lim
ρ→0
2
√
ρ2 + z2λ′ijw
iwj
ρ2
, z ∈ Ii = (ai, ai+1), wi ∈ Z (10)
where λ′ijw
j = O(ρ2) as ρ → 0 with w = wi ∂
∂φi
is the Killing vector vanishing on the
rod Ii Note that φ is an auxiliary coordinate with period 2π and the functional can be
defined over the orbit space B ∼= Σ/U(1)2 [6]. B is a two-dimensional manifold with
boundary and corners [11] and the boundary and asymptotic conditions on the various
functions which parametrize the data are given in Section II of [6]. We record them here
for convenience.
To understand the decay in the asymptotic regions, we define new coordinates
x ≡ z√
ρ2 + z2
, r ≡
[
2
√
ρ2 + z2
]1/2
(11)
where x ∈ [−1, 1] and r ∈ (0,∞). Observe that δ3 = r2(dr2 + r24 [(1 − x2)−1dx2 + (1 −
x2)dφ2]). Note the boundary ρ = 0 corresponds to x = ±1 and r → 0 corresponds to an
asymptotic end which can be either asymptotically flat or cylindrical whereas r → ∞
corresponds to the asymptotically flat end where the ADM mass is defined. We require:
(a) as r →∞
v = o1(r
−1), λ′ij − σij =
filσlj
r2
+ σijo1(r
−2), (12)
V =
V¯ (x)
r2
+ o1(r
−2),
∫ 1
−1
V¯ (x) dx = 0. (13)
where σij =
r2
2
diag (1 + x, 1− x) and fij is a diagonal matrix with Tr(fij) = 0. This
implies that the geometry approaches the flat metric on R4 at large r.
(b) As r → 0 for an asymptotically flat end we have
v = −2 log(r) + o1(1), λ′ij − σij = filσljr2 + σijo1(r2), (14)
V = V¯ (x)r2 + o1(r
2),
∫ 1
−1
V¯ (x) dx = 0. (15)
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(c) As r → 0 for an asymptotically cylindrical end with topology R+ × N where N ∼=
S3, S1 × S2, L(p, q) we have
v = − log(r) + o1(r1), λ′ij − σ¯ij = o1(r2), V = O1(1) (16)
where hc = e2V dx
2
4(1−x2)
+ σ¯ijdφ
idφj is the metric on N .
Remark 1.2. The mass functional is defined for t − φi symmetric data (Σ, u) and it
equals the ADM mass. The ADM mass of general initial data (Σ, h,K) satisfies [6]
m ≥M(u) (17)
where u = (v, λ′, Y ) is constructed from the corresponding Kab associated to Kab by the
decomposition (4). The equality is achieved if and only if the original initial data set is
t− φi symmetric.
From now on we restrict attention to the mass functional, as it is a lower bound for
the mass of our original initial data. We set ϕ = (v¯, λ¯′, Y¯ ) where λ¯′ is a symmetric 2× 2
matrix such that det λ¯′ = 0. As will be explained in following sections, ϕ will represent
a perturbation about some fixed initial data u0 defined in Definition 1 . This should
consist of five free degrees of freedom, and the apparent restriction det λ¯′ = 0 is simply a
gauge choice. Let Ω be a (unbounded) domain and we introduce the following weighted
spaces of C1 functions with norm
‖f‖C1
β
(Ω) = sup
x∈Ω
{σ−β |f |+ σ−β+1 |∇f |} (18)
is finite with β < −1 and σ = √r2 + 1 and for a column vector and a matrix we define
respectively ∣∣Y¯ ∣∣ ≡ (Y¯ tλ′−10 Y¯ )1/2 , ∣∣λ¯′∣∣ ≡ (Tr [λ¯′tλ¯′])1/2 (19)
Let ρ0 > 0 be a constant and Kρ0 be the cylinder ρ ≤ ρ0 in R3. We define the domain
Ωρ0 = R
3\Kρ0. The perturbation Y¯ and λ¯ are assumed to vanish in Kρ0 . This is
consistent with the physical requirement that the perturbations keep fixed the angular
momenta Ji and fixed orbit space. The Banach space B is defined by
‖ϕ‖B = ‖v¯‖C1
β
(R3) +
∥∥λ¯′∥∥
C1
β
(Ωρ0 )
+
∥∥Y¯ ∥∥
C1
β
(Ωρ0 )
(20)
Now we define the class of extreme data. Note that we will denote non-negative constants
which depend on parameters of data such as mass and angular momenta by C, Ci, and
C ′.
Definition 1. The set of extreme class E is the collection of data arising from ex-
treme, asymptotically flat, R × U(1)2 invariant black holes which consist of triples
u0 = (v0, λ
′
0, Y0) where v0 is a scalar, λ
′
0 = [λij ] is a positive definite 2 × 2 symmet-
ric matrix, and Y0 is a column vector with the following bounds for ρ ≤ r2
5
1.
∇Y t
0
λ−1
0
∇Y0
X0
≤ Cr−4 and e−2v0 ∇Y t0 λ−10 ∇Y0
X0
≤ Cr−2 in R3 where λ0 = e2v0λ′0
2. C1ρI2×2 ≤ λ0 ≤ C2ρI2×2 and C3ρ−1I2×2 ≤ λ−10 ≤ C4ρ−1I2×2 in Ωρ0
3. ρ2 ≤ X0 in R3 where X0 = det λ0 and X20 ≤ C ′ρ4 in Ωρ0 where limρ0→0C ′ =∞
4. |∇v0|2 ≤ Cr−4, |∇ lnX0|2 ≤ Cρ−2 in R3 and
∣∣∇λ0λ−10 ∣∣2 ≤ Cρ−2 in Ωρ0
The choice of these bounds are consistent with the two known extreme black holes
initial data, extreme Myers-Perry and extreme doubly spinning black ring. These in-
equalities are difficult to prove directly because the expressions in terms of the (ρ, z)
coordinates are unwieldy. However, we have checked numerically that these bounds
hold for a wide range of parameters for these two cases. It is possible that there ex-
ists an extreme data which has slightly different bounds (i.e. this would correspond
to another extreme black hole with different orbit space). In that case we expect the
arguments used in the proof of theorem 1.1 can be extended to take into account these
different estimates.
Note that by what has been proved in [6], M evaluated on the extreme class is
non-negative and given by
Mcp = 3
8
∫
R3
e−6v0
|∇Y0|2
2ρ2
dΣ (21)
where |∇Y0|2 = ∇Y t0λ′−10 ∇Y0. Now denote an extreme data of this class by u0 =
(v0, λ
′
0, Y0) ∈ E. Then we have the following result
Theorem 1.1.
(a) Let ϕ = (v¯, λ¯′, Y¯ ) ∈ B where B is the Banach space defined above and u0 =
(v0, λ
′
0, Y0) ∈ E is extreme data with fixed B. Then the functional M : B → R has
a strict local minimum at u0. That is, there exists ǫ > 0 such that
M(u0 + ϕ) >M(u0) (22)
for all ϕ ∈ B with ‖ϕ‖B < ǫ and ϕ 6= 0.
(b) Let (Σ, hab, Kab) be an asymptotically flat, maximal, U(1)
2-invariant, vacuum initial
data with mass m and angular momenta J1 and J2 and fixed orbit space B such
that the data satisfies the boundary conditions given by (12)-(16). Let u = (v, λ′, Y )
describe the associated t−φi symmetric data as in Remark 1.2 and write u = u0+ϕ
where u0 is extreme data with the same J1, J2 and orbit space B. If ϕ is sufficiently
small (as in (a)) then
m ≥ f(J1, J2) =M(u0) (23)
for some f which depends on the orbit space B. Moreover, m = f(J1, J2) for data
(Σ, h,K) in a neighbourhood if and only if the data are extreme data.
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For the sake of illustration we mention two special cases of the theorem.
1. In dimension 5, a possible horizon topology is H ∼= S3. Consider fixed an-
gular momenta J1 and J2 and fixed orbit space B˜ consisting of a finite time-
like interval (the event horizon) and two semi-infinite spacelike intervals extend-
ing to asymptotic infinity (representing rotation axes). Then the orbit space of
the slice will be B ∼= B˜\{horizon interval} which corresponds to slice topology
Σ ∼= R× S3 [6, 12]. By the uniqueness theorem [7] extreme Myers-Perry solution
is the unique solution with this orbit space and fixed angular momenta. Thus
there exists f(x, y) = 3
[
pi
32
(|x|+ |y|)2]1/3 such that mass of extreme Myers-Perry
is equal to f(J1, J2). Then by theorem 1.1 mass of any asymptotically flat, maxi-
mal, biaxisymmetric data sufficiently close (in the sense made precise above) with
the same interval structure and angular momenta is greater than f(J1, J2).
2. Now consider the horizon topology H ∼= S2×S1. Consider fixed angular momenta
J1 and J2 and fixed orbit space B˜ consisting a finite timelike interval, a finite spatial
interval, and two semi-infinite intervals extending to asymptotic infinity. Then
the orbit space of the slice will be B ∼= B˜\{horizon interval} which corresponds
to slice topology Σ ∼= S2 × B2#R4 [6, 12]. By the uniqueness theorem [7] the
extreme doubly spinning black ring is the unique solution with orbit space B˜ and
fixed angular momenta. Thus there exist f(x, y) = 3
[
pi
4
|x| (|y| − |x|)]1/31 such
that mass of extreme doubly spinning black rings is equal to f(J1, J2). Then by
theorem 1.1 the mass of any asymptotically flat, maximal, biaxisymmetric data
with the same orbit structure and fixed angular momenta is greater than f(J1, J2).
Theorem 1.1 is a local inequality which should be satisfied for a wide class of (possibly
dynamical) black holes with a fixed interval structure with a geometry sufficiently near an
extreme black hole. One may expect to prove a global result showing that this inequality
holds all data with fixed J1, J2 and B. Such a global inequality has been proved in the
electrovacuum in 3+1 dimensions [3,13]. A major obstacle to extending this result to the
present case is showing positivity of M for arbitrary interval structures consistent with
asymptotic flatness. However, for a class of interval structures (including Myers-Perry
black hole initial data) one can showM≥ 0 [6]. We are currently investigating whether
a global inequality can be demonstrated in this particular setting. In this context, it
is worth noting that R × U(1)2-invariant vacuum spacetimes can be cast as harmonic
maps from the orbit space to SL(3,R)/SO(3) [11]. The target space metric is easily
checked to be Einstein with negative curvature (it is not conformally flat). This can be
contrasted with the four-dimensional case where the R×U(1)-invariant vacuum solutions
are harmonic maps to SL(2,R)/SO(2) ∼= H2 equipped with its standard Einstein metric.
Another open problem is to generalize this theorem to include multiple asymptotic
ends, corresponding to multiple black holes [14].
The proof of theorem 1.1 is given in Section 4. The rest of the paper is organized as
follows. In Section 2 we find critical points of M and we prove uniform continuity of a
1In [6] there is a typo in equation (2). The correct expression is M3 = 27pi
4
J1(J2 − J1)
7
one parameter family of functionals obtained fromM and denoted by Eϕ(t). In Section
3 we will use a Carter-type identity (a linearized version of Mazur’s identity) to derive
an identity for five dimensional spacetimes and we use this identity to prove positivity
of the second variation of Eϕ(t) at t = 0. Finally, we prove a coercive condition for the
second variation E ′′ϕ(0). This is sufficient to demonstrate that u0 is a strict minimum for
M.
2 Critical points of the mass functional M
In this section we will study the properties of second variation of mass functional M.
Let ϕ ∈ B and consider the real-value function
Eϕ(t) ≡M(u0 + tϕ) (24)
and we assume
(v, λ′, Y ) ≡ (v(t), λ′(t), Y (t)) = (v0 + tv¯, λ′0 + tλ¯′, Y0 + tY¯ ) (25)
where det λ′ = ρ2. This choice for determinant of λ′ requires that det λ¯ = 0. Moreover
we have
λ ≡ λ(t) = e2vλ′(t) X ≡ X(t) = e4vρ2 (26)
and X0 = X(0). Then the first variation is
E ′ϕ(t) =
1
8
∫
R3
[
12∇v.∇v¯ + e
−6v
2ρ4
[
∇Y tadj(λ¯′)∇Y + 2∇Y tadj(λ′)∇Y¯ − 6v¯∇Y tadj(λ′)∇Y
]
− 1
2ρ2
Tr
(
adj(∇λ¯′)∇λ′)
]
dΣ (27)
The critical points of this variation (E ′φ(0) = 0) in [6] are given by
GX ≡ 4∆3v + ∇Y
tλ−1∇Y
X
= 0 (28)
G ≡ ∇ ·
(∇λ′
ρ2
)
+
e2v
X2
∇Y∇Y t = 0 (29)
GY ≡ ∇ ·
(
λ−1∇Y
X
)
= 0 (30)
On the other hand, the vacuum field equations for a R×U(1)2-invariant spacetime are [7]
Gλ ≡ ∇ ·
(
λ−1∇λ)+ λ−1
X
∇Y · ∇Y t = 0
GY = ∇ ·
(
λ−1
X
∇Y
)
= 0
(31)
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where GX = Tr (Gλ). It is straightforward to show these field equations (55) are equiva-
lent to critical points (28)-(30) of Eϕ. This shows the critical points of the mass functional
are the same as the stationary, biaxisymmetric vacuum solutions [6] (written in space-
time Weyl coordinates with orbit space B˜). However, for non-extreme black holes, this
chart only covers the exterior region of the black hole spacetime and the manifold has
an interior boundary. In particular in these coordinates the mass functional is singular
on the inner boundary. One can always find quasi-isotropic coordinates on the initial
data slice Σ to complete the manifold and compute the mass, but then the resulting
geometry is not a critical point of M. But for extreme black holes, the usual space-
time Weyl coordinates and quasi-isotropic coordinates coincide, and the mass functional
is well defined on these critical points. This point is discussed in more detail2 in [15]
and [6].
A calculation yields the second variation
E ′′ϕ(t) =
1
8
∫
R3
(
12 (∇v¯)2 − det∇λ¯
′
ρ2
+
e−6v
ρ4
[
2∇Y tadj(λ¯′)∇Y¯ +∇Y¯ tadj(λ′)∇Y¯
− 6v¯∇Y tadj(λ¯′)∇Y − 12v¯∇Y tadj(λ′)∇Y¯ + 18v¯2∇Y tadj(λ′)∇Y
])
dΣ (32)
Note that the integrand of the functional M is singular at ρ = 0. However, we have
defined the Banach space B only for functions Y¯ and λ¯′ with support in Ωρ0 . Therefore,
the domain of integration of the terms in which ∇Y¯ and ∇λ¯′ appear are in fact Ωρ0 and
hence the integrand is regular for those terms.
We now introduce axillary Hilbert spacesHi, which is defined in terms of the weighted
Sobolev spaces
‖v¯‖2H1 =
∫
R3
|∇v¯|2 r−2dΣ +
∫
R3
|v¯|2 r−4dΣ (33)
∥∥λ¯′∥∥2
H2
=
∫
Ωρ0
∣∣∇λ¯′∣∣2 ρ−2dΣ + ∫
Ωρ0
∣∣λ¯′∣∣2 ρ−4dΣ (34)
∥∥Y¯ ∥∥2
H3
=
∫
Ωρ0
∣∣∇Y¯ ∣∣2 ρ−2dΣ + ∫
Ωρ0
∣∣Y¯ ∣∣2 ρ−4dΣ (35)
and its corresponding inner products. The following auxiliary Hilbert space for φ with
norm defined by
‖ϕ‖2H = ‖v¯‖2H1 +
∥∥λ¯∥∥2
H2
+
∥∥Y¯ ∥∥2
H3
, (36)
with its corresponding inner product. We have B ⊂ H and the following Po´incare
inequalities
Lemma 2.1. Let ϕ ∈ H and δ 6= 0 is a real number . Then
(a) |δ|−2 ∫
R3
|∇v¯|2 r−2δ−1dΣ ≥ ∫
R3
|v¯|2 r−2δ−3dΣ
2We thank S Dain for clarifying this point.
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(b) |δ|−2 ∫
Ωρ0
∣∣∇λ¯′∣∣2 ρ−2δdΣ ≥ ∫
Ωρ0
∣∣λ¯′∣∣2 ρ−2δ−2dΣ
(c) 2 |δ|−2 ∫
Ωρ0
∇Y¯ t∇Y¯ ρ−3δdΣ ≥ 3 ∫
Ωρ0
Y¯ tY¯ ρ−3δ−2dΣ
Proof. (a) The proof of this part is similar to Theorem 1.3 of [16].
(b) The proof of part (b) is as following. We know for any symmetric matrices λ¯ we
have ∣∣λ¯′∣∣2 = λ¯′211 + λ¯′222 + 2λ¯′212 (37)
Let ∆3 be Laplace operator respect to δ3 on R
3.
∆3(ln ρ) = 0 (38)
Then for each one of these functions, λ¯′ij and by integrating over Ωρ0 and integrating
by parts, ∫
Ωρ0
∇ (ρ−2δλ¯′2ij)∇ (ln ρ) dΣ = 0 (39)
Now if we expand the derivatives in the integrand and use Ho¨lder inequality we have
|δ|−2
∫
Ωρ0
∣∣∇λ¯′ij∣∣2 ρ−2δdΣ ≥
∫
Ωρ0
∣∣λ¯′ij∣∣2 ρ−2δ−2dΣ (40)
Then we have the following inequality
|δ|−2
∫
Ωρ0
∣∣∇λ¯′∣∣2 ρ−2δdΣ ≥ ∫
Ωρ0
∣∣λ¯′∣∣2 ρ−2δ−2dΣ (41)
(c) Proof is similar to part (b).
Lemma 2.2. Let ϕ ∈ B and 0 < t < 1, then
(a) The function Eϕ(t) is C2 in the t variable.
(b) For every ǫ > 0 there exist η(ǫ) such that for ‖ϕ‖B < η(ǫ) we have∣∣E ′′ϕ(t)− E ′′ϕ(0)∣∣ ≤ ǫ ‖ϕ‖2H (42)
Proof. (a) To show Eϕ(t) is C2 it is enough to to show the third derivatives exists for
all t. First we have
E ′′′ϕ (t) =
1
8
∫
R3
e−6v
ρ4
(
3∇Y¯ tadj(λ¯′)∇Y − 42v¯∇Y¯ tadj(λ¯′)∇Y¯ − 12v¯∇Y¯ tadj(λ′)∇Y¯
+ 108v¯2∇Y tadj(λ¯′)∇Y + 144v¯2∇Y tadj(λ′)∇Y¯ − 216v¯3∇Y tadj(λ′)∇Y
)
dΣ
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Note ∇Y¯ i and λ¯′ have compact support in Ωρ0 . Therefore, by parts 1 and 2 of Def-
inition 1 and relation adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0 and det λ¯
′ = 0 it is straightforward
but tedious to show that all terms are bounded by the norm B. The only term with
different domain is
− 216v¯
3
X0
∇Y t0λ−10 ∇Y0 (43)
which is bounded on R3 by part 1 of Definition 1. Then Eϕ(t) is C2.
(b) First by integrand of E ′′ϕ(t) we have
E ′′ϕ(t)− E ′′ϕ(0) =
∫
R3
(
A1|t0 + ... + A6|t0
)
dΣ (44)
where
A1 = 18
e−6vv¯2
ρ4
∇Y t0 adjλ′0∇Y0 A2 =
e−6v
ρ4
(18v¯2t− 6v¯)∇Y t0 adjλ¯′∇Y0
A3 =
e−6v
ρ4
(36v¯2t− 12v¯)∇Y¯ tadjλ′0∇Y0 A4 =
e−6v
ρ4
(18v¯2t2 − 12v¯t+ 1)∇Y¯ tadjλ′0∇Y¯
A5 =
e−6v
ρ4
(36v¯2t2 − 24v¯t2 + 2)∇Y¯ tadjλ¯′∇Y0 A6 = e
−6v
ρ4
(18v¯2t3 − 18v¯t2 + 3t)∇Y¯ tadjλ¯′∇Y¯
All of these terms satisfy (42) by similar steps as in [1]. We will explicitly give the
proof for A1, A2, A3 as the arguments are similar but tedious. First we have
|v¯| ≤ σβ ‖v¯‖C1
β
(R3) ≤ ‖v¯‖C1
β
(R3) ≤ ‖ϕ‖B ≤ η (45)
By part (1) of Definition 1 we have∫
R3
A1|t0dΣ0 =
∫
R3
18v¯2
∇Y t0λ−10 ∇Y0
X0
[
e−6tv¯ − 1] dΣ
≤ 18C [e6η − 1] ∫
R3
v¯2r−4dΣ
≤ 18C [e6η − 1] ‖v¯‖2H1 ≤ 18C [e6η − 1] ‖ϕ‖2H (46)
Now First we write A2 = B1 +B2 where
B1 =
e−6v
ρ4
18v¯2t∇Y t0 adjλ¯′∇Y0 B2 = −6
e−6v0
ρ4
v¯∇Y t0 adjλ¯′∇Y0
[
e−6tv¯ − 1] (47)
We will prove it for B1 and B2 is similar. We have∫
R3
B1dΣ = −
∫
Ωρ0
e−6v
ρ6
18v¯2t∇Y t0 adjλ′0λ¯′adjλ′0∇Y0dΣ
≤ 18e6ηη
∫
Ωρ0
e−6v0
ρ4
∣∣λ¯′∣∣ v¯∇Y t0 (adjλ′0)2∇Y0dΣ
≤ 18Cηe6η
∫
Ωρ0
∣∣λ¯′∣∣ v¯ρ−1r−2dΣ
≤ 18Cηe6η ‖v¯‖H1
∥∥λ¯′∥∥
H2
≤ 18Cηe6η ‖ϕ‖2H (48)
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We used the identity adjλ¯′ = − 1
ρ2
adjλ′0λ¯
′adjλ′0 in the first line. The first inequality
arise from (45) and the matrix inequality utAu ≤ |A|utu for any 2 × 2 matrix A.
The second inequality is a consequence of parts (1) and (2) of Definition 1. Finally,
the third inequality follows from Ho¨lder’s inequality.
The term A3 can be expressed as A3 = B3 +B4 where
B3 = 36
e−6v
ρ4
v¯2t∇Y¯ tadjλ′0∇Y0 B4 = −12
e−6v0
ρ4
v¯∇Y¯ tadjλ′0∇Y0
[
e−6tv¯ − 1] (49)
Then the bound of B3 is∫
R3
B3dΣ ≤ 36ηe6η
∫
Ωρ0
1
X0
v¯∇Y¯ tλ′−10 ∇Y0dΣ
≤ 36ηe6η
∫
Ωρ0
v¯
X0
(∇Y¯ tλ′−10 ∇Y¯ )1/2 (∇Y t0λ−10 ∇Y0)1/2 dΣ
≤ 36Cηe6η
(∫
Ωρ0
ρ−2∇Y¯ tλ′−10 ∇Y¯ dΣ
)1/2(∫
Ωρ0
v¯2r−4dΣ
)1/2
≤ 36Cηe6η ‖v¯‖H1
∥∥Y¯ ∥∥
H3
≤ 36Cηe6η ‖ϕ‖2H (50)
The first inequality uses (45). We know λ−10 is a positive definite symmetric matrix.
Thus it has a square root matrix λ
−1/2
0 , that is λ
−1
0 =
(
λ
−1/2
0
)2
. Then the integrand
in the first line is equal to X−10 v¯u
tw where ut = ∇Y¯ tλ−1/20 and w = λ−1/20 ∇Y0. Since
utw ≤ (utu)1/2(wtw)1/2 we have the second inequality. The third inequality follows
from Ho¨lder’s inequality and parts (1) and (2) of Definition 1. The fourth inequality
is by the definition of norm. B4 is exactly similar to B3.
3 Local minima of Eϕ(t)
In this section we first derive a five-dimensional version of Carter’s identity and show its
relation with the second variation E ′′ϕ(t). Assume we are in a five dimensional vacuum
spacetime with isometry group R×U(1)2. The field equations can be expressed simply
as the conservation of a current (see [7] for details).
∇ · J = ∇ · (ρΦ−1∇Φ) = 0 (51)
where
Φ ≡ Φ(X, Y, λ) =
(
1
X
−Y t
X
− Y
X
λ+ Y Y
t
X
)
(52)
and det Φ = 1, λ is a positive definite 2× 2 symmetric matrix with det λ = X and Y is
a column vector. One can derive the Mazur identity (for a detailed discussion see [17])
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for two matrices Φ[1] and Φ[2] (not necessarily solutions) with corresponding currents
J[1], J[2]
∆Ψ− Tr
(
Φ[2]
(
∇ · J˚
)
Φ−1[1]
)
=
1
ρ2
Tr
(
J˚ tΦ[2]J˚Φ
−1
[1]
)
(53)
where ∆ is Laplace operator with respect to flat metric δ3 and
Ψ = Tr
(
Φ[2]Φ
−1
[1] − I
)
J˚ = J[2] − J[1] (54)
Note that this identity holds quite generally for any field theory which can be derived
from a positive definite action with Lagrangian of the form L ∼ Tr(Φ−1dΦ)2. The
linearized version of this identity in four dimensions was originally found by Carter [18]
and plays an important role in geometric inequalities in 3+1 dimensional spacetime
[1, 3, 19, 20]. We will now derive a generalization of this identity for five dimensions.
Assume we have Φ[1](X, Y, λ) and Φ[2](X2, Y2, λ2) related by
X2 = X + sX˙ Y2 = Y + sY˙ λ2 = λ+ sλ˙
Gλ2 = Gλ + sG˙λ, GX2 = GX + sG˙X
(55)
The overdot ˙ represents the linear order of expansion or first variation with respect to s
(when taking variations of the products of several terms, we use the notation δ instead
of dot for convenience of notation). Then (53) implies, to lowest order in s, that
∆
(
Y˙ tλ−1Y˙
X
+
X˙2
X2
)
+
Y˙ tλ−1Y˙
X
GX − X˙
X
G˙X − 2X˙
X
GtY Y˙ − 2Y˙ tλ−1λ˙GY +
Y˙ tλ−1GtλY˙
X
− Tr
(
λ−1λ˙G˙tλ
)
− 2G˙tY Y˙
=
(
∇
(
X˙
X
)
+
Y˙ tλ−1∇Y
X
)2
+X
(
U˙ t2λU˙2 +∇U t1λ∇U1
)
+ Tr
[(
∇
(
λ˙λ−1
)
+
∇Y Y˙ tλ−1
X
)2 ]
(56)
where
U1 ≡ λ
−1Y˙
X
U2 ≡ λ
−1∇Y
X
(57)
This is the five-dimensional extension of Carter’s identity which appeared in [18] . Now
if we consider our parametrization of data with relations (25) and (26) we have
X˙ = 4v¯X, λ˙ = λ¯ = 2v¯λ+ λλ′−1λ¯′, Y˙ = Y¯ (58)
Thus
λ−1λ˙ = 2v¯I + λ′−1λ¯′ (59)
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since Tr
(
λ′−1λ¯′
)
= δ det λ′/ detλ′ = 0 we have Tr
(
λ−1λ¯
)
= 4v¯. Then the following
identity holds for arbitrary v, v¯,Y , Y¯ ,λ,λ¯ will be
∆
(
Y¯ tλ−1Y¯
X
+ 16v¯2
)
+
Y¯ tλ−1Y¯
X
GX − 4v¯G˙X − 8v¯GtY Y¯ − 2Y¯ tλ−1λ¯GY +
Y¯ tλ−1GtλY¯
X
− Tr
(
λ−1λ¯G˙tλ
)
− 2G˙tY Y¯
= F (t) (60)
where GX , GY , and Gλ defined in (55) and
F (t) =
(
4∇v¯ + Y¯
tλ−1∇Y
X
)2
+X
(
U˙ t2λU˙2 +∇U t1λ∇U1
)
+ Tr
[(
∇ (λ¯λ−1)+ ∇Y Y¯ tλ−1
X
)2 ]
G˙X = 4∆3v¯ +
e−6v
ρ4
{
2∇Y¯ tadjλ′∇Y +∇Y tadjλ¯′∇Y − 6v¯∇Y tadjλ′∇Y }
G˙λ = 2∆3v¯I +∇ · δ
(
λ
′−1∇λ′
)
+
e−6v
ρ4
{
2adjλ′∇Y · ∇Y¯ t + adjλ¯′∇Y · ∇Y t − 6v¯adjλ′∇Y · ∇Y t}
G˙Y = ∇ ·
(
e−6v
ρ4
{
adjλ′∇Y¯ + adjλ¯′∇Y − 6v¯adjλ′∇Y }) (61)
The identity (60) can be verified directly. Assume ϕ ∈ B then after a tedious calculation
involving repeated integration by parts we have the remarkable relation∫
R3
(
−4v¯G˙X − Tr
(
λ−1λ¯G˙λ
)
− 2G˙tY Y¯
)
dΣ = 16E ′′ϕ(t) (62)
Thus if t = 0, the field equations GX(0) = Gλ(0) = GY (0) = 0 hold and we have from
(60) (the integral over the divergence term vanishes by our boundary conditions)
E ′′ϕ(0) =
1
16
∫
R3
F (0)dΣ ≥ 0 (63)
where
F (0) =
(
4∇v¯ + Y¯
tλ−10 ∇Y0
X0
)2
+X0
(
U˙ t2λU˙2 +∇U t1λ∇U1
)
+ Tr
[(
∇ (λ¯λ−10 )+ ∇Y0Y¯ tλ−10X0
)2 ]
≥ X0∇U t1λ0∇U1 (64)
Now if E ′′ϕ(0) = 0, then F (0) = 0. Therefore, by inequality (64) we have ∇U1 = 0. Also,
since ϕ ∈ B, we have Y¯ = 0. Therefore, by F = 0 and Y¯ = 0 we have v¯ = 0 and
λ¯ = 0. This is, however, not sufficient to prove that the extreme data u0 is a strict local
minimum. For this one needs a stronger positivity result on E ′′ϕ(0) (see for example,
Theorem 40.B of [21]) which we now demonstrate.
Firstly, we prove a coercive condition required for u0 to be a local minimum. We
note the identity (this arises in the proof of (62))∫
Ωρ0
2ρ−2Tr
(
λ′−1∇λ′adjλ¯′∇λ¯′) dΣ = −∫
Ωρ0
(
Tr
[
λ¯′∇ (λ′−1)])2 dΣ (65)
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Lemma 3.1. There exist µ > 0 such that for all ϕ ∈ B we have
E ′′ϕ(0) ≥ µ ‖ϕ‖2H (66)
Proof. Let ϕ ∈ B. Note that E ′′ϕ(0) defines a bilinear form
a(ϕ, ϕ) ≡ E ′′ϕ(0) =
∫
R3
F (0)dΣ (67)
as function of ϕ. The inequality (66) is equivalent to the following variational problem
µ = inf
ϕ∈B,‖ϕ‖2
H
=1
a(ϕ, ϕ) (68)
Since a(ϕ, ϕ) is positive definite, we have µ ≥ 0. Now we prove µ > 0. Assume µ = 0,
then there exists a sequence {ϕn} such that
‖ϕn‖2H = 1 for all n (69)
and
lim
n→∞
a(ϕn, ϕn) = 0 (70)
Then we have
0 = lim
n→∞
a(ϕn, ϕn) = lim
n→∞
∫
R3
F (0)dΣ
≥ lim
n→∞
∫
Ωρ0
X0∇U t1λ0∇U1dΣ ≥ C1 lim
n→∞
∫
Ωρ0
ρ3∇U t1∇U1dΣ
≥ 3C1
2
lim
n→∞
∫
Ωρ0
ρU t1U1dΣ ≥
3C1C3
2C ′
lim
n→∞
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯ndΣ (71)
In first inequality we used (64). The second follows from part 2 and 3 of Definition 1 .
Third inequality follows from Lemma 2.1-(c). Fourth inequality follows from part 3 of
Definition 1. Therefore,
lim
n→∞
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯ndΣ = 0 (72)
Next we establish some inequalities. First rewrite F (0) in the form
F (0) =
(
4∇v¯n + Y¯
t
nλ
−1
0 ∇Y0
X0
)2
+ 2At1λ0A1 + 2A
t
2λ0A2 + Tr
[(
∇ (λ¯nλ−10 )+ ∇Y0Y¯ tnλ−10X0
)2 ]
where
A1 =
√
X0
2
[BI +BII +BIII ] , A2 =
√
X0
2
[BII − BI ] (73)
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and
BI =
λ−10 ∇λ0λ−10 Y¯n
X
+
∇X0
X20
λ−10 Y¯n, BII =
λ−10 λ¯nλ
−1
0 ∇Y0
X0
+
X¯
X20
λ−10 ∇Y0
BIII = 2
λ−10 ∇Y¯
X0
. (74)
Then we have the following inequality
a(ϕn, ϕn) +
∫
Ωρ0
2BtIλ0BI dΣ ≥
∫
Ωρ0
1
4
BtIIIλ0BIII dΣ (75)
where BI can be written as
BI =
λ−10√
X0
(
∇λ0λ−10 +
∇X0
X0
I2×2
)
Y¯n =
λ−10√
X0
MY¯n . (76)
By part 4 of Definition 1 we have
|M |2 ≤ 2 ∣∣∇λ0λ−10 ∣∣2 + 2 |∇ lnX0|2 ≤ Cρ−2 (77)
and we have∫
Ωρ0
2BtIλ0BI dΣ ≤
∫
Ωρ0
2
X0
|M |2 Y¯ tnλ−10 Y¯n dΣ ≤ 2C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ (78)
Then by inequities (75) and (78) we have
a(ϕn, ϕn) + 4
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ ≥
1
4
∫
Ωρ0
ρ−2∇Y¯ tnλ−10 ∇Y¯n dΣdΣ (79)
Now we take the limit of above equation and use the equation (72) to find
lim
n→∞
∫
Ωρ0
ρ−2∇Y¯ tnλ−10 ∇Y¯ndΣ = 0 (80)
Thus
lim
n→∞
∥∥Y¯n∥∥H3 = 0 (81)
Now we look at the first term in F (0). Then
a(ϕn, ϕn) +
∫
Ωρ0
(
Y¯ tnλ
−1
0 ∇Y0
X0
)2
dΣ ≥ 8
∫
Ωρ0
(∇v¯n)2 dΣ (82)
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Since λ0 is a positive definite symmetric metric it has unique square root λ
1/2
0 . Now if
we set u = λ
−1/2
0 Y¯ and w = λ
−1/2
0 ∇Y0 we have∫
Ωρ0
(
Y¯ tnλ
−1
0 ∇Y0
X0
)2
dΣ ≤
∫
Ωρ0
(
Y¯ tnλ
−1
0 Y¯n
X0
)(∇Y t0λ−10 ∇Y0
X0
)
dΣ
≤ C
∫
Ωρ0
ρ−2Y¯ tnλ
−1
0 Y¯nr
−4 dΣ
≤ C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ (83)
The first inequality follows from the Cauchy-Schwarz inequality utw ≤ (utu)1/2(wtw)1/2.
Second inequality is by part 1 and 3 of Definition 1. The third inequality is by the fact
ρ ≤ r2. Then by inequality (83) and (82) we have
a(ϕn, ϕn) + C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ ≥ 8
∫
R3
(∇v¯n)2 dΣ ≥ 8
∫
R3
(∇v¯n)2 r−2 dΣ (84)
the last inequality is by Theorem 1.2-(i) of [16]. Now if we take the limit of inequality
(84) and by the fact the right hand side is zero by (72), we have
lim
n→∞
∫
R3
(∇v¯n)2 r−2 dΣ = 0 (85)
Thus by Lemma 2.1-(a) we have
lim
n→∞
‖v¯n‖H1 = 0 (86)
Now we consider the last term of F (0). We have the following inequality
a(ϕn, ϕn) +
∫
Ωρ0
Tr
[(∇Y0Y¯ tnλ−10
X0
)2 ]
dΣ ≥ 1
2
∫
Ωρ0
Tr
[ (∇ (λ¯nλ−10 ))2
]
dΣ (87)
The integrand of the second term on the left hand side has vanishing determinant since
det
(∇Y0Y¯ tnλ−10 ) = det(∇Y0Y¯ tn)ρ2 = 0. Thus by the matrix identity Tr(A2) = (TrA)2 −
2 detA and inequality (83) we have∫
Ωρ0
Tr
[(∇Y0Y¯ tnλ−10
X0
)2 ]
dΣ ≤ C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ (88)
By relation (59) the right hand side expands
Tr
[ (∇ (λ¯nλ−10 ))2
]
= 2 [∇v¯n]2 + Tr
[(∇λ¯′nλ′−10 )2]+ Tr [(λ¯′n∇ (λ′−10 ))2]
+ 2Tr
[
∇λ¯′n
(
adjλ¯′n
ρ2
)
∇λ′0λ′−10
]
(89)
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By integration we have∫
Ωρ0
Tr
[ (∇ (λ¯nλ−10 ))2
]
dΣ =
∫
R3
2 [∇v¯n]2 dΣ +
∫
Ωρ0
Tr
[(∇λ¯′nλ′−10 )2] dΣ
≥
∫
R3
2 [∇v¯n]2 dΣ + C21
∫
Ωρ0
∣∣∇λ¯′n∣∣2 ρ−2 dΣ (90)
The equality is by identity (65). The inequality is by part 2 of Definition 1. Then by
substitution of inequalities (90) and (88) in (87) we have
a(ϕn, ϕn) + C
∫
Ωρ0
ρ−4Y¯ tnλ
−1
0 Y¯n dΣ ≥
∫
R3
[∇v¯n]2 dΣ + C
2
1
2
∫
Ωρ0
∣∣∇λ¯′n∣∣2 ρ−2 dΣ (91)
Now if we take the limit from both side of this inequality and use equation (85) we have
lim
n→∞
∫
Ωρ0
∣∣∇λ¯′n∣∣2 ρ−2 dΣ = 0 (92)
Thus by Lemma 2.1-(b) we have
lim
n→∞
∥∥λ¯′n∥∥H2 = 0 (93)
Thus (81), (86) and (93) contradict the fact that ‖ϕn‖H = 1. Hence µ > 0.
4 Proof of Theorem 1.1
Proof. The proof is straightforward and similar to the proof of theorem 1 of [1] and
Chapter 40-B of [21].
(a) We have proved in Lemma 2.2 that E ′′ϕ(t) is C2 with respect to t. Also by Taylor’s
theorem we have
M(u0 + ϕ)−M(u0) = Eϕ(1)− Eϕ(0) =
E ′′ϕ(t)
2
0 < t < 1 (94)
To prove this is positive we will show E ′′ϕ(t) ≥ 0 and E ′′ϕ(t) = 0 implies ϕ = 0. By
Lemma 2.2-(b) E ′′ϕ(t) is uniformly continuous, that is for every ǫ > 0 there exist η(ǫ)
such that the following inequality holds∣∣E ′′ϕ(t)− E ′′ϕ(0)∣∣ ≤ ǫ ‖ϕ‖2H (95)
for every ‖ϕ‖H < η(ǫ). From this inequality we have
E ′′ϕ(0)− ǫ ‖ϕ‖2H ≤ E ′′ϕ(t) (96)
By Lemma 3.1 we have
(µ− ǫ) ‖ϕ‖2H ≤ E ′′ϕ(t) (97)
Choosing η(ǫ) such that 0 < ǫ < µ the desired result follows.
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(b) Let u = u0+ϕ be the associated t−φi symmetric part of the initial data set (Σ, h,K)
as in the statement of Theorem 1.1. It was proved that the ADM mass of this data
satisfies [6]
m ≥M(u) =M(u0 + ϕ) (98)
Then by part (a) we have
M(u0 + ϕ) >M(u0) (99)
for nonzero ϕ. Since u0 is an extreme data, there exists a function f such that
M(u0) = f(J1, J2). Thus
m ≥ f(J1, J2) (100)
Clearly, by definition if the initial data is extreme, then m = f(J1, J2) . Conversely,
suppose the mass m of given initial data (Σ, h,K) satisfies m = f(J1, J2) =M(u0).
Hence ϕ = 0 and u = u0 and from (98) and Remark 1.2 the initial data is extreme.
Thus m = f(J1, J2) if and only if the data belongs to the extreme class.
Acknowledgments
We would like to thank S. Dain for comments on the use of the Carter identity in his arti-
cle [1] and also for clarifying the relationship between spacetime Weyl and quasi-isotropic
coordinates for non-extreme data. HKK also thanks James Lucietti for discussions con-
cerning the uniqueness theorem for extreme black holes [7]. We also would like to thank
the referees for suggesting a number of improvements. AA is partially supported by
a graduate scholarship from Memorial University. HKK is supported by an NSERC
Discovery Grant.
References
[1] Sergio Dain. Proof of the (local) angular momentum–mass inequality for axisym-
metric black holes. Classical and Quantum Gravity, 23(23):6845, 2006.
[2] Sergio Dain. Angular momentum-mass inequality for axisymmetric black holes.
Phys.Rev.Lett., 96:101101, 2006.
[3] Sergio Dain et al. Proof of the angular momentum-mass inequality for axisymmetric
black holes. J. Diff. Geom, 79:33–67, 2008.
[4] Sergio Dain. Geometric inequalities for axially symmetric black holes. Classical
and Quantum Gravity, 29(7):073001, 2012.
[5] Stefan Hollands. Horizon area–angular momentum inequality in higher-dimensional
spacetimes. Classical and Quantum Gravity, 29(6):065006, 2012.
19
[6] Aghil Alaee and Hari K Kunduri. Mass functional for initial data in 4+ 1-
dimensional spacetime. Physical Review D, 90(12):124078, 2014.
[7] Pau Figueras and James Lucietti. On the uniqueness of extremal vacuum black
holes. Classical and Quantum Gravity, 27(9):095001, 2010.
[8] Robert C Myers and MJ Perry. Black holes in higher dimensional space-times.
Annals of Physics, 172(2):304–347, 1986.
[9] AA Pomeransky and RA Sen’kov. Black ring with two angular momenta. arXiv
preprint hep-th/0612005, 2006.
[10] Aghil Alaee and Hari K Kunduri. Small deformations of extreme five dimensional
myers-perry black hole initial data. arXiv preprint arXiv:1407.0988, 2014.
[11] Stefan Hollands and Stoytcho Yazadjiev. Uniqueness theorem for 5-dimensional
black holes with two axial killing fields. Communications in Mathematical Physics,
283(3):749–768, 2008.
[12] Aghil Alaee, Hari K Kunduri, and Eduardo Mart´ınez Pedroza. Notes on maximal
slices of five-dimensional black holes. Classical and Quantum Gravity, 31(5):055004,
2014.
[13] Piotr T Chrus´ciel and Joa˜o Lopes Costa. Mass, angular-momentum and charge
inequalities for axisymmetric initial data. Classical and Quantum Gravity,
26(23):235013, 2009.
[14] Piotr T Chrus´ciel, Yanyan Li, and Gilbert Weinstein. Mass and angular-momentum
inequalities for axi-symmetric initial data sets. ii. angular momentum. Annals of
Physics, 323(10):2591–2613, 2008.
[15] Sergio Dain. A variational principle for stationary, axisymmetric solutions of ein-
stein’s equations. Classical and Quantum Gravity, 23(23):6857, 2006.
[16] Robert Bartnik. The mass of an asymptotically flat manifold. Communications on
pure and applied mathematics, 39(5):661–693, 1986.
[17] B Carter. Bunting identity and mazur identity for non-linear elliptic systems includ-
ing the black hole equilibrium problem. Communications in Mathematical Physics,
99(4):563–591, 1985.
[18] B Carter. Axisymmetric black hole has only two degrees of freedom. Physical
Review Letters, 26(6):331–333, 1971.
[19] Sergio Dain and Martin Reiris. Area-angular-momentum inequality for axisymmet-
ric black holes. Physical review letters, 107(5):051101, 2011.
20
[20] Sergio Dain, Jose´ Luis Jaramillo, and Mart´ın Reiris. Area-charge inequality for
black holes. arXiv preprint arXiv:1109.5602, 2011.
[21] Eberhard Zeidler. Nonlinear functional analysis and its applications, volume III.
Springer Science & Business Media, 1989.
21
