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We analyze various scenarios for entangling two initially unentangled qubits. In particular, we
propose an optimal universal entangler which entangles a qubit in unknown state |Ψ〉 with a qubit
in a reference (known) state |0〉. That is, our entangler generates the output state which is as close
as possible to the pure (symmetrized) state (|Ψ〉|0〉 + |0〉|Ψ〉). The most attractive feature of this
entangling machine, is that the delity of its performance (i.e. the distance between the output and
the ideally entangled { symmetrized state) does not depend on the input and takes the constant
value F = (9 + 3√2)/14 ' 0.946. We also analyze how to optimally generate from a single qubit
initially prepared in an unknown state |Ψ〉 a two qubit entangled system which is as close as possible
to a Bell state (|Ψ〉|Ψ⊥〉+ |Ψ⊥〉|Ψ〉), where 〈Ψ|Ψ⊥〉 = 0.
PACS number: 03.67.-a, 03.65.Bz
I. INTRODUCTION
A pure quantum state of two systems A and B is said
to be entangled if it is not a product of a state for A
and a state for B. Two systems in an entangled state are
correlated, and these correlations are intrinsically quan-
tum mechanical [1]. For example, one must use entangled
states in order to produce violations of Bell inequalities
or in the test of local realism proposed by Hardy [2,3].
Entangled states also play a key role in quantum infor-
mation, in particular they are essential in quantum tele-
portation [4] and in superdense coding [5]. In quantum
computers entanglement is one of the features of quan-
tum mechanics which give these machines their power
[6].
Here we would like to consider the problem of how to
produce entanglement. In particular, if we are given par-














) (up to normalization). Formally,
we are looking for the symmetrization map
S : jΨiji −! (jΨiji+ jijΨi): (1.1)
In what follows, where possible we omit explicit sub-
scripts A and B. The order in which the vectors are
written in the tensor products implicitly denotes to which
system they belong (i.e. the left vector corresponds to the
system A, while the right vector corresponds to the sys-
tem B). We assume that the two quantum systems (e.g.,
qubits) are physically distinguishable. For instance they
could be located in dierent regions of space. The task
is to entangle their internal degrees of freedom.
That the symmetrization cannot be done perfectly via
a unitary transformation can be shown by the following
argument. We consider the case in which jΨi and ji
are both qubits. A perfect transformation would have to








j11ijv0i ! j11ijv4i; (1.2)
where the jvji, for j = 0; 4, are normalized \machine"
vectors, i. e. we assume that the entangler itself has its
own degrees of freedom. In addition, it is assumed that
the entangler is always initially in the same state, jv0i.
Unitarity requires that hv2jv3i = 0. Now let us consider
the case where the input vectors are jΨi = j0i+j1i and
ji = j0i (i.e. the state of the qubit A is unknown, while
the qubit B is in a known state). The transformation
(1.2) gives us
jΨij0i ! j00ijv1i+ p
2
(j01i+ j10i)jv3i; (1.3)
whereas what it should produce is a vector proportional
to jΨij0i+ j0ijΨi, which in the basis j0i, j1i reads
jΨij0i ! jΨij0i+ j0ijΨi = 2j00i+ (j01i+ j10i):
(1.4)
The vectors in the right-hand sides of Eqs.(1.3) and (1.4)
are clearly not the same, no matter what choice is made
for jv1i and jv3i. Therefore, we need to search for devices
which will produce approximate versions of the desired
state or will produce this state but with a probability
which is less than one.
One way of creating a symmetrized state out of two in-
dependent systems is by means of a measurement - that is
the two systems are optimally measured and their states
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are estimated. Based on this estimation a two-particle
entangled state is prepared. If we begin with two qubits
prepared so that one of the states is known (j0i) while the
other is unknown (jΨi), we need only estimate the state
of one of the particles and this can be performed with a
delity equal to 2/3 [7,8]. The information gained from
the optimal measurement is then used in the preparation
procedure. This is discussed in Section II A.
We shall present quantum mechanical entangling
transformations which generate entangled states with
much higher delity than can be achieved by measur-
ing the input particles. In Section II B we briefly discuss
a probabilistic symmetrization (entanglement) which can
be realized via a controlled-SWAP gate. The probability
of success in this procedure is input-state dependent. In
Section III we present the optimal input-state indepen-
dent quantum entangler and we also study the insepara-
bity of the outputs of this entangler. In Section IV we
show that the universal-NOT gate [9] can also serve as a
very interesting entangling device.
II. STATE-DEPENDENT SYMMETRIZATION
We shall rst look at two examples of processes which
produce entangled states, for which the quality of the out-
put depends on the input state. That is, these procedures
work better for some states than for others. The rst is
perhaps the most obvious method, we simply measure
the input state. We shall consider a more limited prob-
lem in this case, entangling an unknown with a known
state. The output state resulting from this procedure is
only an approximation to the desired one. The second is
a probabilistic method; the output when it is produced
is ideal, but the probability of successfully producing it
is less than one. In this case we shall consider the full
problem of entangling two unknown states.
A. Entanglement via measurement
Our task is to entangle an input qubit in an un-
known state with a reference qubit in a known state











2 cos ϑ2 j00i+
p
2eiϕ sin ϑ2 j+iq
2
(
1 + cos2 ϑ2
 ; (2.1)
The approach we will discuss here is as follows: rstly, the
unknown single-qubit state jΨi is measured and then us-
ing the information gained thereby an approximate ver-
sion of the desired output is constructed. In order to
specify this procedure in more detail, we must describe
what measurement is to be made and how its results will
be used to construct the output state. The quality of the
output will be determined by calculating the delity be-
tween the actual output and the desired output. We shall
rst examine a specic strategy and then nd an upper
bound on the delity for a wide class of measurement-
based procedures.
Our rst measurement-based scenario can then be re-
alized in the following way. In the case of a single in-
put qubit the optimal way to estimate the state, is to
measure it along a randomly chosen direction in the
two-dimensional Hilbert space [7,8]. Therefore, the rst
step in implementing the measurement-based procedure
is choosing a random vector ji, where
ji = cos #
0
2




and measuring jΨi along it. If the result is positive, then
the output is taken to be ji
AB













































1 + sin2 ϑ′2
 (2.4)
where the state j?i is the state orthogonal to ji,
j?i = e−iϕ′ sin #
0
2




For a particular orientation of the measurement appa-
ratus, i.e. for the particular choice of the state ji this
measurement-based scenario gives the two-qubit output
density matrix
(out)(#; ’j#0; ’0) = jhΨjij2jihj+ jhΨj?ij2j~ih~j:
(2.6)
To get the nal output density matrix one averages this










d#0 sin #0 (out)(#; ’j#0; ’0):
(2.7)
Finally, the delity can be found by computing the ma-





F(#; ’) = hΨ(id)j(out)(#; ’)jΨ(id)i: (2.8)
This delity depends on the input state, and this de-





This is the proper delity to use to judge how well our
proposed strategy performs if we assume that all input


















jhjΨij2 jhΨjij2 + jh?jΨij2 jhΨj~ij2
i
; (2.10)
Explicitly evaluating this integral we nd
F = 54 + 112 (ln 2)2 − 154:5 ln2 ’ 0:719 (2.11)
which is a bit larger than 2=3, the delity of the estima-
tion of a state of a single qubit.
Let us now generalize this procedure. We shall again
begin by choosing a random vector ji, but now according
to a distribution q(#0; ’0), which we shall leave unspeci-
ed for now. The output density matrix is taken to be
either 1() if the measurement result is positive or 0()
if it is negative, where
j() =
Z
dΩ00pj(#00; ’00j#0; ’0)jΓ(#00; ’00)ihΓ(#00; ’00)j;
(2.12)










The conditional probabilities pj will also be left un-
specied; this allows us to consider a wide class of
measurement-based strategies. The output density ma-
trix, for a particular ji is then
() = jhjΨij21() + jh?jΨij20(): (2.14)





and the delities for a specic input state and averaged
over all input states are given by Eqs. (2.8) and (2.9),
respectively, but with (out) computed from Eq. (2.15)






fj(#00; ’00; #0; ’0)Pj(#00; ’00; #0; ’0); (2.16)
where
Pj(#00; ’00; #0; ’0) = pj(#00; ’00j#0; ’0)q(#0; ’0); (2.17)









































What we can now do is to nd an upper bound for the
delity, F , for any distribution of the vector ji and any
prescription for using the result of the measurement along
ji to manufacture the entangled state. We note that for





dΩ00Pj(#00; ’00; #0; ’0); (2.19)
which implies that
F  sup jf0j+ sup jf1j; (2.20)
where the supremums are taken over the range 0 
#0; #00   and 0  ’0; ’00 < 2.
Our rst task is to nd explicit expressions for the
functions f0 and f1. We have that



























































































d1 = 2 ln 2− 1
d2 = 3− 4 ln 2 (2.22)
d3 = 8 ln 2− 5:
From the above equations it is clear that in order to max-
imize f0 we need to choose ’00−’0 =  and to maximize
f1 we need to choose ’00 − ’0 = 0. Making these choices
and simplifying the resulting expressions we nd that
f0(#00; ; #0; 0) =
1
4
[1 + c1 cos#00 − c2 cos#00 cos#0
+c3 sin #00 sin #0]
f1(#00; 0; #0; 0) =
1
4
[1 + c1 cos#00 + c2 cos#00 cos#0
+c3 sin #00 sin #0]; (2.23)
where
c1 = 3− 4 ln 2
c2 = 12 ln 2− 8 (2.24)
c3 =
p
2(3− 4 ln 2):
These functions can now be maximized. The maximum
of f0 occurs at #0 =  and #00 = 0, and the maximum
of f1 occurs when #0 = 0 and #00 = 0. The maximum
values of both functions are the same and are approxi-
mately equal to 0:386. This implies that the delity for
this kind of a measurement-based strategy must satisfy
F  4 ln 2− 2 = 0:773: (2.25)
As we shall see, a method which maintains quantum co-
herences at all stages of the process can do better than
this.
B. Controlled-SWAP gate
We now begin with systems A and B of the same phys-
ical origin. Their pure states are described by vectors in
the D-dimensional Hilbert spaceH, so that both together
are described by H ⊗ H. Let fjujijj = 1; : : :Dg be an




cj jujiA ; (2.26)






dj jujiB : (2.27)
Our objective is to produce the (entangled) symmetrized






(cjdk + ckdj)jujijuki; (2.28)
(here we omit the normalization factor).
Recently Barenco et al. [10] have shown that the en-
tanglement (symmetrization) of the form (1.1) can be
performed when the two input qubits interact via a
controlled-SWAP (Fredkin) gate with an ancilla initially
prepared in a specic state. The entanglement is achieved
when a conditional measurement is performed on the an-
cilla. Exactly the same scenario can be used not only for
qubits but for arbitrary quantum systems. To show this
we briefly review the operation of the controlled-SWAP
gate.
This gate has three inputs. The rst, the control bit, is
a qubit. The second and third are for D-dimensional sys-
tems. The control bit is unaected by the action of the
gate. If the control bit is j0i, then the gate does nothing,
i.e. the output state is the same as the input state. If
the control bit is j1i, then the two D-dimensional states
are swapped. This can be accomplished by the following
explicit unitary transformation:
j0ijujijuki ! j0ijujijuki;
j1ijujijuki ! j1ijukijuji: (2.29)
Summarizing, the action of our controlled-SWAP gate is,
j0ijΨiji ! j0ijΨiji;
j1ijΨiji ! j1ijijΨi: (2.30)
We now dene the qubit states
jv+i = 1p
2
(j0i+ j1i); jv−i = 1p
2
(j0i − j1i); (2.31)
and take the input state of the controlled-SWAP gate to
be jv+ijΨiA jiB . Using the SWAP transformation (2.30)











jv−i (jΨiji − jijΨi) :
If we now measure the qubit in the jvi basis we ob-
tain the states (jΨiji  jijΨi) with probabilities (1
jhΨjij2)=2, respectively. As we see the probability of
generation of a particular entangled state explicitly de-
pends on the (unknown) states of the two systems. In
particular, let us assume we begin with two orthogonal
qubits, jΨi and jΨ?i. Then either of the maximally en-
tangled state, (jΨijΨ?ijΨ?ijΨi)=p2 can prepared with
probability 1=2.
We stress that the probability of the success in this
entanglement (symmetrization) procedure is input-state
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dependent. In what follows our task will be to nd a
\machine" which entangles the input with a constant (i.e.
input-state independent) delity. This covariance prop-
erty of the entangler with respect to unitary transforma-
tions performed on the input qubits makes the entangler
universal.
III. UNIVERSAL ENTANGLERS
Suppose we again consider the problem of constructing
a device which will entangle a qubit in an arbitrary un-
known state jΨi = j0i+ j1i with a qubit in a known,
reference state, which we shall take to be the basis state
j0i. Before we proceed further we have to specify proper-
ties of the entangling map. In fact, we can consider two







= Ns (jΨij0i+ j0ijΨi) ; (3.1)







= Na (jΨij0i − j0ijΨi) ; (3.2)
where Na,s are corresponding normalization factors. As
we have shown in the introduction perfect entanglers for
arbitrary unknown states cannot be constructed. So
the task of the physically realizable symmetric (anti-
symmetric) entangler is to produce outputs as close
as possible to the ideally entangled states jΨ(id)iAB
(jΨ(id)i
AB
). In what follows we will quantify the qual-
ity of the performance of the universal entangler with
the help of the delity
F := hΨ(id)j(out)jΨ(id)i: (3.3)
We shall impose the condition that the value of this -
delity does not depend on the input. The delity (3.3)
is a good measure of the accuracy with which the en-
tangler produces the desired output state, but we would
also like to evaluate the degree of entanglement of the
actual output state. Here, however, we have a problem
which is due to the fact that it is still not clear how to
quantify the entanglement of a quantum system which is
in a mixed state. When a bipartite system is in a pure
state, then the von Neumann entropy of subsystems can
serve as a measure of entanglement. In the case of impure
states more sophisticated measures are required (see for
instance [11{13]).
In terms of the basis vectors, the input state is j00i+





(4jj2 + 2jj2)1/2 ; (3.4)
while in the case of the anti-symmetrization we have
jΨ(id)i = j−i; (3.5)
where ji are symmetric and anti-symmetric Bell states
in the given basis
ji = 1p
2
(j01i  j10i): (3.6)
In what follows we will briefly discuss the anti-symmetric
entangler and then we will concentrate on the symmetric
entangler.
A. Entanglement via anti-symmetrization
Recently Alber [14] studied a quantum entangler which
takes as an input a quantum-mechanical system prepared
in an unknown pure state jΨiA and a reference (known)
state (let us say j0i
A
) and at the output generates a two
particle entangled state (out)
AB
which is optimally entan-























Where D is the dimensionality of the Hilbert space of
the system A (B) and S is the von Neumann entropy
S = −Tr ln  associated with a given density operator .
The rst condition corresponds to the requirement that
the subsystems at the output are in the maximally mixed
state while the second conditions guarantees that the
whole system is as close as possible to a pure two-particle
state. Alber has found the solution for this problem. It
turns out that the two-particle state which is produced by
the optimal (with respect to the above conditions), uni-
versal entangler is independent of the input state jΨi and
is equal to a maximally disordered mixture of all possible
anti-symmetric Bell states. In the case of qubits (D = 2)
there is only one possible anti-symmetric Bell state j−i.
That is, Alber’s machine realizes the anti-symmetric en-
tangler. We see that the universality of Alber’s entangler
means that all inputs are mapped to a single output (the
anti-symmetric Bell state j−i), so the ideal output state
is a priori known, and one could instead build a device
which just prepares the known output state. In the anti-
symmetric entangler the information initially encoded in
the qubit A is completely lost. But our task is dierent,
we want to redistribute the initial unknown information
encoded in the state of the qubit A, into the entangled
state of two qubits. Therefore we will analyze universal
entanglement via symmetrization, because the ideal state
(3.4) directly contains information about the initial state
of the qubit A. In other words, we consider the entan-
gling procedure not only as the way to generate the state
with highest possible entanglement but also we require
that this state contains as much information about the
input(s) as possible.
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B. Entanglement via symmetrization
Let us now construct a machine which entangles an
unknown state with the known state j0i. Taking into ac-
count the basic features of the symmetrization transfor-
mation (3.1) we can assume that the basis vectors trans-
form as
j00ijv0i ! j00ijw0i+ j+ijx0i
j01ijv0i ! j00ijw1i+ j+ijx1i; (3.9)
where jw0i, jw1i, jx0i, and jx1i are states of the entan-
gler itself. The entangler is initially always prepared in
the state jv0i.
We want to impose the condition that the delity be-
tween the actual output state and the ideal output state
be independent of the state jΨi, but before doing so let
us state the restrictions which unitarity places on the
machine vectors. These are
kw0k2 + kx0k2 = 1;
kw1k2 + kx1k2 = 1; (3.10)
hw0jw1i+ hx0jx1i = 0;
where kxk2  hxjxi. We now calculate the output two-
qubit density matrix (out) by using the transformation
in Eq. (3.9) to nd the full output density matrix and
then tracing out the machine degrees of freedom. We
then nd the delity (3.3) by taking the matrix element
of this density matrix in the ideal output state. Our task
is to nd the machine vectors jxji and jwji (j = 0; 1)
such that the delity F does not depend on the input
state jΨi and simultaneously is as close as possible to
unity.
We nd that if we choose jx0i to be orthogonal to each
of the other machine vectors and jw1i to be orthogonal
to jx0i and jw0i, then the output delity will be inde-
pendent of the phases of  and . Making these choices
we nd that
F = N−1 2jj4kw0k2 + jj4kx1k2 + jj2jj2

hp
2(hw0jx1i+ hx1jw0i) + 2kw1k2 + kx0k2
io
; (3.11)
where N = 2jj2 + jj2.
In order for this expression to be independent of jj
and jj it is necessary that the expression in the curly
brackets be proportional to
(2jj2 + jj2)(jj2 + jj2) = 2jj4 + 3jj2jj2 + jj4:
(3.12)




2(hx1jw0i+ hw0jx1i) + 2kw1k2 + kx0k2: (3.13)
If these conditions are satised, then the delity is simply
equal to kw0k2, so that we want to make this quantity
as large as possible. If we now make use of the unitarity











From Eq. (3.14) we see that kw0k2 will be a maximum
when cos = 1, which implies that jw0i and jx1i are
parallel. When this condition is satised, we nd that





which gives 0:946 as the approximate value of the delity.
This means that the output state (out) is indeed very
close to the ideal state, and it should be remembered
that this delity is the same for all input states.
We can summarize our results for the machine vectors
as follows. From the above analysis we see that we can
















and let fjvjijj = 1; : : : 3g be an orthonormal basis for the
machine vector space. We then have
jw0i = cos jv1i
jw1i = sin jv2i
jx0i = sin jv3i (3.18)
jx1i = cos jv1i;
and our transformation in terms of basis vectors becomes
j00ijv0i ! cos j00ijv1i+ sin j+ijv3i;
j01ijv0i ! sin j00ijv2i+ cos j+ijv1i: (3.19)
By construction this is the optimal entangling transfor-
mation which entangles an unknown pure state with a
known reference state.
Alternatively, for jΨi = j0i+j1i we can rewrite this
transformation in the form
j0ijΨijv0i ! cos (j00i+ j+i)jv1i
+ sin  (j+ijv3i+ j00ijv2i) : (3.20)
When the trace over the entangler is performed we ob-
tain the density operator (out)
AB
describing the two qubits
A and B at the output of the quantum entangler

(out)
AB = (jj2 cos2  + jj2 sin2 )j00ih00j
+ (jj2 sin2  + jj2 cos2 )j+ih+j (3.21)
+ cos2 (j00ih+j+ j+ih00j)
It is important to stress that the delity (3.3) associated
with the output state (3.20) is input state independent.
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C. Remarks
Throughout this paper we have utilized the delity
(3.3) as the measure of the performance of the quantum
entangler. The universality (covariance) of the entangler
is expressed in the fact that the value of the delity F
is equal for all input states. We note that this covari-
ance constraint is equivalent to the requirement that the














between the ideal state jΨ(id)i and the output of the en-
tangler (out)
AB
is constant. In our particular case we nd
the Bures distance to be
dB = 2 sin(=2) ’ 0:0541; (3.23)
for all inputs. This distance is very small indeed. It is






which in our case can be expressed as
dHS =













pends on the initial state. This is closely related to the
fact that the von Neumann entropy of the state (out)
AB
is
state dependent (see below).
D. Inseparability of the output qubits
We note that the entanglement between the two qubits
prepared in the state jΨ(id)i depends on the particular
form of the state jΨi = j0i + j1i. Because jΨ(id)i
is a pure state we can quantify the degree of entan-
glement via the von Neumann entropy S of one of the
two qubits under consideration, i.e. SA = −Tr[A ln A]
(obviously SA = SB). For  = 1 the entropy is equal
to zero, which corresponds to a completely disentangled
state (we note that in this case jΨ(id)i = j0ij0i). The
entropy takes the maximal value S = ln 2 for  = 0
when jΨ(id)i = (j0ij1i + j1ij0i)=p2. We plot this en-
tropy in Fig. 1 (see line 1). The entropy of the individ-





is always larger than in the ideal case
(see line 2 in Fig. 1). Nevertheless, for the case  = 0
we have in this case S( = 0) = 0:998 ln2, i.e. this en-
tropy is very close to the entropy of a qubit in the ideal
case. Unfortunately, this entropy in the case of an im-
pure two-particle state cannot be used as a measure of
entanglement.














FIG. 1. The von Neumann entropy of the single-qubit state
ρA when the two-qubit system is in an ideally entangled state
|Ψ(id)〉 (line 1) and when the output state ρ(out)
AB
is given by
Eq.(3.21) (line 2). In both cases we assume α and β to be
real.
It is interesting to nd the entropy of the two-particle
state (out)
AB
at the output of the entangler as a function of
the initial state (in the ideal case the two-particle system
is always considered to be in a pure state with S = 0).
We plot this entropy in Fig. 2. We see that the total
entropy of the output is state-dependent and it takes the
minimal value for 2 = 1=2. Therefore the entropy of the
subsystems does not indicate whether they are entangled.







FIG. 2. The von Neumann entropy of the two-qubit state
ρ(out)
AB
at the output of the entangler [see Eq. (3.21)] as a func-
tion of α2. We assume α and β to be real.
We need to check whether the two qubits A and B
at the output are indeed quantum-mechanically entan-
gled. Quantum-mechanical entanglement of two qubits
formally means that the density operator of these two
qubits is represented by an inseparable matrix (see [1]).
It follows from the Peres-Horodecki theorem that [16,17]
the necessary and sucient condition of inseparability
of the two-qubit density matrix 
AB
is that the corre-





For instance, let us consider the state jΨi = j0i+j1i
with real amplitudes  and . The partially trans-
posed matrix corresponding to the state jΨ(id)i given by





We plot this eigenvalue in Fig. 3 (see line 1). We see
that the eigenvalue is negative for all values of  except
 = 1 when jΨ(id)i = j0ij0i. The minimal value of the
eigenvalue is achieved for  = 0 when the two qubits are
in the maximally entangled state (j01i+ j10i)=p2.











FIG. 3. Here we plot the negative eigenvalue Eq. (3.26) of
the partially transposed matrix of the density operator ρ(ideal)
AB
when the state |Ψ〉 has real amplitudes α and β (see line 1).
The negative eigenvalue of the partially transposed matrix as-
sociated with the density operator ρ(out)
AB
given by Eq. (3.21)
as functions of α is presented by line 2. (We assume α and β
to be real.)
Now we utilize the Peres-Horodecki theorem to check
whether the state (out)
AB
given by Eq. (3.21) describes an
entangled state of two qubits. Firstly, we nd that the
partially transposed matrix corresponding to the density
operator (3.21) has one eigenvalue which is negative for
all values of  (here we assume  and  to be real). In
particular, this eigenvalue for  = 0 is




cos2  − (cos4  + sin4 1/2i ; (3.27)
which is the minimal value (’ −0:447) of the nega-
tive eigenvalue. On the other hand the maximal value
(’ −0:001) is attained for  = 1




sin2  − (cos4  + sin4 1/2i : (3.28)
The complete dependence of E() is shown in Fig. 3.
From this gure we clearly see that the output density
operator is inseparable for an arbitrary input considered
in this Section. We note, that if the entanglement is
measured in terms of the tangle as introduced by Woot-
ters [13] then the negative eigenvalues E of the partially
transposed density operators perfectly reflect the degree
of entanglement between the two qubits in our cases.
By construction the delity of the entangler in this
case is constant but the actual degree of entanglement
is state-dependent. This suggests that it would be inter-
esting to nd an entangler, whose output states have the
same degree of entanglement irrespective of the input,
yet still carry information about the input.
IV. ENTANGLEMENT VIA UNIVERSAL NOT
GATE
Even though the negative eigenvalue of the partially
transposed density matrix cannot be directly used as the
measure of entanglement, we see that the degree of en-
tanglement between two qubits generated in the entan-
gler (3.19) depends on the input state. In what follows
we describe a dierent type of the entangler, which out
of a single qubit jΨi generates a two-qubit state as close
as possible to the state
jΨi ! jfΨ; Ψ?gi  (jΨijΨ?i+ jΨ?ijΨi)=
p
2: (4.1)
We will present an entangler which not only produces
the state which is as close as possible to the ideal state
jfΨ; Ψ?gi but also has the property that the delity does
not depend on the input state. In addition, the degree
of entanglement also does not depend on the input. This
type of the entangler implicitly assumes creation of the
state jΨ?i from the input jΨi. That is, we face the prob-
lem of creating an orthogonal state from unknown input.
It is not a problem to complement a classical bit, i.e. to
change the value of a bit, a 0 to a 1 and vice versa. This
is accomplished by a NOT gate. Complementing a qubit,
however, is another matter. The complement of a qubit
jΨi is the qubit jΨ?i which is orthogonal to it. But it is
not possible to build a device which will take an arbitrary
(unknown) qubit and transform it into the qubit orthog-
onal to it. As shown in Ref. [9] the ideal universal-NOT
(U-NOT) operation corresponds to the inversion of the
Bloch (Poincare´) sphere. This inversion preserves angles
(related in a simple way to the scalar product jhjΨij of
rays), so by Wigner’s Theorem the ideal U-NOT must
be implemented either by a unitary or by an anti-unitary
operation. Unitary operations correspond to proper ro-
tations of the Poincare sphere, whereas anti-unitary op-
erations correspond to orthogonal transformations with
determinant −1. Clearly, the U-NOT operation is of the
latter kind, and an anti-unitary operator  (unique up
to a phase) implementing it is

(
j0i+ j1i = j0i − j1i: (4.2)
The diculty with anti-unitarily implemented symme-
tries is that they are not completely positive, i.e., they
cannot be applied to a small system, leaving the rest of
the world alone.
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Because we cannot design a perfect Universal-NOT
gate, we have introduced in Ref. [9] an approximate opti-
mal U-NOT gate (an analogous spin-flip operation has re-
cently been introduced by Gisin and Popescu [18]). This
device takes as an input the qubit A in the state jΨi and
generates at the output a qubit in a mixed state as close
as possible to the orthogonal state jΨ?i. The role of the
U-NOT gate is played by two additional (ancilla) qubits
B and C. So, all together the transformation involves





! γ0jΨ; ΨiAB jΨ?iC
+γ1jfΨ; Ψ?giAB jΨiC ; (4.3)
where jXi
BC
is the initial state of the U-NOT gate;
γ0 =
p
2=3 and γ1 = −
p
1=3. In this particular transfor-
mation the qubit C at the output is in the state which is
as orthogonal as possible to the input state. The delity
of this transformation is input-state independent and is
equal to F = 2=3.
A. U-NOT as the entangler
It is interesting to note that the two-qubit state (out)
AB
at the output of the U-NOT gate (4.3) has the form
(out)
AB
= γ21 jfΨ; Ψ?gihfΨ; Ψ?gj+ γ20 jΨΨihΨΨj: (4.4)
The mean delity between the state (out)
AB
and the ideal
output (4.1) is input-state independent and takes the
value F = 1=3. This again corresponds to the fact that
the Bures distance between the actual output of the en-
tangler and the ideal output is input state independent
and equal to dB = (2 − 2=
p
3)1/2. We can easily check
that the partially transposed matrix corresponding to
the density operator (4.4) has one negative eigenvalue
E = (2 − p5)=6 which is constant and does not depend
on the initial input state jΨi.
We note that the Universal NOT gate (4.3) acts also a
quantum cloner, i.e. the two qubits A and B are the op-
timal clones of the input (for details see Refs. [19,20]). It
is the optimality of the transformation (4.3) with respect
to cloning and the generation of the optimally orthogo-
nal state (i.e. the universal NOT gate) which indicates
that the transformation (4.3) also serves as the optimal
universal entangler.
B. Proof of optimality
Our proof of the optimality of the entangler (4.1) via
the U-NOT gate is based on the recent idea of Gisin
[21,22] that the impossibility of instantaneous signal-
ing generates upper bounds on the delity of particu-
lar quantum-mechanical processes. To be more specic,
we have shown earlier that the impossibility of the ideal
(perfect) entangler is due to the linearity of quantum me-
chanics. On the other hand, another consequence of the
linearity of quantum mechanics is the fact that the en-
tangled quantum-mechanical states cannot be used for
super-luminal communication. Gisin [21] has shown that
this no-signaling constraint implies bounds on the delity
of universal cloning and the universal U-NOT gate. In
the case of cloning the bound on delity is F = 5=6, while
in the case of the U-NOT gate the bound is F = 2=3. We
note that the transformation (4.3) achieves both these
bounds when used as the cloner or the U-NOT gate, re-
spectively. Recently Alber [14] used this idea of Gisin to
prove that the upper bound in the delity of the anti-
symmetric entangling is equal to unity. The no-signaling
constraint can also be used to derive an upper bound on
the delity of the entangling operation given in Eq. (4.1)
[22]. We will present a proof, which is based on the meth-
ods developed in reference [21], that this upper bound is
F = 1=3, which means that the U-NOT gate (4.3) serves
as the optimal universal entangler in the sense of Eq.
(4.1).
We consider a process in which a single particle input
state is mapped into a two particle output state. The




(1 + ~m  ~); (4.5)
where ~m is a real vector whose length is less than or
equal to unity. The most general two-particle output
state, which is hermitian and has a trace equal to one,








tjkj ⊗ k]; (4.6)
where ~a, ~b, and tjk are functions of ~m. The requirement
that the reduced density matrixes of the two output par-
ticles be the same, which we shall impose, implies that
~a = ~b.
We now want to impose the requirement of covari-
ance. This means that if (in)(~m) is mapped onto
(out)(~m), and if u is a matrix in SU(2), then the in-
put state u(in)(~m)u−1 will be mapped onto the output
state u ⊗ u(out)(~m)u−1 ⊗ u−1. Another way of stating
this condition is obtained by noting that if we express u
as
u = exp(−ie^  ~=2); (4.7)
where e^ is a unit vector corresponding to the rotation
axis and  is the rotation angle, then
u(~m  ~)u−1 = ~m0  ~; (4.8)
where ~m0 = R(e^; )~m. The rotation matrix, R(e^; ), is
the 3 3 matrix which rotates a vector about the axis e^
by an angle , and it is given explicitly by
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u(in)(~m)u−1 = (in)(R~m); (4.11)
which will be mapped to (out)(R~m), so that the covari-
ance condition can now be expressed as
(out)(R~m) = u⊗ u(out)(~m)u−1 ⊗ u−1: (4.12)
Now let us examine the consequences of this relation.
We shall rst consider the terms linear in ~ and let R
be a rotation about ~m by a very small angle . We have
that
~a(R~m) = R~a(~m); (4.13)
which for our choice of rotation becomes
~a(~m) = (1 + m^  ~K)~a(~m); (4.14)
or
m^  ~K~a(~m) = 0; (4.15)
where m^ is a unit vector in the direction of ~m. This im-
plies that m^  ~a(~m) = 0, so that ~a(~m) is parallel to ~m,
and we can write ~a(~m) = a(~m)~m. If we now substitute
this result back into Eq. (4.13) and consider a general
rotation R, we have that
a(R~m) = a(~m): (4.16)
This implies that a(~m) is a constant, which, following
[21], we shall denote by .
Now let us see what covariance implies about the terms
quadratic in ~. Application of the covariance condition,





If we again choose R to be a rotation about ~m by a small




(m^  ~K)jj′ tj′k(~m) +
X
k′
(m^  ~K)kk′ tjk′ (~m): (4.18)
If we choose ~m to be in the z direction, in particular
~m = z^, we nd, as did Gisin, that txx = tyy, txy = −tyx,
and txz = tzx = tyz = tzy = 0, where all of these are
evaluated at ~m = z^. We now want to impose the no
signaling condition
(out)(z^) + (out)(−z^) = (out)(x^) + (out)(−x^); (4.19)
and to do so we need to nd all of the density matrixes
in the above equation in terms of tjk(z^). This can be
done by applying the covariance condition, Eq. (4.12),
to (out)(z^) and making the proper choice of R. When
these results are substituted into Eq. (4.19) we nd that
txx(z^) = tyy(z^) = tzz(z^), and we shall designate this






1 + 2 + t 0 0 0
0 1− t 2(t + itxy) 0
0 2(t− itxy) 1− t 0




The basis in which the matrix is expressed is fj +
z^; +z^i; j+ z^;−z^i; j − z^; +z^i; j − z^;−z^ig, where z j  z^i =








t2 + t2xy) (4.21)
must be nonnegative.
For an input state (in)(z^) our desired output state is
(j + z^;−z^i + j − z^; +z^i)=p2, and this implies that the
delity of (out) is
F = 1 + t
4
: (4.22)
This is clearly maximized when t is as large as possi-
ble, and examining the eigenvalues of (out), this happens
when txy = 0 and t = 1=3. Substituting this into the ex-
pression for the delity, we see that the maximum delity
is 1=3. This means that the no-signaling constraint spec-
ies the upper bound on the delity of the symmetric
entangling which is exactly the same one as achieved by
the U-NOT gate. This proves that the entangling via the
U-NOT gate is optimal.
C. Remark
We note that using the universal NOT gate one can
also produce an entangled state of the form (3.1). Specif-
ically, the U-NOT gate allows Charlie (C) to produce an
entangled state, consisting of jΨi and one of two known
states, which is shared by Alice (A) and Bob (B). In or-
der to see how this can be accomplished it is useful to
















is the singlet state. Charlie now measures his particle
along the axis corresponding to the states j0i and j1i.
Whatever result he obtains for his particle, the other two
particles will be in an entangled state shared by Alice
and Bob. For example, if Charlie nds his particle in
the state j1i, Alice and Bob share the state in Eq. (3.1).
Note that Charlie can choose the states with which the
state jΨi will be entangled by choosing the axis along
which to measure his particle.
This implies that if we want to produce either the en-
tangled state of jΨi with j0i or the entangled state of jΨi
with j1i, and we don’t care which one we get, this can
be done with perfect delity. Perhaps a better way of
stating this is that if we want to entangle jΨi with one
of two orthogonal states, this can be done perfectly, and
we will know with which state it is entangled.
V. CONCLUSIONS
In this paper we have studied various possibilities for
entangling two qubits so the initial information about
their preparation is preserved. We have studied a spe-
cic situation when the state of one of the qubits is known
while the second state is arbitrary. We have shown that
entanglement via symmetrization in this case can be per-
formed with a very high delity (much higher than the
delity of estimation). This type of entanglement can
be very useful for stabilization of the storage of an (un-
known) quantum state of one qubit against environmen-
tal interaction and a random imprecision [10]. We have
shown that the U-NOT gate optimally implements the
entanglement transformation jΨi ! jΨijΨ?i+ jΨ?ijΨi.
This means that the transformation (4.3) is very special
indeed - it describes the optimal cloning, the optimal U-
NOT transformation as well as the optimal entangler.
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