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Abstract 
 
This mixed-methods study analyses data from interviews with 29 principals in 
four school districts, to describe patterns in the principals’ values concerning high-quality 
mathematics instruction and in the aspects of instruction they noticed when observing 
short videos of elementary school mathematics classes. Principals valued many aspects of 
instruction, including elements of general pedagogy, teachers interacting with content and 
students, content-related pedagogy, students interacting with content, and evidence of 
student outcomes. As a group, principals noticed the same types of instructional elements 
that they valued, as well as other, less-commonly-valued elements. Hierarchical linear 
models were used to compare ratings given to teachers by their principals on three 
aspects of instructional effectiveness, to scores from video- and student-test-score-based 
measures of corresponding constructs.  Mathematical Quality of Instruction, Classroom 
Assessment System™ and value-added scores each accounted for unique portions of 
variance in teachers’ scores on a composite principal rating scale, showing that the 
underlying “high-quality mathematics” construct measured by principals had some 
elements in common with each of the other three constructs. However, substantial 
variance remained unaccounted for, suggesting that principals’ concept of high-quality 
mathematics also comprises elements not measured by any of the other three instruments.  
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Chapter 1. Introduction 
The Problem 
Recent federal policies have focused attention on reforming teacher evaluation as 
a means to improving the quality of instruction students receive and thereby improving 
student learning outcomes. Both President Obama’s Race to the Top (RttT) initiative 
(funded under the American Recovery and Reinvestment Act, Public Law 111-5, 2009) 
and federal waivers to No Child Left Behind Act require participating states to adopt new 
legislation and regulations that result in more stringent teacher evaluation systems, with 
the twin goals of identifying and removing low-performing teachers and providing 
feedback to help those who remain improve their instruction. The new generation of 
teacher evaluation systems typically base evaluations on at least two key data sources: 
measures of student growth on standardized tests, and observations of teachers’ 
classroom practice (Doherty & Jacobs, 2013; Hanover Research, 2011; Herlihy et al., 
2014; Reform Support Network, 2012).  
School principals are key actors in the new evaluation systems. As school leaders 
and teacher supervisors, principals have historically been responsible for the evaluation 
of their teachers (Bickers, 1988; Ellett & Garland, 1987; Loup, Garland, Ellett, & Rugutt, 
1996; Peterson, 2004; Sawchuk, 2010a; V. Shulman, Sullivan, & Glanz, 2008; Wise, 
Darling-Hammond, McLaughlin, & Bernstein, 1985), which remains the common 
practice today. This usually means that, despite the tensions inherent in having a principal 
serve as both mentor and evaluator of teachers (Acheson & Gall, 2003; Danielson, 2001; 
McCann, Jones, & Aronoff, 2012; Peterson, 2004), principals must play a dual role, 
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providing evaluative information to the district for the purposes of decisions about 
retention, promotion, or salary, and providing feedback to the teacher to support the 
improvement of instructional practice. Furthermore, despite some experimentation with 
the use of peer evaluators, external observers and/or multiple observers for the same 
teacher (Goldstein & Noguera, 2000; Goldstein, 2007; Gregoire, 2009; Ho & Kane, 2013; 
Milanowski, 2011a; Sawchuk, 2010b), state standards most commonly assign the 
responsibility for teacher observations to the principal or other administrator/teacher 
supervisor (Herlihy et al., 2014). Thus, classroom observation by the principal remains an 
integral part of teacher evaluation practice in the U.S.  
Using data from a larger study of teacher effectiveness, this dissertation examines 
how principals think about the instruction they observe; specifically, mathematics 
instruction. Most existing studies have approached this topic by examining the outcomes 
of the teacher evaluation process—for instance, by correlating the evaluation ratings 
principals give teachers with value-added estimates of teacher effectiveness based on 
student achievement data. A smaller group of studies have examined the process of 
observation—either through case studies of principals’ practice, or by having principals 
view and comment on recorded samples of instruction. The present study integrates both 
approaches. By asking principals to observe and reflect on samples of mathematics 
instruction, it sheds further light on what principals notice and do not notice when they 
observe in the classroom, and whether the aspects of instruction they notice are congruent 
with their values about what constitutes high-quality mathematics instruction. Finally, the 
dissertation compares principals’ ratings of specific teachers’ instructional effectiveness 
to expert observers’ ratings of those teachers’ performance in the classroom, as well as to 
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their value-added scores. This research provides insights into what aspects of 
instructional effectiveness principals reward—consciously or unconsciously—when they 
evaluate teachers. Through the use of multiple measures of instructional effectiveness, 
the dissertation aims to broaden discourse in this area beyond the idea of value-added 
measures as a simple criterion against which to assess the “validity” of the ratings 
principals give their teachers. 
The rest of this chapter briefly introduces prior research about principals as 
observers and evaluators of instruction, then describes the research questions that 
motivate the dissertation study.  
Background 
Observing classroom instruction is a complex task, and one whose results depend 
strongly on the individual observer, as well as the observer’s specific goals for the 
observation. Different observers are inclined to focus on different aspects of what they 
see going on in the classroom (Kerrins & Cushing, 2000; Weinberg, 2011). In an effort to 
produce observation-based scores that capture some of the complexity of instruction, are 
aligned with evaluation standards, distinguish different levels of instructional quality, are 
standardized across observers, and are less subject to individual observer bias (Danielson, 
2011; Herlihy et al., 2014; Office of the State Superintendant of Education D.C., n.d.; 
Sartain et al., 2011), many of the newly-revised state evaluation systems require the use 
of specific, published observation protocols (Herlihy et al., 2014; Reform Support 
Network, 2012). However, even when the observer uses a standardized observation 
protocol or set of evaluation criteria to rate the observed instruction, the observer’s 
personal judgment is as much an element of the measurement instrument as are the 
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written guidelines about how the measurements are to be made. Although training on the 
use of an evaluation protocol helps observers achieve reliable results (Danielson, 2011; 
Graham, Milanowski, & Miller, 2012), an observer’s ratings may still be influenced by 
his or her pedagogical beliefs, prior knowledge of and ongoing relationship with the 
observed teacher, or perception of the consequences of the evaluation (Graham et al., 
2012; Sartain et al., 2011).  
The task of observing instruction is further complicated by the fact that when 
principals serve as the primary evaluators of teachers in their schools, they are 
responsible for evaluating instruction in all subject areas. Principals typically have 
classroom teaching experience (Doud, 1989; Fiore & Curtin, 1997; Lortie, 2009), but this 
experience is unlikely to make them equally comfortable with the content and content-
specific pedagogy in all subject areas. Nor do most teacher-training programs or 
administrator-training programs prepare their graduates to be equally expert in all 
subjects. Furthermore, there is concern among researchers, teachers, and principals 
themselves that lack of grade-level and subject-matter expertise can make it difficult for 
principals to effectively evaluate the instruction they observe (Colby, Bradshaw, & 
Joyner, 2002; Gallagher, 2004; Heneman & Milanowski, 2003; Kraft & Gilmour, 2015; 
Weinberg, 2011; Zimmerman & Deckert-Pelton, 2003). 
Given the critical role that principals play in teacher evaluation as both observers 
of instruction and judges of teacher effectiveness, it is important to understand how 
principals make evaluative judgments about teachers’ practice, and what construct, 
specifically, the ratings from such evaluations represent. Comparisons of principal-
generated evaluation ratings to other measures of instructional effectiveness are an 
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important piece of the puzzle. However, it is still more important to understand the 
thought process principals engage in when they observe instruction: what they look for, 
what they notice, and how they interpret and judge the instruction they observe. The 
remainder of this section first reviews the literature about principal-generated evaluation 
scores, then turns its focus to studies of principals’ observation process. 
Over the past decade, a number of studies have examined the association between 
principals’ evaluations of their teachers and student-test-score-based measures of teacher 
effectiveness, such as value-added scores (Gray, 2010; Harris, Ingle, & Rutledge, 2014; 
Jacob & Lefgren, 2006, 2008; Kimball & Milanowski, 2009; Kimball, White, 
Milanowski, & Borman, 2004; Milanowski, Kimball, & White, 2004; Milanowski, 
2011b; Rockoff, Jacob, Kane, & Staiger, 2008; Rockoff & Speroni, 2011; Wilkerson, 
Manatt, Rogers, & Maughan, 2000). The premise behind these studies is usually to judge 
the validity or “accuracy” of principal’s evaluations by the extent to which they converge 
with measures of teacher effectiveness based on student outcome measures. In general, 
principals’ ratings of their teachers are only moderately consistent with student-test-
score-based measures of teacher effectiveness, whether the principal ratings are official 
evaluation scores or informal ratings given only in the context of the research study. 
There is also some evidence to suggest that principal ratings may be more consistent with 
teacher value-added scores at the high and low ends of the value-added-score spectrum 
than in the middle (Jacob & Lefgren, 2005a, 2005b, 2006). Other studies find more 
consistency at the high end of the spectrum than at the low end (Harris et al., 2014; 
Tennessee Department of Education, 2012). 
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A related line of quantitative research offers some evidence about what 
characteristics of teachers and instruction are linked to higher principal ratings (Jacob & 
Lefgren, 2005b, 2006; Jacob & Walsh, 2011) or to principals’ decisions to dismiss the 
teachers they evaluate (Jacob, 2010, 2011). The statistical relationships reported in these 
studies suggest, for example, that better evaluation outcomes are associated with fewer 
teacher absences (Jacob & Walsh, 2011; Jacob, 2010, 2011), holding a higher degree or a 
degree from a prestigious undergraduate institution (Jacob & Walsh, 2011; Jacob, 2010, 
2011), and years of teaching experience (for teachers with 10 or fewer years of 
experience) (Jacob & Walsh, 2011). When principals are asked to rate teachers on 
specific aspects of job performance, as well as overall, the specific ratings most strongly 
related to the overall rating are those having to do with instruction and student 
achievement, rather than those having to do with affective traits, collegiality and 
teamwork, student satisfaction, or the contributions teachers make outside the classroom 
(Harris et al., 2014; Jacob & Lefgren, 2005b, 2006). These results suggest that, broadly 
speaking, principals’ evaluations of teachers tend to be aligned with characteristics one 
might reasonably expect to contribute to effective instruction: training, instructional skill, 
and productivity on the job. 
Although these regression-based analyses illuminate patterns in the evaluation 
scores principals generate, such studies are not designed to shed any light on the reasons 
behind these patterns; for example, whether principals actually value, look for, or 
consciously take into account any of these factors when they observe and evaluate 
teachers. To understand why principals make the judgments they do, it is not sufficient to 
study the judgments principals form when they observe instruction and evaluate teachers; 
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it is also necessary to examine the decision-making processes. In particular, an 
understanding of the ways that principals think about instruction in specific subject areas, 
such as mathematics, is critical to efforts aimed at supporting principals’ work as teacher 
evaluators.  
A third line of research, represented by a small group of qualitative and mixed-
methods studies, has explored that decision-making process. These studies, situated in the 
specific context of observing mathematics instruction, make it clear that there is 
considerable variation in what principals look for and notice when they observe in the 
classroom and how they interpret what they see (Kerrins & Cushing, 2000; Nelson & 
Sassi, 2005; Weinberg, 2011). Despite this individual variation, some global patterns 
emerge. 
Overall, principals focus more on the general than the specific. Many of the 
aspects of classroom life that principals commonly look for and notice are general ones 
that apply across subject areas and pedagogical styles. These include classroom 
management (Weinberg, 2011), classroom climate (Johnson, Jr., Uline, & Perez, 2011; 
Kerrins & Cushing, 2000; Schoen, 2010), student engagement (Johnson, Jr. et al., 2011; 
Nelson & Sassi, 2000b; Schoen, 2010; Strong, Gargani, & Hacifazlioglu, 2011), student 
risk-taking (Nelson & Sassi, 2000b), teachers’ use of materials (Johnson, Jr. et al., 2011), 
teachers’ “confidence, energy, or ‘presence’” (Strong et al., 2011, p. 374), or issues of 
gender bias (Nelson & Sassi, 2000b). Similarly, when it comes to pedagogy, principals 
primarily attend to non-content-specific aspects, such as students working in small groups 
(Nelson & Sassi, 2006; Schoen, 2010) or explaining their thinking (Schoen, 2010; 
Weinberg, 2011), teachers checking for student understanding (Schoen, 2010) or 
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accessing students’ prior knowledge (Strong et al., 2011), and differentiated instruction 
(Johnson, Jr. et al., 2011).  
By contrast with these general aspects of instruction, principals are less likely to 
notice content-specific pedagogy or the central mathematical ideas at play in the lesson 
(Schoen, 2010). What they do notice about mathematics-specific pedagogy tends to be 
surface features such as concrete pedagogical strategies (Nelson & Sassi, 2006; Schoen, 
2010; Weinberg, 2011), e.g., the use of manipulatives (Nelson & Sassi, 2006; Schoen, 
2010) or students developing their own methods for solving problems (Weinberg, 2011). 
Principals are less likely to pay attention to the details of students’ mathematical thinking, 
or to how teachers’ pedagogical moves respond to and support students’ understanding—
or fail to do so (Nelson & Sassi, 2006; Weinberg, 2011). Scholars contend that a deep 
understanding of students’ thinking about mathematical ideas, and the ability to respond 
appropriately in order to help their thinking develop, are important aspects of high-
quality mathematics instruction (Carpenter & Fennema, 1995; Weinberg, 2011). Thus, it 
is important for an observing principal to be able to notice and understand students’ 
thinking and teachers’ responses to it, both for the purpose of engaging the teacher in 
discussions that support the improvement of practice (Nelson & Sassi, 2005, 2006; Reed, 
Goldsmith, & Nelson, 2006; Weinberg, 2011) and for the purpose of evaluating the 
quality of the teacher’s instruction. However, such highly content-focused observation 
apparently does not come easily to many principals, and developing the ability, even with 
the help of relevant professional development, requires sustained effort (Nelson & Sassi, 
2005, 2006). 
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A few studies have explored factors that may help to explain differences in what 
principals notice when they observe mathematics instruction, and how they think about 
what they notice. This line of research has focused almost exclusively on principals’ 
experience and their understanding of mathematics content and pedagogy. Evidence 
suggests that experienced principals (Kerrins & Cushing, 2000), those with more 
knowledge of mathematics content and reform-oriented views of learning and teaching 
(Weinberg, 2011), and those who have been through professional development focused 
on mathematics content and the observation of reform pedagogy (Nelson & Sassi, 
2000b), tend to move beyond the general to the content-specific when they observe 
instruction (Kerrins & Cushing, 2000; Nelson & Sassi, 2000b; Weinberg, 2011). 
Experienced principals are also more likely to interpret and/or evaluate what they notice 
when they observe instruction, rather than simply to describe it (Kerrins & Cushing, 
2000). However, research evidence is scarce about principals’ personal visions of high-
quality mathematics instruction, and how these values inform what they look for and 
notice during classroom observations. 
Classroom observation is just one aspect of the complex job of a school principal. 
However, it is a crucial one, because it is a key component of both summative teacher 
evaluation and instructional leadership to support teachers in improving their instruction. 
Though much has been written about principals’ general practice and about teacher 
evaluation, comparatively little research has focused on the specifics of what happens 
when principals observe in the classroom. The fact that principals’ ratings of their 
teachers’ effectiveness are only moderately correlated with measures of teacher 
effectiveness based on student test scores suggests that much remains to be understood 
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about how principals form evaluative judgments about instruction, how they identify 
effective teachers, and their visions of what high-quality instruction looks like. Such an 
understanding is critical to the effort to help principals become more effective teacher 
evaluators. 
Thus, in this era of teacher evaluation reform and debate about how best to 
measure teacher effectiveness, there is a need for research that looks inside the “black 
box” of what principals actually do when they evaluate teachers, how they think about 
evaluation, and what classroom observation looks like from the observer’s point of view. 
The dissertation research addresses this last point, by exploring how principals think 
about the mathematics instruction they observe, how they envision high-quality 
mathematics instruction, and the relationship between the two. 
Purpose and Research Questions 
Observing instruction for the purpose of making judgments about it is a complex 
process composed of many elements such as what the observer looks for, what he or she 
tends to notice, the inferences he or she makes based on the available evidence, and how 
he or she forms an opinion about the quality of the instruction. Although well-specified 
teacher evaluation standards and observational rubrics are intended to standardize the 
criteria and evidence used to judge instruction, the thinking of the individual observer 
still has an effect on the outcome, particularly in formative evaluation, where the 
observer is responsible for offering constructive suggestions for improvement. The 
purpose of this dissertation study is to investigate principals’ process of observing and 
judging mathematics instruction, and to begin to map the construct underlying principals’ 
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professional judgments of instructional quality. To that end, it addresses the following 
research questions: 
1) What aspects of instruction do principals value and notice when they observe 
mathematics instruction? 
2) What is the relationship between the aspects of instruction principals value, 
and the aspects they notice when observing mathematics instruction? 
3) How do principals’ assessments of the quality of mathematics instruction 
relate to other measures of instructional effectiveness, such as value-added 
models based on student test scores, and assessments of instructional quality 
based on classroom observation?  
Overview of Methods 
The dissertation describes a mixed-methods, secondary analysis of data collected 
as part of a five-year research study by the National Center for Teacher Effectiveness at 
the Harvard Graduate School of Education, funded by a grant from the Institute of 
Education Sciences. In order to develop a variety of teacher effectiveness measures and 
study their relationships to student learning outcomes, the NCTE project collected a 
variety of data from participating schools in four school districts over three academic 
years, including video-recordings of mathematics classes, teacher and student surveys, 
tests of teachers’ mathematical knowledge for teaching, and principal interviews and 
surveys. The dissertation draws on data collected during the first two years of the NCTE 
project. 
Research Questions 1 and 2 were addressed through qualitative analysis of data 
from in-depth, semistructured, video-based interviews with principals of schools 
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participating in the NCTE study. In these interviews, principals were shown samples of 
video-recorded mathematics classes, and asked to comment about what they noticed and 
their opinions of the strengths and weaknesses of the instruction they observed. 
Systematic coding and summarization of principals’ comments was used to illuminate 
patterns in what principals notice and fail to notice, as well as aspects of how they think 
about what they notice. The interviews also included a portion in which principals were 
asked about their opinion of what high-quality mathematics instruction looks like, and 
what they look for when they observe mathematics classes. These data, combined with 
relevant portions of the video-based interviews, was coded and summarized to illuminate 
patterns in what principals value in mathematics instruction.  
Research Question 3 was addressed through a set of hierarchical linear models 
that investigate the relationship between principals’ informal ratings of their participating 
NCTE teachers’ effectiveness, and other measures that capture different aspects of 
teacher effectiveness. Three separate models used different primary predictors: 
mathematics-specific and non-content-specific instructional quality, as measured by 
scores on the Mathematical Quality of Instruction and Classroom Assessment Scoring 
SystemTM observational protocols; and teacher effectiveness at raising student 
achievement, as represented by a value-added score based on student state standardized 
test results. In each model, the outcome measure was the principal’s rating of teachers on 
a corresponding survey question. Finally, to give a sense of the relative strength of the 
relationships, all three predictors were combined in a model whose outcome is a 
composite rating, representing principals’ overall opinion of their teachers’ effectiveness. 
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Significance 
Principals play a key role in teacher evaluation: no matter what the mandated 
evaluation system looks like or the sources of data used to evaluate a teacher, the primary 
responsibility for carrying out the evaluation usually rests with the principal or 
administrative team. Additionally, even with the current trend toward incorporating 
student test scores into teacher evaluation, classroom observation by the principal or 
other administrator is still an important part of teacher evaluation in most systems. Much 
has been written about how teacher evaluation ought to work and much effort has gone 
into developing observational protocols and teacher evaluation systems. Likewise, a huge 
amount of writing has been done about what the job of school principal entails and how it 
ought to be done. Yet, only a small amount of research has investigated the details of 
principals’ experience as observers and evaluators of instruction.  
This dissertation sheds light on how principals think about the mathematics 
instruction they observe: what they look for and value, what they notice, and how they 
interpret what they see and form judgments about the instruction. A better understanding 
of these processes will be useful for developers who design observational protocols or 
train administrators in their use, for districts seeking to implement new evaluation 
systems or help their principals improve as evaluators, for those who work with 
principals to develop their professional expertise on the subject of mathematics teaching 
and learning, and for reformers and policymakers who hope to implement school-level 
changes to instructional practice via the instructional leadership of principals. Principals 
themselves may find that learning about other principals’ experiences helps them to 
reflect on their own processes of observing and thinking about mathematics instruction. 
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In addition, the dissertation adds to the existing body of research into the 
relationship between principals’ evaluations of their teachers and the effectiveness of 
those teachers as measured in other ways. As in many previous studies, a value-added 
score based on student test results serve as one operationalization of instructional 
effectiveness; however, this study goes a step further by comparing the same principal 
ratings to teachers’ scores on two observation-based measures of instructional quality. 
Thus, rather than the usual presumption that test-scores represent an ‘objective’ measure 
of instructional effectiveness against which principals’ evaluations are to be judged, the 
analysis uses multiple measures to explore what aspects of the broader construct 
principals’ ratings of their teachers may be picking up.  
Outline of the Dissertation 
Chapter 2 first contextualizes the study with a review of literature relevant to its 
content and methodology. Chapter 3 describes the NCTE research study, from which the 
data for this secondary analysis are to be drawn. It then describes the sample of principals 
and teachers from whom the data were collected, and the instruments used to collect the 
data. Finally, the analytical methods used to address each research question are described. 
Chapter 4 presents the results of the qualitative analyses addressing Research Questions 1 
and 2, describing aggregate patterns in principals’ reported values about mathematics 
instruction and what they noticed when observing video-recorded samples of instruction. 
Next are presented the results of the quantitative analyses addressing Research Question 
3. Finally, Chapter 5 discusses and interprets the results, addresses the limitations of the 
study, and suggests directions for future related research. 
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Chapter 2. Literature Review 
Introduction 
School principals, with their assistant principals, play three key roles in teacher 
evaluation. As administrative leaders and teacher supervisors, they must make personnel 
decisions that are often informed by summative evaluation data (Doherty & Jacobs, 
2013). As instructional leaders, they must use formative evaluation data in a variety of 
ways to guide and support teachers in improving their instruction. Finally, in addition to 
using evaluation data, principals also generate a major component of this data, by 
observing in the classroom and assigning observation-based scores that contribute to 
overall summative scores, often also generated by the principal. It is this last role—as 
part of the measurement system that assesses instructional quality—that is the focus of 
the present dissertation study, which examines principals’ thinking about the mathematics 
instruction they observe, and their holistic judgments of instructional quality.  
The principal’s job comprises a variety of roles and responsibilities that have only 
increased over time (Copland, 2001; Farkas, Johnson, Duffet, Syat, & Vine, 2003; Fullan, 
2007; Matthews & Crow, 2003; Rennie Center, 2013). Teacher evaluation is one area of 
responsibility among many, situated within the context of the principal’s professional 
practice as a whole, the school community, and layers of political and regulatory 
influence. While a review of the literature on principals as instructional leaders and 
change agents is beyond the scope of the present discussion, it is important to remember 
that neither teacher evaluation nor the observation of instruction occurs in a vacuum. In 
particular, the current policy climate and regulations concerning teacher evaluation 
provide necessary context for an investigation of principals’ practices as observers and 
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evaluators of instruction. Furthermore, when considering principals’ values concerning 
mathematics instruction, it is important to understand some of the key ideas from the 
waves of mathematics education reform that have shaped practices during principals’ 
careers. Therefore, this literature review will address both of these topics. 
The chapter begins with a review of how Federal policy initiatives have 
influenced teacher evaluation practice over the past two decades, and the repercussions 
for principals as teacher-evaluators and instructional leaders. The second section presents 
a theoretical framework to describe the process of observing and evaluating instruction, 
and reviews the existing evidence about what principals notice when they observe 
mathematics instruction. The third section reviews key ideas about learning and teaching 
mathematics, as expressed in research and policy discourse over the past two decades. 
These ideas provide important context for considering principals’ own values about what 
constitutes high-quality mathematics instruction and the practices they wish to see from 
teachers in their schools. The final section of the literature review gives some 
methodological background for Research Question 3 with a discussion of measurement 
issues concerning observation-based and student-achievement-data-based measures of 
instructional effectiveness, followed by a review of research comparing principals’ 
ratings to test-based measures of instructional effectiveness. 
Teacher Evaluation in an Era of Federal and State Evaluation Policy Reforms  
Historically, teacher evaluation policy was formulated primarily by local school 
boards (Loup et al., 1996; Spillane & Kenney, 2012). However, the modern trend toward 
state-level standards for curriculum and instruction (Spillane & Kenney, 2012), combined 
with Federal initiatives incentivizing test-score-based school accountability and national 
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standards, has led to state-level teacher evaluation systems (Papay 2012), which mandate 
certain practices while leaving districts more or less latitude for customization (Doherty 
& Jacobs, 2013).  
In particular, Federal policy initiatives of the Obama administration, in the form 
of Race to the Top (RttT) funding (U.S. Department of Education, 2009) and ESEA 
Flexibility waivers (U.S. Department of Education, 2012b), specifically addressed 
teacher evaluation as a means of “improving teacher. . .effectiveness based on 
performance” (U.S. Department of Education, 2009a, p.9). Although many of the 
changes states have been making to their education systems had already been planned 
before the emergence of RttT (Learning Point Associates, 2010; McGuinn, 2011; United 
States Government Accountability Office, 2011) the RttT grant contest encouraged some 
states to change their systems or accelerate already-planned changes in order to be 
eligible for application (McGuinn, 2011; United States Government Accountability 
Office, 2011). RttT also had a profound effect on discourse in the public media and at the 
state and local levels, lending political capital to reforms aligned with the policy’s agenda 
(McGuinn, 2011). 
RttT incentivized evaluation systems that serve a combination of summative and 
formative goals, using multiple measures to gather data about teachers’ instructional 
effectiveness. However, when it comes to priorities, the policy messages have been 
mixed. 
State teacher evaluation systems that combine formative and summative 
goals. Although teacher evaluation can serve a variety of goals (Natriello, 1990; 
Peterson, 2000; Stronge, 2006; Sergiovanni, 2001), research and policy discussions 
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usually focus on two. Summative evaluation serves goals related to accountability 
(Stronge, 2006b) or quality control (Sergiovanni, 2001), and is intended to improve 
instructional outcomes by removing less-effective teachers from the teaching pool, while 
encouraging more-effective teachers to continue teaching and to teach in high-need 
schools. By contrast, formative evaluation serves goals related to professional 
development (Holland, 2006; Sergiovanni, 2001), seeking to improve student learning 
outcomes by helping teachers improve their practice and become more effective, thereby 
raising the quality of the instruction students receive. 
Formative and summative goals for evaluation are often seen to be in tension with 
each other or even mutually exclusive (Darling-Hammond, Wise, & Pease, 1983; 
Gordon, 2006; Halverson & Clifford, 2006; Hinchey, 2010; Marshall, 2005; McCann et 
al., 2012; Nolan & Hoover, 2004; Peterson, 2000; Popham, 1988; Sergiovanni & Starratt, 
2007; Zepeda & Ponticell, 1998). However, many experts argue that a well-designed 
evaluation system can and should serve both formative and summative goals (Danielson, 
2001; Goldstein, 2007; Little, Goe, & Bell, 2009; Nolan & Hoover, 2004; Papay, 2012; 
Sergiovanni, 2001; Stronge, Richard, & Catano, 2008; The New Teacher Project, 2010; 
Valentine, 1992), despite general consensus about the difficulty of doing so (Colby et al., 
2002). 
RttT encouraged such dual-purpose systems, but without offering explicit 
guidelines about how to minimize the tension. In addition, its message about priorities 
was ambiguous. Berry and Herrington (2011) viewed the teacher-evaluation agenda of 
the Obama administration, as articulated in A Blueprint for Reform, as formative in 
nature: “to continually inform professional development and improve student learning,” 
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and therefore in tension with the summative goals driving the “evaluation systems 
adopted by states throughout the country that tie evaluation to due process and 
employment security” (p.287) in the late 1990s and early 2000s. And the RttT funding 
requirements did encourage systems that served formative goals: providing teachers with 
“timely and constructive feedback” on their practice, and using evaluations “to inform 
decisions regarding. . .developing teachers. . .including by providing relevant coaching, 
induction support, and/or professional development” (U.S. Department of Education, 
2009, p.9). However, the funding application guidelines were vague as to the form and 
scope of formative evaluation envisioned.   
Furthermore, most of the uses of evaluation encouraged by RttT had to do with 
“[r]ecruiting, developing, rewarding, and retaining effective teachers and principals, 
especially where they are needed most” with summative evaluation the means to 
differentiate among teachers, identifying the more and less “effective” (U.S. Department 
of Education, 2009, p. 2). Similarly, Secretary Duncan’s speeches referring to RttT 
and/or teacher evaluation have tended to list formative and summative goals together, but 
give more emphasis to the idea of using evaluation to identify/classify teachers in terms 
of their “effectiveness,” i.e., via summative scores, and to use to use this information to 
remove or reward teachers; or to determine who needs support (Duncan, 2009a, 2009b, 
2009c, 2010a, 2010b, 2012a). Largely absent has been a broader vision of formative 
evaluation as a collaborative endeavor in which teachers actively engage with supervisors 
in professional discussion of and reflection on practice (Colby et al., 2002; Danielson, 
2001, 2011; Holland, 2006; Zepeda & Ponticell, 1998), and supervisors act as coaches 
and mentors to supporting teachers’ growth efforts (Holland, 2006; Zepeda & Ponticell, 
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1998). The overall focus on differentiating more and less “effective” teachers left the 
impression that formative evaluation was a secondary goal in RttT.  
Despite the emphasis on summative goals in recent policy and research discourse 
(Papay, 2012), states have responded to RttT with teacher evaluation systems designed to 
serve both summative and formative goals. As of 2013, nearly half of state systems1 
specified the use of summative teacher evaluation results to inform decisions about tenure 
(19) or dismissal (23), while smaller numbers used evaluation to inform decisions about 
salary, bonuses, layoffs, or licensure advancement (Doherty & Jacobs, 2013). On the 
formative side, 22 states required evaluators to give teachers post-observation feedback, 
in the form of written feedback and/or in-person conferences; 20 used teacher evaluation 
results to inform the professional development offered to teachers (Doherty & Jacobs, 
2013). What remains to be seen is the priority that will be given to summative and 
formative goals as the new systems are implemented, and whether districts and schools 
have the capacity to support principals in implementing meaningful, useful formative 
evaluation along with more elaborate and rigorous summative evaluation.  
Teacher evaluation systems incorporating multiple data sources: assessing 
both instructional processes and outcomes. One reason that formative evaluation goals 
have been under-emphasized in the RttT guidelines and the Obama’s administration’s 
discourse about education reform is that priority has been given to discussion of the kind 
of data to be used as the basis of teacher evaluation: specifically, that teachers should be 
                                                
1 Throughout this discussion of state-level teacher evaluation policy, the term 
“state” will be used to include the District of Columbia as well as the 50 states. 
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evaluated on the basis of the outcomes of teaching, operationalized as student 
achievement test results. This idea is part of the administration’s larger philosophy that it 
is important to use quantitative “data” about outcomes as a basis for decision-making and 
assessment of success across a variety of contexts (Duncan, 2009c, 2010c; U.S. 
Department of Education, 2009).  
There has long been tension in both education policy and research about whether 
teacher evaluation should focus on learning outcomes, instructional processes, or some 
combination of the two—and about how best to measure either (Baker et al., 2010; 
Koretz, 2003). To evaluate the processes of instruction requires data about what goes on 
in the classroom, which might be gathered via observation, teacher self-report, student 
feedback, or other methods of capturing instructional practices. To evaluate the outcomes 
of instruction, by contrast, requires data about what students have learned, which might 
take the form of assessment results, portfolios of student work, graduation rates, or other 
measures of post-school success.  
The focus of evaluation has implications for the goals it can achieve. An 
evaluation that focuses on outcomes can only achieve summative goals. It can assess how 
good a job the teacher did, and perhaps indicate areas where improvement is needed, but 
it cannot shed any light on how the teacher achieved good or poor results, or what aspects 
of instruction the teacher might need to improve in order to improve student learning. A 
process-focused evaluation can serve formative goals by providing data about what the 
teacher actually does, which can be used as the basis of feedback for the teacher to reflect 
on and improve his or her practice. However, a process-focused evaluation can also be 
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summative, if teacher performance standards are defined in terms of observable practices 
and data is collected about how the teacher carries out those practices.  
Historically, although teacher evaluation systems in the U. S. have always varied 
across states, districts, and schools, teacher evaluations have been based primarily on 
measures of instructional process: specifically, classroom observation by the teacher’s 
supervisor. Large-scale surveys done in the 1980s and 1990s found that 94-100% percent 
of surveyed school districts used classroom observation by the principal and/or assistant 
principal as a data source for teacher evaluation, and that classroom observation was the 
dominant data source (Bickers, 1988; Ellett & Garland, 1987; Loup et al., 1996). 
However, teacher evaluation scholars have long recommended basing teacher evaluation 
on data collected via multiple measures (Bill and Melinda Gates Foundation, 2010; 
Darling-Hammond, 1990; Goldrick, 2002; Holland, 2006; Koretz, 2003; Little et al., 
2009; Measures of Effective Teaching Project, 2013; Peterson, 2000; Steele, Hamilton, & 
Stecher, 2010; Stronge & Tucker, 2003), although the question of how to combine and/or 
make use of the resulting collection of data is a complex one for a variety of substantive 
and psychometric reasons (Mehrens, 1990).  
Following this recommendation, RttT encouraged the use of multiple measures. 
However, the emphasis was on the incorporation of student-test-score-based outcome 
measures of “student growth,” as measured by test scores from multiple points in time. 
Process measures such as classroom observation were given no special attention. The 
guidelines treated all other possible data sources as “supplemental,” simply requiring the 
inclusion of  “other measures of professional practice (which may be gathered through 
multiple formats and sources, such as observations based on rigorous teacher 
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performance standards, teacher portfolios, and student and parent student surveys)” (p. 
12). In speeches since RttT funds were awarded, Secretary Duncan has emphasized that 
the intent was to encourage the use of multiple measures, including but not limited to 
student test data, and has explicitly mentioned classroom observation among other types 
of measures (Duncan, 2010c, 2011, 2012b, 2013). Still, the priority has remained on 
student-test-score-based outcome measures. 
State evaluation systems as revised in the wake of RttT and the ESEA Flexibility 
waivers reflect both the call for multiple types of data and the emphasis on outcome 
measures. In 2009, twelve out of fifty states required the use of student achievement data 
(Hazi & Arredondo Rucinski, 2009). By 2013, 41 states required teacher evaluation to be 
based at least partially on data from student achievement/growth measures (Doherty & 
Jacobs, 2013). However, the new state evaluation systems have not abandoned classroom 
observation as a key data source. Indeed, many states have increased the required 
frequency of observations per teacher. As of 2013, 44 states and the District of Columbia 
required the use of classroom observation data in teacher evaluations, (Doherty & Jacobs, 
2013). Furthermore, 25 states specified multiple observations per evaluation, either for 
new teachers or all teachers (however, not all states require every teacher to be evaluated 
annually). Thus, it appears that teacher evaluation in the post-RttT era will be 
characterized by systems that combine data from student-test-score-based outcome 
measures and classroom observations, perhaps with the addition of data from other 
sources (Doherty & Jacobs, 2013; Hanover Research, 2011; Sawchuk, 2010b; Steele et 
al., 2010). As with other aspects of the new systems, it remains to be seen how 
implementation of these requirements will affect practice in individual schools.  
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Repercussions for principals as teacher evaluators. The responsibility for 
implementing new teacher evaluation practices falls first and foremost on principals and 
other school administrators, both in the sense that they have responsibility for enacting 
policy mandates within their own schools, and in the sense that they are most commonly 
the individuals who act as teacher evaluators. As teachers’ direct supervisors, principals 
and assistant principals have historically been responsible for personally carrying out 
teacher evaluations (Bickers, 1988; Ellett & Garland, 1987; Loup et al., 1996; Wise, 
Darling-Hammond, McLaughlin, & Harriet T. Bernstein, 1984), and evidence suggests 
that this remains largely the case today (Kimball & Milanowski, 2009; Nelson, Stimpson, 
& Jordan, 2007; V. Shulman et al., 2008). Some experts recommend that evaluation 
systems should shift the responsibility for evaluation away from the principal (Goldrick, 
2002; Goldstein & Noguera, 2000; Graham et al., 2012; Holland, 2006; Peterson, 2000), 
citing concerns about the burden placed on principals’ time (Goldstein, 2007), overly 
positive evaluations that may result from principals’ need to maintain positive 
relationships with teachers (Graham et al., 2012; Wise et al., 1985), and principals’ 
possible lack of necessary content and grade-level expertise, particularly when it comes 
to evaluating upper-grades teachers (Milanowski, 2011a; Wise et al., 1985). However, 
despite local experimentation with alternative paradigms, such as Peer Assistance and 
Review (Darling-Hammond, 2013; Goldstein & Noguera, 2000; Sawchuk, 2010b), the 
dominant practice remains for principals and other school administrators, as teachers’ 
supervisors, to have primary responsibility for evaluating them.  
Furthermore, although a few states’ new evaluation systems require or explicitly 
allow the use of multiple observers, peer observers, or non-supervisor observers (Doherty 
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& Jacobs, 2013; Herlihy et al., 2014), the default remains for classroom observations for 
teacher evaluation to be conducted by principals, “administrators” or “instructional 
leaders” (Herlihy et al., 2014). At the same time, principals will have to incorporate 
value-added scores from standardized test data into their evaluations, perhaps along with 
data from other sources. They will continue to juggle formative and summative goals for 
evaluation, balancing external requirements with their personal judgment about how best 
to help and support their teachers. This changing teacher evaluation landscape provides 
both the context and the motivation for the present dissertation study. Because principals 
play key roles in the post-RttT systems as both observers and evaluators of instruction, it 
is more important than ever to begin to understand the thought processes these functions 
entail. 
The Thought Process of Observing Instruction 
Despite concerns about the validity of observation by the principal as a primary 
source of data on which to base teacher evaluations (Peterson, 2000), there is a dearth of 
research about what principals actually do when they observe classroom instruction. The 
work of Nelson and her colleagues in the context of the Lenses on Learning administrator 
professional development project (Nelson, 1998; Nelson & Sassi, 1999, 2000, 2005; 
Nelson, Stimpson, & Jordan, 2007; Reed, Goldsmith, & Nelson, 2006; Stein & Nelson, 
2003) remains the main source on principals as observers of mathematics instruction and 
how they think about the instruction they observe. A few more recent studies by others 
have extended this work.   
However, there is a more substantial body of work investigating what teachers 
notice and think about when they observe classroom instruction, either in the moment as 
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part of the teaching process, or when watching recordings of their own or others’ 
classrooms. While it would be unwise to assume that what is true of teachers as observers 
of instruction necessarily generalizes to principals, this body of research does provide a 
conceptual framework that can be adapted to describe how principal-observers think and 
talk about the instruction they observe. This section first describes this framework, then 
reviews the literature about what principals notice when they observe instruction. 
A framework to describe professional noticing in the context of classroom 
observation. The framework described here is an expanded version of one framework 
proposed by Jacobs and her colleagues based on their work with teachers observing 
video-recorded instruction (Jacobs et al., 2010; Jacobs, Lamb, Philipp, & Schappelle, 
2011); Nelson and Sassi (2000b) informally describe a similar process for principals 
observing in the classroom: 
1) Observer’s values about instruction and goals for the observation 
(personal and/or externally-mandated) inform what (s)he looks for 
(Erickson, 2011; Nelson & Sassi, 2000b);  
2) Observer looks for/attends to particular elements of what’s going on in the 
classroom (Jacobs et al., 2010; Jacobs, Lamb, Philipp, & Schappelle, 
2011; B. Sherin & Star, 2011);  
3) Observer notices certain things and fails to notice others (Mason, 2011; B. 
Sherin & Star, 2011); 
4) Observer interprets what was noticed (Jacobs et al., 2010; Jacobs, Lamb, 
Philipp, & Schappelle, 2011; B. Sherin & Star, 2011); 
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5) Observer makes instructional decision (Jacobs et al., 2010; Jacobs, Lamb, 
Philipp, & Schappelle, 2011) or evaluative judgment based on 
interpretation of what was noticed, informed by his or her values and 
goals; 
6) Finally, earlier interpretations and evaluations may inform what observer 
pays attention to next, starting the cycle again.   
Valuing, attending to and noticing classroom events. In the same way that 
teachers’ “pedagogical commitments” (Erickson, 2011, p. 28) influence what they attend 
to and notice in their own classrooms and when they observe others’ instruction, one 
might expect that what principals attend to, or look for, when they observe instruction is 
influenced by their values and beliefs about how mathematics is learned and how it 
should be taught (Nelson & Sassi, 2000a) and their goals for the specific observation 
(Youngs, 2007). However, too much goes on at once in a classroom for observers to 
attend to all of it, so they must choose to attend to particular elements in preference to 
others. What the observer chooses to look for will influence what (s)he ends up noticing 
(Mason, 2011; B. Sherin & Star, 2011) and mentally “marking” (Mason, 2011, p. 41) for 
later recall. Finally, out of the mass of available sensory input, the observer notices some 
elements but not others (Mason, 2011; B. Sherin & Star, 2011); some elements are 
noticed unconsciously, while others are noticed consciously (Miller, 2011; B. Sherin & 
Star, 2011).  
Interpretation. Interpretation is how the observer makes meaning of what (s)he 
notices (M. G. Sherin & van Es, 2003; van Es, 2011), by fitting it into a recognizable 
narrative or larger context (Erickson, 2011; M. G. Sherin et al., 2011), connecting it to a 
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general principle (van Es & Sherin, 2008), or linking it to other relevant knowledge (V. 
R. Jacobs, Lamb, Philipp, Schappelle, & Burke, 2007). Teachers use a variety of “sense-
making strategies” (Colestock & Sherin, 2009, p. 15) to interpret and analyze what they 
notice. For example, they may compare what they notice to a related event from another 
context such as a previously-observed lesson; identify something they notice as an 
instance of a general category; consider what the teacher or student might know or be 
thinking; use the frame of instruction as “a series of decisions and actions required to 
accomplish a set of educational goals” (p. 15) to interpret what they see; or speak in 
terms of their own opinions and expectations.  
Evidence suggests that when teachers are asked to observe instruction in a 
professional development context, they tend to make more comments that are purely 
descriptive than comments that are interpretive or analytic (M. G. Sherin & Han, 2004; 
van Es & Sherin, 2008). However, in practice, it can be difficult to disentangle 
interpretation from noticing when analyzing observers’ comments about instruction. As 
B. Sherin and Star, (2011) argue, the act of “noticing” and the act of “interpreting” are 
not completely separable; for example, when a student raises his hand, the teacher notices 
the action and automatically interprets it as a signal that the student wants to speak. 
Furthermore, people naturally create narratives about what they saw (Mason, 2011), and 
when they talk about what they noticed, they often blend descriptions of what happened 
with their interpretation of the events (Danielson, 2012; Rhodes, 2007).  
Evaluation. In this adapted version of the framework, evaluation takes the place 
of the final, decision-making step of the cycle originally described by Jacobs and her 
colleagues. When observation is embedded in the act of teaching, a teacher notices and 
  29 
interprets classroom events, and then decides what to do next based on this information. 
However, when principals observe their teachers’ classrooms, there are no instructional 
decisions to be made. Instead, the observer takes the analogous step of evaluating what 
the observed teacher actually did: assessing its effectiveness or desirability, and/or 
imagining alternative actions the teacher could have taken instead. Indeed, for a principal 
observing in the classroom, evaluation is usually the ultimate goal. The principal-
observer needs to recognize, understand, and evaluate the instructional decisions that the 
teacher makes. The principal must then decide on appropriate actions to take based on 
this information: what summative judgment to render for an official evaluation, and/or 
what sort of feedback or other support to offer the teacher (Nelson & Sassi, 2000b).  
What do Principals notice when they observe mathematics instruction? The 
little available evidence suggests that when principals observe instruction, they tend to 
look for and notice the more general aspects of what’s going on in the classroom, such as 
classroom management (Weinberg, 2011), classroom climate (Johnson, Jr. et al., 2011; 
Kerrins & Cushing, 2000; Schoen, 2010) and safety (Schoen, 2010), student engagement 
(Johnson, Jr. et al., 2011; Nelson & Sassi, 2000b; Schoen, 2010; Strong et al., 2011), 
student risk-taking (Nelson & Sassi, 2000b), teachers’ use of materials (Johnson, Jr. et 
al., 2011), teachers’ “confidence, energy, or ‘presence’” (Strong et al., 2011, p. 374), and 
issues of gender bias (Nelson & Sassi, 2000b).  
Principals tend to look for non-content-specific pedagogy, such as students 
working in small groups (Nelson & Sassi, 2006; Schoen, 2010) or explaining their 
thinking (Schoen, 2010; Weinberg, 2011), teachers checking for student understanding 
(Schoen, 2010) or accessing students’ prior knowledge (Strong et al., 2011), and 
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differentiated instruction (Johnson, Jr. et al., 2011). They tend not to focus content-
specific pedagogy or central math ideas (Schoen, 2010), and the content-specific aspects 
of instruction they do look for tend to be concrete pedagogical strategies such as use of 
manipulatives (Nelson & Sassi, 2006; Schoen, 2010) use of ‘real-world’ examples, 
teachers asking particular kinds of questions (Nelson & Sassi, 2006; Schoen, 2010), use 
of mathematical vocabulary, and use of multiple strategies to solve a problem (Schoen, 
2010) and students developing their own methods for solving problems (Weinberg, 
2011). 
However, these generalizations mask the variety in what individual principals 
notice when they observe instruction. Principals who watch the same sample of 
instruction do not always notice and comment on the same elements (Kerrins & Cushing, 
2000). Studies of teachers observing recorded instruction have shown that even when 
several observers notice the same event, they may interpret it differently (Colestock & 
Sherin, 2009) or disagree about whether it represents good instruction (J. K. Jacobs & 
Morita, 2002). The same is true when the observers are principals; for example, Schoen 
(2010) noted that principals disagreed about whether student engagement was high or low 
in a particular lesson. An individual principal’s interpretations of the same events may 
even evolve over time (Nelson & Sassi, 2000a). 
A variety of forms of expertise may partly account for such variations in noticing 
and interpretation. In particular, Nelson and her colleagues have developed the concept of 
“Leadership Content Knowledge” (Stein & Nelson, 2003; Weinberg, 2011) to describe a 
cluster of knowledge and beliefs relevant to principals’ work as instructional leaders in 
mathematics. In order to teach effectively, teachers need “pedagogical content 
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knowledge” (L. S. Shulman, 1986), often called “mathematical knowledge for teaching” 
(MKT) in this context (Hill, Rowan, & Ball, 2005). In addition to a deep understanding 
of content (e.g. elementary-school mathematics), teachers also need “knowledge of 
content and students” (p. 401), which includes knowledge of likely student 
misconceptions and ways of thinking about a particular mathematical task, as well as the 
ability to make sense of students’ attempts to communicate their mathematical thinking. 
Teachers also need “knowledge of content and teaching” (p. 401), which includes 
understanding how to design tasks, choose examples and sequence content to facilitate 
learning, as well as the affordances and consequences of different ways of representing a 
particular mathematical idea. An extension of this concept, Leadership Content 
Knowledge (LCK) is MKT plus an additional level of understanding: in order to 
effectively evaluate and support teachers’ instruction, principals also need “knowledge of 
how teachers learn to teach mathematics and how others can assist their learning” (Stein 
& Nelson, 2003, p. 430). 
Several studies report that experienced principals (Kerrins & Cushing, 2000), 
those with higher LCK (Weinberg, 2011), and those who have been through professional 
development focused on mathematics content and the observation of reform pedagogy 
(Nelson & Sassi, 2000b), tend to move beyond the general when they observe instruction, 
attending to the specifics of student thinking and learning (Kerrins & Cushing, 2000; 
Nelson & Sassi, 2000b; Weinberg, 2011), content-specific pedagogy (Weinberg, 2011), 
the mathematical ideas at play (Nelson & Sassi, 2000b), and the instructional goals of the 
lesson (Kerrins & Cushing, 2000). In contrast with these qualitative studies, Schoen 
(2010) found no significant correlation between principals’ MKT and their expertise at 
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observing mathematics lessons using the Reformed Teaching Observation Protocol 
(Sawada et. al, 2000). However, he did not investigate whether principals tended to 
comment on different elements of instruction depending on their MKT, so it is difficult to 
tell whether or not his results are inconsistent with those of other studies. 
Kerrins and Cushing (2000) also found that more-experienced principals also tend 
to take a more holistic view of what they observe in the classroom than novice principals 
watching the same lesson; the experienced principals focused on the goal of the lesson, 
how its parts hung together, and how they promoted student learning. Experienced 
principals were more likely to interpret and/or evaluate what they noticed, while novices 
tended to simply describe.  
Another form of experience that may be salient is experience with the specific 
task of observing, reflecting on, and evaluating instruction. Teacher-based studies have 
found that novice observers tend to make descriptive or evaluative comments, rather than 
articulating their interpretations (van Es, 2011) or citing evidence for their opinions 
(Santagata, Zannoni, & Stigler, 2007; van Es, 2011) as experienced observers do. Expert 
observers also have a greater tendency than novices to think analytically about what they 
observe, making generalizations and connecting specific events they notice to a broader 
context or to relevant principles of teaching and learning (Kersting, Givvin, Sotelo, & 
Stigler, 2009; M. G. Sherin & Han, 2004; M. G. Sherin & van Es, 2003; van Es, 2011). 
Studies of professional development work with both teachers and principals suggestion 
that observing and analyzing instruction in particular ways are learnable skills (Borko, 
Jacobs, Eiteljorg, & Pittman, 2008; V. R. Jacobs et al., 2010; Nelson & Sassi, 2000b; 
Sartain et al., 2011; M. G. Sherin & Han, 2004; van Es & Sherin, 2008). 
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Principals’ teaching experience may also influence their noticing. Evidence 
suggests that, compared with preservice teachers, veteran teachers are more likely to have 
a sense of the big-picture context, to situate what they notice relative to the cycle of the 
school year and students’ progress across years (Erickson, 2011), to notice the details of 
students’ problem-solving strategies, and to make inferences about the students’ 
understanding of the mathematics (V. R. Jacobs et al., 2010). Similarly, principals with 
more teaching experience, particularly in the specific subject of the lesson they are 
observing, may attend to different details and interpret them differently than principals 
with less teaching experience. 
Historical Context Informing Principals’ Values and Beliefs About Mathematics 
Instruction   
In the same way that teachers’ “pedagogical commitments” (Erickson, 2011, p. 
28) influence what they attend to and notice in their own classrooms and when they 
observe others’ instruction, what principals notice when they observe instruction is 
influenced by their values and beliefs about how mathematics is learned and how it 
should be taught (Nelson & Sassi, 2000a). Even more so, one would expect principals’ 
values and beliefs to inform their evaluative judgments; evaluation being the act of 
comparing what one noticed to one’s ideal of what instruction “ought” to look like.  
Principals’ values and beliefs about mathematics instruction do not develop in a 
vacuum. As local implementers of policy mandates and as instructional leaders 
responsible for guiding curriculum and instruction in their schools, principals are aware 
of and respond to state and local curriculum standards, student tests, and teacher 
evaluation policies, all of which can be used to promote instructional reform (Spillane, 
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2000). Principals who keep up with educational research literature have an additional 
source of information about evolving ideas about pedagogy (Nelson et al., 2007). 
Therefore, the following summary of major themes of mathematics education research 
and policy discourse of the past two decades can provide a sense of some ideas that may 
have helped to shape principals’ personal visions of high-quality mathematics instruction. 
This section first describes the major math education reform movement of the 1990s, then 
summarizes some of the ways in which research and policy discourse about mathematics 
education have evolved since then. Finally, some examples are presented of influential 
teacher evaluation models and rubrics and the pedagogical ideas they have promoted. 
Constructivist/Standards-based mathematics reform of the 1990s. Most of the 
existing research that has looked explicitly at what principals do when they observe 
mathematics instruction has been situated in the context of the mathematics education 
reform movement of the 1990s. Sometimes referred to as “Standards-based reform,” this 
movement espoused a student-centered, constructivist view of teaching and learning 
whose principles were articulated in the NCTM Principles and Standards for School 
Mathematics (National Council of Teachers of Mathematics, 1989, 2000).  
Reporting on their work with administrators in the late 1990s and early 2000s, 
Nelson and Sassi (2005) pointed out that many had been educated in an earlier era, so 
their beliefs about what mathematics instruction and learning should look like were likely 
to be mismatched with the NCTM-Standards-based reform vision that was making its 
way into curriculum materials and education policy directives. Nelson and Sassi (2000b, 
2005) describe principals with various levels of knowledge and comfort with 
mathematics content and/or constructivist ideas of teaching and learning, working to 
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incorporate these ideas into their practice as evaluators and instructional leaders, 
sometimes hampered by the incompleteness of their understanding.  
During the same time period, Spillane (2000) interviewed 80 “district leaders” in 
Michigan (p.142) “who were involved with their district’s mathematics education efforts” 
(p. 148) about their districts’ efforts at mathematics education reform and response to 
relevant state and federal policies.  He found that these school and district administrators, 
curriculum specialists, teachers, and school board members, though aware of and 
responding to external “reform signals” (p. 151) such as state standards and tests, tended 
to have only a narrow, partial understanding of the reforms. They “tended to miss or 
gloss over the intended functions of the reforms focusing instead on the forms of the 
reform” (p. 154); that is, on concrete, observable instructional strategies such as students 
working in groups or the use of manipulatives and contextualized math problems, rather 
than on the pedagogical purposes served by such strategies or the underlying ideas about 
“what counts as mathematical knowledge, doing mathematics, and learning and knowing 
mathematics” (p. 154). They seemed to view the instructional strategies as “an 
assemblage of instructional, motivational, and classroom management tools rather than a 
coherent pedagogy or instructional philosophy” (p. 162), while expressing views about 
the content to be learned and the nature of learning and teaching that were more 
congruent with traditional ideas than with those intended by the reform. 
Similarly, Reed, Goldsmith, and Nelson (2006) found that 80-93% of the 137 
principals they surveyed endorsed four specific aspects of reform-oriented instruction: 
“students should discuss ideas, work together on tasks, use models and visual aids, and 
show their work when solving problems” (p. 13). However, there was wider variation in 
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principals’ responses to items “related to deeper features of mathematics classrooms. . . 
.[such as] the role of confusion in learning, how best to serve students who are having 
difficulty, the importance of remembering the correct rules or formulas and when might 
students be ready to consider new ideas” (p. 13).  The authors speculate that while most 
of these principals have incorporated reform-oriented behaviors into their image of good 
instruction, their underlying beliefs about the learning and teaching of mathematics may 
be evolving more slowly.  
Surveying 107 “school leaders” participating in a professional development 
program, including 12 principals, Nelson et al. (2007) found that the principals’ professed 
beliefs about learning and teaching mathematics were, on average, somewhat more 
constructivist than traditional (5.2 on a 7-point scale). These principals’ comments on a 
written vignette about a mathematics lesson reflected a range of pedagogical beliefs from 
very traditional (direct instruction with teacher transmitting knowledge to students and 
students practicing skills) to a moderately constructivist view (principal focuses on 
student thinking and “teacher actions are seen as connected to students as the generators 
of ideas and as sense-makers” (p. 147)); none espoused a highly constructivist 
philosophy. Half of the principals demonstrated pedagogical values much like those 
described by Spillane (2000): they spoke about the surface features of Standards-based 
reform pedagogy, e.g. students working in groups or having opportunities to express their 
thinking, but focused on observable behaviors rather than student thinking. 
More recently, Schoen (2010) found that the 78 Florida elementary school 
principals he studied demonstrated “an overall positive outlook toward reform oriented 
mathematics instruction and an overall negative outlook toward non reform-oriented 
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mathematics instruction” (p. 120). Yet, when they observed instruction, they primarily 
noticed concrete pedagogical strategies and surface features of reform instruction. This 
finding that suggests that these principals, too, may have had a shallow or incomplete 
understanding of Standards-based reform, or that their feelings about it may have been 
more mixed than they reported.  
Thus, it seems that over the past two decades, school principals have become 
familiar with, and come to value, the surface-level features and instructional strategies of 
Standards-based reform; however, deep understanding of and belief in the underlying 
pedagogical principles is less widespread. 
Mathematics education research and policy discourse of the 2000s and 
beyond. The 1990s were characterized by the growing popularity of NCTM-Standards-
based reform, including the Standards-based curriculum materials funded by the National 
Science Foundation, but also by fierce pushback against it (Schoenfeld & King, 2004; 
Schoenfeld, 2002). The decade also saw a nationwide move towards state curriculum 
standards and a rise in standardized testing (Spillane & Kenney, 2012), which, on the one 
hand, were influenced to some degree by the NCTM Standards (National Council of 
Teachers of Mathematics, 2000) and on the other hand, paved the way for the No Child 
Left Behind act and the focus on test-based school “accountability” in the 2000s (Spillane 
& Kenney, 2012).  
Although philosophical differences continued to abound in U.S. education 
research and policy discourse in the 2000s, one commonly-endorsed theme was the need 
to move beyond the “math wars” (Schoenfeld & King, 2004) and “false dichotomies” 
(Boaler, 2008; Roschelle, Singleton, Sabelli, Pea, & Bransford, 2008) of the previous 
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decade. A view of instruction was promoted in which conceptual understanding and 
procedural fluency mutually support each other (National Council of Teachers of 
Mathematics, 2000; National Mathematics Advisory Panel, 2008; National Research 
Council, 2001). Similarly, student-centered and “explicit” instruction were each 
considered to have their merits depending on context and implementation (National 
Mathematics Advisory Panel, 2008; National Research Council, 2001).  
Along with the 2000 revision of the NCTM Standards, two influential, though 
controversial research-synthesis reports, one from the beginning of the decade and one 
from the end, provide a snapshot of commonly-discussed ideas and practices at the turn 
of the 21st century. Ongoing concerns about equity and social justice informed 
recommendations that teachers should have high expectations of all students (National 
Council of Teachers of Mathematics, 2000; National Research Council, 2001) while 
acknowledging that not everyone comes to school with the same prior opportunities and 
knowledge and drawing on the knowledge children bring to school (National Council of 
Teachers of Mathematics, 2000; National Mathematics Advisory Panel, 2008). Related 
topics of debate were how to teach students of different abilities, including low-achieving 
students, those with learning disabilities, and gifted students (National Council of 
Teachers of Mathematics, 2000; National Mathematics Advisory Panel, 2008); and issues 
surrounding tracking and whether to group students homogenously by achievement level 
or heterogeneously (National Research Council, 2001).  
Teachers were urged to attend to the “social, affective and motivational factors” 
related to learning, including the idea of encouraging students to focus on effort, rather 
than ability, as the foundation of success (National Mathematics Advisory Panel, 2008), 
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and fostering students’ “productive disposition (habitual inclination to see mathematics as 
sensible, useful, and worthwhile, coupled with a belief in diligence and one’s own 
efficacy” (National Research Council, 2001). Another popular equity-based reform idea 
was that all students should have the opportunity to learn algebra (National Research 
Council, 2001). 
Other much-discussed pedagogical techniques included: the use of formative 
assessment (National Council of Teachers of Mathematics, 2000; National Mathematics 
Advisory Panel, 2008), cooperative small groups, manipulatives (National Research 
Council, 2001), “real-world” problem contexts (National Mathematics Advisory Panel, 
2008) or “contexts outside of mathematics” (National Council of Teachers of 
Mathematics, 2000), and the role of technology, including calculators, in mathematics 
instruction (National Council of Teachers of Mathematics, 2000; National Mathematics 
Advisory Panel, 2008). Meanwhile, the revised NCTM Standards (National Council of 
Teachers of Mathematics, 2000) laid out five “process standards” whose individual 
elements describe ways for students to think and communicate about mathematics 
content: Problem Solving, Reasoning and Proof, Communication (e.g., communicating 
their own thinking and analyzing the thinking of others), Representation (e.g., using 
representations to model and solve problems), and Connections (among mathematical 
ideas and across contexts). 
At the time when the data used in the present dissertation were collected, many 
states were preparing to implement the Common Core State Standards for Mathematics 
(CCSSM). Though these standards are primarily about content rather than pedagogy, they 
do explicitly endorse the principle of “a balanced combination of procedure and 
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understanding” (Common Core State Standards Initiative, 2015) and importance of 
having students explain their thinking. The CCSSM acknowledge drawing on the NCTM 
Standards and the National Research Council’s 2001 Adding it Up report for the 
“mathematical practices” standards describing how students should interact with content: 
1. Make sense of problems and persevere in solving them 
2. Reason abstractly and quantitatively 
3. Construct viable arguments and critique the reasoning of others 
4. Model with mathematics 
5. Use appropriate tools strategically 
6. Attend to precision 
7. Look for and make use of structure 
8. Look for and express regularity in repeated reasoning. (Common Core State 
Standards Initiative, 2015, pp. 6-8)  
Teacher evaluation models as sources of values about instruction. One 
explicit purpose of the teacher evaluation models, rubrics, and procedures implemented 
by districts is to articulate a set of values to be used to shape instruction in the district, 
through the mediation of principals (Spillane & Kenney, 2012). Principals’ own values 
about instruction do not always align with these externally-mandated standards, and when 
there is mismatch, principals may adapt, supplement, distort, or downplay evaluation 
rubrics in order to focus on the aspects of instruction they feel are most important 
(Halverson & Clifford, 2006; Halverson, Kelley, & Kimball, 2004; Nelson & Sassi, 
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2005; Sawyer, 2001; Youngs, 2007). Nevertheless, externally-mandated standards and 
instruments presumably do influence what principals look for, and therefore notice, when 
they observe instruction. It seems likely that principals’ values would also be influenced, 
even if not always in a straightforward way.  
Models of evaluation popular in different eras have reflected evolving ideas about 
best practices in instruction, while helping to while at the same time amplifying particular 
ideas to a wider audience of practitioners. For example, Madeline Hunter’s model for 
observation and evaluation, popularized in the 1980s, was tied to Hunter’s 7-step lesson 
template, which became the focus of discussion and evaluation for many teachers and 
principals:  
1. Anticipatory set: A mental set that causes students to focus on what will 
be learned. . . . 
2. Objective and purpose: Not only do students learn more effectively when 
they know what they’re supposed to be learning and why that learning is 
important to them, but teachers teach more effectively when they have that 
same information. . . . 
3. Input: Students must acquire new information about the knowledge, 
process, or skill they are to achieve. . . . 
4. Modeling: ‘Seeing’ what is means is an important adjunct to learning. To 
avoid stifling creativity, showing several examples of the process or 
products that students are expected to acquire or produce is helpful. 
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5. Checking for understanding: Before students are expected to do 
something, the teacher should determine that they understand what they 
are supposed to do and that they have the minimum skills required. 
6. Guided practice: Students practice their new knowledge or skill under 
direct teacher supervision. . . 
7. Independent practice: Independent practice is assigned only after the 
teacher is reasonably sure that students will not make serious errors. 
(Marzano, Frontier, & Livingston, 2011; adapted from M. Hunter (1984). 
“Knowing, Teaching, and Supervising.” In P. Hosford (Ed.), Using What 
We Know About Teaching (pp. 169-192). Alexandria, VA. ASCD.)  
Though many of the new state evaluation systems mandate or recommend state-
created observation/evaluation rubrics, others specify published instruments. Of the latter, 
the most commonly-specified is Charlotte Danielson’s Framework For Teaching (FFT) 
(Danielson, 2013), which was developed in the mid-to-late 1990s (Danielson, 2013; 
Marzano et al., 2011); the more recent Marzano model (Marzano, 2013) is also specified 
in several states’ guidelines (Learning Point Associates, 2013; Reform Support Network, 
2012). These two rubrics exemplify some current ideas about best practices in instruction, 
as well as the ongoing tension between contrasting theories of teaching and learning.  
The FFT is more congruent with a student-centered, constructivist approach, in 
which students are “intellectually active” (Danielson, 2013, p. 69), engaging with content 
at a high level of cognitive demand and learning through discussion, while the teacher 
ensures the depth and coherence of content, actively facilitates student discourse, asks 
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questions to encourage student thinking, and responds to students’ ideas. Like the 2000 
NCTM Standards, the rubric emphasizes the teacher’s knowledge of content, pedagogy, 
learning, and students. It also endorses the currently-popular idea of balance among 
“different types of learning, such as knowledge, conceptual understanding, and thinking 
skills” (p.17). 
By contrast, the Marzano model is more congruent with a direct instruction 
approach, in which students are expected to actively engage with and reason about 
content, but the teacher’s role is to define, structure, and support students’ interaction 
with content. The Marzano rubric emphasizes structured ways to support student 
learning, e.g., identifying key information, previewing and chunking content, 
“scaffold[ing] information” (Marzano, 2013, p. 2), review, students summarizing and 
recording what they have learned, practicing skills and procedures, and purposeful use of 
homework. 
Elements common to both rubrics include: defining learning outcomes for a 
lesson, aligned to relevant standards; logical/coherent progression of activities and 
lessons; monitoring student learning; student engagement; high expectations for all 
students; understanding and supporting diverse learning needs; maintaining classroom 
rules, procedures and routines and responding to student misbehavior; organizing the 
physical layout of the classroom for safety and accessibility; grouping students to support 
learning (i.e., frequent use of small groups); fostering positive relationships with students 
and understanding their interests and backgrounds.  
Though usually describing instructional practices at a moderate level of 
specificity, the Marzano instrument recommends a collection of specific, concrete 
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techniques for engaging students and managing response rates, some of which date from 
the era of process-product educational research and observational checklists of concrete, 
low-inference behaviors. These include: games, physical movement, wait time, response 
cards, students using hand signals to respond to questions, choral response, keeping track 
of students’ responses using technology, and response chaining.  
These evaluation models and others like them echo many of the popular and/or 
controversial ideas from the research discourse of the past few decades. Depending on 
what specific evaluation instruments a principal has used over the course of his or her 
career, s/he may have been exposed primarily to practices valued as part of one particular 
pedagogical philosophy, or to a wide variety. 
Implications for the present study. Over the course of their careers, U.S. 
principals have likely been exposed to numerous, often-conflicting recommendations for 
best practices in mathematics instruction. Within this context, principals have developed 
their personal visions of high-quality mathematics instruction. These visions may be 
coherent, based on deep understanding of and commitment to a particular pedagogical 
philosophy, or piecemeal collections of concrete instructional behaviors. Principals’ 
values about instruction, in turn, inform every step of the observation process: attending, 
noticing, interpretation and evaluation. 
Despite evidence that different principals viewing the same lesson notice different 
elements (Kerrins & Cushing, 2000) and interpret what they see differently (Schoen, 
2010), there has been little recent, explicit investigation of how principals’ values and 
beliefs about instruction inform what they look for and notice when they observe in the 
classroom, and how they interpret and evaluate what they notice. The present dissertation 
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study adds to the existing literature by describing the aspects of mathematics instruction 
that principals value, what they notice when observing, and similarities and differences 
between the two. Further, the dissertation examines how principals’ assessments of their 
own teachers’ instruction compare to other measures of instructional quality and 
effectiveness. By combining these analyses, the dissertation forms a bridge between 
largely qualitative education research about the professional practice of principals, and 
primarily econometric research that uses teacher value-added scores and other outcome 
measures as indicators of validity of principals’ evaluations of teachers’ instruction.  
The final section of the literature review turns from literature relevant to the 
content of the qualitative analyses addressing Research Questions 1 and 2, to literature 
relevant to the methodology of the quantitative analyses addressing Research Question 3.  
Operationalizing Instructional Effectiveness: Measurement Issues Concerning 
Observation-Based Measures and Value-Added Models 
As described earlier, classroom observations and value-added scores based on 
student standardized test data are the two primary measurement strategies used to 
generate data to be used in teacher evaluations under the new state systems. They are also 
widely used in research concerning instructional quality and effectiveness. Each method 
of operationalizing the underlying “high-quality instruction” construct(s) has its own set 
of affordances, constraints, and measurement issues, which affect what can be inferred 
about the construct(s).  
Because of these differences, and the prominence of both types of instrument in 
research and evaluation, both observational and value-added measures of instructional 
effectiveness were chosen for comparison with principals’ ratings of their teachers in the 
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present dissertation study. In combination, these measures can be used to triangulate on 
the construct underlying principals’ holistic judgments of instruction. 
This final section of the literature review considers classroom observations and 
value-added scores from a measurement perspective. It concludes with a review of 
previous studies that have compared principals’ ratings of teachers’ instructional 
effectiveness to value-added scores: a body of research employing similar methodology, 
but different conceptual framing, to the analyses presented in this dissertation addressing 
Research Question 3. 
Classroom observation and observational rubrics. Like any data source, 
classroom observation is a good way of measuring certain things but not others. Most 
notably, it measures the process of instruction but not the product (Stronge & Tucker, 
2003). Furthermore, observation captures only those aspects of a teacher’s job that occur 
in the classroom, and does not include other important aspects such as preparation and 
planning, interaction with parents, professional development activities, or participation in 
the school community (Danielson, 2011; Milanowski, 2011a; Stodolsky, 1990; Stronge & 
Tucker, 2003), nor can it, by itself, illuminate the teacher’s reasons for making particular 
instructional decisions (Stodolsky, 1990) or the “nonobservable forces that shape the 
manifest behavior” (Peterson, 2000, p. 186).  
There are also concerns about whether a supervisor’s visits to the classroom can 
gather a fair and representative sample of a teacher’s instruction (Marshall, 2005; 
Sergiovanni & Starratt, 2007; Stodolsky, 1990; Stronge & Tucker, 2003). Teachers have 
been known to protest the validity of their evaluations because the evaluator visited the 
classroom on an atypical day (Heneman & Milanowski, 2003). On the other hand, some 
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worry that teachers change their behavior or teach special lessons when they know a 
lesson is going to be observed (Marshall, 2005; Stronge & Tucker, 2003) so that the 
observed instruction is not representative of the teacher’s practice. There is evidence that 
some principals share this concern (Sartain et al., 2011) and that historically, some 
teachers have indeed viewed formal observations as occasions to put on a show or make 
sure they demonstrate whatever behaviors are on the evaluation checklist (Zepeda & 
Ponticell, 1998). However, there is also evidence to suggest that if teachers perform 
better when they know in advance that they will be observed, the improvements may be 
primarily related to classroom environment rather than to the instructional aspects of 
teaching (Sartain et al., 2011).  
The accuracy, consistency, and fairness of inferences drawn from observational 
data depend on both the person doing the observing and any checklist or rubric (s)he may 
use to structure and record the data gathered. There is an inherent tension between the 
goals of reliability and validity (Stodolsky, 1990). It is easiest to train observers to score 
consistently using a “low-inference” (p. 181) evaluation protocol designed to measure 
narrowly-defined, discrete, concrete observable behaviors. However, teaching is a 
complex, social process, “decidedly more than the sum of discretely definable parts” (p. 
81), and many of the aspects of instruction considered most valuable are “high-inference” 
(p. 81), requiring observers to use their professional judgment to interpret the concrete 
evidence they see (Graham et al., 2012; Papay, 2012; Peterson, 2000; Stodolsky, 1990). 
Therefore, the sort of observations that allow a better possibility of accurately measuring 
the intended construct—instruction, in its richness and complexity—make it more 
difficult to train observers to generate consistent scores.   
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No definitive conclusions have been reached about how best to ensure that 
observations generate scores that are as valid and reliable as possible, partly because 
measuring reliability and gathering validity evidence are not straightforward tasks, 
especially in operational settings where observations are often performed by a single 
rater, i.e., the principal or assistant principal. However, some desiderata are generally 
agreed upon: observations used for teacher evaluation purposes should be based on clear 
criteria that are known and agreed upon in advance by everyone involved; observers 
should be thoroughly trained in the relevant evaluation procedures and instruments; and 
evaluations should be based on a generous sample of observations (Herlihy et al., 2014; 
Little et al., 2009; Milanowski, 2011a; Peterson, 2000; Sartain et al., 2011; Stodolsky, 
1990; White, Cowhy, Stevens, & Sporte, 2012), although the reality is that time 
constraints make it impractical for teachers to be observed as often as would be ideal. 
Some experts also recommend the use of multiple observers, either in the sense of 
multiple people observing the same lesson to increase score reliability (Herlihy et al., 
2014; Hill, Charalambous, & Kraft, 2012; Ho & Kane, 2013; Measures of Effective 
Teaching Project, 2013), or multiple people observing different lessons in order to 
mitigate observer bias, ensure that teachers are observed by someone with the relevant 
content/grade-level expertise, and reduce the time-burden on principals (Milanowski, 
2011a; White et al., 2012). Finally, many experts caution against the use of classroom 
observation as the only source of data for teacher evaluation. 
The RttT funding guidelines lack specific recommendations about classroom 
observation, except to require that any instruments used to collect evaluation data must be 
“valid” (Office of the Deputy Secretary Department of Education, 2012; U.S. Department 
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of Education, 2012a). One strategy used by most of the new state evaluation systems 
attempt to address issues of specificity, consistency, fairness, inter-rater reliability, and 
validity of observation-based summative scores is to require evaluators to use 
standardized, detailed observational rubrics (Herlihy et al., 2014; Learning Point 
Associates, 2010; Reform Support Network, 2012). Many states specify the instrument to 
be used, or give districts a choice among several approved options (Herlihy et al., 2014; 
Reform Support Network, 2012). Such instruments enable observers to rate a variety of 
aspects of instruction, each on a multi-point scale, allowing for differentiation among 
teachers—a much-advocated goal of summative evaluation (Weisberg, Sexton, Mulhern, 
& Keeling, 2009). The rubrics are also intended to facilitate formative evaluation. They 
offer administrators and teachers a common language with which to describe high-quality 
instruction (Danielson, 2011; Donaldson et al., 2014; Sartain et al., 2011; Stecher, Garet, 
Holtzman, & Hamilton, 2012; White et al., 2012), and provide a framework to help 
supervisors give their teachers specific, relevant feedback on their instruction (Goldring 
et al., 2015; Kraft & Gilmour, 2015; Papay, 2012).  
For the purposes of the present dissertation study, such rubrics have the advantage 
that they provide a clear and detailed description of how they operationalize the 
underlying construct(s). Therefore, if principal ratings of instructional effectiveness 
converge closely with scores generated from a particular observational rubric, it can be 
inferred that the less-well-described construct measured by the principal ratings is similar 
to that described in the rubric. 
Value-added models based on student standardized test scores. The use of 
student standardized test scores to evaluate teachers has been and remains a controversial 
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topic. Those in favor argue that student learning is the purpose of instruction and that 
therefore direct measures of student outcomes demonstrate the extent to which teachers’ 
instruction is effective (Stronge & Tucker, 2003). Proponents also consider standardized 
test scores an “objective” (Jacob & Lefgren, 2005a; Peterson, 2004; Rockoff & Speroni, 
2011; The New Teacher Project, 2010) measure, because they are not based on the 
judgment of individual raters or evaluators. Others argue that standardized tests are 
narrow and often inaccurate measures of the student learning they purport to measure 
(Baker et al., 2010; Hawley, 2008), and that attaching high stakes to student test scores 
gives teachers incentive to narrow the curriculum (Baker et al., 2010) or focus on test-
taking skills at the expense of other learning (Hawley, 2008), seek assignments with more 
privileged students who are likely to score better (Baker et al., 2010), fail to claim their 
low-scoring students when class rosters are verified for the purpose of calculating value-
added scores (Ballou & Springer, 2015), or even outright cheat on student tests (Koretz, 
2008). Opponents further contend that test-score-based evaluation demoralizes teachers 
(Baker et al., 2010), and may discourage them from collaborating and taking shared 
responsibility for students (Johnson, 2015).  
The 1990s saw the measurement community discussing and experimenting with 
ways to use statistical models to isolate teacher-level effects on student test score gains, 
in particular, a technique known as value-added modeling (Braun, 2005) in which a 
hierarchical linear model is used to predict student test scores after controlling for 
previous achievement scores. Value-added models (VAMs) offer the potential to isolate 
the portion of student achievement associated with having a particular teacher, so that 
teachers are not blamed or credited for how much their students know at the beginning of 
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the year relative to other students. VAMs can also take other potentially-confounding 
factors into account, such as the demographic characteristics of students, schools, or 
districts.   
Although VAMs are a improvement over raw test scores in the sense that they 
attempt to measure growth rather than a snapshot of achievement, and they account for 
some systematic differences in learning due to factors beyond the teacher’s control, 
measurement experts warn of a range of technical and substantive issues. To begin with, 
VAMs are still subject to many of the same limitations as any test-score-based measure, 
e.g., measurement error/test reliability (Koretz, 2008); sampling error, exacerbated by the 
small number of students per teacher (Baker et al., 2010; Koretz, 2008); limited sampling 
of the content domain (Koretz, 2008); difficulty of measuring many important outcomes 
in a standardized, reliable, easily-scoreable way (Koretz, 2008); score inflation and 
perverse incentives for teachers (Baker et al., 2010; Koretz, 2008). 
Furthermore, VAMs depend on having student tests that are specifically designed 
to have their results analyzed this way. For example, the assumption of an interval scale 
is likely false for many tests: that is, that a 1-point gain in score at the low end of the 
ability range may not necessarily correspond to the same amount of student learning as it 
does at the high end. This is more problematic when scores are used to calculate VAMs 
than when they are used as a snapshot of achievement, because the differences 
accumulate over several years of test data (Koretz, 2008). The assessments used to 
generate VAMs also need to be vertically scaled: that is, designed so that the scores from 
the test for each grade level in the same subject can all be placed on a common scale 
(Baker et al., 2010; Braun, 2005; Darling-Hammond, 2015; Koretz, 2008).  
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The choice of model—for example, how many years of prior achievement scores 
to use and what other variables to control for—affects the value-added scores that will be 
generated for individual teachers (Darling-Hammond, Amrein-Beardsley, Haertel, & 
Rothstein, 2011). So do all the choices of statistical techniques for addressing the various 
technical issues related to value-added modeling—for example, how to account for and 
report estimation error (Ballou & Springer, 2015), whether or not to shrink scores to 
compensate for sampling error, how to handle the inevitable missing data (Koretz, 2008), 
whether to revise value-added estimates over time as more test-score data becomes 
available for each cohort of students the teacher has taught in the past (Ballou & 
Springer, 2015). For each decision, the options come with various pros and cons. The end 
result is that calculating value-added scores is a complex, technical process that is not 
transparent to most stakeholders (Koretz, 2008), including principals who are expected to 
use teacher value-added scores to inform high-stakes personnel decisions (Goldring et al., 
2015). 
Although teacher value-added scores are often referred to as a measure of 
“teacher effectiveness” (Hanushek, Kain, Brien, & Rivkin, 2005; Jacob & Lefgren, 
2005a; Medley & Coker, 1987; Rockoff & Speroni, 2011), some measurement experts 
warn that this implies a causal inference that is not entirely warranted. Value-added 
scores measure an effect associated with the teacher, but this effect includes confounding 
factors in addition to the true effect of the teacher’s instruction on students’ test scores 
(Braun, 2005). Unless the teacher teaches several different classes, the “teacher effect” 
also includes other characteristics of the classroom, e.g., assigned curriculum (which may 
differ among classes if the school tracks students), interactions among students in the 
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class, available resources, etc. (Braun, 2005). Similarly, teachers are nested within 
schools, and school characteristics may contribute positively or negatively to student 
learning (Braun, 2005; Mccaffrey, Lockwood, Koretz, & Hamilton, 2003). Furthermore, 
because students are not assigned randomly to schools or teachers, and teachers are not 
assigned randomly to schools, some or all of these non-teacher factors may vary 
systematically, biasing the value-added scores (Braun, 2005; Darling-Hammond, 2015; 
Mccaffrey et al., 2003). Although VAMs can statistically compensate to some extent for 
such confounding factors by representing them as variables in the model, it is impossible 
to completely account for the effects of non-random assignment (Braun, 2005). 
Though value-added scores measure outcomes, and are therefore primarily 
suitable to support summative evaluation goals, many recommend using them to identify 
“teachers who may reasonably be assumed to require targeted professional development” 
(Braun 2005 p. 4). Because they cannot shed light on why teachers are effective or 
ineffective at promoting student learning (Johnson, 2015; Mccaffrey et al., 2003), process 
measures such as classroom observation would still be necessary to identify an individual 
teacher’s professional development needs or to offer him/her detailed feedback to support 
instructional improvement (Braun, 2005). 
Despite ongoing concerns about substantive and technical limitations of VAMs, 
there is general consensus that if student-test-score-based measures are to be used to 
inform teacher evaluation, value-added scores and other growth measures are more 
appropriate than using raw student test scores gathered at a single point in time (Braun, 
2005; Koretz, 2008; Stronge & Tucker, 2003). However, measurement experts strongly 
recommend that VAMs not be used in isolation as a basis for teacher evaluation (Baker et 
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al., 2010; Braun, 2005; Koretz, 2003), especially for summative evaluations leading to 
high-stakes decisions about teachers’ pay, tenure, or retention (Baker et al., 2010; Braun, 
2005; Darling-Hammond et al., 2011; Johnson, 2015; Mccaffrey et al., 2003). Instead, 
they suggest that VAMs should be used as one of multiple measures, possibly in 
combination with process measures. This idea receives at least cautious endorsement 
from many evaluation scholars and policymakers whose level of support for the use of 
VAMs ranges from reluctant to enthusiastic (Braun, 2005; Darling-Hammond, 2015; 
Goldrick, 2002; Koretz, 2003; Milanowski, 2011a; Stronge & Tucker, 2003), though 
others still argue for using VAMs sparingly if at all (Baker et al., 2010; Johnson, 2015; 
McCann et al., 2012).  
As previously described, most state evaluation systems now call for the use of 
“growth measures” (Doherty & Jacobs, 2013), usually either value-added scores or 
growth percentiles, as a data source for summative evaluation. Indeed, in some cases, 
lack of alignment between observation-based scores and value-added scores is considered 
a sign of observer inaccuracy (e.g., Ehlert et al., 2013) and districts and/or individual 
evaluators are pressured to make observation scores conform to value-added scores 
(Lavigne, 2014).  
Convergent validity studies comparing principals’ ratings of instructional 
quality to test-score-based measures. Historical concerns about administrators’ ability 
to fairly and accurately evaluate teachers, coupled with the growing popularity of 
incorporating value-added scores into teacher evaluation, have given rise to a recent body 
of research that has attempted to quantitatively assess principals’ ability to evaluate their 
teachers, by examining the relationship between principals’ ratings of their teachers’ 
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effectiveness, and student test scores (Manatt, Rogers, & Maughan, 2000) or teacher 
effectiveness scores based on value-added modeling with student test scores (Gray, 2010; 
Harris et al., 2014; Harris & Sass, 2009; Jacob & Lefgren, 2006, 2008; Kimball & 
Milanowski, 2009; Kimball et al., 2004; Milanowski et al., 2004; Milanowski, 2011b; 
Rockoff et al., 2008; Rockoff & Speroni, 2011)2. In general, these studies have found low 
to moderate relationships; there is also evidence that principals’ ratings are more strongly 
related to the average student achievement of a teacher’s students than to a value-added 
measure of teacher effectiveness that controls for prior student achievement and other 
variables (Gray, 2010; Jacob & Lefgren, 2006, 2008). 
Several district-level studies found that when asked to rate their teachers 
according to the teachers’ ability to raise student achievement in math or reading, the 
ratings principals gave their teachers correlated moderately with value-added scores 
based on the teachers’ students’ test scores; the same was true when principals were 
asked to assign teachers an overall rating (Harris & Sass, 2009; Jacob & Lefgren, 2006, 
2008). Correlations ranged from 0.21 to 0.36. These two types of principal ratings have 
                                                
2 The studies discussed in this portion of the literature review vary as to the 
specific instruments used to obtain principals’ ratings of their teachers, the student 
assessments used, the particulars of the value-added models (e.g., what variables other 
than prior achievement were included), and the specifics of their analysis methods. While 
all these particulars are relevant for an in-depth comparison of results among the different 
studies, they represent a level of detail that is beyond the scope of the present literature 
review. 
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also been found to be significant predictors of student achievement after accounting for 
prior achievement and other covariates, when included in a value-added model with 
student test scores as the outcome. Such analyses have found a 1 standard deviation 
increase in principal rating to be associated with a predicted 0.06-0.14 standard deviation 
increase in student test score (Jacob & Lefgren, 2006).  
Milanowski and his colleagues studied the relationship between formal teacher 
evaluation scores and value-added teacher effectiveness scores (Kimball & Milanowski, 
2009; Kimball et al., 2004; Milanowski, 2004, 2011b). However, the formal evaluations 
they studied were a composite of data generated by principals, administrators from 
outside the school building, and fellow teachers acting as peer evaluators; the focus of 
these studies was not on principals’ ability to evaluate teachers, but on the validity of a 
particular evaluation system. This set of related studies also includes one that used this 
relationship as part of an argument for the validity of the evaluation protocol 
(Milanowski, 2011). 
These studies found a moderate amount of teacher-level variance in student test 
scores in various academic subjects after controlling for prior year’s achievement: 5-15% 
in one of the districts studied (Kimball et al., 2004), 6-28% in another (Milanowski, 
2004). The relationship between evaluation scores assigned to individual teachers by their 
principals varied across grade and subject. Across three study sites and four subject areas 
(reading and mathematics in all three sites, plus science in one site and language arts in 
another), they found correlations of 0.18-0.50 between the evaluation scores given to 
teachers and value-added scores based on student test scores (Milanowski et al., 2004). 
One study found that evaluation scores were a significant predictor of the residualized 
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student scores in some grades and subjects but not others; evaluation score accounted for 
0-16.6% of the teacher-level variance (Kimball et al., 2004). Similarly, another study 
found that correlations between teachers’ evaluation scores and their value-added scores 
ranged from -0.01 to 0.56 across three subjects and grades 3-8, although due to small 
sample size, most of the correlations were not statistically significant (Milanowski, 
2004). The correlation between teachers’ evaluation scores and value-added scores also 
varied widely across evaluators (principals or other administrators): some evaluators gave 
teachers evaluation scores that were consistent with their value-added scores, while for 
other evaluators, there was little relationship between the score they gave a teacher and 
that teacher’s value-added score, or even a negative correlation (Kimball & Milanowski, 
2009).  
Other methods of comparing principal ratings to teacher value-added scores also 
show moderate relationships.  Gray (2010) found that when principals were asked to 
rank-order teachers within a subject area, this rating score was a significant predictor of 
teacher value-added score for mathematics teachers, but not for English or 
communications teachers. Sartain et al. (2011) used the four rating levels from an 
observational instrument as predictors in a single model, and found that these accounted 
for a significant proportion of the variance in teacher value-added scores. 
However, the relationship between principals’ ratings and other measures of 
teacher effectiveness and instructional quality may not be the same for all teachers. Jacob 
and Lefgren (2008) found that “principals are quite good at identifying those teachers 
who produce the largest and smallest standardized achievement gains in their schools 
(i.e., the top and bottom 10%-12%) but have far less ability to distinguish between 
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teachers in the middle of this distribution (i.e., the middle 60%-80%)” (p. 103). On the 
other hand, a 2012 study of Tennessee’s revised teacher evaluation system found that the 
summative ratings given to teachers by principals and other teacher-evaluators were more 
consistent with value-added scores at the high end of the scale than at the low end (Harris 
& Sass, 2009; Tennessee Department of Education, 2012). Other evidence suggests that 
when principals evaluate teachers, they give more high scores and fewer low ones than 
are consistent with the distribution of value-added scores (Tennessee Department of 
Education, 2012) or ratings given by trained external observers (Sartain et al., 2011). 
In sum, when student outcome measures are used to provide convergent validity 
evidence about principal-generated teacher evaluation ratings, results are mixed, 
indicating moderate convergence between the two measures, but also considerable 
variation among principals and some inconsistency in the strength of the relationship 
depending on the performance level of the teacher being evaluated.  
However, convergent-validity studies that use student-test-score-based measures 
as the standard against which to measure the “accuracy” of principals’ evaluations or 
scores from specific observational protocols are only one way to investigate the validity 
of inferences made based on principals’ evaluations of teachers. The dominance of such 
studies in current U.S.-based research has some problematic consequences (Milanowski, 
2011b), for example, fostering the impression that student standardized tests are the best 
or truest measure of either student learning or effective instructional practice. This line of 
research also focuses only on one desired outcome of teacher evaluation: that summative 
scores should reflect teachers’ effectiveness at promoting student learning, with scores 
differentiating among more and less effective teachers. A wider range of validity 
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evidence is needed in order to deeply understand principals’ assessments of instructional 
effectiveness, and how these judgments affect the rubric-based evaluation scores and 
formative support that principals give their teachers. 
Beyond outcome-based validity evidence: studying the processes of 
evaluation. Validity and reliability studies of teacher evaluation systems and scores are 
critical, especially those that branch out into other sources of validity evidence than the 
use of student-test-score-based measures as a criterion against which to compare 
principal-generated evaluation scores. However, studying outcomes is only one step in 
the process of improving teacher evaluation. In order to help principals improve their 
practice as evaluators, it is necessary to understand the process whereby they form their 
judgments of teachers’ instruction and decide how to act upon those judgments, and the 
factors that may influence the process.  
Classroom observation remains a key element of this process. It is particularly 
critical for formative evaluation, which depends on principals’ ability to engage with 
teachers in meaningful discussion about instruction and offer them helpful feedback 
based on what the principal has seen in their classrooms. The next section will review 
what is currently known about principals’ thought processes when they observe 
instruction.  
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Chapter 3.  Methodology 
The dissertation study combined qualitative and quantitative methods to conduct a 
secondary analysis of data from the National Center for Teacher Effectiveness (NCTE) 
research project. Research Questions 1 (What aspects of instruction do principals value 
and notice when they observe mathematics instruction?) and 2 (What is the relationship 
between the aspects of instruction principals value, and the aspects they notice when 
observing mathematics instruction?) were addressed through the qualitative analysis of 
interview data. Research Question 3 (How do principals’ assessments of the quality of 
mathematics instruction relate to other measures of instructional effectiveness, such as 
value-added models based on student test scores, and assessments of instructional quality 
based on classroom observation?) was addressed quantitatively, through predictive 
models relating ratings given to teachers by their principals to scores on other measures.  
The first section of this chapter describes the NCTE project. The second and third 
sections describe the sample and instruments that were used to generate the data used in 
this dissertation study. Finally, the fourth section details the analysis methods to address 
the three research questions.  
Context: The National Center for Teacher Effectiveness Project 
This dissertation study is a secondary analysis of data collected as part of a 5-year 
study conducted by the National Center for Teaching Effectiveness at the Harvard 
Graduate School of Education’s Center for Education Policy Research (National Center 
for Teacher Effectiveness. Institute of Education Sciences PR/Award # R305C090023. 
Lead PI: Thomas J. Kane; Co-PIs: Heather Hill, Douglas O. Staiger). The main work of 
the NCTE project concerned the development and testing of several instruments for 
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measuring the effectiveness of teachers’ mathematics instruction; in particular, an 
observational protocol for assessing the mathematical quality of instruction. To that end, 
NCTE gathered data about participating teachers and their students each academic year, 
using a prototype of each of the instruments under development. These data were used to 
inform the revision of the prototype instruments and to determine how the various 
measures might best be combined to yield an assessment of teacher effectiveness that 
predicts student outcomes. The first two years of the NCTE project (2010-2012) were 
devoted to an identification study, in which the instruments were designed and used to 
collect data about participating teachers. The resulting Year 1 data were analyzed in a 
variety of ways, and these results informed the revision of the instruments. The revised 
instruments were used to collect Year 2 data, which, in turn, was used to inform further 
revisions.  
In the second year of data collection (academic year 2011-2012), NCTE began 
collecting data from principals of participating schools, in order to inform new work with 
principals as evaluators of mathematics instruction and potential users of the NCTE 
instruments, and the development of professional development based on the 
observational protocol (see Instrumentation and Data Sources section). The author of this 
dissertation, as a member of the NCTE staff, was primarily responsible for the 
development and administration of instruments to collect these data about principals. The 
work described in this dissertation extended NCTE’s research about principals, by 
investigating their experience as observers of mathematics instruction, and possible 
implications to the field of teacher evaluation.  
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Sample 
The data analyzed in this dissertation were collected from a sub-sample of 
principals and teachers participating in the NCTE study. Four school districts participated 
in the NCTE study: two in the Northeastern U.S. and two in the Southeast3. Although 
these districts were a convenience sample, they represented some diversity in terms of 
region, urbanicity, size of school, and student demographics (see Table 3.1). 
Within districts, researchers obtained recommendations from district-level staff of 
schools likely to be eligible for participation in the study and willing to participate. 
Eligibility requirements included having at least two teachers of mathematics in fourth 
and/or fifth grade, as well as willingness to participate in randomized assignment of 
students to teachers in the third year of the NCTE study. Once a school’s principal gave 
permission for the school to participate, eligible teachers were recruited. Schools were 
offered a $1,000 honorarium for each year of participation, and individual teachers who 
participated received $700 each year. 
Out of 564 teachers researchers approached, 263 (47%) were both determined to 
be eligible for the study and agreed to participate. Forty-four teachers who participated in 
Year 1 dropped out of the study, although they remained eligible. An additional 53 
teachers left the study after becoming ineligible to participate for a variety of reasons, 
including: school shifted to a “departmental” structure in which not all teachers taught 
math (13); school closed (2); teacher left the school or retired (17), switched grades or 
                                                
3 As will be described later, data from a fifth district, participating in a related 
study, were used in the NCTE value-added models. 
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stopped teaching 4th or 5th grade math (14). Fifty-four new teachers were recruited to 
participate in Year 2, some of whom belonged to two schools newly recruited for Year 2. 
Thus, forty-three elementary schools participated in the second year of the NCTE study 
(2011-2012 academic year), with between 1 and 16 fourth and fifth grade teachers 
participating from each school, for a total of 218. It is this second year of NCTE data 
upon which the following analyses were based. 
Table 3.1 
NCTE District Descriptive Statistics (Source: NCTE Project) 
District Number 11 12 13 14 
Geographic Region Northeast Northeast Mid-east Southeast 
Urbanicity City: Large Suburb: Large City: Large Suburb: Large 
# Students in District 55,027 16,162 20,521 161,000 
# Schools Participating 2011-
12 14 9 8 12 
# Teachers Participating 2011-
12 56 50 19 93 
# Students Participating 2011-
2012 1,135 1,123 427 2,097 
% Students African-
American4 37-40% 
50-55% 
 
58-64 33-35% 
% Students Asian 12-16% 3-4% 2-4% 8-9% 
% Students Hispanic 36% 12-15% 6-13% 21-22% 
% Students White 6-7% 25-26% 18-28% 30-34% 
% Students Other Ethnicity 5-6% 5% 1% 4% 
% Students Special Ed. 13-20% 13-14% 10-16% 9-12% 
% Students Limited English 
Proficient 31-39% 24-25% 2-4% 11-14% 
% Students Free/Reduced 
Price Lunch 73-80% 74-77% 44-59% 49-55% 
 
                                                
4 Percentages of 4th and 5th grade students only; range indicates different values 
for 4th vs. 5th grade. 
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The principal of each participating school was invited to participate in NCTE’s 
sub-study of principals, for which data collection began at the end of the 2011-2012 
school year and concluded during the fall 2012 semester. In spring of 2012, NCTE 
administrative project staff contacted principals to explain this part of the project and 
solicit their participation; 39 of the 45 principals initially indicated willingness to 
participate. The author of the present document, as lead researcher for the work with 
principals, then communicated with those principals who agreed to participate, to 
administer the survey and interviews (see Instrumentation and Data Sources section). 
Interviews were completed with 29 principals; 31 completed surveys (see Table 3.2). 
Thus, for the analyses addressing Research Questions 1 and 2, data are available for 29 
principals. For the analyses addressing Research Question 3, data are available for 31 
principals and 173 teachers in those principals’ schools. Of these 173 teachers, three 
taught in classrooms with more than 50% special education students5; a fourth dropped 
out of the study mid-year due to switching from teaching to an administrative position. 
Therefore, these four teachers were excluded from the sample for this analysis, leaving a 
sample of 169 teachers. 
 
  
                                                
5 See Instrumentation and Data Sources section for details on inclusion rules for 
NCTE’s value-added model. 
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Table 3.2 
Sample of Principals 
 Interview + 
Survey 
Interview 
Only 
Survey Only Agreed to survey 
but did not 
complete it/did 
not respond to 
contact 
Not approached, 
did not agree to 
participate and/or 
left school at end 
of 2011-2012 
school year 
District 1 7 principals, 
1 assistant 
principal 
1 
principal 
2 principals 2 principals 2 principals 
District 2 6 principals 0 
principals 
1 assistant 
principal 
1 principal 1 principal 
District 3 4 principals 0 
principals 
0 principals 2 principals 2 principals 
District 4 10 principals 0 
principals 
0 principals 0 principals 2 principals 
Total 27 principals 
1 assistant 
principal 
1 
principal 
2 principals 
1 assistant 
principal 
5 principals 7 Principals 
 
Instrumentation and Data Sources 
This section describes the instruments used to gather data analyzed in this study. 
The instrumentation and data sources used to address each research question will be 
discussed in turn. At the end of this section, Table 3.18 presents a summary of which data 
sources/instruments provided data pertaining to each research question.  
Research Question 1. What aspects of instruction do principals value and notice 
when they observe mathematics instruction? 
Research Question 2. What is the relationship between the aspects of instruction 
principals value, and the aspects they notice when observing mathematics instruction?   
Semistructured principal interviews. The first two research questions were 
explored through analysis of data collected in an in-depth interview with each 
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participating principal. Each interview lasted approximately 60 minutes, and consisted of 
two sections: a video-focused interview in which the principal viewed and responded to 
three short segments of video-recorded classroom instruction, followed by an open-ended 
interview consisting of a series of more general questions (See Appendix A for interview 
protocols). 
The interview protocol was designed to focus on particular topics of interest, 
while leaving room for others to emerge spontaneously, and capturing as much of the 
complexity and detail of those topics as possible. To this end, a semistructured (Rubin & 
Rubin, 1995) or semistandardized (Berg, 2007) format was used, in which the interview 
protocol consists of some pre-specified questions and possible probes, but “the 
interviewers are permitted (in fact, expected) to probe far beyond the answers to their 
prepared standardized questions” (Berg, 2007, p. 95). “The interviewer introduces the 
topic, then guides the discussion by asking specific questions. . . . pos[ing] specific 
questions to get detail, example, and context” (Rubin & Rubin, 1995, p. 5-6), clarify 
interviewees’ initial responses, and to pursue unexpected topics raised by interviewees, if 
these seem relevant to the research goals. 
The majority of the NCTE interviews took place near the end of the 2011-2012 
academic year (the participating districts have semester end-dates ranging from mid-May 
to mid-June); a second wave of data collection took place in the summer and fall of 2012, 
to accommodate principals who could not be scheduled in the first wave. The interviews 
were conducted in person at the principals’ schools by the author of the dissertation 
study, in her role as an NCTE researcher. Interviews were audio-recorded and transcribed 
verbatim by a third-party transcription service. 
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Next, each of the two sections of the interview instrument is described separately. 
Video-focused interview. In this section of the interview, the principals watched 
three short segments of videotaped mathematics instruction from elementary school 
classrooms and discussed these videos with the interviewer. The same lesson segments 
were shown in each interview; these videos were drawn from NCTE’s library of 
recordings from earlier studies, so that the classrooms shown were not from the 
principals’ own schools. The videos were selected to feature a variety of aspects of 
instruction, such as teacher mathematical errors, teachers’ responses to student 
mathematical discourse, and student engagement in mathematical meaning-making and 
reasoning (see Chapter 4 for descriptions of the videos and Appendix D for transcripts). 
The videos were shown in the same order to each principal, for consistency of experience 
across respondents. Presumably, principals’ thoughts while viewing the later videos were 
somewhat influenced by having seen and discussed the earlier ones; indeed, several 
principals spontaneously compared or contrasted what they’d just seen in one video with 
what they’d seen in an earlier one. In an effort to minimize this effect, the videos were 
ordered so that the first demonstrated the most “traditional,” teacher-directed instruction, 
and the last demonstrated the most “Standards-based reform” style instruction focused on 
the teacher responding to students’ mathematical contributions. This ordering also meant 
that the videos progressed from least to most complex in terms of the mathematics 
content under discussion. 
After each video, principals responded to questions about what they noticed in 
each lesson segment, their impressions of the mathematics in play, their perceptions of 
the strong and weak features of the instruction, and what feedback they might give to the 
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teachers (see Appendix A). These responses constitute the data that were used to address 
the second part of Research Question 1 (What aspects of instruction do principals notice 
when they observe mathematics instruction?).  
Open-ended interview. The second part of the interview included questions about 
how the principals envisioned high-quality mathematics instruction (beyond the context 
of the particular examples viewed in the first portion of the interview), and what they 
looked for when observing their teachers’ mathematics instruction. Responses to these 
questions constituted the data used to address the first part of Research Question 1 (What 
aspects of instruction do principals value when they observe mathematics instruction?). 
The open-ended interview also included questions on other, related topics, such as 
principals’ observation and evaluation practices. 
Order of interview sections. The interviews were structured so that principals 
watched the first video, then responded to questions about it; then this process was 
repeated for the second and third videos. After the video-focused section of the interview 
came the open-ended section. However, if a principal spontaneously started discussing 
general topics during the video-focused section of the interview, the interviewer would 
follow the respondent’s lead by skipping ahead to the relevant question from the open-
ended section of the interview protocol. Thus, in most but not all cases, principals’ 
statements about their values came after they had seen and discussed the videos. The 
ordering of the interviews was chosen to avoid having the discussion of values influence 
what principals would pay attention to in the videos; however, as a consequence, what 
principals thought to mention about their values may have been influenced by what was 
already on their minds after thinking about the videos. 
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Instrument development and validity evidence. The development process for the 
interview instrument included several rounds of revision. An initial draft was developed, 
drawing on examples of prompts used in other studies in which principals were asked to 
watch and evaluate instruction in videos of mathematics classes (e.g., Schoen, 2010). 
This draft, and all subsequent revisions, were designed based on best-practice 
recommendations for qualitative interview protocols. For example, drawing on the 
literature about principals and teacher evaluation, and on suggestions from expert 
reviewers, effort was made to use language that would be clear to principals (Berg, 2007; 
Rubin & Rubin, 1995); to avoid double-barreled or overly-complex questions (Berg, 
2007); and to take care with the use of terms that principals might interpret in specific 
ways not necessarily intended by the researcher (Rubin & Rubin, 1995), e.g., 
“evaluation” or “effective instruction.” Questions were worded to encourage interviewees 
to answer in depth, and follow-up probes were created for the same purpose (Rubin & 
Rubin, 1995). By asking interviewees to evaluate specific examples of instruction, as 
well as by asking them to talk about examples of events or moments that caught their 
attention, the protocol encourages participants to give specific, detailed responses (Rubin 
& Rubin, 1995). 
The first draft of the interview protocol was reviewed by Dr. Heather Hill (one of 
the Principal Investigators of the NCTE project, whose areas of expertise include 
mathematics education and the measurement of instructional quality) and two other 
NCTE project staff members whose research interests and backgrounds included math 
instruction, teacher evaluation and/or working with principals. These reviewers gave 
feedback about the relationship of individual interview questions to the research goals of 
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the study; ways to word questions so as to elicit the intended information (for example, 
how to get people to talk about the mathematics they observed in a video of instruction), 
focus interviewee’s attention on a specific aspect of a topic or leave the interviewee the 
option to offer information about a range of relevant topics; and how best to order the 
interview to prioritize the most important questions and encourage full participation by 
the interviewee (for example, that principals might find it easier to start with concrete 
questions and then move to abstract ones). They offered their perspectives on how 
principals were likely to interpret particular phrases, and on aspects of practice relevant to 
the context of the interview (for example, that evaluation requirements and observation 
practices are often different for tenured and non-tenured teachers). 
After revision based on this round of feedback, the instrument was pilot-tested 
with three principals, unconnected with the NCTE project, who were recruited from 
participants in Boston College’s Lynch Leadership Academy Fellowship program. This 
pilot test generated valuable data about how the interview questions worked in an 
operational context, how interviewees responded to them, how the length of the protocol 
compared to the allotted interview time, and what sort of information interviewees might 
spontaneously offer. The pilot test was also used to test an initial pool of six possible 
videos, with different combinations of three used in each of the pilot interviews. Based on 
the way pilot-testers responded to these videos, the three segments for operational use 
were selected. Finally, the pilot tests offered an opportunity for the researcher to practice 
conducting the interviews and work out procedural issues (e.g., identifying what 
introductory information to convey, testing recording software, etc.). 
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Finally, the instrument was reviewed by two senior researchers unconnected with 
the NCTE project: Dr. Lynn Goldsmith (Education Development Center), whose areas of 
expertise include mathematics instruction, reform pedagogy, and how school leaders 
think about mathematics instruction; and Dr. Susan Moore Johnson (Harvard Graduate 
School of Education), whose areas of expertise include the work of school leaders and 
administrators. These reviewers offered feedback about issues such as clear and 
accessible language; ways to put principals who do not focus on mathematics instruction 
at their ease in a discussion about their practices in this area; and how to further focus the 
topics covered in the interview. The interview protocol was revised a final time based on 
this feedback and data from the pilot test. 
In a semi-standardized interview protocol such as this one, the text of the 
questions printed on the page is intended as a guide for the interviewer, not a script to be 
read verbatim. Although the wording of the questions is crafted deliberately, the 
interviewer is expected to reword and reorder questions on the fly during each individual 
interview, as circumstances demand (Weiss, 1994). In the qualitative interviewing 
tradition, this practice is an important part of the interview design process, which does 
not end with a written protocol, but rather, continues through the process of conducting 
the interviews (Weiss, 1994). For example, in the case of the principal interview, 
although the questions were written as clearly and simply as possible, with attention to 
the way elementary school principals were likely to interpret them, some interviewees 
might not have understood a particular question or found it particularly inspiring. When 
this occurred, the interviewer had an opportunity to rephrase or explain the question, or to 
break a long sentence into smaller fragments to sound natural in conversation. Likewise, 
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although the protocol included some possible follow-up questions, many of the probes in 
each specific interview were generated on the spot, in response to what the interviewee 
was saying (Berg, 2007; Rubin & Rubin, 1995). Because interviewees varied in the 
length and depth of their responses to any given question, as well as their tendency to 
stick to a given topic, the interviewer also needed to make decisions about when to omit 
some questions in order to be able to focus on others when time was running out (Weiss, 
1994). Thus, when considering issues of validity for a semi-structured interview protocol, 
one must consider not only the written instrument, but what was actually said in each 
interview. In the case of the NCTE instrument, the use of verbatim transcripts of recorded 
interviews meant that a record of the exact questions asked in each interview was 
available to inform analysis of the meaning and context of interviewees’ statements and 
discussion of the validity of inferences made based on the results of the interviews. 
Although discussions of validity evidence in qualitative research emphasize the 
validity of inferences drawn from the data (as in quantitative research), they tend to focus 
primarily or exclusively on the analysis process rather than on the instrument design 
process. However, the instrument development process described above offers some 
evidence to support the claim that the interviews conducted according to this protocol 
elicited pertinent, detailed, interpretable information about the desired topics from each 
interviewee. 
The concept of instrument reliability, as used in the quantitative research 
tradition, is not directly applicable when the instrument is a semi-standardized interview 
protocol that presumes that each interviewee will be asked a similar, but not identical set 
of questions. In general, reliability is not a concept considered to translate directly into 
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the qualitative paradigm (Creswell & Clark, 2007; Rubin & Rubin, 1995). Even for 
researchers with a positivist approach to qualitative research (that is, those whose 
epistemology and methodology are “rooted in a realist view of a single external reality 
knowable through language” (Seale, 1999)), reliability is often framed as an issue 
pertaining to data analysis, rather than to instrument design.  
One way to provide evidence of “internal reliability” (Seale, 1999, p.41) is to 
have multiple raters code the same set of data and compare their results to see if they 
identify similar themes (Creswell & Clark, 2007; Seale, 1999). For this study, a second 
NCTE researcher with experience in qualitative coding double-coded 20 percent of the 
data (6 out of 29 transcripts); this process and its results are described in more detail in 
the Analysis section of this chapter.  
Evidence of “external reliability” or “replicability” (Seale, 1999, p.41) of results 
could be gathered via multiple studies using the same methodology to explore the same 
research questions with different samples and perhaps different researchers (Seale, 1999). 
This was not possible within the context of this single study. 
Research Question 3: How do principals’ assessments of the quality of 
mathematics instruction relate to other measures of instructional effectiveness, such as 
value-added models based on student test scores, and assessments of instructional quality 
based on classroom observation?  
This research question was addressed via a set of four separate hierarchical linear 
models, which will be described in detail in the Analysis section and in Chapter 4. These 
models used three different measures of instructional effectiveness as primary predictor 
variables. As outcome measures, the models used principals’ responses to survey items in 
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which they rated their participating NCTE teachers on different aspects of instructional 
effectiveness. The remainder of this Instruments section describes, in turn, the outcome 
measures, the three instructional effectiveness measures used as predictors, and the 
covariates that were employed to account for construct-irrelevant, between-principals 
variation in the ratings they assigned teachers.  
Outcome measure: principals’ ratings of teachers: NCTE principal survey. The 
NCTE principal survey included three items asking principals to assign a rating to each of 
their participating NCTE teachers in three areas: an “overall” rating, effectiveness at 
raising students’ mathematics test scores, and quality of the teacher’s mathematical 
instruction. The initial draft of these items used formats and wordings similar to those 
used in studies by Rockoff, Staiger, Kane, and Taylor (2010) and by Measures of 
Effective Teaching Project (2010, 2012), in which principals were asked to evaluate their 
teachers, as they are in the present study. The items were then revised based on feedback 
from the pilot test and expert review process previously described6. 
Two of these items were designed to correspond to two of NCTE’s measures of 
instructional effectiveness (which will be described in the following section). The survey 
question “Among teachers you have known who taught the same grade/subject, how 
would you rate each teacher in terms of the quality of the teacher’s mathematics 
instruction, regardless of student test scores?” measures the principal’s perception of the 
                                                
6 Pilot-test volunteers were asked to think of three teachers under their 
supervision, without naming them to the researcher, and complete this section of the 
survey for each of those teachers.  
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mathematical quality of teacher’s instruction construct also measured by the 
Mathematical Quality of Instruction (MQI) observational rubric. Similarly, the survey 
item “Among teachers you have known who taught the same grade/subject, how would 
you rate each teacher in terms of raising student test scores in mathematics?” measures 
the principal’s perception of the teacher’s ability to improve student test scores, which is 
also represented by teacher value-added scores. The third survey item is more general, 
asking for the principal’s rating of each teacher “overall.” This item allows the principal 
to express a judgment formed upon whatever criteria the principal usually uses to 
evaluate teachers, rather than one specified by researchers.  
This trio of items was used in two ways in the quantitative analysis: as single-item 
measures of specific aspects of instructional effectiveness, and as a composite scale 
measuring a more general construct. Three of the hierarchical linear models used single 
items as their outcome variables, in order to directly compare each predictor measure 
(teacher value-added score, MQI score or CLASS™ score) with the principals’ 
evaluation based on the same construct (see the Analysis section of this chapter for 
details about the models). This use of single-item measures comes at a cost of some 
precision of measurement compared to using a scale composed of multiple items that tap 
a single underlying construct. However, it allows for a direct comparison of each pair of 
corresponding constructs, the individual items being the only available measures of 
principals’ assessments of each of the constructs of interest. Furthermore, there is 
precedent for using single-item measures to represent principals’ evaluations of their 
teachers’ effectiveness in similar research contexts (e.g., Jacob & Lefgren, 2005b; 
Rockoff et al., 2010).  
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The fourth model used as its outcome measure a scale score composed of all three 
principal-rating items. This scale measures a more broadly-defined instructional quality 
construct. Exploratory factor analysis indicated that these three items comprise a 
unidimensional scale, with each item loading on the primary factor at higher than 0.90. 
The reliability of this scale, as measured by Cronbach’s alpha, is 0.92, indicating high 
internal consistency.  
However, alpha is a somewhat misleading statistic in this case, because it is based 
on the assumption that all the observations are independent of each other, and does not 
account for the nested nature of the data, in which observations (teachers) are clustered 
within raters (principals). Partitioning the variance of each of the principal-rating items 
and the composite scale yielded intra-class correlation coefficients (ICCs) to indicate the 
proportion of the variation in principal-rating scores that lay at the principal level. In each 
case, a substantial ICC demonstrated that there were systematic differences in ratings 
among teachers rated by different principals; in other words, a rater effect (see Table 3.3). 
Thus, the assumption of independent observations is violated, and alpha is an 
overestimate of the scale’s true internal consistency.7.  
                                                
7 Alpha is an overestimate if one assumes that in theory, any teacher could be 
evaluated by any principal. However, the reality of the situation is that the nesting of 
teachers within principals is inherent, in a sense that a principal can only meaningfully 
teachers he or she is familiar with; it would not make sense to rate randomly selected 
teachers from some other school with these survey items. To accurately model this 
scenario, a generalizability coefficient could be calculated, which would indicate the 
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The ICC also serves as the best available indicator of inter-rater reliability for 
both the single-item measures and the composite scale, although it cannot disambiguate 
the rater effect from variation due to the clustering of teachers within schools. Because 
the instrument was designed to measure a principal’s assessment of his or her own 
teachers, observations are necessarily nested within raters, with a single rater rating each 
teacher. Therefore, it is impossible to calculate a traditional inter-rater-reliability statistic, 
such as Cohen’s kappa; such statistics depend on generalizability-study designs (Crocker 
& Algina, 2008) in which each observation is scored by multiple raters and observations 
are not nested within rater. The ICCs indicate that raters are not as consistent with each 
other as could be desired; this between-raters variation is examined as part of the analysis 
reported in Chapter 4. 
 
Table 3.3 
Intra-Class Correlation Coefficients for Outcome Measures 
Survey Item ICC 
Survey Item #4 0.31 
Survey Item #1 0.27 
Survey Item #2 0.39 
Composite Scale 0.32 
 
                                                                                                                                            
proportion of expected observed score variance that is due to the “universe score” (i.e., 
“true score”) of teacher-nested-within-principal (Brennan, 2003; Crocker & Algina, 
2008; Cronbach & Shavelson, 2004). However, the present sample is too small to yield a 
stable generalizability constant. 
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A different form of evidence about the validity and reliability of principals’ 
ratings of their teachers comes from several additional survey items. According to 
principals’ reports, only 38% of teachers rated in this study had been evaluated that year 
by the administrator rating them on the survey; 41% had been evaluated by someone else, 
and 21% had not had an evaluation that year at all (see Table 3.4). However, principals 
believed they were in a position to make accurate judgments. Apart from five missing 
responses, each principal reported “moderate” or “high” confidence in each of the ratings 
given to each teacher; principals were highly confident about 82% of all ratings given 
(see Table 3.5). 
Principals also apparently had the necessary information upon which to base their 
judgments of their teachers’ ability to raise student mathematics test scores. For 99% of 
the teachers in the sample, the principals who rated them reported that they were 
“somewhat” or “very” familiar with the teacher’s test scores; only two teachers were 
rated by administrators who reported not having seen any student test score data for that 
teacher (see Table 3.6). 
 
Table 3.4 
Extent to Which Surveyed Administrators Had Recently Evaluated the NCTE Teachers 
They Rated 
Teacher was evaluated this year, I was 
the primary evaluator 
65 teachers (38%) 
Teacher was evaluated this year, 
someone else was the primary evaluator 
69 teachers (41%) 
Not evaluated this year 35 teachers (21%) 
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Table 3.5 
Administrators’ Confidence in the Ratings They Gave Teachers 
 No response Low 
confidence 
Moderate 
Confidence 
High 
Confidence 
Overall  1 0 17 151 
Raise math test 
scores 
4 0 40 125 
Quality of math 
instruction 
0 0 31 138 
Total 5 0 88 414 
 
Table 3.6 
Administrators’ Familiarity With Test Data for Participating Teachers’ Students 
I have not seen any student test 
score data for this teacher. 2 Teachers (1%) 
I am somewhat familiar with this 
teacher’s test score data. 34 Teachers (20%) 
I am very familiar with this 
teacher’s test score data. 133 Teachers (79%) 
 
Predictor: value-added scores calculated based on NCTE teacher and student 
data.8 In the NCTE study, teacher value-added scores were calculated in a variety of 
ways. The model used for the present analyses uses as its dependent variable the scores of 
each teacher’s students on their end-of-year state standardized test. The model 
incorporates students’ test scores from previous years and other covariates, in order to 
isolate the amount of student score change that is associated with having a particular 
teacher, after the influences of other variables have been accounted for. 
                                                
8 Text of this sub-section and Table 3.7 adapted from an NCTE internal 
document. 
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The model was calculated based on data from all the students and teachers in the 
four participating districts (not just those participating in the NCTE study), combined 
with all the teachers and students from a fifth school district that was participating in a 
related study. The model is based on all available data: in all of the districts, student test 
scores were collected for three academic years (2009-10, 2010-11, and 2011-12); in 
district 14, scores were also collected for the 2008-09 academic year.  
The value-added model is represented by the following equation:  
aijkt = Ai(t−n)α + Sitβ +Piktδ +Eitρijkt + vi, j,k,t , where 
€ 
vi, j ,k,t = µk +θ k,t +ε i, j ,k,t , 
 
where the dependent variable, , is the test score for student i in class j taught 
by teacher k during school year t. The outcome test score is modeled as a function of 
1, −tiA , the student’s prior achievement on the same test in the previous school year. The 
model includes as covariates other observable characteristics of the student  and their 
peers  in class j and the school more generally, and a fixed effect  for each of the 
five districts and for each of the different tests which are used to measure .  
Table 3.7 summarizes the variables included in the value-added model.   
€ 
aijkt
€ 
Sij
€ 
Pjkt
€ 
Eit
€ 
aijkt
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Table 3.7 
Variables Included in NCTE Value-Added Models (Source: NCTE Project) 
Vector of 
Variables 
Description Variables included 
 
(Outcome 
Variable) 
Test score for student i a 
member of class j taught by 
teacher k during school year t 
• Standardized score on state math test. State test scores 
are standardized with a mean of zero and a standard 
deviation of one by district, grade, year, and subject of 
the test. This standardization is calculated based on the 
student’s scaled score compared to other students who 
took the same test within the district. 
1, −tiA  Information regarding a student i’s prior achievement •  student i’s test score in the same subject the 
previous school year  
• the square and cubic of ,  
• the interaction of  and the grade level of that test 
•  student i’s test score in a different subject in the 
previous school year9,10 
 Other observable 
characteristics of student i 
during school year t, 
• modal, or the most recent year’s value, gender, 
• modal, or the most recent year’s value, racial or ethnic 
subgroup, 
• free or reduced price lunch program participation, 
• ELL indicator 
• special education indicator 
 Observable characteristics of 
student i’s peers in class j and 
peers in the same grade-level 
at the student’s school, 
included separately for class j 
and the school grade-level 
cohort 
• the means of the elements of , 
• the means and of and (for state tests), 
• the proportion of peers who are missing test scores for 
and (for state tests), and 
• the number of students in class j and the number of 
students in the school grade-level cohort 
 
                                                
9 If a student is missing data for prior tests in subjects not being predicted, the 
score is imputed as 0. 
10 From data provided by districts, the alternate subject is “ELA” for three 
districts, and is “Reading” for the fourth. 
€ 
aijkt
1, −tia
1, −tia
1, −tia
1, −" tia
€ 
Sit
€ 
Pjkt tiS ,
1, −tia 1, −" tia
1, −tia 1, −" tia
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Because the value-added model includes multiple years of data for most teachers, 
Equation 1 includes nested random effects, kµ  and tk ,θ , for each teacher k in school year 
t. tk ,θ  represents a teacher-by-year, or classroom, effect: that is, the unique effect 
associated with being in teacher k’s classroom in a particular academic year. By contrast,
kµ  represents the unique effect associated with being taught by teacher k, after the year-
specific effect is accounted for. 
Hierarchical Linear Modeling provides empirical Bayes estimates of the teacher 
random effects, , which are the best linear unbiased predictions of kµ . These are 
“shrunken” estimates, which account for differences in the reliability of the estimates 
from teacher to teacher by shrinking less reliable estimates toward the mean (Raudenbush 
& Bryk, 2002). This shrinkage reduces random error that is associated with the class- and 
student-levels, including error due to small samples of students in each classroom. 
Predictor: Mathematical Quality of Instruction score based on video-recorded 
instruction. The second measure used as a predictor variable in the present study is 
teachers’ Mathematical Quality of Instruction (MQI) scores from the 2010-2011 and 
2011-2012 school years. The NCTE project video-recorded three mathematics lessons 
per teacher over the course of each school year; the quality of the instruction in these 
lessons was measured using the MQI observational protocol (NCTE, 2011a)11. The MQI 
                                                
11 The version of the MQI instrument described here is the one used in the first 
two years of the NCTE study, generating the data used in the present dissertation. The 
version of the instrument currently available to the public has been substantially revised. 
kµˆ
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operationalizes mathematical quality of instruction by measuring five distinct 
dimensions:  
1) Classroom Work is Connected to Mathematics: The extent to which 
class time is spent on mathematical activities, as opposed to 
administrative, disciplinary, or other non-mathematical activities. 
2) Richness of the Mathematics: The extent to which instruction focuses 
on mathematical meaning and key mathematical practices. 
3) Working with Students and Mathematics: The extent to which the 
teacher understands and responds appropriately to students’ errors, 
misconceptions, and other mathematical productions. 
4) Errors and Imprecision: The extent to which the teacher makes 
mathematical errors, uses mathematical language imprecisely, and/or 
presents content in unclear/confusing ways.  
5) Student Participation in Meaning-Making and Reasoning: The extent 
to which students are engaged in cognitively activating tasks and 
substantive mathematical discussions12.  
Each of these dimensions consists of 2-5 codes for specific observable events or 
behaviors, plus a holistic dimension score. To score a lesson using the MQI, the lesson is 
divided into 7.5-minute segments; a score of 1, 2 or 3 is given to each segment for each 
code. For the NCTE study, each recorded lesson was scored by a pair of NCTE-trained 
raters.  
                                                
12 Text of this paragraph adapted from NCTE internal documents. 
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The NCTE project employed a system of rater recruitment, selection and training 
designed to ensure the quality and consistency of MQI scores. Raters were recruited by 
posting notices on mathematics education listservs and emailing academics from 
mathematics education departments. The rater pool also included some NCTE staff 
members experienced at using the MQI protocol and involved in the revision of the 
instrument. All potential raters were trained in the use of the MQI, via an extended in-
person or online training session. Following training, they took a certification exam, in 
which the scores they gave to 16 sample segments of video were compared to pre-defined 
“master codes.” Only those raters who passed a certain threshold of agreement with the 
master codes, demonstrating a minimum level of proficiency in using the MQI 
instrument, were hired.  
Most raters worked with the project for a year or more, scoring many more than 
the minimum required 20 videos. In order to keep raters’ understanding of the MQI 
protocol current and prevent “coding drift,” they were required to participate in regular 
calibration webinars, in which everyone coded a set of sample video segments, compared 
their codes to pre-defined “master codes,” and participated in a discussion. This 
combination of experience and ongoing training was intended to keep raters’ scores as 
consistent as possible with each other and with the “true” scores the instrument was 
designed to measure. 
Predictor: Classroom Assessment Scoring System™ score based on video-
recorded instruction. The third measure to be used as a predictor variable in this analysis 
is teachers’ Classroom Assessment Scoring System (CLASSTM) scores from the 2010-
2011 and 2011-2012 school years. This instrument, originally designed by Pianta, La 
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Paro, and Havre at the Curry School Center for Advanced Study of Teaching and 
Learning at the University of Virginia is a content-nonspecific measure of instructional 
quality (Center for Advanced Study of Teaching and Learning, 2012; Hamre, Pianta, 
Mashburn, & Downer, 2007; Teachstone, 2014),  
The Upper Elementary version of the instrument used to score the NCTE videos 
operationalizes “classroom quality” (Pianta, Hamre, & Mintz, 2010, p. 1) by measuring 
three domains, each of which is sub-divided into several dimensions13, plus one 
dimension that stands on its own: 
1) Emotional Support: consists of the Positive Climate, Negative Climate, 
Teacher Sensitivity, and Regard for Student Perspectives dimensions. 
2) Classroom Organization: consists of the Behavior Management, 
Productivity, and Instructional Learning Formats dimensions. 
3) Instructional Support: consists of the Content Understanding, Analysis 
and Problem Solving, Quality of Feedback, and Instructional Dialogue 
dimensions. 
4) Student Engagement: consists of the Student Engagement dimension 
(Pianta et al., 2010). 
                                                
13 As with the MQI, the CLASSTM instrument has undergone substantial revision 
since the NCTE data were collected and scored.  The version described here is the one 
used to score the NCTE data.  For information about the current version of the 
instrument, see http://www.teachstone.com/about-the-class/. 
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In the NCTE dataset, the same lessons scored with the MQI were also scored with 
the CLASSTM. The scoring procedures were similar to those described for the MQI, with 
a few differences. Instead of 7.5-minute segments, videos were divided into 15-minute 
segments for the CLASSTM scoring, as specified in the instrument’s scoring manual 
(Pianta et al., 2010). Each lesson was scored by only a single rater, drawn from a separate 
pool of raters trained in the use of the CLASSTM protocol. Like the MQI raters, the 
CLASSTM raters completed regular calibration exercises, but instead of attending 
professional development webinars, raters were given individualized feedback on their 
inaccurate scores by an NCTE staff member. 
Composite scale scores for MQI and for CLASS™. The NCTE project has used 
a variety of methods to calculate lesson-level and teacher-level dimension scores from the 
segment-level CLASS™ and MQI scores, depending on the analysis at hand. However, 
to date, it has not defined a method for calculating an omnibus “MQI” or “CLASS™” 
score. Therefore, omnibus scores were created for the present study, after exploration of 
the factor structures and score distributions confirmed that such scores would be 
psychometrically defensible. 
For the MQI instrument, NCTE analyses often drop the Classroom Work is 
Connected to Math dimension because it is comprised of only a single item, and because 
scores on this item do not vary much. The present analysis followed that practice. 
Previous NCTE analyses have given evidence for 1- 2- or 3-factor structures for MQI 
data, depending on the exact analytic methods used. Exploratory factor analysis14 using 
                                                
14 The factor analysis used principal components factoring and varimax rotation. 
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the dissertation study’s sub-sample of teachers was consistent with these results: three 
factors were extracted with eigenvalues larger than 1, but the third was close to 1. When a 
two-factor solution was forced, the factors corresponded to an “Errors” factor composed 
of the three codes of the Errors dimension, and an “Ambitious Instruction” factor 
composed of all the codes of the Richness, Working with Students and Student 
Participation in Meaning-Making and Reasoning dimensions (see Table 3.8). Together, 
these two factors, whose eigenvalues equaled 5.36 and 1.94, accounted for 56% of the 
score variance. 
The recommendation of the CLASS™’s creators has evolved over the years of the 
instrument’s use and revision; furthermore, the factor structures indicated by exploratory 
factor analyses of NCTE data do not entirely match any of those recommended by the 
creators. Exploratory factor analysis of the sample of data used for the present analysis 
extracted two factors, with eigenvalues of 6.77 and 1.56, which together accounted for 
69% of score variance. These two factors correspond to a “Discipline and Management” 
factor composed of the Negative Climate, Behavior management and Productivity 
dimensions, and a “Support” factor composed of all the remaining dimensions (see Table 
3.9).  
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Table 3.8 
MQI 2-factor EFA Rotated Factor Loadings 
Variable  Factor 1 
(Ambitious 
Instruction) 
Factor 2 
(Errors) 
Uniqueness 
Use of Student Productions 0.89 -0.15 0.18 
Explanations 0.85 -0.09 0.27 
Enacted Task Cognitive Activation 0.84 -0.19 0.26 
Student Explanation 0.83 -0.07 0.31 
Student Mathematical Questioning & 
Reasoning 0.73 -0.04 0.47 
Multiple Methods 0.67 -0.12 0.53 
Linking & Connections 0.60 -0.05 0.64 
Remediation 0.56 -0.29 0.60 
Generalizations 0.55 0.04 0.70 
Mathematical Language 0.35 -0.17 0.85 
Lack of Clarity -0.10 0.88 0.21 
Major Errors -0.08 0.83 0.30 
Language Imprecision -0.14 0.78 0.36 
 
Table 3.9 
CLASS™ 2-factor EFA Rotated Factor Loadings 
Variable  Factor 1 
(Support) 
Factor 2 
(Discipline & 
Management) 
Uniqueness 
Instructional Dialogue 0.85 0.23 0.22 
Regard for Student Perspectives 0.82 0.06 0.32 
Analysis & Problem Solving 0.81 0.10 0.33 
Content Understanding 0.80 0.22 0.31 
Quality of Feedback 0.80 0.23 0.31 
Instructional Learning Formats 0.80 0.29 0.28 
Positive Climate 0.78 0.18 0.36 
Teacher Sensitivity 0.77 0.41 0.25 
Student Engagement 0.61 0.41 0.47 
Behavior Management 0.10 0.90 0.18 
Productivity 0.22 0.84 0.24 
Negative Climate -0.30 -0.70 0.42 
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However, when scales were created based on the CLASS™ and MQI two-factor 
solutions, the MQI “Errors” and “Ambitious Instruction” factors and the CLASS™ 
“Discipline” factor proved to have highly skewed distributions. By contrast, the single-
factor MQI and CLASS™ scales formed by averaging all codes were closer to normally 
distributed.  Additionally, in the case of both MQI and CLASS™, the second factor 
extracted accounted for only a small additional portion of variance compared to the first 
factor, indicating that its importance in capturing the structure of the data was relatively 
low. Therefore, although there is evidence that “MQI” and “CLASS™” may not be 
strictly unidimensional constructs, a single scale was created to represent each. The use 
of factor loadings to weight each item’s contribution to the scale was considered. 
However, for both MQI and CLASS™, these weighted-average scales were correlated at 
0.98-0.99 with the unweighted versions. Therefore, in the absence of theoretical 
justification to assume varying weights for different items, the unweighted single-factor 
scales were used. 
Reliability and inter-rater reliability of MQI and CLASS™ Scores. How to 
assess each instrument’s reliability depends on the method chosen to generate omnibus 
scores from the raw lesson-segment-and-subcode level data. Both internal consistency 
and inter-rater reliability are of interest. Unfortunately, only partial information was 
available for the versions of the instruments used in this study. 
MQI scores are subject to several known sources of variance apart from that due 
to true-score variation in instructional quality: e.g., raters, the individual lessons sampled, 
and segments scored within lessons. Thus, an appropriate indicator of the reliability of 
teacher scores would be a generalizability coefficient (ρ2), sometimes referred to as a 
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“relative reliability” coefficient, and analogous to Cronbach’s Alpha for situations in 
which multiple sources of variance (facets) are to be taken into account (Brennan, 2003; 
Hill et al., 2012). Indeed, Cronbach’s Alpha is a special case of a generalizability 
coefficient, representing the situation where the only known sources of variance are items 
and examinees. A generalizability study done on an earlier version of the MQI instrument 
suggests that using the two-rater, three-lesson design employed in the NCTE study, 
generalizability coefficients of 0.70 or greater can be achieved for each individual 
dimension of the MQI, with the exception of Working With Students (Hill et al., 2012). 
Unfortunately, further g-studies did not yield stable results, so no generalizability 
coefficients are available for the version of the instrument used for this dissertation. 
Cronbach’s alpha, though not the most appropriate measure of internal consistency for an 
instrument with multiple known sources of variance, provides a rough estimate of 
reliability for this version of the instrument. Although the alphas for each dimension are 
low at the segment level (see Table 3.10), when segment-level scores are averaged across 
lessons and teachers to create teacher-level dimension scores, the “noisiness” of the 
measure is reduced and the alphas are much higher (see Table 3.12). Alpha for the 
omnibus MQI score, calculated based on the sub-sample of teachers used in analyses for 
this dissertation, was 0.86. 
NCTE analysis based on scores from all three years of teacher data shows raw 
inter-rater agreement percentages of 0.66-0.95 for the individual codes (see Table 3.10). 
However, Cohen’s Kappas, a measure of inter-rater reliability that corrects for the 
possibility of chance agreement, were low, ranging from 0.15-0.36. Intra-class correlation 
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coefficients (ICCs), too, indicated that there was between-raters variance for all of the 
dimensions and most of the individual codes. 
A limited amount of information is available about the reliability of the CLASS™ 
instrument; most of the published reliability/validity research about it pertains to the 
earlier-developed K-3rd-grade version of the instrument (Center for Advanced Study of 
Teaching and Learning, 2012), rather than to the Upper Elementary version used to score 
the NCTE videos. Because only one rater scored each lesson, Cohen’s Kappa for the 
CLASSTM instrument cannot be calculated from NCTE data. The ICCs indicate 
substantial between-raters variance for the Emotional Support and Classroom 
Organization dimensions, but not for the Instructional Support dimension or the Student 
Engagement single item (see Table 3.11). Segment-level alphas for the individual 
dimensions ranged from 0.63 to 0.85. Alpha for the omnibus MQI score, calculated based 
on the sub-sample of teachers used in analyses for this dissertation, was 0.92 (see Table 
3.12). 
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Table 3.10 
Inter-Rater Reliability of MQI Dimension Scores (Source: NCTE Project) 
 Raw % 
Agreement 
(segment-level) 
Cohen’
s Kappa 
ICC Cronbach’s 
Alpha 
Notes: Statistics calculated based on all three years of NCTE data; all 
videos operationally scored by at least two raters. Dimension scores 
generated as averages of all the codes within a dimension. 
    
Richness of the Mathematics  0.76 0.34 0.11 0.49 
Linking and Connections 0.70 0.31 0.14 -- 
Explanations 0.70 0.23 0.11 -- 
Multiple Procedures or Solution Methods 0.85 0.42 0.01 -- 
Developing Mathematical Generalizations 0.95 0.15 0.05 -- 
Mathematical Language 0.59 0.23 0.05 -- 
Working with Students and Mathematics 0.71 0.27 0.15 0.26 
Remediation of Student Errors and Difficulties 0.66 0.27 0.05 -- 
Responding to Student Mathematical Productions in Instruction 0.76 0.25 0.21 -- 
Errors and Imprecision 0.86 0.24 0.17 0.45 
Major Mathematical Errors 0.91 0.24 0.07 -- 
Imprecision in Language or Notation 0.80 0.25 0.13 -- 
Lack of Clarity 0.86 0.18 0.06 -- 
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Table 3.10, Cont. 
Inter-Rater Reliability of MQI Dimension Scores (Source: NCTE Project) 
Notes: Statistics calculated based on all three years of NCTE 
data; all videos operationally scored by at least two raters. 
Dimension scores generated as averages of all the codes within 
a dimension. 
Raw % Agreement 
(segment-level) 
Cohen’s Kappa ICC Cronbach’s 
Alpha 
Student Participation in Meaning-Making and Reasoning 0.74 0.29 0.26 0.56 
Students Provide Explanations 0.80 0.36 0.19 -- 
Student Mathematical Questioning and Reasoning 0.76 0.25 0.17 -- 
Enacted Task Cognitive Activation 0.67 0.24 0.19 -- 
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Table 3.11 
Inter-Rater Reliability of CLASS™ Dimension Scores (Source: NCTE Project) 
Notes: Statistics calculated based on all three 
years of NCTE data; each video was scored by a 
single rater. Dimension scores generated as 
averages of all the codes within a dimension. 
ICC Cronbach’s Alpha 
Emotional Support  0.17 0.75 
Positive Climate 0.12 -- 
Negative Climate 0.01 -- 
Teacher Sensitivity 0.02 -- 
Regard for Student Perspectives 0.04 -- 
Classroom Organization 0.20 0.63 
Behavior Management 0.05 -- 
Productivity < 0.01 -- 
Instructional Learning Formats 0.07 -- 
Instructional Support 0.08 0.85 
Content Understanding < 0.01 -- 
Analysis and Problem Solving 0.05 -- 
Quality of Feedback 0.05 -- 
Instructional Dialogue < 0.01 -- 
Student Engagement < 0.01 -- 
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Table 3.12 
Reliability for MQI and CLASS™ Teacher-Level Scores 
Dimension Cronbach’s Alpha 
(Teacher-Level, 
Calculated from 
Dissertation Sample) 
MQI: Richness of the Mathematics 0.68 
MQI: Working with Students and Mathematics 0.64 
MQI: Errors and Imprecision 0.90 
MQI: Student Participation in Meaning-Making and Reasoning 0.84 
Omnibus MQI 0.86 
CLASS™: Emotional Support 0.82 
CLASS™: Classroom Organization 0.72 
CLASS™: Instructional Support 0.91 
CLASS™: Student Engagement -- 
Omnibus CLASS™ 0.92 
  
Descriptive statistics of predictor and outcome variables. The means, standard 
deviations, and minimum and maximum values of the variables used in the hierarchical 
linear analysis are presented in Table 3.13. Principals’ responses to the three items in 
which they rated their teachers’ instructional effectiveness were negatively skewed, as 
was the composite scale (see Table 3.14).  Although all six score points were represented 
in the responses to each of the three items, only 4 teachers received ratings of 3 or lower 
on a 6-point scale for each of the three rating items. This clustering of scores at the high 
end of the scale is common when principals rate their teachers, e.g., in teacher evaluation 
data (Georgia Department of Education, 2012; Jacob & Lefgren, 2006; Tennessee 
Department of Education, 2012; Weisberg et al., 2009). Hence, although the non-
normality of the distribution of these outcome variables presents difficulties for HLM 
analysis, it likely may reflect one or more genuine phenomena affecting the distribution 
of such scores in the population. Principals may tend to be unwilling to give strongly 
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negative ratings to their teachers, even in a low-stakes research context, or simply used to 
calibrating their evaluations of instruction generously, so that they genuinely believe all 
of their teachers to be at least moderately effective instructors. It is also possible that, for 
criterion-based measures of instructional quality, the population of teachers is genuinely 
negatively skewed, because principals deliberately try to not hire or retain teachers with 
extremely poor instruction.  
 
Table 3.13 
Descriptive Statistics of Predictor and Outcome Variables 
Variable Mean Standard 
Deviation 
Standard 
Error 
Min Max 
MQI (raw) 1.6 0.09 0.01 1.42 1.98 
         (centered) 0 0.09 0.01 -0.21 0.34 
      
CLASS™ (raw) 4.81 0.36 0.03 3.51 5.78 
                 (centered) 0 0.36 0.03 -1.30 0.97 
      
VAM (raw) 0.005 0.16 0.01 -0.50 0.58 
          (re-centered) 0 0.16 0.01 -0.50 0.57 
      
Principal rating “quality of math 
instruction” 
4.53 0.99 0.08 1 6 
      
Principal rating “overall” 4.52 1.01 0.08 1 6 
      
Principal rating “ability to raise 
math scores” 
 
4.23 1.11 0.09 1 6 
Composite principal rating scale 4.43 0.97 0.7 1 6 
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Table 3.14 
Frequencies of Administrators’ Ratings of Their Teachers 
 Overall Raise Test Scores Quality of Instruction Composite 
1 2 2 1 1 
1.67 - - - 2 
2 2 8 3 1 
2.67 - - - 5 
3 17 32 21 8 
3.33 - - - 8 
3.67 - - - 14 
4 63 53 50 26 
4.33 - - - 22 
4.67 - - - 21 
5 54 54 68 27 
5.33 - - - 7 
5.67 - - - 13 
6 31 20 26 14 
Total 169 169 169 169 
 
Also of concern for linear modeling is the fact that, for each predictor-outcome 
pair (e.g., MQI score and the “quality of math instruction” rating item), the distribution of 
scores suggests possible non-linearity. There is a cluster of teachers whose principal 
rating was 5 and whose MQI scores were higher than the highest teacher who scored a 6 
on the principal rating (see Figure 3.115). This phenomenon is partly due to the fact that 
MQI scores varied more widely at the 4 and 5 score points of the principal rating scale 
than at the 6 score point.  However, it is also true that the mean MQI score was higher for 
teachers who scored 5 on the principal rating scale than for those who scored 6; a two-
tailed t-test showed that this difference was statistically significant. The same was true for 
                                                
15 The distributions for CLASS and VAM against their respective outcome items 
show a similar pattern, though less extreme than shown here for MQI. 
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CLASS™, but the difference was not statistically significant. The distribution of scores 
for VAM appeared more linear, and teachers at the 6 score point on the corresponding 
principal rating item had a statistically significantly higher mean VAM than those at the 5 
score point. 
 
Figure 3.1: Distribution of MQI scores against scores on corresponding principal rating 
item 
 
Covariates: NCTE principal survey (background section). The hierarchical 
linear models partition the variation in teachers’ principal-rating scores into variation 
between groups of teachers—in this case, teachers working for the same school and 
principal—and variation among individual teachers within each group. Certain 
covariates, representing characteristics of the school context or the principal him- or 
herself, were added to the models at the principal (school) level, to investigate whether 
they might account for some of the variation between groups, principal/school-level 
covariates were included in the models.  
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The outcome variables represented the professional judgments principals, in their 
capacity as teacher-evaluator and instructional leaders, form of teachers’ mathematics 
instruction. Therefore, the principal characteristics chosen for exploration as possible 
covariates had to do with the principals’ level of expertise in relevant areas: 
administration, teaching, mathematics as a subject area, and evaluating mathematics 
instruction. Data about these principal characteristics was drawn from the background 
section of the NCTE year-end principal survey, which was administered online to 
principals starting shortly after school ended in each district16. Single survey items were 
used to measure the demographic variables of age, years of experience as a principal, 
years of experience as a teacher, and whether the principal had a degree in mathematics, 
mathematics education, or education. Three sets of items made up scales to measure 
latent constructs: principals’ confidence in their ability to evaluate their teachers’ 
mathematics instruction (7 items); principals’ enthusiasm about mathematics (10 items); 
and principals’ self-reported expertise in mathematics instruction (5 items). (See 
Appendix B for the full instrument.) 
This survey was designed for the NCTE project by the author of this study, with 
feedback and guidance from the project team. The development process included a mini 
pilot test, in which talk-back interviews were conducted with two volunteer principals, 
asking them to articulate their thought processes as they worked through the survey; a 
                                                
16 The Qualtrics online survey system was used to deliver the survey and to store 
and download responses. Principals who did not respond electronically were given paper 
copies of the survey instead. 
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third volunteer principal took the survey online as a test of how long it might take to 
complete. The data thus collected informed the revision of the instrument. Finally, the 
instrument was reviewed by the two expert reviewers mentioned previously, and was 
revised a final time based on their feedback. This review process offers two types of 
evidence for the validity of inferences based on the results of the survey: evidence based 
on survey content, and evidence based on response processes (American Educational 
Research Association, 2006). This review and revision increased the likelihood that the 
revised set of questions would be understood by the respondents in ways similar to the 
researcher’s intent, and to evoke the desired response processes.  
The principals’ responses to the three survey scales were analyzed to determine 
the scales’ psychometric properties17. In the case of the “confidence in ability to evaluate 
math” scale, one item (“I’m not confident in my ability to distinguish between effective 
and ineffective mathematics instruction”) fit poorly with the others, such that removing it 
substantially improved the scale’s reliability (see Table 3.15). This item was the only 
negatively-phrased one, which may account for its poor fit. With this item removed, 
exploratory factor analysis18 found a two-factor structure, but with the second eigenvalue 
equal to only 1.1; when a single-factor solution was forced, the 6 remaining items each 
                                                
17 One principal was missing responses to all the items in the “confidence in 
ability to evaluate math instruction” and “enthusiasm about math” scales; for the purpose 
of analyzing the psychometric properties of the scales, group averages were used to 
impute each of these missing scores. 
18 Principal component factor estimation was used to extract the factors. 
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loaded at > 0.45. Therefore, the six-item version of the scale was deemed to represent a 
unidimensional construct and to be well-structured enough for use in analysis.   
For the “enthusiasm about math” scale, two items were removed because 
exploratory factor analysis indicated that they did not fit well into a one-factor solution; 
their removal also improved alpha slightly. As in the first scale, one of the deleted items 
was the sole negatively-phrased one (“I am not comfortable with mathematics myself”). 
It is less clear why the other (“I am interested in how students think about and learn 
mathematics”) did not fit the scale as intended; however, it was the only item that 
referred specifically to student thinking, rather than more generally to mathematics 
instruction or to mathematics as a subject area. The final, eight-item version of the scale, 
showed a two-factor structure with the second eigenvalue equal to only 1.1; all of the 
items loaded at > 0.65 when a one-factor solution was forced. 
 
Table 3.15 
Reliability of Math Background Scales 
 Number of 
Items 
(original) 
Reliability (alpha) Number of 
Items 
(revised) 
Reliability 
(alpha) 
Confidence in Ability to 
Evaluate Math 
Instruction 
7 0.63 6 0.76 
Enthusiasm About Math 10 0.82 8 0.89 
Expertise in Teaching 
Math 5 0.73 5 0.73 
 
Covariates: NCTE school and district contextual data. The school-specific 
covariates represented student body characteristics commonly found to account for 
variation in student- and teacher-level outcomes, as well as an indicator of whether the 
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school had met its goals for Adequate Yearly Progress under No Child Left Behind 
regulations, an indicator both of general student achievement level and of the amount of 
pressure the school was likely to have been under to raise student test scores (see Table 
3.16). Data about these school characteristics came from publicly-available contextual 
information about participating schools collected as part of the NCTE study. Because 
“percent minority” and “percent FRPL” were highly correlated (see Table 3.17) and 
proved highly collinear in the models—as is often the case with variables measuring 
school racial and economic demographics—they were averaged to create a composite 
“School SES” variable. Also, because almost all of the schools that met AYP were in 
District 14, this variable was discarded from analysis as being confounded with district 
membership. 
Effects-coded binary variables indicating the district in which the teacher worked 
were also included as principal/school-level covariates (see Analysis section for details). 
Because only four school districts were represented in the study, district-specific 
covariates were not considered; it would have been difficult to disambiguate the effects 
associated with such variables from the effects associated with district membership. 
Table 3.18 summarizes the data sources to be used in this study and shows which 
sources are to provide data to address each research question. Numbers such as Q1 refer 
to individual items in the survey (see Appendix B for full instrument) or questions in the 
interview protocol (see Appendix A for full instrument).  
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Table 3.16 
Descriptive Statistics for Principal-Level Covariates 
 Definition Mean Standard Deviation 
Standard 
Error 
P Math Eval Survey scale: items 10a-g, about principal’s self-efficacy in evaluating math instruction 0.00 0.42 0.03 
P Math Enthusiasm Survey scale: items 11a-j, about principal’s enthusiasm about math 0.00 0.48 0.04 
P Math Background Survey scale: items 12a-e, about principal’s math background 0.00 0.67 0.05 
P Amount Admin 
Experience 
Survey item: years of experience as principal 
or assistant principal (0, 1-4, 5-10, 15-20, 
20+) 
3.44 0.91 0.07 
P Amount Teacher 
Experience 
Survey item: years of teaching experience 
(0, 1-4, 5-10, 15-20, 20+) 3.85 1.18 0.09 
P Age Survey item: How old are you? (20-29, 30-39, 40-49, 50-59, 60-69, 70+) 3.38 0.85 0.07 
School Size Number of students enrolled 838.08 238.15 18.32 
School %Minority Percentage of students reported as non-White 75.52 21.02 1.62 
School %SPED Percentage of students reported as special ed. 11.70 4.08 0.31 
School %ELL 
Percentage of students reported as English 
Language Learners/Limited English 
Proficient 
25.00 16.89 1.30 
School %FRPL Percentage of students eligible for free or reduced-price lunch 61.05 22.16 1.70 
School Met AYP “No” if school failed to meet AYP on any criterion/category, “Yes” otherwise 0.41 0.49 0.04 
School SES Average of %FRPL and %minority 68.29 20.90 1.61 
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Table 3.17 
Correlations Among Principal-Level Covariates 
 
P 
Math 
Eval 
P Math 
Enth 
P Math 
Bknd 
P Years 
Admin 
P Years 
Teacher P Age 
School 
Size 
School % 
minority 
School 
%SPED 
School 
% ELL 
School 
% 
FRPL 
School 
Met 
AYP 
P Math Eval 1            
P Math 
Enthusiasm 0.34 1           
P Math 
Background 0.25 0.46 1          
P Years Admin -0.11 0.08 0.02 1         
P Years 
Teacher 0.30 0.12 0.29 0.07 1        
P Age 0.01 -0.16 -0.04 0.35 0.21 1       
School Size  0.02 0.13 0.18 0.22 0.31 0.16 1      
School 
%Minority -0.04 0.10 -0.05 -0.26 0.02 -0.10 -0.03 1     
School %SPED -0.05 -0.06 0.02 0.09 0.12 0.32 -0.20 0.33 1    
School %ELL -0.23 -0.10 -0.20 -0.08 0.17 0.12 0.21 0.65 0.41 1   
School %FRPL 0.07 0.03 0.09 -0.24 0.15 0.06 0.16 0.86 0.31 0.59 1  
School Met 
AYP 0.18 0.16 0.17 0.06 -0.01 -0.90 0.42 -0.29 -0.21 -0.27 -0.23 1 
School SES 0.03 -0.07 -0.14 -0.20 0.13 -0.01 -0.05 0.97 0.35 0.64 0.97 -0.37 
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Table 3.18 
Data Sources and Research Questions 
Research Question Semi-structured 
Interview 
Video-Focused 
Interview 
Principal Survey NCTE 
Teacher 
Effectiveness 
Measures 
NCTE School 
& District 
Demographic 
Data 
 NCTE 
instrument 
NCTE instrument NCTE instrument NCTE 
instruments 
Publically-
available data 
1a) What aspects of instruction do 
principals value when they observe 
mathematics instruction? 
• Q1-Q4 • (Q6, Q7)    
1b) What aspects of instruction do 
principals notice when they observe 
mathematics instruction? 
•  • Q1-Q7    
2) What is the relationship between 
the aspects of instruction principals 
value, and the aspects they notice 
when observing mathematics 
instruction? 
• Q1-Q4 • Q1-Q7   
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Table 3.18 Cont’d 
Data Sources and Research Questions 
Research Question Semi-
structured 
Interview 
Video-
Focused 
Interview 
Principal Survey NCTE Teacher 
Effectiveness 
Measures 
NCTE School & 
District 
Demographic Data 
3) How do principals’ 
assessments of the 
quality of mathematics 
instruction relate to 
other measures of 
instructional 
effectiveness, such as 
value-added models 
based on student test 
scores, and assessments 
of instructional quality 
based on classroom 
observation?  
  • Principals’ ratings of individual 
teachers, used as outcome in 
predictive models 
• Age: Survey question Q9 
• Years of experience as 
principal/asst. principal: Survey 
question Q6 
• Teaching experience: Survey 
questions Q7, Q8 
• Confidence in own ability to 
evaluate their teachers’ 
mathematics instruction: Survey 
scale Q10 
• Enthusiasm about mathematics: 
Survey scale Q11 
• Background/training in math 
instruction & evaluating math 
instruction: Survey scale Q12, 
survey scale Q13 
• (Used as possible covariates in 
predictive models) 
• Teacher MQI 
scores, used 
as predictors 
in predictive 
models 
• Teacher 
VAM 
scores, used 
as predictors 
in predictive 
models 
• Teacher 
CLASSTM 
scores, used 
as predictors 
in predictive 
models 
• School and 
district level 
demographic 
variables, 
used as 
possible 
covariates in 
predictive 
models 
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Analyses 
The study combines qualitative and quantitative methods to address the three 
research questions; Research Questions 1 and 2 were addressed through qualitative 
analysis of the interview data, while Research Question 3 was addressed through 
quantitative analysis of the principal and teacher data previously described.  
In addressing Research Questions 1 and 2, the goal was to investigate key steps of 
the thought process through which principals observe mathematics instruction, interpret 
what they see, and make evaluative judgments based on their observations. The focus of 
these research questions is on principals’ values surrounding mathematics instruction, 
and how those values are reflected in what they explicitly notice during the act of 
observing instruction.  
While the first two research questions investigate the process by which principals’ 
judgments of mathematics instruction are formed, Research Question 3 takes a different 
analytical approach to explore principals’ holistic judgments of teachers’ practice, which 
are formed over time and based on more information than classroom observations alone 
(See Figure 3.2). Many factors may influence these professional judgments that 
principals make: for example, other data sources such as student test scores, parent 
feedback, and student feedback; the principal’s conversations with the teacher; the 
principal’s own values about instruction; externally-mandated standards for instruction 
and teacher evaluation, and rubrics used for observation in the context of evaluation; and 
so forth.  Furthermore, it is possible that principals are not consciously aware of all the 
data and/or values that shape their holistic judgments of teachers’ instructional 
effectiveness. Therefore, rather than examining the details of principals’ thinking via self-
report, it starts with principals’ judgments of their teachers’ instructional effectiveness 
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and seeks to describe the construct underlying these judgments by comparing it to related, 
clearly-operationalized constructs.   
The conceptual framework in Figure 3.2: Conceptual framework of relationships 
of research question within the broader research problem illustrates how these two lines 
of inquiry are linked within the larger context of the research problem, which is about 
how principals envision high-quality mathematics instruction, how these value systems 
inform what they look for during observation and how they interpret and evaluate what 
they see, and ultimately, how they judge teachers’ practice based on the data available to 
them, as filtered through the lens of their own values and external influences. 
The rest of this section will discuss the analytical methods used to address each of 
the research questions. Because Research Questions 1 and 2 will be addressed jointly by 
the same analysis process, these questions will be discussed together.  
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Figure 3.2: Conceptual framework of relationships of research question within the 
broader research problem 
 
Research Questions 1 & 2: qualitative analysis of interview data. Research 
Questions 1 and 2 are primarily descriptive and interpretive (Maxwell, 1996), asking 
!
Judgments!of!teacher’s!instructional!quality!based!on!repeated!classroom!observations!over!time!!
Principal’s!Holistic!Judgment!of!Instructional!Quality!(RQ3)!
Process!of!making!sense!of!other!sources!of!information!about!instructional!quality!(test!scores,!professional!activities,!out!of!classroom!practices,!interpersonal!interactions,!etc.),!over!time!!
Principal’s!values!about!instruction!(general!&!subjectFspecific)!
ExternallyFimposed!values,!e.g.,!district!standards,!observation!rubrics!
Judgments!of!teacher’s!instructional!quality!based!on!nonFobservational!data,!over!time!
Process!of!observing!an!individual!lesson!and!evaluating!the!instruction!observed!(RQ1!&!RQ2)!
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about what principals noticed and valued, and about the “the meaning of these things for 
the people involved: their thoughts, feelings and intentions” (p. 59), i.e., the 
interpretations they gave to the events they noticed while watching instruction. Due to the 
nature of its research questions, the present study took a purely variable-oriented 
approach to analysis (Miles & Huberman, 1994), classifying the aspects of instruction 
principals valued and noticed into categories broad enough to summarize the data yet 
specific enough to meaningfully describe it, and then using these categories to describe 
patterns across the group of principals. 
The study used a primarily emergent design, drawing on the principles of 
grounded theory in the sense that the model—in this case, the variables representing 
aspects of instructional practice principals valued and noticed—was generated from the 
data, rather than the data examined for fit (or lack of fit) to an a priori theory (Creswell, 
2008; Seidman, 2006). These variables, or categories, were developed through detailed, 
systematic, and iterative coding of data, and collectively “capture[d] a great deal of the 
variation that characterizes the central phenomena studied during any particular research 
project” [p. 7] (Strauss, 1987). However, to implement a full grounded theory 
methodology was neither feasible given logistical constraints of a secondary data 
analysis, nor appropriate to the research questions, which focused on describing the 
categories but not developing a model of the relationships among them or a causal theory 
to explain patterns in principals’ valuing and/or noticing. 
The role of a priori theory was also greater in this study than it would be in a 
strict grounded theory approach. Even when the a study’s focus on building a new theory 
from empirical data, rather than (dis)confirming a pre-existing theory, it is neither 
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possible nor desirable to completely ignore the researcher’s knowledge and experience; 
these are the source of the researcher’s generative questions about the data and ways of 
making sense of it (Miles & Huberman, 1994; Strauss, 1987). The goal of the present 
study was to investigate the details of a process whose general structure is already 
described in the existing research literature: observation and eventual evaluation of 
mathematics instruction by a principal. Furthermore, mathematics instruction is a well-
studied field, with a wealth of existing theory to draw on concerning how to break down 
the complex endeavors of teaching and learning into aspects that can be meaningfully 
discussed. This existing body of research informed the creation of categories to describe 
what principals reported valuing and noticing. 
Therefore, the analysis started with the general “conceptual framework” (Miles & 
Huberman, 1994, p. 14) that was discussed in Chapter 2. This framework describes the 
steps of the observation process: what the observer looks for informs what he or she 
notices; the observer then interprets what was noticed, and (often) forms an evaluative 
judgment based on that interpretation. In Figure 3.3, the observer’s values about 
instruction are added to the framework; these presumably influence each step of the 
process. What is available to be noticed—that is, what actually occurs in the classroom 
during the observation—is also presumed to influence what the observer notices. Other 
factors presumably influence each of the steps of the process, e.g., principals’ values 
might be informed by background factors such as training or district standards; but being 
outside the scope of this study, these factors are omitted from the diagram.  
Research Questions 1 and 2 focus on the upstream portion of the model: what 
principals value, look for, and notice in the instruction they observe, and the link between 
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what principals notice and what they value. Although “what the observer looks for” and 
“what the observer values” are two separate steps of the observation process, in practice 
it was not feasible to cleanly disambiguate them in the interview data. Therefore, 
principals’ comments about what they usually look for when observing in the classroom 
were considered to represent statements about their values, and coded accordingly. In 
Figure 3.3, this conflation of the “value” and “look for” steps of the process is 
represented by the box enclosing them. Similarly, because principals’ descriptions of 
what they noticed usually included implicit or explicit interpretive elements, it was not 
feasible for the coding to distinguish between these two steps of the thought process. 
Furthermore, Research Question 2, in comparing what principals noticed to what they 
valued, implicitly assumes interpretation (and perhaps evaluation) on the principals’ part: 
to determine whether an event or behavior belongs to a particular category, it is necessary 
to consider what meaning the principal noticing it attached to it. Thus, all comments 
about what principals noticed, whether or not they contained interpretive elements, were 
categorized as “noticing.”  
Although the evaluation/decision-making steps of the process largely falls outside 
the scope of Research Questions 1 and 2, the analysis did touch briefly on evaluation by 
examining whether principals’ comments about particular aspects of instruction were 
positive, negative, or both; and by considering principals’ opinions about the overall 
quality of the instruction they observed in each video. The role played by what is 
available for observation was also briefly explored, via analysis of the extent to which 
principals commented on the absence, as well as the presence of phenomena in the 
videos. 
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Figure 3.3: Initial Conceptual Framework/Theory of Action of the Process of Observing 
Instruction 
 
Selection of segments and application of codes to segments. The interview 
transcripts were coded using ATLAS.ti software (version 7.5). For this analysis, all 
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segments of the interviews that pertained either to principals’ comments about the videos 
they had watched, or to discussion of their general opinions and values about 
mathematics instruction.  
For the sake of clarity and consistency, principals’ in-the-moment responses while 
watching the videos were excluded from analysis, and the analysis of Value comments 
excluded general statements principals made about their values in the context of 
commenting about a video. Thus, if a principal said, “The teacher in this video didn’t 
have the students working in small groups; that’s a red flag for me when I’m observing, 
because small groups are very important,” the comment would be coded as “Notice: 
absence of small groups (negative)” but not given a separate Value code. However, when 
principals segued from talking about a video to an extended discussion of their own 
evaluation practices or opinions of what instruction ought to look like, these sections of 
the interview were treated as belonging to the values-focused part of the interview and 
were, accordingly, given Value codes. 
Statements about what principals valued were identified by the presence of 
indications of approval or disapproval (e.g., “It was good that the teacher did…” or “I 
don’t like to see…” or “I would advise this teacher not to…”), as well as direct responses 
to questions about values, such as “what is your vision of high-quality instruction?” or 
“what weaknesses did you notice in this sample of instruction?” Statements about what 
principals noticed in the videos were identified by references to events in the videos, as 
well as general statements such as “The atmosphere in that classroom was respectful” or 
“I didn’t see her using formative assessment.” 
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Qualitative coding. An inductive, emergent coding system was used, in which 
codes were created to capture in detail the topics of interviewees’ comments pertaining to 
Values or Noticing. Several passes through the transcripts were then made to make sure 
that later-generated codes were applied appropriately to all interview transcripts, and to 
merge redundant codes when this could be done without loss of meaning.  
The individual Value codes were then aggregated into categories based on themes 
that emerged from the data. This categorization process was informed by a priori theory, 
in the form of the dimensions of the MQI and CLASSTM instruments, categories reported 
in existing research on the observation of instruction, and the researcher’s professional 
experience and knowledge of mathematics instruction. Some categories were “indigenous 
categories” (Rossman & Rallis, 2003, p.282) developed and named based on generalizing 
language used by the interviewees themselves (e.g., “Differentiated Instruction”). Others 
were “analyst-constructed categories” (Rossman & Rallis, 2003, p.283) that captured 
themes the researcher perceived in details mentioned by interviewees (e.g., “Structure 
and Support”).  
The category names represent the pedagogical behaviors that principals identified 
as positive; however, each category includes both positive and negative comments. For 
example, the “Small Groups” category represents principals’ opinion that it is desirable to 
have students working in small groups; the category includes both comments about small 
groups being good, and about whole-class instruction being bad. Some individual codes 
belonged to multiple categories; for example, the observation that “six or seven students 
articulated their strategies” belongs to both the Open-Ended/Multiple Strategies category 
and the Many Students Participate category.  
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The categorization process was iterative, with some early categories being merged 
or eliminated, and assignment of codes to categories being checked and revised several 
times throughout the process. The final codes varied in level of specificity; in some cases, 
a fairly specific topic was given its own category, either because it did not fit into any 
larger category, or because it was mentioned by a large number of principals. The final 
coding categories are described in detail in Chapter 4. 
When a satisfactory set of Value categories had been developed, these were used 
as a starting point for categorizing the individual Notice codes. During the aggregation of 
the Notice codes, a few new categories were created to capture themes that appeared 
predominantly or solely in the Notice data; in some cases, a narrow topic that had 
originally been part of a larger Value category was pulled out as a separate category due 
to the high frequency of principals’ Notice comments about it. The process of 
aggregating the Notice codes also included some back-and-forth between the Notice and 
Value code-sets, to refine the categories and make sure that the Value and Notice 
versions of a given category were defined consistently, in ways that best captured themes 
in both sets of data.  
Principals made a lot of evaluative statements when talking about what they 
noticed; indeed, the interview prompted them to do so by explicitly asking about 
strengths and weaknesses of what they had observed. Therefore, in addition to belonging 
to one or more thematic categories, each individual Notice code was coded as a positive, 
negative or ambiguous opinion. In addition, principals commented both on things they 
saw in the videos (e.g., “The teacher called the students by name.”), and on things that 
they identified as missing (e.g., “I didn’t see any anchor charts on the wall.”). Therefore, 
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each individual Notice code was also coded as referring to either the presence or the 
absence of the phenomenon in question (see the section on Research Question in Chapter 
4 1b for more detail). 
Once the categorization was finalized, a series of proofreading passes was made 
to eliminate errors in the Atlas.ti codes that generated the aggregated categories (families 
and super-families). An initial round of analysis was performed using the frequencies of 
the finalized categories. Finally came a comprehensive code-checking pass through all of 
the transcripts to correct mis-applied codes and software-generated errors, add codes that 
had been missed in the initial coding round, and to clean up errors in assignment of 
individual codes to categories. This pass also offered the opportunity to validity-check 
some of the initial conclusions that seemed particularly sensitive to decisions made 
during the coding process; a small amount of re-coding in four key categories resulted. 
Checking for robustness of coding categories/inter-rater reliability. As a check 
on the validity and inter-rater reliability of the codes, six out of the twenty-nine interview 
transcripts (20%) were double-coded by a second NCTE researcher with experience in 
qualitative coding and analysis. After the original coding was complete, this researcher 
was given the list of categories and their descriptions shown in Table 4.1 (see Chapter 4) 
as a scoring rubric, along with some general coding instructions. The transcripts she was 
to code were pre-marked to indicate which sections to code with Value codes or Notice 
codes, according to which type of code the first coder had used. She coded one transcript 
for practice while the dissertation author was present to answer questions and discuss the 
categories as necessary. She then coded the six transcripts, assigning category codes to 
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transcript sections, but without coding whether comments were positive or negative, or 
referred to the presence or absence of a phenomenon. 
The two raters agreed 81% of the time on whether a given code was present 
anywhere in the transcript of a given principal’s interview; however, agreement was only 
61% for the number of principals endorsing a given code (see Table 3.19). Inter-rater 
agreement was higher for the group of Value codes than for the Notice codes. 
 
Table 3.19 
Inter-Rater Reliability of Coding Categories 
 Value Notice Total 
Number of transcripts double-coded 6 6 6 
Number of Coding Categories 36 3819 74 
Principals x Categories 216 228 444 
Percent inter-rater agreement: 
Presence/absence of each code for each 
principal 
83% 80% 81% 
Percent inter-rater agreement: Number of 
principals endorsing each code 61% 45% 53% 
Percent inter-rater agreement: Number of 
instances of each code in each principal’s 
transcript 
67% 35% 50% 
 
                                                
19 As will be described later, the Notice categories consisted of all the Value 
categories, plus three more. One Notice category, Pedagogical was removed from the 
double-coding analysis because its definition was adjusted (removing general comments 
about teacher ability and lesson quality) after the second researcher had already finished 
the double-coding. 
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Describing the contents of the videos. In order to provide a perspective on the 
salient features of the instruction to be observed, separate from that of the interviewees, 
three NCTE researchers with experience observing mathematics lessons viewed the 
segments of videos used in this study. Each researcher was asked to record what he or she 
thought was important to notice about each of the video segments. The author of the 
dissertation also created a thorough description and timeline of the events of each video 
segment. The three researcher memos and the author’s timeline were used as references 
to determine what was available for noticing in each video, which allowed for 
comparisons of what principals noticed to what was available. This served as a check of 
whether there were any key elements of the instruction shown in the videos that were 
under-noticed by principals, as well as whether some aspects of instruction that principals 
valued were unavailable for noticing (see Chapter 4 for details).    
Analysis: Research Question 1: What aspects of instruction do principals value 
and notice when they observe mathematics instruction?  
Research Question 1 is concerned with filling in the details of the generic 
“valuing/looking for” and “noticing/interpreting” steps of conceptual framework shown 
in Figure 3.3. Research Question 1 was addressed at the aggregate level, by looking at 
trends in principals’ values and noticing, as a group. The analysis in Chapter 4 reports the 
number of principals who reported valuing each category (aspect of instruction), 
discusses which categories were most-commonly and least-commonly valued, and 
highlights themes unifying some of the most-commonly-valued categories to describe 
what this group of principals generally considered high-quality mathematics instruction 
to look like. Similarly, frequencies are reported for each Notice category, with discussion 
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of which were most-commonly and least-commonly noticed. The data are further broken 
down to show the number of principals making positive, negative, or ambiguous Notice 
comments in each category; and the number commenting on the presence or absence of 
elements belonging to each category.  
Because principals’ ability to notice, think deeply about, and engage teachers in 
discussion about their handling of the mathematics content and the students’ 
mathematical thinking is key to their effectiveness as formative evaluators and teacher 
mentors (Nelson & Sassi, 2005; Weinberg, 2011), the analysis also investigated the 
extent to which principals made mathematics-specific comments about the content of the 
lessons, student thinking, and problematic handling of the content by the teacher. Finally, 
principals’ statements about the general quality of instruction in each of the videos were 
analyzed to determine the extent to which these opinions were consistent across the 
group, and for additional insight into what principals felt constituted poor, average, or 
high-quality instruction.  
Analysis: Research Question 2: What is the relationship between the aspects of 
instruction principals value, and the aspects they notice when observing mathematics 
instruction?  
Like Research Question 1, this question was addressed at the aggregate level 
rather than the individual level: the analysis investigated the extent to which aspects of 
instruction noticed by a large proportion of the principals in the group corresponded to 
values commonly held within the group. In order to address this research question, the 
Value categories were rank-ordered by the number of principals who endorsed each 
category; the Notice categories were similarly rank-ordered. The proportion of the group 
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that valued a given category was used as a benchmark to divide the categories into 
“commonly valued,” “intermediate” and “rarely valued” groups. The same was done for 
the Notice categories. The analysis in chapter 4 discusses which categories (i.e., aspects 
of instruction) were both commonly-valued and commonly-noticed, and which showed 
large discrepancies between the number/proportion of principals valuing and noticing the 
category. 
 Research Question 3: predictive modeling using hierarchical linear models. 
Research Question 3: How do principals’ assessments of the quality of 
mathematics instruction relate to other measures of instructional effectiveness, such as 
value-added models based on student test scores, and assessments of instructional quality 
based on classroom observation?  
Mapping the construct underlying principals’ judgments of teachers’ 
instructional effectiveness. Instructional quality is a complex construct, which can be 
operationalized in numerous ways. In order to make inferences about the construct(s) 
underlying principals’ judgments, teachers’ scores on the three measures of instructional 
effectiveness described in the Instruments section were compared to the corresponding 
ratings given to the teachers by their principals. These relationships were quantified using 
a set of hierarchical linear models, which accounted for the fact that the teachers in the 
sample were clustered within principals (i.e., within schools). In these models, principals’ 
ratings were the outcome variables, predicted by teachers’ scores on the corresponding 
teacher effectiveness measures. 
As discussed in Chapter 2, the models of teacher evaluation currently being 
implemented by many states and districts combine the use of two primary data sources: 
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classroom observation and student-test-score-based measures. The predictors used in this 
study exemplify these two, sometimes conflicting, ways of conceptualizing instructional 
effectiveness: the MQI and CLASS™ observational rubrics, on the one hand, and on the 
other hand, the value-added scores. 
Classroom observations focus on the instruction itself: high-quality instruction is 
defined as that which meets pre-defined criteria believed to enhance student learning. 
There are many ways to define and operationalize “high-quality instruction,” as can be 
seen by the variety of evaluation standards and observational protocols adopted by states 
and districts. The MQI and CLASS™ instruments are two specific operationalizations; 
each uses scoring criteria that were developed based on the research literature about 
aspects of instruction that are associated with learning outcomes. The two instruments are 
intended to measure two different aspects of “high quality instruction.” The MQI 
instrument looks deeply at how teacher and students interact with mathematics content in 
particular; it does not measure other aspects of instruction, such as teacher-student 
relationships or classroom organization. The CLASS™ instrument covers a broader range 
of instructional elements, but does not focus as deeply on content, and is not 
mathematics-specific. Therefore, one might imagine that together, the constructs 
underlying MQI and CLASS™ might comprise a “high quality mathematics instruction” 
construct. 
By contrast, value-added models based on standardized test scores focus on 
student outcomes as the metric for assessing the quality of instruction. However, they, 
too, are intended to measure a “high quality instruction” construct, in the sense that the 
assumption underlying VAM is that whatever “high quality instruction” looks like, it 
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should produce higher test-score gains than low-quality instruction. The value-added 
model used in this study is a specific operationalization of this version of the “high 
quality mathematics instruction” construct, based on a particular set of standardized 
mathematics tests and a particular statistical model. 
Therefore, although VAM assesses the outcomes of instruction while MQI and 
CLASS™ assess the process, VAM scores should, in theory, be closely related to 
observation-based scores. In practice, however, this seldom turns out to be true; prior 
research has tended to show moderate correlations between these two types of measures 
(Bell et al., 2012; Hill, Kapitula, & Umland, 2011; Kane & Staiger, 2012; Schacter & 
Thum, 2004). In the NCTE dataset, pairwise correlations among MQI, CLASS™ and 
VAM scores were modest (see Table 3.20), indicating that the three measures 
operationalize distinct, though related, underlying constructs. 
 
Table 3.20 
Correlations Among Predictor and Outcome Variables 
 Survey Item #4 
Survey 
Item #1 
Survey 
Item #2 MQI CLASS™ VAM 
Survey Item #4 (quality of math 
instruction) 1.00      
Survey Item #1 (overall) 0.84 1.00     
Survey Item #2 (raise math scores) 0.79 0.77 1.00    
MQI 0.16 0.19 0.03 1.00   
CLASS™ 0.27 0.36 0.28 0.26 1.00  
VAM 0.38 0.28 0.37 0.19 0.23 1.00 
 
These three aspects of instructional effectiveness seem likely to be salient to 
principals.  Under the current generation of teacher-evaluation systems, many principals 
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are required to take into account both a teacher’s ability to raise student test scores and 
the quality of the teacher’s instruction as observed during classroom visits (Doherty & 
Jacobs, 2013; Herlihy et al., 2014). It also seems logical that principals would consider 
both subject-specific and non-subject-specific aspects of instruction. Little is known 
about the role each of these aspects of instructional effectiveness plays in modern 
principals’ professional judgments about their teachers, though there is evidence to 
suggest that principals consciously rely more on observational data or test-score data 
depending on the specific evaluation-related task at hand (Jiang, Sporte, & Luppescu, 
2015). Therefore, the present study uses research-based instruments representing clearly-
defined operationalizations of each of these three constructs to begin the task of mapping 
the construct underlying principals’ judgments of “high-quality mathematics instruction.” 
Although teachers’ MQI, CLASS™ and VAM scores were only moderately 
correlated, their scores on the three principal rating items were strongly correlated (see 
Table 3.20). Indeed, as has already been shown, the principal rating items were closely 
enough related to form a unidimensional scale. (These results echo those of Harris & Sass 
(2009), who found a correlation of 0.7 between the “overall” and “raising student 
mathematics test scores” ratings principals gave their teachers.) Thus, it seems that in 
responding to these three survey items, principals were assessing three aspects of a 
single, broader “instructional effectiveness in mathematics” construct. It is this construct 
that the Research Question 3 analysis aims to describe. 
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Figure 3.4: Aspects of a Broader “Instructional Effectiveness” Construct 
 
However, the pairwise correlations among the three rating items and the three 
instructional effectiveness measures indicated that principals did not treat the three rating 
items as completely interchangeable. VAM score was more strongly correlated with the 
two math-specific rating items than it was with the “overall” rating with VAM, and its 
correlation with each of the math-specific rating items was nearly identical.  Similarly, 
CLASS™ score was more strongly correlated with the “overall” rating than with either of 
the math-specific ratings, and its correlation with each of the latter was nearly identical. 
This implies that in responding to the rating items, principals were—consciously or 
unconsciously—making some distinction between math-specific instructional quality and 
more general instructional quality.  Furthermore, MQI score bore little relationship to the 
!!!
!! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
Quality!of!math!instruction!!
“Overall”!rating!
Ability!to!raise!student!math!test!scores!!
!
Principals’+
Concept+of+High4
Quality+
Instruction+!!
  126 
test-score-related rating item, but was moderately correlated with each of the two items 
that do not mention test scores, and these two correlations were similar in size. This 
implies that principals thought about instructional quality somewhat differently when 
asked about teachers’ effect on student test scores than when the question was not 
phrased in terms of test scores.  
Therefore, although the three rating items appear to represent aspects of a broader 
“instructional effectiveness in mathematics” category, it is also instructive to examine the 
relationship of each item with its corresponding instructional effectiveness measure. To 
this end, four separate hierarchical linear models were created. Models A-C each 
addressed a different aspect of the principals’ “instructional effectiveness in 
mathematics” construct, comparing each individual rating item to its corresponding 
observation- or student-test-score-based measure. Model A used teachers’ Mathematical 
Quality of Instruction (MQI) observational scores to predict the ratings given by 
principals of the quality of the teachers’ math instruction. Model B used teachers’ value-
added scores to predict principals’ ratings of the teachers’ effectiveness at raising math 
achievement). Model C used teachers’ Classroom Assessment Scoring System 
(CLASSTM) observational scores to predict the “overall” ratings given by principals to 
their teachers. 
These models were used to answer several questions. First, the strength of the 
predictor-outcome relationship, as measured by the main effect coefficient and the 
proportion of teacher-level variance accounted for in the final model, indicated the extent 
to which the construct underlying the principal rating was similar to that operationalized 
by the corresponding instructional effectiveness measure. Second, if substantial between-
  127 
principals variation were found, that would indicate that the relationship between the two 
constructs varied systematically from one principal to the next. Finally, school district 
and other principal-level covariates were included in the models, to investigate what 
factors might help to account for any systematic between-principals variation. 
The fourth model used the composite principal rating scale as its outcome 
measure, and included all three of the instructional effectiveness measures as predictors. 
The purpose of this model was to quantify the extent to which the construct underlying 
the rating scale could be described by the three aspects of instructional effectiveness 
operationalized by the observation- and test-score based measures, and the relative 
strength of the unique contribution of each aspect. Because MQI, CLASS™ and VAM 
scores were moderately correlated, one might expect the hierarchical linear model to 
show some overlap in the variance components accounted for by each measure, but also 
some unique variance accounted for each measure over and above the shared portion. The 
relative sizes of these unique contributions would be one indicator of the relative 
strengths of the three relationships: that is, how much of the principals’ “instructional 
effectiveness in mathematics” construct overlaps with each of the aspects of instructional 
effectiveness operationalized by the other measures. If a sizable proportion of variance in 
principal ratings were left unaccounted-for, that would indicate that the underlying 
construct includes additional aspects of instruction.  Like Models A-C, Model D also 
indicated the extent to which each relationship varied across principals, and the extent to 
which this variation could be accounted for by school district membership and other 
principal-level covariates. 
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Table 3.21 summarizes the predictors and outcome variables used in the four 
models. The model building process and the specifications of the final models will be 
described in detail in Chapter 4. 
 
 
Figure 3.5: Mapping the “Instructional Effectiveness” Construct Underlying The 
Composite Principal Rating Scale 
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Table 3.21 
Predictors and Outcome Variables for Hierarchical Linear Models 
Model Construct Primary Predictor 
(Teacher Effectiveness 
Measure) 
Outcome Variable (Principal-
Rating Score) 
A Quality of mathematics 
instruction 
MQI Survey Item #4 (single item 
measure) 
B Effectiveness at raising 
student math scores 
VAM Survey Item #2 (single item 
measure) 
C Non-content-specific 
quality of instruction 
CLASS™ Survey Item #1 (single item 
measure) 
D Overall instructional 
effectiveness 
MQI, CLASS™, VAM Composite Scale (combines 
survey items #1, #2, and #4)20 
 
Interaction terms. Because Model D included three primary predictors, a term for 
the interaction between each pair of predictors was considered for inclusion in Model D, 
for completeness of model specification. Interaction terms with nonsignificant 
coefficients were excluded from the final model. Due to the limited statistical power 
(discussed later in this chapter) and the complexity of Model D, the interaction terms 
were modeled as fixed effects. 
District effects. Schools—and therefore, principals—were clustered within school 
districts in the sample. To test whether outcome and predictor scores varied sufficiently 
across districts to warrant including district effects in the models, a three-level 
unconditional hierarchical linear model was constructed for each of these variables in 
turn. The level-3 ICC indicated the proportion of the total variance that was between 
districts. For the “overall” and “quality of math instruction” principal ratings, these ICCs 
were modest: only 4% of the available variance was at the district level (see Table 3.22). 
                                                
20 See Appendix B for text of principal rating survey items. 
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For the “raise test scores” rating, the between-districts variance represented 18% of the 
total; for the composite scale used as the outcome variable in model D, between-districts 
variance represented 7% of the total. Of the predictor variables, the MQI and CLASS™ 
measures used in Models A and B showed substantial proportions of between-districts 
variance (see Table 3.23). For the VAM predictor used in Model C, only 1% of the 
variance was at the district level—as was to be expected, given that the value-added 
model itself included school district fixed effects to account for the nesting.  
Thus, for each model, either the predictor or the outcome variable showed enough 
variability across districts to warrant the investigation of district effects. However, there 
were only four school districts represented in the sample, and the sample size was also 
too small to support a three level model with teachers nested within principals nested 
within districts. Instead, district was treated as a fixed effect and represented by indicator 
variables at the second (principal) level of the 2-level model. 
 
Table 3.22 
Proportion of Outcome-Variable Variance Between Districts in 3-Level Unconditional 
Model 
Outcome Variable (principal rating item) District-Level 
Variance 
Component  
District-Level 
ICC 
“Quality of math instruction” (Model A) 0.04 0.04 
“Overall” (Model B) 0.04 0.04 
“Ability to raise student math scores” (Model 
C) 
0.22 0.18 
Composite rating (Model D) 0.07 0.08 
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Table 3.23 
Proportion of Predictor-Variable Variance Between Districts in 3-Level Unconditional 
Model 
Predictor Variable  District-Level 
Variance 
Component  
District-Level 
ICC 
Principal-Level 
Variance 
Component 
Principal-
Level ICC 
MQI (Model A, D) 0.002 0.25 0.0005 0.31 
CLASS™ (Model B, D) 0.05 0.31 0.002 0.33 
VAM (Model C, D) 0.0003 0.01 0.026 0.08 
 
The district indicator variables were created using weighted effects coding, so that 
the coefficient of each variable represents the difference between that district’s mean and 
the weighted grand mean, i.e., a weighted average that adjusts for the different number of 
principals in each district. District 11 served as the base group, not appearing explicitly in 
the model but accounted for by the coding of the indicators for the other three districts.  
Because school district was a level-2 variable, cross-level interaction terms 
between the district indicators and the level-1 predictor in each model were considered to 
make sure the models were correctly specified. These sets of interaction terms were only 
added to models that showed random variation in the slope of the predictor, and were 
removed if they did not significantly improve model fit. 
Substantive interpretation of district effects was not a goal of this analysis. 
Therefore, in Chapter 4’s presentation of results, the district effects and cross-level 
interactions will not be discussed beyond the reason for their inclusion or exclusion from 
a given model, and their overall effect on the variance accounted for by the model.  
Other covariates. Because the research problem concerns principals as evaluators 
of instruction, the covariates that were considered for inclusion in the models were 
principal/school-level variables, representing characteristics of principals and their 
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contexts that might account for variation in the relationship between the ratings principals 
gave their teachers and teacher effectiveness as measured by the other instruments. These 
level-2 covariates included the district indicators and other contextual variables, as 
described in the Instruments section.  
Centering predictors. All of the predictors and covariates used in the hierarchical 
linear models, except for the binary district indicators, were grand-mean-centered, in 
order to facilitate model estimation and to give meaning to the intercepts, given that 
neither the CLASS, MQI, nor principal rating measures have a defined 0 score. For ease 
of substantive interpretation, neither the predictors nor the outcome variables were 
standardized; each variable is expressed in its original units, i.e., a 6-point scale for 
principal ratings, a 3-point scale for MQI, a 7-point scale for CLASS, and a standardized 
score with a mean of 0 and standard deviation of 1 for value-added score. 
Model assumptions: covariance structure. In the absence of any theory 
suggesting a particular variance/covariance structure, all models used in the analyses 
addressing Research Question 3 were estimated using without constraints on the 
covariances (i.e., unstructured).  
Robust standard errors. To compensate for possible heteroscedasticity in the 
error terms of the hierarchical linear models, robust standard errors were used to calculate 
significance levels for the coefficients of the fixed effects.  
Model estimation method. Due to the modest sample size, Restricted Maximum 
Likelihood (REML) estimation was used to estimate model parameters and variance 
components. Although some authors suggest that both ML and REML estimation are 
suspect for small sample sizes (Dedrick et al., 2009), REML estimation is often 
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considered more appropriate than full Maximum Likelihood estimation for small 
samples, because it corrects for the number of parameters being estimated (Bickel, 2007; 
Raudenbush & Bryk, 2002). ML estimation does not, which leads to its estimates being 
biased downwards in situations where the sample size is small and the number of 
parameters estimated is large; this, in turn, shrinks confidence intervals, leading to overly 
generous results on hypothesis tests (Bickel, 2007; Raudenbush & Bryk, 2002).  
Model fit comparisons. In the interests of parsimony, interaction terms and 
random variance components were retained only when they significantly improve model 
fit (See Chapter 4 for further details). However, the standard log-likelihood-based 
information criteria for comparing model fit (deviance-difference, AIC and BIC) assume 
Maximum Likelihood estimation rather than REML (Bickel, 2007). Therefore, to inform 
decisions about what parameters to retain in the final versions of models A-D, each set of 
models was re-run in ML, and the deviance-difference statistics and information criteria 
of the ML versions were used to make comparisons of model fit (as recommended by 
Bickel, (2007)). The same statistics calculated from the REML models are also presented 
to give a sense of the extent to which the estimation method leads to different values.  
Software. The HLM software application (version 7) was used to estimate 
hierarchical linear models in the following analysis. However, model fit 
statistics/information criteria and deviance-difference tests (lrtests) were calculated in 
Stata (version 12), which allowed for the calculation of AIC and BIC information 
statistics, unlike HLM.  
Statistical power. Given the limited size of the NCTE sample, these analyses had 
only enough statistical power to detect fairly strong relationships. An initial power 
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analysis indicated that a 2-level model with teachers clustered within principals/schools 
would be able to detect a minimum effect size (delta) between 0.4 and 0.6 (depending on 
the size of various unknown quantities, such as the intra-class correlation coefficients and 
proportion of variance accounted for by principal-level covariates) with 0.8 power21 at 
the 0.05 significance level. However, a somewhat smaller effect size, though not meeting 
the significance criterion, would at least be suggestive of a relationship between 
principal’s teacher rating and the other measures of instructional effectiveness. 
Furthermore, current standards for reporting quantitative results recommend 
consideration of both effect size and estimate uncertainty, rather than relying on 
statistical significance as an all-or-nothing way to report the presence of an effect 
(American Educational Research Association, 2006). Finally, the focus of the research 
question, and therefore the analysis, is primarily on the proportion of variance explained, 
rather than on the magnitude of coefficients. 
Chapter 4 presents the results of the analyses, addressing each of the research 
questions in turn.  
  
                                                
21 These rough effect size calculations were done using Optimal Design software, 
with some approximations such as equal numbers of cases within each cluster. These 
calculations do not take measurement error, i.e. instrument reliability, into account. 
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Chapter 4. Results  
This chapter reports the results of the analyses addressing each of the research 
questions in turn. First are presented the results of the qualitative analyses relating to the 
two parts of Research Question 1: what principals valued about mathematics instruction, 
and what principals noticed when observing video-recorded samples of instruction. Next, 
the findings related to Research Question 2 are presented, in which the correspondence 
between what principals valued and noticed is explored. The final section of this chapter 
presents the quantitative analyses addressing Research Question 3. 
Research Question 1a: What Aspects of Instruction Do Principals Value When They 
Observe Mathematics Instruction? 
What principals valued: visions of high-quality mathematics instruction.  
Individually and collectively, the administrators valued a wide range of aspects of 
instructional practice. Table 4.1 presents the major themes they discussed and describes 
the aspects of instruction that belong to each of the categories used in the following 
analysis (for completeness, category elements that describe Notice data only are included, 
in italics). Note that a principal was counted as valuing/noticing a category if (s)he 
mentioned any element belonging to it.  
Of the most popular categories, valued by two-thirds or more of the principals, 
five concerned how teacher and students should engage with the content: Understanding 
and Responding to Student Mathematical Thinking, Structure & Support, Purposeful 
Lesson Design, Open-Ended Instruction/Multiple Ways to Solve Problems, and Student 
Higher-Order Thinking. The other four were about non-content-specific pedagogical 
techniques: Differentiated Instruction, Formative Assessment, Small Group Work, and 
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Student Engagement (meaning, students on-task/paying attention, actively working, and 
volunteering to participate, as well as actions teachers took to engage students). 
Slightly less commonly valued, but still endorsed by more than half the principals, 
were three categories concerning how students engage with the mathematical content and 
their opportunities to do so. These were: Student-Driven Instruction, in which the teacher 
acts as facilitator rather than providing direct instruction; Student Mathematical 
Discourse, e.g., students explaining their thinking or asking “why” questions; Student 
Collaboration, meaning students talking with each other about the mathematics or 
working together.  Four other categories valued by a majority of principals had to do with 
instructional choices about how content is presented to students: Instruction for 
Conceptual Understanding; the level of Depth, Rigor, & Challenge of the lesson content; 
the use of Manipulatives and Hands-On Activities; and the role of the Lesson Objective.  
The teacher’s content knowledge and the accuracy of the content presented to 
students were also explicitly mentioned as important by almost two-thirds of the 
principals. Additionally, about a third of the principals valued teachers’ Pedagogical 
Understanding: the idea that content knowledge alone is not enough and that a teacher 
must also know how to teach content to students, be able to recognize when something 
goes wrong and adapt to it, to understand the content in ways that go deeper than merely 
following lesson objectives or textbook content, and to reflect on and learn through his or 
her own instructional practice. The majority of principals also explicitly valued evidence 
of Student Learning and Understanding—for its own sake, as the ultimate goal of 
education, and/or as an indicator of good instruction (e.g., some viewed student confusion 
as evidence that the teacher was doing something wrong). 
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Taken together, this set of commonly-held values suggests a vision of high-
quality mathematics instruction predominantly aligned with the genre of “reform” 
pedagogy articulated in the NCTM Standards (National Council of Teachers of 
Mathematics, 1989, 2000) and partially echoed in the Common Core State Standards for 
Mathematics (although the CCSSM do not directly address pedagogy, they do 
recommend that instruction should foster conceptual understanding and offer 
opportunities for student reasoning and discourse). Further supporting this theme, 
although few principals used the terms “reform” or “Common Core” to refer to the style 
of instruction they favored, about a third made general comments expressing disapproval 
of “traditional” instruction (without specifying exactly what they meant by “traditional”), 
or of over-reliance on “worksheets.” Worksheets were sometimes used as a nonspecific 
symbol of undesirable pedagogy, and sometimes were contrasted with a variety of 
pedagogical elements that principals valued: real-world connections/application, hands-
on activities, manipulatives, meaningful work (rather than busy work), higher-level or 
critical thinking, purposeful lesson design. Such comments were categorized as Not 
Traditional Instruction. For example: 
We’re kind of having to start over [at my school], so it’s. . .all your other stuff, but at 
the same time we have to build that critical thinking, ‘cause that’s huge with the 21st 
century skills. . . .where they have to evaluate, basically synthesize information, apply 
it and really collaborate and be able to be evidence based. . . . It’s gonna force 
everybody to change the way that instruction, because in all actuality there’s probably 
a lot of worksheets still happening, and that’s a conversation that I have down for our 
preplanning is setting the stage for us to really think. . .if we just make a pact that we 
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would reduce some of those drills skill kind of things because Common Core is not 
asking for drill and skill.  You’ve only done half of your job by teaching the 
curriculum.  Now you really have to do the other half, which is the most critical half, 
of applying their knowledge. [Principal 49, District 4] 
However, the commonly-endorsed Structure & Support category suggests a 
second strand to the principals’ vision of high-quality instruction: the idea that students—
particularly those who “struggle”—need support in order to learn successfully, and that 
the teacher’s role is to provide this support and make sure each student meets the lesson 
objectives. The sorts of support principals wanted to see teachers provide ranged in how 
directive they were, from offering students multiple opportunities to engage with the 
same content, using a variety of representations or modes of expression; to making sure 
the content, materials and examples were appropriate for the students; to giving students 
opportunities to practice skills and procedures and providing reference materials for them 
to use; to the use of strategic amounts of direct instruction in the form of introductory 
“mini-lessons” and small-group “guided practice”; to the teacher “modeling” and 
“scaffolding” how to do tasks for the students. While such forms of support are not 
necessarily incompatible with student-centered instruction or high-cognitive-demand 
student engagement with content, they can also be indicators of a more teacher-driven, 
lower-cognitive-demand style of instruction. 
Some of the other frequently-endorsed categories valued by principals could be 
interpreted as oriented towards either style of instruction, or both. For example, in the 
Lesson Objective category, principals said they wanted teachers to know and focus on the 
lesson objective, for them to state it to the students, and for the students to understand the 
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purpose of what they’re doing in class. Their comments were generally not specific 
enough to indicate whether they thought about these desired behaviors in terms of how 
they could support student-driven, high-cognitive-demand learning, or in a more narrow, 
prescriptive, perhaps test-oriented way.  
Similarly, formative assessment, differentiated instruction, and small group 
instruction are practices intended to address individual students’ needs so that everyone 
can learn, but which can be interpreted and implemented in a variety of ways—and it was 
not always clear which version principals had in mind. For example, when principals 
spoke about differentiated instruction, they often meant breaking students into 
homogenous small groups according to their “levels.” Indeed, for many principals, 
formative assessment, differentiated instruction, and small groups were part of a unified 
pedagogical system in which formative assessment was used to guide differentiated 
instruction, via breaking students into small groups based on who was struggling with a 
particular concept. However, principals also saw the small-group format as a means to 
foster student collaboration, to encourage students to actively engage with the 
mathematics, or to serve all three goals simultaneously. 
Although there is arguably tension between the larger themes of student-centered 
and support-and-structure, many principals seemed to view them as compatible, 
reflecting an idea commonly endorsed in mathematics education discourse of the 2000s. 
Furthermore, slightly more than half of principals explicitly expressed mixed feelings 
about Standards-based-reform-style pedagogy, or explicitly valued balance between it 
and “traditional” pedagogy. For example, some felt that it was important for instruction 
to focus on both inquiry and conceptual learning on the one hand, and learning 
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algorithms and getting correct answers on the other; or that even in a student-centered 
classroom in which much of the work is done in small groups, a small amount of direct 
instruction to the whole group could play an important role.  These comments were 
categorized as Balance of Reform & Traditional Instruction. 
Many principals seemed to view the various aspects of instruction they valued as 
parts of a unified vision of high quality instruction in which students engage with the 
mathematics in an exploratory, cognitively demanding way, and the teacher’s role is, on 
the one hand, to structure the lesson and facilitate students’ mathematical thinking, and, 
on the other hand, to provide various forms of support, to attend to individual students’ 
needs, and to make sure that all students are engaged and learning the content. For 
example: 
[Good math instruction] would be the all three parts.  So it would have something to 
do with manipulatives and modeling the pieces.  It would have to do with learning an 
algorithm and the pencil and paper piece so kids know what it looks like when they 
have to take an assessment, how do you transfer that knowledge.  And then a good 
link to a real-world experience of how it’s used.  As well as it being based on what 
the objectives are, what the assessment piece is going to be and then differentiating it 
for all the learners in the classroom. . .I think gone are the days that you could be the 
sage on the stage. . .that whole-class delivery just really doesn’t work.  So it needs to 
be broken down at least into about three different levels within the classroom, um, 
with kids having lots of opportunities to discuss the math.  And we see that [in my 
school].  We’ve got kids with some real challenges in language and even challenge in, 
challenges in talking nicely to one another. But when it’s set up right, they do a really 
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good job.  So, a lot of inquiry based and. . . .some solving of a problem that they’re 
using math to be able to solve that issue or problem.  [Principal 51, District 3] 
Finally, between one-third and one-half of principals valued a Positive Culture 
about Mathematics in the classroom (e.g., one in which students feel safe taking risks and 
are encouraged to enjoy mathematics and feel capable of doing it), Reading/Writing 
About Math (e.g., the use of math journals), use of Real-World Examples and Word 
Problems, Clarity and Organization of instruction, and Use of Mathematical Vocabulary 
by teachers and students.
  142 
Table 4.1 
Aspects of Mathematics Instruction That Principals Valued  
General 
Category 
Code Description of Category (text in italics represents elements noticed by principals 
that do not appear in any of the value-statements) 
Number of 
Principals Who 
Valued this 
Category (N = 29) 
  
Classroom 
Culture & 
Management 
Student 
Engagement 
Students are engaged; Students volunteer; Teacher engages students; teacher 
strategies for engaging students; teacher motivates students; teacher 
checks/knows when students are/are not engaged. 
22  
Student Behavior 
(other than 
engagement) 
Student misbehavior (other than not being on-task/engaged/paying attention), 
interruptions and disruptions to instruction. 1  
Classroom 
Management Teacher classroom management strategies, established classroom routines. 4  
Positive Culture 
About Math 
Environment where students are comfortable sharing thinking, taking risks, and 
making mistakes; respectful, non-judgmental environment (both teacher and 
students); building students’ confidence and enthusiasm for math and learning; 
teacher values students’ viewpoints.  
11  
Emotional 
Environment 
Teacher and student enthusiasm (non-math-specific); congenial, respectful 
teacher/student relationships; students feel comfortable (non-math-specific). 6  
General 
Pedagogy  
(pedagogy 
relating to 
aspects of 
instruction 
other than the 
handling of 
content)  
Differentiated 
Instruction 
Differentiated instruction; supporting struggling students; supporting middle-
ability students; extensions/advanced work for students who understand; 
homogenous/ability grouping; flexible grouping; teacher knows how to help each 
individual student. 
22  
Formative 
Assessment 
Formative assessment; teacher checking for student understanding; students 
demonstrating what they learned; instruction based on formative assessment; 
homework used as formative assessment; pre- and post-tests; this category also 
includes vague/general comments about “assessment.” 
22  
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Table 4.1, Cont. 
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
  
General Pedagogy  
(pedagogy relating 
to aspects of 
instruction other 
than the handling 
of content) 
Small Group Work 
Small group or partner work; small group instruction; heterogeneous, 
homogeneous or “flexible” small groups; whole group intro followed by 
(possibly differentiated) small groups; direct instruction/“mini-lesson” 
followed by guided practice and independent practice; not too much 
whole-group instruction; “Guided Math”/”guided small groups”/”guided 
practice”; “Balanced Math”; use of “centers.” Also includes comments 
about efficient or productive use of whole-group time, in the context that 
this should be minimal. 
21  
Many Students 
Participate 
Students of all abilities participate; how many/which students were called 
on to speak or share work. 1  
Use of Wait Time Teacher uses “wait time” (i.e. pauses to let students think before calling on someone and/or moving on to a new volunteer). 1  
 Use of Technology in the Classroom 
Use of “technology”; (the only technologies actually noticed were 
overhead projectors, ELMOs and SMART boards). 2  
 Seating Arrangements & Movement  
Teacher circulates to see what’s going on; how students are seated relative 
to the board and each other; where teacher is and whether she moves 
during instruction; whether students move during instruction.. 
2  
 Students Coming to the Board 
Whether/how many students physically come to board/OH to share their 
work or otherwise participate mathematically. 0  
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Table 4.1, Cont. 
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
  
Teacher 
Pedagogical 
Understanding/ 
Teacher 
interacting with 
Content and 
Students 
Teacher Content 
Knowledge/Accuracy 
Teacher knows content and presents it accurately/without errors; teacher 
doesn’t struggle with content; teacher’s mathematical notation is precise; 
teacher doesn’t endorse/let stand student errors or let students go home with 
a misconception; teacher is comfortable with the math content. 
19  
Pedagogical 
Understanding 
Content knowledge is not enough, teacher also needs to be able to teach it to 
students; not just shallowly following the textbook; understanding lesson 
objective more deeply than a description of activities; teacher corrects and 
adapts when something goes wrong; teacher is creative and not afraid to try 
something different; teacher learns through teaching and reflects on own 
practice; teacher increases own content knowledge. 
11  
Understanding and 
Responding to Student 
Mathematical 
Thinking 
Teacher gathers information about student thinking/understanding, e.g., by 
asking questions to elicit student thinking, or by circulating to see how 
students are doing as they work. Teacher listens to and understands students’ 
thinking and misconceptions, is aware what’s happening with the students, 
and knows what students understand and what their strengths and 
weaknesses are.  Teacher  responds appropriately to student mathematical 
ideas and misconceptions, including deliberately letting a mistake pass until 
students self-correct or building on student misconceptions or strategies.  
24  
Purposeful Lesson 
Design 
Teacher is thinking ahead; lesson has clear intro, purposeful beginning and 
ending; lesson closure; teacher sets stage/gives background info; 
purposeful/relevant activities and homework; activities that systematically 
lead from one concept to another; moving from concrete to abstract; clear 
flow from one point to the next; lesson is focused; teacher focuses student 
talk; implementing curriculum with fidelity; not making textbook central to 
instruction; all teachers in school teaching in unified way; appropriate 
materials and examples; Teacher makes connections to prior learning, from 
one lesson to the next, and among skills and topics.  
21  
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Table 4.1, Cont.  
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
  
Teacher 
Pedagogical 
Understanding/ 
Teacher 
interacting with 
Content and 
Students 
Lesson Objective 
Lesson objective explicitly stated and/or posted; lesson matches/driven by 
objective; teacher knows objective and focuses on it; objective is met; 
students know the lesson objective, can explain what they’re learning and 
why. 
17  
Clarity & Organization 
Teacher introduces/presents/explains content clearly; teacher is prepared; 
lesson is planned; lesson is organized; teacher gives clear instructions; 
teacher sets the stage for what is to be learned; teacher uses appropriate 
examples. 
12  
Pacing 
Pacing of lesson; getting through the necessary content; following the 
scope & sequence /curriculum; teaching what’s on the test; how 
quickly/slowly instruction moved/content was covered within an activity; 
whether time was used efficiently or wasted.  
9  
Structure & Support  
Teacher “scaffolding” or “modeling” how to do tasks; teacher making sure 
students are prepared to do independent activities; some teacher lecture as 
intro/”mini-lesson”; “guided practice”/”guided small groups”; teacher 
coming up with ideas that students don’t mention; teacher setting the 
stage/giving background info; review (ongoing or at end of lesson); 
Calendar Math; practice with skills or algorithms; anchor charts/reference 
materials available; students using reference materials/notes; students 
understand what they’re doing; focus on individual students; making sure 
all students meet the lesson objective; not assuming students know things; 
multiple exposure to the same concept, in different ways; various modes of 
expression/modalities/representations; use of visuals; appropriate materials 
and examples; level-appropriate instruction and content; teacher explains 
sufficiently so that students understand the content/task at hand. 
25  
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Table 4.1, Cont.  
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
  
Content-Related 
Pedagogy 
(pedagogy relating 
to how the content 
is handled) 
Not Traditional 
Pedagogy Not “traditional pedagogy” (general comments); “not just worksheets.” 10  
Balance of Reform & 
Traditional Pedagogy 
Need for balance of “traditional” and “reform” pedagogy; need for balance 
of conceptual/exploratory learning and focus on procedures/getting correct 
answers; validity of multiple teaching styles; some teacher 
lecture/explanation necessary; ambivalence about manipulatives and 
representations; homogenous/ability grouping. 
16  
Student-Driven 
Instruction 
Student-centered instruction rather than teacher-directed; teacher is 
facilitator; content comes from students, lesson is driven by what students 
say; students actively working, doing the bulk of the heavy lifting; students 
engage with math concepts; not too much teacher talk; students don’t just 
solve problems/answer questions. 
17  
Open-ended/multiple 
ways to solve problems 
Inquiry-based instruction; open-ended/open response instruction; students 
using multiple strategies to solve problems; valuing the idea that there isn’t 
just one right way to solve a problem; student creativity. 
20  
Conceptual 
Understanding 
Conceptual instruction/learning/understanding; not just rote memorization 
or procedural instruction; emphasis at least as much on strategies as on 
right/wrong answers; sense-making. 
19  
Real-World Connections 
& Word Problems 
Connections to/use of real-world experiences/contexts/examples, students 
applying math to real-life contexts; use of word/story problems.   13  
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Table 4.1, Cont.  
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
  
Content-Related 
Pedagogy 
(pedagogy relating 
to how the content 
is handled) 
Manipulatives & Hands-
On Activities Use of manipulatives or hands-on activities. 17  
Reading/Writing About 
Math Students read and write about math, including use of math journals. 12  
Depth, Rigor & 
Challenge 
Depth and rigor in instruction/content; beyond basic concepts; high 
expectations for students, students are not allowed to opt out; students are 
challenged; meaningful work, not busy work; students take on challenges 
and don’t give up easily; productive struggle. Mathematical precision, e.g., 
speaking accurately in terms of place value or fractions requiring equal-
sized pieces, discussing the circumstances under which a strategy is valid. 
16  
Procedural Fluency 
Student fluency with basic facts; students learn algorithms, understand the 
steps in the process, and are competent with computational strategies; 
some memorization is necessary. Teacher explicitly going through all 
steps in a procedure; reviewing basic facts and definitions. 
8  
Math Vocabulary 
Use of mathematical vocabulary by teacher and/or students; students 
understand vocabulary; talking about meaning or root words of 
terminology; (in)accuracy of teacher’s use of terminology. 
11  
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Table 4.1, Cont.  
Aspects of Mathematics Instruction That Principals Valued  
General Category Code Description of Category (text in italics represents elements noticed by 
principals that do not appear in any of the value-statements) 
Number of 
Principals 
Who Valued 
this Category 
(N = 29) 
 Student Higher-Order Thinking 
Student higher-order thinking, critical thinking; students analyze and 
synthesize, manipulate knowledge, decompose numbers, understand 
numbers and their connections, manipulate numbers in their heads, apply 
math to problem contexts, make connections, find their own mistakes. 
Thinking about whether an answer makes sense/why it might be right or 
wrong. 
23 
Students 
Interacting with  
Content 
Students Collaborate 
Students discuss math with each other, comment on each other’s thinking, 
help and learn from each other, collaborate; classroom and/or lesson set up 
to encourage students to interact, use estimation, engage in problem-
solving. 
19 
Student Mathematical 
Discourse 
Students explaining their thinking and strategies, justifying or defending 
their work, asking questions, talking about the math (not specifically with 
other students). 
19 
(Evidence of) 
Student outcomes Student Understanding 
Student learning, student growth, students understanding the lesson 
content, students not being confused. 17 
 
Table 4.2 
Additional Notice-Only Categories 
Lesson Content  Lesson Content/ Math 
Ideas in Play 
Principals’ comments about the content of the lesson and what mathematical 
ideas/facts/details were mentioned by teacher and students. N/A 
Student Thinking Principals’ comments about specific student ideas, strategies, mathematical thinking. N/A 
Contextual 
Information/ 
Inferences 
Lesson/Activity Type 
What principals noticed or inferred about the type of lesson or activity they 
viewed, e.g. review, introduction of new content, going over answers to 
previously-worked problems, continuing a longer discussion. 
N/A 
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What principals valued less. Less than one-third of principals said they valued 
Procedural Fluency; that is, students becoming fluent with basic facts, computational 
strategies, and algorithms, and understanding the steps of these procedures. That this 
theme was not commonly valued is consistent with the emphasis most principals placed 
on “non-traditional” instruction—that is, student-driven, hands-on, conceptual, not-just-
one-right-way-to-solve-it pedagogy. On the other hand, given that most principals also 
valued Structure & Support, it is perhaps surprising that more of them did not explicitly 
endorse the importance of students learning facts and procedures along with concepts. 
The only other uncommonly-valued category that had to do with the handling of lesson 
content was Pacing of the Lesson.   
Apart from student engagement, which was among the most-frequently-valued 
categories, principals spoke relatively little about classroom management, student 
(mis)behavior, classroom climate, or teacher/student relationships. When they did speak 
about these topics, more principals focused on a positive classroom culture around 
mathematics than on the purely emotional environment. It is possible that the context of 
the interview, which focused on mathematics instruction, specifically, may have led 
principals to focus on those aspects of instruction they saw as specific to this content 
area, and not to mention aspects of instruction they did not see as directly related to how 
the content is taught and learned. However, there is some evidence against this 
hypothesis, as several of the most-frequently-valued categories, such as differentiated 
instruction and formative assessment, also apply to other content as well as to 
mathematics; on the other hand, principals may have seen these as more directly related 
to issues of how content is learned. Without deeper analysis of the data, no inference can 
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be drawn about the reason for principals’ lack of focus on classroom climate and 
management. 
A handful of categories were valued by two or fewer principals: these arose out of 
the Notice-coding phase of analysis, to capture phenomena principals were noticing that 
did not fit into the original set of Value categories: Use of Wait Time, Use of Technology 
in the Classroom, Seating Arrangements & Movement, Students Presenting at Board, 
Many Students Participate22. These categories all describe very specific and/or physical 
elements of instruction, the sort of things that one might not mention when talking about 
values in a general way, but which would be very concrete and noticeable to an observer 
in the classroom.  
For a number of reasons it is difficult to make inferences about what principals 
didn’t value. It cannot be presumed that principals discussed their values 
comprehensively within the relatively brief time available in the interviews. Furthermore, 
any categorization and aggregation scheme necessarily highlights some themes at the 
expense of obscuring others; for example, the Small Groups code does not make it 
apparent that most principals talked about grouping students homogenously by ability, 
perhaps using flexible groups whose membership changed according to the context, while 
                                                
22 Many Students Participate refers to students having the opportunity to present 
their work and actively engage with lesson content. By contrast, Student Engagement 
refers to students paying attention and being on-task. However, principals tended to use 
the word “engagement” to mean either or both ideas, so it is possible that some of the 
comments coded as Engagement were actually meant to describe Participation. 
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a few principals mentioned heterogeneous grouping. Thus, this analysis focuses on what 
principals did value, leaving aside the question of what else they could have valued, but 
didn’t.  
Research Question 1b: What Aspects of Instruction Do Principals Notice when They 
Observe Mathematics Instruction? 
Video selection: what was available to be noticed? As described in Chapter 3, 
principals were shown three ~5-minute segments of video-recorded mathematics lessons. 
Although these segments were selected to offer a range of noteworthy elements, no 
selection of video could capture all possible aspects of instruction an observer might care 
about. In particular, the videos were deliberately selected to show whole-class instruction, 
partly because of the difficulty of finding group-work segments in which it was possible 
to understand what students were saying, and partly to focus the interviews on the 
teacher’s instructional choices. (Some principals commented that they typically observe 
the students as much as the teacher when they’re in the classroom, and wanted to see 
more of the room than was visible on-camera.) Also, because the time constraints of the 
interviews dictated short videos, and because the principals didn’t know the teachers or 
their contexts, principals could not observe anything about the lesson as a whole or how 
the five minutes they observed fit into a larger lesson plan. However, despite the 
limitations of the videos, some principals were still alert to the possible bigger picture, 
and to the absence of practices they wanted to see, as will be explained in the analysis 
that follows. 
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Description of the video segments principals viewed. This section describes the 
three videos that were presented to principals. (See appendix D for full transcripts of the 
videos.) 
Video #1: classifying triangles. This segment shows the first few minutes of a 
third-grade lesson on classifying triangles.  Students are seated at desks facing the 
teacher, who stands at the blackboard; the camera primarily focuses on the teacher, but 
occasionally pans to show the students. The teacher says that on students’ homework, she 
noticed they were confused about how to identify a triangle using both angles and sides, 
so she will do a quick review, and then students will sort triangles by their sides and 
angles.  
She then draws three triangles (one at a time) on the board and calls on individual 
students to name each triangle “by angle.” The teacher labels each triangle as they name 
it. The names they use are “right angle,” “greater than,” and “less than”; there is no 
discussion of what these names mean. The teacher then calls on individual students to 
name the same three triangles “by their sides,” giving each triangle a second label as it is 
named. The right triangle is (correctly) named as “isosceles,” but students have trouble 
recalling the name, and some of them seem to be trying for “equilateral.” One student 
calls out of turn, “isosceles”; the teacher tells him not to shout out, then thanks him. The 
obtuse triangle is scalene, but as drawn, two of its legs look close to the same length. 
Students have trouble coming up with “scalene”; the teacher gives one student time to 
remember the term.  The acute triangle is equilateral; students seem to be having trouble 
remembering the exact name. After the “equilateral” triangle is named, the teacher points 
at each triangle and has class chorally review the second set of names.  
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Finally, the teacher introduces the next activity: students will cut out squares of 
paper with different triangles on them and sort them using a grid that has right/greater 
than/less than on one axis and isosceles/scalene/equilateral on the other. She tells them 
they are sorting the same triangles they used yesterday, but that this activity is harder so 
she expects them to work more slowly. 
This video was chosen to include an example of errors in a teacher’s handling of 
content; it also represents the least “reform-oriented” instruction of the three videos, 
being an Initiate-Response-Evaluate (IRE)-structured review of basic facts. The research 
staff who watched this video focused on problematic aspects of the teacher’s presentation 
of the mathematical content: for example, the use of informal names when classifying 
triangles by their angles, the lack of detailed definitions; the ambiguity introduced by 
using the same picture to represent two types of triangle (e.g., not all isosceles triangles 
are necessarily right triangles); the ambiguity introduced by hand drawings (the scalene 
triangle looks similar to an isosceles triangle); and the implication that triangles can be 
classified by eyeball rather than requiring measurement of sides and angles; as well as 
generally sloppy use of language.  
They noted that in the upcoming sorting activity, some cells in the matrix cannot 
be filled (e.g., there is no such thing as a “right equilateral” triangle), but were not sure 
whether that is a teacher error or a deliberate instructional move designed to facilitate 
student discovery. Otherwise, they felt the introduction of the next activity was clear. 
Researchers also noted that this was a low-cognitive-demand activity in which students 
listened to the teacher and recalled vocabulary terms, and that the teacher had apparently 
decided to do this review in response to student difficulties with the homework, but 
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researchers were not sure how much the review was tailored to those specific difficulties. 
Finally, they felt that the teacher gave mixed messages about behavior to the student who 
called out without being called on; they also noticed the teacher giving wait time to a 
student who was struggling to recall an answer.  
Video #2: strategies for finding ½ and ¼ of various numbers. In this fourth 
grade lesson, the class is going over a series of related math problems, with students 
offering their answers and solution strategies.  The teacher sits at the overhead projector 
with the list of problems displayed; the students in groups at desks; the camera is often 
focused on the teacher and the overhead, but it also moves to individual students when 
they speak. For each problem, the teacher gives students some time to think and asks 
them to show with their thumbs that they have an answer, before calling on individual 
students to explain their strategies; it is unclear whether students are solving the problems 
on the spot or have solved them previously. Teacher makes some written notes about 
each strategy on the overhead as she is talking about it, but these are often 
incomplete/informal. 
The first problem is ½ of 44. The first student’s answer is hard to hear; the teacher 
says “she knew that 22 + 22 is 44,” calls this “using her doubles,” and writes “22 + 22 = 
44” on the board. A second student says that half of 4 is 2, and half of the other 4 is 2; the 
teacher repeats back what the student said using more words. The teacher asks if anyone 
else has a strategy, then says “you may have thought about it as division.”  She writes up 
the long division problem 44/2 and walks through the steps of the algorithm with the 
class chorally filling in her blanks. 
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The second problem is 50% of 80 cents. One student says that the answer is 40 
because 50% is ½ and half of 80 is 40. The teacher revoices this strategy, then says that 
they could also use the other strategies they just discussed. 
The third problem is 25% of 80 cents. One student says that the answer is 20 cents 
because 25% is ¼ and ¼ of 80 is 20. A second student starts to explain her thinking, but 
the class is interrupted by a group of students returning from outside the room. The 
teacher asks them to come in without talking and have a seat, but it takes a little while for 
the students to get settled. The teacher thanks those who came in without talking, then 
restates the problem being worked on, reviews the already-stated strategy, and says that 
the second student was about to give a different strategy. This student seems to be trying 
to express the idea that 25% is half of 50%, so the answer to this problem should be half 
the answer to the previous problem, i.e., 20, but struggles to articulate it clearly; the 
teacher asks some clarifying questions and re-articulates the strategy. A third student says 
that 20 cents times 4 equals 80 cents.  The teacher asks if she got 4 because of the ¼, then 
says that the student asked herself what she needed to multiply 4 times to get 80. 
This segment was chosen as an example of a teacher responding to students’ 
mathematical thinking, of multiple strategies for solving the same math problem, of a 
variety of mathematical ideas and details discussed, and of an extended episode of 
classroom/behavior management. Researchers noticed that this segment was 
characterized by students using multiple strategies to solve math problems, that students 
were expected to justify their answers/explain their thinking, and that the teacher 
consistently revoiced students’ strategies for the benefit of the rest of the class.   
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They also noticed that some of the teacher’s responses were clearer than others, 
that there were times when she did not address mathematical ambiguities or imprecision 
in what students said (e.g., not talking about what happens with the “doubles” strategy 
when numbers are not even, not addressing place value when a student talks about 2s and 
4s), and that her writing on the board was sometimes imprecise and combined 
mathematical symbols with English words.  One commented that the teacher brought up 
division as a strategy when the students didn’t mention it; another noted that the students 
were very enthusiastic when chorally going through the steps of the algorithm.  One 
noted the deliberate sequencing of the math problems, from simpler to more complex, 
and allowing for the solution of “50% of 80 cents” to be used to build an answer to “25% 
of 80 cents.” Researchers noticed the teacher’s consistent use of wait time, “show me 
when you have the answer,” and repetition of each question.  They also noticed the 
episode of the teacher managing the interruption when students returned to the classroom, 
but had mixed opinions about her efficiency in doing so. 
Video #3: fractions on a map. In this sixth-grade class, students have been 
working on a contextualized problem involving a map divided into plots of land of 
varying shapes and areas. In the segment, the teacher is leading a whole-group 
discussion; she is standing at the whiteboard, with the map displayed on the overhead 
projector; the camera focuses on the teacher/board and only a few of the students in their 
seats are visible.  
The segment begins with the teacher asking students what answers they got for 
the segment labeled “Foley”; she asks several times if anyone got a different answer; 
three students offer the answers 2/20, 3/8 and 10/32. The teacher writes each of these on 
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the board, then asks if any of them are equivalent. When the class says “No,” the teacher 
responds, “So then, someone’s got to be wrong and someone’s got to be right, huh?” The 
student who said 2/20 now says his answer is wrong; when the teacher asks why he 
thinks so, he says that it’s little; the teacher says “You think you should opt out of yours 
just by estimating?” and erases 2/20.  
She repeats that the two remaining answers aren’t equivalent. The student who 
said 10/32 says he thinks his answer is right; the teacher teases, “Because that was your 
answer?” then asks him to explain his thinking. She asks him to draw on the board; he 
tries to explain verbally; she has him come up and copy his drawing onto the overhead.  
While waiting for him, the teacher responds to a question from another student, who got 
5/16. The teacher asks the class if 5/16 is equivalent to an answer already on the board; 
students respond yes, 10/32. The first student takes a while to copy his picture onto the 
overhead and he has trouble with it; at one point he gives the drawing to the teacher and 
asks her to draw it, but she tells him to draw it himself. His drawing ends up with pieces 
that are supposed to be equal not actually being equal and one of the lines not quite where 
it’s supposed to be.  The teacher and students talk briefly about the inaccuracy of the 
drawing and what it’s intended to look like.  Then the teacher asks the class what they 
think.   
A student offers an alternative explanation for why Foley is 10/32; it’s made of 
two pieces that are identical to plots whose size is already known. The teacher asks the 
first student if she can erase his drawing, then does so and draws a picture corresponding 
to the second student’s solution, with some contributions from other students. As the 
segment ends, the teacher calls on the student who asked about 5/16 to draw her solution. 
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This segment was chosen to show a variety of student reasoning and teacher 
responses to student contributions, and as the most NCTM-Standards-oriented instruction 
of the three videos. Researchers noted the apparently friendly and respectful 
teacher/student relationships. They noted the use of a non-standard, applied problem.  
Students were encouraged to reason, to explain, and to put their answers and strategies on 
the table before the teacher endorsed an answer/strategy/idea, and a number of students 
contributed mathematical ideas to the discussion. Students were willing to volunteer to 
share, and able to respond to the teacher’s mathematical questions.  
Many of the researchers’ comments focused on the details of the student 
contributions, and on the teacher’s responses to these contributions. Their opinions of the 
teacher’s responses were mixed: they liked various aspects of the way the teacher 
handled the initial three answers, the student withdrawing his answer, and the student 
who asked about 5/16, as well as some of the teacher’s responses to the two students who 
shared solution methods. However, they also felt that the way the teacher handled the 
contribution of the student who shared at the board was incomplete and possibly 
confusing; that she moved on hastily from his solution to the next one; that she took over 
from the next student rather than letting him continue to express his thinking; and that she 
didn’t connect the second solution back to the first one. One researcher noted small issues 
of clarity with the writing of answers on the board, and with the way the teacher asked 
about a student’s use of 20ths. 
Coding notice data. The portions of the interviews in which principals talked 
about what they noticed in the videos they watched were coded according to the same 
categories used to describe principals’ values. Three additional categories captured 
  159 
comments not relating directly to principals’ values: their inferences about the type of 
lesson/activity shown in the video (e.g., “this seemed to be a review lesson” or “they 
were going through problems”), principals’ comments about the specific mathematical 
ideas in play during the lesson, and their comments about details of students’ 
mathematical thinking. 
In a few cases, the things principals noticed in a category were largely distinct 
from the things they valued in the same category. Most of the principals’ Value-
comments about Pacing had to do with the lesson as a whole, or pacing across multiple 
lessons: aspects of instruction which were not observable in the short videos. Principals’ 
Notice-comments about Pacing were about the pace of instruction in the moment (e.g., 
“they went quickly”). Similarly, many of principals’ values regarding Purposeful Lesson 
Design were about the lesson as a whole or across lessons, though they also valued 
teachers making connections among ideas or to previously-learned content, and having a 
plan for where they wanted discussions to go. What principals noticed in the short 
segments of instruction they observed was usually the latter sort of in-the-moment 
evidence of planning and connection-making. Principals who valued Use of 
Mathematical Vocabulary mostly talked about the use of terminology as a desirable 
practice; when they watched the videos, they commented both on the extent to which 
vocabulary was used, and on how well it was used, i.e., whether the vocabulary used was 
correct and appropriate.  
It is important to acknowledge that administrators’ memories of specific events 
were not always accurate; occasionally someone “noticed” a detail that was factually 
incorrect. Furthermore, respondents’ comments varied widely as to level of specificity 
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and detail.  In addition, different people who noticed the same event (e.g., a teacher told 
students returning to the classroom to sit down without talking) frequently interpreted it 
differently, or made different value judgments about it. Although these are important 
distinctions, they are beyond the scope of the present analysis, which is confined to the 
kinds of things administrators noticed in the videos. 
What principals noticed in the videos was, presumably, informed and constrained 
by what sorts of events and elements of instruction occurred in the videos. Table 4.3 
indicates which categories were available for noticing in each video. However, as will be 
discussed later in the analysis, principals frequently commented on the absence of 
specific things that were important to them (e.g., the students were not using 
manipulatives, or the teacher didn’t talk about the root of the word “equilateral”). Thus, 
at least for some categories, merely not being present in the video did not necessarily 
preclude being noticed.  
Principals made both positive and negative comments within a given category—
indeed, the interview questions explicitly prompted principals to comment on both 
positive and negative aspects of what they observed.  In some cases, a negative comment 
was about the absence of something desirable (e.g., “She talked about greater than and 
less than.  And greater than and less than what?  She didn’t make a comparison to the 
right angle.”). In other cases, principals took issue with something they saw happen (e.g., 
“She was really, I think, able to see their strategies and how they were going about 
solving, or mathematically figuring out the size.  But I felt like she sort of stopped that 
process. . .when she jumped in, instead of just following that same trend of kids coming 
up and sharing their thinking, because she immediately communicated, ‘Oh, this is the 
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answer I’m looking for.’”). Similarly, a “present” comment might be about the presence 
of either a positive or negative element (e.g., “It was whole group and. . .you lose so 
many students by teaching whole group” would be classified as Small Groups, present, 
and negative). Therefore, each comment was separately coded as “present” or “absent”, 
and as “positive,” “negative,” or “ambiguous” (these data are displayed in Table 4.7, 
Table 4.8, and Table 4.5). 
As with the value data, the coding scheme highlights some themes while 
obscuring others. Themes that were not coded in this analysis included whether 
comments were about teacher actions versus student actions, and the nature of tasks 
students were asked to do (as distinct from comments about their thinking/what they 
said). Principals’ comments about physical details, such as materials on students’ desks 
or posters displayed in the room, were usually categorized according to the meaning the 
principals made of them. Similarly, though principals’ use of specific jargon, or 
references to specific curricula or programs, was noteworthy, no category was, in the end, 
created to capture this theme. Some themes were absorbed into others; for instance, rather 
than forming a separate category about the types of questions teachers asked students, 
such comments were included in other categories, usually Understanding and Responding 
to Student Thinking.  
What principals noticed about the instruction they observed. Individually and 
as a group, principals noticed a large quantity and range of details about the instruction 
they observed in the videos. Their comments included factual information, interpretation 
of what they saw, and assessments of the quality of the instruction. All but a few of the 
categories were noticed by more than a third of principals; twenty-five were noticed by 
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more than three-quarters the principals; and eight categories were noticed by all of the 
principals (see Table 4.3). The high rate of endorsement across categories may be partly 
due to the coding process, in which an attempt was made to code all the principals’ 
comments, using the categories developed from the Value coding. However, it is to be 
hoped that such an effect was mitigated by the fact that the coding process allowed for 
new Notice categories were created when themes emerged that were not represented 
among the existing Value categories. 
Principals were attentive both to what the students were doing and saying, and to 
the teachers’ instructional moves. They considered the teachers’ responses to student 
mathematical thinking, including whether the teachers took over the discussion or let 
student thinking dominate. They also attended to the accuracy, clarity, and rigor of the 
teachers’ handling of content, as well as to a variety of specific moves teachers made (or 
didn’t make) to focus, structure and support students’ learning.  
Notably, given the lack of emphasis principals placed on classroom management 
and climate when discussing their values, twenty-three of them commented on Classroom 
Management in the videos, and twenty-five commented on Emotional Environment. 
However, this is perhaps not surprising, given that one of the most salient features of the 
Strategies video was an extended incident in which classroom management was required, 
while the Map video featured a teacher playfully joking with students. Interestingly, 
principals’ opinions about the quality of the classroom management shown in that 
particular Strategies incident varied, as evidenced by a combination of positive and 
negative comments about it (see Table 4.5). The same was true of other incidents, and 
different principals noticed different management-related incidents, leading to a mix of 
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positive and negative comments, though more of the group commented positively on this 
category than negatively. By contrast, principals were quite unified in their positive 
opinion of the emotional environment and culture around mathematics in Maps. 
What principals noticed less. Only a few categories were noticed by fewer than 
one-third of the principals. Of these, Balance of Reform & Traditional Pedagogy was 
primarily intended to capture general comments that could not be classified in more 
specific categories such as Student-Driven Instruction, Student Mathematical Discourse, 
Instruction for Conceptual Understanding, Procedural Fluency or Structure & Support. 
Reading/Writing About Math and Use of Technology were both highly specific concrete 
pedagogical strategies, neither of which occurred in any of the videos (except for the use 
of overhead projectors in the Strategies and Map videos).   
Overall, it seems that principals did indeed look for and notice the same sorts of 
things that they valued (as a group). This question will be explored more deeply in the 
discussion of Research Question 2. 
Principals’ evaluation of events: positive and negative opinions. Almost every 
category on the list received both positive and negative comments. However, for most 
categories, principals giving positive comments outnumbered those giving negative 
comments, or the numbers were roughly equal (see Table 4.5). Of the exceptions, half 
were categories for which the behavior most principals valued did not occur in any of the 
videos: Small Group Work, Differentiated Instruction, Manipulatives & Hands-On 
Activities, Seating Arrangements & Movement, and Use of Technology. Therefore, there 
was little for principals to appreciate in these categories. For example, most positive 
comments in the Small Group Work category had to do with principals’ speculation that 
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small groups might have been used earlier in the lesson, or might be used later in the 
lesson. As for Student Behavior, it seems plausible that an observer would be more likely 
to notice and remark on an instance of student misbehavior or disruption than an instance 
of student good behavior, which might be perceived as the default. It is less clear why the 
other categories—Not Traditional Instruction, Pedagogical Understanding, Conceptual 
Understanding, and Depth, Rigor & Challenge—should have drawn more negative 
comments than positive.  
  165 
Table 4.3 
What Principals Noticed 
General Category Code Available for Noticing in 
Videos? 
Number of 
Principals 
giving 
“present” 
comments, in 
any video 
Number of 
Principals 
giving 
“absent” 
comments, 
in any 
video 
Number of 
Principals 
giving any 
comments, 
in any video 
  
Classroom Culture 
& Management 
Student Engagement 
[always available to the extent 
one can see the students, which 
is limited, especially in V3] 
27 13 29 
 
Student Behavior (other than 
engagement) 
V1, V2 18 3 19 
 
Classroom Management V1, V2 22 13 23  
Positive Culture About Math V2, V3 23 1 23  
Emotional Environment [always available pro/con, especially salient in V3] 
25 7 25 
 
General Pedagogy  
(pedagogy relating 
to aspects of 
instruction other 
than the handling 
of content)  
 
Differentiated Instruction  [not obviously available] 4 14 14  
Formative Assessment 
V1, V2 [depends on observer’s 
interpretation of intent of 
specific teacher moves] 
26 22 29 
 
Small Group Work [no use of small groups; whole-group instruction observable] 
25 22 28 
 
Many Students Participate 
V1, V2, V3 [some student 
participation in each video, 
varying numbers] 
26 11 27 
 
Use of Wait Time V1, V2 25 3 25  
Use of Technology in the Classroom V2, V3 [Overhead projector in both cases] 
3 6 8  
Seating Arrangements & Movement  V1, V2 [partially visible in both cases] 
12 8 15  
Students Coming to the Board V3 27 13 27  
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Table 4.3, Cont. 
What Principals Noticed 
General Category Code Available for Noticing in Videos? Number of 
Principals 
giving 
“present” 
comments, in 
any video 
Number of 
Principals 
giving 
“absent” 
comments, 
in any 
video 
Number of 
Principals 
giving any 
comments, 
in any video 
  
Teacher 
Pedagogical 
Understanding/ 
Teacher 
interacting with 
Content and 
Students 
Teacher Content 
Knowledge/Accuracy 
[always available, errors most salient 
in V1] 
28 14 29  
Pedagogical Understanding [always available] 7 10 13  
Understanding and Responding 
to Student Mathematical 
Thinking 
V1 [minimal], V2, V3 29 25 29 
 
Purposeful Lesson Design [difficult to observe in an out of context 5-minute clip] 
25 10 27 
 
Lesson Objective [difficult to observe in an out of context 5-min clip] 
11 9 16 
 
Clarity & Organization [always available] 27 6 27  
Pacing [difficult to observe in 5-min clip] 23 0 23  
Structure & Support  V1, V2, V3 29 26 29  
Content-Related 
Pedagogy 
(pedagogy 
relating to how 
the content is 
handled) 
Not Traditional Pedagogy [always available pro/con] 11 0 11  
Balance of Reform & 
Traditional Pedagogy 
[always available/not really intended 
as N cat] 
0 1 1  
Student-Driven Instruction V2, V3 28 20 29  
Open-ended/multiple ways to 
solve problems 
V2, V3 29 7 29 
 
Conceptual Understanding V2 [debatable], V3 18 18 24  
Real-World Connections & 
Word Problems 
V3  2 9 10  
Manipulatives & Hands-On 
Activities 
V1 [not in video but set up for 
following activity, which is hands-on] 
12 14 19 
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Table 4.3, Cont. 
What Principals Noticed 
General Category Code Available for Noticing in Videos? Number of 
Principals 
giving 
“present” 
comments, in 
any video 
Number of 
Principals 
giving 
“absent” 
comments, 
in any 
video 
Number of 
Principals 
giving any 
comments, 
in any video 
  
Content-Related 
Pedagogy (pedagogy 
relating to how the 
content is handled) 
Reading/Writing About 
Math 
[not available] 0 2 2  
Depth, Rigor & Challenge [always available pro/con, different level in each video] 
25 22 27 
 
Procedural Fluency V2 27 11 28  
Math Vocabulary V1, V2, V3 26 20 28  
Students Interacting 
with  Content 
 
Student Higher-Order 
Thinking 
V3, V3 27 12 27 
 
Students Collaborate 
V3 [minimal] 21 21 27 
 
Student Mathematical 
Discourse 
V2, V3 28 15 29  
(Evidence of) Student 
Outcomes Student Understanding 
V1, V2, V3 [understanding] 
21 
[confusion] 
25 
27 
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Table 4.4 
Additional Notice-Only Categories  
General Category Code #P giving “present” 
comments, any video 
#P giving “absent” 
comments, any video 
#P giving any 
comments, any video 
 
Lesson Content  Lesson Content/Math Ideas in 
Play 
28 20 29 
Student Thinking 26 N/A 26 
Contextual Information/ 
Inferences Lesson/Activity Type 
28 4 29 
 
 
Table 4.5 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
Classroom Culture & 
Management 
Student Engagement 
Positive: 8 
Negative: 12 
Ambiguous: 7 
 
Positive: 14 
Negative: 3 
Ambiguous: 4 
 
Positive: 15 
Negative: 2 
Ambiguous: 2 
 
Positive: 24 
Negative: 14 
Ambiguous: 10 
 
Student Behavior (other than 
engagement) 
Positive: 3 
Negative: 4 
Ambiguous: 2 
 
Positive: 3 
Negative: 13 
Ambiguous: 0 
 
Positive: 1 
Negative: 0 
Ambiguous: 0 
 
Positive: 7 
Negative: 15 
Ambiguous: 2 
 
Classroom Management 
Positive: 9 
Negative: 4 
Ambiguous: 2 
 
Positive: 17 
Negative: 13 
Ambiguous: 12 
 
Positive: 1 
Negative: 0 
Ambiguous: 0 
 
Positive: 19 
Negative: 15 
Ambiguous: 13 
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Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
 Positive Culture About Math 
Positive: 0 
Negative: 2 
Ambiguous: 0 
Positive: 7 
Negative: 0 
Ambiguous: 2 
Positive: 19 
Negative: 1 
Ambiguous: 2 
Positive: 22 
Negative: 2 
Ambiguous: 3 
 Emotional Environment 
Positive: 8 
Negative: 5 
Ambiguous: 3 
 
Positive: 7 
Negative: 3 
Ambiguous: 5 
Positive: 19 
Negative: 1 
Ambiguous: 1 
Positive: 25 
Negative: 6 
Ambiguous: 5 
General Pedagogy  (pedagogy 
relating to aspects of 
instruction other than the 
handling of content)  
Differentiated Instruction 
Positive: 1 
Negative: 10 
Ambiguous: 2 
 
Positive: 0 
Negative: 2 
Ambiguous: 0 
 
Positive: 3 
Negative: 4 
Ambiguous: 3 
 
Positive: 3 
Negative: 12 
Ambiguous: 5 
 
Formative Assessment 
Positive: 23 
Negative: 17 
Ambiguous: 0 
 
Positive: 9 
Negative: 11 
Ambiguous: 2 
 
Positive: 3 
Negative: 5 
Ambiguous: 0 
 
Positive: 26 
Negative: 22 
Ambiguous: 2 
 
Small Group Work 
Positive: 6 
Negative: 21 
Ambiguous: 6 
 
Positive: 4 
Negative: 14 
Ambiguous: 3 
 
Positive: 1 
Negative: 10 
Ambiguous: 3 
 
Positive: 8 
Negative: 26 
Ambiguous: 12 
 
 Many Students Participate 
Positive: 4 
Negative: 11 
Ambiguous: 10 
 
Positive: 9 
Negative: 8 
Ambiguous: 6 
 
Positive: 11 
Negative: 9 
Ambiguous: 11 
 
Positive: 18 
Negative: 16 
Ambiguous: 20 
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Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
 
Use of Wait Time 
Positive: 18 
Negative: 2 
Ambiguous: 3 
Positive: 21 
Negative: 2 
Ambiguous: 2 
Positive: 1 
Negative: 0 
Ambiguous: 0 
Positive: 24 
Negative: 4 
Ambiguous: 5 
Use of Technology in the Classroom 
Positive: 0 
Negative: 3 
Ambiguous: 0 
Positive: 2 
Negative: 1 
Ambiguous: 0 
Positive: 0 
Negative: 2 
Ambiguous: 0 
Positive: 2 
Negative: 6 
Ambiguous: 0 
 
Seating Arrangements & Movement 
Positive: 0 
Negative: 8 
Ambiguous: 1 
Positive: 3 
Negative: 7 
Ambiguous: 1 
Positive: 0 
Negative: 3 
Ambiguous: 1 
Positive: 3 
Negative: 12 
Ambiguous: 3 
 
Students coming to the Board 
Positive: 0 
Negative: 5 
Ambiguous: 0 
Positive: 0 
Negative: 9 
Ambiguous: 0 
Positive: 27 
Negative: 3 
Ambiguous: 2 
Positive: 27 
Negative: 12 
Ambiguous: 2 
Teacher Pedagogical 
Understanding/ Teacher 
interacting with Content 
and Students 
Teacher Content Knowledge/Accuracy 
Positive: 15 
Negative: 13 
Ambiguous: 10 
 
Positive: 22 
Negative: 1 
Ambiguous: 8 
 
Positive: 9 
Negative: 6 
Ambiguous: 4 
 
Positive: 25 
Negative: 18 
Ambiguous: 15 
 
Pedagogical Understanding 
Positive: 3 
Negative: 6 
Ambiguous: 1 
 
Positive: 2 
Negative: 3 
Ambiguous: 2 
 
Positive: 0 
Negative: 2 
Ambiguous: 0 
 
Positive: 5 
Negative: 9 
Ambiguous: 3 
 
Understanding and Responding to 
Student Mathematical Thinking 
Positive: 8 
Negative: 11 
Ambiguous: 4 
 
Positive: 24 
Negative: 12 
Ambiguous: 13 
 
Positive: 24 
Negative: 11 
Ambiguous: 18 
 
Positive: 27 
Negative: 23 
Ambiguous: 22 
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Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
 
Purposeful Lesson Design 
Positive: 8 
Negative: 9 
Ambiguous: 1 
 
Positive: 21 
Negative: 1 
Ambiguous: 1 
 
Positive: 8 
Negative: 2 
Ambiguous: 1 
 
Positive: 24 
Negative: 12 
Ambiguous: 3 
 
Lesson Objective 
Positive: 6 
Negative: 9 
Ambiguous: 0 
 
Positive: 1 
Negative: 0 
Ambiguous: 0 
 
Positive: 7 
Negative: 0 
Ambiguous: 0 
 
Positive: 11 
Negative: 9 
Ambiguous: 0 
 
Clarity & Organization 
Positive: 15 
Negative: 15 
Ambiguous: 0 
 
Positive: 7 
Negative: 4 
Ambiguous: 1 
 
Positive: 1 
Negative: 1 
Ambiguous: 1 
 
Positive: 19 
Negative: 18 
Ambiguous: 1 
 
Pacing 
Positive: 5 
Negative: 5 
Ambiguous: 5 
Positive: 11 
Negative: 6 
Ambiguous: 6 
Positive: 0 
Negative: 4 
Ambiguous: 2 
Positive: 15 
Negative: 14 
Ambiguous: 8 
 
 Structure & Support  
Positive: 20 
Negative: 21 
Ambiguous: 6 
Positive: 19 
Negative: 18 
Ambiguous: 8 
Positive: 13 
Negative: 7 
Ambiguous: 5 
Positive: 26 
Negative: 26 
Ambiguous: 11 
 
 
  
  172 
Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
Content-Related Pedagogy 
(pedagogy relating to how 
the content is handled) 
Not Traditional Pedagogy 
Positive: 0 
Negative: 8 
Ambiguous: 0 
 
Positive: 1 
Negative: 3 
Ambiguous: 0 
 
Positive: 0 
Negative: 0 
Ambiguous: 0 
 
Positive: 1 
Negative: 11 
Ambiguous: 0 
 
Balance of Reform & Traditional 
Pedagogy 
Positive: 0 
Negative: 0 
Ambiguous: 0 
Positive: 0 
Negative: 1 
Ambiguous: 0 
 
Positive: 0 
Negative: 0 
Ambiguous: 0 
Positive: 0 
Negative: 1 
Ambiguous: 0 
 
Student-Driven Instruction 
Positive: 3 
Negative: 21 
Ambiguous: 1 
 
Positive: 12 
Negative: 13 
Ambiguous: 1 
 
Positive: 21 
Negative: 6 
Ambiguous: 2 
 
Positive: 25 
Negative: 23 
Ambiguous: 4 
 
Open-ended/multiple ways to solve 
problems 
Positive: 2 
Negative: 3 
Ambiguous: 0 
 
Positive: 28 
Negative: 1 
Ambiguous: 1 
 
Positive: 16 
Negative: 3 
Ambiguous: 0 
 
Positive: 29 
Negative: 5 
Ambiguous: 1 
 
Conceptual Understanding 
Positive: 0 
Negative: 13 
Ambiguous: 0 
 
Positive: 3 
Negative: 10 
Ambiguous: 2 
 
Positive: 13 
Negative: 7 
Ambiguous: 1 
 
Positive: 13 
Negative: 23 
Ambiguous: 3 
 
Real-World Connections & Word 
Problems 
Positive: 0 
Negative: 5 
Ambiguous: 0 
Positive: 0 
Negative: 2 
Ambiguous: 0 
Positive: 2 
Negative: 5 
Ambiguous: 0 
Positive: 2 
Negative: 9 
Ambiguous: 0 
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Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
Content-Related Pedagogy 
(pedagogy relating to how 
the content is handled) 
Manipulatives & Hands-On Activities 
Positive: 5 
Negative: 12 
Ambiguous: 0 
 
Positive: 0 
Negative: 7 
Ambiguous: 0 
 
Positive: 1 
Negative: 6 
Ambiguous: 0 
 
Positive: 6 
Negative: 16 
Ambiguous: 0 
 
Reading/Writing About Math 
Positive: 0 
Negative: 0 
Ambiguous: 0 
 
Positive: 0 
Negative: 2 
Ambiguous: 0 
 
Positive: 0 
Negative: 0 
Ambiguous: 0 
 
Positive: 0 
Negative: 2 
Ambiguous: 0 
Depth, Rigor & Challenge 
Positive: 9 
Negative: 15 
Ambiguous: 2 
 
Positive: 4 
Negative: 12 
Ambiguous: 5 
 
Positive: 13 
Negative: 5 
Ambiguous: 2 
 
Positive: 20 
Negative: 25 
Ambiguous: 7 
 
Procedural Fluency 
Positive: 21 
Negative: 5 
Ambiguous: 1 
 
Positive: 2 
Negative: 7 
Ambiguous: 3 
 
Positive: 0 
Negative: 1 
Ambiguous: 0 
 
Positive: 22 
Negative: 11 
Ambiguous: 3 
 
Math Vocabulary 
Positive: 19 
Negative: 19 
Ambiguous: 7 
 
Positive: 3 
Negative: 1 
Ambiguous: 1 
 
Positive: 13 
Negative: 6 
Ambiguous: 0 
 
Positive: 23 
Negative: 21 
Ambiguous: 8 
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Table 4.5, Cont. 
What Principals Noticed: Positive vs. Negative Comments 
General Category Code #P noticing in 
Triangles 
#P noticing in 
Strategies 
#P noticing in 
Map 
#P noticing in 
ANY video 
Students Interacting with 
Content 
 
Student Higher-Order Thinking 
Positive: 2 
Negative: 16 
Ambiguous: 1 
 
Positive: 19 
Negative: 5 
Ambiguous: 0 
 
Positive: 25 
Negative: 4 
Ambiguous: 1 
 
Positive: 26 
Negative: 19 
Ambiguous: 1 
 
Students Collaborate 
Positive: 0 
Negative: 12 
Ambiguous: 1 
 
Positive: 8 
Negative: 12 
Ambiguous: 2 
 
Positive: 17 
Negative: 5 
Ambiguous: 1 
 
Positive: 21 
Negative: 21 
Ambiguous: 2 
 
Student Mathematical Discourse 
Positive: 0 
Negative: 7 
Ambiguous: 4 
 
Positive: 24 
Negative: 3 
Ambiguous: 4 
 
Positive: 28 
Negative: 6 
Ambiguous: 5 
 
Positive: 28 
Negative: 12 
Ambiguous: 8 
 
(Evidence of) Student 
outcomes Student Understanding 
Understanding: 9 
Confusion: 16 
Understanding: 
20  
Confusion: 3 
Understanding: 
13  
Confusion: 7 
Understanding: 
25   
Confusion: 21 
 
Contextual Information/ 
Inferences 
Lesson Type N/A N/A N/A N/A 
Lesson Content  Lesson Content/Ideas in Play N/A N/A N/A N/A 
Student Thinking N/A N/A N/A N/A 
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Principals attending to the specifics of mathematics content, inaccuracies, 
and student thinking.  Historically, education researchers and those who work with 
principals in the context of professional development have expressed concern about 
whether principals have sufficient knowledge of mathematics content and pedagogy (in 
particular, NCTM-Standards-style pedagogy) to be able to effectively evaluate and give 
feedback on the mathematics instruction they observe (Gallagher, 2004; Weinberg, 
2011). Teachers have expressed similar concerns about their evaluators (Heneman & 
Milanowski, 2003; Zimmerman & Deckert-Pelton, 2003). In contrast to such concerns, 
almost all of the principals in this sample were able, when asked, to remember and 
comment on at least some details of the mathematics in the instruction they observed, 
including inaccuracies in teachers’ presentation of content and specific student ideas and 
strategies (see Table 4.6). Although principals varied as to the level of detail, specificity 
and accuracy in their comments about these topics, as a group, they noticed a wide range 
of things, including much of what the researchers who watched the videos considered 
salient. 
All of the principals were able to comment at least minimally on the mathematical 
content of the lessons, e.g., noting that the lesson in Triangles was about identifying 
triangles by their angles and by their sides, or that the lesson in Strategies involved 
connections between fractions, decimals and percents. What principals noticed about the 
lesson content ranged from the vague and minimal, e.g., that the lesson in Map was about 
fractions or area; to the specific, e.g., that in Strategies, a student says that 20 cents times 
4 equals 80 cents, and the teacher asks if the student got the 4 because she was thinking 
of ¼. 
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Eighteen out of 29 principals commented on mathematical inaccuracies or 
mathematically-problematic moves on the part of the teacher in Triangles, where most of 
the examples of such events occurred. (An additional five commented on these topics in 
vague or non-mathematically-specific terms.) Across the group, they noticed most of the 
mathematically-problematic elements that occurred: the teacher’s use of the informal 
terms “greater than” and “less than” to refer to acute and obtuse angles/triangles; the fact 
that there was no explanation that the angles in question were greater/less than a right 
angle; the fact that her hand-drawn triangles were approximate representations, and the 
lack of notation to indicate right angles or equal-length line segments; the fact that the 
scalene triangle had two sides close to the same length, so that it was difficult to 
distinguish it from an isosceles triangle; and some sloppiness in her notation on the 
board. Several principals noticed that the matrix used in the upcoming activity included 
cells (such as “right equilateral”) that could not be filled in; like the researchers, 
principals differed in their interpretations as to whether this was a mistake on the 
teacher’s part. No one explicitly commented on ways in which using the same three 
triangles as examples of both acute/right/obtuse and equilateral/isosceles/scalene, though 
one principal thought that the students might only be familiar with right isosceles 
triangles and not other sorts of isosceles triangles.  
A few principals also commented on things they found mathematically 
problematic in Strategies and Map. The small number of comments about Strategies 
focused on the teacher’s failure to clarify the role of place value when revoicing a 
student’s reasoning that half of 44 is 22 because “half of 4 is 2 and then half of the other 
4 is 2,” and on the incompleteness of some of the notes recorded on the board. In Map, 
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some principals commented on the lack of a grid or visual scale to facilitate accurate 
visual comparison of the areas of different pieces of the map. In total, 24 out of 29 
principals commented on mathematically-problematic moments in at least one video.  
Additionally, half of the principals made mathematics-specific comments about 
instructional moves that the teacher did not make, that they felt would have improved the 
instruction. The largest number of principals made such comments about Triangles, 
which in addition to having more mathematical inaccuracies than the other two videos, 
also covered the narrowest and least complex content. Principals noted various ways in 
which the teacher could have gone into more depth than she did; for example, by showing 
triangles in different orientations, making it clear that there are other types of isosceles 
triangle besides an isosceles right triangle, or having students more thoroughly discuss 
the characteristics of the different types of triangles. Principals also noted that the teacher 
did not talk about the meaning and root words of terms such as “equilateral,” not did she 
talk about angles in terms of degrees. In Strategies, principals noted various times at 
which the teacher did not give all the steps of a procedure, did not clarify a student mis-
statement or get the student to correct the error, did not explain a relevant concept in 
depth, or did not push students to move to a more efficient strategy or calculate with 
more challenging numbers. Similarly, in Map, principals noted that the teacher didn’t 
explicitly explain the concept of equivalent fractions or demonstrate how the fractions 
under discussion were or were not equivalent to each other, and that she didn’t bring up 
the idea of using a common denominator or common unit to divide regions of different 
areas. 
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Consistently with the value that the majority of the principals placed on student-
driven instruction and students engaging in higher-order thinking and mathematical 
discourse, most principals paid attention to students’ mathematical comments and 
contributions. Twenty-three principals mentioned some mathematics-specific detail about 
students’ thinking in at least one of the three videos. There was not much student thinking 
to notice in Triangles, where students were only asked to name the triangles drawn on the 
board; thus, it is not surprising that principals mostly commented on student thinking 
Strategies, which featured students sharing their solution strategies and Map, in which 
students shared their solution strategies to an open-ended problem, thought about which 
of their proposed answers were equivalent, and assessed the reasonableness of answers 
and representations. 
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Table 4.6 
What Principals Noticed: Content-Specific  
 Principals 
commenting 
on Triangles 
Principals 
commenting 
on Strategies 
Principals 
commenting 
on Map 
Principals 
commenting 
on at least 
one video 
Lesson content/ideas in play: 
Any comment 29 29 28 29 
Lesson content/ideas in play: 
Present 27 29 25 29 
Lesson content/ideas in play: 
Absent 14 13 9 20 
Mathematical 
errors/inaccuracies/ 
omissions/problems 
18 3 6 23 
Student thinking 7 19 21 23 
Principal responded “nothing” 
when asked if s/he had noticed 
anything mathematically 
problematic 
3 8 3 10 
  
Principals noticing what was missing from instruction. The foregoing 
discussion did not distinguish between principals noticing what was present and noticing 
what was absent. However, “noticing” what is absent is a different kind of thinking than 
noticing what is present, and principals were not specifically asked to do so. Therefore, 
Table 4.7 and Table 4.8 break down what principals noticed into comments about the 
presence of the element being discussed (regardless of whether that element was 
considered desirable or undesirable), versus comments about the absence of an element.  
For almost every category, at least a few principals remarked on the absence of 
something pertaining to that category. The exceptions—categories that no principals or 
only one principal commented on—were Not Traditional Instruction, Balance of 
Reform/Traditional Instruction, Reading/Writing about Math, Pacing, and Positive Math 
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Culture. The first three of these drew hardly any Notice-comments of any kind. Pacing, 
though somewhat more frequently-noticed, was not common; it is also, by definition, 
something that can be fast or slow, good or bad, but not absent. It is not obvious why 
Positive Math Culture should not have drawn absence-comments. 
 More than half of the principals commented on the absence of each of the 
following categories: Understanding and Responding to Student Mathematical Thinking, 
Structure & Support, Use of Math Vocabulary, Formative Assessment, Small Groups, 
Students Collaborate, Student-Driven Instruction, Conceptual Understanding, and Depth, 
Rigor & Challenge.  All of these, except for Use of Math Vocabulary, were also 
categories valued by at least half of the principals. It seems reasonable to infer from these 
results that principals were actively looking for the aspects of instruction they valued, so 
that they were able not only to notice the examples that were present, but remark upon 
the absence of the desired aspects when no such examples were present. 
Math Vocabulary may have been a special case due to its prominent and 
problematic role in Triangles. Many of principals’ comments about the absence of 
vocabulary use were about Triangles, while the remainder focused on the fact that the 
teacher and students Map did not use very much math vocabulary, and in particular, did 
not use the terms “numerator” and “denominator”—which was true, but principals may 
have been more alert to the absence of vocabulary after having reflected on its use in 
Triangles, which they had viewed first. 
Between one-third and one-half of principals commented on the absence of 
Differentiated Instruction, Students Coming to the Board, Manipulatives, Purposeful 
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Lesson Design, Pedagogical Understanding, Teacher Content Knowledge and Accuracy, 
Many Students Participate, and Classroom Management. 
It is difficult to make strong inferences about what kinds of classroom events and 
aspects of instruction principals didn’t notice, both because they probably noticed many 
more things than they had time or interest to report in the interview, and because a 
different coding system might have revealed different themes at the expense of obscuring 
some of those highlighted in this analysis. In addition, although the researchers who 
watched the videos provided an additional perspective on what the salient points of each 
video might be, it would be impossible to generate a truly comprehensive list of 
everything it is possible to notice about the videos.  
However, it is worth noting that, as will be discussed in more depth in the 
following section, all of the categories principals valued were also noticed by at least 
some of the group. As a group, principals also noticed the bulk of what the researchers 
who watched the videos considered salient. Building on this discussion of what principals 
valued and noticed, the next section will investigate the similarities and differences 
between what principals noticed and what they valued. 
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Table 4.7  
What Principals Noticed: Presence 
General Category Code Available for Noticing in Videos? #P noticing 
in 
Triangles 
#P noticing 
in 
Strategies 
#P noticing 
in Map 
#P 
noticing 
in ANY 
video 
  
Classroom Culture 
& Management 
Student Engagement 
[always available to the extent one 
can see the students, which is 
limited, especially in V3] 
16 15 16 27 
 
Student Behavior (other than 
engagement) 
V1, V2 6 14 0 18 
 
Classroom Management V1, V2  20 1 22  
Positive Culture About Math V2, V3 1 9 20 23 
 
Emotional Environment [always available pro/con, especially salient in V3] 11 10 20 25  
General Pedagogy  
(pedagogy relating 
to aspects of 
instruction other 
than the handling of 
content)  
 
Differentiated Instruction  [not obviously available] 1 1 3 4 
 
Formative Assessment 
V1, V2 [depends on observer’s 
interpretation of intent of specific 
teacher moves] 
23 10 3 26 
 
Small Group Work [no use of small groups; whole-group instruction observable] 18 11 9 25  
Many Students Participate 
V1, V2, V3 [some student 
participation in each video, 
varying numbers] 
18 16 17 26  
Use of Wait Time V1, V2 18 23 1 25  
Use of Technology in the Classroom V2, V3 [Overhead projector in both cases] 0 3 0 3  
Seating Arrangements & Movement V1, V2 [partially visible in both cases] 9 9 2 12  
Students coming to the Board V3 0 0 27 27  
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Table 4.7, Cont. 
What Principals Noticed: Presence 
General Category Code Available for Noticing in Videos? #P noticing 
in 
Triangles 
#P noticing 
in 
Strategies 
#P noticing 
in Map 
#P 
noticing 
in ANY 
video 
  
Teacher 
Pedagogical 
Understanding/ 
Teacher interacting 
with Content and 
Students 
Teacher Content 
Knowledge/Accuracy 
[always available, errors most 
salient in V1] 25 23 14 28  
Pedagogical Understanding [always available] 5 3 0 7 
 
Understanding and Responding to 
Student Mathematical Thinking 
V1 [minimal], V2, V3 14 26 28 29 
 
Purposeful Lesson Design [difficult to observe in an out of context 5-minute clip] 11 21 9 25  
Lesson Objective [difficult to observe in an out of context 5-min clip] 6 1 7 11  
Clarity & Organization [always available] 25 11 2 27 
 
Pacing [difficult to observe in 5-min clip] 12 19 6 23  
Structure & Support  V1, V2, V3 27 23 15 29 
 
Content-Related 
Pedagogy 
(pedagogy relating 
to how the content 
is handled) 
Not Traditional Pedagogy [always available pro/con] 8 4 0 11 
 
Balance of Reform & Traditional 
Pedagogy 
[always available/not really 
intended as N cat] 0 0 0 0  
Student-Driven Instruction V2, V3 17 16 21 28  
Open-ended/multiple ways to solve 
problems 
V2, V3 3 28 15 29 
 
Conceptual Understanding V2 [debatable], V3 8 19 14 18  
Real-World Connections & Word 
Problems 
V3  0 0 2 2  
Manipulatives & Hands-On 
Activities 
V1 [not in video but set up for 
following activity, which is hands-
on] 
11 0 1 12 
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Table 4.7, Cont. 
What Principals Noticed: Presence 
General Category Code Available for Noticing in Videos? #P noticing 
in 
Triangles 
#P noticing 
in 
Strategies 
#P noticing 
in Map 
#P 
noticing 
in ANY 
video 
  
Content-Related 
Pedagogy 
(pedagogy relating 
to how the content 
is handled) 
Reading/Writing About Math [not available] 0 0 0 0  
Depth, Rigor & Challenge [always available pro/con, different level in each video] 16 8 15 25  
Procedural Fluency V2 21 10 0 27  
Math Vocabulary V1, V2, V3 23 5 13 26 
 
Students Interacting 
with Content 
 
Student Higher-Order Thinking V3, V3 17 19 25 27  
Students Collaborate V3 [minimal] 0 9 17 21  
Student Mathematical Discourse V2, V3 0 24 28 28  
(Evidence of) 
Student outcomes 
Student Understanding V1, V2, V3 9 20 13 25  
Student Confusion23 V1, V2, V3 16 3 7 21  
 
 
 
 
                                                
23 Student Understanding comments were coded as denoting either the presence of student understanding, or the 
presence of student confusion; there was no “absence” code for this category 
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Table 4.8 
What Principals Noticed: Absence 
General Category Code Available for Noticing in 
Videos? 
#P making 
abs comment 
in Triangles 
#P making 
abs comment 
in Strategies 
#P making 
abs 
comment in 
Map 
#P making 
abs 
comment in 
ANY video 
  
Classroom Culture 
& Management 
Student Engagement 
[always available to the extent 
students are visible which is 
limited, especially in V3] 
10 4 2 13 
 
Student Behavior (other than 
engagement)  
V1, V2 2 0 1 3 
 
Classroom Management V1, V2 4 12 0 13  
Positive Culture About Math V2, V3 1 0 0 1 
 
Emotional Environment [always available pro/con, especially salient in V3] 5 3 2 7  
General Pedagogy  
(pedagogy relating 
to aspects of 
instruction other 
than the handling of 
content)  
 
Differentiated Instruction  [not obviously available] 10 2 6 14 
 
Formative Assessment 
V1, V2 [depends on observer’s 
interpretation of intent of 
specific teacher moves] 
17 11 5 22 
 
Small Group Work 
[no use of small groups; 
whole-group instruction 
observable] 
17 8 8 22 
 
Many Students Participate 
V1, V2, V3 [some student 
participation in each video, 
varying numbers] 
4 2 9 11  
Use of Wait Time V1, V2 1 2 0 3  
Use of Technology in the 
Classroom 
V2, V3 [Overhead projector in 
both cases] 3 1 2 6  
Seating Arrangements & 
Movement 
V1, V2 [partially visible in 
both cases] 3 6 3 8  
Students coming to the Board V3 5 9 3 13  
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Table 4.8, Cont. 
What Principals Noticed: Absence 
General Category Code Available for Noticing in 
Videos? 
#P making 
abs 
comment in 
Triangles 
#P making 
abs 
comment in 
Strategies 
#P 
making 
abs 
comment 
in Map 
#P making 
abs 
comment in 
ANY video 
  
Teacher 
Pedagogical 
Understanding/ 
Teacher interacting 
with Content and 
Students 
Teacher Content 
Knowledge/Accuracy 
[always available, errors most 
salient in V1] 9 3 3 14  
Pedagogical Understanding [always available] 6 4 2 10 
 
Understanding and Responding to 
Student Mathematical Thinking 
V1 [minimal], V2, V3 10 14 13 25 
 
Purposeful Lesson Design [difficult to observe in an out of context 5-minute clip] 6 2 2 10  
Lesson Objective [difficult to observe in an out of context 5-min clip] 9 0 0 9  
Clarity & Organization [always available] 5 1 0 6 
 
Pacing [difficult to observe in 5-min clip] 0 0 0 0  
Structure & Support  V1, V2, V3 16 19 9 26 
 
Content-Related 
Pedagogy 
(pedagogy relating 
to how the content 
is handled) 
Not Traditional Pedagogy [always available pro/con] 0 0 0 0 
 
Balance of Reform & Traditional 
Pedagogy 
[always available/not really 
intended as N cat] 0 1 0 1  
Student-Driven Instruction V2, V3 14 11 5 20  
Open-ended/multiple ways to solve 
problems 
V2, V3 4 4 2 7 
 
Instruction for Conceptual 
Understanding 
V2 [debatable], V3 6 10 6 18  
Real-World Connections & Word 
Problems 
V3  5 2 5 9  
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Table 4.8, Cont. 
What Principals Noticed: Absence 
General Category Code Available for Noticing in 
Videos? 
#P making 
abs 
comment in 
Triangles 
#P making 
abs 
comment in 
Strategies 
#P making 
abs 
comment 
in Map 
#P making 
abs 
comment in 
ANY video 
  
Content-Related 
Pedagogy (pedagogy 
relating to how the 
content is handled) 
Manipulatives & Hands-On 
Activities 
V1 [not in video but set up for 
following activity, which is 
hands-on] 
9 7 6 14 
 
Reading/Writing About Math [not available] 0 2 0 2  
Depth, Rigor & Challenge [always available pro/con, different level in each video] 
11 12 5 22 
 
Procedural Fluency V2 5 7 1 11  
Math Vocabulary V1, V2, V3 23 1 4 20 
 
Students Interacting 
with Content 
 
Student Higher-Order Thinking V3, V3 6 4 4 12  
Students Collaborate V3 [minimal] 13 12 5 21  
Student Mathematical Discourse V2, V3 10 6 6 15  
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Research Question 2: What Is the Relationship Between the Aspects of Instruction 
Principals Value, and the Aspects They Notice When Observing Mathematics 
Instruction?   
Comparing what principals noticed to what they valued. As noted earlier, the 
average number of principals noticing a single category was higher than the average 
number of principals valuing a single category (22 vs. 13). The maximum was also higher 
(29 vs. 25). That is, the difference between the number of principals endorsing the most 
popular Notice category, compared to the most-popular Value category, was one-tenth of 
the sample: a notable, though modest difference. Furthermore, most Notice categories 
were noticed by more than three-quarters of the principals; only seven were noticed by 
fewer than one-half of principals, and only four were noticed by fewer than one-third (see 
Table 4.9). By contrast, a far larger proportion of the Value categories were noticed by 
relatively few principals. This difference in distributions poses difficulties when it comes 
to comparing the popularity of Value categories to Notice categories, to explore the 
question of how well what principals (as a group) noticed corresponded to their values.  
Table 4.10 shows both the number of principals commenting for each Value and 
Notice category, and their rank-order, with 1 signifying the most popular. However, rank-
order is somewhat misleading, both because of the different maxima, and because there 
are many ties for the same ranking. Therefore, the following analysis relies primarily on 
comparisons of the number and/or proportion of principals endorsing each category, 
though rank-order is occasionally used for further illumination. 
Correspondence between popular value codes and popular notice codes. As 
suggested in the analysis of Research Question 1, principals tended to notice what they 
(as a group) valued. With the exception of Differentiated Instruction, everything that was 
valued by more than two-thirds of principals was noticed by more than three-quarters of 
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principals (see Table 4.10). Of categories valued by more than one-half of principals, all 
were noticed by more than three-quarters of principals, except for Differentiated 
Instruction, Manipulatives, and Lesson Objective (these exceptions will be discussed 
later). Each of the categories valued by more than half of principals was also noticed by 
at least as many individual principals as valued it. In most cases, the number of principals 
noticing a given category exceeded the number valuing it by ten or more. Thus, it appears 
that not only did the group consistently notice the things that it valued, but that the valued 
categories were salient for more principals than actively spoke about valuing them.  
Recall that for the most part, principals were interviewed about their values after 
they had watched and discussed the videos, so that they were to some extent “primed” by 
what they had noticed in the videos. Thus, one might expect principals who had discussed 
a given category apropos of one of the videos, to also mention it among their values. On 
the other hand, it may be that, having talked about their opinions of certain aspects of 
instruction apropos of the specific examples in the videos, some principals felt that they 
had already covered these topics and did not wish to repeat themselves in the later part of 
the interview. 
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Table 4.9 
Proportion of Principals Endorsing Value vs. Notice Categories 
Number of Categories 
Endorsed by… 
Less than 1/3 
of principals 
1/3 or 
more 
½ or 
more 
2/3 or 
more 
¾ or 
more 
All 
principals 
Value 10 26 19 9 3 0 
Notice 3 33 29 25 25 8 
 
Table 4.10 
Rank-Ordering of Value and Notice Categories 
Category 
Number of 
Principals 
(Value) 
Rank 
(Value) 
Rank 
(Notice) 
Number of 
Principals 
(Notice) 
Structure & Support  25 1 1 29 
Understanding and Responding to Student 
Mathematical Thinking  24 2 1 29 
Student Higher-Order Thinking  23 3 12 27 
Student Engagement 22 4 1 29 
Differentiated Instruction 22 4 30 14 
Formative Assessment 22 4 1 29 
Small Group Work 21 7 9 28 
Purposeful Lesson Design 21 7 12 27 
Open-ended/multiple ways to solve problems 20 9 1 29 
Teacher Content Knowledge/Accuracy 19 10 1 29 
Conceptual Understanding 19 10 22 24 
Students Collaborate 19 10 12 27 
Student Mathematical Discourse  19 10 1 29 
Lesson Objective 17 14 28 16 
Student-Driven Instruction 17 14 1 29 
Manipulatives & Hands-On Activities 17 14 26 19 
Student Understanding 17 14 12 27 
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Table 4.10, Cont. 
Rank-Ordering of Value and Notice Categories 
Category 
Number of 
Principals 
(Value) 
Rank 
(Value)!
Rank 
(Notice) 
Number 
of 
Principals 
(Notice) 
Balance of Reform & Traditional Pedagogy 16 18 36 1 
Depth, Rigor & Challenge 16 18 12 27 
Real-World Connections & Word Problems 13 20 33 10 
Clarity & Organization 12 21 12 27 
Reading/Writing About Math 12 21 35 2 
Positive Culture About Math 11 23 23 23 
Pedagogical Understanding  11 23 31 13 
Math Vocabulary 11 23 9 28 
Not Traditional Pedagogy 10 26 32 11 
Pacing 9 27 23 23 
Procedural Fluency 8 28 9 28 
Emotional Environment 6 29 20 25 
Classroom Management 4 30 23 23 
Use of Technology in the Classroom 2 31 34 8 
Seating Arrangements & Movement  2 31 29 15 
Student Behavior  (other than engagement) 1 33 26 19 
Many Students Participate 1 33 12 27 
Use of Wait Time 1 33 20 25 
Students Coming to the Board 0 36 12 27 
 
Aspects of instruction far more commonly noticed than valued.  Because 
almost all of the categories were commonly-noticed, the vast majority were noticed by 
more principals than valued them. The exceptions—categories valued by more principals 
than noticed them—will be discussed in the next section. 
The categories for which the difference between the number of principals noticing 
and valuing a category was most pronounced—a difference of 15 or more—were: 
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Procedural Fluency, Clarity & Organization, Use of Math Vocabulary, Use of Wait Time, 
Many Students Participate, Students Come to the Board, Student Behavior, Emotional 
Environment, and Classroom Management. Indeed, several of these were categories 
created during coding of the Notice data, to account for themes in the principals’ 
comments about the videos that had not surfaced in their discussion of values: Student 
Behavior, Many Students Participate, Students Come to Board, and Use of Wait Time. 
These four categories were valued by two or fewer principals apiece; the other five were 
valued by less than half of the principals. Among them, these nine high-discrepancy 
categories account for most of the categories valued by less than one-third of principals. 
Taken together, these results suggest that, in addition to the instructional elements they 
most valued, principals also consistently attended to some that they did not profess to 
value—specifically, some of the less content-specific, more concrete, lower-inference 
elements that were the emphasis of observations for teacher evaluation in earlier eras.  
It has already been noted that as a group, principals placed relatively little 
emphasis on the cluster of categories relating to classroom climate and management: 
Student Behavior, Classroom Management, and Emotional Environment. That a majority 
of principals noticed these elements suggests that some people valued these categories 
but either did not happen to say so, did not prioritize them highly enough to think to 
mention them under the constraints of the interview setting, or felt encouraged by the 
interview prompts not to mention these non-content-related aspects of instruction. It is 
also possible that they felt that it was in some way socially undesirable to value these 
elements. Finally, the three videos contained various concrete examples of each of these 
three aspects of instruction, which invited comparison and contrast across the videos; 
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thus, principals’ attention may have been particularly drawn to these categories while 
observing. 
The two content-related categories, Procedural Fluency, Clarity & Organization, 
could be construed as less “reform-oriented” (in the NCTM Standards sense) than many 
of the aspects of instruction principals valued more commonly, such as Student-Driven 
Instruction, Student Higher-Order Thinking, Understanding and Responding to Student 
Thinking or Conceptual Understanding. (The same is true of Pacing, which was noticed 
by 14 more principals than valued it.) They are also, arguably, comprised of examples 
that require, on average, less complex mathematical thinking and less inference on the 
part of the observer than examples of Conceptual Understanding or Depth, Rigor & 
Challenge, the other two categories that pertain to the way content is presented to 
students. Therefore, all of the explanations proposed in the previous paragraph could 
equally plausibly apply to these categories as well.  
The distribution of principals commenting on Procedural Fluency across the three 
videos suggests another possible explanation for why so many noticed this element. It 
may be that when they perceive a lesson’s goal to be about procedural fluency or recall of 
facts and definitions, principals attend to those elements of instruction, taking the lesson 
on its own terms, even if their ideal lesson would be more conceptually-oriented and 
cognitively demanding. J. K. Jacobs and Morita (2002) proposed that U.S. teachers have 
two different “ideal scripts” (p. 163) for what they expect a lesson to look like, one based 
on traditional pedagogical principles, and another based on NCTM-Standards-style 
reform principles, and that depending on the structure of the particular lesson they 
observe, one script or the other informs what they look for and how they evaluate 
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instruction. The same may be true for principals. The majority of principals commenting 
on Procedural Fluency did so for the Triangles video, in which the lesson focused on 
recalling basic facts. Fewer commented on Strategies, which featured students sharing 
strategies for performing straightforward computations, but whose instructional goal 
could be interpreted as either procedural fluency or finding multiple procedures and 
understanding the relationships among numbers. Only one principal commented about 
Procedural Fluency with respect to Maps, in which the instructional goal appears 
conceptual rather than procedural. 
Relatedly, the distribution of comments regarding Clarity & Organization 
suggests that principals may attend to this aspect of instruction more, the more the lesson 
features teacher presentation of content—that being the focus of the category. Though, 
for each video, the number of principals commenting about the presence and absence of 
Clarity & Organization elements was roughly equal, many commented on Triangles 
(which features teacher talk almost exclusively), fewer on Strategies (in which the 
teacher does a lot of revoicing and commenting on students’ strategies and presents one 
of her own), and only two on Maps, in which teacher talk plays the smallest role. Thus, it 
may be that because principals’ vision of high-quality instruction included de-
emphasizing teacher presentation of content, they did not speak much about how they 
like to see content presented; but that they did indeed have opinions on this point, which 
informed what they noticed when they observed teachers presenting content. 
As for the remaining over-noticed/under-valued categories, Student Behavior, 
Many Students Participate, Students Come to Board, and Use of Wait Time all represent 
very concrete, easy-to-observe behaviors. Indeed, Students Come to Board (and Seating 
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Arrangements & Movement, noticed by 14 more principals than valued it) capture 
principals’ comments about physical behaviors, separate from the meaning they placed 
on those movements. Thus, it is possible these categories were commonly-noticed simply 
because they were easy to notice and constituted concrete evidence from which principals 
could make inferences about aspects of instruction they cared about. For example, 
students getting a turn to speak or go to the board to show their work might be evidence 
of students fully engaging with the math content, or of less teacher-centered instruction, 
or of instruction that supports the learning of students of all abilities.  
In addition, the videos contained salient examples of these categories to catch 
principals’ attention. The Triangles and Strategies videos included highly obvious 
examples of the use of wait time. Maps featured an extended episode of a student sharing 
at the board, while the other two videos feature students contributing from their seats 
while the teacher scribes. The extended classroom management episode in Strategies 
called attention to students’ behavior. And different numbers of students participated in 
markedly different ways in each of the videos. The distributions of principals 
commenting on each of these categories across the three videos (see Table 4.7 and Table 
4.8) are compatible with what one might expect to see if principals’ noticing were 
influenced by the contents of the videos. 
It should also be noted that the discrepancy between valuing and noticing Many 
Students Participate may stem from principals’ tendency to use the word “engagement” 
without distinguishing whether they meant being on-task and eager to volunteer, actively 
contributing by doing things like answering questions and presenting solutions at the 
board, or some combination of the two. Thus, principals who actually valued student 
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participation may have been mistakenly coded as only valuing student engagement. 
However, it is also possible that this discrepancy is a substantive one. 
Thus, in addition to generally noticing more than they said they valued, a fair 
number of principals specifically noticed a number of non-content-related, more concrete, 
and/or lower-inference aspects of instruction that few of them had mentioned valuing. 
There is some evidence to suggest that principals’ noticing of these elements may depend 
to some extent on the context of the lesson and/or the availability of examples to notice. 
It may also be that principals, consciously or unconsciously, under-emphasized these 
aspects of instruction when speaking about their values. On the other hand, it may be that 
principals notice what is easily-noticed, without necessarily placing much importance on 
it in the larger scheme of things.  
Aspects of instruction more commonly valued than noticed. A handful of 
categories were valued by more principals than they were noticed by: Reading/Writing 
about Math, Balance of Reform & Traditional Pedagogy, Differentiated Instruction, Real-
World Connections and Word Problems, and Lesson Objective. Four additional 
categories were noticed by between zero and four more principals than valued them (i.e., 
the difference was no greater than the difference between the most-noticed and most-
valued categories). These were: Structure & Support, Student Higher-Order Thinking, 
Manipulatives and Hands-On Activities, Pedagogical Understanding, and Not Traditional 
Pedagogy.  
Structure & Support, Differentiated Instruction and Student Higher-Order 
Thinking, were valued by more than two-thirds of principals, so that it was not possible 
for the number of principals noticing the categories to be very much larger. Furthermore, 
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although Differentiated Instruction was commonly-valued, there were no obvious 
examples of it in any of the videos, which presumably made comments in this category 
less likely. Indeed, it is a testament to the extent to which principals valued differentiated 
instruction that, even so, about half of them made comments it, usually about the fact that 
they didn’t see any. In addition, as principals often seemed to think of differentiated 
instruction as something to be implemented during small group work, they may have 
been less inclined to look for it during whole-class instruction such as was shown in all 
three videos. 
The rest of the categories were valued by a middling number of principals—
between one-third and two-thirds of the principals—but were comparatively rarely-
noticed (see Table 4.10). Like Differentiated Instruction, Reading/Writing About Math 
and Manipulatives/Hands-On Activities were unavailable or only minimally available for 
noticing in the videos; the same is true to a lesser extent for Real-World Connections and 
Word Problems, with the contextualized problem in the Map video counting in some 
people’s opinion but not others’. The other categories seem plausibly difficult to notice in 
the interview context. In a five-minute segment of instruction, viewed out of context, it is 
difficult to infer the lesson objective or observe how well the lesson is focused around it 
and whether students understand the ultimate purpose of their activities. Thus it is not 
particularly surprising that more principals did not notice anything in the Lesson 
Objective category, and that nine out of the sixteen who did comment, commented on an 
absence. Indeed, it is perhaps more surprising that more than half of the principals were 
able to comment on the presence of aspects of instruction having to do with the lesson 
objective. Finally, the Balance of Reform & Traditional Pedagogy, Not Traditional 
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Pedagogy and Pedagogical Understanding categories were intended to capture only those 
comments that could not be otherwise classified; therefore, it is likely that most of 
principals’ comments about specific examples of pedagogical practice were categorized 
elsewhere, e.g., in Student-Driven Instruction, Conceptual Understanding, Procedural 
Fluency, Student Higher-Order Thinking, or Understanding and Responding to Student 
Thinking.  
Thus, it seems plausible that the discrepancies between the proportion of 
principals valuing and noticing these categories were due to artifacts of the interview and 
coding process, and there is no strong reason to infer substantive meaning to the under-
noticing of these categories. 
Principals’ holistic judgments of instructional quality in the three videos. In 
many of the interviews, principals were explicitly asked their opinion of the level of 
quality of instruction in each of the videos, or they made spontaneous comments on this 
subject. There was some variation of opinion among the principals who commented, 
particularly when it came to the Triangles video (see Table 4.11). However, in the 
aggregate, the principals seemed to feel that Triangles represented low-to-medium-
quality instruction, Strategies represented medium-to-high-quality, and Map represented 
high-quality.  
This relative ordering of the videos corresponds to the researchers’ judgment of 
the relative level of a) mathematical accuracy and b) NCTM-reform-oriented instruction 
demonstrated in the three videos, with Triangles being the least accurate and least 
reform-oriented. The same order also arguably describes the relative quality of the 
emotional climate and culture around mathematics (as described by the corresponding 
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Value categories). Some of the other aspects of instructional practice most principals 
valued, e.g., differentiated instruction and small-group work, were equally absent in all 
three videos. Thus, the groups’ aggregate assessment of the overall quality of the 
instruction in each video seems consistent, in broad strokes, with what was observable 
pertaining to the instructional practices they valued.  
 
Table 4.11 
Principals’ Judgment of Overall Instructional Quality in the Three Videos 
 Low-Quality Medium-Quality High-Quality Total24 
Principals 
Commenting 
Triangles 7 (32%) 9 (41%) 6 (27%) 22 
Strategies 1 (4%) 11 (42%) 14 (54%) 26 
Map 1 (7%) 4 (27%) 10 (67%) 15 
 
Conclusion. Individually and as a group, principals noticed a large quantity and 
variety of aspects of the instruction they observed, with most categories noticed by a 
sizable majority of principals. Most principals noticed the most-commonly-valued 
aspects of instruction, as well as a variety of less-commonly-valued aspects. Although an 
analysis of the depth and accuracy of principals’ noticing is beyond the scope of the 
present analysis, these results suggest that these principals were not simply “talking the 
talk” when it came to the student-centered, conceptually-oriented, high-cognitive-demand 
                                                
24 It is possible that some individuals made multiple, inconsistent comments, and 
are thus “double counted” here. Also, several principals made ambiguous comments not 
included in this analysis. 
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style of instruction they profess to value; they were also attending to and picking up on 
those aspects of instruction during observation. The same was true for the individual-
support-and-structure-oriented aspects of instruction that principals valued. However, the 
group also tended to notice some aspects of instruction that were not emphasized in their 
value systems: classroom climate and management, clarity and organization, instruction 
for procedural fluency, and a number of concrete, easily-observable behaviors. 
Furthermore, principals’ overall opinion of the instruction in each video tended to align 
with the degree to which the instruction aligned with key commonly-espoused values. 
Finally, although there was variation among individuals, the principals as a group were 
able to notice and discuss the mathematics at play in the lesson with some amount of 
detail and accuracy. 
Research Questions 1 and 2 explored the way principals observe and think about 
mathematics instruction. The next section focuses on Research Question 3, which 
investigates the holistic evaluative judgments principals make about the quality of their 
teachers’ instruction based on observations and other data.  
Research Question 3: How Do Principals’ Assessments of the Quality of 
Mathematics Instruction Relate to Other Measures of Instructional Effectiveness, 
Such as Value-Added Models Based on Student Test Scores, and Assessments of 
Instructional Quality Based on Classroom Observation?  
This section describes the construction of the four hierarchical linear models, then 
the results from each model, and finally presents interpretations of these results. 
Model-building process. Each hierarchical linear model was constructed in a 
series of steps, beginning with the random-intercepts model containing only the teacher-
level (level 1) predictor(s). In the case of Model D, the random-intercepts model also 
  201 
contained terms for the pairwise interactions among the three predictors; only those 
interaction terms whose coefficients were statistically significant were retained in the 
model. Next came a random-slopes model in which the slopes associated with the 
predictor-outcome relationship allowed to vary. These slopes were then fixed or allowed 
to vary as warranted by the empirical results (see the following section on Decision 
Criteria). Next, the principal-level (level 2) district indicators were added to the model, 
along with cross-level interaction terms if the model contained random level-1 slopes. 
Again, cross-level interaction terms were retained only if the associated coefficients were 
statistically significant. Finally, each potential covariate was added to the model 
individually. Those whose associated coefficients were statistically significant when 
tested individually were included in the final model. 
Decision criteria. When constructing the models, three criteria were used to judge 
whether to allow a slope to vary randomly. First, the slope had to be estimated with 
reliability > 0.10. Then, the variance component had to be statistically significantly 
different from zero. Finally, the random-slope model had to fit the data better than the 
fixed-slope model. 
Because the purpose of the level 2 district indicator variables was solely to 
account for systematic variation across principals, rather than to substantively interpret 
effects associated with school district membership, these variables were included in the 
model if doing so improved model fit and decreased the unexplained between-principals 
variance component. By contrast, other principal-level covariates such as School SES 
were retained in the model when the associated regression coefficients were statistically 
significantly different from zero. 
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The three fit statistics consulted to compare the fit of competing versions of a 
model were the deviance-difference, Akaike’s Information Criterion (AIC), and the 
Bayseian Information Criterion (BIC). All three of these criteria compare log-likelihoods 
of the competing models; the AIC and BIC correct for the number of parameters being 
estimated, with the BIC being more conservative (though the difference is greater for 
large sample sizes than for the modest sample size of the present study). In cases where 
the AIC suggested retaining the more complex model and the BIC disagreed, the AIC 
was given precedence; this less stringent criterion was chosen because the statistical 
power to detect effects in this study was already low due to the modest sample size, 
therefore, the additional safeguard against Type I errors of choosing BIC over AIC 
(Dziak, Coffman, Lanza, & Li, 2012) seemed unnecessarily cautious.  
Principal-level covariates. The set of covariates considered for inclusion in the 
models is described in Chapter 3. Once parsimonious baseline models A-D were 
established, principal-level covariates were added in order to investigate whether any of 
them might account for some of the between-principals variation in the ratings principals 
gave. Each covariate was added to the model individually; those covariates that were 
significant individually were then added one by one to the model, to determine whether 
they remained statistically significant and accounted for unique portions of between-
principals variance. 
Research hypotheses. Formally, the null hypothesis to be tested by each model 
was that, after accounting for the effects associated with school district and other 
covariates, there is no relationship between a principal’s rating of a teacher’s instructional 
effectiveness and that teacher’s instructional effectiveness as measured by the outcome 
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variable (MQI, CLASS™ or VAM score); in other words, that the regression coefficient 
for principal’s rating would be equal to zero. The research hypothesis was that there is a 
relationship between the two variables; in other words, that the regression coefficient 
would not be equal to zero. The research hypothesis was nondirectional, leaving open the 
possibility of a negative relationship: 
 
 
Model A: quality of mathematics instruction. In this model, a teacher’s MQI 
score was used to predict the rating given by the principal in response to the survey item, 
“Compared to other 4th and 5th grade teachers you have known, how would you rate [this] 
teacher in terms of the quality of the teacher’s mathematics instruction, regardless of 
student test scores?” The research question at hand was to what extent principals’ ratings 
measure a similar “quality of mathematics instruction” construct to that measured by the 
MQI instrument. Therefore, the most relevant results to consider were whether the 
regression coefficient for MQI was statistically significantly different from 0, and the 
proportion of variation in principal rating scores that could be explained by MQI scores. 
These both indicate the strength of the relationship between MQI and principal rating, 
which in turn, can be seen as an indication of the extent to which the constructs measured 
by the two measures overlap. 
Also of interest was the extent to which the intercept varied across principals. 
Because the predictor, MQI, was grand-mean centered, the intercept represented the 
predicted principal rating for a teacher scoring at the mean on MQI (holding constant any 
€ 
H0 :γ10 = 0
H1 :γ10 ≠ 0
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additional variables in the model). If all principals were interchangeable as evaluators of 
instruction, a teacher of average MQI would receive the same rating from any principal. 
However, if some principals were more generous raters and others harsher, these 
differences would manifest in the model as a between-principals (i.e., level 2) component 
in the variance of the intercept. In Model A, the unconditional intra-class correlation 
coefficient (ICC) of 0.31 indicated that a substantial proportion of the variation in 
principal ratings was, indeed, between-principals (see Table 4.16). Therefore, as will be 
explained below, school district and other principal-level covariates were examined to 
determine whether they could help to explain these systematic differences among 
principals as raters of the quality of teachers’ instruction. 
MQI scores were found to significantly predict principal ratings in the initial 
random-intercepts model; therefore, further analysis was justified and a more complex 
model was created to investigate the details of the relationship. In the random-slope 
model, the variance component for the random slope for MQI was not statistically 
significantly different from zero (see Table 4.18), indicating that the relationship between 
teachers’ MQI scores and the ratings they received from their principals did not vary 
across principals. In addition, the reliability of the estimate of the random slope was very 
low (λ = 0.065), and fit statistics indicated that that the fixed-slope model fit the data no 
worse than the random-slope version did (see Table 4.12). Therefore, the slope was fixed 
for the final version of Model A.  
When the level-2 district indicators were added to the random-intercepts model, 
the fit improved and the total variance accounted for increased from 2% to 10%. 
Therefore, although none of the district indicator coefficients was significantly different 
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from 0, these variables were retained in the final version of the model. When the possible 
covariates were added individually to this baseline model, only School SES was 
significant and therefore, retained in the final model. 
Thus, the final, parsimonious version of Model A had a fixed slope for MQI and 
included district indicators and School SES as principal-level variables; it is represented 
by the following equations: 
 
 
 
  
 
Where  
PRAij is the rating given to the teacher by the principal on the “quality of 
mathematics instruction” survey item; 
MQIij is the teacher’s MQI score, grand-mean centered; 
-  are the effects-coded variables representing Districts 12, 13, and 14; 
SSESj is the composite measure of School SES; 
 is the mean outcome score for teachers scoring at the sample mean for MQI 
and at the (weighted) sample mean across school districts; 
PRAij = β0 j +β1 j (MQI1ij )+ rij
β0 j = γ00 + γ0nWnj
n=1
3
∑ +γ04SSESj +µ0 j
β1 j = γ10
W1 j W3 j
γ00
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 is the predicted difference in principal’s-rating score associated with a 1-
percentage-point increase above 0 in School SES (conditional on the effects of school 
district); 
-   are (respectively) the predicted mean differences in principal’s-rating 
score associated with a teacher’s belonging to District 12, 13 or 14, compared with the 
(weighted) mean across districts; 
 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in MQI score above the mean (conditional on the effects of school district); 
 is the unique intercept effect (error term) associated with principal/school j, 
conditional on the effects of school district; 
 is the unique error term associated with the individual teacher i. 
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Table 4.12 
Model A Model-Fit Comparisons 
Model A1: Unconditional A2: L1 predictor, 
fixed slope 
A3: L1 predictor, 
random slope 
A4: Full model 
with fixed slope, 
with district 
effects but no 
cross-level 
interaction terms 
df 3 4 5 7 
Log-likelihood 
(REML | ML) 
-228.2213 -223.6822 -223.6822 -221.4516 
-227.0302 -223.236 -223.236 -218.6458 
Deviance-
difference (LR test) 
significance (ML 
only) 
--  (vs. A1)*  (vs. A2)  (vs. A2)* 
AIC (REML | ML) 462.4426 455.3645 457.3645 456.9032 
460.0604 454.472 456.472 451.2916 
BIC (REML | ML) 471.8323 467.8841 473.014 478.8125 
469.4501 466.9916 472.1215 473.2009 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
 
In this model, an increase of 1 point above the grand mean in the teacher’s quality 
of mathematics instruction as measured by her MQI score was associated with a 2.62-
point increase in her principal’s rating of the quality of her mathematics instruction, with 
school district held constant (see Table 4.20). The standard deviation of the MQI scores 
in the sample was 0.09 and the standard deviation of the predicted scores was 0.34; thus, 
a 1 standard deviation increase in MQI corresponded to a predicted 0.69 standard 
deviation increase in principal ratings.  
To give substantive meaning to this relationship, consider what the relationship 
would look like if there were a perfect 1-to-1 correspondence between MQI scores and 
principal ratings. Because MQI was measured on a 3-point scale and principal ratings on 
a 6-point scale, a 1-point MQI increase would correspond to a 2.5-point increase in 
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principal rating. The fact that the slope predicted by Model A was steeper than it would 
be in the case of theoretical 1-to-1 correspondence between scores may very likely be due 
to the restricted range of MQI scores in the sample, coupled with the fact that MQI scores 
clustered near the bottom of the instrument’s range, while principal ratings clustered near 
the top. In this sample, principal scores ranging from 1 to 6 corresponded to MQI scores 
ranging from only 1.4 to 2.0; even if the four teachers with principal ratings lower than 3 
were excluded from consideration, the principal ratings would still cover a greater 
proportion of the instrument’s range than was the case for the MQI scores. 
Despite the statistical significance of the coefficient, the relationship between 
MQI and principal rating was weak in terms of explanatory power, accounting for only 
6% of the available between-teachers variation in principal’s ratings (see Table 4.20). 
The large proportion of between-teachers variance left unexplained indicated that, after 
accounting for the effect of school district, the “quality of mathematics instruction” 
construct measured by MQI score did not correspond very well to the “quality of 
mathematics instruction” construct principals had in mind when they rated their teachers. 
The coefficient for School SES was -0.02. Recall that School SES is a composite 
measure whose scale is in percentage points (0-100), and that higher values represent 
lower aggregate SES for the school (i.e., a higher proportion of poor and/or minority 
students). Thus, this coefficient indicates that for every 10-percentage-point decrease in 
school aggregate SES, the predicted principal rating for a teacher in that school decreases 
by 0.20 points on the 6-point scale (with MQI and school district held constant). Another 
way to think about the effect size of this relationship is that a 1 standard deviation (20.9 
percentage point) decrease in school aggregate SES is associated with a 1.23 standard 
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deviation (0.42 point) decrease in teacher’s predicted principal rating (with MQI and 
school district held constant).  
With the inclusion of district effects and School SES, 45% of the available 
between-principals variation was accounted for. Because 69% of the available variance 
was between teachers and 31% was between principals, the model thus accounted for 
only 18% of the total available variation. In addition, the conditional ICC of the final 
model was 0.20, indicating that even after variation across districts was taken into 
account, ratings varied systematically across principals, perhaps due to factors not 
accounted for in this model. 
Model B: general quality of instruction. In this model, a teacher’s CLASS™ 
score was used to predict the rating given by the principal in response to the survey item, 
“Compared to other 4th and 5th grade teachers you have known, how would you rate [this] 
teacher overall?” CLASS™ scores were found to significantly predict principal ratings in 
the initial random-intercept model; therefore, further analysis was justified. The 
unconditional ICC of 0.27 indicated that a substantial proportion of the variance in 
principal ratings was between-principals variation, and that therefore, it was appropriate 
to let the intercept vary randomly and to investigate whether the slope should also vary 
randomly. 
Unlike in Model A, in Model B the random slope variance component was 
statistically significantly different from zero, suggesting that the relationship between 
CLASS™ score and principal rating varied substantially across principals (see Table 
4.18), and the random slope was estimated with reasonable reliability (= 0.276). Fit 
statistics were ambiguous as to whether allowing the slope to vary randomly improved 
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model fit: the deviance-difference was significant at the 0.1 level but not at the 0.05 level; 
the AIC suggested that the random-slope model was an improvement, while the more 
conservative BIC suggested that it was not (see Table 4.13).  
Investigation of further models in which the slope was allowed to vary randomly 
produced evidence that the relationship between CLASS™ score and principal rating did 
indeed vary across principals, and that school district played a role in this variation. The 
full model with random slope, district predictors and cross-level interactions fit the data 
better than either a model with random slope and no cross-level predictors, or a model 
with fixed slope and no cross-level predictors. Although the coefficients for the district 
indicators themselves were not significantly different from zero, some of the cross-level 
interactions between CLASS™ and district indicators were statistically significant. In 
addition, these cross-level interactions accounted for 71% of the random variation in 
slope, enough that the residual random slope component was no longer statistically 
significantly different from zero (see Table 4.19). In other words, differences across 
principals in the relationship between CLASS™ and principal rating were essentially all 
explainable by differences between districts. Therefore, the slope was fixed in the final 
version of Model B, which included district effects and cross-level interactions.  
When the possible covariates were added individually to this baseline model, only 
School SES and Principal’s Amount of Teaching Experience were statistically 
significant. Both remained significant when included in the model together, and were 
retained in the final model. This final model is represented by the following equations: 
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Where  
PRBij is the rating given to the teacher by the principal on the “overall 
instruction” survey item; 
CLASSij is the teacher’s CLASS™ score, grand-mean centered; 
-  are the effects-coded variables representing Districts 12, 13, and 14; 
SSESj is the composite measure of School SES 
PYTj is a measure of the principal’s amount of prior teaching experience; 
 is the mean outcome score for teachers scoring at the sample mean for MQI 
and at the (weighted) sample mean across school districts; 
-   are (respectively) the predicted mean differences in principal’s-rating 
score associated with a teacher’s belonging to District 12, 13 or 14, compared with the 
(weighted) mean across districts; 
 is the predicted difference in principal’s-rating score associated with a 1-
percentage-point increase above 0 in School SES (conditional on the effects of school 
district); 
 is a measure of the principal’s amount of prior teaching experience; 
PRBij = β0 j +β1 j (CLASS1ij )+ rij
β0 j = γ00 + γ0nWnj
n=1
3
∑ +γ04SSESj +γ05PYTj +µ0 j
β1 j = γ10 + γ1nWnj
n=1
3
∑
W1 j W3 j
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 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in CLASS™ score above the mean (conditional on the effects of school district); 
-  are (respectively) the predicted differences in the slope of CLASS™, 
associated with membership in district 12, 13, or 14, as compared to the (weighted) mean 
across districts; 
 is the unique intercept effect (error term) associated with principal/school j, 
conditional on the effects of school district; 
 is the unique error term associated with the individual teacher i. 
  
γ10
γ11 γ13
µ0 j
rij
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Table 4.13 
Model B Model-Fit Comparisons 
Model B1: Un- conditional 
B2: L1 
predictor, 
fixed 
slope 
B3: L1 
predictor, 
random 
slope 
B4: Full 
model with 
random 
slope, 
district 
effects, and 
cross-level 
interactions 
B5: 
Random 
slope 
district 
effects, 
but no 
cross-
level 
interaction 
terms 
B6: Fixed 
slope, 
district 
effects, but 
no cross-
level 
interaction 
terms 
B7: B4, 
with 
slope 
fixed 
df 3 4 5 11 8 7 10 
Log-
likelihood 
(REML | 
ML) 
-234.3497 -223.491 -221.5247 -217.3893 -222.3528 -224.2646 
-
217.5547 
-233.1454 -221.5005 -219.7876 -212.7134 -218.3022 -219.9984 
-
212.7134 
Deviance-
difference 
(LR test) 
significance 
(ML only) 
-- (vs. B1)**  (vs. B2) 
 (vs. B2)*  
 
(vs. B3)* 
 (vs. B4)* 
 (vs. B2)  
 
 (vs. B4)**  
 
 (vs. B5) 
 (vs. B4) 
AIC 
(REML | 
ML) 
474.6995 454.982 453.0494 491.2074 460.7056 462.5292 455.1093 
472.2909 451.001 449.5753 447.4269 452.6044 453.9969 445.4269 
BIC 
(REML| 
ML) 
484.0892 467.5016 468.6989 491.2074 485.7448 484.4384 486.4083 
481.6806 463.5206 465.2248 481.8558 477.6436 475.9061 476.7259 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
 
In this final model, an increase of 1 point above the grand mean in the teacher’s 
general quality of instruction as measured by her CLASS™ score is associated with a 
0.95-point increase in the “overall” rating assigned by her principal, after accounting for 
the effects of school district (see Table 4.20). In terms of standard deviations, a 1 
standard deviation in CLASS™ score corresponded to a 0.73 standard deviation increase 
in predicted principal rating. Recall that the CLASS™ uses a 7-point scale; therefore, if 
these two measures corresponded perfectly, a 1-point increase in CLASS™ score would 
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be equivalent to a 0.85-point increase in principal rating. As in Model A, this steeper-
than-theoretical slope may have been at least partially due to the restriction of CLASS™ 
scores in the sample; they varied from 3.5 to 5.8 rather than across the full range of 1 to 
7.  
Like Model A, Model B left a substantial amount of teacher-level variance in 
principal ratings unaccounted for; it accounted for 19% of the unconditional teacher-level 
variance in principals’ ratings. The large proportion of teacher-level variance left 
unexplained suggested that the “quality of instruction” construct measured by CLASS™ 
score did not correspond very well to the “overall teacher quality” construct principals 
had in mind when they rated their teachers. 
With district effects, School SES and principal’s amount of teaching experience 
included in the model, 75% of the unconditional principal-level variance was accounted 
for (see Table 4.20). Though much reduced, the remaining between-principals variance 
still differed significantly from zero, and represented a small but non-negligible 
proportion of the total residual variance (ICC = 0.10). However, because 73% of the 
available variance was between teachers and 27% was between principals (see Table 
4.16), the model thus accounted for only 34% of the total available variation.  
While some of the difference in principals’ generosity as raters was attributable to 
differences between school districts, School SES and Principal’s Amount of Teaching 
Experience also played a role in explaining differences among principals. The School 
SES coefficient of -0.02 indicates that for every 10-percentage-point decrease in school 
aggregate SES, the predicted principal rating for a teacher in that school decreases by 
0.20 points on the 6-point scale (with CLASS™, principal’s teaching experience, and 
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school district held constant). In terms of standardized effect size, a 1 standard deviation 
(20.9 percentage point) decrease in school aggregate SES is associated with a 0.89 
standard deviation (0.42 point) decrease in teacher’s predicted principal rating (with 
CLASS™, principal’s teaching experience, and school district held constant). Thus, in a 
result similar to that of Model A, principals in lower-SES schools were harsher raters of 
their teachers’ instruction, giving lower ratings than their counterparts in higher-SES 
schools did to teachers with equivalent CLASS™ scores. 
The Principal’s Amount of Teaching Experience coefficient of 0.22 indicated that 
a 1 standard deviation (0.91 point) increase in Principal’s Amount of Teaching 
Experience was associated with a 0.42 standard deviation (0.20 point) increase in 
predicted principal rating. Thus, principals who had had more teaching experience 
themselves were inclined to rate their teachers more generously than principals with less 
teaching experience were. 
Finally, the relationship between CLASS™ and principal rating varied across 
principals. In other words, not only were some principals more generous raters than 
others, but some of their ratings corresponded more closely with the construct measured 
the CLASS™. However, these differences among principals were entirely accounted for 
by the effects associated with belonging to different school districts. This suggests that 
perhaps the principals in a given district share, to some extent, common values about 
what good teaching practice looks like, and that in some districts this common vision is 
closer to that exemplified by the CLASS™ instrument than in other districts. 
Model C: ability to raise students’ mathematics test scores. In this model, 
teachers’ value-added (VAM) scores were used to predict the rating given by principals 
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in response to the survey item, “Compared to other 4th and 5th grade teachers you have 
known, how would you rate [this] teacher in terms of raising student test scores in 
mathematics?” VAM scores were found to significantly predict principal ratings in the 
initial random-intercept model; therefore, further analysis was justified. Because the 
unconditional ICC of 0.39 indicated that a substantial proportion of the variance in 
principal ratings was between principals, the intercept was allowed to vary randomly. 
In the random-intercepts model, the variance component for the random slope for 
VAM was not statistically significantly different from zero, and was estimated with low 
reliability (λ = 0.039). Comparison of model-fit criteria indicated that the fixed-slope 
model was no worse a fit for the data than the random-slope version (see Table 4.14). 
Therefore, the slope was fixed for the final version of Model C.  
The addition of the level-2 district indicators to this fixed-slope, random-intercept 
model significantly improved model fit (see Table 4.14) and increased the total variance 
accounted for to 27%, as compared with only 12% in the random-intercept model (see 
Table 4.16). Therefore, the district indicators were retained in the final version of the 
model. When the possible covariates were added individually to this baseline model, only 
School SES was statistically significant and therefore, retained in the final model. 
The final, parsimonious version of Model C is represented by the following 
equations: 
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PRCij = β0 j +β1 j (VAM1ij )+ rij  
β0 j = γ00 + γ0nWnj
n=1
3
∑ +γ04SSESj +µ0 j  
β1 j = γ1 j
 
 
Where  
PRCij is the rating given to the teacher by the principal on the “ability to raise 
math scores” survey item; 
VAMij is the teacher’s value-added score, grand-mean centered; 
-  are the effects-coded variables representing Districts 12, 13, and 14; 
SSESj is the composite measure of School SES 
 is the mean outcome score for teachers scoring at the sample mean for VAM 
and at the (weighted) sample mean across school districts; 
-   are (respectively) the predicted mean differences in principal’s-rating 
score associated with a teacher’s belonging to District 12, 13 or 14, compared with the 
(weighted) mean across districts; 
 is the predicted difference in principal’s-rating score associated with a 1-
percentage-point increase above 0 in School SES (conditional on the effects of school 
district); 
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 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in value-added score above the mean (conditional on the effects of school 
district); 
 is the unique intercept effect (error term) associated with principal/school j, 
conditional on the effects of school district; 
 is the unique error term associated with the individual teacher i. 
 
Table 4.14 
Model C Model-Fit Comparisons 
Model 
C1: Unconditional C2: L1 predictor, fixed slope 
C3: L1 predictor, 
random slope 
C4: Full model 
with fixed slope, 
district effects but 
no cross-level 
interaction terms 
Df 3 4 5 7 
Log-likelihood 
(REML | ML) 
-238.7317 -223.8393 -223.8393 -219.6813 
-237.714 -222.7817 -222.7817 -216.2012 
Deviance-
difference (LR test) 
significance (ML 
only) 
--  (vs. C1)*** 
 
(vs. C2) 
 (vs. C2)** 
AIC (REML | ML) 483.4635 455.6787 457.6787 453.3626 
481.428 453.5634 453.5634 446.4024 
BIC (REML | ML) 492.8532 468.1983 473.3282 475.2719 
490.8177 466.083 466.083 468.3117 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
 
 
γ30
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In this final model, an increase of 1 point25 above the grand mean in the teacher’s 
VAM score is associated with a 2.22-point increase in her principal’s rating of her ability 
to raise student mathematics test scores, after accounting for the effects of school district 
(see Table 4.20). In terms of standard deviations, a 1 standard deviation increase in VAM 
score corresponds to a 0.58 standard deviation increase in principal rating. The intercept 
indicates that a teacher scoring at the mean on VAM could expect a principal rating of 
5.47, which is higher than both the mean principal rating (4.23) and the middle score 
point on the survey instrument (3.5).  
This model accounted for 16% of the teacher-level variation in principal’s ratings, 
suggesting that, despite the principals’ familiarity with the actual test scores from these 
teachers’ classes (see Table 3.6 in Chapter 3) the principals’ assessment of their teachers’ 
ability to raise student mathematics test scores was only partly accounted for by teachers’ 
value-added scores. With district effects and School SES included, the model accounted 
for 71% of the principal-level variation; however, the conditional ICC of 0.18 and the 
fact that the residual variance was still significantly different from zero indicate that a 
meaningful amount of between-principals variation remained unexplained. Because 60% 
of the available variance was between teachers and 40% was between principals (see 
Table 4.16), the model thus accounted for 38% of the total available variation. 
                                                
25 Because value-added scores are standardized, 1 point of VAM is equivalent to 
one standard deviation, but the standard deviation refers to the entire sample from which 
the VAM scores were calculated, rather than to the subsample of teachers included in the 
present analysis. 
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The School SES coefficient of -0.02 indicates that for every 10-percentage-point 
decrease in school aggregate SES, the predicted principal rating for a teacher in that 
school decreases by 0.20 points on the 6-point scale (with VAM and school district held 
constant). In terms of standardized effect size, a 1 standard deviation (20.9 percentage 
point) decrease in school aggregate SES is associated with a 0.69 standard deviation 
(0.42 point) decrease in teacher’s predicted principal rating (with VAM and school 
district held constant). Consistent with the results of Models A and B, principals in lower-
SES schools were harsher raters of their teachers’ instruction, giving lower ratings than 
their counterparts in higher-SES schools did to teachers with equivalent VAM scores. 
Model D: composite model. In model D, the outcome variable was the composite 
scale score formed by averaging the three principal rating items together. MQI, CLASS, 
and VAM were the main predictors. District indicators and cross-level interactions were 
considered at appropriate points in the model-building process; terms for the pairwise 
interactions among the three teacher-level predictors (but not the three-way interaction) 
were also included. MQI, CLASS™ and VAM scores were each found to significantly 
predict principal ratings in the initial random-intercept model; therefore, further analysis 
was justified. The unconditional ICC of 0.32 indicated that a substantial proportion of the 
variance in principal ratings was between principals; therefore, the intercept was allowed 
to vary randomly. 
In the slopes-and-intercepts-as-outcomes model with the three teacher-level 
predictors (random slopes) and their three pairwise interaction terms (fixed slopes), the 
CLASSxVAM interaction term was statistically significantly different from zero, while 
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the MQIxCLASS and MQIxVAM were not. Therefore, only the CLASSxVAM 
interaction was retained. 
Allowing the slopes associated with the three predictors to vary randomly led to 
difficulties with model convergence, because some principal groups did not contain 
enough teachers to allow estimation of all of the random slopes simultaneously. When 
estimates were calculated based on only those groups that were large enough, the random 
slope components for MQI and VAM were estimated with very low reliability (= 
0.047, 0.067, respectively); however, the slope for CLASS™ was more reliably estimated 
(= 0.230) (see Table 4.16). Given the existence of variation between principals in the 
slope for CLASS™ in Model B, a version of Model D was investigated in which the 
CLASS™ slope was allowed to vary randomly while the slopes for MQI and VAM were 
fixed. However, in this version of the model, the variance component associated with the 
random slope, though measured with sufficient reliability (= 0.137), was not 
statistically significantly different from zero, indicating that the relationship between 
CLASS™ and principal rating did not vary across principals. The analysis therefore 
proceeded with the slopes for all three predictors fixed. 
When the district indicators were added to the model, fit improved (see Table 
4.15) and the residual between-principals variance dropped from 0.30 to 0.23, indicating 
that district effects accounted for some variance. Therefore, they were retained in the 
final model. When the possible covariates were added individually to this baseline model, 
only School SES and Principal’s Amount of Teaching Experience were statistically 
significant. Both remained significant when included in the model together, and were 
retained in the final model.  
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Thus, the final, parsimonious model includes MQI, CLASSTM, and VAM as main 
predictors; the teacher-level CLASSxVAM interaction term, the district indicators, and 
the School SES and Principal’s Amount of Teaching Experience covariates. The slopes 
for all MQI, CLASSTM, and VAM are fixed. This model is represented by the following 
equations: 
 
 
 
 
 
 
 
Where  
PRCompij is the rating given to an individual teacher by his/her principal 
(principal’s-rating score); 
MQIij is the teacher’s MQI score, grand-mean centered; 
CLASSij is the teacher’s CLASS™ score, grand-mean centered; 
VAM ij is the teacher’s VAM score, grand-mean centered; 
 is the interaction between MQI and VAM score; 
-  are the effects-coded variables representing Districts 12, 13, and 14; 
SSESj is the composite measure of School SES; 
PYTj is the principal’s amount of past teaching experience; 
PRCompij = β0 j +β1 j (MQIij )+β2 j (CLASSij )+β3 j (VAMij )+β4 j (CLASSij *VAMij )+ rij
β0 j = γ00 + γ0nWnj
n=1
3
∑ +γ04SSESj +γ05PYTj +µ0 j
β1 j = γ10
β2 j = γ20
β3 j = γ30
β4 j = γ40
(CLASSij *VAMij )
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 is the mean outcome score for teachers scoring at the sample mean for VAM 
and at the (weighted) sample mean across school districts; 
-   are (respectively) the predicted mean differences in principal’s-rating 
score associated with a teacher’s belonging to District 12, 13 or 14, compared with the 
(weighted) mean across districts; 
 is the predicted difference in principal’s-rating score associated with a 1-
percentage-point increase above 0 in School SES (conditional on the effects of school 
district); 
 is the predicted difference in principal’s-rating score associated with a 1-level 
increase above 0 in Principal’s Amount of Teaching Experience (conditional on the 
effects of school district); 
 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in MQI score above the mean, conditional on the effects of school district; 
 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in CLASS™ score above the mean, conditional on the effects of school district; 
 is the predicted difference in principal’s-rating score associated with a 1-point 
increase in value-added score above the mean, conditional on the effects of school 
district; 
 is the predicted difference in principal’s-rating score associated with the 
interaction of CLASS™ and VAM, conditional on the effects of school district; 
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 is the unique intercept effect (error term) associated with principal/school j, 
conditional on the effects of school district; 
 is the unique error term associated with the individual teacher i. 
 
Table 4.15 
Model D Model-Fit Comparisons 
Model D1:  
Unconditional 
D2: L1 
predictors, 
fixed slopes, 
with L1 
interactions 
D3: L1 
predictors, 
fixed slopes, 
without L1 
interactions 
D4:  L1 
predictors, 
fixed slopes, 
with only 
CLASSxVAM 
interaction 
D5: L1 
predictors, 
fixed slopes, 
CLASSxVAM 
interaction, 
district 
indicators, no 
cross-level 
interactions 
df 3 9 6 7 10 
Log-
likelihood 
(REML | ML) 
-222.3462 -192.8718 -201.7691 -197.4154 -194.1734 
-221.1372 -195.8817 -200.2249 -196.6541 -192.1607 
Deviance-
difference 
(LR test) 
significance 
(ML only) 
--  (vs. D1)***  (vs. D2)* 
p = 0.462 
(vs. D2) 
 
(vs. D3) 
 (vs.D2)** 
 
 (vs. D4)* 
AIC (REML | 
ML) 
450.6924 403.7435 415.5382 408.8308 408.3469 
448.2743 409.7633 412.4498 407.3082 404.3215 
BIC (REML | 
ML) 
460.0821 431.9126 434.3176 430.7401 439.6459 
457.664 437.9324 431.2292 429.2175 435.6205 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
 
In the final model, MQI, CLASS™ and VAM were all significant predictors of a 
teacher’s score on the composite principal rating scale, meaning that each uniquely 
accounted for some of the variation in principal ratings, over and above the effects of the 
other predictors. If the composite principal rating scale is taken as a measure of a broader 
“instructional effectiveness in mathematics” construct, principals’ assessment of this 
µ0 j
rij
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construct overlaps, to some extent, each of the aspects of instructional quality represented 
MQI, CLASS™ and VAM.  
An increase of 1 point above the grand mean in the teacher’s MQI score is 
associated with a 1.45-point increase on the composite principal rating, after accounting 
for the effects of school district, CLASS™ and VAM (see Table 4.20). In terms of 
standard deviations, a 1 standard deviation in MQI corresponded to a 0.25 standard 
deviation increase in principal rating. An increase of 1 point on the CLASS™ is 
associated with a 0.47-point increase in principal rating, when the other variables are held 
constant. In terms of standard deviations, a 1 standard deviation in CLASS™ 
corresponded to a 0.33 standard deviation increase in principal rating. An increase of 1 
point on VAM is associated with a 1.60-point increase in principal rating, when the other 
variables are held constant. In terms of standard deviations, a 1 standard deviation in 
MQI corresponded to a 0.49 standard deviation increase in principal rating. 
However, even in combination, these three aspects of instructional quality were 
not sufficient to capture the construct being measured when principals rated their 
teachers: this model accounted for only 25% of the teacher-level variation in principal’s 
ratings. District effects, School SES and Principal’s Amount of Teaching Experience 
accounted for 51% of the principal-level variation, implying that there may exist other, 
unidentified factors that could help to explain differences between principals as raters of 
teachers’ instruction. With 69% of the available variance being between teachers and 
31% between principals (see Table 4.16), the model thus accounted for only 33% of the 
total available variation.  
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Because the outcome variable in model D was a composite of the three principal 
ratings used as outcomes in Models A-C, and the predictors were the three predictors 
used in Models A-C, it is not surprising that similar covariate relationships emerged. The 
School SES coefficient was -0.02, indicating that for every 10-percentage-point decrease 
in school aggregate SES, the predicted principal rating for a teacher in that school 
decreases by 0.20 points on the 6-point scale (with all other variables held constant). In 
terms of standardized effect size, a 1 standard deviation (20.9 percentage point) decrease 
in school aggregate SES is associated with a 0.80 standard deviation (0.42 point) 
decrease in teacher’s predicted principal rating (with all other variables held constant). 
The Principal’s Amount of Teaching Experience coefficient of 0.22 indicated that a 1 
standard deviation (0.91 point) increase in Principal’s Amount of Teaching Experience 
was associated with a 0.37 standard deviation (0.19 point) increase in predicted 
composite principal rating. Thus, like the other models, Model D showed that principals 
in lower-SES schools were harsher raters of their teachers’ instruction than their 
counterparts in higher-SES schools, and principals with less teaching experience were 
harsher raters than principals with more teaching experience. 
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Table 4.16 
Models A-D, Unconditional Models 
 Model A (“Instructional  Quality” Rating) 
Model B (“Overall” 
Rating)  
Model C (“Raise Scores” 
Rating) Model D (Composite Rating) 
Unconditional Model     
Fixed Components 
Coefficient s.e. Coefficient s.e.  Coefficient s.e. Coefficient s.e. 
4.47*** 0.12 4.47*** 0.12  4.13*** 0.14 4.36*** 0.12 
             
Random Components 
Within 
Principal 
(L1) 
Between 
Principal 
(L2) 
ICC Within Principal 
Between 
Principal ICC 
Within 
Principal 
Between 
Principal ICC 
Within 
Principal 
Between 
Principal ICC 
0.70 0.31 0.31 0.77 0.29 0.27 0.75 0.49 0.39 0.64 0.31 0.32 
(Percentage of Total 
Variance) (69%) (31%)  (73%) (27%)  (60%) (40%)  (69%) (31%)  
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Table 4.17 
Models A-D, Random-Intercept Models 
 Random-Intercept  Model 
 Coefficient s.e. Coefficient s.e. Sig. Coefficient s.e. Sig. Coefficient s.e.  
Intercept 4.46*** 0.12 4.45*** 0.11 4.14*** 0.14 4.39*** 0.11 
Teacher-Level Predictors          
MQI 2.31** 0.76 -- -- -- -- 1.11* 0.57 
CLASS -- -- 0.98*** 0.26 -- -- 0.54** 0.20 
VAM -- -- -- -- 2.30*** 0.38 1.64*** 0.33 
MQI*CLASS -- -- -- -- -- -- -- -- 
MQI*VAM -- -- -- -- -- -- -- -- 
CLASS*VAM -- -- -- -- -- -- -2.55 1.03 
 
             
Random Components Model A Variance Component 
Model B 
Variance Component 
Model C 
Variance Component 
Model D 
Variance Component 
      Intercept 0.33 0.24 0.47 0.30 
      L1 Residual  0.66 0.67 0.62 0.47 
Total  Variance from Unconditional 
Model Explained 2% 14% 12% 18% 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Table 4.18 
Models A-D, Slope Variance Components in Random-Slopes-and-Intercepts Models  
 
Random Slope 
Variance 
Component 
Reliability 
Model A 1.97 0.065 
Model B 0.68+  0.276 
Model C 0.22  0.039 
Model D1 
 
MQI: 1.46 
CLASS™: 0.45 
VAM: 0.41 
0.047 
0.230 
0.067 
Model D (CLASS™ 
only) CLASS™: 0.18 
0.137 
1Variance components estimated from 22 of 31 groups 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
 
 
Table 4.19 
Model B: Slope Variance Components in Random-Slopes-and-Intercepts vs. Slopes-and-Intercepts-as Outcomes Model 
 Random Slope Variance Component Reliability 
Proportion of Baseline 
Variance Explained 
Model B Random Slopes and 
Intercepts  Model (Baseline) 0.68
+  0.276 --- 
     
Model B Slopes and Intercepts as 
Outcomes Model (Residual) 0.20  0.119 71% 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Table 4.20 
Models A-D, Final Models 
 Final (Parsimonious) Model  
 
Model A  
(“Instructional  
Quality” Rating) 
Model B  
(“Overall” Rating)  
Model C  
(“Raise Scores” Rating) 
Model D  
(Composite Rating) 
 Coefficient s.e. Coefficient s.e. Coefficient s.e. Coefficient s.e. 
Intercept 5.61*** 0.36 4.82*** 0.39 5.46*** 0.36 5.53*** 0.35 
Teacher-Level Predictors         
MQI 2.62** 0.79 -- -- -- -- 1.45** 0.52 
CLASS -- -- 0.95*** 0.19 -- -- 0.47* 0.21 
VAM -- -- -- -- 2.22*** 0.36 1.60*** 0.32 
MQI*CLASS -- -- -- -- -- -- -- -- 
MQI*VAM -- -- -- -- -- -- -- -- 
CLASS*VAM -- -- -- -- -- -- -2.54* 0.99 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Table 4.20, Cont. 
Models A-D, Final Models 
 Final (Parsimonious) Model  
 
Model A  
(“Instructional  
Quality” Rating) 
Model B  
(“Overall” Rating)  
Model C  
(“Raise Scores” Rating) 
Model D  
(Composite Rating) 
 Coefficient s.e. Coefficient s.e. Coefficient s.e. Coefficient s.e. 
District Effects (Principal/ 
School-Level Covariates)         
District 12 0.36+ 0.19 0.11 0.16 -0.06 0.17 0.23 0.19 
District 13 -0.37+ 0.20 0.38 0.46 -0.34+ 0.17 -0.22 0.20 
District 14 0.05 0.14 -0.08 0.11 0.35* 0.01 0.09 0.13 
District 12*MQI -- -- -- -- -- -- -- -- 
District 13*MQI -- -- -- -- -- -- -- -- 
District 14*MQI -- -- -- -- -- -- -- -- 
District 12*CLASS -- -- -0.76 0.19*** -- -- -- -- 
District 13*CLASS -- -- 1.56 0.90** -- -- -- -- 
District 14*CLASS -- -- -0.06 0.21 -- -- -- -- 
District 12*VAM -- -- -- -- -- -- -- -- 
District 13*VAM -- -- -- -- -- -- -- -- 
District 14*VAM -- -- -- -- -- -- -- -- 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Table 4.20, Cont. 
Models A-D, Final Models 
 Model A Model B Model C Model D 
Principal/School-Level 
Covariates Coefficient s.e. Coefficient s.e. Coefficient s.e. 
Coefficient 
 
s.e. 
School SES -0.02** 0.01 -0.02** < 0.01 -0.02** 0.01 -0.02** 0.01 
Principal’s Amount of Teaching 
Experience -- -- 0.22** 0.07 -- -- 0.21** 0.07 
       
 
Model A 
Residual Variance 
Model B 
Residual Variance 
Model C 
Residual Variance 
Model D 
Residual Variance 
Random Components     
Intercept 0.17** 0.07* 0.14** 0.14*** 
L1 Residual  0.65 0.63 0.63 0.48 
     
 Model A Model B Model C Model D 
     
Between-Teachers Variance from 
Unconditional Model Explained  
6% 18% 16% 25% 
Between-Principals Variance from 
Unconditional Model Explained  
45% 75% 71% 51% 
Total Variance from Unconditional 
Model Explained 
18% 34% 38% 33% 
Conditional ICC 0.20 0.10 0.18 0.23 
+ p < 0.1, * p < 0.5, ** p < 0.01, *** p < 0.001 
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Interpretation of Results.   
Correspondence between principal ratings and other measures. Each of the 
single-predictor models (Models A-C) demonstrated that there was a positive relationship 
between principals’ assessments of different aspects of their teachers’ instructional 
effectiveness, and those same constructs as captured by video- or test-score-based 
measures. In each model, the correspondence between the principal rating and the 
alternate measure of teacher effectiveness was far from perfect, as the final models 
explained only 18-38% of the total available variance in principal ratings (see Table 
4.20). The models accounted for 6-16% between-teachers variance in principal ratings, 
leaving substantial variation unaccounted for. It is worth noting that the relationship was 
modest even when principals were asked to rate teachers on their ability at “raising 
student mathematics test scores,” a construct one might imagine that principals would 
interpret similarly, based on the highly concrete test data available to them.  
While Model C did do a better job for accounting for between-teachers variation 
in principal ratings than Model A, it performed slightly worse than Model B in this 
respect. One possible interpretation is that although these principals reported moderate to 
high familiarity with standardized test data from their teachers’ classrooms, they may not 
have remembered the data very well while answering the NCTE survey. It is also 
possible that the data principals were familiar with used metrics other than value-added 
modeling to determine teacher effects on student test scores, or that, due to volatility of 
both test scores and value-added models, principals’ impressions of veteran teachers were 
not well-represented by the most recent few years of test data. 
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Model D, which combined all three predictors in a single model to predict a 
composite principal rating, accounted for 25% of the available teacher-level variance in 
principal ratings: an improvement over the single-predictor models, yet the majority of 
the variation was still left unaccounted-for. Even in combination, the constructs 
“mathematical quality of instruction,” “general quality of instruction” and “ability to raise 
student mathematics test scores” do not entirely account for principals’ ratings of their 
teachers’ instructional effectiveness in mathematics. 
In themselves, the models do not provide evidence to explain the reasons for 
divergence between principals’ ratings of their teachers’ mathematics instruction and the 
teachers’ MQI, CLASS™ and VAM scores. One could hypothesize a variety of such 
reasons, some of which will be discussed in Chapter 5, along with further interpretation 
of the results. 
Relative effects of the three predictors in the composite model. MQI, CLASS, 
and VAM are each significant predictors of the composite principal rating when included 
in Model D individually. When all three are included in the model together, all three 
predictors remain statistically significant. 
One way to compare the relative strength of the relationships of the three 
predictors with the outcome is to compare the amount of between-teachers variance 
accounted for when each predictor is the last variable added sequentially to the model; 
that is, the amount of variance accounted for uniquely by each predictor, over and above 
that accounted for by the others. The analysis started with a fixed-slopes, random-
intercepts model containing only the three L2 district indicators, then added each 
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predictor in turn. When added as the only L1 predictor, MQI accounted for 8% of the 
between-teachers variance; CLASSTM accounted for 11% , and VAM accounted for 15% 
(see Table 4.21). When added as the third L1 predictor, MQI accounted for an additional 
2% of the between-teachers variance, beyond that accounted for by CLASSTM and VAM; 
CLASSTM accounted for 5% beyond that accounted for by the other two predictors; and 
VAM accounted for 9% beyond that accounted for by the other two predictors. Thus, in 
terms of between-teachers variance accounted for, the unique effect associated with 
VAM was strongest, and that associated with MQI was weakest. 
Although the result from the single-predictor models cannot be directly compared, 
it is worth noting that these models showed somewhat different pattern.  CLASS™ 
accounted for more of the between-teachers variation in its corresponding principal-rating 
item than VAM or MQI did, while MQI accounted for the least variation; VAM 
accounted for the largest proportion of total available variation, and MQI the least.   
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Table 4.21 
Variance Accounted for by Each Predictor in Model D 
Model Residual 
L1 
Variance 
Change in 
L1 
Variance 
Residual 
L2 
Variance 
Change in 
L2 
Variance 
Total 
Residual 
Variance 
Change in 
Total 
Variance 
       
District (L2) 
indicators, no L1 
predictors 
0.65 
(baseline) -- 
0.25 
(baseline) -- 
0.90 
(baseline) -- 
CLASS + VAM 0.51 -- 0.24 -- 0.75 -- 
MQI + VAM 0.53 -- 0.22 -- 0.75 -- 
MQI + CLASS 0.56 -- 0.22 -- 0.78 -- 
MQI only (L1)  
0.60 
-0.05 
(8% of 
baseline) 
0.22 
-0.03 
(12% of 
baseline) 
0.82 
-0.08 
(9% of 
baseline) 
MQI added after 
CLASS+VAM 
(L1)  0.50 
-0.01 
(2% of 
baseline) 
0.22 
 
-0.02 (8% 
of 
baseline) 
0.72 
-0.03 
(3% of 
baseline) 
CLASS only (L1)  
0.58 
-0.07 
(11% of 
baseline) 
0.24 
-0.01 
(4% of 
baseline) 
0.82 
-0.08 
(9% of 
baseline) 
CLASS added 
after MQI+VAM 
(L1) 
0.50 
-0.03 
(5% of 
baseline) 
0.22 
+0.02 
(8% of 
baseline) 
0.72 
-0.03 
(3% of 
baseline) 
VAM only (L1)  
0.55 -0.10 (15% of baseline) 0.24 
-0.01 
(4% of 
baseline) 
0.79 
-0.11 
(12% of 
baseline) 
       
VAM added after 
MQI+CLASS (L1) 0.50 
-0.06 
(9% of 
baseline) 
0.22 0 0.72 
-0.06 
(7% of 
baseline) 
 
Between-principals variation. In all four models A-D, a substantial proportion of 
the variation in ratings was between-principals, as indicated by the unconditional intra-
class correlations of 0.27-0.39 (see Table 4.16). This implies that individual principals are 
not interchangeable as raters of the quality of instruction. 45-75% of this between-
principals variation was accounted for by the fixed effects of district membership and (in 
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Model B) the cross-level interactions between district effects and the main predictors, 
combined with the principal/school-level covariates of School SES and (in Models B & 
D) Principal’s Amount of Teaching Experience (see Table 4.20). However, 
approximately one-quarter to one-half of the systematic variation of ratings across 
principals remained unaccounted for, representing a small but non-negligible proportion 
of the total residual variance (final ICCs ranged from 0.10 to 0.23). The question remains 
open, what other factors might help to explain the remaining between-principals variance.  
The fact that the slopes for the predictors do not vary across principals in Models 
A and C indicates that there is a consistent proportional relationship between MQI or 
VAM and principal’s rating of quality of math instruction or ability to raise math test 
scores; however, some principals are harsher raters, giving lower ratings to teachers with 
a given MQI or VAM score than other principals do. By contrast, the variance in the 
slope in Model B suggests that not only are some principals harsher raters than others 
when asked to rate a teacher “overall,” but in addition, the relationship between the 
ratings they give and a teacher’s CLASS™ score is not consistent across principals. One 
possible explanation is that the construct measured by the CLASS™ is broader than those 
measured by the MQI and VAM, which both refer to mathematics instruction only; 
similarly, principals were asked to “rate this teacher overall,” a very broad prompt. It is 
quite plausible that different principals imagined different constructs when they assigned 
this “overall” rating to their teachers. However, the fact that district membership 
accounted for essentially all of this variation among principals implies within a given 
district, principals were fairly consistent about the extent to which their visions of good 
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teaching practice overlapped with the construct measured by CLASS™. Thus, it may be 
that district-specific policies, practices and/or characteristics of teacher and principal 
populations played a role in shaping principals’ ideas about how what makes for a good 
teacher. The possible role of districts will be further discussed in Chapter 5. 
In the context of summative teacher evaluation, these findings are cause for 
concern. In order for teachers’ scores to be comparable across schools, those scores 
should not be affected by which evaluator performs the evaluation. If some principals are 
harsher raters than others when it comes to constructs such as “quality of mathematics 
instruction,” then teachers with similar instruction may receive different summative 
evaluation scores if they teach at different schools, or are assigned different evaluators 
within the same school. 
Covariates contributing to between-principals variation. The aggregate 
socioeconomic status of a school’s students was a significant predictor of principals’ 
ratings of their teachers’ instruction and accounted for a substantial proportion of the 
between-principals variation in all four models. In lower-SES schools, a teacher whose 
instruction was of a given quality (as measured by MQI, CLASS™ or VAM) was 
predicted to be given a lower rating by her principal than the equivalent teacher in a 
higher-SES school. From a teacher-evaluation perspective, it is concerning to find that 
even within the same district, equivalent instruction may be judged better or worse 
depending on the socioeconomic status of the students receiving the instruction. One 
could imagine a variety of possible reasons for this difference. Perhaps principals 
generally believe that the best instructional practices appropriate for a low-SES 
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population are different from those appropriate for a high-SES population, and thus, that 
instruction of a given “quality” as measured by the MQI or CLASS™ instruments is 
“better” in a high-SES context than in a low-SES context. However, it is difficult to apply 
this logic to the relationship between VAM scores and principals’ assessment of their 
teachers’ ability to raise test scores; the relative harshness of principals’ ratings in low 
SES-schools suggests that these principals are overly pessimistic about their students’ 
chances on the tests.  
An alternative explanation for the difference between principals in lower- and 
higher-SES schools might be that low-SES schools are more likely to have trouble 
making AYP (indeed, in this sample, School SES was correlated at r = -0.37 with the 
AYP indicator, in which 1 indicated meeting AYP and 0 indicating failing to make AYP 
on at least one criterion). Therefore, their principals have reason to be demoralized about 
the quality of their teachers’ instruction; or such schools may have been assigned new 
principals with the goal of “turning around” a struggling school, who therefore arrived 
predisposed to assume that instructional quality at the school was poor. In the present 
analysis, it is impossible to distinguish among these two explanations or other 
possibilities.  
The only other school or principal characteristic that played a role in principals’ 
ratings of instruction was the principal’s amount of past teaching experience. 
Interestingly, this variable was only moderately correlated (r = 0.21) with principals’ age, 
and age was not a significant predictor of principal ratings, nor was the amount of past 
experience as an administrator. Thus, it seems unlikely that this effect is due to principals 
having received different styles of teacher training in different eras and therefore, having 
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different visions of best practices. Rather, it may be that principals who have spent a 
longer time teaching are more sympathetic towards the teachers they observe. 
None of the scales designed to measure principals’ mathematics background, 
enthusiasm about mathematics, or comfort with evaluating mathematics instruction was a 
significant predictor of principal ratings in any of the models. However, although one 
might expect principals who were more knowledgeable and comfortable with 
mathematics to be more accurate evaluators of mathematics instruction, it is not clear that 
this would manifest as a tendency to instruction of a given level of quality (as measured 
by, e.g., MQI score) either harshly or generously. If anything, one might expect these 
variables to explain differences in slope rather than differences in intercept; that is, that 
ratings given by more mathematically-savvy principals would be more closely related to 
MQI than ratings given by principals who were weak in mathematics. However, neither 
of the mathematics-specific measures showed variation in the slope of the relationship 
with the corresponding principal rating, while the variation in CLASS™ slopes was well 
accounted-for by school district alone. Thus, whatever role principals’ knowledge of and 
comfort with mathematics played in their assessment of their teachers’ instruction, it was 
not one that manifested in the context of these models. 
Chapter 5 will discuss the implications of the results related to all three research 
questions, along with limitations of the study and possibilities for future related research. 
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Chapter 5.  Conclusions 
This chapter begins with a discussion of some of the implications of the findings 
from Research Questions 1 and 2. The second and third sections discuss the findings 
from Research Question 3, with results from the interview data used to give perspective 
on the quantitative analysis. Next comes a discussion of the ways in which principals’ 
values, observation practices, and holistic judgments of instructional quality might be 
informed by district-level factors such as curriculum and evaluation policy and 
professional development initiatives. The meaning of the modest relationship between 
principal rating and value-added score is discussed separately, because it has somewhat 
different implications than the relationships between principal ratings and the video-
based measures of instructional effectiveness. Finally, this chapter concludes with a 
discussion of the limitations of the study and directions for future research. 
What principals value and notice about mathematics instruction: breadth, 
consistency and balance  (Research Questions 1&2)  
Classroom instruction is a complex and multifaceted practice, and the task of 
observing and evaluating it is correspondingly complex, particularly given increasingly 
specific state standards for curriculum and teacher evaluation, and the need to 
simultaneously serve formative and summative evaluation goals. In order for principals to 
be effective evaluators and teacher mentors, they need to have coherent, comprehensive, 
subject-specific visions of what high-quality instruction looks like. From the point of 
view of state or district regulators, it is also important that principals’ values align with 
mandated standards for instruction and teacher evaluation. Further, principals need to be 
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able to translate their values into observational practice, looking for and noticing key 
aspects of instruction with both breadth and depth.  
Although the findings reported here are high-level, aggregate patterns, these are 
encouraging. As a group, the principals in this sample actively thought about a wide 
range of aspects of instruction, both general and content-specific; they had clear opinions 
about what constituted high-quality instruction; and when they observed, they were able 
to notice a wide range of classroom events and processes. Principals’ observations 
generally aligned with the group’s stated values, and there was evidence to suggest that 
they were able both to note when particular elements were absent from instruction, and to 
attend to different elements depending on the lesson context. These findings have 
positive implications for these principals’ ability to make productive use of classroom 
observation to gather accurate summative evaluation data and to meaningfully inform the 
principals’ work as mentors and instructional leaders. 
Consistent with some other recent studies of what principals value and notice 
when they observe instruction (Johnson, Jr. et al., 2011; Schoen, 2010), most principals 
in the present study valued and noticed student engagement and student understanding. 
However, it did not seem to be the case that “[w]hile the principals noticed certain 
teacher actions, they were concerned primarily with the extent to which teacher behavior 
influenced student engagement and understanding or classroom climate or atmosphere” 
(Johnson, Jr. et al., 2011, p. 17). Rather, principals identified a wide variety of 
pedagogical strategies that they wanted to see in their teachers’ classrooms because they 
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represented good instructional practice—which was assumed to lead to student learning 
or other desirable outcomes. 
Some prior studies have found that teachers observing instruction tend to 
prioritize classroom climate and classroom management (Colestock & Sherin, 2009; van 
Es & Sherin, 2008), and there is also some evidence to suggest that principals, too, look 
for and notice these aspects of instruction (Johnson, Jr. et al., 2011; Kerrins & Cushing, 
2000; Schoen, 2010). Consistent with this prior research, over three-quarters of the 
principals in the present study noticed elements of instruction in each of the Emotional 
Environment, Positive Culture About Mathematics, and Classroom Management 
categories. Notably, however, few principals explicitly mentioned valuing these 
categories. Instead, principals’ comments about values focused on pedagogy, both 
general and content-specific, as well as on the accuracy and depth of content taught. It is 
possible that the interview prompts, which focused on mathematics instruction, directed 
principals’ thoughts away from non-content-specific aspects of instruction. However, it 
also may be that the under-emphasis on emotional relationships, management, and 
discipline represents a real discrepancy between what principals consider most important 
in theory, and what they tend to focus on in practice when they observe.  
If so, there are a variety of hypotheses that might explain such a discrepancy. 
Perhaps principals considered climate and management to be necessary prerequisites, but 
not in and of themselves elements of high-quality instruction. However, one would 
imagine that principals would feel similarly about teacher content knowledge and 
accuracy presenting content, categories which they more frequently professed to value. 
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Another possible explanation could be that these principals were in the process of 
transitioning from one set of values and observational practices to another, perhaps 
having been trained in the past to focus on relationships and classroom management, and 
more recently encouraged to focus more on pedagogy and/or content. In that case, their 
stated values might have reflected their current goals, but they might not yet have 
completely transformed their observational practice to match.  
Many of the pedagogical strategies that principals valued and noticed have been 
reported in prior studies of principals as observers of instruction: e.g., students working in 
small groups (Johnson, Jr. et al., 2011; Nelson et al., 2007; Schoen, 2010) and working 
on math together (Johnson, Jr. et al., 2011); use of manipulatives (Nelson et al., 2007; 
Schoen, 2010; Strong et al., 2011); student mathematical discourse, particularly students 
explaining their thinking and/or solution strategies (Johnson, Jr. et al., 2011; Nelson et 
al., 2007; Schoen, 2010); use of multiple strategies (Schoen, 2010); use of math 
vocabulary (Schoen, 2010); formative assessment, particularly “checking for 
understanding” within the lesson (Johnson, Jr. et al., 2011; Schoen, 2010; Strong et al., 
2011).  
As discussed in Chapter 4, most of the aspects of instruction principals commonly 
valued and noticed—including many of those just listed—belong to a generally NCTM-
Standards-style reform-oriented pedagogical style, consistent with the principals’ 
frequent explicit rejection of “traditional,” teacher-directed, worksheet-driven instruction. 
The high proportion of principals who both “talked the talk” of conceptual, student-
centered instruction, and also attended to it at least at a basic level when observing, 
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appears to represent an evolution in the administrator population since the seminal work 
of Nelson and her colleagues throughout the 1990s and 2000s. This earlier body of 
research portrayed a generation of principals who had been educated and presumably had 
practiced as teachers during an era in which elementary education was dominated by a 
“traditional” (Weinberg, 2011) “behaviorist” (Nelson & Sassi, 2005) or “transmission” 
(Nelson & Sassi, 2000a) view of teaching and learning, and in which supervisor training 
and classroom observation instruments were often based on the “process-product” 
research literature (Nelson & Sassi, 2000b). Many of these principals found themselves 
out of step or struggling to adapt to the newly-fashionable constructivist ideas about 
teaching and learning of the NCTM-Standards era of education reform, which were 
“embodied in many new texts, curricula, and high-stakes tests” (Nelson & Sassi, 2005) 
and informing some of the state curriculum standards that were created during that era.  
However, some more recent studies have found that a majority of principals seem 
to value NCTM-Standards-reform-oriented instruction, at least to the extent of being 
familiar with a range of specific instructional practices associated with it and considering 
these to represent good instructional practice (Nelson et al., 2007; Schoen, 2010; 
Weinberg, 2011), although a minority still profess a more traditional view of teaching 
and learning (Nelson et al., 2007; Weinberg, 2011).The findings of the present 
dissertation study are consistent with these more recent findings, which suggest that 
perhaps pedagogical knowledge and beliefs among principals as a population have 
shifted over time. 
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The population of elementary school principals in a given year spans a wide range 
of ages and length of experience as administrators. That being said, the present research 
study represents a shift of a generation compared to those studied in Nelson’s earliest 
work. Nearly half of the principals in the interview sample26 (13 principals) were between 
50 and 59 years old, and would therefore most likely have been teaching in the 1970s and 
1980s. Only three were 60 years or older; the rest were 49 years old or younger, almost 
all of them (9 principals) between 40 and 49 years old, meaning that they likely would 
have started teaching in the 1990s. Thus, like the principals studied by Nelson and her 
colleagues, most of these principals would have received their own education and teacher 
training in the “traditional” era (perhaps with some experience with the New Math reform 
of the 1960s). However, nearly half of them would have started teaching during the era of 
NCTM-Standards-influenced reform. Furthermore, slightly more than half the sample 
(16 principals) had 10 or fewer years of administrative experience, meaning that all of 
their experience was during the eras of NCLB and RttT. Another nine principals had 
between 10 and 15 years of administrative experience, meaning that they had become 
administrators during the era of NCTM-Standards-based reform.  
It seems plausible that for these principals, the “new” pedagogical ideas of the 
NCTM-Standards era were somewhat more familiar than they had been for the 
                                                
26 One principal who was interviewed did not complete the survey, so background 
information is available for only 28 of 29 principals. Three additional principals 
completed surveys but not interviews; their data was used only for Research Question 3. 
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population of principals working in the 1990s and early 2000s. Though fully 
constructivist pedagogy is hardly more mainstream now than it was in the 1990s, many of 
the concrete practices associated with it—such as students explaining their thinking, or 
the use of manipulatives—are now commonly endorsed in state and district standards. 
Thus, these principals’ consistent endorsement of an NCTM-Standards-compatible 
pedagogical philosophy may reflect the incorporation of those ideas into research and 
policy discourse over the past two decades.  
However, at the same time, almost all of the principals also valued teachers using 
techniques to give students structured support, many of which were teacher-driven in 
nature, such as “scaffolding,” “modeling” (i.e., showing students examples of what they 
are supposed to do), reference charts, “wait time,” and “guided practice.” Some of these 
techniques have their roots in earlier eras of thinking about instruction and teacher 
evaluation, e.g., the process-product literature (Nelson & Sassi, 2005) and Madeline 
Hunter’s model of lesson design (Marzano et al., 2011). The enduring popularity of these 
techniques is suggested by the fact that many of them are mentioned in the Marzano 
rubric for evaluating instruction, which is mandated or one of the allowed observational 
instruments under several of the new state evaluation systems. 
This combination of themes could imply either that principals were in transition 
from a more traditional set of pedagogical values to a more constructivist one, or that 
they had deliberately constructed visions of high-quality mathematics that incorporated 
both “traditional” and “reform” ideas about best practices. Indeed, a number of principals 
explicitly spoke about the need for acknowledging different pedagogical styles, 
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integrating conceptual understanding with fluency with facts and procedures, or 
combining teacher-directed and student-centered instruction. This particular sort of 
balance was emphasized in 2000s-era educational research and policy discourse (National 
Council of Teachers of Mathematics, 2000; National Mathematics Advisory Panel, 2008; 
National Research Council, 2001), and endorsed in today’s Common Core State 
Standards of Mathematics (Common Core State Standards Initiative, 2015).  
Several other instructional elements that principals valued also rose to prominence 
in the 2000s and remain popular today: the use of formative assessment (National 
Council of Teachers of Mathematics, 2000; National Mathematics Advisory Panel, 
2008), including its use to inform differentiated instruction (National Mathematics 
Advisory Panel, 2008), and the use of cooperative small groups (National Research 
Council, 2001). Thus, principals’ values largely appear to reflect the current research and 
policy environment, perhaps even more than their previous training and experience.  
What remains to be seen is whether these values reflect a deep understanding of 
and commitment to a coherent philosophy of mathematics teaching and learning, or 
whether principals have internalized the “instructional forms” recommended in research 
and policy, without deeply engaging with the “functional understandings [of] what counts 
as mathematical knowledge, doing mathematics, and learning and knowing mathematics” 
(Spillane, 2000) that those forms embody. Were principals “simply looking for a more 
contemporary set of categorical elements of instruction—manipulatives, small-group 
work, mathematical discussion—as indicators of good instruction” (Nelson & Sassi, 
2000b), or were they observing and thinking about these practices in depth and detail, 
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attending to “how the teacher’s decisions support the development of mathematical ideas 
on the part of the students” (Nelson & Sassi, 2000b)? Past research suggests that while 
some principals who value NCTM-Standards-oriented pedagogy are able to “judge the 
extent of the teacher’s understanding of her students’ thinking and the quality of her plans 
to further her students’ mathematical development” (Weinberg, 2011, p. 30) others focus 
more on “surface-level, content-general, observable features of mathematics instruction” 
(Schoen, 2010, p. 127) and “what students are doing rather than on the content of their 
thinking” (Weinberg, 2011, p. 31). Because the present analysis aggregated principals’ 
comments according to topic, and did not differentiate them by depth, specificity or what 
meaning principals made of what they noticed, it is not possible to address this question 
without further analysis.  
However, it is clear that almost every principal noticed, at least minimally, 
content-specific issues such as the topic of the lesson and ideas in play, examples of 
individual students’ strategies and thinking, and ways in which the teachers were 
inaccurate or unclear when they spoke about the mathematics. Again, a finer-grained 
analysis would be necessary to reveal the level of accuracy and complexity of these 
comments, the ways in which principals interpreted the math-specific details they 
observed, and how they thought about the teachers’ instructional moves in relation to 
students’ interaction with the mathematical ideas in play in the lessons. Anecdotal 
evidence suggests that such an analysis might find substantial differences among 
individual principals in this area. For example, a few principals mentioned that when they 
observed mathematics lessons in the classroom, they tended not to have mathematics-
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specific goals, or that they tended to look more at pedagogy than content, in some cases 
assuming the teacher was presenting the content correctly unless there was an obvious 
error. By contrast, other principals talked about their efforts to support teachers in 
improving their content knowledge, or felt strongly that content errors from the teacher 
were unacceptable.  
Some of the commonly-valued and noticed categories do suggest a focus on 
something deeper than concrete pedagogical strategies or buzzwords. Most principals 
wanted to see student-driven instruction focused on conceptual understanding, in which 
students engaged in higher-order thinking, while teachers supported student learning by 
understanding and responding to student thinking and misconceptions. And indeed, when 
observing the videos, all or nearly all of the principals noticed elements of instruction in 
each of these categories. As with other findings, further analysis would be required to 
explore the depth and complexity of principals’ noticing and interpretation of events in 
these categories.  
Making sense of the modest relationship between principal ratings and 
observational measures of instructional effectiveness (Research Question 3) 
Methodological differences make it impossible to directly compare the effect 
sizes from this study to those from prior studies with similar designs. Most notably, in the 
present study, the MQI, CLASS™ and VAM scores played the role of predictors in the 
hierarchical linear model, and the extent to which they accounted for variation in 
teachers’ principal rating scores represented the extent to which the constructs measured 
by MQI, CLASS™ or VAM overlapped with those measured by the principal ratings. 
The goal was to describe the construct underlying principals’ holistic judgments of 
    
 
251
instructional quality in terms of the other three constructs. By contrast, most prior 
research into the relationships between instructional effectiveness as operationalized by 
principals’ ratings of teachers and some other (usually student-test-score-based) measure 
has framed these relationships as a way of collecting evidence about the accuracy of 
principal ratings (Gray, 2010; Harris et al., 2014; Harris & Sass, 2009; Jacob & Lefgren, 
2006, 2008; Kimball & Milanowski, 2009; Kimball et al., 2004; Milanowski et al., 2004; 
Milanowski, 2011b; Rockoff et al., 2008; Rockoff & Speroni, 2011). Therefore, such 
studies have asked how well principal ratings predict, or account for variation in, 
instructional effectiveness as measured by some other (test-score-based) measure. 
In addition to this reversal of which variable is defined as the outcome and which 
as the predictor, other differences in methodology impede direct comparison of results 
across studies. Past studies have not used hierarchical linear models in the way that the 
present dissertation does. Rather, they have considered correlations between principal 
ratings and other measures such as VAM, not accounting for the nesting of teachers 
within principals (e.g., Harris et al., 2014; Harris & Sass, 2009; Jacob & Lefgren, 2006, 
2008; Kimball & Milanowski, 2009; Kimball et al., 2004; Milanowski, 2004, 2011b; 
Rockoff et al., 2008; Rockoff & Speroni, 2011); or they have constructed a value-added 
model in which principal ratings served as a predictor of student test scores, after 
controlling for prior achievement and other factors (e.g., Gallagher, 2004; Jacob & 
Lefgren, 2006); or they have compared the rank-ordering of teachers based on principal 
ratings and value- added scores (e.g., Harris et al., 2014).   
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From a substantive point of view, the amount of teacher-level variance in 
principal ratings accounted for by the main predictor(s) in each model in the present 
study—2-18%—indicates that the relationships of interest are modest. It seems clear that 
the construct measured by each rating item is related, but not identical, to the construct 
measured by the corresponding instructional effectiveness measure. Likewise, the more 
general “high-quality mathematics instruction” construct operationalized by the 
composite scale appears to share some elements with each of the constructs measured by 
the three instructional effectiveness measures, yet also to comprise additional, 
unaccounted-for elements. Some of the lack of correspondence is no doubt due to 
measurement error in both the principal ratings and the other instructional effectiveness 
measures. However, given that two-thirds or more of the teacher-level variation in 
principal ratings is left unexplained in each model, it seems reasonable to conclude the 
constructs are not even close to identical. 
This result is not particularly surprising: the constructs “quality of mathematics 
instruction” or “overall teacher quality” are each complex enough that one might expect 
individuals to have different interpretations of what, exactly, they mean, and the MQI and 
CLASS™ instruments define and operationalize these constructs in very specific ways. 
That being the case, the questions remain open for future research: what elements of the 
constructs measured by MQI and CLASS™ are included in the construct that underlies 
principals’ ratings of their teachers’ instruction, and what other aspects of instruction are 
included that are not measured by the MQI and CLASS™? (The relationship between 
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value-added score and its corresponding item has different substantive ramifications and 
will be discussed separately in a later section of this chapter.) 
The findings from the analysis of the interviews suggest a starting point for 
investigating these questions. Some of the commonly-valued aspects of instruction 
correspond fairly closely to dimensions or sub-codes of the MQI or CLASS™ 
instruments. For example, the aspects of instruction described by the MQI dimensions 
Working With Students and Mathematics and Errors and Imprecision are also covered by 
the value-categories Understanding and Responding to Student Mathematical Thinking 
and Teacher Content Knowledge and Accuracy. Both of these categories were valued by 
a substantial majority of the principals. Therefore, the interview data give some grounds 
for hypothesizing that these particular MQI dimensions also inform the “quality of 
mathematics instruction” construct measured by the principal rating item on the survey. 
Similarly, the territory covered by the CLASS™ dimension Student Engagement is also 
covered by the commonly-endorsed value-category Student Engagement.  
Other MQI and CLASS™ dimensions correspond to apparently less-valued 
categories from the interview data: for example, the CLASS™ Positive Climate and 
Negative Climate dimensions correspond fairly closely to the value-category Emotional 
Environment, but few principals explicitly endorsed this value. If principals truly did not 
place much importance on this aspect of instruction, then one might infer that it does not 
play as much of a role in the construct measured by the principal ratings as in the 
construct measured by CLASS™ scores, i.e., it is one aspect in which the two constructs 
do not overlap perfectly. On the other hand, because over three-quarters of principals 
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noticed this aspect of instruction when observing the videos, it may turn out that the 
emotional environment of the classroom plays a larger role in their holistic judgments of 
instruction than the Value data suggest.  
It is also likely that these judgments are based on information beyond the 
observable aspects of instruction. Prior research suggests that in addition to “strong 
teaching skills,” content knowledge, and enthusiasm, principals looking to hire teachers 
also value such outside-the-classroom characteristics such as “works well with others” 
and “thoughtful/reflective” (Ingle, Rutledge, & Bishop, 2011). Indeed, some state 
evaluation standards and published evaluation rubrics, such as the Framework For 
Teaching and Marzano instruments, acknowledge the importance of out-of-classroom 
aspects of teaching practice, e.g., preparation, communication with parents, collaboration 
with colleagues, reflecting on practice, or engaging in professional development 
(Danielson, 2013; Marzano, 2013). Principals may have taken such factors into 
consideration when they responded to the survey items. Future research into the 
constructs that underlie principals’ judgments of instructional quality would do well to 
investigate non-classroom aspects of teacher practice along with those that can be 
observed in the classroom. 
There are many ways to define and operationalize “high quality mathematics 
instruction.” For both formative and summative teacher evaluation, it is crucial that 
administrators and teachers share a common definition and a common language for 
talking about instructional practice (Danielson, 2011; Sartain et al., 2011). This allows for 
evaluators to give summative scores that are consistent across evaluators, and which 
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teachers perceive as fair, understandable, and useful. It also allows administrators and 
teachers to engage in meaningful, useful discussions of instructional practice, and for 
teachers to relate the formative feedback they receive to their summative scores. From the 
point of view of state and district policymakers, it is further important that principals’ 
visions of “high quality mathematics instruction” be aligned with those set forth in the 
official guidelines. Therefore, it is important to understand how principals operationalize 
“high quality mathematics instruction” and the extent to which this construct matches that 
of teachers or district policymakers.  
To judge from the results of Model D, teachers whose instruction principals 
judged favorably were likely to be teachers who also did well in terms of some aspects of 
general pedagogy, math-specific pedagogy, and student achievement outcomes. The high 
correlations among the three principal rating items imply that principals do not 
consciously differentiate much among these three ways of thinking about instructional 
effectiveness when they make judgments about teachers. However, the fact that MQI, 
CLASS™ and VAM each contributed uniquely to the variance in the composite ratings 
implies that principals’ judgments reflected all three underlying constructs. The interview 
data, too, suggest that principals had a wide range of values that likely contributed to 
their holistic judgments of instructional effectiveness. Further research could build a 
more complete description of the construct captured by principals’ judgments of the 
quality of mathematics instruction.   
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Interpreting between-principals variation and the role of covariates (Research 
Question 3) 
The hierarchical linear models showed substantial inter-rater variation among 
principals, meaning that, for example, some principals would give a higher “quality of 
mathematics instruction” rating than others to teachers with a given MQI score27. Bear in 
mind that the purpose of the models was to show the extent to which principals’ 
conception of, e.g., “quality of mathematics instruction,” overlapped the construct 
measured by the MQI instrument. The modest amount of variance in principal ratings 
accounted for by MQI scores thus implies that the construct underlying principals’ ratings 
was not identical to that underlying MQI scores. What, then, is the substantive meaning 
of the between-principals variation in the intercept? There are several possible 
interpretations. 
First, imagine that the “quality of mathematics instruction” construct represented 
by the principal ratings consists of an MQI-related component that is correlated to MQI 
score, plus some other, orthogonal components not correlated with MQI score. The slope 
of the linear predictor/outcome relationship can then be conceived as a weighting factor: 
that is, the proportion of principal rating score that is attributable to MQI score, rather 
                                                
27 For simplicity, the following discussion uses the example of MQI and its 
corresponding principal rating; the same arguments apply to CLASS™ and the composite 
rating scale. The technical arguments also apply to VAM, but substantive interpretation is 
different enough that the VAM/principal-rating relationship will be discussed separately, 
in a later section. 
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than to all the other variables not included in the equation and thus counted as residual 
variation/measurement error. The lack of between-principals variation in the model’s 
slope indicates that the principals all gave about the same weight to the MQI component 
in their operationalization of “effective mathematics instruction.” 
The simplest explanation is the analogy of inter-rater reliability: all of the 
principals were rating teachers based on the same underlying construct, but being more or 
less “harsh” when assessing the component correlated with MQI: e.g., all the principals 
would rank-order teachers identically according to their MQI, but Principal A would give 
a score of 3 to the teachers to whom Principal B would give a 4. (In this scenario, the 
non-MQI components of the construct are randomly distributed, so that they have no 
systematic effect on the relationship between principal ratings and actual MQI scores.) 
One could imagine that non-random distribution of teachers into schools might influence 
principals’ “harshness”: their opinions would likely be informed by the quality of 
instruction they are used to seeing in their own school.  
The clustering of teachers within schools could also, in and of itself, be an 
explanation for systematic differences between principals. Perhaps these differences do 
not reflect variation in how principals judge the construct, but rather, variation in the non-
MQI-related characteristics of the teacher populations in the different schools. Imagine 
that all the principals were assessing the same “high-quality mathematics instruction” 
construct, using the same rule to assign weights to the components, but that School A’s 
teachers tended to have high levels of a desirable component, while School B’s teachers 
had low levels. Then teachers of a given MQI score at School A would receive a “bonus” 
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to their principal ratings, relative to teachers with the same MQI score at School B.28. 
Such an effect could not be disambiguated from the clustering of teachers within 
principals, since each principal belonged to one and only one school. 
Finally, another possible explanation for the between-principals variation in slope 
is that, in fact, the principals were not all rating the teachers on the same construct after 
all. That is, different principals may have had different visions of what “high-quality 
mathematics instruction” looks like, and therefore assigned different weights to the 
various non-MQI components (perhaps assigning some a weight of zero). This could 
have the effect of causing systematic variation between principals. For example, if 
Principal A strongly weights Component Q, which happens to be an aspect of instruction 
that Principal A’s teachers in the sample do well, that would be reflected as a “bonus” to 
ratings from Principal A. By contrast, perhaps Principal B doesn’t care about Component 
Q, but instead cares about Component L, which is randomly distributed across her 
teachers; some scores from Principal B would get a “bonus” and others a “penalty,” but 
this variation would not be systematic. The net result would be a higher intercept for 
Principal A than for Principal B. (Note that, because all the non-MQI components are 
defined to be uncorrelated with MQI, they can only cause systematic between-principals 
variation to the extent that they are unevenly distributed among teachers in the sample.) 
                                                
28 Clustering of MQI scores within schools should not affect either the slope or 
the intercept of the model, nor should clustering of the MQI component of the principal 
ratings. 
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Of these three scenarios, the first and third imply that the principals in this sample 
did not share a common, consistent metric for assessing the quality of mathematics 
instruction. In the context of summative teacher evaluation, this is cause for concern: for 
summative scores to be fair, meaningful, and accurate and to yield valid inferences about 
the quality of teachers’ practice, the principals assigning those scores need to be 
interchangeable as raters. Whether variation between principals implies that they are 
measuring different constructs, or that they measuring the same construct with different 
levels of harshness, such variation is undesirable in a summative evaluation context. A 
given score should indicate the same level of underlying construct, no matter which 
evaluator gave the score.  
This need for consistency across raters is one of the arguments driving the current 
widespread adoption of detailed standards specifying the criteria upon which teachers are 
to be evaluated, the use of standardized observational rubrics, and training for evaluators 
in the use of such standards and rubrics (Danielson, 2011; Milanowski, 2011a; Papay, 
2012; Weisberg et al., 2009). However, attaining a high degree inter-rater reliability is 
neither simple nor easy, whether among evaluators in schools or among raters trained for 
a research context without the array of complicating factors faced by teacher-evaluators. 
Variation in principals’ professional judgment about what constitutes high-quality 
instruction—which may or may not be compatible with the vision operationalized in the 
standards or observational instruments they are required to use—might well be one factor 
contributing to inter-rater variance. 
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In the context of formative evaluation, the role of principals’ individual visions of 
quality instruction is more nuanced. On the one hand, it is good for principals and 
teachers to have a common understanding of what good instruction looks like, so that 
they can engage in meaningful discussion and work together to improve instruction in the 
school (Danielson, 2011; Marshall, 2005; Sartain et al., 2011). On the other hand, many 
argue that formative evaluation should be individualized and differentiated (Zepeda, 
2006), tailored to the needs of the individual teacher, as well as the context of the school 
and its students. In this context, a principal’s unique professional opinions about 
instruction might be considered an asset, not merely a distraction. 
One way to further investigate between-principals variation, and perhaps to shed 
some light on whether it represents varying visions of high-quality instruction, would be 
to include covariates in the model, to see what characteristics of principals or their school 
contexts might account for this systematic variation. In addressing Research Question 3, a 
number of plausible covariates were investigated; however, only two of them—school 
SES and principal’s amount of past teaching experience—turned out to account for any 
significant amount of variance. This investigation of covariates was limited both by the 
available data and the size of the sample from which the models were built. Future 
studies of similar design could explore other characteristics of principals and schools that, 
based on prior research literature, seem likely candidates as covariates, for example: 
pedagogical content knowledge (Schoen, 2010), leadership content knowledge 
(Weinberg, 2011), and beliefs about teaching and learning (Erickson, 2011; Grant, 
Hiebert, & Wearne, 1998; J. K. Jacobs & Morita, 2002; Weinberg, 2011). Although this 
    
 
261
study’s variables having to do with principals’ background, training, and attitudes 
towards mathematics did not show promise as covariates, other aspects of principals’ 
training might turn out to play a role, particularly if principals had participated in 
professional development focused specifically on mathematics content and/or classroom 
observation (Nelson & Sassi, 2000b).  
In each of the models, a large proportion of between-principals variation was 
accounted for by district membership. This suggests the district context as an obvious 
starting point in the search for covariates related to systematic differences between 
principals. 
The possible role of districts in informing principals’ values, observation practices, 
and holistic judgments of instructional quality (Research Questions 1-3) 
If between-principals differences were indeed partially due to differences in 
principals’ definitions of “high-quality mathematics instruction,” it would make sense 
that a substantial proportion of this variation was accounted for by systematic variation 
between districts. District-specific contextual factors could contribute in a variety of 
ways: by directly influencing principals’ personal definitions of “high-quality 
mathematics instruction;” by influencing what they look for when they observe in the 
classroom, and how they interpret and evaluate what they observe; and by influencing 
what other sources of data about teachers’ effectiveness principals have available and 
consider for purposes of both summative evaluation and instructional leadership. In other 
words, such factors might play a role at each step of the conceptual framework illustrated 
in Figure 3.2 in Chapter 3. 
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Indeed, it is easy to identify many potentially-relevant district- and/or state-level 
factors, although exploration of such relationships was beyond the scope of this 
dissertation study. The four school districts were located in three different states, each 
with different state curriculum standards, student standardized tests, and teacher 
evaluation standards and practices. Furthermore, at the time the interview and survey data 
were collected, each district was preparing to implement both Common Core curriculum 
standards and new teacher evaluation regulations, including the adoption of new 
observational rubrics and/or standards for evaluating instruction. Because both 
curriculum standards and teacher evaluation standards are ways for a district to (among 
other things) tell principals what to value in instruction and look for when they observe 
teachers, it would be remarkable if such standards did not influence principals’ thinking 
in this area. Although the interviews did not specifically focus on the role of district 
curriculum and evaluation standards, many principals did bring these topics up; a few 
even described what they looked for during observation in terms of what was on their 
district’s mandated rubric.  
Another likely influence on principals is district-level initiatives focused on 
mathematics instruction and/or curriculum, including professional development for 
teachers and administrators. For example, in the decade leading up to the year data were 
collected, District 1 ran a district-wide initiative that included intensive, targeted, math-
specific professional development for both teachers and administrators, along with the 
adoption of an NSF-funded NCTM-Standards-oriented math curriculum. Both the 
professional development and the curriculum were oriented towards conceptual, student-
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thinking-focused instruction. Although implementation varied across schools and over 
time, it seems likely to have systematically influenced district principals’ visions of high-
quality mathematics instruction, as well as their observation and teacher evaluation 
practices.  
For about a decade leading up to the year of data collection, District 4 had had in 
place an ongoing district-wide professional development program for teachers, including 
intensive summer institutes and after-school content-focused staff sessions. The 
professional development focused on conceptual instruction and practices such as a 
guided workshop model for teaching math, use of math journals, and student discussion. 
Principals were involved in teachers’ professional development experiences: for example, 
doing classroom observations specifically related to the professional development, in 
which student discussion and student performance were used as criteria for judging 
instruction. Differentiated instruction was also an explicit expectation in the district.  
As can be seen from these descriptions, many of the ideas and practices 
emphasized in district initiatives were mentioned by principals when they spoke about 
their values: for example, conceptual instruction, differentiated instruction, and students 
talking about mathematics. It seems plausible that such district work around curriculum 
and instruction would influence principals’ values, what they look for and notice during 
observation, and, ultimately, the criteria by which they form holistic judgments about the 
quality of their teachers’ instruction, thus contributing to systematic between-district 
differences. Indeed, influencing principal’s values and practices was presumably one goal 
of the initiatives.  
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Lending support to this hypothesis is the fact that in the portions of the interviews 
not formally analyzed for this study, principals discussed some of these district-specific 
contextual factors, along with other contextual factors such as their own education and 
experiences as teachers and administrators, their work with teachers at their own schools 
relating to mathematics, and their teacher evaluation practices. A deeper understanding of 
how administrators respond to such contextual factors is critical for reformers and 
policymakers who wish harness the power of instructional leaders to affect changes to 
teaching and learning in their schools (Spillane, 2000), and for whom school 
administrators are key sources of data about the progress of such changes.  
Finally, the fact that MQI and CLASS™ scores varied significantly across 
districts, while scores on the corresponding principal rating items did not, suggests that 
principals may have had district-specific impressions of what “average” instruction looks 
like. That is, principals might calibrate their “quality of mathematics instruction” ratings 
in comparison to the range of quality they are used to seeing, so a principal in a district 
where teachers tend to have low MQI might rate the same instruction more generously 
than a principal whose expectations are based on experience with higher-MQI teachers. 
Making sense of the modest relationship between principal ratings and teacher 
value- added scores (Research Question 3) 
The main findings from Model C require a separate discussion, because the 
technical and interpretive issues surrounding both the rating item “teacher’s ability to 
raise student mathematics test scores” and the value-added scores are distinct from those 
related to the measures used in the other models.   
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In contrast to the constructs “quality of mathematics instruction” and “overall 
teacher quality,” which are arguably complex and open to a variety of interpretations, the 
construct underlying the rating item “teacher’s ability to raise student mathematics test 
scores” seems narrowly and precisely defined. Therefore, one might interpret the fact that 
teachers’ value-added scores accounted for only 16% of the variance in the principals’ 
ratings of their teachers’ ability to raise student math test scores, as inaccuracy on the 
principals’ part. However, caution should be used in drawing such a conclusion, due to 
some technical issues. 
First, every value-added model is different (e.g., in the choice of covariates 
included, the handling of missing data, and a variety of technical aspects of model 
calculation). In addition, the NCTE value-added scores were calculated based on data 
from five school districts. State or district value-added scores would, of course, be 
calculated using different sets of students and teachers. Thus, even if principals were very 
familiar with their teachers’ value-added scores as calculated within their own district or 
state, those scores might not correspond well to the NCTE-generated scores. 
Furthermore, principals may have understood the survey question as asking them to rate 
their NCTE teachers relative other teachers in their school, rather than relative to other 
teachers across district. Finally, the survey item asked principals to rate their teacher’s 
ability to raise student mathematics test scores, but this is a simplification of what the 
teacher effect in a value-added model represents. A range of covariates in addition to 
students’ prior achievement scores e.g., demographic variables, may be included in the 
model; for example, the NCTE model accounts for a variety of characteristics of 
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individual students and of classroom peers. In such a model, it is possible for a teacher’s 
students to have relatively small test-score gains but for the teacher to have a relatively 
large value-added score, due to effects associated covariates, e.g., if the model adjusts for 
socioeconomic status and a class of high-poverty students make gains that are large in 
comparison with other high-poverty students though small compared to those of low-
poverty students.   
Assuming that the lack of convergence between teacher’s value-added scores and 
principals’ ratings is substantive, rather than an artifact of instrumentation, the simplest 
interpretation is that the principals did not have strong knowledge of what their teachers’ 
value-added scores were likely to be. Although they reported being “somewhat” or 
“very” familiar with the “test score data” of almost every teacher whom they rated on the 
surveys, principals were not asked whether they meant raw student scores, teacher value-
added scores, or some other type of data. Furthermore, value-added scores are technically 
complex and principals may not understand how they are calculated, and therefore may 
mistrust their validity and fairness (Goldring et al., 2015). If this was the case for the 
NCTE principals, “familiarity” with their teachers’ value-added scores might not imply 
deep understanding of the meaning of those scores or accurately incorporating them into 
holistic judgments of teacher effectiveness, even when specifically asked about teachers’ 
effectiveness at “raising mathematics test scores.”  
Given the high correlation between this principal rating item and each of the 
others, it could be that principals were basing their assessment of their teachers’ ability to 
raise mathematics test scores on their judgment of the quality of the teacher’s 
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mathematics instruction. This hypothesis is consistent with the fact that the “raising 
student mathematics test scores” and “quality of mathematics instruction” items were 
both equally correlated with value-added scores. However, it does not explain the 
dissimilarity between the correlations of the same two items with MQI scores, which 
implies that the “quality of mathematics instruction” item captured some aspect of 
instruction that the “raising student mathematics test scores” item did not.  
Although these results suggest that principals are only moderately accurate at 
assessing their teachers’ relative abilities to raise student mathematics test scores, care 
should be taken not to interpret this as an inability to accurately evaluate the quality of 
their mathematics instruction or their ability to promote student learning (Papay, 2012). 
First, because of the imprecision of scores, the tendency for measurement error to be 
accounted for problematically or not at all (Goldhaber, 2015) and the instability of scores 
from one year to the next (Braun, 2005, 2015), a principal who knew a given teacher’s 
value-added score from last year might not be able to accurately predict the same 
teacher’s score for this year, generated by the identical model. More fundamentally, 
without in-depth analysis of the state tests in question, one cannot tell what the scores 
indicate about student learning, or to what extent the tests are aligned with the content 
and type of teaching and learning valued by district leaders or by principals (Baker et al., 
2010; Braun, 2005; Koretz, 2008). Finally, although value-added scores, by their design 
are guaranteed to differentiate among teachers, they may not do so meaningfully; it is not 
clear how or whether a given value-added score might correspond to a teacher’s ability to 
get her students to meet particular learning goals (Raudenbush, 2015).  
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The results from Model D indicate that only 15% of the variance in the composite 
principal rating score was accounted for by value-added score (when added to the model 
with no other main predictors). This indicates that principals’ holistic visions of what 
constitutes high-quality mathematics instruction were only moderately aligned with the 
construct represented by teachers’ value-added scores based on their students’ scores on 
state standardized mathematics tests. Which construct more closely represents the kind of 
instruction desired by policymakers, parents, students, or other stakeholders in these 
principals’ districts, remains an open question. 
Limitations of the Study 
The foregoing discussion has referred to some of the limitations of this study; 
others are discussed here. 
Due to logistical constraints, it was not possible to use a true “emerging design” 
(Creswell, 2008, p. 18) for the qualitative analysis, a process in which the results of the 
analysis of initially-collected data are used to suggest what additional data should be 
collected. In the case of an interview-based study, this “theoretical sampling” (Strauss 
1987, p. 16) might include formulating new questions to ask in the interviews, and 
recruiting new interview subjects likely to have information on desired topics (Creswell, 
2008), to represent special cases, or to provide disconfirming evidence about the 
emerging theory (Becker, 1997). Because NCTE’s work with principals took place within 
the context of the project’s ongoing study, the sample was necessarily restricted to those 
principals whose schools were already participating in the project. In addition, because of 
constraints on the time and goodwill of the principals, each principal was interviewed 
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only once, with all of the interviews taking place within a period of a few months (May-
September 2012). Finally, because the present dissertation is based on a secondary 
analysis of data from already-completed interviews, there was no opportunity to allow 
early analysis to inform the course of later data collection. To compensate, the 
dissertation study design provided additional structure by allowing a priori theory to 
explicitly inform coding and analysis. 
As has been noted, the modest sample size of principals for whom survey data 
was available restricted the complexity of the hierarchical linear model that could be 
supported by the data and the statistical power of the model to detect effects. 
Additionally, the sample was essentially one of convenience: districts were recruited with 
the goal of some geographic and demographic diversity, but were not representative of 
the range of conditions across the U.S.; schools and teachers were recruited on a 
volunteer basis through the influence of district administrators and/or math coordinators; 
and principals were requested, but not required, to participate in the additional interview 
and survey. Although efforts were made by NCTE and their district contacts to include as 
many schools as possible from each district, it is likely that principals who agreed to 
participate in a study about mathematics instruction had higher than average interest, and 
perhaps expertise, in this topic. Thus, care should be taken in considering generalizations 
of the results of this study to wider populations.  
The predictive model can only be as informative as the instruments from which 
the data are generated; to the extent that all of the measures involved are subject to 
measurement error, the ability of the model to produce meaningful results is decreased. 
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As discussed in Chapter 3, the nature of some of the measures used in this study makes 
assessing their reliability less than straightforward.  
In the case of the principal ratings, single-item measures were chosen to represent 
each construct, rather than a longer series of items designed to form a unidimensional 
scale. Although mutli-item scales would have improved the statistical precision of the 
measures and enabled certain useful psychometric analyses (e.g., the calculation of 
reliability coefficients), it was only practical to include three items on the survey. 
Because respondents were asked to answer each question for all the teachers in their 
school who are participating in the NCTE study, some respondents had to rate as many as 
10-15 teachers. Therefore, the number of items was limited so that principals would not 
be unduly burdened by an overly lengthy survey.  
Moreover, from a theoretical point of view, the intended constructs do not lend 
themselves well to measurement via multi-item scales. If the purpose of having principals 
rate teachers were to measure an underlying quality of mathematical instruction 
construct, that construct could be operationally defined based on the researcher’s 
theoretical definition of “high-quality instruction.” However, in the case of the NCTE 
principal survey, the construct being measured was principal’s personal judgment of 
instructional quality. It was assumed that different principals might have different ideas 
about what constitutes high-quality instruction and draw on different information when 
they judge their teachers’ instruction. Indeed, one purpose of the survey was to 
investigate what some of those differences might be. To operationalize principal’s 
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judgment with a series of items touching on specific aspects of instructional quality (as 
defined by the instrument designer) would be to measure a different construct.  
Thus, for the purposes of the present study, one would like to be confident that the 
principal’s opinion of a given teacher is measured accurately and consistently. The best 
way to assess this form of reliability would be to actually administer the survey to the 
same principals, asking about the same teachers, at multiple points of time, and then 
calculate the test-retest reliability. However, such a reliability study was not possible to 
implement within the constraints of the NCTE project’s timeline and resources. 
Finally, as described in Chapter 3, the NCTE value-added scores were calculated 
based on student test scores from all fourth and fifth grade students with available data in 
five school districts (see Chapter 3 for details). A single model was used so that the 
value-added scores for the NCTE teachers would be comparable, because a value-added 
score describes a teacher’s relative standing among the population used to calculate the 
model, and has no intrinsic meaning outside the context of that population. However, 
because these districts were in four different states, these student scores were generated 
by four different tests, each designed to address a different set of curriculum standards29. 
                                                
29 Actually, there were eight different tests, because 4th and 5th grade students in 
each district took a different test; however, by their nature, value-added models used for 
teacher evaluation must incorporate data from tests different grades, as well as versions 
of each test that were administered in prior years. Although this practice raises a number 
of validity and measurement concerns (Baker et al., 2010; Braun, 2005), it is a limitation 
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Therefore, at the student level, scores are not directly comparable, which calls into 
question the meaning of the teacher component in the value-added model, i.e. the 
teacher’s value-added score. 
Directions for Future Research  
The analyses presented in this dissertation focused on what principals, as a group, 
valued and noticed about mathematics instruction, without addressing more complex 
questions about why they did so. The rich interview data collected as part of the NCTE 
project offer possibilities for building on the results presented here, by exploring patterns 
in principals’ valuing and noticing in more depth and detail, and by investigating how 
contextual factors might interact with such patterns.  
Principals’ comments about what they noticed varied widely in their level of 
detail and specificity, and a small proportion of these comments were factually 
inaccurate; however the scope of the study did not permit these aspects of the data to be 
incorporated into the analysis. A deeper analysis of the data focused on the accuracy and 
specificity of principals’ noticing could be the first step in exploring questions about 
principals’ Leadership Content Knowledge and the depth of their values and noticing. 
The scope of this study also did not allow for analysis of individual principals’ 
values and what they noticed. The aggregate patterns reported here may mask important 
differences among individuals or sub-groups within the sample. Case studies of 
                                                                                                                                            
of value-added models as used in elementary education contexts in general, not specific 
to NCTE’s model.  
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individual principals, cross-case analyses to identify clusters of principals with similar 
patterns of valuing and noticing, or variable-focused analyses of the relationships among 
the aspects of instruction principals valued and noticed, could paint a richer, more 
detailed picture of how principals observed and thought about math instruction. 
Individuals’ visions of high-quality mathematics instruction could be compared to see 
whether certain values tend to cluster together, and whether such value sets represent 
coherent philosophies of learning and teaching. Combined with analysis of the accuracy 
and specificity of noticing, “value profiles” could be used to investigate the extent to 
which principals’ reform-oriented values lead beyond attention to surface-level features 
of instruction, to attending to the mathematical ideas at play in a lesson, the specifics of 
students’ thinking, and the ways in which the teacher’s instructional moves further 
students’ learning. 
An investigation of the degree to which individual principals’ values correspond 
with what they notice could address an important question about principals’ effectiveness 
as observers. Studying outlier individuals could also yield important insights: for 
example, case studies of the handful of principals who did not notice any details about 
problematic handling of mathematics content, or about students’ mathematical thinking; 
or an exploration of the ways in which this group may differ from more mathematically-
oriented observers. 
In addition, further qualitative analysis of the interview data could incorporate the 
interview sections in which principals discussed their evaluation practices, school 
contexts, and background and training, in order to develop causal networks or other 
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qualitative models to describe a “generic narrative model” (Miles & Huberman, 1994, p. 
207) or theory of action about the process of observing and evaluating mathematics 
instruction and the circumstances under which that process varies. Such an analysis might 
group principals by district, examine differences across the groups, or investigate the role 
of district standards and mathematics-specific initiatives.  
The quantitative analysis was limited by the modest sample size and the available 
data, but future studies designed along the same lines could elaborate on the findings 
presented here. By comparing principals’ ratings to a different set of instructional 
effectiveness measures, such a study could further illuminate what principals reward—
implicitly or explicitly—when they evaluate instruction. Additionally, models using a 
combination of MQI and CLASS™ dimensions, rather than omnibus scores, to predict 
principals’ ratings would allow a more detailed understanding of which elements of those 
constructs converge with principals’ conception of “effective mathematics instruction.”  
Finally, a quantitative study based on a larger sample of teachers and principals 
could investigate more covariates that might help to account for between-principals 
variation in the ratings principals assign to their teachers’ instruction.  Such a study could 
also use survey items to assess principals’ values about mathematics instruction and 
investigate these as covariates.  
Conclusion 
In light of current education policy emphasis on teacher evaluation and how best 
to measure teacher effectiveness, many states, districts and schools are in the process of 
revising their evaluation systems. While there is currently a trend toward reducing the 
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role that classroom observation plays in teacher evaluation, in favor of more emphasis on 
student test scores, most evaluations are at least partly based on observations of the 
teacher’s instruction by a principal or assistant principal, who are usually the people with 
primary responsibility for supervising and evaluating teachers. Thus, attempts to improve 
teacher evaluation need to take into account the processes principals use to make 
evaluative judgments when they observe instruction in specific subjects such as 
mathematics. This dissertation adds to the existing literature by providing insight into 
how principals in four districts during the transition to Race to the Top and Common 
Core Standards envisioned high-quality mathematics instruction, what they looked for 
when observing, and what aspects of instructional effectiveness underlay the evaluative 
judgments they made about the teachers they supervised. 
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Appendix A: Principal Interview Protocol (Spring, 2012) 
 
[Notes: The purpose of this interview is to gather data about principals’ 
perspective on and experiences with teacher evaluation; in particular, the observation 
and evaluation of mathematics instruction. 
The interview will take 45-60 minutes, and consist of two parts: an interview in 
which the principal views and discusses videos of classroom instruction, followed by an 
interview consisting of open-ended question.  
Both parts will be semistructured, meaning that the interviewer will use the 
questions in this protocol, but will not be constrained to the exact order and wording, 
and is at liberty to add follow-up or clarifying questions based on the individual 
interviewee’s responses. Some questions may not be asked due to time constraints or 
because the content has already been covered by the response to an earlier question.] 
 
Introduction to Interviewee 
[Introduce self, etc. Give consent form & have them sign. Ask for permission to 
audio-record the interview. Test recording & make sure it’s on! Tell interviewee:] 
This interview will have two parts. First, I’ll show you three short video clips of 
classroom instruction, and ask you some questions about each one. Then I’ll ask you 
some more general questions about your practice as a teacher evaluator and supervisor. 
I’m trying to get a picture of what you do when you observe and evaluate upper 
elementary teachers, and how that works for math, specifically. 
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I realize that it’s very different to watch a short segment of instruction, out of 
context, than to watch a whole lesson, especially if you know the teacher you’re 
observing. There may be times when you feel you might interpret things differently if 
you saw more of the lesson, and that’s all right. Just think about these math classes based 
on the information you have, and feel free to let me know if you feel your opinions would 
change based on more context. 
If you would like to take notes while watching the videos, feel free; whatever you 
prefer to do. 
[Warn of face-blurring in the videos (privacy issue).] 
[Before each video, state what grade the classroom is. Before Robin clip, warn of 
background noise; it’s got subtitles to make up for it.] 
[Each video is shown once; after each video, a section of interview using the 
following protocol:] 
 
Part I: Video-Focused Interview 
1) If you were going to rate the quality of instruction in this video as 
average, high, or low, what would you give it?  Why? 
2) What moments or events stood out for you (or caught your attention)? 
a. [probe, if not already covered] Why/what was interesting about 
that? 
b. [probe, if not already covered] On the basis of this short clip, how 
would you describe this teacher’s mathematics instruction?  
c. On the basis of this short clip, how strong would you say this 
teacher’s knowledge of mathematics is? 
 
3) What mathematical ideas did you see the class working with in this 
video?   
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a. Did you notice anything mathematically interesting happening in 
this segment?  If so, what? 
b. Did you notice anything mathematically problematic or wrong 
going on in this segment?  If so, what? 
c. Did you notice anything particularly interesting the teacher did in 
talking about the math or responding to what students said about 
the math?   
 
4) What would you say were the strongest aspects of the instruction in 
this video segment? 
a. Why/what was good about that? 
 
5) What would you say were the weakest aspects of the instruction in 
this video segment? 
a. Why/what was problematic about that? 
 
6) Imagine you’re supervising this teacher and you observe this lesson. 
What might you say to her? 
a. [probe/alternate wording] What feedback would you give her?   
b. [probe/alternate wording] What suggestions would you make? 
c. [probe]  Anything more about the math content, in particular, and 
how the teacher handled it? 
 
7) I’m curious about whether the teaching you see in these tapes is 
similar or different to what you’re used to seeing with your teachers.  
a. [probe with reference to what the interviewee has already been 
talking about seeing in the video]  E.g. pedagogy/instructional 
style? Handling of math content? Handling of student thinking?  
Student engagement with the math content? 
b. What about the teacher’s knowledge of the math content?  Where 
would you say she falls in the range of teachers you’ve known?  
Have you known teachers who knew the content better?  Worse? 
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Part II: Open-Ended Interview 
Now that we’ve talked about some specific examples, I’d like to hear about your 
perspective on math instruction in general, and how you go about evaluating it.  
1) You’ve already told me a bit about your thoughts on what high-
quality math instruction looks like. Could you sum it up and tell me your 
vision of what good math instruction is?   
a. Tell me about a teacher you’ve known whose math instruction particularly 
impressed you. What made it so great? 
b. Do you see a lot of math instruction that you’d say is really good? 
i. In this school? 
ii. In other schools you’ve worked in? 
iii. Do you see a lot of math instruction you’d say is really bad? 
Are there particular ways in which you’d like to encourage 
your teachers here to improve their math instruction?  What do 
you do to help them with these things? 
 
2) Could you tell me about some experiences you’ve had that helped 
your opinions about what good math instruction is like?   
a. E.g professional development you’ve participated in? 
b. E.g. your training, or university coursework? 
c. E.g. books or articles you’ve read, or conferences you’ve attended? 
d. E.g. curriculum standards or other policy mandates? 
e. E.g. experiences with teachers in this school and in other schools you’ve 
worked in? 
 
3) When you’re going to observe in a teacher’s classroom, do you ever 
specifically arrange to observe a specific subject? 
a. [If so]  Why would you do that? 
b. [If so]  Do you ever specifically choose to watch a math lesson?  If so, 
how often would you do that & why? 
c. [alternate probe] If you didn’t feel you had to observe a math lesson 
for sake of evaluation, would you sit through one to offer feedback? 
d. Do you have goals that are specific to watching math lessons, as 
opposed to lessons from other content areas?  If so, what? 
i. [probe] For formal evaluation? For PD/mentoring?  Do you 
look for different things, depending on the purpose of the 
observation? 
ii. Where do these goals come from?  (e.g. State or district 
requirements?  Your/school goals re: curriculum or PD?  
Teacher’s personal development goals?) 
e. When you observe in the classroom, how long do you observe? 
i. [probe if necessary]  Is it usually a whole class period, or a 
quick five-to-ten minute walk through or something else?  How 
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often do you do classroom observations over the course of a 
year?  (Per teacher? In total?) 
f. [Especially for principals who have already expressed lack of 
comfort/interest/expertise with math, or who say they avoid observing 
math lessons, or that they specialize elsewhere/have someone else 
handle math-related duties]  Since math isn’t your main focus, do you 
have other people who help you out with evaluating and supporting 
your teachers’ math instruction?  Are there resources you draw on, 
such as math coaches or math-specific professional development for 
your teachers? 
 
4) When you observe your teachers teaching math, what kinds of details 
do you want to document? are you looking for?  
a.  [repeat probe/ask “anything else” to get top few issues] 
b. Are there particular “red flags” or signs of trouble that you look for?  
Please explain. 
c. What sorts of things do you look for to help you give the teacher 
feedback? 
d. What sorts of things do you look for when you are formally evaluating 
the teacher? 
e. When you’re observing a math lesson, do you usually find it easy to 
follow the details of the mathematics going on in the lesson?  Why or 
why not?  (Or, if it depends, what does it depend on?) 
f. When you talk about math instruction with your teachers, what sorts of 
things do you discuss? 
 
5) As principal, what math-related goals or projects do you currently 
have for your school? 
a. How high-priority are these math-related goals/projects for you, compared 
to everything else you’ve got going on? 
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Appendix B: NCTE End-of-Year Principal Survey (Spring, 2012)
 
 
Consent Form
National Center for Teacher Effectiveness
Developing Measures of Effective Teaching
2012 Principal Survey
 
Consent Form
 
 
 
You are invited to participate in a study to better understand principals’ role as evaluators of mathematics education. This study is part of the
larger three-year study being conducted by the National Center for Teacher Effectiveness (NCTE) at the Harvard Graduate School of
Education, in which teachers from your school are already participating. In order for you to participate in the principals study, we need your
consent.
 
The National Center for Teacher Effectiveness (NCTE) project, at Harvard, is developing tools to measure effective math teaching practices.
These tools are for use both by researchers and teacher evaluators. As school principals are often the primary evaluators of teachers, it is
important to understand how their evaluation processes work, and how they think about math instruction.  Your perspectives on teacher
evaluation and math instruction will help us design tools and training to better meet the needs of elementary school principals.
 
More specifically, the survey is designed to gather your judgment of the effectiveness of your teachers who are participating in the NCTE
study, along with background information about your experience with mathematics instruction and evaluation. The purpose of asking you to
assess your teachers’ instruction is to relate your professional judgment to the data we are gathering about these teachers’ instruction as
measured by the tools developed in the NCTE study.
 
What It Means to Participate
 
If you decide to participate in this study, we will ask you to complete a 15-30-minute online survey designed to gather your judgment of the
effectiveness of your teachers who are participating in the NCTE study, along with some background information about your experience with
mathematics instruction and teacher evaluation.
 
Surveys may be filled out at your convenience within a several-week time window at/after the end of the school year.
 
Please follow any rules your district may have about whether participation in research activities may take place during school hours.
 
Compensation
 
You will receive a $25 gift card for completing the survey. 
 
Benefits
 
Your decision to participate in the study is voluntary. You may withdraw from the study at any time and receive compensation commensurate
with your participation to date. 
 
Risks
 
We foresee no risks to you, your teachers, or their students from your participation in this study. In asking for your existing impressions of
teachers’ effectiveness, we will not ask you to consider any new information or engage in any evaluation process beyond your usual practice.
All survey information will be kept confidential and reported anonymously.
 
Responses will be used for research and educational purposes only. 
 
Confidentiality
 
The information that we collect will be kept entirely confidential. Information you give us about your teachers will not be reported to them, nor
used for any purpose other than research.
 
Your name will not appear on any survey, report, or other publication.  Your teachers’ names will appear on an online survey form that only
you will see, but will otherwise not appear on any survey, report, or other publication. We will use participant ID numbers in place of your
name and the names of your teachers. The reports prepared for this study will summarize findings across the sample; they may also quote
individuals and/or describe the experiences or response patterns of individuals, but such information will never be associated with the name
of a specific school or individual, and care will be taken to omit potentially identifying information.
 
 
Whom to Contact
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I consent to the terms of the study.
I do not consent to the terms of the study.
Whom to Contact
 
For more information about the research or if you would like to withdraw from the study, please contact:
 
If you have concerns or suggestions that are not being addressed, or you would like more information about your rights as a research
participant, please contact:
 
The Research
Corinne Herlihy, Project Director
National Center for Teacher Effectiveness
Harvard Graduate School of Education
50 Church St, 4th Floor
Cambridge, MA 02138
877-265-0556
corinne_herlihy@gse.harvard.edu
Your Rights
Jane Calhoun, Senior Research Officer
Committee on the Use of Human Subjects
Harvard University
1414 Massachusetts Ave., Room 234
Cambridge, MA 02138
617-495-5459
jcalhoun@fas.harvard.edu
 
Click the "Print" button to print a copy of this page for your records.
Print
Block 5
Electronic Signature
 
Thank you for volunteering to participate in this phase of NCTE's principals study.  Type your name in the box below.  This will serve as your
electronic signature, indicating that you consent to the terms of the study as explained in the consent form you just read.
Section 1: Teacher Ratings
Section 1: Teacher Ratings  
 
In this section, you will be asked to give your opinion about the effectiveness of some of the teachers you work with.  Each of the questions in
this section refers to the individual teachers from your school who are participating in the NCTE study.  Please give a response for each
teacher whose name is listed.
Question 1: Compared to other 4th and 5th grade teachers you have known, how would you rate each teacher overall?  Base your estimate on
all of the school years you have known each teacher.
Please rate each teacher and then indicate how confident you are about the rating you gave.    
Rate each teacher overall. How confident are you aboutthis rating?  
Very
Poor
(bottom
5%)
Poor (6-
25th
percentile)
Fair (26-
50th
percentile)
Good (51-
75th
percentile)
Very
Good (76-
95th
percentile)
Exceptional
(top 5%)
Low
confidence
Moderate
confidence
High
confidence
${e://Field/Teacher1}  
${e://Field/Teacher2}  
${e://Field/Teacher3}  
${e://Field/Teacher4}  
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${e://Field/Teacher4}  
${e://Field/Teacher5}  
${e://Field/Teacher6}  
${e://Field/Teacher7}  
${e://Field/Teacher8}  
${e://Field/Teacher9}  
${e://Field/Teacher10}  
${e://Field/Teacher11}  
${e://Field/Teacher12}  
${e://Field/Teacher13}  
${e://Field/Teacher14}  
${e://Field/Teacher15}  
${e://Field/Teacher16}  
${e://Field/Teacher17}  
${e://Field/Teacher18}  
${e://Field/Teacher19}  
${e://Field/Teacher20}  
Question 2: Compared to other 4th and 5th grade teachers you have known, how would you rate each teacher in terms of raising student test
scores in mathematics?  Base your estimate on all of the school years you have known each teacher.
Please rate each teacher and then indicate how confident you are about the rating you gave.
Rate each teacher in terms of raising math test scores. How confident are you aboutthis rating?  
Very
Poor
(bottom
5%)
Poor (6-
25th
percentile)
Fair (26-
50th
percentile)
Good (51-
75th
percentile)
Very
Good (76-
95th
percentile)
Exceptional
(top 5%)
Low
confidence
Moderate
confidence
High
confidence
${e://Field/Teacher1}  
${e://Field/Teacher2}  
${e://Field/Teacher3}  
${e://Field/Teacher4}  
${e://Field/Teacher5}  
${e://Field/Teacher6}  
${e://Field/Teacher7}  
${e://Field/Teacher8}  
${e://Field/Teacher9}  
${e://Field/Teacher10}  
${e://Field/Teacher11}  
${e://Field/Teacher12}  
${e://Field/Teacher13}  
${e://Field/Teacher14}  
${e://Field/Teacher15}  
${e://Field/Teacher16}  
${e://Field/Teacher17}  
${e://Field/Teacher18}  
${e://Field/Teacher19}  
${e://Field/Teacher20}  
Question 3: For each of the teachers, indicate the extent to which you are familiar with the data about their students' scores on standardized
mathematics tests.
I have not seen any student
test score data for this I am somewhat familiar with I am very familiar with this
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test score data for this
teacher.
I am somewhat familiar with
this teacher's test score data.
I am very familiar with this
teacher's test score data.
${e://Field/Teacher1}   
${e://Field/Teacher2}   
${e://Field/Teacher3}   
${e://Field/Teacher4}   
${e://Field/Teacher5}   
${e://Field/Teacher6}   
${e://Field/Teacher7}   
${e://Field/Teacher8}   
${e://Field/Teacher9}   
${e://Field/Teacher10}   
${e://Field/Teacher11}   
${e://Field/Teacher12}   
${e://Field/Teacher13}   
${e://Field/Teacher14}   
${e://Field/Teacher15}   
${e://Field/Teacher16}   
${e://Field/Teacher17}   
${e://Field/Teacher18}   
${e://Field/Teacher19}   
${e://Field/Teacher20}   
Question 4: Compared to other 4th and 5th grade teachers you have known, how would you rate each teacher in terms of the quality of the
teacher's mathematics instruction, regardless of student test scores?  Base your estimate on all of the school years you have known each
teacher.
Please rate each teacher and then indicate how confident you are about the rating you gave.
Rate each teacher in terms of quality of math instruction. How confident are you aboutthis rating?  
Very
Poor
(bottom
5%)
Poor (6-
25th
percentile)
Fair (26-
50th
percentile)
Good (51-
75th
percentile)
Very
Good (76-
95th
percentile)
Exceptional
(top 5%)
Low
confidence
Moderate
confidence
High
confidence
${e://Field/Teacher1}  
${e://Field/Teacher2}  
${e://Field/Teacher3}  
${e://Field/Teacher4}  
${e://Field/Teacher5}  
${e://Field/Teacher6}  
${e://Field/Teacher7}  
${e://Field/Teacher8}  
${e://Field/Teacher9}  
${e://Field/Teacher10}  
${e://Field/Teacher11}  
${e://Field/Teacher12}  
${e://Field/Teacher13}  
${e://Field/Teacher14}  
${e://Field/Teacher15}  
${e://Field/Teacher16}  
${e://Field/Teacher17}  
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${e://Field/Teacher17}  
${e://Field/Teacher18}  
${e://Field/Teacher19}  
${e://Field/Teacher20}  
Question 5: For which of these teachers did you perform a formal evaluation this year (or are you currently in the process of performing a
formal evaluation)?    
If you are the person primarily responsible for formally evaluating the teacher (e.g. observing in the classroom, gathering other necessary
information, making a judgment about the teacher's performance, and reporting the results of the evaluation), select "Teacher was evaluated
this year, I was primary evaluator" as the response for that teacher.  
If someone other than you performed the majority of the tasks related to evaluating a teacher, select "Teacher was evaluated this year,
someone else was the primary evaluator." 
   
Teacher was evaluated this
year, I was the primary
evaluator.
Teacher was evaluated this
year, someone else was the
primary evaluator. Not Evaluated This Year.
${e://Field/Teacher1}   
${e://Field/Teacher2}   
${e://Field/Teacher3}   
${e://Field/Teacher4}   
${e://Field/Teacher5}   
${e://Field/Teacher6}   
${e://Field/Teacher7}   
${e://Field/Teacher8}   
${e://Field/Teacher9}   
${e://Field/Teacher10}   
${e://Field/Teacher11}   
${e://Field/Teacher12}   
${e://Field/Teacher13}   
${e://Field/Teacher14}   
${e://Field/Teacher15}   
${e://Field/Teacher16}   
${e://Field/Teacher17}   
${e://Field/Teacher18}   
${e://Field/Teacher19}   
${e://Field/Teacher20}   
Section 2: Your Background
Section 2: Your Background
 
 Question 6: How many years of experience do you have as a school principal or assistant principal? 
   0 years 1-4 years 5-10 years 10-15 years 15-20 years
More than 20
years
Number of Years   
 
Question 7: Please tell us about your past teaching experience.  What grade levels and subjects have you taught? (For example, "elementary
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Question 7: Please tell us about your past teaching experience.  What grade levels and subjects have you taught? (For example, "elementary
all subjects," "middle school science," "special ed. in 4th grade," "mathematics for pre-service teachers."  Include teaching at K-8, high
school, university, and teacher education levels).
Question 8: How many years of teaching experience do you have? (Include all of the teaching you listed above.)   
   0 years 1-4 years 5-10 years 10-15 years 15-20 years
More than 20
years
Number of Years   
Question 9: How old are you?
   20-29 30-39 40-49 50-59 60-69 70 or older
Number of Years   
Question 10: Please indicate the extent of your agreement with the following statements: 
   Disagree
Somewhat
Disagree Neutral Somewhat Agree Agree
As I try to help improve
instruction in the school, one
thing I'm focusing on in
particular this year is
mathematics instruction.
  
I am able to get the information
I need to accurately evaluate
my teachers’ mathematics
instruction.
  
I'm not confident in my ability to
distinguish between effective
and ineffective mathematics
instruction.
  
I have the knowledge of
mathematics content and
pedagogy I need to accurately
evaluate my teachers’ math
instruction.
  
I am able to help teachers
improve their mathematics
instruction.
  
When I observe a mathematics
lesson, I understand the
mathematical ideas underlying
the lesson.
  
I am confident that I can
recognize high-quality
mathematics instruction.
  
Question 11: Please indicate the extent of your agreement with the following statements: 
   Disagree
Somewhat
Disagree Neutral Somewhat Agree Agree
I am interested in mathematics.   
I enjoy doing mathematics.   
I am knowledgable about
mathematics instruction.   
I consider myself a skillful
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I consider myself a skillful
mathematics teacher.
  
I have strong knowledge of
elementary school
mathematics.
  
I am interested in how students
think about and learn
mathematics.
  
I am not comfortable with
mathematics myself.   
I enjoy thinking about
mathematics.   
I enjoy watching mathematics
classes.   
I enjoy discussing mathematics
instruction with my teachers.   
Question 12: Please indicate the extent of your agreement with the following statements: 
   Never/None A small amount Some Quite a bit Extensive
I have a background in
mathematics.   
I have taught mathematics.   
I have taken undergraduate or
graduate level mathematics
classes.
  
I have participated in classes,
training, or professional
development that taught me
how to evaluate mathematics
instruction (specifically).
  
I have participated in classes,
training, or professional
development that focused on
mathematics instruction
(specifically).
  
Question 13: Please indicate the extent of your agreement with the following statements: 
   No Yes
I have a degree in
mathematics.   
I have a degree in mathematics
education.   
I have a degree in education
(not focused on mathematics
education).
  
Declined Terms
You have indicated that you decline the terms of the study and do not wish to complete this survey. If you intended to accept the terms, click
the << button to return to the consent form.  Otherwise, click the >> button to exit the survey.
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Appendix C: State Standardized Tests for NCTE Districts30 
• District 11 & District 12 
o Test scores for ELA and Math, starting in 2008-2009 
o Tests all public school students, including students with disabilities and 
LEP 
o Based on state Curriculum Framework learning standards 
o Breakdown 
! 4th grade 
• 32/40 MC items 
• 6/40 Short-Answer Items (brief response, scored on scale 
of 0-1 by single rater) 
• 4/40 Open-Response items (1-2 paragraphs of writing or 
narrative using chart/table/diagram, scored using rubric and 
anchor papers on 0-4 scale by single rater) 
• 25% operations & algebraic thinking 
• 20% number & operations in base ten 
• 20% numbers & operations – fractions 
• 20% measurement & data 
• 15% geometry 
! 5th grade 
• 32/40 MC items 
• 6/40 Short-Answer Items (brief response, scored on scale 
of 0-1 by single rater) 
• 4/40 Open-Response items (1-2 paragraphs of writing or 
narrative using chart/table/diagram, scored using rubric and 
anchor papers on 0-4 scale by single rater) 
• 20% operations & algebraic thinking 
• 25% number & operations in base ten 
• 25% numbers & operations – fractions 
• 20% measurement & data 
• 10% geometry 
o Reported by states with 4 performance level ranges based on scaled score 
! 260-280 is advanced 
! 240-258 is proficient 
! 220-238 is needs improvement 
! 200-218 is warning 
o Scoring Process 
! MC items are machine scored 
! CR items scored by human raters 
                                                
30 Source: NCTE project internal documents 
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• Double Blind Scoring Inter-Rater Consistency: 
o Pg.  62 of foot note 
o Reliability 
! Grade 4 Math, 2010-2011: 
• N = 69683 
• (Split-Half Estimate) Cronbach Alpha = .90 
! Grade 5 Math, 2010-2011 
• N=70050 
• (Split-Half Estimate) Cronbach Alpha = .91 
! Raw scores were scaled by a multiplicative factor and an 
intercept…31 
• District 13 
o Test scores for Reading and Math, starting in 2008-2009 
o Tests academic proficiency of students relative to mastery of state content 
standards 
o For each test grade, two forms 
o 4th grade (2013) 
! 51/54 multiple choice 
! 3/54 ‘Constructed’ Response (students write a response to test 
question, which is scored on rubric and sample scoring guides) 
! 13% Number and Operations in Base Ten 
! 27% numbers and operations in fractions 
! 22% operations and algebraic thinking 
! 4% geometry 
! 13% measurement and data 
o 5th grade (2013) 
! 51/54 multiple choice 
! 3/54 ‘Constructed’ Response (students write a response to test 
question, which is scored on rubric and sample scoring guides) 
! 15% Number and Operations in Base Ten 
! 28% numbers and operations in fractions 
! 17% operations and algebraic thinking 
! 13% geometry 
! 27% measurement and data 
o 3 tests of internal reliability: 
! Cronbach’s Alpha (based on single test administration, works for 
MC and CR items on a test, equal to average of all split-half 
reliability coefficients that would have been obtained on all 
                                                
31 More technical information is available in states’ reports; links available but not 
included here for the sake of anonymity 
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possible divisions of the test in halves – lower bound of test score 
reliability) 
! Stratified Coefficient Alpha (preferred – treats MC and CR 
sections as separate subtests, estimates the reliability of the two 
subtests and combines) 
! Feldt-Raju index (designed for mixed-format tests – stratifies items 
based on number of score points) 
• Math 4th grade, 2010-2011: 
o N = 4858 
o # items = 54 
o Alpha = .923 
o Stratified Alpha = .929 
o Feldt-Raju = .930 
• Math 5th grade, 2010-2011: 
o N = 4812 
o # items = 54 
o Alpha = .929 
o Stratified Alpha = .932 
o Feldt-Raju = .934 
• Note – these coefficients are all above .87 when looking at 
specific subgroups 
o Scoring Process 
! MC Items scored by CTB electronically 
! CR items scored by human raters trained by CTB 
• Score points for CR – 0-3, 3 CR items 
• 4th Grade Math, average interrater (2) % exact agreement: 
93% 
• 5th Grade Math, average interrater (2) % exact agreement: 
82% 
o Score ranges 
! Scaling from Stocking-Lord linear transformation parameters, 
using IRT… 
! 4th Grade Math 
• 400-442 Below Basic 
• 443-457 Basic 
• 458-473 Proficient 
• 474-499 Advanced 
! 5th Grade Math 
• 500-542 Below Basic 
• 543-559 Basic 
• 560-674 Proficient 
• 575-599 Advanced 
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• District 14 
o Test scores for Criterion-Referenced Competency Tests (CRCT) for ELA, 
Reading and Math starting in 2007-2008 
o Tests student skill acquisition in relation to the Common Core State 
Performance Standards 
o Currently, all test items are multiple-choice (‘select-response’ items) 
o 4th and 5th grade math tests…  
! Coverage: 
• Numbers and Operations 
• Algebra 
• Measurement and Data Analysis 
• Geometry 
o 2008-09 4th grade, raw score math alpha: .92; raw score SEM: 3.07 
o 2008-09 5th grade, raw score math alpha: .92; raw score SEM: 3.09 
o 2009-10 4th grade, raw score math alpha: .92; raw score SEM: 3.06 
o 2009-10 5th grade, raw score math alpha: .93; raw score SEM: 3.09 
o 2010-11 4th grade, raw score math alpha: .92; raw score SEM: 3.01 
o 2010-11 5th grade, raw score math alpha: .91; raw score SEM: 3.06 
o 2011-12 4th grade, raw score math alpha: .92; raw score SEM: 3.00 
o 2011-12 5th grade, raw score math alpha: .92; raw score SEM: 3.14 
o Scale score 
! Does not meet expectations, <800 
! Meets 800-849 
! Exceeds, >=850 
• Data reduction 
o Standardization process: by test grade for a school year 
o Missing priors were imputed to have a score of zero as to include them in 
the analysis sample, but the observation was flagged as having missing 
score (for percentages of students missing data, see school sample)  
o Districts 
! District 11 
• Alternate subject used: English Language Arts 
• Types of scores used: Raw  
! District 12 
• Alternate subject used: English Language Arts 
• Types of scores used: Raw 
! District 13 
• Alternate subject used: Reading 
• Types of scores used: Scaled 
• Other notes: Schools ML King, Langdon, & Hyde were 
implicated in having cheated on state tests so were dropped 
from analysis for all years 
! District 14 
• Alternate subject used: English Language Arts 
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• Types of scores used: Scaled 
• Standardization process 
o Rank-based standardization on entire sample of scores within a year, 
within a subject, within a district, within a test grade 
o Schools flagged as cheating were removed 
o Students missing test scores were dropped 
o Students with test grades from one year to the next that were not 
sequential were excluded from analyses 
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Appendix D: Video Transcripts 
Video #1: Classifying triangles 
[T is in front of class at whiteboard; students are sitting in rows in desks facing 
board.  We can only see a couple of students because the camera is focused on the 
board] 
T Okay.  I noticed on your homework, Tuesday?  Tuesday on your homework, that 
you were a little confused on how you identify a triangle using both angles and 
sides.  So I’m going to go back and review real quick. 
 
T And this time we’re going to do a sort.  I cut more- I made more triangles.  We’ll 
be cutting them out again, the squares, not the triangles.  And you’re going to 
now sort them relating to their sides [T traces a triangle in the air with her 
finger] and their angles [T traces angles in the air with her finger]. 
 
T And how you do that?  So let’s go over the names of the triangle related to their 
angles, okay?  So, [T draws with marker on board: right triangle with base 
parallel to bottom of board, right angle at lower left, legs close to same length] 
what would be the name of this triangle if I was to call it- naming it by angle? 
 
SN Straight angle. 
 
T Right angle.  [T labels under triangle: “Rt <”] Okay?  What if I had a triangle 
like this, [T draws on board obtuse triangle, base parallel to bottom of board, 
obtuse angle at lower left, base a bit longer than upper leg] what would its name 
be if it was named by angle? 
 
SN I forget. 
 
T Forgot? 
 
SN Greater than? 
 
T Greater than.  [T labels under triangle: “Greater than”] 
 
S:  What’s the next [inaudible] ? 
 
[T draws a third triangle: more or less equilateral, base at bottom parallel to 
bottom of board.] 
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T What would be the name of the angles if I used this drawing? 
 
SN Less than. 
 
T Less than.  [T labels under triangle: “Less than.”] 
 
T Okay, that is naming the triangles by their angles.  Now let’s look- I’m not going 
to erase this.  [T points to each of the three triangles] Now we’re going to look at 
the sides of the triangle [T points to each of the three triangles] and we’re going 
to name the triangles by their sides. 
 
T [T points to first triangle] So what would be the name of this triangle by its sides? 
 
SN Um…Two of the same [inaudible] 
 
T Okay, it’s two sides are the same. [T points to the two non-hypotenuse sides]  Do 
you remember that name?   
 
S: Ise…. 
 
T: It’s kind of got that funny name, remember?  [T points to a student with her 
marker] 
 
SN Oh. 
 
T I erased them off the board, huh? 
 
SN Equal something. 
 
SN Equaleral. 
 
T The two sides are the same.  No.  Jennifer?  [T points to student with her marker] 
 
SN [sounding it out] Isosceles. 
 
SN [shouting out] Isosceles. 
 
T Don’t shout out Billy.  Thank you though.  [T labels first triangle “Isosceles” 
under the existing “Rt. <” label]  Okay, Isosceles.  So yes, that is an isosceles 
triangle.  Okay, what about this one [T points at second triangle, then traces its 
perimeter with her finger] if it was named by its sides?  [T points at student with 
her finger] 
 
S: S—s—scalene?  [It sounds to me like S says “scalene” or something close to it, 
but T doesn’t seem to think so] 
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T We all have the beginning sound. 
 
SN (many) Sssss…  [inaubible]  
 
T Don’t shout your answers out. 
 
S: That’s a catfish. 
 
SN [long pause, camera focuses on thinking student] Scalene. 
 
T Good job.  Gave her a few minutes and she was able to come up with it.  Scalene.  
[Camera pans back to board; 2nd triangle is now labeled “scalene” below 
existing “greater than” label] And this one, [T points to third triangle] if we 
have this one, what would that be? 
 
SN Equipment.  [I only hear S say “equi…”] 
 
T [T points to one student] It’s kind of like equipment, but not quite equipment.  
It’s- [T points to another student] Katie? 
 
SN Equilateral. 
 
T Equilateral.  [T labels third triangle “equilateral” under existing “less than” 
label”] 
 
T Okay, so those are the names.  I know the names of the triangles are hard by their 
sides because we’re not used to saying that.  So let’s call this a- [T points to first 
triangle] what is it called? 
 
SS Isosceles.  [T runs finger under “scalene” label] Scalene.  [T runs finger under 
“equilateral” label] Equilateral. 
 
T Equilateral.  Everybody again. 
 
SS Equilateral. 
 
T Again, what’s this? [T points to first triangle] 
 
SS Equilateral. 
 
T That’s equilateral? 
 
SS Isosceles. 
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T [T has hand on board under first triangle] Again.  Remember this morning about 
looking at your papers carefully. 
 
SS [T points to second triangle] Scalene.  [T points to third triangle] Equilateral. 
 
T Equilateral.  So today you are going to get the same 12 triangles, okay?  [T goes 
to OH and holds up a worksheet] You’re going to cut the squares out, [T traces a 
square on the worksheet with her finger] and you’re getting a new sorting chart. 
[T holds up second worksheet] If you see, it’s got the sides of the angles, [T runs 
finger along top edge of worksheet]or the sides of the triangle names up here. 
 
T Equilateral, isosceles, scalene [T touches a spot on the top edge of worksheet with 
each name].  But then on the side it goes by right, greater or less, [T rotates sheet, 
camera pans in so we can see it’s divided into rows and columns labeled as she 
described; she touches the corresponding row label as she says each name, then 
rotates the sheet upright again] and you need to put the triangles in the right 
boxes [T touches a cell with each hand].  So if it’s equilateral [points to label] 
and a right [points to label], you would stick it in this box [points to cell]. 
 
T If it’s equilateral [points to label] and greater [points to label], it would go in this 
box[points to cell] .  Equilateral [points to label] and less[points to label] , it 
would go here [camera has zoomed close enough T’s hand no longer visible].  
You understand? 
 
SS Yes. 
 
T So you’ve got to think about the sides [points to label] and the angles [points to 
label], and which box it would go into [points to box].  Okay?  This is a little 
harder so I expect you to work a little slower [T at OH]. 
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Video #2: Strategies for finding ½ and ¼ of various numbers 
 
[Note: I’ve added to/corrected this transcript in places, but the video was shown with 
subtitles that followed the original transcript.] 
[Camera starts with closeup of OH with many problems on it: c. 10 x 70 = 700  d. 5 x 24 
= 120   e. ½ of 44 =    and a vertical multiplication problem on the side working 
out 20 x 5.]  
   
T All right, let’s look at E.  One half of forty-four.  One half of forty-four.  Show me 
with your thumb when you have an answer.  [Camera has panned out to show T 
sitting at OH and students in clustered desks]  One half of forty-four.  One half of 
forty-four.  [Camera pans showing students, some raising hands and/or showing 
thumbs up]  Show me when you have an answer for one half of forty-four.  One 
half of forty-four. 
 
T Jessica A. what do you think? 
 
SN Twenty-two. 
 
S:  Oh! 
 
T Twenty-two.  How did you figure out twenty-two? 
 
S [Camera focuses on Jessica A.] Because two plus two equals—two and two, 
[inaudible] forty-four? 
 
T She knew that twenty-two plus twenty-two is forty-four.  [On OH, T writes: 22 + 
22 = 44 ] So she knew she could use her doubles [T points to 22 and 22] to get to 
forty-four [T points to 44].  So one of ‘em is half [T circles first 22].  Okay. 
 
T Erica, did you have another way? 
 
SN Uh-huh. 
 
T Okay. 
 
S Half of four is two. 
 
T Okay, so you knew that one half of four is, is two.  [On OH: ½ of 4 = 2] 
 
S Mm hm.  And then half of the other four is two. 
 
T So you did that for both of them [T points first to the 4 in “1/2 of 4” and then to 
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the 44 in “22 + 22 = 44” above it] to get twenty two.  All right, good thinking. 
 
T Does anyone have another one? 
 
T You may have thought about it as division.  [T writes long division notation: 2|! 
44] 
 
SN Oh. 
 
SN Yea. 
 
T You can divide.  One half of forty-four, you can also divide forty-four by two.  
Two goes into four how many times. [During this whole sequence, T is writing 
out the long division problem as she does each step, including a – for the 
subtraction and a downward arrow for bringing down a digit] 
 
E Two. 
 
T Two times two is? 
 
E Four. 
 
T Subtract, I get? 
 
E Zero. 
 
T I bring down my four.  Two goes into tw- four? 
 
E Two. 
 
T Two times two? 
 
E Four. 
 
T Subtract I get? 
 
E Zero. 
 
T Zero.  [T writes 0 but the OH projection has run off the bottom of the white space 
and the 0 isn’t visible] 
 
T So if I divide. 
 
S:  Can’t see. 
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T [Pushes the OH up so the whole problem is visible] There you go. 
 
T I c- I can divide two into forty-four and then I get twenty-two also.  So there’s a 
couple different ways you can solve that problem. 
 
T All right, look at the next one.  Fifty percent of eighty cents.  [Camera is panning 
over students] We talked about this yesterday.  Think about what percent has to 
do with fractions and how that will help you.  Fifty percent of eighty cents.  Show 
me with your thumb when you have an answer.  Fifty percent of eighty cents. 
 
T Ashton and Gabriella eyes up here.  [All the students we can see have thumbs up] 
 
T Fifty percent of eighty cents. 
 
T Anna Maria what’d you think? 
 
SN Forty cents? 
 
T Forty cents.  How did you figure that out?  [Camera focuses on Anna Maria] 
 
S Fifty percent is one half and half of eighty is forty. 
 
T Okay, so she knew that fifty percent is the same as the fraction one half and that 
half of eighty cents is forty.  [On OH: f. 50% of 80[cent-sign] =    Below that: ½   
40   The problem below f is covered up with a paper.]  And we could have used 
our same steps we figured out when we did the half of forty-four.  We could 
divide, we can look at our halfs of each number, we can look at what two numbers 
add up to equal another number. [T points at 22 + 22 = 44]  Okay.  Good. 
 
T All right, how about G?  [T uncovers on OH: g. 25% of 80[cents-sign] = ]  
Twenty-five percent of eighty cents.  Twenty-five percent of eighty cents.  Show 
me with your thumb when you have an answer. 
 
T Twenty-five percent of eighty cents. [camera pans showing students raising 
hands] 
 
T Vivian what do you think? 
 
SN Twenty Cents.  [camera pans across class (to vivian??) over next couple of lines 
of dialogue] 
 
T Twenty cents.  Vivian, how did you figure that out? 
 
S Because twenty-five percent is one fourth, and one fourth of eighty is twenty 
cents. 
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T Okay, so she went back to her fractions also.  Twenty-five percent is one fourth, 
and one fourth of eighty is twenty.  Okay. 
 
T Erica did you have another way? 
 
SN Uh-huh.  Half of fifty percent is twenty-five, and half. 
 
SN We’re done. [noise of students entering the room.  Camera pans back to teacher 
and pulls back a bit.] 
 
T Please come in without talking and have a seat. 
 
SN We’re done. 
 
T Excuse me, I asked you to come in without talking. 
 
T Tran.  [camera pulls back to show a group of students coming to one cluster of 
desks and starting to settle into their seats; noise of chairs and some crosstalk] 
 
SS (inaudible) 
 
T Please sit down without talking. 
 
SS (inaudible). 
 
T Justin, Andy you can switch.  Quickly. 
 
SS (inaudible) 
 
T Thank you those of you who came in quietly without talking.  [camera in long 
view, students seem to be all seated and quiet] 
 
T Jeremy and Alex put your books flat.  They’re closed.  Thank you. 
 
T All right, for those of you that just came back, we are working with percents 
again, and we just did twenty-five percent of eighty cents.  And Vivian told us 
that twenty-five percent of eighty cents is twenty cents. [closeup of OH: 25% of 
80 [cents sign] =  Under it is written ¼   20 [cents sign] ]  ‘Cause she said 
twenty-five percent is the same as one fourth, and the fraction one forth of eighty 
cents is twenty cents.  [as T speaks her pen points to each number she names.]  
Erica was just gonna tell us another way to figure it out. 
 
SN Fifty percent is half of twenty-five [percent]. 
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T ‘Cause fifty percent is half of twenty-five percent? 
 
S Forty cents is half of twenty is half of twenty—is half of twenty cents, 
so…][inaudible] .  [camera pans around room] 
 
T Okay. So because forty cents was half of eighty cents. 
 
S Uh-huh. 
 
T And then twenty-five percent is half of fifty percent. 
 
S Uh-huh. 
 
T So we should just half this?  [camera on teacher] 
 
S Uh-huh. 
 
T To get twenty cents. 
 
S Uh-huh. 
 
T Got it.  So Erica knew that twenty-five percent is half of fifty percent, so the 
answer to this one should be half of this one, which would be twenty percent, or 
twenty cents.  [as T talks, her pen on OH points to each number she names.]  All 
right. 
 
T Jasmine O. do you have another way? 
 
SN Twenty cents times four equals eighty cents. 
 
T Okay, so you knew that twenty cents times four is equal to eighty cents, [T writes 
on OH: 20 [cents sign] x 4 = 80 [cents sign]] and did you get this four because of 
the one fourth?  You knew there needed to be four pieces.  So she kind of thought 
about it the other way, instead of dividing, she figured out what do I have to 
multiply four times to get to eighty cents. [T is gesturing at equation on OH as 
she speaks.] 
 
T Just stand it up please. 
 
T So she knew that would be twenty cents.  All right.  Good job. 
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Video #3: Fractions on a map 
 
[OH shows most of the map for the word problem: a rectangular area divided into 
regions of different sizes and shapes, each labeled with a name (e.g. Krebs, Foley).  T 
appears in shot and gestures at the map.  Wong is divded into thirds with dotted lines.  In 
Bouck is written 1/16 = 2/32.  In Lapp is written 1 x 8 / 4 x 8 = 8/32] 
 
Waleska: Okay.  So then let’s see what you did over here.  So, Foley, what did you 
get, Susanna, for Foley? 
 
Susanna: 2/20ths. 
 
Waleska: 2/20ths?  Okay, so we broke these into 20ths, so you said this was 
2/20ths?  [T writes 2/20 in Foley] Someone have a different answer?  Ben? 
 
Ben: 3/8ths. 
 
Waleska: 3/8ths.  [T writes 3/8 in Foley] Anyone have a different answer?  Julian? 
 
Julian: 10/32nds. 
 
Waleska: 10/32nds.  [T writes 10/32 in Foley] Are any of these equivalent to each 
other? [gestures at the three numbers] 
 
Student: No. 
 
Waleska: So, then someone’s got to be wrong and someone’s got to be right, huh? 
 
Student: No...  
 
Waleska: You’re wrong?  Why are you saying you’re wrong? [camera pans to T] 
 
Student: Because all of them seem big and I’m so little. 
 
Waleska: Oh, you think 2/20 is little?  And is this land big or little? 
 
Student: It’s really big. 
 
Waleska: Okay, so you think that you should opt out of yours just by estimating?  
 
Student: Um-hmm [affirmative]. 
 
Waleska: Okay.  So, you think that one doesn’t make sense?  [T erases, though we 
can’t see what.  Camera focuses on T.] Okay, what about – someone’s 
    
 
327
still got to be right or wrong because these aren’t equivalent fractions.  
Okay? 
 
Student: Um-hmm. 
 
Waleska: Aum, Anthony, what do you think? 
 
Student: I think 10/32 [inaudible] writing 2/3rds. – 
 
Waleska: Because that was your answer? 
 
Student: Yes. 
 
Waleska: [chuckles] Okay, no, let him – let him explain your reasoning.  Go ahead.  
You want to come draw it? 
 
Student: Ah, no – yes. 
 
Waleska: Go ahead. [T holds out pen but student (we infer) is still in seat] 
 
Student: I don’t know, it’s just that, because you could – you know how – you 
could make the size of the Krebs again, to [inaudible] Krebs again – 
 
Waleska: Come and draw it.   
 
Students: [giggle] 
 
Waleska: Draw Krebs. [T holds out pen; we can’t see student but he takes the pen; T 
moves away] 
 
Student: Draw [inaudible] – okay, draw  
 
Waleska: Hmm? 
 
Student: I’ve got 5/16ths, that’s [inaudible]  
 
Waleska: Yes.  Let’s ask, you guys.  Aum, Michaela just said she got 5/16.  Is that 
the same as one of those? 
 
Students: Yes – 10/32nds. [“ten thirty-two”] 
 
Waleska: Yeah, 10/32nds.   
 
Student: Ms. [teacher], isn’t that an overhead marker? [other student (Anthony) is at 
board] 
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Waleska: Um-um [negative]  
 
Student: Oh.  
 
Waleska: Okay, go ahead and use it, Anthony. 
 
Students: [Anthony starts to subdivide Berg]  Not Berg.  Not Berg.   
 
Waleska: Foley...   
 
Students: Okay, [inaudible] [Anthony starts drawing in Foley instead. Foley is a big 
square with a little extra square attached to the upper right corner.  
Anthony makes two vertical lines dividing the big square into not-quite-
even thirds.] 
 
Student: Oops, I drew it too big.  Here, I just want to draw it like that, you could 
draw it... [Anthony shows teacher his paper.  She takes it, looks at it, 
makes a double-take face.] 
 
Student: [chuckles] 
 
Waleska: You draw it. 
 
Students: [giggle] 
 
Waleska: [T looks from paper to Anthony’s drawing on board.] Ah, you didn’t draw 
it too big, I don’t think.  Oh, you did draw that one too. 
 
Student: [You’re going to erase?] my answer, [no?]?  
 
Waleska: [Looking at paper] Because, you have a row of 4. 
 
Student: [Inaudible @ 6:34] 
 
Waleska: [T is looking at student/board but camera doesn’t let us see the board] 
That’s fine. 
 
Student: another one?  
 
Waleska: Yeah.  
 
Student: Then there’s another one? [Anthony has divided the big square into four 
not-quite-equal columns, but the fourth one spills over into the little 
square.  He is now drawing another line to subdivide the remaining part 
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of the little square into two pieces –making  5 vertical lines in all.  Then 
draws a horizontal line extending the bottom of the little square all across 
the big square, dividing the big square in half.] 
 
Waleska: Yeah. ... And how many is that? 1, 2, 3, 4, 5, 6, 7, 8, 9, 10.  And you didn’t 
draw them exact.  That’s the reason that doesn’t look like that to me.  [T 
measures the different columns with finger and thumb, comparing.] 
 
Student: Well, I couldn’t draw them [inaudible] 
 
Student: It’s because the 2nd one is a lot bigger. 
 
Waleska: Okay.  You think if you would have moved this one over [pointing to 
second vertical line from left] 
 
Student: Yeah, [inaudible] – 
 
Waleska: then that one would have had the extra room? [pointing to the fourth 
column, the one that spills over]  Okay.  So what do you guys think? 
[Anthony returns to seat, T consults something on her desk] 
 
Students: I think it went all right, if we could just – the foley is – it’s a challenging 
question, trick question. [camera gives long shot of T and board.] 
 
Waleska: Okay, I won’t – can I – go, go ahead Joseph. 
 
Joseph: All right.  I know why they say 10/32nds is right because Lap is 8/32ndsm 
and Foley is the same size, same size but with one extra.  That’s why – 
 
Waleska: Do you see the ex – do you mind if I erase your part, you work?  Okay.  [T 
erases Anthony’s lines] I’m going to leave your answer there, but…  aum, 
so you say it has an extra piece?  [T draws vertical line separating the litte 
square from the big one.[ So, this is the size of Lap.  [T points to the big 
square] Okay?  Where does that extra piece look like any other ones up 
there?  [A couple of hands are raised] 
 
Student: [inaudible] 
 
Waleska: Ben? 
 
Ben: Buck. 
 
Waleska: Okay, so it’s  
 
Student: Or Thule  – 
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Waleska: 8/32nds for Lap [T points to the Lapp square] and 2/32nds for Buck [T 
points to the Bouck square], equals how many? 
 
Students all at once: 10. 
 
Waleska: Okay.  Michaela, you had 10/32, did – or, no, you had 5/16ths.  Did you 
do it in a different way?  Come draw it. 
 
