In this paper, probabilistic memory capacity of recurrent neural networks(RNNs) is investigated. This probabilistic capacity is determined uniquely if the network architecture and the number of patterns to be memorized are fixed. It is independent from a learning method and the network dynamics. It provides the upper bound of the memory capacity by any learning algorithms in memorizing random patterns. It is assumed that the network consists of N units, which take two states. Thus, the total number of patterns is the Nth power of 2. The probabilities are obtained by discriminations whether the connection weights, which can store random M patterns at equilibrium states, exist or not. A theoretical way for this purpose is derived, and actual calculation is executed by the Monte Carlo method. The probabilistic memory capacity is very important in applying the RNNs to real fields, and in evaluating goodness of learning algorithms. As an example of a learning algorithm, the improved error correction learning is investigated, and its convergence probabilities are compared with the upper bound. A linear programming method can be effectively applied to this numerical ana1:Vsis.
Introduction
Many studies have been done about memory capacity of recurrent neural networks(RNNs) [l] , [2] . Especially, in the case of Hopfield network, memory capacity is estimated about 0.15N by computer simulations [l] , where N is the number of units. The connection weights are decided by the outer product rule in the Hopfield network. Various theoretical investigations on the capacity have been done. However, the maximum memory capacity, which doesn't depend on learning methods, has not been well discussed.
0 1 1 the other hand, the ability of linear threshold elements to classify patterns was studied by Cover [3] . However, this study dealt with the patterns whose components take continuous values, and a set of patterns were considered to be in &general position, where every N element subset of the vectors is linearly independent in N-dimensional space. When the units take two states, the patterns locate at the vertices of an N-dimensional hypercube. So, the patterns cannot be considered to be in &general position.
In our approach, the memory capacity of RNNs is evaluated by the probability that the given number of the random patterns can be memorized at equilibrium states.
In Sec.2, the network equations of an RNN are shown. In Sec.3, a concept of probabilistic memory capacity is described. Furthermore, in order t o obtain the probability, a method to discriminate whether the connection weights exist or not is proposed. In Sec.4, numerical analysis results of the probabilities with respect to the number of units and the number of patterns are shown. In Sec.5, as an example of a learning method, the improved error correction learning [4] is investigated, and its convergence probabilities are compared with the above probabilities. In Sec.6, the proposed method is modified so as to apply a linear programming method to a numerical calculation process. 
Recurrent Neural Network
Let u i ( n ) and vi(.) be the output and the internal state of the ith unit, respectively. Furthermore, the connection weight from the ith unit to the j t h unit is denoted wji. The network equations are given by
N is the number of the units. Patterns memorized by the RNN are N-dimensional vectors. Memorized patterns are selected at random from all possible 2N patterns. Self-feedbacks are not used, that is wii = 0.
If this condition is not imposed, it would be able to store all the 2N patterns by making up all selffeedbacks to positive and all the other weights to zero. Therefore, wii = 0 is quite natural assumption for the purpose of this paper.
Probabilistic Memory Capacity

Definition
The memory capacity usually depends on a set of patterns.
For example, a set of patterns
and p2 = ($1, + I , +1, . . . , + l , +1, -1) cannot be memorized by an RNN. The reason is the following: In both patterns, the input potential of the N t h unit is given by
This value must be positive for p1 because the output of the N t h unit is $1, and must be negative for pz because the output of the N t h unit is -1. These two requirements contradict to each other. Therefore, this set cannot be memorized.
As described above, the connection weights don't always exist. The possibility is highly dependent on the pattern combinations.
There are ZNCM combinations in the case of selecting M patterns from all possible 2N patterns.
When a% of ~N C M combinations can be memorized, the probabilistic memory capacity of this RNN for M patterns is defined to be a%. This capacity is determined uniquely if the network architecture and the number of patterns to be memorized are fixed. It is independent from a learning method and the network dynamics. It provides the upper bound of the memory capacity by any learning algorithms in memorizing random patterns.
Existence of Connection Weights
M patterns to be memorized are selected from 2N patterns, and are expressed by In order to obtain the probabilistic memory capacity, it is necessary to discriminate whether a set of M patterns can be memorized or not. In other words, this discrimination can be said the discrimination whether w j i , which satisfy the alignment condition Eqs. (5)- (7) for A4 patterns, can be obtained or not.
Thus, the discrimination is equivalent to the check of ('the existence of connection weights".
Conditions on Connection Weights
The condition, under which the connection weights exist, can be represented geometrically as follows: Now, whether connection weights exist or not concerning the N t h unit is considered. The M vectors composed of the remaining (N-1) units represented by the following expression correspond to M vertices of the (N-1)-dimensional hypercube.
The whole patterns are given by
In order to memorize P k , the following conditions are required.
(10) (11)
These conditions are expressed in other words like the following. If the vertices, where the value of the N t h unit is +1, and other vertices, where the value of the N t h unit is -1, can be divided by a hyperplane through the origin point, then the connection weights exist. The normal vector of the hyperplane can be used as the connection weights. The reason, why the hyperplane is through the origin point, is that the bias term is assumed to be zero in Eq. (l) . If such hyperplanes exist for all units, the connection weights of the RNN memorizing the M patterns exist. 
The values of the 4th units of A, B and C are -1.
So, thiey are represented by black vertices. On the other hand, the values of the 4th units of D and E are +l. So, they are represented by white vertices.
In this case, three black vertices and two white vertices can be divided by the hyperplane through the origin point as shown in Fig.1 . This means that the connection weights for the 4th unit exist. Then the components of the normal vector of the hyperplane can be used as the connection weights.
So, it is necessary and sufficient to discriminate whether the hyperplanes described above for all units and all given patterns are exist or not.
C'(-l,l,l)
Discrimination Whether Connection Weights Exist or Not
The normal vector of the hyperplane, corresponding to the connection weights, is represented by z in this paper. z is an (N-1)-dimensional vector.
If the connection weights exist, the vertices can be divided by a hyperplane through the origin point. So, z corresponding to the connection weights satisfies the following conditions [5] . As the components of patterns are restricted to { -N + 3 , -N+4,. . . , -1,0,+1,. . . , N -4 , N - (15) So, it is able to know whether connection weights exist or not concerning the unit by using a computer.
The same way is effective for the other units. If the connection weights exist for all units, the given set of patterns is able to be memorized.
Numerical Analysis
If N isn't quite small, it is difficult to examine all combinations of A4 patterns which are selected from 2N patterns. So, the Monte Carlo method is adopted. That is, the probabilities can be estimated by using a sufficient number of combinations of A4 patterns selected at random from 2* patterns. The method described in the previous section is used to discriminate whether connection weights exist or not, which satisfy Eqs. (5)- (7) for the given M patterns. Table 1 shows the probabilities which are obtained about various combinations of N and M . Each probability is calculated by using 1000 sets of M patterns selected at random. From this table, the memory capacity is estimated about 0.5N with 60% probability. These probabilities are interpreted as follows : When we develop an associative memory using the RNN, if we want to memorize 0.5N random patterns, the probability of success is about 60%. Of course, this table represents the probabilities about no more than extremely limited combinations of N and M. Some features may appear clearly on the large table which is calculated about much more combinations of N and M . This is a near future work concerning Sec.6.
. Estimation of Goodness of Learning
Met hods
Improved Error Correction Learning
As an example of learning algorithms for memorizing patterns by a recurrent neural network, the improved error correction learning is taken into account [4] . In this learning algorithm, hysteresis threshold fT and hysteresis margin dT were introduced in order to improve recall performance from noisy patterns and stabilize a learning process, respectively [4] . This learning algorithm is shown in the following.
I. Initialize connection weights.
11. Calculate network state.
The weighted sum input of all units are calculated after setting the network state to a certain pattern to be memorized. Letting p i ( n ) be the state, that is the output, of the ith unit for the given pattern, the weighted sum input u j (n)is given by i = l 111. Calculate correction of weights.
dT is a margin for the threshold level, which can avoid unstable behavior in an error correction learning process and can accelerate the learning speed [4].
Up date connection weights.
weights are adjusted at the same time by
Using Awj,(n) calculated in 111, all connection ~j i ( n + 1) = j i ( . ) + A~j i ( n ) (23) 11-IV are repeated until A w j i ( n ) = 0 for all patterns.
agreed with Table 2 perfectly. In other words, the improved error correction learning using positive T can find the connection weights as far as more than ( N -2 ) vertices aren't in a hyperplane through the origin point. Of course, if zero T is used in Eq.(20), it may be possible to find the connection weights about such vertices. However, considering actual calculation, infinitesimal numerical error may make it difficult to converge. So, in this paper, zero T isn't considered and it is considered that the improved error correction learning cannot find the connection weights about such vertices.
The ratios of the both Tables are shown in Table 3. In the low probability cases, the statistical After convergence, the network always satisfies the followings for all the input patterns which are memorized. condition may not be satisfied and the errors are assumed to be large. So, these cases are removed and expressed by "-" in Table 3 . The larger the number of memorized patterns is, the lower the ratio
if p, = -1 then U, 5 -T Table: Comparing Table 1 and Table 2 , as a matter of course, the convergence probabilities by the improved error correction learning are lower than or equal to the upper bound. The lowness is caused by the fact that the improved error correction learning cannot memorize the patterns using the condition of '=' in 'wj(n) 2 0' about Eq.(2) as far as using Applying this method, the calculation amount can be reduced remarkably. So, it is much easier to enlarge Table 1 than the case of the method described in Sec.3.4.
Conclusion
In this paper, probabilistic memory capacity of recurrent neural networks(RNNs) has been investigated. This probabilistic capacity is determined uniquely if the network architecture and the number of patterns to be memorized are fixed. It is independent from a learning method and the network dynamics. It provides the upper bound of the memory capacity by any learning algorithm in memorizing random patterns. The probabilities have been obtained by discriminations whether the connection weights, which can store random M patterns at equilibrium states, exist or not. A theoretical way for this purpose has been derived, and actual calculation has been executed by the Monte Carlo method. The probabilistic memory capacity is very important in applying the RNNs to real fields, and in evaluating goodness of learning algorithms. As an example of a learning algorithm, the improved error correction learning has been investigated, and its convergence probabilities has been compared with the upper bound. At last, it has been proposed to apply linear programming method in order to discriminate whether the connection weights exist or not more efficiently. The actual calculation by this new method is a near future work.
