A Peano space is a compactum that has at most countably many non-degenerate components {P n }, which are locally connected, such that the sequence of diameters {δ(P n ) : n} either is finite or converges to zero. Given a compactum K ⊂Ĉ. It is known that, among all the monotone decompositions of K with Peano hyperspaces, there exists a unique one, 
Introduction and the Main Theorems
In this paper a compactum K means a compact metric space and we mostly consider compacta in Euclidean spaces. The topology of such a compactum K can be extremely complicated, even if K is on the plane. To analyse certain aspects of the topology of K, one may turn to explore an appropriate decomposition D of K such that the hyperspace keeps the most basic features of K and is itself a member from a special family of topological spaces, whose properties are more or less well understood. A very early example of such an analysis comes from Moore's fundamental result: if D is a monotone decomposition ofĈ into non-separating continua the hyperspace is homeomorphic toĈ. Following the spirit of Moore's work we will focus on monotone decompositions of a compactum K. Motivated by recent studies on polynomial and rational Julia sets [4, 5, 7, 16, 19] we further require the hyperspace to be a Peano space, that is, a compactum whose non-degenerate components are locally connected and form a null sequence, in the sense that for any constant C > 0 at most finitely many of them are of diameter greater than C. Clearly, a toally disconnected compactum is a Peano space. And a Peano continuum is just a connected Peano space.
Let M P S (K) be the collection of all the monotone decompositions of a compactum K with Peano hyperspaces. The member of M P S (K) that is finer than all the others, if it exists, will be called the core decomposition of K with Peano hyperspace, denoted as D P S K . When the core decomposition of K exists, the hyperspace D P S K under quotient topology is called the Peano model of K and is still denoted as D P S K .
The sphereĈ seems to be a reasonable ambient space for the compactum under consideration, if we want to study its Peano model. Actually, a compactum K ⊂ R is already a Peano space, while the Peano model for a compactum K ⊂ R 3 may not exist. Example 9.1 constructs a concrete continuum in R 3 which is semi-locally connected everywhere but does not have a Peano model. By [19, Theorem 7] the Peano model for a compactum K ⊂ R 2 always exists.
Here we note that the core decomposition D P S K of a planar continuum K may be strictly finer than the decomposition proposed by Moore [24] , whose hyperspace is also a Peano contiuum.
In Example 10. 4 we concretly construct such a continuum.
To fit with the setting of rational functions, we focus on compacta K ⊂Ĉ in the sequel.
For an unshielded compactum K ⊂Ĉ the core decomposition D P S K has been discussed by Blokh-Curry-Oversteegen [4, 5] . When such a compactum K is connected the existence of D P S K is obtained in [4] , in which the hyperspace D P S K is called the finest locally connected model;
when K is disconnected the existence D P S K is obtained in [5] and the corresponding hyperspace is called the finest finitely suslinian monotone model. These models are themselves planar and unshielded compacta [5, Theorem 19] , and the establishment of them in [4, 5] are directly based on Moore's fundamental result from [23] .
It is known that every locally connected or finitely suslinian compactum K ⊂Ĉ is a Peano space [19, Theorems 1 and 3] . Therefore, the Peano model obtained in [19, Theorem 7] extends the two models in [4, 5] on unshielded case to the case of all compacta K ⊂Ĉ. This extension does not use Moore's result and provides a negative answer to [ Douady's work [8] ensures that the Mandelbrot set satisfies the FI property. Naturally, one may ask the above question when K is a multicorn.
The second topic is more or less connected to the existence of 'sheer component' in the interior of the Mandelbrot set M (the conjecture is that such a component does not exist). We may adopt the term 'ghost component', whose meaning is related to the core decomposition D P S K of a full compactum K ⊂Ĉ, such that the complement U K =Ĉ \ K is connected. More concretely, we follow Blokh-Curry-Oversteegen [4, 5] to derive a monotone decomposition ofĈ:
The above property of the core decomposition with Peano hyperspace will be referred to as the invariance under rational functions. We want to mention several issues concerning this invariance that are more noteworthy than others.
Firstly, Theorem A extends the more restricted cases discussed in [4, Theorem 30] and [5, Theorem 20]. The major difference comes from three facts: (1) K is arbitrary in Theorem A and is assumed to be unshielded in [4, 5] ; (2) K is independent of the rational function f in Theorem A and is completely invariant under f in [4, 5] , while f is assumed to be a polynomial.
On the other hand, Theorem A is also related to [30, . Therefore, the monotone map φ 1 is essentially the natural projection π :
and the light map φ 2 is given by
Secondly, the former part of Theorem A does not hold if Thirdly, in the special case that K is the Julia set of f , the ending statement of Theorem A
The Peano model D P S K is based on the Schönflies relation R K [19, Definition 4] , the closedness of which as a subset of K 2 is still not known. In deed, our proof for Theorem A starts from a characterization for the closure of R K . See Theorem 4 in Section 2. Such a characterization leads to the definition of the S-function, an analogue of the T -function studied in [10] . The S-function only depends on the topology of K and may be defined on any compactum, planar or non-plananr. With the help of this characterization we can prove.
The result of Theorem C prepares the path to introduce a new topological invariant for compacta in the plane. The basic philosophy to define such an invariant is to consider the elements of D P S K as "basic units", which may be called atoms of K, and then analyze the hierarchy made up of "atoms of atoms". More precisely, for any compactum K ⊂Ĉ we can define a function λ K : K → N in the following way.
Set N 0 = K. If there exist an integer m ≥ 0 and a (strictly) decreasing sequence of
otherwise, we set λ(x) = ∞. 
Given a continuum K in the plane, the level set λ results concerning the tricorn and other multicorns, stating that they are not path connected [12, 26, 27] . A more recent result [14] even points out that if K is a multicorn there exist rational external rays that accumulate on a non-trivial arc belonging to the boundary of a hyperbolic component; therefore, we have λ K (x) ≥ 1 for every limit point x of such an external ray. Along this direction, the well known MLC may be modified to a more general question such as: Given a multicorn K, is it true that λ(K) ≤ n for some n ≥ 1?
The rest of this paper is arranged as follows. Section 2 gives the major steps to prove Theorem A and summarizes the preliminary notions and results that will be needed. Section 3 proves Theorem 4. Section 4 proves Theorem C. And Sections 5 to 7 respectively prove 
More precisely, let U be the annulus with ∂U = Γ 1 ∪ Γ 2 and assume that
If none of the curves Γ i with i ≥ 3 can be connected to Γ 1 ∪Γ 2 by a simple arc α ⊂ (W * \K), then every region Int(Γ i ) with i ≥ 3 is contained in a bounded component of C \ P for some
Then, all but n − 2 of the continua
Otherwise, a curve Γ i with i ≥ 3, say Γ n , can be connected to Γ 1 ∪Γ 2 by an arc α ⊂ (W * \K).
With no loss of generality, we may assume that α has one end point on Γ 2 , and the other on Γ n . 
See Figure 3 for a simplified depiction of the region bounded by Γ ′ 2 . From this it is immediate that all but finitely many of the above continua P k are also components of W ∩ K.
Repeating the same procedure on W finitely many steps, if necessary, we can obtain two disjoint simple closed curves γ 1 and γ 2 such that all but finitely many of the above continua
is the annulus whose boundary equals γ 1 ∪γ 2 . From the construction of Γ ′ 2 we can infer that the curves γ 1 , γ 2 satisfy (Γ i ∩K) ⊂ (γ i ∩K)
for i = 1, 2. Therefore, we can conclude that (z 1 , z 2 ) ∈ R K for any z 1 ∈ (Γ 1 ∩ P ∞ ) and 
Hereafter in this paper, letĈ be equipped with the spherical distance ρ; let D r (x) denote the open ball onĈ centered at x with radius r > 0.
The first step in proving Theorem A is to analyze the structure of R K as a subset of K × K, while the question whether R K is a closed relation remains open. Actually, we will obtain a nontrivial characterization for the closure R K .
Theorem 4. Two points
has infinitely many components intersecting both ∂D r (x) and ∂D r (y), for 0 < r <
The second step is to verify that the fibers of R K are each a continuum.
The third step is to show that every fiber of R f −1 (K) is mapped by f onto a fiber of R K .
This step uses a well known result by Beardon [3, p.95, Lemma 5.7.2].
It is routine to
defined in Theorem A is a monotone decomposition that is refined by the core decomposition D P S L . See Corollary 6.3. From this we can setf (E) for E ∈ D P S K to be the unique element of D P S K that contains f (E) and define a continuous mapf :
projections from K and L onto the core decompositions, respectively. In other words, we will find a factor system for the restriction f | L : L → K, which is of particular interest when K is the Julia set of f . In such a case, we have L = K and the following commutative diagram:
In the fourth step we continue to introduce an equivalence ≈ on K by requiring that x ≈ y if and only if the union of the elements of D P S L intersecting f −1 (x) equals the union of those that intersect f −1 (y). Namely, we have
Here one may use the openness of f to show that ≈ is a closed equivalence and then apply
Beardon's result [3, p.95, Lemma 5.7.2] to the fibers of R K and to further verify that ≈ contains R K hence contains ∼, the smallest closed equivalence on K containing R K . Moreover, from Theorem 6 and the definition of ≈ we can infer that for any x ∈ K and any u ∈ f −1 (x) the element π L (u) ∈ D P S L is sent by f onto the class of ≈ that contains x. See Section 7 for further details. Moreover, we even have.
Theorem 7.
The two equivalences ≈ and ∼ are equal.
Finally, based on Theorems 6 to 7 and the fundamental properties of ≈ mentioned as above, we may summarize the proof for Theorem A as follows.
Proof for Theorem A. If E ∈ D P S K and N is a component of f −1 (E), then for any x ∈ E and any u ∈ N the pair (x, f (u)) belongs to ∼, which is equal to ≈ by Theorem 7. By Equation 1 there exists some
. In other words,
which is exactly what we want to prove.
The closure R
In this section we will characterize the closure of R K as a subset of K × K. The whole section is a complete proof for Theorem 4, in which a couple of fundamental steps appear as lemmas.
To start off, we prepare some basic issues.
Firstly, we note that the "if" part is clear and we just discuss the "only if" part. To this end, we consider any two disjoint simple closed curves
contains an infinite sequence of distinct components P n intersecting both J 1 and J 2 , whose limit P ∞ = lim n→∞ P n under Hausdorff distance contains {x, y}. Let P 0 be the component of
We may assume that P 0 ∩ P n = ∅ for all n ≥ 1. It suffices to verify that for 0 < r < 1 2 dist(J 1 , J 2 ) the following holds:
has infinitely many components intersecting both ∂D r (x) and ∂D r (y). 
. Therefore, we may assume in the rest of this section that J 1 = {z : |z| = 1} and J 2 = {z : |z| = 2}. Now, we consider the compact set
Cover the annulus U (J 1 , J 2 ) by a polar brick wall tiling T , as indicated in Figure 4 , whose tiles dist(E, F ). The union of all the tiles T ∈ T with T ∩ E = ∅ has finitely many components. Denote by P * 1 the component that contains P 1 . Let W 1 be the component ofĈ \ P * 1 containing ∞. Then W 1 contains P ∞ (hence P 0 ) and every P j with j = 1.
Since P * 1 is a continuum with no cut point, by Torhorst Theorem [29, p.126] , the boundary of W 1 is a simple closed curve Γ 1 . Moreover, Γ 1 contains exactly two sub-arcs α 1 , β 1 each of which intersects both J 1 and J 2 at the end points and is otherwise contained in the open annulus
cuts the sphere into four Jordan domains, each of which is bounded by a simple closed curve. Let D 1 be the component ofĈ \ Θ that intersects
the convergence P n → P ∞ under Hausdorff distance implies that P n ⊂ D ∞ for all but finitely many n > 1. We may assume that P n ⊂ D ∞ for all n ≥ 2. Clearly, all those P n with n ≥ 2 are also components of K ∩ D ∞ , since each of them is a component of K ∩ U (J 1 , J 2 ) and since
Denote the two components of D ∞ \ P 0 containing α 1 and β 1 by U L and U R , respectively.
Then either U L or U R contains infinitely many of the components P n . Without loss of generality,
we may assume that all P n (n 2) are contained in U R . Now we fix a small enough number δ ∈ (0, r) and consider the two disks B δ (x) = {z : |x − z| < δ} and B δ (y) = {z : |y − z| < δ}.
The convergence P n → P ∞ under Hausdorff distance indicates that there exist infinitely many
and B δ (y) at the same time. By going to an appropriate subsequence, we may assume that all P n (n 2) intersect both B δ (x) and B δ (y). Let A be the union of P 2 ∪ I ′ 1 ∪ I ′ 2 with all the "bounded" components ofĈ
do not contain ∞. The all but finitely many of P n with n ≥ 3 are disjoint from A. Assume that P n ∩ A = ∅ for n ≥ 3. Then A and B = P 0 ∪ n≥3 P n are disjoint compact subsets of (K ∪ A) ∩ D ∞ and the following lemma may be applied, in which we choose u ∈ A and v ∈ P 0 . If we choose the number ǫ in Lemma 3.1 to be smaller than Let x ′ be the point of P ∞ ∩ I 1 that is closest to a, and y ′ the point of P ∞ ∩ I 2 closest to b. Let c be the last point of α 2 at which α 2 leaves ∂B δ (x) and d the first point after c at which α 2 meets ∂B δ (y). The sub-arc of α 2 from c to d is denoted by α ′ 2 . Let c ′ be the point of
Then M is a continuum and exactly one of the components of
N is a continuum and exactly one of the components ofĈ \ N , denoted W , has a boundary
that every P n with n 3 is a component of K ∩ V . The last step of our proof is to obtain
Applying [25, p. 73, Boundary Bumping Theorem I] to each of the components P n (n ≥ 3),
we can infer that every component of P n ∩W intersects either ∂B(x, δ) or ∂B(y, δ). This implies that one of those components, denoted as Q n , intersects both ∂B δ (x) and ∂B δ (y). Indeed, the compact set P n ∩ W is the union of two compact subsets, one is formed by the components of
and the other by those intersecting ∂B δ (y). Denote these two sets as P n,x and P n,y , respectively. Then P n,x ∪(P n ∩B δ (x)) and P n,y ∪(P n ∩B δ (y)) are two compact sets whose union is exactly P n . Therefore, connectedness of P n ensures that P n,x ∩ P n,y = ∅.
We claim that Q n ( as a component of P n ∩ W ) is also a component of K ∩ W , which verifies the former part of Lemma 3.2. Actually, let Q ′ n be the component of K ∩ W containing Q n , then we have Q ′ n ⊂ P n and Q ′ n ⊂ W . This indicates that Q ′ n is a connected subset of
Before verifying the latter part of Lemma 3.2, we recall that all the quasi-components of Using this result, we may find for each n 3 a separation K ∩ W = A n ∪ B n with Q n ⊂ A n and P 0 ∩ A n = ∅. Here A n and B n are separated in the sense that
Since Q n is a component of A n for all n ≥ 3, we only need to check that
is a separation, where 
Clearly, the arc cc ′ divides the ball B r (p) into two parts, the part lying in B δ (x) is denoted as V 1 and the other part V 2 .
As 
Peano model is independent of the embedding of K intoĈ
The proof for Theorem C is related to a new set-function very similar to FitzGerald-Swingle's T-function [10] , which plays a crucial role in the study of semi-locally connected model of continua. 
. . , Q n }. Clearly, for P 1 = P 2 ∈ P W we necessarily have
Therefore, the collection P W has at most n members. 
Theorem 4.3. If K ⊂Ĉ is a compactum then S(x)
The following theorem relates the S-function on K to that on a homeomorphic image of K.
Proof. We only need to verify the inclusion h(y) ∈ S(h(x)) for any y ∈ K with y ∈ S(x). To this end, we fix two disjoint open sets
the difference K \ (U x ∪ U y ) has infinitely many components intersecting both ∂U x and ∂U y , 
intersecting ∂V x and B n be the union of h(P n ) ∩ V y with all those that intersect ∂V y . Then h(P n ) = A n ∪ B n and the 
(y) ∈ S(h(x)).
Now we have all the ingredients to prove Theorem C.
Proof for Theorem C. Given a compactum K ⊂Ĉ and an arbitrary embedding h : K →Ĉ.
Theorem 4.4 implies that h(y) ∈ S(h(x))
for any x, y ∈ K with y ∈ S(x). Since y ∈ S(x) if and
. By [19, Theorem 7] , the core decomposition D P S K is given by the smallest
and is refined by
is a monotone decomposition and is refined by
. This ends our proof.
Fibers of R K are connected
This section discusses the fibers R K [x] = {z : (x, z) ∈ R K } of R K and proves Theorem 5.
Proof for Theorem 5. Suppose that two points x and y on K are related under the relation R K , we will show that there exists a subcontinuum of R K [x] which contains x and y.
For all n ≥ 1 with 1 n ≤ |x−y| 3 , the compact set K \ (B 1/n (x) ∪ B 1/n (y)) has infinitely many components with each intersecting both ∂B 1/n (x) and ∂B 1/n (y). Picking an infinite subsequence of those components that converge to a limit under Hausdorff distance. Denote this limit as P n . By the definition of R K , we can find two points x n ∈ ∂B 1/n (x) ∩ P n and y n ∈ ∂B 1/n (y) ∩ P n such that (x n , y n ) ∈ R K ⊂ R K . Clearly, we have lim n x n = x and lim n y n = y.
By going to an appropriate subsequence, if necessary, we may assume that lim n P n = P ∞ under Hausdorff distance. The limit P ∞ is a continuum, contains {x, y} and is contained in K. To finish our proof, we just need to show that (x, z) ∈ R K for any point z ∈ P ∞ \ {x, y},
To this end, we may choose a point z n ∈ P n for all n ≥ 1 with locations of α n , β n , x n , y n , z n and P n . ThenĈ \ B 1/n (x) ∪ B 1/n (y) is divided by α n ∪ β n into two open (topological) disks, whose closures are closed (topological) disks. One of those closed disks, denoted as D n , contains P ∞ and hence all but finitely many of the continua P n . And the boundary ∂D n equals α n ∪ β n ∪ γ n ∪ δ n , where γ n = D n ∩ B 1/n (x) and δ n = D n ∩ B 1/n (y).
See Figure 6 . Clearly, we have x n ∈ γ n and y n ∈ δ n . Let B ǫ (x n ) be an open disk centered at x n with small enough radius ǫ ∈ (0, 1/n). Then D n \ B ǫ (x n ) is a closed (topological) disk, whose boundary is a simple closed curve, denoted as J n . Let U n be the open annulus bounded by the two simple closed curves J n and ∂B 1/n (z n ). Then K ∩ U n has infinitely many components each of which intersects ∂B 1/n (z n ) and ∂B ǫ (x n ) at the same time. Then we may find a point
and |z n − z ′ n | is smaller than 1 n , we have lim n x ′ n = lim n x n = x and lim n z ′ n = lim n z n = z.
Fibers of R K have nice behaviour under rational functions
In this section, f is assumed to be a rational map with degree d ≥ 2. And Theorem 6 consists of two parts: Theorems 6.2 and 6.4. In the following we recall a useful proposition from [2] , which also appears as Lemma 5. Given a compact K ⊂Ĉ and the Schönflies relation R K . We will relate the fibers of R K to those of R f −1 (K) . The same relation has been obtained when K is assumed unshielded [4, 5] .
Theorem 6.2. Let K ⊂Ĉ be a compact set and R K the Schönflies relation on K. Then the
Given an arbitrary number r > 0, by Theorem 4 we may find two infinite sequences {x n }, {y n } ⊂ f −1 (K) with |x n − x| = |y n − y| = r n such that (x n , y n ) ∈ R f −1 (K) . Since f has finitely many critical points, an appropriate choice of r > 0 will guarantee that all those points x n , y n are regular. Therefore, we only need to verify that (f (x n ), f (y n )) ∈ R K for each n ≥ 1. That is to say, we need to show that for any number
) has infinitely many components intersecting the two circles ∂B δ (f (x n ) and ∂B δ (f (y n ) at the same time.
Since x n and y n are regular points of the rational map f , we may fix a positive number ǫ < 1 2 |x n − y n | such that (1) |f (u) − f (v)| < δ for any u, v ∈Ĉ with |u − v| < ǫ and that (2) the following two maps are each a homeomorphism:
Using Theorem 4 again, we see that f −1 (K) \ (B ǫ (x n ) ∪ B ǫ (y n )) has infinitely many components {P i } each of which intersects both ∂B ǫ (x n ) and ∂B ǫ (y n ). Thus each f (P i ) is a continuum and intersects both f (∂B ǫ (x n )) ⊂ B δ (f (x n )) and f (∂B ǫ (y n )) ⊂ B δ (f (y n )). By the well known Boundary Bumping Theorem II [25, Theorem 5.6, p74] , every component of
Combining this fact with the connectedness of f (P i ), we may deduce that f (P i ) \ (B δ (f (x n )) B δ (f (y n ))) has a component Q i which intersects both ∂B δ (f (x n )) and ∂B δ (f (y n )).
Clearly, every Q i is contained in a component of X n . Our proof will be completed if only we can show that no component of X n contains more than d of the above Q i . If on the contrary
were contained in a single component T of X n , then by Lemma 6.1 we see
has ≤ d components one of which intersects at least two of the pre-images f −1 (Q i(j) ), say f −1 (Q i (1) ) and f −1 (Q i (2) ). Denote
. This is absurd.
The following corollary is based on Theorem 6.2.
Corollary 6.3. Let K ⊂Ĉ be compact. Then the core decomposition
Equivalently, each element of
Proof. By Theorem 6.2, every fiber of R f −1 (K) is sent into a fiber of R K , thus is contained in
Theorem 6.4. Let K ⊂Ĉ be a compact set and R K the Schönflies relation on K. Then the
Proof. We need to show that
. Using the same argument as those in the proof for Theorem 6.2 (see first paragraph), we only need to consider the case that neither f (x) nor w is a critical value.
Given a positive number ǫ < |f (x)−w| 3
such that the restrictions of f to all the component of As w ∈ R K [f (x)], the compact set K \ (B ǫ (f (x)) ∪ B ǫ (w)) has infinitely many components {P n } that intersect both ∂B ǫ (f (x)) and ∂B ǫ (w). By Lemma 6.1, every pre-image f −1 (P n )
has ≤ d components, each of which is a component of
contains a point on some ∂U i and a point on some ∂V j . In particular, one of those components, denoted as Q n , intersects both ∂U 1 and ∂V j . Then there exists one V j , say V 1 , such that infinitely many of {Q n } intersect both ∂U 1 and ∂V 
The coincidence of two equivalences
This section proves Theorem 7, in which we always assume that K ⊂Ĉ is a compactum and f a rational map with degree d ≥ 2. Let ∼ be the smallest closed equivalence containing the Schönflies relation R K . By [19, Theorem 7] , the core decomposition D P S K is formed by the
where ≍ is the smallest closed equivalence containing R L , the Schönflies relation defined on L.
Recall that the equivalence ≈ on K is defined by requiring that x ≈ y if and only if
the following is immediate:
Moreover, for any u ∈ L it is routine to check that [
The rest of this section continues to obtain [f (u)] ∼ ⊂ [f (u)] ≈ , which proves Theorem 7.
Since ∼ is the smallest closed equivalence containing R K , we only need to show the following. Proof. Suppose that x n ≈ y n and (x n , y n ) → (x, y), we need to verify that x ≈ y. By definition of ≈, for any n ≥ 1 we have
Given s ∈ f −1 (x). Since f is a rational map, for any k ≥ 1 we can check that f (B(s, 1/k)) is an open neighborhood of x hence contains all but finitely many
, we can find
Going to an appropriate subsequence, if necessary, we may assume that lim
Repeat the same argument for any given t ∈ f −1 (y), we can show that [t] ≍ is a subset of
Therefore, we have shown x ≈ y. We will continue to show that ≈ contains
Since the inverse containment may be verified by the same argument, we already have x ≈ y.
Can we say something about the Mandelbrot set ?
This section proves Theorem E. And we start from some standard notions of complex dynamics.
Given a number c ∈ C the filled Julia set K c of f c (z) = z 2 + c consists of the all the points z ∈ C whose orbit f k c (z) : k is bounded. The Mandelbrot set M consists of the parameters c such that K c is connected. It is well known that there is a conformal isomorphism Φ ofĈ \ M ontoĈ \ D = {z ∈Ĉ : |z| > 1}, fixing ∞ and having real derivative at ∞ [9] . We will refer to [6] and [11] for the basic notions and for the fundamental properties of M:
• For any t ∈ [0, 1) the pre-image of re 2πit : r > 1 under Φ is called the external ray of M at external angle t and is denoted as
In such a case, we say that R M t lands at c.
• 
a hyperbolic parameter is called a hyperbolic component.
• Every c ∈ ∂M can be approximated by hyperbolic parameters [6, p.129, Theorem 1.5].
• • Given a hyperbolic component H and t = p/q ∈ [0, 1) with relatively prime integers q > p,
There is one exception, when H = H 0 and t = 0, then c H,0 = 1 4 and there is exactly one external ray 
Besides the standard notions recalled as above, the proof for Theorem E is also benefited from two things: (1) The following lemma relies on Lemma 8.1 and is helpful when we prove Theorem E.
Lemma 8.3. Let x be a point on the boundary of a hyperbolic component
H of M o . Let Imp(θ) be a prime end impression of C \ M, for some θ ∈ [0, 1), such that x ∈ Imp(θ). Then
Imp(θ) = {x}, except when H is primitive and x is the root of H.
Proof. Recall that Imp(θ) consists of all the points y such that there exist a sequence of points z n with |z n | > 1 and z n → e 2πiθ which satisfy lim M containing x is equal to {x}.
To this end, we apply Lemma 8.2 to D(x) and obtain for any y ∈ D(x) a countable union N y = k Imp(θ k ) of prime end impressions, which is a connected set containing {x, y}.
Applying Lemma 8.3 to Imp(θ k ), we see that every Imp(θ k ) consists of a single point y k ∈ ∂H whenever Imp(θ k
Assume on the contrary that some impression Imp(θ k ) lies entirely in a limb L H,r and does not intersect H. Then there are two possibilities: either x / ∈ L H,r or x ∈ L H,r .
In the former case we may apply Lemma 8.1 to H and fix two points 
Examples and Remarks Related to Theorem A
We firstly give three examples and a remark concerning FitzGerald-Swingle's core decomposition of continua with semmi-locally connected hyperspace. is routine to check that K is a continuum and is semi-locally connected everywhere. Consider In the rest of this section, we want to represent the core decomposition of planar compacta with Peano hyperspace, in a way that follows FitzGerald-Swingle's approach [10] . A brief summary of this approach is recalled in Remark 9.4. In the following we review further details concerning FitzGerald-Swingle's T-function and the core decomposition of a continuum with semi-locally connected hyperspace [10] . are asking about a representation of the main theorems of [19] in the spirit of [10] .
The answering of this question requires us to extend the S-function given in Definition 4.1, for single points only, to the cases of all continua A ⊂ K; moreover, we even require that S(A) is always connected. By Theorem 4.3 we have S(x) = R K [x] for all x ∈ K; by Theorem 5 the set S(x) is a continuum. Therefore, we extend the S-function as follows. 
S-closed.
For the moment it is unclear how useful the S-function is for a non-planar compactum K.
In particular, we even do not know, for a non-planar compactum K, whether S(x) is connected for all x ∈ K; although this is true for K ⊂Ĉ, see Theorem 4.3 and Theorem 5.
To end this section, we compare the T -function and S-function in Theorem 9.7, which implies that a monotone decomposition of a continuum into S-closed sub-continua necessarily has a semi-locally connected hyperspace. However, this hyperspace may not be locally connected.
non-locally connected The continuum K ⊂ R 3 given in Example 9.1 is not locally connected but semi-locally connected everywhere; moreover, it satisfies S(x) = T (x) = {x} for all x ∈ K.
Proof. Fix a point y / ∈ S(x) we can find two disjoint open sets U x , U y with x ∈ U x and y ∈ U y such that K \ (U x ∪ U y ) has at most finitely many components, say P 1 , . . . , P n , that intersect ∂U x and ∂U y both. Let P * i be the union of P i with all the components of K ∩ U y that intersect 
. This verifies that y / ∈ T (x).
Planar Compacta K with λ(K) ∈ N ∪ {∞}
In this section we recall two classical continua and two examples of planar continua K from [15, 18] . We will explicitly determine the function λ K : K → N ∪ {∞} for those K. In particular, Cantor's teepee [28, p.145] provides an example of continuum K with λ K (x) ≡ ∞.
See the following Figure 9 for a simplified depiction. p 
Here we have Figure 12 . Then
for the other cases, we have λ K 2 (x) = 1. Given the continuum K 2 , we may put The last example is a response to a well known result by Moore [24] , concerning a simple monotone decomposition of a continuum such that the hyperspace is a Peano continuum.
Given a continuum K, planar or nonplanar, let K N LC be the collection of all the points x ∈ K at which K is not locally connected. In the following we construct a concrete continuum K ⊂ C such that λ In particular, we have {x} ∈ D P S K for all x ∈ K 1 ∩ K 2 .
For any point x lying in K \ (K N LC ∪ E), it is clear that there is a small enough number r x > 0 such that the intersection of K and the disk D x , centered at x with radius r x , is either a segment (horizontal or vertical), or the union of two segments that has a T -shape or an up-side-down T -shape. For such an x, we apply Lemma 10.5 to obtain that D(x) = {x}, indicating that λ K (x) = 0.
If x ∈ K N LC then it lies on some vertical segment, a "tooth" of some small copy of Cantor's comb. Directly we can check that the element D(x) of D P S K containing x is exactly that segment.
This verifies λ K (x) = 1. Actually, we may put A 1 = A and A 2 = A ∪ f 1 (A) ∪ f 2 (A). Generally, for n ≥ 3 we put A n = A ∪ f 1 (A n−1 ) ∪ f 2 (A n−1 ). Then {A n : n ≥ 1} is an increasing sequence of continua whose union is equal to K \ E. Let K n = K \ A n . Then {K n : n ≥ 1} is an infinite sequence of continua that decreasingly converge to E. Moreover, the intersection K n ∩ A n is a finite set for all n ≥ 1. By Lemma 10.5 we see that D P S An : n ≥ 1 is an increasing sequence of sub-collections of D K . A closer look at A will lead us to the observation that every element of D P S A either is a single point off the teeth or coincides with a whole tooth. Combining this with Lemma 10.5, we can infer that λ K (x) = 1 for all points x that stay on a tooth for some small copy of Cantor's comb.
From the above arguments we can infer that for every x ∈ (K \ E) the element of D P S K containing x, denoted as D(x), equals the fiber of R K at x, denoted as R K (x).
Lastly, we turn to the computation of R K (x) for x ∈ E. The closed relation R K is characterized in Theorem 4, by which we may directly check that if x ∈ E then the fiber R K (x) equals the singleton {x}. Therefore R K (x) : x ∈ K is a monotone decomposition, which necessarily equals the decomposition given by the Schönflies equivalence on K. The Schönflies equivalence is defined to be the smallest closed equivalence containing R K . By [19, Theorem 5 and 6] we have R K (x) : x ∈ K = D P S K . This verifies that D(x) = {x} thus λ K (x) = 0 for x ∈ E.
