1. Introduction {#sec0001}
===============

The type of pneumonia caused by the novel coronavirus disease 2019 (COVID-19) detected in late December 2019 in Wuhan City, Hubei Province, China is a highly contagious disease and is spreading very rapidly all over the world \[[@bib0001] [@bib0002]\]. According to the data of the World Health Organization (WHO) in mid-June, more than 8.86 million cases and more than 465 thousand deaths have been reported worldwide [@bib0002]. The distribution of COVID-19 cases by country in the world is shown in [Fig. 1](#fig0001){ref-type="fig"} [@bib0003]. It has been reported that COVID-19, which is still ongoing today and can be infected to people of all ages, can be characterized as a pandemic by WHO \[[@bib0004] [@bib0005]\]. The COVID-19 virus, which is zoonotic due to the ability to infect from animals to humans, is also defined as an infectious respiratory disease caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [@bib0006]. Although symptoms of high-grade fever, cough and shortness of breath are common in patients infected with COVID-19, rarely, muscle ache, headache, sputum production, chest pain, sore throat, and diarrhea symptoms are seen \[[@bib0007] [@bib0008]\].Fig. 1Global cases of coronavirus COVID-19 on June 22, 2020 [@bib0003].Fig 1

The mortality rate in cases infected with COVID-19 is 5.25% worldwide. This mortality rate is 7.60% in the European region, 2.24% in the Eastern Mediterranean region, 2.22% in the African region, 2.95% in the South-East Asia region, 5.07% in the region of Americas, and 3.55% in the region of Western Pacific [@bib0002]. The most deaths due to COVID-19 disease has been occurred in the United States of America (USA). According to data in mid-June, the number of deaths due to this disease has exceeded 119 thousand in the USA. The country with the highest number of deaths after the USA is Brazil with the number of deaths exceeding 51 thousand. Among the countries with more than 100 thousand cases, the first 5 countries with the highest mortality rate in cases infected with COVID-19 disease are France, Italy, the United Kingdom, Mexico and Spain with 19.13%, 14.52%, 14.00%, 11.86%, and 11.50%, respectively. Among the countries with more than 100 thousand cases, the first 5 countries with the lowest mortality rate in cases infected with COVID-19 disease are Saudi Arabia, Bangladesh, Russian Federation, Chile and Pakistan with 0.80%, 1.30%, 1.38%, 1.84% and 1.98%, respectively. When the numbers of cases infected with COVID-19 disease with the mortality rates are evaluated together, Nigeria and Philippines, which are among the countries with a population of more than 100 million, are quite stood out with their low numbers and rates \[[@bib0002] [@bib0009]\]. At the same time, it is also observed that the mortality rates in the USA and Brazil have increased very rapidly.

In China, the starting place of the epidemic, it is also known that 93.98% of cases infected with COVID-19 disease have recovered. After China and Iran, the epidemic is intensely observed in Europe. Among the European countries with more than 100 thousand COVID-19 cases, the countries with the highest recovery rate are Switzerland, Germany, Turkey, Italy and Belarus with 92.55%, 91.46%, 85.51%, 76.83% and 65.03%, respectively. The recovery rate in the USA, which is currently the center of the epidemic, is 27.68% [@bib0003].

The epidemic is spreading much faster in Brazil, USA and India than other regions and countries in the world. The epidemic curve of confirmed COVID-19 in the worldwide from the beginning of the epidemic until June 22, 2020 is presented in [Fig. 2](#fig0002){ref-type="fig"} . To facilitate public health interventions and control the epidemic, it is of great importance to quickly detect cases infected with COVID-19 disease. This disease, which can be rapidly transmitted from person to person, usually by mouth droplets, also poses a great risk for healthcare workers who carry out the test for the diagnosis of the disease \[[@bib0010] [@bib0011]\]. The real-time reverse transcription-polymerase chain reaction (RT-PCR) test, which is defined by WHO as the standard test method, is widely used worldwide in the diagnosis of COVID-19 disease \[[@bib0012] [@bib0013]\]. The RT-PCR test is routinely used to detect causative viruses from respiratory secretions in acute respiratory infection \[[@bib0014] [@bib0015]\].Fig. 2Epidemic curve of confirmed COVID-19 cases in the worldwide on June 22, 2020 [@bib0002].Fig 2

In the absence of vaccines and specific therapeutic drugs, accurate detection of cases infected with COVID-19 disease at an early stage is extremely important in order to isolate the infected person from the healthy population and provide appropriate treatment [@bib0016]. The RT-PCR test kits are used extensively in the diagnosis of COVID-19 disease in countries where the epidemic is intense. The RT-PCR test is used to detect viral nucleotides from specimens obtained by nasopharyngeal swab, oropharyngeal swab, tracheal aspirate, or bronchoalveolar lavage \[[@bib0017] [@bib0018]\]. In countries with an epidemic, especially in China, it has been reported that the diagnosis of COVID-19 disease need to be confirmed with the help of blood specimens or gene sequencing for respiratory as the key indicator for patients\' hospitalization [@bib0016]. However, the low sensitivity of RT-PCR causes many COVID-19 patients to be unidentified [@bib0019], [@bib0020], [@bib0021]. It is also reported that the results of this test are obtained from a few hours to two days. Further, the RT-PCR test may need to be repeated several times for some patients in the diagnosis of COVID-19 \[[@bib0016] [@bib0022]\]. Failure to diagnose the disease at the earliest stage causes the patient to not receive appropriate treatment on time, and given the rapid infectious nature of the virus, the risk of the disease spreading to a larger population increases. The fact that RT-PCR test kits are limited in number, the test results are obtained in a long time, and the high probability of healthcare personnel becoming infected with the disease during the test suggests that other diagnostic methods should be used as an alternative to RT-PCR test. For all these reasons, chest Computed Tomography (CT), which is used as a imaging tool for the diagnosis of pneumonia, is used as an alternative to RT-PCR test for the diagnosis of COVID-19 disease \[[@bib0016] [@bib0023]\].

In the diagnosis of COVID-19 disease, the sensitivity of chest CT is higher than RT-PCR, therefore, it is recommended to use chest CT for COVID-19 screening in patients with epidemiologic and clinical features compatible with COVID-19 infection, especially when the RT-PCR test is negative \[[@bib0019] [@bib0024] [@bib0025]\]. Chest CT is also used to assess the severity of lung involvement in cases where the COVID-19 test is positive [@bib0024]. Artificial intelligence (AI)-based studies are carried out to determine COVID-19 disease quickly and with high accuracy from chest CT [@bib0026], [@bib0027], [@bib0028]. These studies contribute to increasing the sensitivity of chest CT.

In [@bib0027], a deep learning model has been proposed to detect COVID-19 by obtaining visual features from volumetric chest CT exams. The robustness of the model has been tested by including other non-pneumonia CT exams and community acquired pneumonia. The proposed approach has been shown to distinguish COVID-19 from community-acquired pneumonia. In [@bib0028], the lesion area is accurately segmented by AI algorithms in chest CTs, which plays an important role in the diagnosis, staging and monitoring of patients with COVID-19 pneumonia. The proposed AI algorithm can compute the volume of the lesion. It is mentioned that this situation will help to provide effective treatment at an early stage, especially in cases with COVID-19 disease.

In this study, a combined model consisting of two-dimensional (2D) curvelet transformation, meta-heuristic optimization algorithm and deep learning technique is proposed to diagnose the patient infected with coronavirus pneumonia from X-ray images. Unlike the studies on this subject, the proposed model has higher accuracy and robustness compared to the studies in the literature. The remainder of this paper is organized as follows. In [Section 2](#sec0002){ref-type="sec"}, the diagnosis methodology of COVID-19 disease from X-ray images is introduced in detail. The experimental results and analysis of the proposed model are presented in [Section 3](#sec0007){ref-type="sec"}. The section also includes serious and concrete discussions on the accuracy, robustness and usability of the proposed model. Finally, the conclusion and future works are emphasized in [Section 4](#sec0011){ref-type="sec"}.

2. Recognition methodology of COVID-19 disease from X-ray images {#sec0002}
================================================================

In this section, 2D curvelet transformation, chaotic salp swarm algorithm (CSSA) and EfficientNet-B0 methods used in the proposed model are introduced. The proposed models have been trained with 80% of the data set consisting of 1341 normal images, 219 COVID-19 positive images, and 1345 viral pneumonia images, with a total of 2905 chest X-Ray images in the training phase. The performance of the proposed model has been tested on a total of 581 chest X-Ray images, consisting of 268 normal images, 44 COVID-19 positive images, and 269 viral pneumonia images.

2.1. 2D curvelet transform {#sec0003}
--------------------------

Curvelet transform, which decomposes the signals using a linear and weighted combination of basic functions called curvelets, is an extension of the 2D wavelet transform commonly used in signal and image processing. This transformation shows a very good directional dependent form that fits the multiscale, a high degree of directionality, parabolic scaling relationship, and takes the form of longitudinal needles on small scales. The curvelet transformation has directional capability and is more successful than other traditional multiscale transformations such as wavelet transformation in showing other singularities and edges along curves. A curvelet is a combination of radial and angular window in the frequency domain defined in the polar coordinate system. The angular window corresponds to Radon transformation and the radial dynamic window is similar to the band pass filter. Curvelet basics are designed to cover the frequency domain entirely, unlike other directional multiscale representations such as the Gabor transform [@bib0029]. Single curvelet in 2D can be defined as the fundamental function of angle, frequency, and two spatial coordinate variables. The parameterization of single 2D curvelet and the partitioning of the 2D frequency plane-curvelet grid produced by overlapping two types of windows are shown in [Fig. 3](#fig0003){ref-type="fig"} [@bib0030]. Firstly, 2D fast Fourier transform (FFT) is applied to the image in order to implement the curve transformation. Curvelet based functions are obtained by specifically tiling 2D Fourier spectra with the \"curvelet grid\". Then the 2D Fourier frequency plane is split into parabolic wedges. The curvelet coefficients for each *j* scale and *l* angle are obtained by applying inverse FFT for each wedge. The split wedges are shown in [Fig. 3](#fig0003){ref-type="fig"}(b) in the Fourier frequency plane. Each wedge in spatial space corresponds to a certain curvelet at the given scale and angle.Fig. 3(a) Parameterization of 2D curvelet (b) Partitioning of 2D frequency plane-curvelet grid, which is generated by overlapping two types of windows [@bib0030].Fig 3

Digital curvelet transform (DCT) can be implemented in two ways, fast DCT (FDCT) via wrapping, FDCT via unequally spaced FFT. In this study, 2D FDCT via wrapping is used because it is faster, simpler and less redundant. This transform is created using wrapping, tight framing, anisotropic law and parabolic scaling. The DCT is defined as$$c^{D}\left( {j,l,k} \right) = \sum\limits_{0 \leq t_{1},t_{2} < n}f\left\lbrack {t_{1},t_{2}} \right\rbrack\overline{\varphi_{j,l,k}^{D}\left\lbrack {t_{1},t_{2}} \right\rbrack},$$where *f*\[*t* ~1~, *t* ~2~\] is an input of Cartesian arrays for 0 ≤ *t* ~1~, *t* ~2~ \< *n*, each $\varphi_{j,l,k}^{D}$ is a digital curvelet waveform, *D* indicates for "digital", and *c^D^*(*j, l, k*) is curvelet coefficient. In the wrapping approach in DCT, we assume that instead of a tilted grid, there is a regular rectangular grid, and we define the Cartesian curvelets in substantially the similar way as before$$c\left( j,l,k \right) = \int\hat{f}\left( \omega \right){\widetilde{U}}_{j}\left( {S_{\theta_{l}}}^{- 1}\omega \right)e^{\langle b,\omega\rangle}d\omega.$$

Note that the term of *b* is approximately $\left( {k_{1}2^{- j},\; k_{2}2^{- j/2}} \right)$ when $\theta \in \left( {- \pi/4,\pi/4} \right)$ or (3*π*/4, 5*π*/4), taking on values on a rectangular grid in [Fig. 3](#fig0003){ref-type="fig"}(b). ${\widetilde{U}}_{j}$ is "Cartesian" window, *S~θ~* is the shear matrix, and the family ${\widetilde{U}}_{j,l}$ implies a concentric tiling whose geometry is pictured in [Fig. 3](#fig0003){ref-type="fig"}(b).

The structure of the FDCT by wrapping includes the following processing steps [@bib0029]:iFourier samples of the image matrix are obtained by applying 2D FFT, $\hat{f}\left\lbrack {n_{1},n_{2}} \right\rbrack,\; - n/2 \leq n_{1}$, *n* ~2~ ≤ *n*/2.iiFor each scale *j* and angle *l*, the window function and the product of Fourier samples are obtained, ${\widetilde{U}}_{j,l}\left\lbrack {n_{1},n_{2}} \right\rbrack\hat{f}\left\lbrack {n_{1},n_{2}} \right\rbrack$.iiiAs a result of the product, the data is re-indexed by wrapping around the origin, ${\widetilde{f}}_{j,l}\left\lbrack {n_{1},n_{2}} \right\rbrack = W\left( {{\widetilde{U}}_{j,l}\hat{f}} \right)\left\lbrack {n_{1},n_{2}} \right\rbrack$. Note that the range for *n* ~1~ and *n* ~2~ is now 0 ≤ *n* ~1~ \< *L* ~1,\ *j*~ and 0 ≤ *n* ~2~ \< *L* ~2,\ *j*~. *L* ~1,\ *j*~ and *L* ~2,\ *j*~ are the sides of the parallelogram in the winding process.ivIn order to obtain *c^D^*(*j, l, k*) discrete curvelet coefficients, apply the inverse 2D FFT to each ${\widetilde{f}}_{j,l}$.

2.2. Chaotic salp swarm algorithm {#sec0004}
---------------------------------

In this section, salp behavior and chaotic optimization algorithm based on salp behavior are presented. Salp swarm algorithm (SSA) is meta-heuristic random population-based algorithm based on the swarming mechanism of salps when foraging in the oceans [@bib0031]. The salps form a swarm called the salp chain in the deep oceans, and they navigate and forage in this swarm. This chain is presented in [Fig. 4](#fig0004){ref-type="fig"} . The salp in the front position of the chain shown in [Fig. 4](#fig0004){ref-type="fig"} represents the leader and guides the chain. The remaining salps are considered followers and follow the leader. As with other optimization algorithms, salp positions are represented in an *n* -dimensional search space. Here *n* represents the number of variables of the given optimization problem. Therefore, the positions of the salp are expressed by *x*, a two-dimensional vector. It is also assumed that there is a food source *F* in the search area, expressed as the target of the swarm.Fig. 4(a) Individual salp (b) Salps chain [@bib0031].Fig 4

The position of the leader is updated relative to the food using$$x_{i}^{1} = \left\{ \begin{matrix}
{F_{i} + c_{1}\left( {\left( {ub_{i} - lb_{i}} \right)c_{2} + lb_{i}} \right)} \\
{F_{i} - c_{1}\left( {\left( {ub_{i} - lb_{i}} \right)c_{2} + lb_{i}} \right)} \\
\end{matrix} \right.\;\begin{matrix}
\; \\
\; \\
\end{matrix}\;\begin{matrix}
{c_{3} \geq 0} \\
{c_{3} < 0,} \\
\end{matrix}$$where $x_{i}^{1}$ denotes the position of the leader in *i*-th dimension, *F~i~* represents the food source at *i*-th dimension, *ub~i~* and *lb~i~* are upper and lower boundaries at *i*-th dimension, respectively. *c* ~1~, *c* ~2~ and *c* ~3~ are random numbers. *c* ~2~ and *c* ~3~ are randomly in the range (0, 1), which determines whether the next position will be towards negative infinity or positive infinity. *c* ~1~ is a balancing parameter between the exploration and exploitation stage and can be mathematically defined as$$c_{1} = 2e^{- {(\frac{4m}{M})}^{2}},$$where *M* and *m* are the maximum number and current number of iterations, respectively. The updating positions of the remaining followers in *i*-th dimension are denoted by$$x_{i}^{r} = \frac{1}{2}\left( {x_{i}^{r} + x_{i}^{r - 1}} \right),$$where *r* ≥ 2, $x_{i}^{r - 1}$ is the position of the *r*-th salp at *i*-th dimension, and $x_{i}^{r}$ is the position of the $\left( {r - 1} \right)^{th}$ salp.

The main purpose of chaos optimization, one of the newest search algorithms, is to convert variables from chaos to solution space. The main reason for using chaos optimization algorithm in this study is local minima avoidance and rapid convergence rate. An effective and important way to overcome these problems is to use chaos theory [@bib0032]. In meta-heuristic algorithms, chaotic maps are used instead of random numbers to increase convergence. In CSSA used in the proposed model, random variables are replaced with chaotic ones. These features of chaos optimization significantly improve the performance of our COVID-19 diagnostic model and make our model robust. The advantages of the chaotic meta-heuristic optimization algorithm, such as simplicity, scalability, and reduction of computation time, have been also taken into account when using CCSA in our model.

Chaos defined as semi-randomness behavior produced by mathematically nonlinear deterministic systems has three important dynamic properties such as quasi-stochastic, ergodicity and sensitivity to original conditions [@bib0033]. The ability to replace random variables with the values ​​of chaotic maps is described as the quasi-stochastic. The ability of chaotic variables to explore non-recurrently all states in a specified range is defined as ergodicity. The sensitivity to original conditions is characterized as any minimum change in the initial conditions can lead to different behaviors [@bib0034]. The performance of salp swarm optimization algorithm can significantly improve by including these features.

Chaotic maps generate the chaotic sequence that can be used to update the salp locations and improve the convergence speed and optimum solution. When the effectiveness of the ten chaotic maps presented in [Table 1](#tbl0001){ref-type="table"} is analyzed, it is seen that the logistic chaotic map is the most suitable map and this map has significantly improved the performance of SSA in terms of both exploration and exploitation [@bib0035]. Therefore, in order to maximize classification accuracy and find the optimal feature subset that minimizes the number of features selected, the logistic chaotic map is embedded in the optimization process in this study.Table 1Definition of chaotic maps.Table 1NoNameDefinitionRange1Logistic$d_{s + 1} = 4d_{s}\left( {1 - d_{s}} \right)$(0, 1)2Singer$d_{s + 1} = 1.07\left( {7.86d_{s} - 23.31{d_{s}}^{2} + 28.75{d_{s}}^{3} - 13.302875{d_{s}}^{4}} \right)$(0, 1)3Iterative$d_{s + 1} = sin\left( \frac{0.7\pi}{d_{s}} \right)$$\left( {- 1,1} \right)$4Sinusoidal$d_{s + 1} = 2.3{d_{s}}^{2}\text{sin}\left( {\pi d_{s}} \right)$(0, 1)5Sine$d_{s + 1} = \text{sin}\left( {\pi d_{s}} \right)$(0, 1)6Circle$d_{s + 1} = mod\left( {d_{s} + 0.2 - \left( \frac{0.5}{2\pi} \right)sin\left( {2\pi d_{s}} \right),1} \right)$(0, 1)7Chebyshev$d_{s + 1} = cos\left( {0.5cos^{- 1}d_{s}} \right)$$\left( {- 1,1} \right)$8Gauss/mouse$d_{s + 1}{= \{}\begin{matrix}
1 & \begin{matrix}
\begin{matrix}
{,\;} & {d_{s} = 0} \\
\end{matrix} & \; \\
\end{matrix} \\
\frac{1}{mod\left( {d_{s},1} \right)} & \begin{matrix}
, & {otherwise} \\
\end{matrix} \\
\end{matrix}\;$(0, 1)9Tent$d_{s + 1}{= \{}\begin{matrix}
\frac{d_{s}}{0.7} & \begin{matrix}
, & {d_{s} < 0.7} \\
\end{matrix} \\
{\frac{10}{3}\left( {1 - d_{s}} \right)} & \begin{matrix}
, & {d_{s} \geq 0.7} \\
\end{matrix} \\
\end{matrix}$(0, 1)10Piecewise$d_{s + 1}{= \{}\begin{matrix}
{\begin{matrix}
{\frac{d_{s}}{0.4}\;} & {,0 \leq} \\
\end{matrix}d_{s} < 0.4} \\
\begin{matrix}
{\frac{d_{s} - 1}{0.1}\;} & {,0.4 \leq d_{s} < 0.5} \\
\end{matrix} \\
\begin{matrix}
\begin{matrix}
\frac{0.6 - d_{s}}{0.1} & {,0.5 \leq d_{s} < 0.6} \\
\end{matrix} \\
\begin{matrix}
\frac{1 - d_{s}}{0.4} & {,0.6 \leq d_{s} < 1} \\
\end{matrix} \\
\end{matrix} \\
\end{matrix}$(0, 1)

In this study, the logistic chaotic map is employed to adjust *c* ~2~ parameter of SSA. The update of the *c* ~2~ parameter according to the chaotic map is expressed in [Eq. (6)](#eqn0006){ref-type="disp-formula"}.$$c_{2} = d_{s}.$$

According to the chaotic map, the location of a salp is defined by$$x_{i}^{t} = \left\{ \begin{matrix}
{F_{i} + c_{1}\left( {\left( {ub_{i} - lb_{i}} \right)d^{t} + lb_{i}} \right)} \\
{F_{i} - c_{1}\left( {\left( {ub_{i} - lb_{i}} \right)d^{t} + lb_{i}} \right)} \\
\end{matrix} \right.\;\begin{matrix}
\; \\
\; \\
\end{matrix}\;\begin{matrix}
{c_{3} \geq 0} \\
{c_{3} < 0,} \\
\end{matrix}$$ where *d^t^* represents the obtained value of chaotic map at *t*-th iteration. The optimum solution that both minimizes the number of features selected and maximizes classification accuracy in each solution is determined by the following fitness function$$f_{fit} = maximize\left( {A_{f} \times Acc + \left( {1 - A_{f}} \right) \times \left( {1 - \frac{K_{f}}{K_{t}}} \right)} \right),$$where *A~f~* denotes the weight factor, *K~f~* and *K~t~* represent length of selected features subset and total number of features, respectively. Note that, the *A~f~* parameter is set to 0.8 to maximize classification accuracy and minimize the number of features selected. Here, *Acc* refers the classification accuracy obtained from k-nearest neighbor (KNN) classifier, one of the supervised machine learning algorithms.

2.3. EfficientNet-B0 {#sec0005}
--------------------

Deep learning uses algorithms known as artificial neural networks (ANNs) inspired by information processing methods of biological nervous systems. Thus, it allows computers to identify what each data represents and learn models. Deep learning algorithms that are structurally more complex than ANNs are based on computation systems that mimic the functions of the human brain. Deep learning algorithms have been used frequently in the field of medical image processing recently due to their effective performance. Deep learning methods are used extensively in segmentation, classification and diagnosis of medical images obtained by medical imaging techniques such as CT, magnetic resonance imaging (MRI) and X-ray [@bib0036], [@bib0037], [@bib0038], [@bib0039]. In this study, X-ray images are classified as normal, COVID-19 positive and viral pneumonia with EfficientNet-B0 model based on convolutional neural network (CNN) in order to diagnose the patient infected with the new coronavirus pneumonia. In determining EfficentNet-B0 as the deep learning algorithm, the calculation cost, accessibility, speed, and usability parameters are taken into consideration.

EfficientNets focus not only on improving accuracy but also on improving the efficiency of models. In addition to being 5--10 times more efficient than most models, it also displays an increase in accuracy of up to 6%. In order to increase the performance of CNNs, more layers are usually added as in ResNet34, ResNet50, ResNet152, but performance does not increase in the correct proportion. It also causes computational complexity [@bib0040]. Accuracy versus model size of deep learning methods is given in [Fig. 5](#fig0005){ref-type="fig"} .Fig. 5ImageNet accuracy versus model size [@bib0040].Fig 5

In scaling the EfficientNets model, not only depth but width and resolution parameters are taken into account. EfficientNets has been optimized by combining these three parameters to increase accuracy. One of these parameters is never allowed to be bottleneck [@bib0040]. These three scaling methods and the proposed composite scaling method that scales all three dimensions equally at a fixed rate are presented in [Fig. 6](#fig0006){ref-type="fig"} . The EfficientNet family consists of eight models between B0 and B7, and as the number grows, the calculated number of parameters and accuracy increases, but the processing load also increases. Taking into account the minimum model complexity, low calculation costs, high speed and high accuracy, it has been used in this study by choosing the basic network EfficientNet-B0 from the EfficientNets family.Fig. 6EfficientNets model scaling methods [@bib0040].Fig 6

2.4. Framework of proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model for COVID-19 diagnostic {#sec0006}
----------------------------------------------------------------------------------------------------------

In this study, the content of the proposed a new hybrid COVID-19 disease diagnosis frame consists of data synthesis by image processing technique, transformation of RGB images into grayscale images, applying 2D curvelet transform for each image, training and testing phases of EfficientNet-B0 deep learning model, and evaluation phase of the proposed model. The overall process of the proposed hybrid COVID-19 disease diagnosis model is shown in [Fig. 7](#fig0007){ref-type="fig"} . During the data pre-processing stage, chest X-ray images are synthesized by image processing technique. The synthesized image data is transformed to grayscale images. 2D Curvelet transform is applied to each image and the feature matrix consisting of coefficients is obtained. The coefficients in the feature matrix are optimized with the help of the CSSA. EfficientNet-B0 model, one of the deep learning methods, is trained with 80% of the obtained image data set. The validity of the model is tested on the remaining 20% image dataset. The performance of the model is measured with the help of performance metrics.Fig. 7Framework of the proposed hybrid model for COVID-19 disease diagnostic.Fig 7

3. Experimental results and discussion {#sec0007}
======================================

In this section, the studies performed on chest X-ray images consisting of COVID-19, normal and viral pneumonia are presented to demonstrate the classification effectiveness of the hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model proposed for the diagnosis of COVID-19. The obtained results for single EfficientNet-B0 model, combined model consisting of 2D curvelet transform and EfficientNet-B0, and hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model are compared with the results of the studies in literature. The effect of 2D curvelet transform and the CSSA, which is chaotic meta-heuristic optimization algorithm on COVID-19 diagnostic model has been examined.

3.1. Chest X-ray image dataset {#sec0008}
------------------------------

In this study, data sets created by combining X-ray images consisting of 1024  ×  1024 pixels taken from 219 COVID-19 patients, 1341 normal, and 1345 viral pneumonia patients are used. In total, 2905 real raw chest X-ray image data are used. 60 chest X-ray images for each class have been separated from the actual data as test data. The remaining data is used in the training phase of the model. By using image processing techniques on real raw data, 5075 synthetic image data have been produced and the chest X-ray dataset has been expanded. 472 chest X-ray images for each class have been separated from synthetic data as test data. The dataset used in the study consists of a total of 7980 chest X-ray image data; 2905 real raw and 5075 synthetic chest X-ray images. The details of the chest X-ray dataset used in the study are presented in [Table 2](#tbl0002){ref-type="table"} .Table 2Details of chest X-ray the training and test dataset used in the study.Table 2Raw DataSythesis DataTotalTrainingTestTrainingTest*COVID-19*1596019694722660*Normal*1281608474722660*Viral Pneumonia*1285608434722660*Total*2725180365914167980

Although there are many COVID‐19 patients infected in the world, the number of chest X-ray images that are open to the public is very small. The most important reason for using this dataset is that it has relatively more images compared to the data sets studied in the literature in terms of COVID-19 positive, normal and viral pneumonia chest X-ray images and is open to the public [@bib0041]. It is also possible to compare the proposed COVID-19 diagnostic method with other methods studied on the same data set.

The data set has been expanded by synthesizing raw chest X-ray images with three different approaches from image processing techniques to obtain new images. The purpose of this step is to ensure that the model to be created is independent of the data and to provide data diversity during the training phase. In the first approach, rotations are applied to the images clockwise and counterclockwise, 15°, 30°, 45°, 60°, 75° and 90°. In the second approach, the process of decreasing or increasing the size of the real image is applied to the images in 2.5% steps between 2.5% and 10%. In the third approach, new pixel blocks ranging from 5% to 20% in horizontal and vertical directions are added to real images. A cross-section of the X-ray chest images of COVID-19 patients, normal and viral pneumonia patients in the dataset used in the study is presented in [Fig. 8](#fig0008){ref-type="fig"} .Fig. 8Sample chest X-ray image from dataset: (a) COVID-19 cases (b) Normal cases (c) Viral pneumonia cases.Fig 8

3.2. Performance metrics {#sec0009}
------------------------

The confusion matrix consists of true positive (TP), true negative (TN), false positive (FP) and false negatives (FN). TP represents samples where the actual and estimated value is 1. TN specifies samples where the actual and estimated value is 0. FP shows the samples where the actual value is 0 but the estimation model produces the value of 1. FN are samples where the actual value is 1 but the model\'s estimate is the value of 0. The performance metrics given in [Eqs. (9](#eqn0009){ref-type="disp-formula"})--[(13)](#eqn0013){ref-type="disp-formula"} are calculated based on the confusion matrix.$$Accuracy = \frac{TP + TN}{TP + TN + FP + FN}\;^{,}$$ $$Specificity = \frac{TN}{TN + FP}\;^{,}$$ $$Precision = \frac{TP}{TP + FP}\;^{,}$$ $$Recall = \frac{TP}{TP + FN}\;^{,}$$ $$F - measure = \frac{2\; \times Recall \times Precision}{Recall + Precision}\;^{.}$$

The accuracy rate is a measure of how often the classifier correctly estimated. Specificity is the complement to sensitivity, or the TN rate, and indicates how well the negative class has been estimated. Precision is the fraction of samples assigned the positive class that belong to the positive class. Recall expresses how well the positive class has been estimated. F-measure ensures a single score that balances both recall and precision concerns simultaneously in one number.

3.3. Experimental results and analysis {#sec0010}
--------------------------------------

EfficientNet-B0 model, which is a pre-trained deep learning model, takes 224  ×  224 pixel images at the entrance. For this reason, scaling is performed on chest X-ray images. During the training of the EfficientNet-B0 model, the learning rate per epoch is updated using the Adam optimization method. All experiments for chest X-ray images are performed on a personal computer which has Intel Core i7--3940X processor, 4 GB NVIDIA K5000 graphics card, 32 GB RAM. All codes are compiled with MATLAB 2019b. The change of error versus epoch is shown in [Fig. 9](#fig0009){ref-type="fig"} for the proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model. It is seen in [Fig. 9](#fig0009){ref-type="fig"} that the training loss and validation loss values ​​per epoch are close to each other and consistent values. It can be seen that the proposed model is not overfitting.Fig. 9Change of error versus epoch for proposed model.Fig 9

The change of training time versus epoch is demonstrated in [Fig. 10](#fig0010){ref-type="fig"} for the proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model. The training time for the proposed model is an average of 27 min per epoch. The total training of the model has been completed in 4.5 h. The confusion matrix in the classification of COVID‐19, normal, and viral pneumonia of single EfficientNet-B0, 2D curvelet transform-EfficientNet-B0, and hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model are presented in [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"}, [Fig. 13](#fig0013){ref-type="fig"} , respectively. Receiver operating characteristic (ROC) curve obtained using single EfficientNet-B0, 2D curvelet transform-EfficientNet-B0, and hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model are given in [Fig. 14](#fig0014){ref-type="fig"} (a)-(c), respectively. When the confusion matrices and ROC curves obtained for the three COVID-19 diagnostic models mentioned in the study are evaluated together, it is seen that the classification performance of the proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model is quite high compared to the single EfficientNet-B0 model and combined model consisting of 2D curvelet transform and EfficientNet-B0. A significant improvement has been observed in the classification accuracy, specificity, precision, recall, and F-measure of EfficientNet-B0 model, which is trained with each image in the dataset with 2D curvelet transform applied, compared to the single EfficientNet-B0 model. It can be seen from [Table 3](#tbl0003){ref-type="table"} that CSSA has a prominent effect in improving the performance of the proposed COVID-19 diagnostic model in the study. It is seen that the proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model is clearly superior to the models mentioned in the study in terms of performance metrics specified in [Eqs. (9](#eqn0009){ref-type="disp-formula"})--[(13)](#eqn0013){ref-type="disp-formula"}.Fig. 10Change of training time versus epoch for proposed model.Fig 10Fig. 11Confusion matrix for classification of COVID‐19, normal and viral pneumonia using single EfficientNet-B0 model.Fig 11Fig. 12Confusion matrix for classification of COVID‐19, normal and viral pneumonia using combined model consisting of 2D curvelet transform and EfficientNet-B0.Fig 12Fig. 13Confusion matrix for classification of COVID‐19, normal and viral pneumonia using hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model.Fig 13Fig. 14(a) ROC curve obtained using single EfficientNet-B0 model, (b) ROC curve obtained using combined model consisting of 2D curvelet transform and EfficientNet-B0, (c) ROC curve obtained using hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model.Fig 14Table 3Performance results of the aforementioned models in the study.Table 3Accuracy (%)Specificity (%)Precision (%)Recall (%)F-measure (%)*EfficientNet-B0*95.2496.0592.2293.6192.91*2D curvelet transform- EfficientNet-B0*96.8797.4694.9695.6895.32*2D curvelet transform-CSSA-EfficientNet-B0*99.6999.8199.6299.4499.53

The accuracy, specificity, precision, recall and F-mesure values of single EfficientNet-B0 model are 95.24%, 96.05%, 92.22%, 93.61% and 92.91%, respectively. The accuracy, specificity, precision, recall and F-mesure values of the model created by applying only 2D curvelet transformation are 96.87%, 97.46%, 94.96%, 95.68% and 95.32%, respectively. The accuracy, specificity, precision, recall and F-mesure values of the hybrid model, where the feature matrix is formed by finding optimal coefficients with CSSA optimization method, are 99.69%, 99.81%, 99.62%, 99.44% and 99.53%, respectively. The 2D curvelet transform-EfficientNet-B0 model compared to the single EfficientNet-B0 model, normal and viral pneumonia cases has been performed well in classification. The proposed model performed 100% in detecting COVID-19 cases. The proposed model also performed above 99% in the classification of normal and viral pneumonia cases. CCSA\'s success in determining curvelet coefficients has led to improved performance of our COVID-19 diagnostic model. So, the chaotic optimization algorithm in the study has been proven to have a local minima avoidance and rapid convergence rate. These features of CSSA significantly have been improved the performance of our COVID-19 diagnostic model and make our model robust. The minimum model complexity, high accuracy, high speed, and low calculation costs have played an important role in improving the performance of our proposed model. Further, when the confusion matrices and ROC graphs are examined, it is seen that the false estimation rate of the proposed model is lower than the other models mentioned in the study. When the proposed hybrid 2D curvelet transform-CSSA-EfficientNet-B0 model is compared with [@bib0041], which is one of the studies in the literature, it has been observed that the proposed model has higher performance in diagnosing and classifying COVID-19 cases. One of the remarkable things in our study is that the validity of the model is tested on a dataset which is approximately 9 times the dataset used in other studies. The results obtained according to the performance metrics in [Table 3](#tbl0003){ref-type="table"} clearly demonstrate the robustness of the proposed model.

4. Conclusion {#sec0011}
=============

It is critical to diagnose people infected with COVID-19 at an early stage, both to control the infectiousness of the epidemic and to begin treatment of the disease at an early phase. COVID-19 disease is diagnosed with high performance from the chest X-ray images by the hybrid model proposed in the study. The proposed model stands out for the diagnosis of COVID-19 disease thanks to its high performance, low cost of calculation, and robust. In order to improve the performance of the deep learning model EfficientNet-B0, which is known to have a low calculation cost, 2D Curvelet transform is applied to the images obtained from the patient\'s chest X-ray radiographs and a feature matrix is created using the obtained coefficients. The coefficients in the feature matrix have been optimized with the CSSA, whose processing time is relatively low, to provide that the model is robust. Our model has been tested on 1596 chest X-ray images and the test results obtained show that our model can classify COVID-19, normal and viral pneumonia with high accuracy. It is seen from obtained empirical results that the diagnose performance of the proposed hybrid model is clearly superior to the single deep learning model. The model, which has fast and low calculation cost, will help doctors to diagnose COVID-19 quickly and accurately in clinical studies. In future studies, the relationship between the chest X-ray images and symptoms of COVID-19 patients will be examined and chaotic optimization algorithms will be expanded to the multi-objective optimization area to solve this problem.
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