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Abstract. In this paper we consider the formally symmetric differential expression
M[·] of any order (odd or even)≥ 2. We characterise the dimension of the quotient space
D(Tmax)/D(Tmin) associated with M[·] in terms of the behaviour of the determinants
det
r,s∈Nn
[[ frgs](∞)]
where 1≤ n≤ (order of the expression +1); here [ f g](∞) = lim
x→∞
[ f g](x), where [ f g](x)
is the sesquilinear form in f and g associated with M. These results generalise the well-
known theorem that M is in the limit-point case at ∞ if and only if [ f g](∞) = 0 for every
f ,g ∈ the maximal domain ∆ associated with M.
Keywords. Limit classification, minimal and maximal closed operators; symmetric
operators, self-adjoint operators; quotient space D(Tmax)/D(Tmin).
1. Introduction
Let N denote the set of natural numbers and Nk := {1,2, . . . ,k} for k ∈ N. We write
C(r)(I) (r = 0,1,2, . . . ,m) for the class of complex valued functions defined on the inter-
val I with r continuous derivatives, and ACloc(I) for the functions which are absolutely
continuous on all compact sub intervals of I.
We consider the formally symmetric differential expression M of order m (m =
2k or 2k− 1,k = 1,2, . . .) given by (i.e. M = M+, the formal Lagrange adjoint of M)
M[y] =
h
∑
r=0
(−1)r(sry(r))(r)+
1
2
k−1
∑
r=0
i2r+1{(qry(r))(r+1)+(qry(r+1))(r)}, (1.1)
where the sets of coefficients {sr} and {qr} are real valued on I with I designating the
semi infinite interval [0,∞). Further we assume that
sr ∈C(r)(I) (r = 0,1,2, . . . ,h)
qr ∈C(r+1)(I) (r = 0,1,2, . . . ,k). (1.2)
If M is of even-order, m = 2k (k = 1,2, . . .), then
h = k in (1.1) and sk(x)> 0, x ∈ I. (1.3)
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If M is of odd-order, m = 2k− 1 (k = 1,2, . . .), then
h = k− 1 in (1.1) and qk−1(x)> 0, x ∈ I. (1.4)
Indeed, any formally symmetric differential expression of order m with sufficiently
smooth coefficients can be expressed as in (1.1) with suitable choice of coefficient func-
tions.
The conditions (1.2) and (1.3) or (1.4) show that M is regular on [0,∞), but M has a
singular point at ∞ (see [12], §15.1).
The differential equation we are concerned with is given by
M[y] = λ y on I, (1.5)
where λ is a complex parameter λ = µ + iν .
The standard existence theorems for ordinary, linear, homogeneous differential equa-
tions apply to eq. (1.5) (see the books: [2], ch. 3, §6 and [12], §16.2).
The underlying Hilbert space for the analysis of the problem is the collection of all
equivalence classes of complex valued Lebesgue measurable functions f on [0,∞) such
that
∫
∞
0 | f |2 < ∞ which is denoted by L2(0,∞).
The Green’s formula for M takes the form
∫ x
0
{gM[ f ]− f M[g]}= [ f g](x)− [ f g](0), x ∈ (0,∞) (1.6)
where f (m−1),g(m−1) ∈ ACloc(0,∞). Here the integrated term [ f g](x) on the R.H.S. is a
skew-hermition, non-singular form on [0,∞) (see [2], ch. 3, §6 and [8], §5).
Also
[g f ](x) =−[ f g](x), x ∈ (0,∞).
To set up the differential operators associated with M[·] in L2(0,∞), we introduce the
linear manifold ∆ defined by
∆ := { f : f ∈ L2(0,∞), f (m−1) ∈ ACloc(0,∞) and M[ f ] ∈ L2(0,∞)}.
From an application of Green’s formula we have
[ f g](∞) := lim
x→∞
[ f g](x)
exists and is finite for all f and g in ∆.
Next we introduce two differential operators Tmax and Tmin, associated with M, defined
as follows:
1. The maximal operator Tmax: The domain D(Tmax) is ∆ and Tmax f = M[ f ] ( f ∈
D(Tmax));
2. The minimal operator Tmin: The domain D(Tmin) is
D(Tmin) = { f : f ∈ ∆ and [ f g](0) = [ f g](∞) = 0 for all g ∈ ∆}
and
Tmin f = M[ f ] ( f ∈ D(Tmin)).
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The domains D(Tmin) and D(Tmax) are dense in L2(0,∞). These operators have the
following properties:
(a) Tmin is a closed, symmetric operator in L2(0,∞).
(b) Tmax is a closed, but not symmetric operator in L2(0,∞).
(c) T ∗min = Tmax; where T ∗min denotes the adjoint operator of Tmin (see [3], ch. XIII, §2.1–
2.8 and [12]).
The deficiency indices (N+,N−) of the closed, symmetric operator Tmin are defined as
N± = dim{ f : f ∈ D(T ∗min); T ∗min f =±i f}.
From the general theory of deficiency indices of symmetric operators (see [3], ch. 12,
§19), we have
N± = dim{y ∈Cm[0,∞);M[y] = λ y on [0,∞),
y ∈ L2(0,∞) and λ ∈ C±},
where C± = {λ ∈ C, Im λ ≷ 0}.
Thus the deficiency indices N+(N−) represent the number of linearly independent solu-
tions of the differential equation (1.5) which are in L2(0,∞) when λ ∈ C+(C−). Hence
both N+ and N− are finite and
0≤ N± ≤ m, (1.7)
where m is the order of the equation.
Further from the general theory of symmetric operators, it is known that Tmin has self-
adjoint extensions, i.e. Tmax has self-adjoint restrictions in L2(0,∞), if and only if N+ =
N−. A better estimate of the lower bound for these indices in (1.7) are
1. When m = 2k (k = 1,2, . . .) we get
k≤ N+ ≤ 2k = m, k ≤ N− ≤ 2k = m. (1.8)
2. When m = 2k− 1 (k = 1,2, . . .) we get
k− 1≤ N+ ≤ 2k− 1 = m, k ≤ N− ≤ 2k− 1 = m (1.9)
(see [7] and [8]).
Any choice of integers N+(N−) satisfying (1.8) or (1.9) are possible pairs of deficiency
indices provided they are also subject to the additional constraints N+ = m if and only if
N− = m for m≥ 2. For m = 1, N+ = 0 and N− = 1.
The differential expression M is said to be in the limit (N+,N−) case at the singular
point ∞ if the deficiency indices of the corresponding minimal closed operator Tmin in
L2(0,∞) are (N+,N−). In particular, borrowing the terminology of Weyl (see [2]) we
say that M is in the limit-point case at ∞, if N+ = N− = k in the even-order case and
N+ = k− 1,N− = k in the odd-order case.
We now introduce the Titchmarsh–Weyl L2(0,∞) solutions of (1.5) for the even- and
odd-order cases.
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The even-order case
We assume m = 2k (k ∈ N). Let θr and φr (r ∈ Nk) be solutions of (1.5) taking initial
values at 0 which are independent of λ , such that
[θrθs](0) = 0 = [φrφs](0), [θrφs](0) = δrs, r,s ∈Nk,
where δrs is the Kronecker delta function. Such a choice of initial conditions is possible
and the set {θr,φr; r ∈ Nk} forms a basis of solutions for (1.5). Then it can be seen that
there are k2 analytic functions {mrs(·); r,s ∈ Nk} which are all regular on C+ ∪C− and
such that the k linearly independent solutions determined by
ψr(x;λ ) := θr(x;λ )+
k
∑
s=1
mrs(λ )φs(x;λ ), (x ∈ [0,∞),λ ∈ C+∪C−)
belong to L2(0,∞) for r ∈ Nk and for all λ ∈ C+ ∪C−. The analytic functions mrs(λ )
satisfy
mrs(λ ) = msr(λ ), (r,s ∈ Nk).
Thus it follows that to each λ ∈ C+ ∪C−, there exist at least k linearly independent
solutions of (1.5) which belong to L2(0,∞). The deficiency indices of the associated Tmin
can be characterised as
N± = k+dim of the L2(0,∞) span of {φr(·,±i),r ∈ Nk}.
For details, see [7].
The odd-order case
Here m = 2k− 1,k = 2,3, . . .. Let θr(x;λ ) (x ∈ [0,∞),λ ∈ C,r ∈ Nk−1) and φs(x,λ ) (x ∈
[0,∞),λ ∈ C,s ∈ Nk) be solutions of (1.5) taking initial values, independent of λ , at 0
such that
[θrθs](0) = 0, (r,s ∈ Nk−1)
[θrφs](0) = δrs, (r ∈ Nk−1,s ∈Nk)
[φrφs](0) = iδrkδsk, (r,s ∈ Nk). (1.10)
Then the set of functions {θr,φs;r ∈Nk−1,s ∈Nk} forms a basis for all solutions of (1.5).
Further there exists k(2k−1) analytic functions {prs(·);r,s ∈Nk} and {nrs(·); r ∈Nk,s ∈
Nk−1} with prs(nrs) regular in C+(C−) such that if the solutions ψp,r and ψn,r are defined
by
ψp,r(x,λ ) = θr(x,λ )+
k
∑
s=1
prs(λ )φs(x,λ ), (x∈ [0,∞),λ ∈C+,r∈Nk−1)
ψp,k(x,λ ) =
k
∑
s=1
pks(λ )φs(x,λ ), (x ∈ [0,∞),λ ∈ C+)
On the limit-classifications of differential expressions 69
and
ψn,r(x,λ ) = θr(x,λ )+
k−1
∑
s=1
nrs(λ )φs(x,λ ), (x∈ [0,∞),λ ∈C−,r∈Nk−1)
ψn,k(x,λ ) = φk(x,λ )+
k−1
∑
s=1
nks(λ )φs(x,λ ), (x ∈ [0,∞),λ ∈ C−) (1.11)
then ψp,r(·,λ )∈ L2(0,∞) for r ∈Nk, λ ∈C+ and ψn,r(·,λ )∈ L2(0,∞) for r ∈Nk,λ ∈C−
with the possibility of ψp.k(·,λ ) being a null solution of (1.5) in certain cases (see [10],
§§2 and 3). The connection between the existence of the integrable square solutions and
the deficiency indices of the associated Tmin is that
N+ = k− 1+ dimL2(0,∞) span of {φr(·,λ ),r ∈ Nk,λ ∈ C+},
N− = k+ dimL2(0,∞) span of {φr(·,λ ),r ∈ Nk−1,λ ∈ C−}. (1.12)
In both the even- and odd-order cases we have an elegant characterisation of the limit-
point cases in terms of the behaviour of the sesquilinear form [ f g](x); f ,g ∈ ∆ as x→ the
singular point. We shall recall this result in the following theorem.
Theorem 1.1. Let M be a formally symmetric differential expression of order m (m =
2k or 2k−1,k= 1,2, . . .) given by (1.1) on [0,∞) and the coefficients satisfy the conditions
(1.2). A necessary and sufficient condition for M to be in the limit-point case (i.e. limit
(k,k) in the 2kth-order case, limit (k− 1,k) in the (2k− 1)th-order case) is that
[ f g](∞) = lim
x→∞
[ f g](x) = 0 for all f and g in ∆.
(See [6] and [10].)
The object of this paper is to generalise this result. The generalisations are given by
Theorems 2.1 and 2.2 for the even- and odd-order cases respectively. Before we state
these generalisations in Theorems 2.1 and 2.2, we quote some known results which find
repeated application in the proof of the main results.
Lemma 1.1.(A determinantal identity associated with M). Let { fr,gr for r = 1,2, . . . ,m+
1} be any two sets of (m+ 1) functions all in C(m)[0,∞). Then
det
r,s∈Nm+1
[[ frgs](x)] = 0, (x ∈ [0,∞)),
where [ f g](·) is the sesquilinear form in f and g associated with M (see [4], §11).
For the description of the system { fr,gr} we use the following convention:
fr : f1, f2, . . . , fm+1,
gr : g1,g2, . . . ,gm+1,
where fr,gr correspond to the specific functions to be substituted in the identity.
Lemma 1.2.(the L2(0,∞) lemma). Suppose that the complex valued measurable functions
f and g on [0,∞) are such that f ∈ L2(0,∞),g ∈ L2(0,x),(x ∈ [0,∞)) and g /∈ L2(0,∞).
Then
lim
x→∞
{∫ x
0
f g
}{∫ x
0
|g|2
}−1/2
= 0.
(See [6], §2.)
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2. The main results
The main results of this paper are as follows:
Theorem 2.1. Even-order case. Let M be a formally symmetric differential expression of
order 2k (k = 1,2, . . .). Let p and q be non-negative integers such that 0 ≤ p,q ≤ k. Let
n = p+ q. Then a necessary condition for M to be in the limit (k+ p,k+ q) case at ∞ is
that
det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr,gs ∈ ∆. (2.13)
Conversely, if
det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr,gs ∈ ∆, (2.14)
then M is in the limit (k+ p,k+ q) case at ∞ where p+ q ≤ n. More precisely p+ q = n
if (2.14) holds for all fr,gs ∈ ∆(r,s ∈ Nn+1) but
det
r,s∈Nn
[[ frgs](∞)] 6= 0 for some fr,gs ∈ ∆.
Remark 2.1. Here the choice of p and q are not unique. Any p,q such that 0 ≤ p,q ≤ k
is possible subject to the other constraints. For instance, in the case where M is real, the
deficiency indices are necessarily equal and hence p = q. Also whether M is real or not,
whenever p = k, then q = k. Such constraints do not come out from the theorem.
Theorem 2.2. Odd-order case. Let M be a formally symmetric differential expression of
order 2k−1 (k = 2,3, . . .). Let p,q be non-negative integers such that 0≤ p≤ k, 0≤ q≤
k−1. Let n = p+q. Then a necessary condition for M to be in the limit (k−1+ p,k+q)
case at ∞ is that
det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr,gs ∈ ∆. (2.15)
Conversely, if
det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr,gs ∈ ∆, (2.16)
then M is in the limit (k− 1+ p,k+ q) case at ∞ for some p and q such that p+ q ≤ n.
More precisely p+ q = n if (2.16) holds for all fr,gs ∈ ∆ (r,s ∈ Nn+1) but
det
r,s∈Nn
[[ frgs](∞)] 6= 0 for some fr,gs ∈ ∆.
3. Proof of the results
Proof of Theorem 2.1. This is similar to the proof of Theorem 2.2, but less complicated.
Therefore we omit the details (see [1], ch. 4).
We choose to give the proof of the theorem for the odd-order case in detail (see [13],
ch. 5).
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Proof of Theorem 2.2.(Necessity). Suppose that M is in the limit (k− 1+ p,k+ q) case
at ∞; where p+ q = n. Let λ be a fixed point in C+ and φ(·) and ˜φ(·) denote φ(·,λ ) and
φ(·,λ ) respectively. Then, since M is assumed to be in the limit (k− 1+ p,k+ q) case at
∞, from (1.12) it is clear that there exist numbers t1, t2, . . . , tp ∈Nk, ti 6= t j (i, j ∈Np) such
that the L2(0,∞) spans of the (k− p) functions {φs(·),s 6= ti, i ∈ Np} are null. Also there
exist numbers r1,r2, . . . ,rq belonging to Nk−1,ri 6= r j (i, j ∈ Nq) such that the L2(0,∞)
spans of the (k− 1− q) functions { ˜φ(·); s ∈ Nk−1,s 6= ri, i ∈ Nq} are null.
Now we construct functions {pis(x; ·);s ∈ Nk−p} defined on [0,x],x ∈ [0,∞) from the
set of functions {φs(·);s ∈ Nk,s 6= ti, i ∈ Np} such that
pis(x; ·) =
k−p
∑
t=1
αst(x)φt (·), (s ∈Nk−p,x ∈ [0,∞)) (3.17)
are (k− p) linearly independent functions on [0,x] and
∫ pi
0
pis(x; ·)pi t(x; ·) = Ps(x)δst , (s, t ∈Nk−p,x ∈ [0,∞)), (3.18)
where 0 < P1(x)≤ P2(x)≤ . . .≤ Pk−p(x)< ∞ and
lim
x→∞
Ps(x) = ∞. (s ∈ Nk−p) (3.19)
This is achieved by diagonalising the Gram matrix
Γx =
[∫ x
0
φs(·)φ t(·)
]
, (s, t ∈Nk−p,x ∈ [0,∞))
to diag(P1(x),P2(x), . . . ,Pk−p(x)) through a unitary matrix Ux = [αst(x)], (s ∈ Nk−p, t ∈
Nk−p, x ∈ [0,∞)). αst(x), (x ∈ [0,∞)) is the coefficient of φt(·) in the definition (3.17) of
pis(x; ·). Note that (3.19) is a consequence of the fact that there exists no non-trivial linear
combinations of {φs;s ∈Nk−p} ∈ L2(0,∞). Proceeding along the same lines we construct
functions {σs(x; ·); s ∈ Nk−1−q} defined on [0,x],x ∈ [0,∞) from the set of functions
{ ˜φs(·), s ∈ Nk−1,s 6= ri, i ∈ Nq} such that
σs(x; ·) =
k−1−q
∑
t=1
βst(x) ˜φt (·), (s ∈ Nk−1−q,x ∈ [0,∞))
and
∫ x
0
σs(x; ·)σ t(x; ·) = Qs(x)δst , (s, t ∈Nk−1−q),
where
0 < Q1(x)≤ Q2(x)≤ . . .≤ Qk−1−q(x)< ∞
and
lim
x→∞
Qs(x) = ∞ (s ∈Nk−1−q).
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Then we apply Lemma 1.1 to the functions { fr,gr} given by
fr : f1, f2, . . . , fn+1,pi1(x; ·), . . . ,pik−p (x; ·),σ1(x; ·), . . . ,σk−1−q(x; ·),
gr : g1,g2, . . . ,gn+1,pi1(x; ·), . . . ,pik−p (x; ·),σ1(x; ·), . . . ,σk−1−q(x; ·),
where fr,gs ∈ ∆ (r,s ∈ Nn+1).
In the resultant determinantal identity evaluated at x (x ∈ [0,∞)) we divide the (n+
1+ r)th row and column by {Pr(x)}1/2 and (n+ 1+ k− p + s)th row and column by
{Qs(x)}1/2 for (r ∈Nk−p, s∈Nk−1−q). Then we obtain the following determinant identity
given by
[ frgs](x)r,s∈Nn+1
[pirgs](x)
P1/2r
[σrgs](x)
Q1/2r
[ frpis](x)
P1/2s
[pirpis](x)
P1/2r P
1/2
s
[σrpis](x)
Q1/2r P1/2s
[ frσs](x)
Q1/2s
[pirσs](x)
P1/2r Q1/2s
[σrσs](x)
Q1/2r Q1/2s
= 0.
Now we proceed to the limit as x → ∞. We consider the limiting values of each of the
terms in the above determinant. Note that
[pirpir](x) = [pirpir](0)+
∫ x
0
(pirM[pir]−pirM[pir])
(using the Green’s formula)
= [pirpir](0)+ (λ −λ)
∫ x
0
pirpir
= [pirpir](0)+ 2iνPr (ν = Imλ ).
Therefore,
[pirpir](x)
Pr
=
[pirpir](0)
Pr
+ 2iν.
Now using (3.19) we get
lim
x→∞
[pirpis](x)
Pr
= 2iν.
Also
[pirpis](x) = [pirpis](0)+ (λ −λ)
∫ x
0
pirpis
= [pirpis](0), by (3.18).
Therefore
lim
x→∞
[pirpis](x)
P1/2r P
1/2
s
= lim
x→∞
[pirpis](0)
P1/2r P
1/2
s
= 0.
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Similarly, we get [σrσs](x)
Q1/2r Q1/2s
as x→ ∞.
[ frpis](x) = [ frpis](0)+
∫ x
0
(pisM[ fr ]− frM[pis])
= [ frpis](0)+
∫ x
0
(pisM[ fr ]− frλ pis)
= [ frpis](0)+
∫ x
0
pis(M[ fr ]− frλ),
lim
x→∞
[ frpis](x)
P1/2s
= lim
x→∞
[ frpis](0)
P1/2s
+ lim
x→∞
∫ x
0 pis(M[ fr ]− frλ )
P1/2s
= 0+ lim
x→∞
∫ x
0 pis(M[ fr ]− frλ )
(
∫ x
0 |pis|
2)1/2
= 0.
(Since pis ∈ L2(0,x), but pis /∈ L2(0,∞), we get the second term also as 0 by Lemma 1.2.)
Similarly we can show that the terms
[ frσs](x)
Q1/2s
,
[pirgs](x)
P1/2r
,
[σrgs](x)
Q1/2r
tend to 0 as x→ ∞. Note that [pirσs](x) = [pirσs](0) = 0. This follows from the properties
of the fundamental solutions, given by (1.10). Therefore
lim
x→∞
[pirσs](x)
P1/2r Q1/2s
= 0.
Hence taking the limit, the determinant identity becomes
[ frgs] (∞)
(r,s∈Nn+1)
© ©
2iν ©
©
.
.
. ©
© 2iν
2iν ©
© ©
.
.
.
© 2iν
= 0.
Since ν 6= 0, det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr,gs ∈ ∆. This completes the necessity part
of the theorem. Now we prove the converse part of the theorem.
Remark 3.1. det
r,s∈Nt
[[ frgs](∞)] = 0 for any t < n+1⇒ det
r,s∈Nn+1
[[ frgs](∞)] = 0. Hence (2.16)
can imply, if at all it is true, that p+ q ≤ n. Indeed, this is the case which we now prove
in the converse part of the theorem.
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Sufficiency. Assume that (2.16) holds, then we show that M cannot be in the limit (k−
1+ p,k+q) case at ∞ with p+q > n. To see this, we show that M is in the limit (k−1+
p,k+ q) case at ∞ with p+ q > n contradicting the validity of (2.16).
To be specific we assume that p+ q = n+ 1 (p+ q > n+ 1 can be treated along the
same lines).
For convenience we define
ψr := ψp,r(x,λ ), (λ ∈C+,r ∈ Nk−1),
ψ˜r := ψn,r(x,λ ), (λ ∈ C+,r ∈Nk),
where ψp,r,ψn,r are defined as in (1.11). Then for a given λ ∈ C+, in addition to the
solutions ψ1,ψ2, . . . ,ψk−1, there exist p solutions which are linear combinations of
{φs(·,λ );s ∈ Nk,λ ∈ C+}, say
ξt1(·) = φt1(·)+
k
∑
s=1
s 6=t1
α1sφs(·), (t1 ∈ Nk),
ξt2(·) = φt2(·)+
k
∑
s=1
s 6=t1,t2
α2sφs(·), (t2 ∈Nk)(t2 6= t1),
.
.
.
ξtp(·) = φtp(·)+
k
∑
s=1
s 6=t1,t2,...,tp
αpsφs(·), (tp ∈ Nk)(tp 6= t1, t2, . . . , tp−1) (3.20)
in L2(0,∞) where {αis,s ∈ Nk, i ∈ Np,s 6= ti} are suitable complex numbers. Note that
ξti , i ∈Np belong to ∆.
Similarly for a given λ ∈ C+ in addition to the solutions ψ˜1, ψ˜2, . . . , ψ˜k belonging to
L2(0,∞), there exist q solutions which are linear combinations of { ˜φs(·),s ∈ Nk−1,λ ∈
C+} say
η˜r1(·) = ˜φr1(·)+
k−1
∑
s=1
s 6=r1
β1s ˜φs(·), (r1 ∈ Nk−1),
η˜r2(·) = ˜φr2(·)+
k−1
∑
s=1
s 6=r1,r2
β1s ˜φs(·), (r2 ∈ Nk−1)(r2 6= r1),
.
.
.
η˜rq(·) = ˜φrq(·)+
k−1
∑
s=1
s 6=r1,r2,...,rq
β1s ˜φs(·), (rq ∈Nk−1)(rq 6= r1,r2, . . . ,rq−1)
(3.21)
in L2(0,∞) where {β js : j ∈ Nq,s ∈ Nk−1,s 6= r j} are suitable complex numbers. These
solutions η˜r j (·), j ∈ Nq belong to ∆.
On the limit-classifications of differential expressions 75
Now consider the (n+ 1)× (n+ 1) determinant, det[[ frgs](∞)] formed by choosing
fr : ξt1(·), . . . ,ξtp(·),ψr1(·),ψr2(·), . . . ,ψrq(·),
gs : ψ˜t1(·), . . . , ψ˜tp(·), η˜r1(·), η˜r2(·), . . . , η˜rq(·). (3.22)
This is given by
[ξti ψ˜t j ]i, j∈Np(∞) [ψriψ˜t j ]i∈Nq, j∈Np(∞)
[ξti η˜r j ]i∈Np, j∈Nq(∞) [ψriψ˜r j ]i∈Np, j∈Nq(∞)
. (3.23)
We evaluate this determinant (3.23) and show that it is not equal to zero. From Green’s
formula (1.6), it follows that all terms in the above determinant are finite. Further the value
of each term of the determinant is its value at zero. This is because [ξ η˜ ](x) is independent
of x. Now we evaluate the determinant as follows. We consider the two cases separately.
Case 1. ti 6= k for every i. From the forms of ξti(·), η˜r j (·) (i ∈ Np, j ∈ Nq) in (3.20) and
(3.21) respectively and the properties of {θr} and {φs} we get
[ξti(x)ψ˜ti(x)](∞) = [ξti(x)ψ˜ti(x)](0) = −1 (∀i ∈ Np),
[ξti(x)ψ˜t j (x)](∞) = [ξti(x)ψ˜t j (x)](0) = 0 (∀i > j),
[ψri(x)ψ˜t j (x)](∞) = [ψri(x)ψ˜t j (x)](0) = 0 (∀i, j),
[ξti(x)η˜r j (x)](∞) = [ξti(x)η˜r j (x)](0) = 0 (∀i, j),
[ψri(x)η˜r j (x)](∞) = [ψri(x)η˜r j (x)](0) = 0 (∀i < j),
[ψr j (x)η˜r j (x)](∞) = [ψr j (x)η˜r j (x)](0) = 1 (∀ j).
Therefore in this case we obtain the determinant as
−1
−α1t2 −1 ©
−α1t3 −α2t3 −1
.
.
. ©
−α1tp −α2tp · · · −1
1 β 1r2 · · · β 1rq
© 1 β 2r3 · · · β 2rq
©
.
.
.
1
.
Case 2. ti = k for some i. We choose t1 = k (there is no loss of generality in such a choice).
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Then we get,
[ξt1(x)ψ˜t1(x)](∞) = [ξt1(x)ψ˜t1(x)](0) = i, the imaginary unit,
[ξt j (x)ψ˜t j (x)](∞) = [ξt j (x)ψ˜t j (x)](0) = −1 (∀ j ≥ 2),
[ψti(x)ψ˜t j (x)](∞) = [ψti(x)ψ˜t j (x)](0) = 0 (∀i > j),
[ψri(x)ψ˜t j (x)](∞) = [ψri(x)ψ˜t j (x)](0) = 0 (∀i, j),
[ξti(x)η˜r j (x)](∞) = [ξti(x)η˜r j (x)](0) = 0 (∀i, j),
[ψri(x)η˜r j (x)](∞) = [ψri(x)η˜r j (x)](0) = 0 (∀i < j),
[ψr j (x)η˜r j (x)](∞) = [ψr j (x)η˜r j (x)](0) = 1 (∀ j).
Therefore in this case the determinant (3.23) takes the form
i
−α1t2 −1 ©
−α1t3 −α2t3 −1 ©
.
.
.
−α1tp −α2tp · · · −1
1 β 1r2 · · · β 1rq
© 1 β 2r3 · · · β 2rq
©
.
.
.
1
.
Thus in both the cases we get
det
r,s∈Nn+1
[[ frgs](∞)] 6= 0,
where { fr} and {gs} are as given in (3.22). This contradicts hypothesis (2.16). Hence if
det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all fr ,gs ∈ ∆, then M is in the limit (k− 1+ p,k+ q) case at ∞
where p+ q≤ n.
Remark 3.2. In the even-order case, the situation of Case 2 does not arise; this part of the
proof follows as in Case 1 (see [1], ch. 4).
Next we prove that p + q = n if (2.16) holds for all fr,gs ∈ ∆(r,s ∈ Nn+1) but
det
r,s∈Nn
[[ frgs](∞)] 6= 0 for some fr,gs ∈ ∆. Assume that det
r,s∈Nn+1
[[ frgs](∞)] = 0 for all
fr,gs ∈ ∆. This ⇒ M is in the limit (k− 1+ p,k+ q) case at ∞, for some p and q such
that p+ q≤ n.
Further assume that det
r,s∈Nn
[[ frgs](∞)] 6= 0 for some fr,gs ∈ ∆. From the necessity part
this ⇒ M is in the limit (k− 1+ p,k+ q) case at ∞ where p+ q ≥ n. Together, it now
follows that M is in the limit (k− 1+ p,k+ q) case at ∞ where p+ q = n.
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4. Concluding remarks
1. When p = 0,q = 0, we recover the limit-point characterisation in Theorem (1.1).
Therefore this result is a generalisation of the characterisation for the limit-point case
at ∞.
2. Note that, 2k− 1+ n (k− 1+ p+ k+ q) gives the gap between D(Tmin) and D(Tmax).
More precisely if (N+,N−) gives the deficiency indices of Tmin,N+ +N− gives the
dimension of the quotient space D(Tmax)/D(Tmin). Therefore the above result char-
acterises the gap between D(Tmax) and D(Tmin). However, since p + q and not p
and q separately appear in the theorem the exact break up of the deficiency indices
(k− 1+ p,k+ q) is not characterised by this result.
3. In the second-order case, this result has been made use of to obtain sufficient condi-
tions on the coefficients for M to be not in the limit-point case at ∞ [9].
4. In the third-order case also, this result has been used to obtain sufficient conditions on
the coefficients for M to be not in the limit-point case at ∞ [11].
In the third-order case, the admissible limit classifications of M are as follows: M
is either in the limit (1, 2) case or in the (2, 2) case, or in the limit (3, 3) case at ∞. The
above theorem takes the following forms in these cases:
i. M is in the limit (1, 2) case at ∞⇔ [ f g](∞) = 0, ∀ f ,g ∈ ∆.
ii. M is in the limit (2, 2) case at
∞⇔
∣∣∣∣[ f1g1] [ f2g2][ f2g1] [ f2g2]
∣∣∣∣(∞) = 0
and there exist f ,g ∈ ∆ such that [ f g](∞) 6= 0.
iii. M is in the limit (3, 3) case at
∞⇔ det
r,s∈N4
[[ frgs](∞)] = 0, ∀ fr ,gs ∈ ∆ (4.24)
and there exists fr,gs ∈ ∆ such that
det
r,s∈N3
[[ frgs](∞)] 6= 0. (4.25)
Since (4.24) holds irrespective of the limit classifications of M (Lemma 1.1), the
required condition reduces to (4.25).
5. We hope that the criteria (i), (ii) and (iii) above may be made use of to obtain sufficient
conditions on the coefficients of M in the third-order case for M to be in the limit (3, 3)
case at ∞.
6. Scope for the application of this result to obtain conditions on the coefficients for
specific limit classifications is very much limited in equations of order higher than 3.
For instance, consider the real, fourth-order case. Here the possible cases are limit
(2, 2), limit (3, 3) and limit (4, 4). Now we can prove that M is in the limit (4, 4) case
at ∞, if we can construct functions f1, f2, f3 ∈ ∆ such that∣∣∣∣∣∣
[ f1 f1] [ f2 f1] [ f3 f1]
[ f1 f2] [ f2 f2] [ f3 f2]
[ f1 f3] [ f2 f3] [ f3 f3]
∣∣∣∣∣∣(∞) 6= 0.
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But this is not an easy task. Also to make use of it in the positive direction, it is even
more difficult. This is so since we have to show that an n× n determinant vanishes at
the singular point for every fr,gs ∈ ∆ for large n.
7. If the BVP considered is My = λ wy with a positive weight function w in [0,∞) we
have to set the operators in L2w(0,∞), the weighted Hilbert space of integrable square
function with weight w on [0,∞). The related operators are to be defined from 1wM[·]
acting over functions in L2w(0,∞). The sesquilinear form [ f g](x) remains the same,
but the functions f and g are now to be chosen in L2w(0,∞). The analysis goes through
with no significant change.
8. We have discussed the problem on the semi-infinite interval [0,∞). However, the anal-
ysis goes through without any significant changes, if it is considered on an interval
[a,b) with −∞ < a < b≤∞ where b is a singular end-point, i.e., we shall assume that
differential expression is regular on all compact sub-intervals of [a,b) and is singular
at b.
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