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Transport phenomena, including diffusion, mixing, spreading, and mobility, are crucial to under-
stand and model dynamical features of complex systems. In particular, the study of geophysical flows
attracted a lot of interest in the last decades as fluid transport has proven to play a fundamental role
in climatic and environmental research across a wide range of scales. Two theoretical frameworks
have been effectively used to investigate transport phenomena in complex systems: Dynamical Sys-
tems Theory (DST) and Network Theory (NT). However, few explicit connections between these
two different views have been established. Here, we focus on the betweenness centrality, a widely
used local measure which characterizes transport and connectivity in NT. By linking analytically
DST and NT we provide a novel, continuous-in-time formulation of betweenness, called Lagrangian
Betweenness, as a function of Lyapunov exponents. This permits to quantitatively relate hyperbolic
points and heteroclinic connections in a given dynamical system to the main transport bottlenecks
of its associated network. Moreover, using modeled and observational velocity fields, we show that
such bottlenecks are present and surprisingly persistent in the oceanic circulation illustrating their
importance in organizing fluid motion. The link between DST and NT rooted in the definition
of the Lagrangian Betweenness has the potential to promote further theoretical developments and
applications at the interface between these two fields. Finally, the identification of such circulation
hotspots provides new crucial information about transport processes in geophysical flows and how
they control the redistribution of various tracers of climatic (e.g. heat, carbon, moisture), biological
(e.g. larvae, pathogens) and human (e.g. pollutants, plastics) interests.
KEYWORDS
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I. INTRODUCTION
During the last decades the study of Complex Systems
was significantly boosted by the development of Dynam-
ical Systems Theory [1] (DST) and Network Theory [2]
(NT). In fact, while DST fostered the characterization
of chaotic, strongly non-linear dynamics arising in highly
interacting systems, NT permitted to associate these dy-
namical behaviors to the geometry of connections exist-
ing among their elementary components.
However, looking for explicit connections between
these two theories is a not trivial task, even if they are of-
ten applied to similar scientific objectives. Nevertheless,
transport phenomena are good candidates for being stud-
ied from both NT and DST perspectives and relation-
ships between the two descriptions should bring mutual
benefits. Indeed, Lagrangian approaches in DST explic-
itly resolve transport dynamics by following trajectories
associated to different initial conditions [1, 3, 4]. At the
same time, processes like diffusion, spreading and mobil-
ity, which are strongly related to transport dynamics, are
efficiently characterized on networks [5], especially when
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2spatially-embedded [6].
Importantly, transport processes play a fundamental
role in several flow systems (from the smallest scales of
turbulence to planetary scales) influencing many research
topics such as biodiversity [7, 8], climate [9], human phys-
iology [10], or engineering [11] and some of such systems
can be studied from both DST and NT perspectives.
Driven by DST, the last two decades have seen indeed
important advances in the Lagrangian characterization
of fluid flows based on geometric principles [4, 12], Lya-
punov exponents [13] or set-oriented descriptions [14–16].
Only very recently, NT approaches were applied to fluid
transport [17], turbulence [18], and pollutants or inva-
sive species spreading [19, 20] bringing innovative con-
cepts and generating new results into each field. Yet, only
few connections between the DST and NT paradigms has
been explicitly proved.
Moreover, especially from the DST side, most of the
attention has been given to the detection of transport
barriers and coherent regions while a few studies focused
on regions that enhance fluid exchanges across the system
[21, 22]. Whatever the complex system studied, fulfilling
such objective allows indeed the identification of hotspots
which are crucial for the maintenance of the system dy-
namics and for its resilience.
Conversely, in the NT field in general, the identification
of groups of nodes responsible for most of the network
connectivity received a broad attention [23]. In particu-
lar, a fundamental measure of how much a single node is
able to control and promote connections across network
parts, hence ensuring the stability of the whole network,
is the betweenness centrality [2, 24]. Its use permitted
to highlight bottlenecks in a variety of different systems,
form air transportation networks [25] to the human brain
[26].
By bridging a gap between DST and NT, we here pro-
pose a novel quantifier of the concept of betweenness,
called Lagrangian Betweenness, that is expressed in terms
of the widely recognized Lyapunov exponents [1, 13].
Such formulation is derived for any network in which a
transport processes can be defined permitting to export
the concept of betweenness, that has facilitated impor-
tant discoveries in network sciences, directly into DST.
After investigating the theoretical implications of the La-
grangian Betweenness introduction, we show that we can
correlate it with an explicit, network-derived definition
of betweenness based on most probable paths (MMPs)
[21, 27] proving appropriately our analogy. Finally, we
use the Lagrangian Betweenness to highlight and charac-
terize hidden circulation bottlenecks in realistic geophys-
ical flows, focusing on oceanic transport.
A
FIG. 1: Betweenness centrality in a simple network:
node A, despite its low degree, would have the
maximum value of betweenness due its role of linking
the red and blue sub-networks. Indeed, all the paths
connecting both sub-networks must go trough it.
II. RESULTS
A. Background: Network Theory and Dynamical
Systems
The theoretical part of this work aims at advancing in
the building of a dictionary between Dynamical Systems
Theory and Network Theory as started by Ser-Giacomi
et al. [17] within the Lagrangian Flow Networks (LFNs)
framework. In particular, we focus on transport dynam-
ics (e.g. fluid advection, information spreading, human
mobility) across systems that can be modeled as a net-
work embedded in a metric space. For such systems it
is possible indeed to establish parallels and complemen-
tarities between the network geometry and the flow that
steers transport processes on top of it. In some cases,
such as the ocean or the atmosphere, the associated flows
are directly driving mass transport, while in others they
are instead defined in abstract phase spaces representing
different states of the system.
Therefore, on the one hand, from the perspective of
DST, we characterize transport by tracking particle tra-
jectories in space or phase space [1, 3, 4, 13] and, following
a fluid-dynamics perspective, such approach is often re-
ferred to as Lagrangian, in contrast to the Eulerian view
where the system is characterized by quantities given at
fixed locations in space. Hence, for a specific interval
of time, we can associate to any initial condition (x0, t)
a particle following a Lagrangian trajectory across the
system. Such Lagrangian perspective is the most natural
when we intend to study transport processes across a dy-
namical system. In particular, measuring the local rate of
separation of infinitesimally close initial conditions, the
Finite-Time Lyapunov Exponent (FTLE) [1, 13] is used
to quantify the strength of dispersion and mixing across
a given time interval (see Methods IV A for details).
On the other hand, we consider networks in which
nodes represent discrete sub-regions of a spatial domain
of interest and the geometry of the links describes a trans-
port process taking place on it during a precise inter-
3val of time. Such networks, in the most general case,
are thus directed, weighted and temporal, and each link
weight quantifies the importance of a transport event oc-
curred between a pair of nodes starting from time t0 and
for a duration of τ . Local measures computed on single
nodes of the network (e.g. degrees, strengths, etc.) are
thus expected to highlight transport patterns at different
spatio-temporal scales [2, 17] characterized by τ and by
the spatial sub-regions size.
In this paper we look for the corresponding formula-
tion and signification of a fundamental NT measure, the
betweenness centrality [2, 24], in DST. Betweenness cen-
trality is a widely used local metric defined as the propor-
tion of paths passing through a node of the network. A
path is characterized by a set of contiguous links, called
steps, that are necessary to connect an initial node to a
destination one. Depending on the kind of network stud-
ied, betweenness centrality can be calculated from the
whole set of paths, the shortest, the fastest or the most
probable ones [21, 27–30]. Hence, betweenness measures
the extent to which a node lies on the existing paths link-
ing other nodes. In this view, high betweenness can be
associated to those nodes that behave like “bottlenecks”,
bridging parts of the network that otherwise would be
significantly less connected (see Fig. 1).
Though many kinds of systems can be studied with the
paradigm proposed in the previous paragraphs, here we
concentrate on transport dynamics in fluid flows and in
particular, in the ocean. However, our theoretical consid-
erations and most of our conclusions would apply to any
system which can be approached through NT or DST.
B. Introducing Lagrangian Betweenness
In order to give a network representation of fluid flows
we adopt the Lagrangian Flow Network (LFN) approach
[17, 31, 32] building weighted and directed networks that
describe fluid transport (see Methods IV B for details on
LFNs definition and construction).
To simplify notation, without loss of generality, we
now take t0 = 0 (this corresponds to considering [0, τ ] as
time interval). In Methods IV B the out-degree of node
i, KOi (t0, τ), and the corresponding in-degree K
I
i (t0, τ)
are defined. Starting from Eq. (13) it is easy to show
that the number of two-steps paths crossing the network
node i at time t (with 0 ≤ t ≤ τ) is the product of the
temporal in- and out-degree:
KIi (0, t)K
O
i (t, τ − t). (1)
Each step is associated to a precise time interval, [0, t] and
[t, τ ] respectively, that matches the interval in which the
degrees KIi (0, t) and K
O
i (t, τ−t) are calculated. Our goal
is to use Eq. (1) to define a quantity with the meaning
of a betweenness. Note that the product of degrees in
Eq. (1) differs from the classical betweenness centrality
formulations from Network Theory in two aspects:
1. It counts all the paths crossing the node i, not only
the shortest, fastest, or most probable ones.
2. It considers only the paths composed of two tempo-
ral steps that pass through node i exactly at time
t.
We argue that point 1 is not an issue for our definition,
on the contrary, there is an increasing interest in consid-
ering centrality measures that take into account the in-
formation from all the paths across the network [28, 29].
Regarding point 2, we need to overcome the limitation
of forcing the path-crossing to occur exactly and only at
time t and the solution relies in the intrinsic temporal fea-
tures of the LFNs. We can indeed change the paradigm
in the way betweenness is calculated: instead of building
paths of arbitrary number of steps and fixed step dura-
tion, we look at paths of just two steps but we can vary
the duration in time of such steps. This allows the vari-
able t, that is the time at which the two steps connect
in i, to take all the possible values in the interval [0; τ ].
Hence, Eq. (1) can be generalized to consider all the
two-step paths crossing the node i at any t ∈ [0; τ ]:
1
τ
∫ τ
0
KIi (0, t)K
O
i (t, τ − t)dt. (2)
Eq. (2) represents thus a candidate for a novel
continuous-in-time definition of betweenness centrality
for any network where the time duration associated to
each link can be tuned. However, a similar definition
of betweenness can also be derived for time-independent
networks and/or networks with fixed link-duration by us-
ing k-neighbor degrees (see Methods IV C for the details).
To realize the connection with DST, we use the re-
lation between in/out-degrees and backward/forward-in-
time stretching factors (see Eq. (11)), which are expo-
nential functions of the Finite-Time Lyapunov Exponents
(FTLEs). If we take the limit of sufficiently small nodes,
we can omit from Eq. (16) the average over points inside
the node and write the following relations:
KOi (t0, τ) ≈ eτλ(xi,t0,τ),
KIi (t0, τ) ≈ eτλ(xi,t0+τ,−τ), (3)
where λ is the the standard FTLE (see Methods IV A for
its definition) and xi denotes the center of node i.
The last step is to use Eq. (3) into Eq. (2) to link the
betweenness centrality of a network with the Finite Time
Lyapunov Exponents of the associated flow. In such way
we finally define the Lagrangian Betweenness of node i
as:
BLi (0, τ) =
1
τ
∫ τ
0
etλ(xi,t,−t) e(τ−t)λ(xi,t,τ−t) dt. (4)
The integrand in Eqs. (4) corresponds to a product of
forward and backward stretching factors associated to
xi at time t and, consistently, B
L is dimensionless (see
Methods IV A). Note that, even without taking the limit
4of small nodes, we can still provide an expression for BL
but it would involve an additional spatial integration to
average the stretching factors inside the node i. More-
over, since relative stretching measures such as λ remain
invariant under coordinate transformation, BL is frame-
invariant too.
In order to numerically compare BL with an explicit,
network-derived definition of betweenness (Eq. (8) in the
next section), a discretized version of Eq. (4) is necessary.
It can be written as:
BLi (0, τ) =
1
τ
N∑
α=0
etαλ(xi,tα,−tα) e(τ−tα)λ(xi,tα,τ−tα) ∆tα ,
(5)
where α is the discrete index labeling contiguous interme-
diates times tα and N is the total number of time steps of
durations ∆tα used in the discretization of the integrals.
Even though in the rest of the paper we will always use
the formulation of Eq. (4) or (5), making some approxi-
mations we can evaluate the integral of Eq. (4) to obtain
approximated expressions for BL. Indeed, if we assume
the stretching dynamics to be purely exponential with
almost constant rates cf , cb we can write (see Methods
IV A):
||δxi(t, τ)||max
||δx¯i(t)|| '
{
ecfτ for T > 0
ecbτ for T < 0
,
and, consequently, we would have λ(xi, t, T ) ' cf for T >
0 and λ(xi, t, T ) ' cb for T < 0. Under this assumption
we can evaluate Eq. (4) as:
BLi (0, τ) '
ecbτ − ecfτ
τ(cb − cf ) . (6)
If cf = cb, as appropriate, for instance, for incompressible
two-dimensional flows, using the l’Hoˆpital rule in Eq. (6)
we find:
BLi (0, τ) ' ecτ , (7)
where we defined c = cf = cb. This shows that, under the
stated conditions, the Lagrangian Betweenness BLi (0, τ)
increases with the transport time τ and with the intensity
of stretching occurring in node i.
After defining BLi in terms of FTLEs, we investigate
the meaning of such relation from a Dynamical Systems
Theory perspective. From Eq. (4) we see that nodes pre-
senting in average high values of both backward and for-
ward FTLEs during the interval [0, τ ] are characterized
by high BL. Interestingly, in dynamical systems, large
values of forward or backward FTLEs highlight the loca-
tions of strongly repelling or attracting material surfaces,
related to stable or unstable manifolds of relevant dynam-
ical objects, respectively [3, 13]. Considering for definite-
ness the case of two-dimensional motion, their intersec-
tions define, at each instant of time, hyperbolic points
with eventual heteroclinic and homoclinic connections
a)
c) d)
b)
FIG. 2: Schematic representations of a hyperbolic point
(a) and a heteroclinic connection (b). Lines with
converging/diverging arrows denote stable/unstable
manifolds of the hyperbolic points (represented as black
dots), respectively. Note that in (b) the manifold that
realizes the connection is unstable for the left-hand side
hyperbolic point and stable for the right-hand side one.
Due to time-dependence, which is weak but present in
geophysical flows, patterns like (a) or (b) are weakly
perturbed and transformed in so-called moving
hyperbolic points and connections. In particular, panels
(c) and (d) sketch two examples of circulation patterns
that can be often found in the ocean, respectively
associated to a hyperbolic point (selfconnecting
homoclinics loops) and to a heteroclinic connection.
They exemplify two gyres sharing a common point or
segment of their boundaries that can be associated to
the elementary sketches (a) and (b) and are therefore
expected to display high Lagrangian Betweenness
values.
among them [1, 4, 33] (see Fig. 2). In time-dependent
flows, such objects move in space spanning hyperbolic
trajectories (points) or areas (connections) making their
detection more difficult. Moreover, heteroclinic and ho-
moclinic connections become intrinsically unstable and
are transformed in the so-called heteroclinic/homoclinic
tangles that are a perturbed version of the original ob-
jects in which some trajectories are transported within
lobes and filaments across sides of the structure [4, 12].
When time-dependence becomes important such pertur-
bation can finally disrupt the tangles completely. Nev-
ertheless, in situations in which the typical time scale
of variation of the velocity field is much slower than the
time scale of particle advection, as is the case in geophys-
ical flows, tangles remain relatively well-confined and in
the rest of the paper we will simply denote these weakly
time dependent structures as (moving) connections. We
will also refer to the hyperbolic trajectories as (moving)
hyperbolic points.
Hence, thanks to Eq. (4), an explicit corre-
5spondence emerges between hyperbolic points, hetero-
clinic/homoclinic connections and the main bottlenecks
of the system. In this sense, BL provides a clear intu-
ition of the role of these features in organizing, limiting
and eventually controlling any transport process across a
dynamical system. We also stress that there is a crucial
distinction between hyperbolic points and connections in
terms of transport: while relative velocities of trajecto-
ries in the neighborhood of hyperbolic points are close
to zero, velocities along connections can be significantly
large [13]. In fact, bottlenecks of transport are not de-
termined locally by the magnitude of fluxes but rather
by the entire topology of the system that amalgamate
around them trajectories coming from diverse origins and
going to several other destinations [2, 21].
C. Lagrangian Betweeenness in a theoretical model
In this section we calculate the Lagrangian Between-
ness in a two-dimensional theoretical flow, called the
double-gyre system (see Methods IV D 1 for the descrip-
tion of the velocity field). Such flow is defined analyti-
cally, it is time-dependent and represents a well-known
benchmark to study mixing and transport in fluid dy-
namics [13, 34].
First, we compare the Lagrangian Betweenness calcu-
lated from Eq. (5) and the betweenness explicitly cal-
culated from most probable paths (MPPs) in LFNs (see
Methods IV B for details). The latter MPP-betweenness
is defined as:
B¯MPPi =
∑
l,m
gi(l;m) +
∑
l,m
hi(l;m) , (8)
where gi(l;m) = 1 or hi(l;m) = 1 when the node i is
crossed by the forward or backward MPP between nodes
l and m respectively, and zero otherwise.
Note that any network-based formulations of between-
ness, as the one of Eq. (8), implies inherently a discrete
description of the dynamics since network paths are dis-
continuously composed by different steps. As such, to
perform properly the aforementioned comparison, it is
necessary to match the temporal discretization scales of
BL and B¯MPP by setting the number of time steps N of
Eq. (5) equal to the number of steps M used for the cal-
culation of B¯MPP . Supplementary Fig. 1 illustrates BL
and B¯MPP fields for N = M = 2, 3, 5 in the [0, 15] time
interval: high betweenness regions are organized in nar-
row lines that, for a given N = M , create identical spatial
patterns both for BL and B¯MPP . While the characteris-
tic values of BL do not depend on the number of steps,
B¯MPP values increase for larger M , becoming noisier.
Possibly, such discrepancy is related to two main factors:
(i) B¯MPP uses only the MPPs while BL accounts for
all paths, (ii) the added numerical diffusion due to the
discretization of space [35], which is less important in
the two-step paths used for BL because of the smaller
number of steps. To quantitatively investigate the sim-
ilarity among BL and B¯MPP patterns, since the spatial
resolution of BL is higher than the one of B¯MPP , we av-
eraged the values of BL inside each network node and we
compared such averages with the corresponding values of
B¯MPP . The resulting Spearman correlation coefficients
are: 0.90, 0.90, 0.86 for N = M = 2, 3, 5 respectively,
confirming the good agreement between both quantities.
FIG. 3: Plot of BL with linear (top) and normalized
logarithmic (bottom) color map. Here we performed a
fine numerical integration (with N = 300) to converge
to the analytical expression for BL of Eq. (4) . Higher
values of Lagrangian Betweenness are found at the
boundaries and across the narrow semi-circular line
splitting the domain vertically. The region spanned by
the moving line separating both gyres is clearly
highlighted by intermediate values of betweenness.
Once we tested explicitly the relation between BL and
B¯MPP , we focus on Lagrangian Betweenness. By short-
ening the time step of Eq. (5), we retrieve the continuous
definition of Eq. (4). In Fig. 3 we show the BL field com-
puted by using N = 300 time steps plotted with a linear
color map (top) and a logarithmic one (bottom). High
values of Lagrangian Betweenness are found close to the
boundaries of the system and in a narrow semi-circular
pattern splitting the domain vertically. Intermediate val-
ues are mainly found into a rectangular band centered on
6the mid-line of the domain. Its width matches the region
spanned by the line separating the two gyres in the flow
that oscillates with an amplitude that is proportional to
the parameter γ of the flow (see Methods IV D 1 and [13]).
FIG. 4: Superimposition (by difference) of forward (red)
and backward (blue) FTLE fields for different
intermediate times and matching the time interval
[0, 15]. The dashed black line is the BL ridge of Fig. 3.
We clearly see the moving location of a hyperbolic
trajectory, detected by the intersection of both main
ridges in backward and forward FTLE, changing its
position for different intermediate times. Such
hyperbolic trajectory matches perfectly the BL ridge.
While high values of BL at the borders are clearly
due to boundary effects, the semi-circular pattern in
the middle of the domain needs further analysis to be
properly understood. To this aim, in Fig. 4 we plot
snapshots of the difference between the exponents of
the two factors inside the integral of Eq. (4), i.e.
λ(xi, t, τ−t)−λ(xi, t,−t), for t = 5, 6, 7, 8, 9, 10 and keep-
ing τ = 15. Hence, red and blue regions present high val-
ues of forward and backward FTLE respectively and can
be ultimately related to stable and unstable manifolds of
the system. As illustrated in Fig. 4, the crossing point
of backward- and forward-in-time FTLE ridges identifies
the position for different values of t of a hyperbolic point
(like the one of Fig. 2 (a)), drawing thus a hyperbolic
trajectory.
The narrow semi-circular line of very high Lagrangian
Betweenness is highlighting thus a thin region of the sys-
tem that, averaging over the time interval [0,15], results
to be strongly hyperbolic. Interpretation of the features
in Supplementary Fig. 1 in terms of the high-stretching
lines of Fig. 4 is more difficult because the former is an
average over products of stretching factors of several two-
step paths with different intermediate times. But still
we can recognize many features in Supplementary Fig. 1
from the location of the high-stretching lines in Fig. 4
at appropriate times. For example one can identify some
of the lines in Supplementary Fig. 1b, computed as an
average of quantities at times 0, 5, 10 and 15 (N = 3),
with lines in Figs. 4a and 4f, computed at times 5 and
10. We can also relate Supplementary Fig. 1a with an
intermediate situation (at time 7.5) between Figs. 4c
and 4d (at times 7 and 8). All these comparisons finally
confirm our previous statement that strongly-stretching
hyperbolic points or regions can be associated to high
values of betweenness in weakly time-dependent flows.
D. Lagrangian Betweenness in the real ocean
To test our framework in a realistic geophysical set-
ting, we exploit state-of-the-art gridded velocity fields
of the ocean as modeled by a high-resolution hydro-
dynamic model and as measured by satellite altimetry
(see Methods IV D). By doing so, we illustrate numer-
ically our approach for velocity fields widely exploited
in oceanography while considering different effective res-
olutions: altimetry originates from remote-sensing ob-
servations but resolves only the upper mesoscale [36];
the high-resolution model is eddy-resolving, spanning the
full mesoscale and possibly the upper submesoscale [37].
Note that while we focus on a few examples of specific re-
gions in the following, our analyses and conclusions would
also hold to other similar structures that are found else-
where in the surface global ocean.
The paradigmatic areas on which we focus our at-
tention are the Adriatic Sea and the Kerguelen region.
These two regions are currently the subject of intense
research efforts to characterize ocean transport and dis-
persion, a fundamental driver of ecosystems functioning
and a key pre-requisite for sound marine spatial planning.
1. The Adriatic Sea
The Adriatic Sea is a relatively shallow sub-basin of the
Mediterranean Sea whose surface circulation is mainly
constrained by topographic features and seasonally-
varying atmospheric forcing processes, dominated by two
large wind-driven gyres [38, 39]. On top of this simpli-
fied view, significant levels of sub/mesoscale variability
super-impose their dynamical signatures, hampering our
ability to predict how oceanic tracers would mix around.
This complex surface circulation as well as the diver-
sity of marine activities developing there have stimulated
strong research interests in the last years [40, 41]. Un-
derstanding how any particulate or dissolved tracer such
as pollutants, fish larvae or debris may be mixed and
redistributed across this small -yet dynamical- sea can
7have critical consequences for conservation stakeholders,
environmental managers and politicians.
FIG. 5: On the top: BL field calculated for the 1st of
December 2013 and with an integration time τ of 15
days from model data. The black arrows sketch the
circulation pattern: two regional cyclonic gyres sharing
a contact point exactly where the “Pelagosa peak” of
BL is located. On the bottom, four panels: Evolution of
particle patches seeded in the interior of the gyres for
different intermediate times (see also the Supplementary
Video 1 for the full animation) from model data. The
white patch occupies initially the Middle Adriatic Gyre
and the red one the South Adriatic Gyre while the
contour of the BL peak is denoted by a solid grey line.
Note that exchanged water between the two gyres
always flows in a small region around the BL peak.
We plot in Fig. 5 (top) the BL field computed via
Eq. (5) from the high-resolution simulated velocity fields
in the Adriatic Sea, calculated for the 1st of December
2013 and with an integration time τ of 15 days (see Meth-
ods IV D). It shows a small circular area with extremely
large values of BL (almost one order of magnitude greater
than the surrounding) located south-east of the Pelagosa
Islands.
To better understand the origins of such strong pat-
tern, we focus on the main circulation by computing (see
Supplementary Fig. 2) the average sea surface height
(SSH) on the same period from the same model data.
Under the geostrophic approximation, isolines of the av-
erage SSH give the paths of the main currents. Inter-
estingly, we note that the region is characterized by two
cyclonic gyres that present a contact point in the same
approximate location of the “Pelagosa peak” of BL, re-
minding the hyperbolic geometry [42] of Fig.2 (c).
In order to quantify explicitly the influence of the
Pelagosa BL peak on the surrounding circulation we fill
the interior of the two gyres with tagged Lagrangian par-
ticles and we simulate their trajectories in between the
1st and the 15th of December. To draw the boundary
between the gyres interior and the exterior, we set a SSH
threshold of -20 cm and we seed particles only for SSH
values smaller than the threshold, associated thus to the
core of both gyres (see Supplementary Fig. 2). In Fig. 5
(bottom, four panels) we also show the evolution of the
aforementioned particle patches at different intermediate
times (see also the Supplementary Video 1 for the full
animation). The white patch is associated to the Middle
Adriatic Gyre and the red one to the South Adriatic Gyre
while the contour of the peak is denoted by a solid grey
line. The patches evolution confirms that the Pelagosa
peak is associated to the presence of a surprisingly stable
and steady hyperbolic point, crossed by a stable manifold
in the east/west direction and by a unstable one in the
north-west/south-east direction.
Moreover, looking at the water origins in the interior of
the Pelagosa peak, we find constantly both red and white
particles (representing water parcels) during the entire
period. Such high Lagrangian Betweenness area corre-
sponds indeed to the only place in the basin where it is
possible to encounter “white water” advected toward the
northern gyre and, at the same time, “red water” trans-
ported to the southern gyre (Supplementary Video 1).
This means that, similarly to the yellow node of Fig. 1,
the Pelagosa peak correctly exemplifies what an oceanic
bottleneck represents: a tiny portion of the ocean sur-
face that permits the exchange and subsequent mixing of
two water masses which occupied two, otherwise discon-
nected, large oceanic regions.
To prove the robustness of this structure to various ve-
locity field of different origins and resolutions, we repeat
the BL calculation varying the integration time τ and
using another dataset. In Supplementary Fig. 3 we show
four snapshots of BL fields for the 1st of December 2013,
for τ = 15, 30 days. These were computed from the high
resolution model velocity field already used (panel (a)
and (b)) and a regional altimetry-derived velocity field
(panel (c) and (d)), see Methods IV D for details on these
two products used. We find a remarkable regularity in
the position of the peak and a consistent increase of its
8absolute value with τ , both for model and satellite obser-
vations, as the approximation of Eq. (7) would suggest.
Finally, motivated by these results, in Supplementary
Fig. 4 we show a temporal average of the BL field
from the regional altimetry-derived velocity field across
the years 2002-2013, starting each calculation the 1st of
December and using an integration time τ of 30 days.
Again, the Pelagosa peak is clearly distinguishable con-
firming a striking regularity of this pattern also from sim-
ulations based on satellite observations and across several
years.
2. The Kerguelen region
To validate the existence of such high betweenness pat-
terns in other dynamical regimes we now focus on the
Kerguelen region. Located in the Indian sector of the
Southern Ocean, Kerguelen is characterized by intricate
circulation patterns due to the interaction of the ener-
getic Antarctic Circumpolar Current (driven by large-
scale forcing) with a complex topography [43]. This re-
gion constitutes also one of the ten largest marine pro-
tected areas in the world and understanding its circula-
tion properties is a pivotal step to characterize all the
marine biological processes inside it [44].
Using observed altimetry fields to compute trajectories
we show in Fig. 6 (top) the BL field in the region north-
east of the Kerguelen Islands for the 1st of December
2007 with integration time τ = 20. We can clearly iden-
tify a marked high-betweenness region which is shaped
as an elongated strip centered around 47.7S 75.0E with
an approximate length of 200 km and a width of 25 km
(we define it as the locations having BL > 100). Its loca-
tion likely coincides with the area where the Polar Front
meets the fast eastward flowing Antarctic Circumpolar
Current delimited by the Subantarctic Front [43].
In Fig. 6 (bottom, four panels) we also plot the evolu-
tion of two colored patches of water that flow across the
high betweenness strip at different intermediate times be-
tween the 1st and the 20th of December 2007 (see also
the Supplementary Video 2 for the full animation). The
two patches in the figure denote indeed all the surface
water parcels that, in the time window considered here,
touches a point with a betweenness value equal or greater
than the threshold used to delimit the strip.
To distinguish distinct water origins and to delineate
both patches, we apply a threshold on the backward-in-
time drifts computed for the 7 previous days for all La-
grangian particles (see the bimodal drift distribution in
Supplementary Fig. 5). Specifically, the patch present-
ing a drift larger than 200 km is associated directly to the
Circumpolar Current (red color). Conversely, the patch
of particles characterized by drifts smaller than 200 km is
associated to water coming from south-east of the Polar
Front (white color). This choice is supported by the fact
that the Polar Front is much more stagnating and me-
andering that the Circumpolar Current in the Kerguelen
region and this is also reflected in the strong bimodality
of the drift distribution (see Supplementary Fig. 5).
FIG. 6: On the top: BL field from altimetry data in the
region north-east of the Kerguelen Islands for the 1st of
December 2007 with integration time τ = 20. A marked
high betweenness strip is located in the area where the
Polar Front meets the Antarctic Circumpolar Current.
On the bottom, four panels: Evolution of the
Circumpolar Current patch (red) and the Polar Front
patch (white) flowing across the high betweenness strip
(delimited by the solid grey contour) at different
intermediate times from altimetry data (see also the
Supplementary Video 2 for the full animation). Waters
from different current systems are funneled through the
20 km wide strip being partially mixed; they separate
and disperse shortly after leaving this high-betweeness
strip.
The “hourglass” shape formed by these two La-
grangian patches (Fig. 6, panels (b) and (c)) indicates an
underlying mean circulation resembling the one sketched
in panels (b) and (d) of Fig. 2, suggesting thus the pres-
ence of a heteroclinic-like structure. Consistently with
this interpretation, three fundamental features charac-
terize the particle’s evolution close to the high BL area:
(i) a strong convergence towards the strip of the parti-
cles initialized in the west, equivalent to a backward-in-
time dispersion for particles entering in the strip from the
northwestern edge, (ii) a similarly strong forward-in-time
dispersion for particle exiting from the southeastern edge
9and (iii) a rapid and coherent southeasterly flow along the
entire strip.
Consequently, the tracer separation distance in the
transversal direction of the main eastward flow is of the
order of 250 km prior and after being funneled into a
mere 25 km wide strip (Supplementary Video 2). Simi-
larly to the Adriatic Sea example, the high-betweenness
strip represents thus a tiny oceanic region that sees differ-
ent water masses converging together to rapidly spread
away after being partially mixed. Such dense congestion
of trajectories illustrates perfectly the concept of bottle-
neck sketched in Fig. 1: a narrow passage in the ocean
surface that sees water parcels coming from disparate
origins and going to many different destinations.
Finally, to investigate the robustness of the pattern to
changes of the integration time, in Supplementary Fig.
6 we show the Lagrangian Betweenness field in the same
region but for different values of τ . We find, both in the
τ = 15 and τ = 25 field, the high BL area in the same lo-
cation and with small variations in intensity (consistently
with the use of larger τ).
III. DISCUSSION
A. From Network Theory to Dynamical Systems
and back
Even if NT and DST are used to approach a broad
variety of common subjects in the complex systems field,
there exists only few theoretical connections between
them.
In the present work we contribute to bridge this gap by
introducing the concept of betweenness [24] in the con-
text of DST, allowing the quantitative identification of
bottlenecks of transport and unveiling their role in the
connectivity of dynamical systems. On the other hand,
from the NT side, Eq. (4) provides a novel interpreta-
tion of betweenness in complex networks connecting it
to hyperbolic, homoclinic and heteroclinic dynamics [1].
Hence, sensitivity to initial conditions and chaotic be-
havior can be related to high-betweenness nodes of the
network representing a given dynamical system.
Moreover, the continuous-in-time definition that we
propose permits to obtain a betweenness measure directly
from degrees without passing through the definition of
paths. This poses the question if betweenness central-
ity is a property that can be simply ascribed to degree’s
topology. Indeed, also in networks where the link du-
ration is fixed, there is still the possibility of using a
formulation similar to Eq. (2) in which the degrees are
replaced by k-neighbor degrees (see Methods IV C).
Our definition of betweenness accounts for all the paths
crossing a given node, not just a subset of them (e.g.
most probable, fastest, shortest ones) [21, 28–30]. In-
deed, such approach seems to be the most natural when
there is no possibility for the transported quantity to ac-
tively chose the most convenient pathways [28, 29].
All in all, if betweenness has proved to be a funda-
mental measure to assess locally the vulnerability and
controllability of complex networks, these properties can
be also linked now with DST concepts of predictability
and chaos associated to the underlying system dynamics.
B. Bottlenecks in fluid flows and beyond
From a geophysical perspective, this paper gives a new
perspective on the role, in terms of fluid transport, of
hyperbolic points and heteroclinic connections.
Even though a wide variety of structures, including
some resembling those revealed by Lagrangian Between-
ness, have been already detected in laboratory and in
geophysical flows [12, 42], they have not been explicitly
associated to transport “bottlenecks”. Here we show that
high BL regions see fluid masses coming from several
origins and going to many other destinations, with the
difference that, for hyperbolic points (Adriatic Sea), the
fluid exchange is typically modest, while for heteroclinic
connections (Kerguelen), it is larger.
Surprisingly, in our oceanic examples, we also find that
such points or connections are sometimes much more sta-
ble and persistent than expected, despite the time vari-
ability of realistic flows that, evidently, is not sufficiently
strong to completely disrupt them. The robustness of
such structures is confirmed by a series of considerations:
(i) they are detectable both from high-resolution mod-
els and SSH measurements, (ii) they result to be robust
for different τ ’s and different resolutions of the initial-
ization grid, (iii) they can be found across several years
close to the same position, possibly constrained by the
bathymetry.
In the ocean, high Lagrangian Betweenness regions
represent the optimal compromise between “source” and
“sinks” in terms on number of water origins and destina-
tions, and could be associated thus to ecological hot-spots
promoting marine ecosystems biodiversity [45, 46]. Such
marked heterogeneity of water histories could indeed fa-
vor immigration, species turnover and aggregation across
the entire trophic chain, from plankton to top predators
[47].
Another potential application would be to use these
bottlenecks to deploy primarily pollution monitoring pro-
gram or cleaning solutions. Moreover, the effectiveness of
the betweenness measures in assessing systems sensitiv-
ity and vulnerability could also contribute to the design
of optimized observing systems [48]. High betweenness
hot-spots could indeed provide early-warning signals of
how geophysical flows will be affected by multiple stres-
sors such as heat-waves and pollutants spreading. This
suggests that these regions could represent good candi-
dates for the application of protection strategies and help
substantially marine spatial planning.
Beyond the applications to fluid flows at different
scales, the concept of bottleneck has clear applications
to any type of transportation network (from urban mo-
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bility networks or internet routing, to transport in cells or
communication in neurons). The connection of this net-
work concept with well-studied behaviors in dynamical
systems such as divergence of trajectories or controllabil-
ity [49] opens novel and promising avenues of research.
IV. MATERIAL AND METHODS
A. Finite-Time Lyapunov Exponents
In Dynamical System Theory, a quantity to charac-
terize locally dispersion and mixing is the Finite-Time
Lyapunov Exponent (FTLE) [1]. It is defined as:
λ(x0, t;T ) =
1
2|T | log |Λmax|, (9)
with Λmax the largest eigenvalue of the right Cauchy-
Green strain tensor [13]. Eq. (9) can be expressed also
as:
λ(x0, t;T ) =
1
|T | log
( ||δx0(t, T )||max
||δx¯0(t)||
)
, (10)
where ||δx¯0(t)|| is the initial separation between
infinitesimally-close initial conditions located around x0
at time t and aligned with the eigenvector of Λmax; while
||δx0(t, T )|| is the final separation of those particles at
time t+T , being the maximum possible separation result-
ing from all the directions of particle separation δx0(t).
FTLEs characterize thus the maximum logarithmic sep-
aration rate, over an interval of time T , around x0; for
T > 0 and T < 0 we obtain the forward and backward in
time FTLE respectively. Hence, an initial sphere or circle
of diameter d located in x0 at time t would be elongated
at time t+T by a stretching factor s(x0, t;T ) defined as:
s(x0, t;T ) = e
τλ(x0,t;T ). (11)
Practically, for a given system, FTLEs are obtained
from Lagrangian trajectories of a set of initial conditions
during a fixed time interval. Such trajectories are usually
reconstructed using modeled or observed gridded veloc-
ity fields, or real trajectories from Lagrangian drifters.
Then, from the initial and final distances between dif-
ferent initial conditions, the local rate of separation is
calculated.
B. Lagrangian Flow Networks
Lagrangian Flow Networks (LFNs) construction is
based on the discretization of a metric domain D in a fine
partition in boxes, {Bi, i = 1, 2, ..., L}, characterized by
a linear size χ. This set of boxes are identified uniquely
with the nodes of the network. Then, to each pair of
nodes i and j a directed link with a weight A(t0, τ)ij is
assigned and it corresponds to the amount of volume m
present in Bi at time t0 that is found in Bj after a time
τ :
A(t0, τ)ij = m
(Bi ∩ Φ−τt0+τ (Bj)) , (12)
where Φτt0 is the time evolution operator from time t0 to
t0 + τ . Numerical estimations of A(t0, τ) can be done by
seeding in Bi a large number of initial conditions, i.e. La-
grangian particles, following their trajectories for a time
τ , and counting how many ended into each Bj . We define
the network out-degree and in-degree of node i respec-
tively, as:
KOi (t0, τ) =
∑
j
{
1 if A(t0, τ)ij > 0
0 otherwise
,
KIi (t0, τ) =
∑
j
{
1 if A(t0, τ)ji > 0
0 otherwise
. (13)
Similarly we also define the out-strength and in-strength
of node i as:
SOi (t0, τ) =
∑
j
A(t0, τ)ij ,
SIi (t0, τ) =
∑
j
A(t0, τ)ji. (14)
Using Eq. (14), two normalizations for the matrix
A(t0, τ)ij can be defined:
Pf (t0, τ)ij =
A(t0, τ)ij
SOi (t0, τ)
,
Pb(t0, τ)ij =
A(t0, τ)ij
SIj (t0, τ)
. (15)
Since A(t0, τ)ij ≥ 0, Pf (t0, τ)ij is a row-stochastic
matrix while Pb(t0, τ)ij is column-stochastic. Hence,
Pf (t0, τ)ij can be interpreted as the probability for a
Lagrangian particle to reach the box Bj at time t0 + τ ,
under the condition that it started from a uniformly ran-
dom position within box Bi at time t0. Analogously,
Pb(t0, τ)ij corresponds to the probability for a particle
of having started from Bi at time t0, under the condition
of being found in a random position within Bj at time
t0+τ . Thus, P
f (t0, τ)ij is also the forward-in-time prob-
ability for a random walker to jump from node i at t0 to
j in a time τ while Pb(t0, τ)ij is the backward-in-time
probability to go from j to i.
An interesting relationship between the degrees defined
in this Methods and the FTLEs defined in Methods IV A
was found in [17]. The degree of a node turns out to
be given, to a good approximation, to an average of the
stretching factor (11) over the initial conditions contained
in the node:
KOi (t0, τ) ≈
1
m(Bi)
∫
Bi
dx0e
τλ(x0,t0,τ),
KIi (t0, τ) ≈
1
m(Bi)
∫
Bi
dx0e
τλ(x0,t0+τ,−τ). (16)
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These relationships are used, in the limit of sufficiently
small nodes, to derive Eq. (3).
Moving towards a multi-step description of the dynam-
ics, we denote a generic path µ of M -steps between nodes
i and j as a (M + 1)-uplet µ ≡ {i, k1, ... , kM−1, j} pro-
viding a sequence of nodes crossed to reach j at time
tM from i at time t0. Assuming a Markovian dynamics,
the forward-in-time probability for a random walker to
take the path µ under the condition of starting at i is
[21, 27, 50]:
(pfij)µ = P
f(1)
ik1
[
M−1∏
l=2
P
f(l)
kl−1kl
]
P
f(M)
kM−1j , (17)
where Pf(l) corresponds to Pf (tl−1,∆t) with tl = (t0 +
l∆t) and l = {1, ...,M}. Hence, ∆t is the duration of a
single step and, without loss of generality, is assumed
to be constant in the whole path. Consequently, the
backward-in-time probability to take the path µ under
the condition of starting at j is:
(pbij)µ = P
b(1)
ik1
[
M−1∏
l=2
P
b(l)
kl−1kl
]
P
b(M)
kM−1j , (18)
where Pb(l) corresponds to Pb(tl−1,∆t) with tl = (t0 +
l∆t) and l = {1, ...,M}. Maximizing Eq. (17) and
Eq. (18) over the intermediate nodes, we are able to
find the most probable path (MPP) connecting each pair
of nodes i, j forward and backward in time respectively.
With the whole set of MPPs at hand, we can now pro-
vide a probability-based definition of betweenness cen-
trality. We define the forward- and backward-in-time
MPP-betweenness at M -steps as:
BfMPPi =
∑
l,m
gi(l;m), (19)
BbMPPi =
∑
l,m
hi(l;m), (20)
where gi(l;m) = 1 or hi(l;m) = 1 when i is crossed by the
forward or backward MPP between l and m respectively,
and zero otherwise. Then, we can finally introduce the
symmetrized-in-time MPP-betweenness of Eq. (8) as an
average of BfMPPi and B
bMPP
i :
B¯MPPi =
∑
l,m
gi(l;m) +
∑
l,m
hi(l;m) . (21)
C. The time-independent case
For the case of time-independent networks we lose the
temporal dimension and the degrees will not depend any-
more on time. However, we still have the information of
the number of steps needed to build a given path across
the network. In this sense, long-range connections will be
realized across a larger number of steps than the shorter
ones. We denote the weighted, time-independent adja-
cency matrix of a given time-independent network as
A. We also define the correspondent unweighted, time-
independent adjacency matrix as:
Uij =
{
1 if Aji > 0
0 otherwise
. (22)
We introduce the time-independent k-neighbor in- and
out-degrees as:
KO(k)i =
∑
j1,j2,...,jk
Uij1Uj1j2 ...Ujk−1jk ,
KI(k)i =
∑
j1,j2,...,jk
Uj1iUj2j1 ...Ujkjk−1 , (23)
where we set KO(0)i = KI
(0)
i = 1.
Following the approach presented in Section II B and
using Eq. (23) we finally find an analogous expression to
Eq. (2) for the time-independent case:
1
k
k∑
l=0
KI(l)i KO
(k−l)
i . (24)
D. Theoretical and realistic flow fields for
numerical evaluations
In this Section we describe the theoretical flow model
used to test Eq. (4) and the realistic oceanic velocity
fields used to compute BL in two different geophysical
contexts.
1. The double-gyre flow system
The double gyre [13, 34] is a two-dimensional time-
periodic flow defined in the rectangular region of the
plane x = (x, y) ∈ [0; 2] × [0; 1]. It is characterized by
the stream function:
ψ(x, y, t) = A sin(pif(x, t)) sin(piy) , (25)
with:
f(x, t) = a(t)x2 + b(t)x, (26)
a(t) = γ sin(ωt) , (27)
b(t) = 1− 2γ sin(ωt) . (28)
From these expressions, the two components of the ve-
locity are:
x˙ = −∂ψ
∂y
= −piA sin(pif(x, t)) cos(piy), (29)
y˙ =
∂ψ
∂x
= piA cos(pif(x, t)) sin(piy)
∂f(x, t)
∂x
. (30)
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Depending on the value taken by the parameter γ, this
theoretical flow field displays different dynamical behav-
iors, yet sufficiently simple to carefully analyze the under-
lying structures. For γ = 0, the flow is steady and fluid
particles follow very simple trajectories, rotating along
closed streamlines, clockwise in the left-hand side of the
rectangular domain, and counterclockwise in its right-
hand side. The central streamline x = 1, a heteroclinic
connection between the hyperbolic point at (1, 1) and the
one at (1, 0), acts as a separatrix between the two regions.
However, when γ > 0, more complex behavior, including
chaotic trajectories, arises. The periodic perturbation
breaks the separatrix, so that some exchange of fluid is
possible between the left and the right sub-domains. As
parameters, following [13], we chose A = 0.1, ω = 2pi/10,
γ = 0.25 and we focus our analysis on the time interval
[0, 15] setting t0 = 0 and τ = 15. For the calculation
of BL we fill the whole domain with 78804 Lagrangian
particles regularly spaced and we reconstruct each tra-
jectory using a Runge-Kutta 4th-order integration algo-
rithm with temporal step of 0.05. For the calculation of
B¯MPP we use instead 2001000 particles uniformly seeded
in 20000 square boxes representing network nodes and
the same Runge-Kutta 4th-order integration scheme.
2. Ocean current velocities: Adriatic Sea
First, we use the horizontal near-surface currents sim-
ulated by a data-assimilative operational ocean model
at (1/16)◦ of resolution over the Mediterranean basin,
provided by E.U. Copernicus Marine Environment Ser-
vice Information website (http://marine.copernicus.eu).
Further information on this model can be found in [51].
Among the 72 horizontal layers resolved by the model, we
focus on surface ocean dynamics by seeding Lagrangian
particles on a regular grid of (1/20)◦ of resolution over
the 15 m depth layer and considering only the horizontal
velocity. Particles were advected with a 4th-order Runge-
Kutta scheme with a time step of 3 hours to generate
trajectories that were then used to compute the Finite-
Time Lyapunov Exponents and BL, which was calculated
according to Eq. (5), by considering ∆tα = 1 day.
Secondly, we exploit a gridded velocity field at
(1/8)◦ spatial resolution representing surface geostrophic
currents computed from remote-sensed Sea Surface
Height (SSH). Altimetric products (SSH, SLA Sea Level
Anomaly, and the twenty-year mean geoid) come from
the regional SSALTO/DUACS gridded multi-mission al-
timeter product, processed by SSALTO/DUACS and
distributed by Aviso+ (https://www.aviso.altimetry.fr).
This horizontal velocity field was used to compute BL as
explained before, while seeding particles over a regular
grid of resolution of (1/40)◦.
3. Ocean current velocities: Kerguelen region
The horizontal velocity fields used for the Kerguelen
region come from the Kerguelen altimetry regional prod-
uct. This product, specifically calibrated for the region,
was also processed by SSALTO/DUACS and distributed
by Aviso+ (https://www.aviso.altimetry.fr). The veloc-
ity field possesses a (1/8)◦ spatial resolution and were
used to compute BL with the same scheme illustrated
for the Mediterranean Sea, with a resolution of (1/40)◦.
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