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1. INTRODUCTION
Depuis la de monstration par Hermite de la transcendance de e en 1873,
la plupart des de monstrations de transcendance fait appel a des construc-
tions de fonctions auxiliaires. En 1989, Michel Laurent introduisit une
nouvelle me thode qui est base e sur la construction de matrices d’interpola-
tion. Un avantage important de cette me thode est de fournir des re sultats
totalement explicites. On se propose d’utiliser cette technique pour donner
pour la premie re fois un re sultat entie rement explicite relatif a l’aspect
quantitatif du the ore me de LindemannWeierstrass que nous rappelons ci-
dessous.
Si :1 , ..., :p sont des nombres alge briques line airement inde pendants sur les
rationnels alors e:1, ..., e:p sont alge briquement inde pendants.
Il s’agit en fait de trouver une minoration de |P(e:1, ..., e:p)| ou P est un
polyno^me non nul de K[X1 , ..., Xp] dont le degre est d (K de signant un
corps de nombres de degre D sur Q) et :1 , ..., :p sont des e le ments de K
line airement inde pendants sur Q. En utilisant le principe des tiroirs de
Dirichlet, on montre que pour tout p-uplet de nombres complexes (z1 , ..., zp),
il existe c=c(z1 , ..., zp)>0 tel que pour tout dc, Hc, on ait




ou le minimum est pris sur l’ensemble des polyno^mes non nuls de
Z[X1 , ..., Xp] dont le degre est d et dont la hauteur est H. Notre but
est de trouver une minoration proche de cette borne. Les premiers travaux
relatifs a ce sujet ont de bute en 1932 par Mahler ([M]).
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Il de montre qu’il existe une constante H0=H0(d, :1 , ..., :p)>0 telle que si
HH0 , on ait
log |P(e:1, ..., e:p)|&cd p log H,
ou c=c(:1 , ..., :p)>0 et P est un polyno^me non nul de Z[X1 , ..., Xp] dont
le degre est d et dont la hauteur est H.
Ces travaux se sont poursuivis jusqu’a nos jours et le re sultat le plus
re cent est celui d’Ably [A]. En utilisant le crite re d’inde pendance alge bri-
que de P. Philippon, et dans le cas ou les coefficients de P sont des entiers
rationnels, il obtient la minoration
log |P(e:1, ..., e:p)|&cd p(log H+exp(Cd p log(d+1))),
ou c=24p3+18p2+25p+4pp2+ p+2(4D+ p+1) p+2 D p2+ p+1 et C=C(:1 , ..., :p).
Notre but est d’ame liorer ce dernier re sultat et d’expliciter la de pendance
en :1 , ..., :p .
Le plan de cet article est le suivant. Dans le paragraphe 2, nous donnons
quelques proprie te s de la hauteur absolue qui est la notion de mesure des
nombres alge briques que nous utilisons dans ce travail. Nos re sultats sont
e nonce s dans le paragraphe 3. Ils de coulent tous du the ore me 1 et s’obtiennent
par spe cialisation des parame tres. Les paragraphes 4, 5, et 6 correspondent
aux de monstrations des e nonce s du paragraphe 3.
2. UNE MESURE ALGE BRIQUE: LA HAUTEUR ABSOLUE
2.1. Hauteur absolue d ’un nombre alge brique
De finition 2.1. Soit K un corps de nombres de degre D sur Q et : un
e le ment de K. Notons MK l’ensemble des valeurs absolues normalise es de
ce corps. Rappelons que si & de signe une place de K, on normalise la valeur
absolue | | & par le fait qu’elle prolonge a K la valeur absolue archime dienne
ou p-adique usuelle sur Q. Nous appelons hauteur absolue du nombre : le
nombre ha(:)=>& # MK max[1, |:| &]
D&D, ou D& (degre local en &) de signe
la dimension du comple te de K pour & sur R si & est archime dienne, ou sur
Qp si & est un prolongement de la valeur absolue p-adique (Qp de signant
le comple te de Q pour la valeur absolue p-adique).
Remarques. 1. Si : est un nombre alge brique non nul, on a ha(:)
=ha(1:).
2. |:|ha(:)D.
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3. Si : est un nombre alge brique non nul, on a |:|ha(:)&D
(ine galite de Liouville).
Nous ge ne ralisons la de finition 2.1 a un e le ment de KN.
De finition 2.2. Soit :

=(:1 , ..., :N) un e le ment de KN, on appelle hauteur
absolue de :

, le nombre ha(:
)=>& # MK max[1, max1iN |:i | &]
Dr D.
Nous voyons maintenant un lemme relatif a la majoration de la hauteur
de la valeur prise par un polyno^me en un point alge brique.
Lemme 2.1. Soit P un polyno^me de Z[X

, Y1 , ..., Yn ] de longueur L(P) a
mn+q variables ou X

=(X1 , ..., Xq) et Y

k=(Y1, k , ..., Ym, k) (k=1, ..., n).
Conside rons bi, k (1im, 1kn) et :j (1 jq) des e le ments de K.
Notons :

=(:1 , ..., :q) et pour tout k(1kn), b k
=(b1, k , ..., bm, k). Nous














degXj (P) log ha(:j). (2.1)
Preuve. Cf. [W], report n% 116, Madras.
Nous utiliserons la version suivante de l’ine galite de Liouville.






















degXj (P) loga(:j). (2.2)
Preuve. Lemme 3.14 de [W].
2.2. Hauteur absolue d ’une matrice
Si M est une matrice a m lignes et n colonnes, a coefficients dans K, et
de rang mn; nous de finissons ses valeurs absolues locales par
v Si & est ultrame trique |M| &=maxI |2I | & ou I parcourt l’ensemble
des parties a m e le ments de [1, ..., n] et ou 2I de signe le de terminant m_m
extrait de M dont les indices de colonnes sont les e le ments de I.
v Si & est re elle, |M| &=|det(M } tM)| 12& .
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v Si & est complexe, |M| &=|det(M } M*)| 12& ou M* de signe la
matrice adjointe de M.
La formule de CauchyBinet (cf. Annexe I de [Gr]) montre que si & est
archime dienne,














Sous certaines conditions, nous e tablissons un lien entre la hauteur absolue
d’une matrice et les hauteurs absolues des vecteurs colonnes.
Lemme 2.3. Soient b

=(b1 , ..., bN) un e le ment de KN et M=(; i, k) i, k une
matrice de format m_n et de rang mn, dont les coefficients sont e gaux a
ze ro ou a un e le ment de b

.





Preuve. Si & est ultrame trique, |M| &=maxI |2I | & . Pour un certain I,
notons i1 , ..., im les e le ments de I e crits dans l’ordre croissant. 2I s’e crit
alors 2I=p\;p(1), i1 } } } ;p(m), im , ou p de crit les permutations de [1, ..., m]. Il
en re sulte l’estimation: |M| &maxI (maxP |;p(1), i1 } } } ;p(m), im | &). Par suite,
nous obtenons |M| &|b
| m& .
Si & est archime dienne, nous avons |M| &=(I |2I | 2&)
12. Il y a ( nm) de ter-
minants 2I et chaque de terminant est une somme alge brique de m ! termes
du type \;p(1), i1 } } } ;p(m), im . Finalement nous obtenons l’ine galite (2.3). K
3. E NONCE DES RE SULTATS
3.1. Minoration de la distance du point (e%1, ..., e%m ) a un sous-espace affine
alge brique de Cm
Soit m un entier rationnel strictement supe rieur a 1. Nous appelons sous-
espace vectoriel alge brique de Cm, tout sous-espace vectoriel qui posse de
une base dont les e le ments appartiennent a Q m. Soient n un entier rationnel
strictement positif tel que n<m, et %

=(%1 , %2 , ..., %m) ou %1 , %2 , ..., %m sont
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des e le ments distincts deux a deux d’un corps de nombres K de degre D sur
Q. Si E de signe un sous-espace vectoriel alge brique de Cm de dimension n,
on peut supposer sans restriction que le sous-espace vectoriel F d’e quation
x1=x2= } } } =xn=0 est un supple mentaire de E. Ainsi le vecteur (e%1, ..., e%m )
se de compose d’une manie re unique comme suit







=(0, ..., 0, =n+1 , ..., =m) est un e le ment de F et e
un e le ment de E.
Il s’agit de minorer la distance ==maxn+1im |=i |.
On peut supposer quitte a agrandir K que E est alge brique sur K et par




) de E telle que b
 k
=(b1, k , ..., bm, k)












et A=: log ha(%
).
Notre re sultat principal est le
The ore me 1. Soit R un re el >1 et T, J, S des entiers rationnels positifs
tels que:





ST log R&DNTJ log J&
T 2 log R
4














The ore me 2 (The ore me de LindemannWeierstrass ge ome trique). Si
m>(4D+1) n, nous obtenons l ’ine galite (2) ci-dessous
log =>&39D log B&13Dm log m










3.2. Recherche d ’une borne infe rieure explicite pour |P(e:1 , ..., e:p )|
Soit K un corps de nombres de degre D sur Q. Il s’agit de minorer d’une





_ } } } _
Xnp, jp est un polyno^me non nul de K[X1 , ..., Xp] et :1 , ..., :p sont des
e le ments de K line airement inde pendants sur Q.
Soit 2P le discriminant de Q(;1 , ..., ;L). Nous appelons hauteur absolue
de P la hauteur absolue de ;

=(;1 , ..., ;L).
The ore me 3 (The ore me de LindemannWeierstrass effectif). Soit P un
polyno^me non nul de K[X1 , ..., Xp] de degre d (d1) et de hauteur
absolue H. Posons :

=(:1 , ..., :p) ou :1 , ..., :p sont des e le ments de K line aire-
ment inde pendants sur Q.
Nous avons la minoration
log |P(e:1, ..., e:p)|









c$=22& p 32p+1p pD p+1+(1+6D) 24& p32pp pD p log(9pD)
+24& p32pp pD p+1(1+6p) log ha(:
)
c"=(1+6D) 24& p32pp pD p.
Nous pouvons remarquer la nette ame lioration obtenue par rapport au
re sultat d’Ably ([A]), notre constante c est meilleure et la de pendance par
rapport aux :1 , ..., :p est totalement explicite.
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Cas particulier. Si les coefficients du polyno^me P sont des entiers
rationnels, nous pouvons dans l’ine galite (3), remplacer H par la hauteur
usuelle de P. De plus dans ce cas, le terme log |2p | est nul.
Exemple. Soit P un polyno^me non nul de Z[X, Y] de hauteur H et
de degre d (d1).
En conside rant la valeur prise par ce polyno^me au point (e- 2, e- 3),
l’ine galite (3) nous fournit la minoration
log |P(e- 2, e- 3)|&5_105 d 2 log H&5_105 d 2 e5_106 d 2 log(d+1).
4. PREUVE DU THE ORE ME
Puisque e

=(e%1, ..., e%n, e%n+1&=n+1 , ..., e%m&=m) est un e le ment non nul








les *k ne sont pas tous nuls. De plus, nous pouvons supposer sans perte de
ge ne ralite que |*1 |=maxk |*k |. Soit T, J, S des entiers rationnels stricte-
ment positifs. La de monstration du The ore me 1 s’effectue en cinq e tapes.
4.1. Premie re e tape: De finition de la matrice d ’interpolation
Soit M la matrice de format mJ_(S+nT ) de finie par:
U1 b1, 1V1 } } } b1, nV1
U2 b2, 1V2 } } } b2, nV2
b b b b b b
M= b b b b b b .
b b b b b b
b b b b b b
Um bm, 1Vm b b b bm, nVm
ou d’une part, Ui (1im) de signe la matrice de format J_S dont les
coefficients sont les de rive es au point %i des fonctions xs (0s<S) pour
l’ope rateur de de rivation d j= jj ! x j. Un coefficient de cette matrice est
donc de la forme
(d jxs)(%i)={
0
\ sj+ %s& ji
si j>s
si js
ou j est l’indice des lignes et s celui des colonnes.
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D’autre part, Vi e%i (1im) est la matrice de format J_T dont les
coefficients sont les de rive es au point %i des fonctions xtex(0t<T ) pour
l’ope rateur de de rivation d j= jj ! x j.


















ou j est l’indice des lignes et t celui des colonnes.
4.2. Deuxie me e tape: Un lemme de ze ros
Lemme 4.2. Soient J, S, T trois entiers rationnels positifs tels que JT,
Jn et mJS+nT+(m24). Alors le rang de la matrice M est maximal
(e gal a S+nT ).
Preuve. Supposons par l’absurde que le rang de M soit strictement
infe rieur a S+nT.











ou d’une part, zs (1sS) et zt, k (1tT; 1kn) sont des nombres
complexes non tous nuls, et d’autre part, Cs de signe la colonne d’indice s
et Ct, k la colonne d’indice S+(k&1) T+t.
Soit P(x) :=Ss=1 zsx
s&1, Qk(x) :=Tt=1 zt, kx
t&1 (1kn) et Q i (x) :=
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Notre combinaison line aire des colonnes est un syste me homoge ne a mJ




(%i)=0 (1im, 0 j<J), (4.1)
ou 8i (x)=P(x)+Q i (x) ex.
Ve rifions dans un premier temps que P n’est pas identiquement nul.
Sinon notre syste me homoge ne (4.1) se simplifie sous la forme
 j (Q iex)
x j
(%i)=0 (1im, 0 j<J).
Comme  jQ i x j= j (e&x(Q iex))x j= jp=0 (
j
p)(
p(Q iex)x p)( j& p(e&x)




D’un autre co^te , deg Q i<TJ. Ainsi, pour tout i (1im), Q i a au
moins J racines distinctes compte es avec leur ordre de multiplicite et son




libre, nous obtenons zt, k=0 (1tT; 1kn), ce qui est contradictoire.
Ve rifions de me^me que les Q1 , ..., Qn ne sont pas tous nuls. Sinon, notre
syste me homoge ne s’e crit
 jP
x j
(%i)=0 (1im, 0 j<J).
Puisque les %i sont distincts, P a au moins mJ racines distinctes compte es
avec leur ordre de multiplicite et son degre est <S. Comme par hypothe se,
mJ>S, on en de duit que P=0. Cela nous conduit a une contradiction.
On proce de alors de la fac on suivante.
Soit n$ la dimension du C-espace vectoriel CQ1+ } } } +CQn . Puisque
Q1 , ..., Qn ne sont pas tous nuls, n$1 et nous pouvons supposer sans
restriction que Q1 , ..., Qn$ est une base de cet espace vectoriel. Il s’ensuit que






$k=(b$1, k , ..., b$m, k) (1kn$) sont des combinaisons line aires des b l(1ln).
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Conside rons le Wronskien W(x) des fonctions P, Qi ex, ..., Qn$ex. Ce
Wronskien est non identiquement nul puisque ces fonctions sont C-line -
airement inde pendantes. Il s’ensuit que le polyno^me e&n$xW(x) n’est pas
identiquement nul. Estimons d’abord le degre de ce polyno^me.
Nous examinons d’abord le cas particulier ou les polyno^mes P, Q1 , ..., Qn$
sont des mono^mes: P(X)=X s, Qk(X)=X tk (1kn$), avec 0sS&1,
0tkT&1. De plus, nous pouvons supposer que les exposants tk
(1kn$) sont distincts deux a deux, car sinon le Wronskien correspon-











Par multiline arite sur les colonnes, nous pouvons dans le cas ge ne ral nous
ramener au cas particulier des mono^mes. Finalement, nous obtenons que le
degre du polyno^me e&n$xW(x) est
S+n$T&n$2&1.
D’un autre co^te , fixons un indice i (1im). Comme 8i (x)=P(x)+
Q i (x) ex, W(x) est aussi le Wronskien des fonctions 8i , Q1ex, ..., Qn$ex.
Puisque ( j8 ix j)(%i)=0 (0 j<J), il en re sulte que ( jWx j)(%i)=0
(0 j<J&n$). Cela entra@^ne que %i est une racine d’ordre J&n$+1 de
e&n$xW(x). Cela nous conduit a l’ine galite mJS+n$T+n$(m&n$)&m&1.
Comme m24n$(m&n$), cette ine galite est contradictoire avec mJ
S+nT+m24. K
Si mJS+nT+(m24), il existe d’apre s le Lemme 4.2 un mineur maxi-
mal 2 non nul extrait de M. Nous estimons d’abord ce mineur par de faut.
4.3. Troisie me e tape: Minoration arithme tique de |2|
Il sera commode de noter M=(ap, q), ou 0p<mJ et 0q<S+nT.
Pour 0p<mJ et 0q<S+nT, on pose: ip=[ pJ]+1, jp= p&
(ip&1) J.
Et si Sq<S+nT, on pose kq=[(q&S)T]+1, tq=q&S&(kq&1) T,
ou [ ] de signe la partie entie re. On a 1ipm, 0 jp<J, 1kqn et
0tq<T.
On de finit ap, q par: si 0q<S, ap, q=(d jp xq)(%ip);
si Sq<S+nT, ap, q=bip , kq e
&%ip (d jp xtq ex)(% ip).
Lemme 4.3. Soient J, S, T trois entiers rationnels positifs tels que
ST et mJS+nT.
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S ’il existe un mineur maximal 2 non nul extrait de la matrice M, nous avons
la minoration




&DnT log J !&DmJSA&DT log B. (4.2)
Preuve. Soit 2 le mineur non nul d’ordre S+nT, extrait de M. Notons
Ii l’ensemble des indices des lignes de 2 associe s a %i , et I2 l’ensemble des




Ii et Ii=I2 & [(i&1) J, iJ[.
Compte tenu de ces notations, ce mineur s’e crit 2=det(ap, q), ou p # I2 est
l’indice des lignes et q celui des colonnes (0q<S+nT ).
Multiplions les nT dernie res colonnes de la matrice associe e a 2 par J !,
nous obtenons une nouvelle matrice dont le de terminant correspondant est













1 , ..., Y










=(X1 , ..., Xm) et, pour tout k (1kn), Y

k=(Y1, k , ..., Ym, k). Ce























1 , ..., Y

n),
ou _ de crit toutes les bijections de [0, 1, ..., S+nT&1] sur I2 avec




1 , ..., Y

n) sont de finis par















ou j= p&(i&1) J.
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Si p est un e le ment de Ii et si l’entier rationnel q est tel que





1 , ..., Y


















1 , ..., Y













degXj Q_log ha(%j). (4.3)
Une estimation e le mentaire des degre s partiels et de la longueur de ce




1 , ..., Y

n)<JS, (4.4)
L(Q)<(S+nT )! 212(S(S&1)+nT(T&1))J !nT. (4.5)
En substituant (4.4) et (4.5) dans (4.3), il vient




&DnT log J!&DmJSA&DT log B. K
4.4. Quatrie me e tape: Majoration analytique de |2|
Lemme 4.4. Si mJ(S+nT ), alors pour tout de terminant 2 d ’ordre
(S+nT ) extrait de M, nous avons
log |2|<&ST log R+log((S+nT )!)+ 12(S(S&1)+nT(T&1)) log 2
+ 12 (S
2+nT 2) log |%

|+DT log B&T log |*1 |+log 4, (4.6)
ou 4 :=Tt=0 (
T
t ) =
t eR(1+|% | )(T&t)Rt(S+T&t).
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Preuve. Notons Ct, k la colonne de M d’indice S+(k&1) T+t ou
1tT et 1kn. Ainsi
2=det(C*1 , ..., C*s , C*1, 1 , ..., C*T, 1 , ..., C*1, n , ..., C*T, n),
ou C*i (1iS), C*t, k (1tT, 1kn) sont les colonnes de M tronque es.
Pour chaque valeur de t (1tT ), remplac ons dans la matrice M, la
colonne Ct, 1 d’indice S+t par nk=1 *kCt, k . Nous obtenons une nouvelle
matrice note e M qui est de me^me rang que M.
U1 V1e%1 b1, 2V1 } } } } } } b1, nV1
U2 V2e%1 b2, 2V2 } } } } } } b2, nV2
b b b b b b
M = Un Vne%n bn, 2Vn } } } } } } bn, nVn .
Un+1 Vn+1(e%n+1&=n+1) bn+1, 2Vn+1 } } } } } } bn+1, nVn+1
b b b b b b
Um Vm(e%m&=m) bm, 2Vm b b bm, nVm
2 e tant indexe par l’ensemble des lignes I2 , le de terminant extrait de M
correspondant s’e crit
2 =det(C*1 , ..., C*S , C *1, 1 , ..., C *T, 1 , C*1, 2 , ..., C*T, n)
ou C t, 1=nk=1 *kCt, k pour 1tT. On a donc 2 =*
T
1 2. Pour tout t
(1tT ), C t, 1 peut s’e crire C t, 1=C$t, 1&C"t, 1 , ou C$t, 1 et C"t, 1 sont les
colonnes de rang S+t relatives respectivement aux blocs des Vie%i et des
Vi =i (1im) extraits de M en convenant de noter =1= } } } ==n=0.
Compte tenu de ces notations, on a
2 =det(C*1 , ..., C*S , C$*1, 1&C"*1, 1 , ..., C$*T, 1&C"*T, 1 , C*1, 2 , ..., C*T, n).
Par multiline arite , nous avons 2 =(&1)T 20+Tt=1 _ # Injt\2t, _ , ou pour
tout t>1, Injt de signe l’ensemble des injections _ strictement croissantes de
[1, ..., t] sur [1, ..., T]. Les de terminants auxiliaires sont de finis par: 20=
det(C1*, ..., C*S , C"*1, 1 , ..., C"*T, 1 , C*1, 2 , ..., C*T, n), et pour t1 2t, _=det(C*1 , ...,
C*S , C$*_(1), 1 , ..., C$*_(t), 1 , C"*_ (1), 1 , ..., C"*_ (T&t), 1 , C*1, 2 , ..., C*T, n), ou _ de signe
l’injection strictement croissante de [1, ..., T&t] sur [1, ..., T] comple men-
taire de _ dans le sens ou [Im _, Im _ ] re alise une partition de [1, ..., T].




\dt, _(I ) dct, _(I ),
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ou I de crit toutes les parties de [1, ..., S+nT] a S+t e le ments. dt, _(I )
de signe le mineur de 2t, _ construit a partir des S+t premie res colonnes et
des S+t lignes indexe es par I, et dct, _(I ) le de terminant comple mentaire de
dt, _(I ). Remarquons que pour t=0, la formule ci-dessus fournit le de velop-
pement de 20 . Pour t et _ fixe s, et par souci de simplification, nous e crirons
respectivement d(I ) et dc(I ) a la place de dt, _(I ) et dct, _(I ). Remarquons
que d(I ) est un de terminant d’interpolation que nous allons majorer par le
lemme de Schwarz. Quant a dc(I ), sa majoration se fera gra^ce a l’estima-
tion de ses coefficients. Nous avons donc besoin de trois lemmes pour la
majoration de |2|.
Lemme 4.4.1. Soient j1 , ..., jL des entiers naturels, f1 , ..., fL des fonctions
analytiques dans un disque de C centre a l ’origine et x1 , ..., xL des points
de ce disque. La fonction d ’une variable de finie par 9(z)=det((1jk !)
f ( jk)q (zxk))1qL, 1kL a un ze ro a l ’origine d ’ordre L(L&1)2&
L
k=1 jk .
Preuve. Voir le lemme 11.7 de [W] ou [L].
Lemme 4.4.2. Soit L :=S+t. Pour toute partie I de [1, ..., S+nT] a L
e le ments et pour tout re el R>I, nous avons la majoration
|d(I )|<(S+t)! (1+|%

| )\ e(1+|% | ) RtR\$, (4.7)
ou \ :=S(S&1)2+ tp=1 (_( p)&1) et \$ :=\&(L(L&1)2).
Preuve. Notons (ik , jk) (1kL) les indices de lignes relatifs a d(I ).
Nous de finissons les fonctions fq (1qL) comme suit,
fq(x)=xq&1 (1qS) et fq(x)=x_(q&S)&1ex (S<qL).
Soit alors la fonction entie re 9I (z)=det((d jkfq)(z%ik )) (ik ; jk ); q . Il est clair
que 9l (1)=d(I ).
D’apre s le lemme 4.4.1, 9I (z) a un ze ro a l’origine d’ordre N := 12L(L&1)
&Lk=1 jk . Soit R un nombre re el 1, le lemme de Schwarz applique a
la fonction 9I fournit comme majoration
|d(I )|=|9I (1)|R&N |9I | R .
Une estimation e le mentaire des coefficients de 9I (z) conduit a l’estimation
|9I |R<(S+t)! (1+|%
| )\ e(1+|% | ) Rt R\&
L
k=1 jk,
ou \=S(S&1)2+ tp=1 (_( p)&1).
Finalement, nous obtenons l’ine galite (4.7). K
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| )\ , (4.8)
ou \ :=((n&1) T(T&1))2+T&tp=1 (_ ( p)&1).
Preuve. Un coefficient de dc(I ) est soit un e le ment d’une colonne du
type C n_ (q), 1 (1qT&t), soit un e le ment d’une colonne du type Cq, k
(2kn, 1qT ).
Une estimation e le mentaire d’un e le ment du premier type donne
|=1e&%i (d jx_ (q)&1ex)(%1)|<=(1+|%
| )_ (q)&1.
De me^me, une estimation e le mentaire d’un e le ment du deuxie me type fournit
la majoration







en rappelant que b
 k
=(b1, k , ..., bn, k). Comme dc(I ) est une somme alge brique
de (nT&t)! termes constitue s chacun par (T&t) facteurs du premier type et
par (n&1) T facteurs du deuxie me type, il en re sulte l’ine galite (4.8). K
Nous majorons maintenant |2t, _ | dont nous rappelons la de finition
2t, _=:
I
\dt, _(I ) dct, _(I ).
Comme il y a ( S+nTS+t ) parties I de [1, ..., S+nT] a S+t e le ments, et compte
tenu des ine galite s (4.7) et (4.8), des lemmes 4.4.2 et 4.4.3, nous obtenons
|2t, _ |<(S+nT )! BDT=T&teRt(1+|b | )(1+|%
| )\+\ R\.
Nous simplifions cette ine galite en estimant les exposants \+\ et \$.
Puisque tp=1 (_( p)&1)+
T&t





















Nous obtenons ainsi la majoration
|2t, _ |<(S+nT )! BDT=T&teRt(1+|% | )(1+|%
| ) (S(S&1)+nT(T&1))2
_R&t(S&T+t). (4.9)
Il nous reste a majorer *T1 2=
T
t=0 _ # Injt 2t, _ . Par (4.9) et en remarquant
que, pour tout t (0tT ), le nombre d’e le ments de Injt est e gal a ( Tt ), il
vient finalement l’ine galite (4.6). K
4.5. Cinquie me e tape: Preuve du the ore me 1
Par hypothe se, ST, JT, Jn et mJS+nT+(m24). Il existe
d’apre s le lemme de ze ros un mineur non nul 2 d’ordre S+nT extrait de
M. Nous pouvons appliquer a ce mineur la majoration (4.6) du lemme 4.4
ainsi que la minoration (4.2) du lemme 4.3. Il s’ensuit par comparaison que




log 2+2DT log B
&T log |*1 |+DmJSA+
1
2
(S 2+nT 2) log |%

| . (4.10)
Estimons d’abord par exce s &T log |*1 |. Compte tenu des relations e
=
nk=1 *kb k
et |*1 |=maxk |*k |, nous avons |e%1 ||*1 | n1 |b1, k |nB
D |*1 |.
Il en re sulte l’ine galite
&T log |*1 |T log n+DT log B+T |%
| . (4.11)




log R+T log(1+e2R |% | ).
Et comme, 1+e2R |% |2e2R |% |, nous obtenons finalement
log 4<
T 2 log R
4
+T log 2+2 |%

| RT. (4.12)
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En reportant (4.11) et (4.12) dans (4.10), nous en de duisons que
ST log R<DnTJ log J+
T 2 log R
4




log 2+T log 2&
D
2













(S 2+nT 2) log |%

| (4.13)
en utilisant les majorations log J!  (J & 12) log J et log(S + nT )! 












Nous pouvons donc ne gliger dans le membre de droite de (4.13) le terme
ci-dessus.
Nous aboutissons ainsi a l’ine galite contraire de (1). Cette contradiction
ache ve la de monstration du the ore me 1. K
5. PREUVE DU THE ORE ME 2
Le the ore me 2 s’obtient par spe cialisation des parame tres du the ore me 1.
Nous fixerons ulte rieurement le parame tre T et nous exprimons les autres
en fonction de T. Notre choix s’effectue comme suit
J=2T, S=(m&n) T et R=T.
Si Tm4 et puisque m>(4D+1) n, il est clair que les contraintes
mJS+nT+(m24), JT, Jn et ST du the ore me 1 sont bien
ve rifie es. Substituant ces valeurs dans (1), il vient
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| T 2+3DT log B. (5.1)
Minorons le membre de gauche de (5.1). Notre hypothe se m>(4D+1) n,
implique que:
\m&n&2Dn&14+ T 2 log T>
m&n
2
T 2 log T. (5.2)
Estimons par exce s le deuxie me terme et le troisie me terme du membre de
droite de (5.1).








D’autre part, comme n<(m&n)4D(m&n)4, nous avons
1
2 ((m&n)
2+n) T 2 log |%

| 1732 (m&n)
2 T 2 log |%

| . (5.4)

































2Dm log m+6D log B
m&n
.
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Comme D(m&n)2Dm(m&n), puisque par hypothe se m>(4D+1) n, il
est clair que c1c0 et a fortiori que e3c1>3c0 . Ainsi, la condition (ii) est
plus forte que la condition (i). Il suffit donc de choisir TX ou X est le
nombre re el positif tel que
X log X=3c1 exp(3c1)+3c2 . (5.7)
Nous choisirons
T=[X]+1.
Puisque T>3c1 et m>(4D+1) n, il en re sulte que Tm4.
Comme l’ine galite (1) se de duit de (5.6), il vient
=>R&S.
Compte tenu du choix de S, nous obtenons
log =>&(m&n) T log T. (5.8)
Il nous reste a exprimer T log T en fonction de X.
D’une part T2X, et d’autre part Xe3c1e12 puisque c1>4. Il en
re sulte que
T2XX1817.
En substituant respectivement T et log T par 2X et 1817 log X dans (5.8), il
s’ensuit que
log =>& 3617 (m&n) X log X. (5.9)
Les relations (5.7) et (5.9) nous permettent de conclure. K
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6. PREUVE DU THE ORE ME 3
6.1. Construction d ’un espace vectoriel alge brique





_ } } } _X np, jp . Soit K, un corps de nombres de degre D sur Q, contenant les
coefficients de P et les :1 , ..., :p . L’ide e initiale est d’e crire P(e:1, ..., e:p)
comme une forme line aire en exponentielles et de se ramener aux
hypothe ses du the ore me 2.
Soit d $ un entier rationnel strictement positif. Multiplions le polyno^me P
par des mono^mes du type X j1
1
_ } } } _X jpp , ou j1+ } } } + jpd $. Nous
obtenons ainsi m$=( p+d $p ) polyno^mes P1 , ..., Pm$ non nuls line airement
inde pendants sur C de degre s d $+d. Soient m :=( p+d+d $p ) et %1 , ..., %m
les nombres alge briques qui sont des combinaisons line aires du type
j1:1+ } } } + jp :p ou j1+ } } } + jpd $+d. Remarquons que ces nombres
alge briques sont distincts deux a deux, puisque par hypothe ses, :1 , ..., :p
sont line airement inde pendants sur Q.
Pour tout j(1 jm$), nous avons




ou pour tout i (1im), ;j, i est soit ze ro, soit un coefficient du polyno^me
P. Puisque P1 , ..., Pm$ sont line airement inde pendants sur C, la matrice
N=(;j, i) j, i de dimension m$_m est de rang m$. Nous pouvons donc
supposer sans perte de ge ne ralite , que le de terminant note 20 de la matrice
N0 constitue e par les m$ dernie res colonnes de N=(;j, i)j, i est non nul et




; j, ix i=Pj (e:1, ..., e:p) (1 jm&n), (6.2)
ou n :=m&m$. Les solutions de (6.2), note es =i (n+1im), sont







(&1) i+ j 2j, iP j (e:1, ..., e:p), (6.3)
ou les 2j, i sont les mineurs de la matrice N0 obtenus par suppression de la
colonne d’indice i&n et de la ligne d’indice j. Nos relations (6.1) s’e crivent




;j, i (e%i&=i)=0 (1 jm&n) (6.4)
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en convenant de noter =1= } } } ==n=0. L’espace vectoriel E=: Ker N est
de dimension n sur C, et d’apre s (6.4), le vecteur e

=(e%1, ..., e%n, e%n+1&
=n+1 , ..., e%m&=m) est un e le ment de E. Nous sommes dans les conditions
d’application du Corollaire 11 (p. 28) de l’article de Bombie ri et Vaaler
[B-V], corollaire qui nous permet d’e crire que









)|2P | n2 ha(N).





) est alors rationnelle (cf. [B-V], Th. 2, p. 12). Nous sommes
ainsi dans les conditions d’application du The ore me 2.
6.2. Le lien avec le the ore me 2
Afin de pouvoir utiliser le the ore me 2, nous avons besoin de la condition
supple mentaire
m>(4D+1) n, (6.5)






























Supposons que d $rd&1 ou r est un rationnel strictement positif a
de terminer.








Cette condition s’e crit aussi
p log \1+1r+<log \1+
1
4D+ .
Comme la fonction re elle f (x)=log(1+x)x est de croissante pour x>0,
alors p log(1+1r)<pr et log(1+14D)log(54)D. Il suffit donc de





A fortiori, r 92 pD est solution de (6.8). Par conse quent, nous choisirons
d $=[ 92 pDd].
Remarquons que P(e:1, ..., e:p){0, car sinon (e%1, ..., e%m) appartient a
Ker N qui est un espace alge brique sur K de dimension n<m(4D+1). Ce
qui contredit le the ore me 2.
Finalement, nous sommes en mesure d’appliquer le the ore me 2 qui nous
fournit l’ine galite
log =>&39D log B&13Dm log m










ou ==maxn+1im |= i |, |%
|=max(1; max1im |%i | ) et A=log ha(%
).
Il nous reste maintenant a estimer par exce s =, |%

| , A, B en fonction de
|P(e:1, ..., e:p)|, |:

|=max[1, max1ip |:i |], log ha(:
), et de la hauteur
absolue H du polyno^me P.
6.3. Estimation de =
Suite aux de finitions des polyno^mes P1 , ..., Pm&n , nous avons
max
j
|Pj (e:1, ..., e:p)|ed $ |: | |P(e:1, ..., e:p)|.
D’apre s les relations (6.3), pour majorer =, il suffit de majorer |120 | et les
|2i, j |. Remarquons que ces de terminants ont des colonnes dont les coef-
ficients sont soit ze ro, soit des coefficients de P. 20 est un de terminant
(m&n)_(m&n) qui peut e^tre vu comme la valeur prise par un polyno^me
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de degre (m&n) et a coefficients entiers rationnels au point alge brique
;

=(;1 , ..., ;L). Par le lemme 2.1, il vient
log ha(20)log(m&n)!+(m&n) log H.
Comme |120 |ha(20)D d’apre s les remarques 1 et 2 du paragraphe 2, il
en re sulte l’estimation
} 120 }((m&n)!)D H D(m&n).
2i, j est un de terminant (m&n&1)_(m&n&1) constitue par une somme
alge brique de (m&n&1)! termes qui sont des produits de (m&n&1)
facteurs pris parmi les composantes de ;

=(;1 , ..., ;L) ou 0. Nous en
de duisons que |2i, j |(m&n&1)! |;

|m&n&1(m&n&1)! HD(m&n).
En vertu des majorations des 2i, j et de |120 |, nous obtenons
=((m&n)!)D+1 ed $ |: |H2D(m&n) |P(e:1, ..., e:p)|. (6.9)
6.4. Estimations de |%

| , A et B
Puisque d $>d, et compte tenu des de finitions des %1 , ..., %m , il s’ensuit








Estimons A. Nous pouvons voir les %1 , ..., %m comme des valeurs prises
par des polyno^mes a coefficients entiers rationnels au point :

=(:1 , ..., :p).
En utilisant le lemme 2.1, il vient
Alog(2d $)+ p log ha(:
). (6.11)






)|2P | n2 ha(N)
En majorant ha(N) par le lemme 2.3, il vient ha(N)( mm&n)
12 (m&n)! Hm&n.
Il est clair que ( mm&n)
12 (m&n)!mm&n. Finalement, nous obtenons
Bmm&n |2P | n2 H m&n. (6.12)
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6.5. Preuve du the ore me 3
Des relations (2), (6.9), (6.10), (6.11), et (6.12), il en re sulte la minoration
log |P(e:1, ..., e:p)|






[(D+1)(m&n) log(m&n)+39D(m&n) log m














c3=3D(m&n)+12Dm log(2d $)+12pDm log ha(:
)








Il nous reste maintenant a simplifier (6.13). Cette simplification ne fournira
pas les meilleures constantes, mais permettra d’avoir une meilleure lisibilite .
Tout d’abord, estimons par exce s m en fonction de m&n. Comme





Il est aise de voir que c1+c2 est infe rieur a c3 et donc infe rieur a fortiori
a ec3. Il s’ensuit l’ine galite
c1+c2ec3e2c3. (6.15)
Il nous reste a trouver des majorations simples de c0 , de 39n82(mn) et
de e2c3.
Dans un premier temps, nous estimons m et m&n en fonction de
d $=[ 92 pDd].
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Puisque m&n=( p+d $p ), il est clair que m&nd $+1. D’un autre co^te ,
m&n(d $+1) p.
Remarquant que log(1+1d $)1d $ et que 1d $(log 2)p puisque
d $4p, il s’ensuit l’estimation
(d $+1) p2d $ p.
Il en re sulte l’encadrement de m&n
\d $+11 +m&n2d $ p. (6.16)
Compte tenu des relations (6.14) et (6.16) et de la de finition de
m=( p+d+d $p ), nous avons
\1+d+d $1 +m4d $ p. (6.17)
Dans un deuxie me temps, nous estimons c0 et c3 en fonction de d $.
Compte tenu de la valeur de c0 , nous obtenons par (6.16),
c082Dd $ p. (6.18)
De me^me pour c3 , nous obtenons
c3 6Dd $ p+8(1+6D) d $ p log(2d $)+48pDd $ p log ha(:
)





Dans un troisie me temps, nous terminons nos majorations en exprimant d $
en fonction de d.
Comme d $=[ 92 pDd], d $ peut e^tre majore par
9
2 pDd. En reportant cette
majoration dans (6.18), il vient
c0cd p, (6.20)
ou c=41_21& p32pp pD p+1.




), il en re sulte l’estimation




c$=22& p32p+1p pD p+1+(1+6D) 24& p32pp pD p log(9pD)
+24& p32pp pD p+1(1+6p) log ha(:
)
et c"=(1+6D) 24& p 32pp pD p.






log |2p |, (6.22)
les relations (6.13), (6.15), (6.20), (6.21), et (6.22) impliquent alors la
minoration e nonce e dans le the ore me 3. K
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