ABSTRACT
INTRODUCTION
Cells respond to environmental and physiological changes through an extensive transcriptional regulatory network, which is composed of transcription factors (TF) and genes. These transcription factors bind to the promoter regions of specific genes to either positively or negatively regulate expression. High throughput technologies, such as cDNA microarray, allow the measurement of expression data of the whole genome; however, genome-wide measurement of the regulatory signals, i.e., transcription factor activities (TFA), remains a challenge.
Clustering has been applied to gene expression data to identify co-regulated genes [Bar-Joseph et al., 2002; Eisen et al., 1998; Ramoni et al., 2002] and Bayesian network analysis has been applied to infer regulatory networks [Friedman et al., 2000] . The objective of this paper is to infer TFAs from gene expression data. The advent of the genome-wide binding assay to measure protein-DNA interactions has helped to uncover the network structure describing the connections between TFs and genes in Escherichia coli K12 (E. coli) [Salgado et al., 2000] and Saccharomyces cerevisiae (yeast) [Lee et al., 2002] . Given the regulatory network structure and gene expression profiles, the TFAs can be inferred with mathematical modeling.
Several methods have been developed to infer TFAs from gene expression data. A kinetic based approach [Nachman et al., 2004] , which modeled mRNA transcription and decay, did not include feedback from genes to TFs. Network Component Analysis (NCA) [Liao et al., 2003; Kao et al., 2004] , which assumed a log-linear relationship between a gene's expression and its regulatory signals, i.e. TFA, modeled the gene regulatory network as multiple-input motifs. Feedback from genes to TFs within network structures, such as in auto-regulation, feed-forward loops, the regulator chain, or the interaction between TFs, is modeled as a "closed-loop" from the TF to the genes, without explicitly modeling the feedback .
To complement existing approaches, we have developed a state-space model (SSM) with hidden variables that explicitly models feedback in gene regulatory networks to infer the regulatory signals from the gene expression profile. SSM is a subclass of dynamic Bayesian network (DBN).
DBN and has been applied to infer the transcriptional regulatory network from gene expression profiles, e.g., T-cell activation [Rangel et al., 2004; Beal et al., 2004] . Other models, such as Hidden Markov model (HMM), the Boolean network, and linear and nonlinear auto-regression models are also subclasses of DBN [Murphy and Mian, 1999] . SSM assumes the existence of state variables that produce observations that are measurable, as well as hidden variables, which are state variables that do not produce an observation. This feature of SSM is attractive for modeling gene regulatory networks. As illustrated in Figure 1 , a gene regulatory network consisting of TFs and genes can be represented by a SSM. The state of each gene produces observations, such as expression profiles, that can be measured with cDNA microarray. The state of each TF is hidden, and thus, does not produce measurable observations. The structure of the connections can be deduced from measurements of protein-DNA interactions.
We demonstrate that SSM can be applied to represent gene regulatory networks of known structures and to infer the TFA from the gene expression profile. We first applied SSM to learn the TFA from data simulated for the gene regulatory network illustrated in Figure 1 . Then we applied the model to experimental data from E. coli transitioning its carbon source from glucose to acetate [Kao et al., 2004] and to cell cycle data from Saccharomyces cerevisiae ]. The inferred activity profile for each TF was validated either by a physical measurement (if available) or activity information from the literature. Finally, further extensions to improve the current SSM model are discussed.
MATERIAL AND METHODS

State-Space Model
State and Observation: In SSM, a sequence of observations (O 1 , O 2 ,…,O T ) is generated from a sequence of states (S 1 , S 2 ,…,S T ) with the following model:
where A defines the state transition probability P(S t |S t-1 ), i.e., how the state at time point T can be determined from the state at time point T-1, and B defines the observation probability P(O t |S t ),
i.e., how the observation at time point at T can be determined from the state at time point T.
W~N(0,Q) and V~N(0,R) define the Gaussian noise of the state and observation, respectively.
For convenience of notation, parameters A, B, W, V were combined into a single parameter vector = (A, B, W, V). In the SSM model, the structure is time invariant and the parameters are also time invariant, i.e., the parameters that determine the transition from T-1 to T are the same as the parameters that govern the transition from T to T+1. However, the time-scale for each loop is not assumed to be the same. For example, in the yeast dataset ], the timescale for each loop is the same (~ 7 minutes). However, in the E. coli [Kao et al., 2004] example, the 10 time points were taken at 0, 5, 15, 30, 60, 120, 180, 240, 300, 360 minutes. Therefore, the time-scale for each loop using the first 5 data points is not the same as for the last 5 data points. For details of the parameter learning, see [Murphy and Mian, 1999] . We used Bayes Net Toolbox [Murphy, 2001] for the model computation.
State inference: After the parameters are learned with the EM algorithm from the observation data, the value of the state variables, including the hidden variables, can be recursively inferred with the Bayes rule:
Sampling method to generate simulated data
If the structure and parameters of a SSM are defined, data can be generated with sampling methods such as Gibbs sampling. The function of sample_bnet in Bayes Net Toolbox [Murphy, 2001 ] was used to generate the simulated gene expression data and TFA profiles.
Represent gene regulatory motifs within SSM framework
Different motifs, such as auto-regulation, feed-forward loops, multiple-inputs, and single input, Therefore, in the model the level of activity of the transcription factor (i.e., the TFA) indicates only whether a transcription factor is activating (either positively or negatively) its genes or not.
The likelihood that a gene is activated by a transcription factor is inferred from the data as conditional probabilities. For example, transcription factor TF1 binds to genes G1 and G2 at the same (or different) binding sites. The activity level of TF1 is assumed to be the same for G1 and G2, however, the probabilities that G1 or G2 is activated by TF1 are different as defined by P(G1|TF1) and P(G2|TF1). In addition, the SSM assumes that there is a time delay between binding and transcription.
Here we demonstrate that SSM is able to model these motifs, i.e., auto-regulation, feed-forward loops, multiple-inputs, and single input. As shown in Figure 
Threshold determination
We used a function with a definable threshold Th to discretize the gene expression data. Any gene that showed a change larger than Th, based upon log 2 ratio, was assigned a discrete value of 1, or otherwise was assigned a value of 0. Thus, a threshold of 1 indicates that a 2-fold ( 2 1 ) change in the expression of a gene, relative to its initial state, is significant.
SSM requires an optimal threshold in order to obtain reliable results. To find an optimal threshold, we evaluate the TFA data for each TF over various thresholds between -1 and 1. The optimal threshold, which gives the most appropriate profile for each TF, is determined by ]. Therefore, we assumed that the activity profile of each TF during the first cell cycle should be repeated in the second cell cycle. We identified the optimal threshold as the one that predicted this cyclic behavior for all the transcription factors.
RESULTS
Inferring TFA from simulated data
Before testing SSM with experimental data where the transcription factor activities are unknown,
we applied SSM to a simulated system. We created a simple regulatory network (see Figure 1a) with the feed-forward loop and auto-regulation motifs containing two TFs and three genes. From the known network structure, we constructed a SSM representation of the network (see Figure 1b) and pre-defined the parameter, which is shown in the supplemental SSM requires sufficient data to infer the parameters. We evaluated how many data points are needed with the simulation data by varying the number of time points from 6 to 40. Ten time points were needed to correctly infer 80% of the TFA profile and this percentage increased with the number of time points used. The sampling time needs to be small enough to capture the dynamic profile, which will vary with the biological system being modeled.
E. coli
We applied SSM to a model system: E. coli transitioning from glucose to acetate as a carbon SSM inferred that CRP is active from the second point onwards (see Figure 3) . For the first time point, however, CRP is predicted to be inactive. The expression level at the first time point is the reference; all subsequent expression levels are measured relative to the expression level at the first time point. SSM also identified that ArcA was inactive for the first four time points and active for the remaining 6 time points (see Figure 3 ). An ArcA measurement is not readily obtainable for comparison.
Saccharomyces Cerevisiae
Next, we applied SSM to model several of the common regulatory motifs in Saccharomyces We evaluated the ability of the SSM to infer TFA profiles during the cell cycle of minutes to hours [Kersberg, 2004] . It has been shown that incorporating a time delay in modeling gene regulatory networks is critical to inferring the oscillatory behavior of NF-kB [Monk, 2003] . We further evaluated this assumption by allowing the genes to be regulated by the current TFA in the yeast dataset. Without the time delay, the cyclic TFA could not be inferred as illustrated in Figure 2 in the supplemental data. This, in addition to the previous study [Monk, 2003], suggests that this biologically relevant time delay [Kersberg, 2004] must be incorporated in the model to accurately infer the TFA profiles. In some cases, if the actual time delay is on the order of minutes and the measurements are taken on the order of hours, then considerable error would be introduced. In those cases, it would be more appropriate to incorporate the connection between the TFs and genes in the same time slice.
In the simulation study, the TFA inferred by the SSM matched the simulated TFA well but not exactly. The mismatches may be due in part to the EM algorithm being a local optimization method [Ong et al., 2002] , in other words, the algorithm cannot guarantee a TFA of (global) maximal likelihood. The optimization could be improved by either running EM multiple times from different starting points or using a global search algorithm, such as Markov Chain Monte
Carlo (MCMC) [Murphy 2001 ].
The SSM model determines an optimal threshold value for discretizing the gene expression data based upon a priori knowledge of the TFA. If no a priori knowledge is available for the TFA dynamics, this can be addressed one of two ways. In one approach, the TFAs could be estimated from other approaches, e.g. NCA, and the estimated TFA could be used to determine the threshold value. In the other approach, the optimal threshold could be determined in the SSM by S_hat| ) ). Therefore, the parameters, including the threshold value, can be inferred by maximizing the probability of the observation and state values given the inferred parameters (e.g., conditional probabilities).
The current SSM infers the most probable model, given the observed data, by approximating the underlying structure of the noise to be Gaussian [Murphy and Mian, 1999; Perrin et al., 2003 ].
Gene expression is an inherently stochastic phenomenon [McAdams and Arkin, 2002] . SSM modeled the regulatory networks stochastically using conditional probabilities. This probabilistic SSM may capture some of the stochastic nature of the gene regulatory network, but an accurate representation of the stochasticity requires further understanding of the underlying structure of the noise. Without knowing the structure of the noise, studies have assumed it to be Gaussian [Perrin et al., 2003] .
The current SSM model could be extended to incorporate a step to learn the structure before inferring the TFAs by searching for a network that gives the maximal likelihood against the observation. The structural information obtained from the binding analysis could be used to construct the initial network as a starting point for the search [Nachman et al. 2004 ].
Alternatively, the connections indicated by the interaction data could be used to define a priori probabilities of the connections in the network [Hartemink et al., 2002] . Thus, the connections that are supported by the interaction measurements would have a higher likelihood of being valid connections in the network than the unsupported connections. By including a step to learn the structure, it could help refine the network by inferring the interactions that are unmeasurable or missing due to error (noise) in the measurement. A more accurate network provides more confidence to the inferred TFA profile. In this study, the model size was limited by the computational tool that was used, namely Bayes Net Toolbox [Murphy, 2001] Figure 1 : A) An example of a gene regulatory network with two transcription factors, TF1 and TF2, and three genes, G1, G2, and G3. TF1 regulates G1 and G1 encodes TF1, which formulates auto-regulation between TF1 and G1. TF1 regulates G2, G2 encodes TF2, both TF1 and TF2 regulate G3, which formulates a feed-forward loop between TF1, G2, TF2 and G3. B) A SSM representation of the gene regulatory network illustrated in (A). The transcription factors and genes make up the state space, whereas the observation space is comprised of gene expression data. The results of using a SSM to analyze an E. coli system. SSM predicts that CRP is inactive initially and then active from the second time point onwards, as expected from the cAMP measurement [Kao 2004 ]. SSM predicts that ArcA is inactive for the first four time points, but is activated for the last six time points. Catabolite repressor protein (CRP) is a well known regulator involved in carbon source transition, its activation requires binding of cAMP [Kao, 2004] . CRP level responds to the transition in carbon source by regulating uptake and metabolic genes in preparation for a less favorable carbon source . The activation of ArcA has been proposed to reduce the production of electron donors and the level and activity of aerobic respiratory apparatus during the carbon source transition by downregulating the TCA cycle enzymes [Kao, 2004 , Nystrom 1996 ]. 
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