The aim of this study is to analyze the relationship between uncertainty and economic activity. For this purpose, we use a confidential firm level panel data set (Business Tendency Survey) from Turkey to form three uncertainty measures, namely total, idiosyncratic and aggregate uncertainty. In particular, we construct expectation errors of firms by comparing their survey responses about expectations and realizations on their production volume. Our results reveal countercyclical relationships between our uncertainty measures and economic activity. We further show that a one standard deviation increase in aggregate uncertainty is followed by a 0.5 percent decline in year-on-year change of industrial production on impact. The prolonged effect reaches more than 4.7 percent in a year for any of these three measures.
Introduction
Uncertainty has been very important in policy making and business. In The Inflation Report prepared quarterly by the Bank of England, the word "uncertainty" was used Partly because of the non-existence of a good measure of uncertainty, the relation between uncertainty and economic activity has not been explored in the literature until recently. Bloom (2009) is the first to formally argue in a partial equilibrium model that higher uncertainty can cause recession as it will lead firms to use "wait and see"
strategies, which will cause a slowdown in economic activity. As a proxy for uncertainty, he uses stock market volatility to show that the volatility of the stock market increases after major events such as September 11 and OPEC oil price shocks. In an accompanying paper, Bloom et al. (2009) show more evidence using data from establishments, firms, industries and macro economic variables that uncertainty is countercyclical. They then build on their theoretical general equilibrium model to study the effects of uncertainty on economic activity which confirm the earlier findings of Bloom (2009) .
In this paper, we use a confidential firm level data set from Turkey to form a measure of uncertainty. In particular, we construct expectation errors of firms by comparing their survey responses about expectations and realizations on their production volume.
For example, if a firm expects an increase in its production for the next three months but does not report an increase (may report "decrease" or "remain unchanged ") when asked again three months later, we consider the firm made an expectation error. We assume that the probability of making expectation error by a firm increases as uncertainty in the economy increases. The way we construct the uncertainty measure enables us to separate total uncertainty into two components. We name one of the components as "idiosyncratic uncertainty" and the other as "aggregate uncertainty". Idiosyncratic 2 uncertainty is the variance of expectation errors made across firms. One implication of idiosyncratic uncertainty is that when all the firms make the same expectation error, this measure implies zero uncertainty. On the other hand, aggregate uncertainty is defined as the square of the average expectation error made across firms. Consequently, the aggregate uncertainty measures more uncertainty if more firms make similar expectation errors.
Earlier measures of uncertainty which use either establishments, firms, industries or macro economic variables can be criticized on the front that it is hard to know how much of the movements in those variables were expected and known. At the extreme case, it is possible that each firm may exactly know what is going to happen even though the uncertainty measure obtained from them respectively gives significant uncertainty.
Some studies, such as Bloom (2009) and Leahy and Whited (1996) , use stock market volatility as a measure of uncertainty. This measure is criticized by Guiso and Parigi (1999) as the stock market can sometimes be affected more by irrational exuberance than economic fundamentals. Another commonly used uncertainty measure is the variance of forecasters' expectations. This measure suffers from the critique that what really matters is not the forecasters' expectations but the producers' expectations. Moreover, the number of forecasters in expectation survey is small in general. This paper develops a new uncertainty measure which is free from the earlier critics of the other uncertainty measures.
To study the relationship between uncertainty and economic activity, we use the uncertainty measure that we formed and Industrial Production Index (IPI) of Turkey published by Turkish Statistical Institute (TURKSTAT). The cross correlations show that there is a strong negative correlation and uncertainty leads economic activity by five months. Apart from high negative correlation, a unidirectional causal relationship from uncertainty to economic activity has been explored from Granger causality test results. This unidirectional causality along with rejected endogeneity tests supported the exogeneity of uncertainty. Next, we show that a one standard deviation increase in aggregate uncertainty causes a 0.5 percent decrease in IPI on impact. If we take into account the prolonged effects, the decrease in IPI reaches more than 7 percent in a year.
We further show that the effects of aggregate uncertainty are stronger than those of other 3 two measures.
In a contemporary paper, one of the methods that Bachmann et al. (2010) use to measure uncertainty is similar to our method. Although they confirm the strong negative relationship between uncertainty and economic activity, they conclude that they do not see the "wait-and-see" effect after their VAR analysis. They argue that uncertainty does not cause recession, but recessions cause uncertainty. Our paper uses a different uncertainty measure than the one used in Bachmann et al. (2010 Descriptive statistics for the total respondent sizes of the two periods are given in columns 2 and 3 of Table 1 . In this paper, we use expectation errors of firms on production volume to construct our uncertainty measures. Accordingly, answers to questions listed in Table 2 are used.
Question 5 asks next three-month expectations regarding firms' production while question 1 asks about their realizations in the past three-month. Therefore, answers to expectation questions at time t and realization questions at time t + 3 will cover the same period. This property allows us to analyze expectation errors as explained below. Our data set does not allow us to control sectoral heterogeneities at the four-digit level of NACE 1.1. However, our results are robust when we control them at the two-digit level.
3 More details about the survey can be found on CBRT website.
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In order to analyze the expectation errors, we first gathered the paired samples. In particular, firms with a valid answer at time t and t + 3 formed our paired samples.
Descriptive statistics of these paired samples through time are presented in columns 4 to 7 of Table 1 . 4 Survey responses of the firms in these paired samples are used to derive forecast errors. Specifically, if the answer to the expectation question is different than the answer to the relevant realization question, then this is called as an expectation error and will be identified as an unexpected shock to the relevant variables. For example, a firm which expects an "increase" in production (question 5) in January 2010 and responds to the realization (question 1) as "decreased " in the April 2010 survey, then we can say that this firm made an expectation error at January 2010.
Uncertainty and its relation with economic activity are analyzed empirically in this paper. Many measures have been used to represent economic activity in the literature but only a few measures have been developed for uncertainty. Our uncertainty measure is based on survey results and is an extension to the one used in Bachmann et al. (2010) .
They used root mean squared error (RMSE) measure on the survey expectation errors.
Three possible answers 5 to each couple of questions construct a weight matrix for expectation errors as presented in Table 3 . As an example, if a firm manager expects an "decrease" and reports a "increased " ("remained unchanged "), then that firm's uncertainty will be measured as 1 (1/2). The reason there are different figures for different answers is that as the realization departs further from the expectation, the uncertainty measure should reflect this accordingly.
Once they obtained expectation errors, they introduce an uncertainty measure as the following:
4 One can observe the size differences of the paired samples for the two periods and these differences might cause a break in the time series analyzed. In order to investigate this possibility, we first applied the analysis for the original firms only (firms which participated in the pre-harmonization period), and then compared results with the one when we used all possible paired samples. Although the two samples consist of firms selected with different criteria, results of the paper, fortunately, are robust to this structural break.
5 We omitted "No Answer" responses for convenience. As a robustness check, those responses show no relation with economic activity. 
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and W i,t is the weight of expectation error of firm i at time t as introduced in Table   3 . We name this measure as "idiosyncratic uncertainty measure" because it measures how individual firms depart from the overall mean on expectation errors. However, we think that this measure is inappropriate in measuring uncertainty. For example, if all the firms expect "decrease"s in their production over the next three months at time t and observe a positive shock and report "increase"s over the past three months at time t + 3, then the idiosyncratic uncertainty will take a value of zero. From this perspective, we study two more uncertainty measures, namely total and macro uncertainty measures, as introduced below.
U ncertainty
U ncertainty
Using (1), (3) and (4), one can have the identity:
The aggregate uncertainty measure, U ncertainty
, is the square of average expectation errors. Considering the example above, aggregate uncertainty measure will take a value of one, signaling a high uncertainty. At the other extreme, if the same proportion of firms make positive and negative expectation errors, and hence canceling each others' errors, this would mean an environment where firms face only idiosyncratic shocks. In this situation, the aggregate uncertainty will take a value of zero showing no aggregate shocks to economy.
7
The total uncertainty measure, U ncertainty
T otal t
, captures all expectation errors.
This includes both idiosyncratic and aggregate shocks that firms face. This identity is written in equation (5). In the next section, we analyze the relationships between each of these uncertainty measures and economic activity.
Results

Cross Correlations and Comovement
We depict our uncertainty measures with year-on-year changes in IPI 6 in Figure 1 as a measure of economic activity. As apparent from this figure, idiosyncratic uncertainty follows a more stable path and it cannot capture economic downturns. Aggregate uncertainty, on the other hand, seems to be a good leading indicator for the economic activity.
One can observe that major spikes in aggregate uncertainty measure are followed by troughs in the economic activity.
As a next step, we report the cross correlations of our uncertainty measures with several macroeconomic variables, namely the IPI, investment, firms' investment and employment expectations, in Table 4 . There are two important results that this analysis reveals. First, for each variable, there are strong negative correlations with our uncertainty measures (bold figures indicate the strongest absolute correlation among the lags).
Moreover, one can see that uncertainty has leading property with a two to five months lags. Second, the results regarding the aggregate uncertainty measure are much stronger than the others, especially the idiosyncratic uncertainty, the one used by Bachmann et al. (2010) .
First three rows of Table 4 show the relationship between IPI and the three uncertainty measures. Aggregate uncertainty leads IPI with five months lag and has a correlation of −0.51, which means higher uncertainty today signals a decrease in production in five months. Idiosyncratic uncertainty, on the other hand, leads IPI with two months lag and has a lower absolute correlation with IPI, only −0.29.
We use two different variables related to investment to analyze the relationship between uncertainty. Second three rows of Table 4 present the cross correlations of uncer- Variables are defined as, IP It: Industrial production index, adjusted for calendar day effects, year-on-year change, source TURKSTAT It: Investment component of GDP, constant prices, year-on-year change, source TURKSTAT Ψt: Firms' 12-month expectations of own investment, balance from BTS data, source CBRT Ωt: Firms' 3-month expectations of own employment, balance from BTS data, source CBRT * Because investment data is quarterly, we used quarterly averages of uncertainty measures.
tainty measures with the first investment variable, gross fixed capital formation component of GDP with constant prices. Since GDP data is quarterly, we employ quarterly averages of our uncertainty measures. According to the results, the relationship looks similar as in the case of production. The main difference is the change in the lag structure.
Particularly, aggregate uncertainty leads investment with a three quarters lag (−0.54) while idiosyncratic uncertainty leads with a quarter lag (−0.37). Third three rows document the cross correlations of uncertainty measures with the second investment variable, investment expectations. Specifically, we use the expectations of own investment that we obtained from BTS balance results. The correlations are similar to the earlier ones of production and investment.
The last cross correlation analysis that we perform is between BTS firms' employment expectations and uncertainty. Results in the bottom three rows of Table 4 further emphasize the relative importance of the aggregate uncertainty measure. In particular, idiosyncratic uncertainty shows no significant relationship between employment expectations and reduces the relationship of total uncertainty measure due to aggregation.
Aggregate uncertainty, on the other hand, has a strong negative and leading relationship with employment expectations. show aforementioned evidence on leading and negative relationship between aggregate uncertainty measure and economic activity measures.
Granger Causality Tests
Granger causality test enables to make claims beyond correlation and to test for causation. The basic definition of the concept is quite simple and intuitive. Suppose that we have two variables, (X t , Y t ). We first attempt to forecast X t+1 using past terms of X t only and then try to forecast X t+1 using past terms of X t and Y t . If the inclusion of Y t improves the forecasting performance, implying Y t contain significant information helping in forecasting X t+1 , then it is said that Y t would "Granger cause" X t . Mathematically, to investigate whether or not X causes Y , the following equations are estimated: 
where p and q are the maximum numbers of lagged variables included in the model, (α i , β i , ρ i , γ i ) are the coefficients and ( t , ϑ t ) are residuals for each equation. X t is said to Granger cause Y t if the coefficients β i s are jointly significantly different from zero. This can be tested by performing an F-test of the null hypothesis H 0 :
given the assumption of stationarity. Note that testing "Granger causality" within the above formulation requires two important assumptions about the data: (i) that it is covariance stationary (i.e., the mean and variance of each time series do not change over time), and (ii) that it is a well-defined model (lag selection is made appropriately).
In our framework, causal relationships between different uncertainty measures (aggregate, idiosyncratic and total uncertainty) and economic variables (industrial productionindex, investment, expectations of investment and employment) are investigated. Test results are given in Table 5. The top panel of the table reports the causality test results for the industrial production index and our uncertainty measures. Results reveal that unidirectional causality from uncertainty to economic activity exists for all uncertainty measures. The second and third panel of the table shows the results for the investment and employment expectations. We obtain different results for different uncertainty measures. The idiosyncratic uncertainty measure is independent from investment and employment expectations since the causal relationship is rejected for both directions.
Total and aggregate uncertainty measures, on the other hand, have the unidirectional causality from uncertainty to the economic variables. After finding the unidirectional causality running from uncertainty to economic activity, we estimate the following specification to estimate the effect of uncertainty on 12 economic activity:
Regression Results
where y t is year-on-year change of IPI after calendar day adjustment. The error term, t , is found to have a heteroskedastic variance and following Bollerslev (1986), a GARCH(1,2) model is estimated for the conditional variance:
To analyze the effects of uncertainty on industrial production, we feed uncertainty measures to the regression equation one by one. X t−j is the uncertainty measure where j is the appropriate lag. Table 6 shows the estimation results for different specifications.
The first column has ARMA with GARCH model estimates which we use as a benchmark case. 7 As one can see in other columns, all coefficients of uncertainty measures are negative and significant. Moreover, when we analyze the log-likelihood values, we can infer the significant effects of uncertainty on industrial production. Particularly, under null hypothesis that uncertainty is unrelated to industrial production (β = 0), twice the difference between log-likelihoods of different specifications is distributed as χ 2 (1). We can see that while adding aggregate uncertainty is significant at 1 percent significance level, adding total or idiosyncratic uncertainty is significant at 5 percent.
In order to see the effects of uncertainty shocks to economic activity, we draw impulse response functions 8 in Figure 2 . As can be seen from the figure, aggregate uncertainty shock has the highest impact on industrial production. A one standard deviation of aggregate uncertainty shock causes a 0.5% decline in industrial production after five months. If we consider the prolonged effects of the shock, the model implies a 7.1%
decline within a year. We should note that high persistence of the aggregate uncertainty (AR(1) coefficient equals to 0.63, see Table 7 ) plays an important role in the size of this effect. Total and idiosyncratic uncertainty measures, however, have an approximately 5% decreasing effect on production within the first year.
7 We use Schwarz Information Criterion to determine the proper model. 8 We first fit AR models to our uncertainty measures. Results are presented in Table 7 . Then, by feeding one standard deviation shocks to the system, we obtain impulse response functions. 
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Other Uncertainty Measures
Performances of the proposed uncertainty measures are compared with some other uncertainty measures used widely in the literature. In general, volatilities of several variables have been used as alternative uncertainty measures in the literature. Among them, stock market volatility and exchange rate volatility are the most common ones.
In this study, we use volatilities (standard deviations) of the changes in exchange rate (e t ) and Istanbul Stock Exchange market index returns (s t ), and level of EMBI spread (Embi t ) as alternative uncertainty measures.
We report the cross-correlations of the alternative uncertainty measures with the economic activity in Table 8 . It can be seen that all the alternative measures have negative correlations with IPI and lead IPI with two to four months lag. Evidence from cross correlations show that our aggregate uncertainty measure has the strongest relationship with IPI.
In Table 9 we report the results of Granger Causality tests of alternative uncertainty measures with IPI. Test results reveal that there are unidirectional causalities running from volatilities of exchange rate, stock market and EMBI spread to IPI.
Conclusion
There are two contributions of this paper. First, we form three measures of uncertainty from a survey data of firms which is based on firms' expectation errors. We assume that firms make expectation errors because of uncertainty in the economy. One advantage of our measures is that it is intuitively appealing that expectation errors change with 14 We go further and separate total uncertainty into two components. We name one of the components as "idiosyncratic uncertainty" and the other as "aggregate uncertainty". Idiosyncratic uncertainty is the variance of expectation errors made across firms. One implication of idiosyncratic uncertainty is that when all the firms make the same expectation error it implies zero uncertainty. On the other hand, aggregate uncertainty is defined as the square of the average expectation error made across firms.
Consequently, the aggregate uncertainty measures more uncertainty if more firms make similar expectation errors.
Our second contribution is the analysis of the relationship between uncertainty measures that we develop and several measures of economic activity. The cross correlations show strong negative relations between our uncertainty measures and economic activity.
Furthermore, the econometric analysis shows that the quantitative effect of uncertainty on production is large. In particular, we show that a one standard deviation increase in aggregate uncertainty is followed by a 0.5 percent decline in year-on-year change of IPI on impact. The prolonged effect reaches 7.1 percent in a year. The effects of idiosyncratic and total uncertainty are smaller but still reach to 5 percent. 
