In this correspondence, relationships of the transfer function polynomials of the direct-form and two lattice realizations were introduced. It was shown that these equations yield computationally efficient implementation of lattice-based algorithms for adaptive IIR filters, including members of the equation error family of algorithms, requiring O(N) multiplications per iteration, where N is the filter order. The proposed lattice-based implementation led to a set of parameters that realize identical transfer functions to the ones obtained by corresponding direct-form algorithms.
I. INTRODUCTION
Digital communication is subject to intersymbol interference (ISI) due to nonideal pulse shaping, multipath propagation, and residual clock or carrier phase error. ISI is more severe when the channel dispersion time (or channel time span) cannot be neglected with respect to the input signal symbol time duration, thereby making its removal all the more crucial. Traditionally, channel equalization (i.e., input sequence extraction directly from the received signal) and identification (with input sequence recovery, e.g., by Wiener filtering of the observed signal using the channel estimate) are performed using a training sequence. However, in many applications, either the training sequence is unavailable, or the bandwidth occupied by the training sequence is to be spared for input carrying information. Consequently, one pursues blind equalization, i.e., without training nor any a priori knowledge of the channel dynamics. Due to its potential benefits, blind equalization has become an important topic in digital communications. Blind methods use the received signal sequence and some a priori knowledge of the input sequence statistics. Nonminimum phase channel equalization was performed using methods based on high-order statistics or other nonlinearities that are effective only with non-Gaussianly distributed input sequences [4] . Contrast-based methods (see [13] , for example) or adaptive Bussgang algorithms (see [1] ) have been proposed and studied over the last ten years. In this correspondence, we study the most popular adaptive blind equalization Bussgang algorithm (the Godard algorithm [7] ) or constant modulus algorithm (CMA) [15] in the context of nonconstant modulus data with spatio-temporal diversity.
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achieve similar performance as the trained Wiener optimal solution [6] , [18] . These results concern the solution reached on average by an equalizer updated using CMA at steady state. However, when a stochastic gradient descent algorithm such as CMA is adapted, the solution at steady state jitters around the mean solution. The amplitude of the jittering is critical to the algorithm performances since the jittering area of the equalized points must be smaller than the distance between the points of the input constellation in order to "open the eye." This jitter is usually quantified by the excess mean square error (EMSE) between the delayed input and output of the system.
Following the approach of Benvéniste et al. in [2] , in order to study the performance of a stochastic gradient descent algorithm at steady state, in this correspondence, we express analytically the EMSE for CMA, and we note the relative importance of channel, equalizer length, and input constellation on the EMSE. Analytical results are then checked by numerical simulations. We also introduce the notion of (re)selecting step size across changes in constellation size to maintain the percentage of distance between adjacent constellation points closed by the EMSE.
II. SPATIO-TEMPORAL EQUALIZATION
Using spatio-temporal diversity (either by oversampling the received data with respect to the input data rate or by observing the received data through a sensor array), the communication system can be viewed as a single input/multiple output (SIMO) transfer function h(z) with a zero-mean input data stream s(n) (see [10] ). We assume herein that the L-variate channel h(z) encompasses the effects of the transmission filter, channel response, reception filter, and any other linear dispersive effect encountered between the transmitter's symbol generation and the receiver's equalizer. The system is corrupted by additive noise w(n) = [w 1 (n); 111 ; w L (n)] > (as displayed in Fig. 1 ).
The observed sequence y(n) is described as
h k s(n 0 k) + w(n) (1) where h(z) is assumed to be a causal polynomial with degree Q. y(n) and w(n) are L-variate signals, where L denotes either the temporal oversampling factor or the number of sensors.
The equalizer g has an NL-long impulse response chosen so that its output
is a good estimate of the delayed input s(n 0 ) (up to some multiplicative scalar constant). T (h) is the NL 2 (N + Q) block- is the concatenation of the observed signal y(n) at instants n; n 0 1; 111; n0N + 1. f is the global system (i.e., channel and equalizer convolved combination) impulse response. The hypotheses on the system are as follows.
H1) Each component of h(z) is assumed to be causal with finite degree less or equal to Q, h(z) 6 = 0; 8z.
H2) The equalizer time span N is larger than the channel time span Q.
H3) The noise w(n)isazero-mean,circular(i.e.,eachE[w 
H5) w(n) is independent from the input s(n).
Under H1) and H2), T (h) is proved in [3] to be a full-column rank block-Toeplitz matrix. H2) is greater than the minimal value required to have more rows than columns in the matrix T (h) when L > 3. However, it ensures an equal integer number of time delays considered on each of L subchannels. The sub-Gaussian assumption in H4) is not too restrictive since it is satisfied for virtually all digital communications modulations (including PAM, PSK, and QAM). Note that the whiteness and Gaussian assumptions in H3) are not crucial but simplify the expressions in the sequel.
III. CM CRITERION-CMA
The CM cost function, as a function of a generic equalizer g, is defined as J(g) = E[(r 2 0jx(n)j 2 ) 2 ], where x(n) = g > Y N (n), and
It was introduced in [7] and [15] . Correction proportional to the instantaneous gradient over g yields the CMA update of the equalizer impulse response as
with x(n) = g(n) > YN(n). Here, * denotes conjugation.
In [17] , CMA was presented in a fractionally spaced fashion, i.e., the received signal is oversampled with respect to the input rate. In most digital communications systems, such an oversampling is used (see [16] ) so that considering the channel SIMO model is the realistic assumption considered in the following.
A. Simulations
For CMA with a nonconstant modulus input sequence, EMSE at steady state is a crucial factor for the performance of the algorithm.
Here, we briefly illustrate this phenomenon on M-pulse amplitude modulation (M -PAM) input sequences with a normalized power
d is the distance between two successive values of the constellation (see Table I ). The channel chosen for simulations is described by its twocomponent z transform (1 component. CMA is initialized with a center spike equalizer value of unity and is updated with a step size equal to = 10 04 . Next, we display the equalizer outputs for a binary (2-PAM) [ Fig. 2(a) ] and a 16-PAM [ Fig. 2(b) ] input sequences; in both cases, the signal to noise ratio (SNR) is 40 dB. We assume in the sequel that the error due to noise can be neglected with respect to the error due to a nonzero step size and nonconstant modulus sources. In order to "open the eye" (i.e., to be able to decide of the input value from the equalizer output), the jitter of the equalizer output around constellation values must be smaller than d. The only factor that the user can then tune to reduce the misadjustment is the algorithm step size . From Fig. 2 , we observe that the same step size should not be used for different constellation sizes. Unfortunately, a reduction in step size reduces the algorithm convergence rate. Thus, a tradeoff must be made by the user between the constellation size (and, subsequently, bit transmission rate) and the step size. The following analysis should assist the user in performing this trade-off.
B. Cost-Function Characterization
In order to characterize the jitter around the CM criterion minima, we recall the description of these points given by averaging theory [2] . We consider hereafter the noise-free case, but the study can be extended to the case of additive channel noise. When there is no additive channel noise, J(g) depends only on the combined channelequalizer impulse response f and on the input signal statistics. Minima characterization was first introduced in [5] , [9] , and [11] . Results from averaging theory concerning the behavior of such stochastic adaptive gradient algorithms [2] and the work in [8] in the single-input case for a BPSK input are the basis for [5] , which studies the CM cost function extrema in the noise-free case. When T (h) is full column rank [i.e., under H1) and H2)], the stationary points are defined by 1(f)f = 0, and their stability is described by 9(f). They are also classified in terms of f as
• f = 0, maximum;
• f = = (0 11 1 010 11 1 0) > with = 0; 1 11; N + Q 0 1 minima;
• f having P nonzero components equal to f=[3(P 01)+]g 1=2 saddle points. It should be noticed that each setting described in terms of the combined channel-equalizer impulse response f corresponds to a dense subspace of settings in the equalizer tap space g. All settings corresponding to the same combined impulse response are equivalent in terms of equalizer input-output performance in the noise-free context. However, the existence of some channel additive noise regularizes the cost function and forces the equalizer toward minimal norm solutions, [6] .
IV. EXCESS MSE: STOCHASTIC JITTER AT STEADY STATE
From the previous section, we know that the equalizer converges asymptotically in mean to a value such that the corresponding noisefree output satisfies g > YN(n) = f > S(n) = s(n0). Proof:
Let us denote as the attractor, in terms of f , around which there is jittering for a small enough .
With the usual independence hypothesis between the global channelequalizer system and the input signal at steady state, the EMSE becomes
such as (5) can be drawn from averaging theory [2] using the following result. It should be mentioned that the formal proof of this result requires f 3 to be a global attractor.
In the case of CMA, the Hessian corresponding to 
4
Proposal 1 is to be interpreted with respect to previous asymptotic error results about nonfractional LMS and CMA; see [12] and [14] , for example. Similarly to these studies, the CMA MSE is linearly proportional to the step size , the equalizer time-span N, and the For sake of simplicity, we study, in the sequel, the effect of this term for a M-PAM sequence. When the input signal is a binary sequence (i.e., it has a constant modulus), m(2) = 0 so that the MSE depends only on the channel additive noise, which is assumed here to be very low. As M is chosen greater than 2, the jitter increases significantly with the constellation order; see Table II . This explains the behavior noticed on simulations (Fig. 2) . However, if one looks more carefully, m(M ) tends to some upper-bound value. This means that the EMSE is bounded despite increases in M. In order to compare the EMSE to (d=2) 2 , which is the square of half the distance between points of the input constellation, we display the EMSE TABLE II normalized by the distance between points of constellation-it will be called "distance normalized EMSE." (See Table II In order to check the validity of (4) and the distance-normalized EMSE consistancy of our step-size scaling guideline, we consider the step-size values suggested in Table II . If (4) is a realistic approximation, the normalized EMSE found for different constellation sizes should be equivalent. In Table III , we display the EMSE observed in the case L = 2 with the transfer function of the channel described in Section III-A and 45-dB SNR. The step-size values are these suggested in Table II with 0 = 10 03 . Each result corresponds to CMA simulation over 50 000 iterations to assure the attainment of steady state. EMSE is averaged over the last 1000 values.
The bottom row of Table III presents the expected result with the distance-normalized EMSE's in close agreement.
V. CONCLUSION
We derive an analytical approximation (verified by simulation) of the CMA EMSE around the mean solutions corresponding to the minima of the noise-free CM cost function. The importance of the distribution of nonconstant modulus constellations is shown in terms of its normalized fourth-and sixth-order moments. Finally, we provide the reader with a design guideline for the selection of step size in order to preserve EMSE normalized by the distance between constellation points across changes in constellation size.
Nonlinear Location and Scale Estimators of Fuzzy Numbers

Vassilios Chatzis and Ioannis Pitas
Abstract-In this correspondence, the extension principle is used in order to fuzzify location and scale estimators when used on fuzzy numbers. First, fuzzy nonlinear means are defined as extensions of the corresponding crisp means. Fuzzy L location and scale estimators, which are based on fuzzy-order statistics, are defined as extensions of the crisp L location and scale estimators. The most widely used scale estimator, which is known as the sample standard deviation, is also extended to fuzzy numbers through the extension principle. Equivalent relations that can be used to calculate the fuzzy estimators by using crisp arithmetic are also given for each one of the proposed fuzzy estimators.
Index Terms-Extension principle, fuzzy estimastors, fuzzy numbers, fuzzy ranking.
I. INTRODUCTION
The fuzzy set theory was first introduced by Zadeh [8] . He used this word to generalize the mathematical concept of the set to one of the fuzzy set. Suppose that the available information is such that the uncertain value can be located inside a closed interval I R, which we call interval of confidence. Then, a membership function that maps each element of the interval of confidence to a value in the interval In order to extend mathematical laws of crisp numbers in fuzzy theory, we can use the extension principle [2] , [3] , [6] , which provides the theoretical warranty that fuzzifies the parameters or arguments of a function, resulting in computable fuzzy sets. The extensions of the basic operations are presented in Table I .
The novel contribution of this correspondence is the use of fuzziness concepts in estimation theory. The observation data will be considered to have uncertain values (fuzzy numbers). For example, fuzzy numbers can describe knowledge regarding the conditions of the observation by changing fuzziness when observation conditions change. Fuzzy numbers can also be considered to be the output of fuzzy inference mechanisms. When fuzzy numbers have to be combined in a nonlinear way, fuzzy nonlinear estimators (e.g., fuzzy median) have to be defined. In this correspondence, the extension principle is used to fuzzify location and scale estimators that are useful in estimation theory as well as in applications, e.g., in digital signal and image processing.
The paper has the following structure. In Section II, the fuzzy nonlinear means and the fuzzy L location estimators based on fuzzyorder statistics are defined. In Section III, the fuzzy scale estimators, such as fuzzy L scale estimators and the fuzzy sample standard deviation, are also defined. Equivalent relations are also given for every estimator, which can be used to calculate the corresponding fuzzy estimators by using crisp arithmetic. Conclusions are drawn in Section IV.
