The core of a game v on N , which is the set of additive games φ dominating v such that φ(N ) = v(N ), is a central notion in cooperative game theory, decision making and in combinatorics, where it is related to submodular functions, matroids and the greedy algorithm. In many cases however, the core is empty, and alternative solutions have to be found. We define the k-additive core by replacing additive games by k-additive games in the definition of the core, where k-additive games are those games whose Möbius transform vanishes for subsets of more than k elements.
Introduction
(ii) For 2 ≤ k ≤ n, k-monotonicity is equivalent to L∈[A,B] m(L) ≥ 0, ∀A, B ⊆ N, A ⊆ B, 2 ≤ |A| ≤ k.
Clearly, a monotone and infinitely monotone game has a nonnegative Möbius 93 transform.
94
The core of a game v is defined by: 
97
To each maximal chain C := {∅, A 1 , . . . , A n = N} in M(2 N ) corresponds a unique permutation σ on N such that A 1 = σ(1), A 2 \ A 1 = σ(2), . . . ,
A n \ A n−1 = σ(n). The set of all permutations over N is denoted by S(N).
Let v be a game. Each permutation σ (or maximal chain C) induces an additive game φ σ (or φ C ) on N defined by: with the above notation. The following is immediate.
98
Proposition 2 Let v be a game on N, and C a maximal chain of 2 N . Then φ C (A) = v(A), ∀A ∈ C.
Theorem 1 The following propositions are equivalent.

99
A natural extension of the definition of the core is the following. For some integer 1 ≤ k ≤ n, the k-additive core of a game v is defined by:
In a context of game theory where elements of the core are imputations, it is natural to consider that monotonicity must hold, i.e., the imputation allocated to some coalition A ∈ P k * (N) is larger than for any subset of A. We call it the monotone k-additive core:
We introduce also the core of k-additive infinitely monotone games:
, ∀A ⊆ N, and φ(N) = v(N)}.
The latter is introduced just for mathematical convenience, and has no clear 108 application. Note that C(v) = C 1 (v) = C tion. Exact connections between our material and permutations and maximal 113 chains will be explicited at the end of this section. First, we introduce total 114 orders on subsets of at most k elements as a generalization of permutations.
115
We denote by ≺ a total (strict) order on P k * (N), denoting the corresponding 116 weak order.
117
(i) ≺ is said to be compatible if for all A, B ∈ P k * (N), A ≺ B if and only
120
(ii) ≺ is said to be ⊆-compatible if A ⊂ B implies A ≺ B.
121
(iii) ≺ is said to be strongly compatible if it is compatible and ⊆-compatible.
122
We introduce the binary order ≺ 2 on 2 N as follows. To any subset A ⊆ N we associate an integer η(A), whose binary code is the indicator function of A, i.e., the ith bit of η(A) is 1 if i ∈ A, and 0 otherwise. For example, with n = 5, {1, 3} and {4} have binary codes 00101 and 01000 respectively, hence
Note the recursive nature of ≺ 2 . Obviously, ≺ 2 is a strongly compatible order,
123
as well as all its restrictions to P k * (N), k = 1, . . . , n − 1.
124
We introduce now a generalization of maximal chains associated to permutations. Let ≺ be a total order on P k * (N). For any B ∈ P k * (N), we define
the achievable family of B.
125
Example 1: Consider n = 3, k = 2, and the following order:
A(3) = {3, 13, 23, 123}.
Proposition 3 {A(B)} B∈P k * (N ) is a partition of P(N) \ {∅}.
126
Proof: Let ∅ = C ∈ P(N). It suffices to show that there is a unique B ∈ 127 P k * (N) such that C ∈ A(B). Let K 1 , K 2 , . . . , K p be the nonempty collection
is the unique possibility, since any B outside the collection will fail to satisfy 
138
Let K, K ′ ∈ A(B), assuming A(B) contains at least 2 elements (otherwise,
139
we are done).
is such that L B. The same holds for
142
Hence K ∩ K ′ ∈ A(B).
144
From the above proposition we deduce:
145
Corollary 1 Let B ∈ P k * (N) and ≺ be some total order on P 
149
It is easy to build examples where achievable families are not lattices.
150
Example 2: Consider n = 4, k = 2 and the following order: 2, 3, 24, 12, 
153
Assuming A(B) is a lattice, we denote byB its top element.
154
Proposition 5 Let ≺ be a total order on P
is a lattice. Then it is a Boolean lattice isomorphic to (P(B \B), ⊆).
156
Proof: It suffices to show that
159
Hence B ∪ K belongs to A(B), for all K ⊆Ǩ. Prop. 4, it remains to show that
Suppose first that |B| < k, and let
process till all elements of D have been taken, we finally end with L ≺ B, a 179 contradiction.
180
Secondly, assume that
Generalizing the above, we 213 conclude that l ≺ j for all j ∈ B i .
214
Next, if l ∈B, it means that for some
case |B i | = k is obvious, let us consider |B i | < k. Suppose on the contrary that Proposition 10 Let ≺ be a strongly compatible order on P k * (N), and assume w.l.o.g. that 1 ≺ 2 ≺ · · · ≺ n. Then the collectionB ofB's is given by: with l the lowest ranked element, we know thatB = B ′ ∪ {l, j 1 , . . . , j k−1 },
250
with all elements of B ′ ranked before l. It remains to show that necessarily 251 B ′ contains all elements from 1 to l excluded. Assume j ∈ B ′ , 1 ≤ j < l.
252
Then it should exist K ∈ P
we have j ≺ j ′ , and by compatibility, 
i.e., the top element{σ(j)} is {σ (1), . . . , σ(j)}. Then the collection of all top 264 elements{σ(j)} is exactly the maximal chain associated to σ. Let us consider a game v and its k-additive core C k (v). We suppose hereafter 267 that C k (v) = ∅, which is always true for a sufficiently high k. Indeed, taking 268 at worst k = n, v ∈ C n (v) always holds. 
General facts
The number of variables is N(k) := two elements of the core is still in the core, but it is not bounded in general.
274
To see this, consider the simple following example. Then the system of inequalities defining the 2-additive core is:
For the monotone core, from Prop. 1 (i) there is an additional system of n2
For monotone games, Miranda and Grabisch [14] have proved that the Möbius transform is bounded as follows:
where l |A| , l 
284
Since v(N) is fixed and bounded, the monotone k-additive core is always 285 bounded.
286
For C k ∞ (v), using Prop. 1 (ii) system (4) is replaced by a system of N(k) − n inequalities:
Since in addition we have m * ({i}) ≥ m({i}), i ∈ N coming from (2), m * is 287 bounded from below. Then (3) forces m * to be bounded from above, so that
289
In summary, we have the following.
290
Proposition 11 For any game v,
The following result about rays of C k (v) is worthwile to be noted.
293
Proposition 12 The components of rays of
only on k and n. all equal to zero but one (see, e.g., [6] ). Hence, components of rays do not 300 depend on b.
301
Applied to our case, this means that components of rays do not depend on v, 302 but only on k and n.
304
A Shapley-Ichiishi-like result
305
We turn now to the characterization of vertices induced by achievable families.
Let v be a game on N, m its Möbius transform, and ≺ be a total order on P k * (N). We define a k-additive game v ≺ by its Möbius transform as follows:
for all B ∈ P Indeed, denoting by σ the permutation on N corresponding to ≺, we get:
where m σ is the Möbius transform of φ σ (see Sec. 2). 
On the other hand, v(B) = K⊆B m(K). To ensure v ≺ (B) = v(B) for any 315 v, every K ⊆B must appear exactly once in the last sum of (7), which is 316 equivalent to the desired condition.
318
The following is immediate from Prop. 13 and 7. m(A).
The next corollary follows from Prop. 6. Proof: For any compatible order ≺, and any A ⊆ N, A = ∅, by compatibility and Prop. 6, we can write
Let C ⊆ A. Then by Prop. 3, C ∈ A(B) for some B ⊆ A. Indeed B ⊆ C ⊆ A.
Hence (8) writes
(⇒) Let us take any compatible order ≺. By (9), it suffices to show that
For simplicity define C as the set of subsets C satisfying the condition in the 332 summation in (10). IfB ⊆ A, then C = ∅, and so (10) holds for such B's. 
is such that i ∈ C, or equivalently C ⊆ A. Indeed, up to the fact that B is 
373
Let us apply the dominance condition for v ≺ (A). Using (9), dominance is equivalent to write:
we have the exact number of equalities required, which form a nonsingular Proof: We assume m(N) ≥ 0 (the proof is much the same for the case m(N) ≤ 0). We consider the system of 2 n − 1 inequalities {(2),(3)}, which has
