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The spin and density response functions in the random phase approximation (RPA) are derived
by linearizing the kinetic equation including a magnetic field, the spin-orbit coupling, and mean
fields with respect to an external electric field. Different polarization functions appear describing
various precession motions showing Rabi satellites due to an effective Zeeman field. The latter
turns out to consist of the mean-field magnetization, the magnetic field, and the spin-orbit vector.
The collective modes for charged and neutral systems are derived and a threefold splitting of the
spin waves dependent on the polarization and spin-orbit coupling is shown. The dielectric function
including spin-orbit coupling, polarization and magnetic fields is presented analytically for long
wave lengths and in the static limit. The dynamical screening length as well as the long-wavelength
dielectric function shows an instability in charge modes, which are interpreted as spin segregation
and domain formation. The spin response describes a crossover from damped oscillatory behavior to
exponentially damped behavior dependent on the polarization and collision frequency. The magnetic
field causes ellipsoidal trajectories of the spin response to an external electric field and the spin-orbit
coupling causes a rotation of the spin axes. The spin-dephasing times are extracted and discussed
in dependence on the polarization, magnetic field, spin-orbit coupling and single-particle relaxation
times.
PACS numbers: 75.30.Fv, 71.70.Ej, 85.75.Ss, 77.22.Ch
I. INTRODUCTION
The development of spintronic devices is largely based
on the understanding of collective spin waves. Spin
waves, besides density waves, are one of the fundamen-
tal collective excitations in strongly interacting Fermi
systems, e.g., in ferromagnetic materials1,2, graphene3,4,
or isospin excitations in nuclear matter5. In the past,
this had motivated people to develop Green functions
techniques for the quantum transport theory of spin
resonance6,7.
If the range of interaction is shorter than the DeBroglie
wavelength, such excitations are also predicted8–13 and
observed14,15 in dilute spin-polarized gases. The trans-
verse spin-wave dynamics has been the subject of a series
of theoretical investigations12,16. In ultracold gases, spin
waves have been observed, even spatially resolved17,18,
and were described by longitudinal spin waves19. The
spin diffusion in trapped Bose gases shows an anisotropy
in modes20 and the collisionless damping has been seen to
deviate for quadrupole modes from experiments21 indi-
cating the role of collisional correlations. The spin-wave
damping has been measured in a polarized Fermi-liquid-
like 3He-4He mixture even at zero temperature22 and as
an ’identical spin-rotation effect’23.
The influence of the magnetic field on such spin waves
is of special interest, e.g., as magneto-transport effects in
paramagnetic gases24. The Landau levels influence the
spin relaxation25,26, which has been measured with the
help of spin coherence times27. The influence of magnetic
fields is treated in various systems ranging from plasma28,
solid-state plasmas29, and semiconductors30 to spin-orbit
coupled systems31 and graphene32. The feedback of mag-
netization dynamics due to spins on the spin dynamics
itself is reviewed in Ref.33. The Zeeman field is reported
to trigger a transition from a charge density wave to a
spin density wave34. Quite promising for technological
applications turns out the possibility to create magnetic
nanooscillations by pure spin currents35. The spin cur-
rent can be converted into a terahertz electromagnetic
pulse due to the inverse spin Hall effect36.
Quite recently the spin-orbit coupling has moved to
the center of interest37,38 since this coupling allows to
convert spin waves into spin currents, which is impor-
tant for spintronic devices39. There has been observed a
spin-orbit-driven ferromagnetic resonance40 which shows
that an effective magnetic field is created in the magnetic
material by oscillating electric currents. This is also the
basis of microwave spectroscopy41. Earlier this has been
identified as a magneto-electric effect where a charge cur-
rent induces a spin polarization known as the Edelstein
effect42,43. Spin-polarized longitudinal currents can be
induced due to spin-orbit interaction in certain crystal
symmetries44. Experimentally even a planar Hall effect
has been reported using spin waves45 as well as spin po-
larization oscillations without spin precession46.
Coulomb interactions are known to reduce the effect of
spin-orbit coupling in the spin-Hall effect47. The phonon-
modulated spin-orbit interaction has been investigated
to show that the screening is influenced by the spin-orbit
coupling48. Screening effects play a crucial role for the
temperature dependence of conductivity in quasi two-
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2dimensional systems49 , monolayer graphene50 and multi-
layer graphene51. The Coulomb correction to the conduc-
tivity in graphene had covered an involved debate52–55.
With this respect the extraction of correct spin relaxation
or dephasing times has been in the center of interest56–58
since it is most promising for new storage devices.
During the last few years, many researchers have
shown an appreciable interest in the dielectric function
and the properties of screening in two-dimensional gases
with spin-orbit coupling59–61. Similar results appear
if the pseudospin response function in doped graphene
is calculated62–65. The random phase approximation
(RPA) is calculated in this respect for single and mul-
tilayer graphene66,67. These approaches calculate the
Lindhard dielectric function with form factors arising
from chirality subbands. Additional energy denomina-
tors appear if four-band approximations are considered65
where a band gap appears68. The comparison of pristine
graphene, Dirac cones, and gaped graphene with an an-
tidot lattice can be found in Ref.69. These responses are
needed if one wants to understand the optical properties
of graphene irradiated by an external electric field70.
All of these approaches consider the spin degree of free-
dom as an inner property of particles leading to form fac-
tors in the Lindhard dielectric function. Here, the spin
degree of freedom is considered on equal statistical foot-
ing with the particle distribution leading to more forms
of the response function due to the spin-orbit coupling,
satellites, and Zeeman splitting by magnetic fields and
self-energy effects that cannot be cast into a Lindhard
form with form factors. This has an impact on the col-
lective density and spin modes. The will calculate analyt-
ically the threefold splitting of spin modes71 as a function
of the spin-orbit coupling and the effective Zeeman field.
In this paper, we want to present a unifying treatment
of density and spin waves in the random phase approxi-
mation including the spin-orbit coupling, magnetic fields,
and an arbitrary magnetization for systems with charged
and neutral scattering. This will allow us to investi-
gate the influence of spin-orbit coupling on the screen-
ing properties of the Coulomb interaction as well as the
collective modes in systems with neutral scattering. For
this purpose, we linearize the kinetic equation derived in
the first part of this paper. Linearizing the mean-field
kinetic equation yields the RPA response since a lower-
level kinetic equation provides a response of higher-order
many-body correlations72.
Following a short summary of the basic kinetic equa-
tion derived in the first part of the paper, the linear re-
sponse to an external electric field is presented in the
second section. This results into coupled equations for
the spin and density response with a variety of dynamical
polarization functions describing different precessions. In
Sec. III, the charge and spin density response functions
are analyzed with respect to their collective modes and
the spin waves are discussed for neutral and charged scat-
tering. The polarization causes a splitting of spin modes.
For certain polarizations and spin-orbit coupling, an in-
stability occurs, which is interpreted as spin-domain sep-
aration. This is underlined by the influence of spin-orbit
coupling and polarization on the screening properties
in charged systems where the instability occurs in spa-
tial domain. The dielectric function including the spin-
orbit coupling and an effective medium-dependent Zee-
man field is derived analytically in the long-wavelength
and static limits respectively. The dynamic and static
screening lengths are discussed there. The spin response
due to an applied electric field is then extracted and the
spin-dephasing times are discussed. As in the Edelstein
effect, the applied electric field causes a charge current
and a spin response that shows oscillations dependent on
the spin-orbit coupling, magnetic field, and relaxation
time. In Sec. V, we present the linear response including
arbitrary magnetic fields and show how the normal Hall
and quantum Hall effects appear from the kinetic theory.
As an important point, a subtlety in retardations due
to the magnetic field is presented. A summary finishes
this second part of the paper. In Appendix, some use-
ful expressions for solving involved vector equations are
presented.
Let us now shortly summarize the quantum kinetic
equation derived in the first part of the paper. We de-
scribe the density and polarization density by their cor-
responding Wigner functions∑
p
f(~x, ~p, t) = n(~x, t),
∑
p
~g(~x, ~p, t) = ~s(~x, t) (1)
where
∑
p
=
∫
dDp/(2pi~)D for D dimensions. As a result
of the first part of this paper, the four Wigner functions
ρˆ = f + ~σ · ~g =
(
f + gz gx − igy
gx + igy f − gz
)
(2)
have been shown to obey coupled kinetic equations
Dtf + ~A · ~g = 0
Dt~g + ~Af = 2(~Σ× ~g) (3)
where Dt = (∂t+ ~F ~∂p+~v ~∂x) describes the drift and force
of the scalar and vector part with the velocity
v =
p
me
+ ∂pΣ0 (4)
and the effective Lorentz force
~F = (e ~E + e~v × ~B − ~∂xΣ0). (5)
This effective Lorentz force as well as the velocity both
become modified due to the scalar meanfield selfenergy
Σ0(~q, t) = n(~q, t)V0(~q) + ~s(~q, t) · ~V (~q) (6)
as a spatial convolution between the density and spin po-
larization with the Fourier transformed scalar and vector
potentials, respectively. The latter ones originate from
3magnetic impurities and/or effective magnetizations in
the material. Here, we concentrate on the intrinsic spin-
orbit coupling. The meanfields with extrinsic spin-orbit
coupling are given in III.C of the first part of the paper.
The second parts on the left side of (3) represent the
coupling between the spin parts of the Wigner distribu-
tion given by the vector drift
Ai = (~∂pΣi~∂x − ~∂xΣi~∂p + e(~∂pΣi × ~B)~∂p). (7)
We subsumed in the vector selfenergy
~Σ = ~ΣH(~x, t) +~b(~x, ~p, t) + µB ~B(~x, t) (8)
the magnetic impurity meanfield
~ΣH = n(~q, t)~V (q) + ~s(~q, t)V0(q), (9)
and the spin-orbit coupling vector ~b, as well as the Zee-
man term µB ~B such that the effective Hamiltonian pos-
sesses the Pauli structure
Heff = H + ~σ · ~Σ (10)
with the effective scalar Hamiltonian
H =
k2
2me
+ Σ0(~x,~k, T ) + eΦ(~x, T ) (11)
where ~k = ~p − e ~A(~x, t) ensures gauge invariance. Any
spin-orbit coupling found in the literature can be recast
into the form ~σ ·~b(p) as illustrated in Table I of the first
part of this paper. The vector part of (3) finally contains
additionally the spin-rotation term on the right-hand side
responsible for spin precession.
II. LINEAR RESPONSE
A. Without magnetic field but conserving
relaxation time
Let us consider the linearization of the kinetic equation
(3) with respect to an external electric field, no mag-
netic field and in a homogeneous situation. We Fourier
transform the time ∂t → −iω and the spatial coordinates
~∂x → i~q. The Wigner functions are linearized according
to ρˆ(~x, ~p, t) = f(~p) + δf(~x, ~p, t) + ~σ · [~g(~p) + δ~g(~x, ~p, t)]
due to the external electric field perturbation eδ ~E =
e ~E(~x, t) = −∇Φ. The density and spin-density variation
reads
δn(~q, ω) =
∑
p
δf(~q, ~p, ω)
δ~s(~q, ω) =
∑
p
δ~g(~q, ~p, ω) (12)
and the density and spin-density linear response func-
tions are given by
δn(~q, ω) = χ(~q, ω)Φ
δ~s(~q, ω) = ~χs(~q, ω)Φ. (13)
Further, we assume a collision integral of the relaxation
time approximation73
− 1
2
[τˆ−1, δρˆl]+ (14)
with the vector and scalar parts of the relaxation times
τˆ−1 = τ−1 + ~σ · ~τ−1 where
τ =
τ−1
τ−2 − |~τ−1|2 , ~τ = −
~τ−1
τ−2 − |~τ−1|2 . (15)
In the first part of the paper, the relaxation of the
kinetic equations (3) has been shown towards the two-
band distribution f = f++f−2 and ~g = ~e
f+−f−
2 with the
Fermi-Dirac distribution
f0(p(r)± |~Σ(p, r)|) (16)
and the precession direction ~e = ~Σ/Σ. Now we as-
sume a relaxation towards a local distribution f l =
f0( ± |Σ| − µ − δµ) such that the density conservation
can be enforced74,75,
δn =
∑
p
(f − f0) =
∑
p
(f − f l + f l − f0)
=
∑
p
(f l − f0) = ∂µn δµ, (17)
as expressed by the second line. Therefore the scalar
relaxation term becomes
− δρˆ
l
τ
= −δρˆ
τ
+
δn
τ∂µn
∂µρˆ0. (18)
In this way the density is conserved in the response func-
tion which could be extended to include more conserva-
tion laws76,77. If we consider only the density conserva-
tion but not the polarization conservation, we can restrict
ourselves to the ∂µf0 term. Please note that we neglect
in this way the interference effects of disorder78.
Abbreviating now −iω+i~p·~q/m+τ−1 = a and iq∂p~Σ+
~τ−1 = ~B, the coupled kinetic equations (3) take then the
form
aδf + ~Bδ~g = S0
aδ~g + ~Bδf − 2~Σ× δ~g = ~S (19)
with e ~E = −i~qΦ and
S0 = iq∂pf(Φ + δΣ0) + iq∂p~g · δ~Σ + δn
τ∂µn
∂µf0
~S = iq∂p~g(Φ + δΣ0) + iq∂pfδ~Σ + 2(δ~Σ× ~g) + δn∂µ~g
τ∂µn
.
(20)
In order to facilitate the vector notation we want to un-
derstand q∂p = ~q · ~∂p in the following.
4B. Collective modes from balance equations
Multiplying the linearized kinetic equations (19) with
powers of momentum and integrating one obtains cou-
pled hierarchies of moments. A large variety of treat-
ments neglect certain Landau-liquid parameters79 based
on the work of Ref.80 in order to close such system. A
more advanced closing procedure was provided by Ref.81
where the energy dependence of δ~s was assumed to be
factorized from space and direction ~p dependencies.
We will not follow these approximations here but solve
the linearized equation exactly to provide the solution
of the balance equations and the dispersion. Amazingly,
this yields a quite involved and extensive structure with
much more terms than usually presented in the literature.
Nevertheless, it is instructive to have a first look at the
balance equation for the densities
∂tδn+ ∂xi
~Ji + ~τ
−1 · δ~s = 0
∂tδ~s+ ∂xi
~Si + ~τ
−1δn− 2
∑
p
~Σ× δ~g = 2δ~Σ× ~s (21)
where we Fourier transformed the wavevector q back to
spatial coordinates x. Then the density currents and
magnetization currents
Jˆj =
1
2
∑
p
[ρˆ, vj ]+ =
∑
p
[
fvj+~g · ∂pj~b+~σ · (vj~g+f∂pj~b)
]
= Jj + ~σ · ~Sj . (22)
appear exactly as expected from the elementary defini-
tions, see Sec. III.G of part I.
We are now interested in the long wavelength limit
q → 0, which means we neglect any spatial derivative in
(21). Alternatively, we might consider this as the spa-
tially integrated values providing the change of number
of particles and magnetization
N =
∫
d3xn(x) = nq=0, ~m =
∫
d3x~s(x) = ~sq=0. (23)
The first equation of (21) gives in frequency space
− iωδN + ~τ−1 · δ ~m = 0 (24)
with the help of which we get the closed equation for the
magnetization from (21)
− iωδ ~m− i
ω
(~τ−1+2~m× ~V )~τ−1 · δ ~m−2(N~V +µB ~B)× δ ~m
= 2
∑
p
~b(p)× δ~gq=0. (25)
In the right-hand side, all terms that are coming from the
explicit knowledge of the solution δ~g needed to evaluate
this sum over the momentum-dependent spin-orbit term
~b are collected. The separation of the balance equation
in this form has the merit to see already the collective
spin mode structure. The fine details are then worked
out when we know the explicit solution in Sec. III.
Since we have ~m = m~eZ and ~V = V ~eZ the equation
for the magnetization becomes −iω 2(NV+µBB) 0−2(NV+µBB) −iω 0
0 0 −iω
δ ~m=2∑
p
~b×δ~gq=0
(26)
neglecting the quadratic terms of the vector relaxation
times ~τ−1. The latter would add a term −i(~τ−1 +2~m ×
V )~τ−1 · δ ~m/ω to the left-hand side.
Inverting (26) provides the solution of the magneti-
zation change provided we know the solution of δ~g on
the right hand side. Interestingly, this inversion is only
possible for a nonzero determinant. The vanishing deter-
minant provides therefore the eigenmodes of spin waves
with some possible modifications due to the spin-orbit
coupling term.
The dispersion relation from the condition of vanishing
determinant in (26) yields the two spin waves
ωspin = ±2|NV + µBB| (27)
which shows the linear splitting due to the driving ex-
ternal magnetic field and the permanent magnetization
~V = V ~ez.
C. Solution of linearized coupled kinetic equations
As we have seen, even the balance equations for the lin-
earized kinetic equations (19) are not closed if we do not
know the solution for δ~g, which comes from the momen-
tum dependence of ~Σ. In the following we will present
two ways to solve (19). First the elementary direct way
and secondly with the help of operator algebra. The lat-
ter is then applicable directly to solve the kinetic equa-
tion with magnetic fields in the next section.
1. Solution with the help of vector equation
Solving the first equation of (19) for
δf = −1
a
(
~B · δ~g − S0
)
(28)
and introducing the result into the second equation leads
to a vector equation of type (A6) and with the help of
the abbreviations
~c = −
~B
a
, ~z =
~Σ
a
, ~o =
1
a
(
~cS0 + ~S
)
(29)
and setting B = ~o, A = 2~z, and Q = −V = ~c it can be
readily solved [ see Eq. (A8)], which becomes
δ~g =
~o+~c×(~c×~o)+2(~z×~o)+4~z(~z · ~o)−2(~z · ~c)(~c×~o)
1− c2 + 4z2 − 4(~z · ~c)2
δf = ~c · ~δg + S0
a
. (30)
52. Solution with the help of operator algebra
As a second possibility, we rewrite equations (19) with
the help of the identity
~c · ~g + (~σ · ~c)f − 2~σ · (~σ × ~g) =
~σ · ~c+ 2i~σ
2
ρˆ+ ρˆ~σ · ~c− 2i~σ
2
(31)
into one operator equation for δFˆ = δf + ~σ · ~δg and
transform the frequency back in time −iω → ∂t:
Sˆp(t) = S0(t)+~τ · ~S(t) =
(
∂t + i
pq
m
+ τ−1
)
δFˆ (t)
+
(
~b
2
+i~Σ
)
· ~σ δFˆ+δFˆ
(
~b
2
−i~Σ
)
· ~σ. (32)
This equation is easily solved
δFˆ (t) =
t∫
−∞
dt¯ ei(
pq
m−iτ )(t¯−t)e
(
~b
2+i
~Σ
)
·~σ(t¯−t)
Sˆp(t¯)e
(
~b
2−i~Σ
)
·~σ(t¯−t)
(33)
and transformed back in frequency space to obtain
δFˆ (ω) =
0∫
−∞
dx ei(
pq
m−ω− iτ )xe
(
~b
2+i
~Σ
)
·~σx
Sˆp(ω)e
(
~b
2−i~Σ
)
·~σx
.
(34)
Further evaluation is presented in Appendix B. With the
help of (B11) and (B12) we evaluate the corresponding
integrals and all scalar terms determine δf , and all terms
proportional to σ determine ~δg. We obtain again the
result (30)98
δ~g =
~o+~c×(~c×~o)+2(~z×~o)+4~z · (~z · ~o)−2(~z · ~c)(~c×~o)
(1− c2)(1 + 4z2) .
(35)
To see the known limits, we inspect some further approx-
imations.
3. Long-wavelength limit
We assume only a scalar relaxation time and neglect
therefore the vector part describing skew scattering and
side jump effects. Further we use the long wavelength
limit and expand in first orders of q∂p~Σ which translates
into ~c2 ≈ 0 in (35). Here, we have abbreviated the form
of the mean-field self-energy
U = Φ + δΣ0
~U = δ~Σ (36)
and we used e ~E = −i~qΦ, ω¯ = ia = ω − ~p · ~q/m + iτ−1
and the meanfields
δΣ0 = V0δn+ ~V · δ~s, δ~Σ = ~V δn+ V0δ~s. (37)
Then the solution (28) and (35) reads [~g = g~e]
δf = − 1
ω¯
{
Uq∂pf + ~Uq∂p~g − i δn
τ∂µn
∂µf − q∂p~Σ · ~δg
}
δ~g = δ~gasy + δ~gsymRabi + δ~g
sym
n (38)
Each of the terms corresponds to one of the three possible
precession motions:
1
4|Σ|2 − ω2
 −iω4i|Σ|2
ω
2|Σ|
 = ∞∫
0
eiωt
 cos 2|Σ|t1− cos 2|Σ|t
sin 2|Σt|
 . (39)
The sin 2|Σ|t motion is responsible for the anomalous
Hall effect and their terms are collected in δ~gasy. Let
us write out the explicit forms. The symmetric solution
consists of an frequency denominator with Rabi-satellites
δ~gsymRabi =
1
2
(
1
ω¯−2Σ +
1
ω¯−2Σ
) [
−Ugq∂p~e− 2i~g × δ~Σ
+q∂pf~e× (~e× ~U) + i δnτ∂µng∂µ~e
]
(40)
and a part with a normal denominator ω¯ = ω + i/τ −
~p~q/m:
δ~gsymn =
1
ω¯
[
−U~eq∂pg − q∂pf~e× (~e · ~U) + i δn
τ∂µn
∂µg~e
]
(41)
which can be combined together
δ~gsym =
1
ω¯(4|~Σ|2 − ω¯2)
{
[ω¯2~U − 4|~Σ|2~e(~e · ~U)]q∂pf
+ ω¯2(Uq∂p~g − i δn
τ∂µn
∂µ~g)
− 4Σ2(Uq∂pg − i δn
τ∂µn
∂µg)~e− 2iω¯2~U × ~g
}
. (42)
The term responsible for the anomalous Hall effect
reads
δ~gasy =
i
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
){
~e× ~Uq∂pf
+
[
U~e×q∂p~e−2i~e×(~U×~e)− i δn
τ∂µn
~e× ∂µ~e
]
g
}
(43)
In order to compare with the homogeneous solution
presented in Eq. (143) of part I
δ~ρ(ω, k) =
iω
4|Σ|2 − ω2 eE∂k~g
−4i 1
ω(4|Σ|2 − ω2)
~Σ(~Σ · eE∂k~g)
−2 1
4|Σ|2 − ω2
~Σ× eE∂k~g. (44)
6we take the q → 0 limit of (38) with ~qU = ie ~E +
o(q), q ~U = o(q) and obtain
δf =− i
ω¯
(
eE∂pf − δn
τ∂µn
∂µf
)
δ~gsym =− iω¯
ω¯2 − 4|Σ|2
(
eE∂p~g − δn
τ∂µn
∂µ~g − 2~U × ~g
)
+
4iΣ2
ω¯(ω¯2 − 4|Σ|2)
(
eE∂pg − δn
τ∂µn
∂µg
)
~e
δ~gasy =
2|Σ|g
ω¯2 − 4|Σ|2
[
~e× eE∂p~e− 2~e× (~U × ~e)
− δn
τ∂µn
~e× ∂µ~e
]
. (45)
Without vector meanfield variation ~U ≈ 0 and relaxation
time, the last term responsible for the anomalous Hall
effect corresponds directly to the third one in Eq. (44).
The first two terms correspond to the first two ones in Eq.
(44) as simple algebra shows observing that ~Σ · ∂~e = 0
since ~e = ~Σ/|~Σ|, ~e(~e · ∂~g) = ~e∂g and ~e × (~e × ∂~g) =
−g∂~e. The term ~e × eE∂p~e of Eq. (45) corresponds
to the precession term found in Ref.31 as an additional
rotation of the magnetization.
D. Response functions
We want now to integrate the linearized solution (40),
(41) and (43) over the momentum to obtain the density
and spin response functions including the meanfield and
spin-orbit coupling effects. This will lead to a selfconsis-
tent equation. We can design the dimensionality of the
considered problem as done above after Eq. (1).
The final result for the particle and spin density re-
sponse using only intrinsic meanfields δΣ0 = V0δn+~V ·δ~s
and δ~Σ = ~V δn+V0δ~s leads to the following linear system
(1−Π0V0 − ~Π · ~V + iΠ0µ
τ∂µn
)δn = Π0Φ + (Π0~V + ~ΠV0) · δ~s
(1−Π0V0 −←→Π V0)δ~s = ~Π3Φ + ~Π3(~V · δ~s) + V0~Π2 × δ~s
+ (V0~Π3 + Π0~V + ~Π2 × ~V +←→Π · ~V − i
τ∂µn
~Π∂)δn
(46)
with the abbreviations for the polarizations
~Π2 = ~Πg + ~Πxf
~Π3 = ~Π + ~Πxg + ~Πe
~Π∂ = ~Πxµ + ~Πµ + ~Πµe
←→
Π =
←→
Π fe +
←→
Π xe. (47)
The 1/τ terms come from the Mermin conserving
relaxation-time approximation which means a relaxation
towards a local equilibrium specified such that local con-
servation laws are obbeyed74,75,77.
It was helpful here to define the polarization functions
according to the three precessions expressed by the parts
(40), (41) and (43). The standard polarization functions
for scalar and vector distribution coming from (40) read
with ω¯ = ω − ~p · ~q/m+ i/τ
Π0(qω) = −
∑
p
q∂pf
1
ω¯
Π0µ(qω) = −
∑
p
∂µf
1
ω¯
~Π(qω) = −
∑
p
q∂p~g
1
ω¯
~Πµ(qω) = −
∑
p
∂µ~g
1
ω¯
. (48)
The remaining parts of (40) and (41) combine into the
forms of
4Σ2
ω¯(4Σ2 − ω¯2) =
1
ω¯
− 1
2
(
1
ω¯ + 2Σ
+
1
ω¯ − 2Σ
)
(49)
which vanish quadratically with the vector meanfield
~Πe(qω) =
∑
p
gq∂p~e
4Σ2
ω¯(4Σ2 − ω¯2)
~Πµe(qω) =
∑
p
g∂µ~e
4Σ2
ω¯(4Σ2 − ω¯2)
←→
Π fe(qω) =
∑
p
q∂pf(1− ~e ◦ ~e) 4Σ
2
ω¯(4Σ2 − ω¯2) (50)
and a rotation part
~Πg(qω) = −i
∑
p
~g
(
1
ω¯ + 2Σ
+
1
ω¯ − 2Σ
)
. (51)
The responses from the asymmetric part (43) lead to
~Πxf (qω) = i
∑
p
~eq∂pf
1
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
)
~Πxg(qω) = i
∑
p
~e× q∂p~g 1
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
)
~Πxµ(qω) = i
∑
p
~e× ∂µ~g 1
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
)
←→
Π xe(qω) = 2
∑
p
g(1− ~e ◦ ~e)1
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
)
(52)
which vanish linearly in orders of the self-energy. In the
case of vanishing spin-orbit coupling, i.e. no momentum
dependence of ~e, we have ~Πxg = ~Πxµ = ~Πe = ~Πµe = 0.
It is known that vertex corrections lead to addi-
tional structure factors in the RPA polarization func-
tions, which would extend the expressions here. Here, it
7is shown that the spin-orbit coupling causes a zoo of ad-
ditional RPA polarization forms even on the level of the
single-loop approximation, which is the highest level to
be obtained by the linearization of the mean-field equa-
tions.
III. SPIN AND DENSITY WAVES
The system of density and spin responses (46) allows
us to determine the spin and density waves that might be
excited in the system. It is convenient to continue to work
in the wave number space r ↔ q. For the magnetization
and total particle number (23), we consider only dipole
modes that are characterized by the first-order moments
Ψj =
∫
d3rxjδn(r) = −i∂qjδnq|q=0
~Ψj =
∫
d3rxjδ~s(r) = −i∂qjδ~sq|q=0. (53)
The linear response for dipole modes is assumed to be
characterized by linear deviations δf = ~β1 · ~∂rf0+~β2 · ~∂pf0
and δg = ~α1 · ~∂rg0 + ~α2 · ~∂pg0 such that we have
δn|q=0 = i~β1 · ~qn|q=0 = 0
δ~s|q=0 = i~α1 · ~q~s|q=0 = 0 (54)
for the long-wavelength limit of the deviations them-
selves. In order to determine the eigenmodes of (46),
we do not need the actual values of α and β. Due to the
properties (53) and (54), we can apply the q-derivative
directly to (46) and obtain an equation system where
δn and δ~s are replaced by Ψj and ~Ψj in (46) and all re-
sponse functions have to be taken in the q → 0 limit. Any
derivative of the latter vanishes since they are connected
with terms (54). This simplifies the analysis appreciably
and shows the strength of the response system (46). For
quadrupole modes where the second derivative is needed,
one has to calculate also the q → 0 limit of the derivatives
of the polarization functions.
Further analysis relays on the expansion of different
polarization functions as presented in Appendix C. Then,
the momentum integration still cannot be performed an-
alytically if the momentum-dependent spin-orbit term
b(p) in ~Σ is present. Therefore we treat them linearly
in ~b(p), which allows to give an explicit form. In fact,
these terms are only present if the spin-orbit coupling
creates an explicit p-dependence in ~Σ = ~Σn+~b(p), where
we denote the momentum-independent selfenergy with
~Σn = n~V + V0~s+ µB ~B. Let us define the z-direction by
this last term ~ez = ~Σn/|~Σn| and expand all directions in
first order of ~b(p).
The direction of effective polarization becomes
~e =
~Σ
|Σ| = ~ez
(
1− b
2
⊥
2
)
+~b⊥ (1− b3) (55)
where we use the short-hand notation
~bp
Σn
= ~b⊥ + ~ezb3. (56)
Since the distribution functions in equilibrium are func-
tions of |~Σ| according to (16), i.e. functions of b2⊥ and b3,
and since the latter ones are even in momentum direc-
tion, the distributions are even in momentum direction
as well. Therefore the polarization becomes
~s =
∑
p
g~e = ~ez
∑
p
g
(
1− b
2
⊥
2
)
= ~ez
(
s0 −
B2g
2
)
(57)
with
s0 =
∑
p
g; B2g =
∑
p
b2⊥g; m = sq=0. (58)
The q → 0 limit is of course dependent on the q-
dependence of the potential. Therefore let us analyze the
neutral scattering V0 and charged scattering V0 = e
2/q2
separately. As we will see, only the latter provides den-
sity waves as a collective plasma oscillation.
A. Excitation with neutral scattering
To study the excitation modes for scattering with neu-
tral impurities, we can restrict ourselves to the lowest-
order expansion in q, which simplifies the results of the
last section again. Especially Π0 = ~Π = ~Πxf = ~Πxg =
~Πe =
←→
Π fe = 0. According to (53) and (54) we obtain
for the density excitation from (46)(
1− i
ω+τ
+ o(q2)
)
Ψj = 0 (59)
with ω+ = ω + i/τ which means that we have either
the zero mode ω = 0 or Ψj = 0, i.e., no density dipole
wave excitations. This will be different when we consider
charged scattering in the next section.
With the help of this result the equation for the spin
excitation becomes from (46) in long-wavelength expan-
sion simply
D~Ψj ≡ (1− V0←→Π )~Ψj − V0~Π2 × ~Ψj = 0 (60)
with
~Π2 = i~ez
[
−s0 +
B2g
2
(1− Σn∂Σn)−
q2Eg
Dme
∂2ω
]
2ω
ω2 − 4Σ2n
←→
Π =
s0+Bg11+
B2gΣn
2 ∂Σn 0 0
0 s0+Bg22+
B2gΣn
2 ∂Σn 0
0 0 −B2g

× 4Σn
4Σ2n−ω2+
. (61)
8FIG. 1: The three frequencies of spin excitation mode (63) as
a function of selfenergy Σ and thermally averaged spin-orbit
coupling (58) and magnetization m = sq=0.
The vanishing determinant of D in (60) yields the collec-
tive spin excitation wave.
Neglecting first the thermally averaged spin-orbit
terms completely we obtain the modes
ωspin = − i
τ
± 2|sV0 − Σn| (62)
which shows that two spin modes are excited. Provided
we have an interaction V0 the mode is shifted simply by
the meanfield selfenergy Σn = nV + V0s+ µBB and this
mode ω ∼ 2µBBeff is exclusively dependent on the effec-
tive Zeeman shift µBB
eff = nV + µBB. This result we
had already obtained as zero order in spin-orbit coupling
(27) in agreement with the recent report of a transition
from charge to spin density waves only appearing at a
finite Zeeman field34.
As discussed in Sec. III.H of part I of this paper [], the
selfconsistency would result into the replacement Σn =
nV + V0s+ µBB → (nV + µBB)/(1 + me2pi~2V0). In order
to facilitate the following notation we write shortly Σ for
this selfconsistent Σn.
The dispersion including the spin-orbit coupling is de-
pendent on the parameter B2g = B
2
g11 + B
2
g22 given in
(58). The spin modes as zeros of |D| of (60) appear to be(
ω +
i
τ
)2
− 4(Σ− sV0)2 = 2V0
[
B2gΣ
+(sV0 − 2Σ)
(
s±
√
s2 − 2
V0
ΣB2g
)]
(63)
together with a third mode as the sum of the right side.
The result is plotted in Fig. 1. One sees that the two
modes (62) appear, which differ with increasing Σ. The
threefold splitting of spin modes was reported in Ref.71.
A closer inspection shows that one mode can become
imaginary for small selfenergies Σ. In fact, expanding up
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FIG. 2: Left: The maximal range of spin-wave instability for
vanishing collisional damping. The outer area (blue) designs
the Imω2 6= 0 modes and the inner (yellow) area the ω2 < 0
modes. Right: The real (black solid) and imaginary (dashed
red) part of ω2 versus Σ
to +o(B2⊥, ) one gets(
ωspin +
i
τ
)2
= 4
 Σ2
(
1− B
2
g
s
)
(Σ− sV0)2 + B
2
gΣ(Σ−sV0)
s
(64)
where the square of the first mode can become negative
which means an imaginary mode. Due to the six-order
polynomial in ω, for each dispersion, also the complex
conjugated one is a solution. A finite imaginary part
means instability when it overcomes the damping by col-
lisions 1/τ .
The maximal range of such possible spin-wave insta-
bility (without collisional damping 1/τ → 0) is shown
in Fig. 2. Here, we distinguish the region of ω2 < 0 ap-
pearing as the inner region (yellow) and the region where
Imω2 6= 0 as the outer (blue) one. The twofold regions
of complex frequencies are seen in the cut in Fig. 2.
The physics of these instabilities can be seen more
explicitly in the zero temperature limit where in quasi-
two-dimensions and in the presence of linear Dresselhaus
β = βD or Rashba β = βR spin-orbit coupling the density
and the polarization become
n =
∑
p
f =
me
2pi~2
(f + β)
s =
∑
p
g = − me
2pi~2
√
β(β + 2f ) + Σ2n (65)
with the spin-orbit energy β = meβ
2. Further we have
B2g =
4pi~2
me
pn2
β
Σ2n
(66)
with the polarization p = s/n.
In Fig. 3 we plot the non-self-consistent and self-
consistent modes in dependence on the density. Using
the polarization and the scaling with the Fermi energy
f allows us to get rid of the spin-orbit energy. One sees
that the selfconsistency leads to smaller modes at smaller
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FIG. 3: The real (solid) and imaginary (dashed) part of ω
as a function of the density for the effective magnetic field
µBB
eff = nV + µBB = 1f , the polarization p = 0.5 and
the dimensionless potential v0 = meV0/2pi~2 = 1 at zero tem-
perature. Left figure shows the selfconsistent result and right
figure the non-selfconsistent one. Different branches of the
single mode are distinguished additionally by different colors.
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FIG. 4: The selfconsistent modes of figure 3 for effective
magnetic fields µBB
eff = nV + µBB = 0.5f (left) and
µBB
eff = nV + µBB = 0.1f (right).
densities. Up to a critical density, we do not have any
imaginary part. As soon as the two spin modes vanish, a
damping occurs that is symmetric in sign such that it de-
notes an instability. The third mode of (63) is vanishing
at higher densities.
The dependence on the effective magnetic field is seen
in Fig. 4, which shows that the two spin modes become
nontrivial and vanish at the same density as the third
mode for vanishing magnetic field.
The expansion of (63) in small spin-orbit coupling
reads(
ωspin +
i
τ
)2
=
{
4Σ2 − 8f β
(4Σ2 + 8f β)(1 +
me
2pi~2V0)
2 + o(
2
β)
(67)
and the third mode 4Σ2 − 8meV02pi~2 f β . This shows that
the spin modes becomes
ω + i/τ =
 i
(
2βpf − Σ2βpf
)(
2βpf +
Σ2
βpf
) (
1 + meV02pi~2
) + o(2β ,Σ4) (68)
for small effective Zeeman fields providing a linear de-
pendence of the energy and damping on β. This is in
contrast to the influence of the Landau levels which pro-
vides quadratic dependencies25,26.
B. Excitation with charged scattering
Now we consider the charged scattering with an im-
purity Coulomb potential V0 = e
2/oq
2 or the scattering
between charged particles as meanfields and in the re-
laxation time approximation. Using the long-wavelength
expansions of Appendix C, we obtain the following equa-
tion system from (46)(
ω2+
ω2p
+ 1− iω+
ω2pτ
)
Ψj = ~m · ~Ψj
2
∑
p
g(1− ~e ◦ ~e)~Ψj + iω ~m× ~Ψj = 0 (69)
with ~m = ~sq=0 = ~ezs. We used only the most divergent
terms ∼ 1/q2 in the equation for δ~s and have introduced
the plasma frequency ω2p = e
2n/0me. The eigenmodes
of (69) can be seen to decouple for density and spin modes
since the equation provides the eigenmode as a vanishing
determinant of the matrix in front of ~Ψj . The density
eigenmodes are given by the vanishing left side of the
first equation which implies ~m ⊥ ~Ψj which means that
we have only transverse spin modes with respect to the
effective magnetization axes ~m of (57). The frequency of
the density modes is just the damped plasma oscillation,
ωn = − i
2τ
±
√
ω2p −
1
4τ2
(70)
and the spin oscillation becomes
ωspin = − i
τ
± 2[Σ + o(b2)] (71)
where we have used the linear expansion in b of the last
paragraph. Compared with the spin mode of the neutral
excitation (62), we see that the term sV0 is absent.
1. Dielectric function
The response function (13) describes the density
change with respect to the external potential δn =
χΦ while the polarization function δn = ΠΦind is the
density variation with respect to the induced potential
ΦindVqδn+ Φ. Therefore one has χ = Π/(1− VqΠ), and
the dielectric function as a ratio of the induced to the
external potential is
1

= 1 + Vqχ. (72)
If we expand the response function up to quadratic orders
of the wave vector, as performed in appendix C, the result
for the dielectric function can be compactly written as
(ω, q) = 1− 1
1
1−(ω,0) − q
2
κeff (ω)
(73)
where the long-wavelength dielectric function can be ex-
pressed as
(ω, 0) = ω
+ p2
(
1− 1
ω
)[
1−ω−
B2f
ω
(
(1−ω)2−
ω2p
ω2(1+p2)
)]
(74)
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FIG. 5: The long-wave excitation function (74) for a collision
frequency τ−1 = 0.3ωp (left) and τ−1 = 1ωp (right).
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FIG. 6: The long-wave excitation function (74) for different
polarizations versus frequency as cuts of figure 5 for τ−1 =
0.3ωp.
in terms of the Drude’s expression
ω = 1−
ω2p
ω(ω + iτ )
(75)
and the effective polarization
p =
s
n
=
n↑ − n↓
n
− B
2
g
2n
. (76)
Here we use the zero temperature result for linear spin-
orbit coupling
B2g =
2p
1 + p2
B2f (77)
with (58). Let us discuss the long-wavelength limit of
the dielectric function first without spin-orbit coupling
Bf = 0 but finite polarization (76). This corresponds to
the treatments of two-fluid models, e.g. one-dimensional
quantum wires82, with finite polarization. In figure 5 we
plot the excitation function which yields the weight of the
collective modes as a function of frequency and polariza-
tion. There we plotted a larger range of polarizations.
Since the latter one is an effective one according to (76)
we can have values smaller than −1. A smaller relaxation
time leads to a higher damping of modes, of course.
We see the appearance of two collective modes with
increasing polarization. The plasma mode becomes split
in a fast decaying mode with increasing polarization and
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FIG. 7: The long-wave excitation function (74) for three
small frequencies versus effective polarization (76).
0.5 1.0 1.5 2.0
ΩΩp
-2
2
4
ImΕ-1
Bf=5
Bf=3
Bf=1
Bf=0
FIG. 8: The long-wave excitation function (74) for different
spin-orbit couplings Bf versus frequency with a fixed polar-
ization p = 0.3 of figure 6.
a mode which becomes sharper again with increasing po-
larization. This is illustrated in figure 6 as cuts for special
polarizations.
Near the point of vanishing first mode around p = 1
the excitation function becomes negative indicating an
instability. This is illustrated in the next figure 7. The
effective polarization as the sum of polarization and spin-
orbit coupling term Bg can lead to negative excitation
functions indicating an instability. We will interpreted
this instability as a de-mixing of spin states later when
discussing the screening length.
Next we consider the influence of the spin-orbit cou-
pling Bf which is given in figure 8 for different values and
a fixed polarization. We see that the spin-orbit coupling
has basically the same effect as an additional polariza-
tion. Above a certain spin-orbit coupling the excitation
function becomes negative indicating an instability. This
is also visible in the figure 9.
The range where the excitation function becomes neg-
ative indicating an instability is plotted in the next figure
10. This range indicates a spin domain separation and
becomes large for increasing spin-orbit coupling parame-
ter B2f of (C6). We interpret this as spin segregation as
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FIG. 9: The long-wave excitation function (74) for different
spin-orbit couplings Bf versus effective polarization (76) with
a fixed polarization |p| = 1 and frequency ω = 0.1ωp of figure
7.
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FIG. 10: The region where the excitation function becomes
negative versus frequency and polarization for Bf = 0 (left)
and Bf = 2 (right) . The upper range (yellow) is for 1/τ =
1ωp, the middle (red) for 1/τ = 0.3ωp and the bottom (blue)
one for 1/τ = 0.001ωp.
observed in17 and described in19.
a. Screening length Next we discuss the effective dy-
namical screening length χeff(ω) of (73) which can be
expressed shortly in terms of (75) as(
κ
κeff(ω)
)2
=
1
1−iωτ −pκ
2
V
ω−1
ω
{
1+
1
(1−ω)(1−qω)
+Bf
ω−1
ω(1−qω)
[
1+
(
1+
2(1−iωτ)
ω2pτ
2(ω(1 + qω)− 1)
)
×
(
1
(1−ω)(1−qω)−qω
)]}
(78)
and the short-hand notation qω = p
2(ω − 1)/ω. The
static limit where (ω − 1)/ω → 1 and ω → ∞ reads
therefore(
κ
κeff(0)
)2
= 1− p κ2V
[
1 +Bf
(
1− 2p
2
ω2pτ
2(1− p4)
)]
.
(79)
We have abbreviated κ2V = (V + µBB/n)∂µn =
µBB
eff∂nn/n. This result is explicitly an analytic long-
wavelength expression of the influence of polarization on
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FIG. 11: The static effective screening length (79) versus
polarization for different κV and Bf = 0 (solid) and Bf = 1
(dashed).
FIG. 12: (Color online) The range where the static effective
screening length (79) becomes negative for 1/τ = 1ωp (left)
and 1/τ = 0ωp (right).
the screening length which was treated other wise by ex-
tensive numerics28,83.
The static screening length (79) changes only for fi-
nite κ2V which means a finite magnetic field or ferromag-
netic impurity polarization V . In other words we need a
preferred direction of motion in order to see a change of
static screening length. In the latter case it is then depen-
dent on the spin-orbit coupling Bf as illustrated in figure
11. One sees that the screening length increases with in-
creasing polarization for κ2V 6= 0 and diverges at the zero
of (79) which provides the critical κ2V in terms of the
polarization p and the material parameter ωpτ . This in-
stability appears here in the spatial screening length and
we can interpret it as a spatial domain separation of spin-
polarized electrons known as domain wall formation84,85.
Interestingly, for finite spin-orbit coupling there appears
an upper singularity at p = 1.
The range where the real part becomes negative is plot-
ted in figure 12. With increasing collision frequency the
range of instability becomes smaller.
Comparing the case with vanishing collision frequency
in figure 12 we see that only one range at positive polar-
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FIG. 13: The dynamical effective screening length (78) ver-
sus frequency for different polarizations, κV = 1, 1/τ = 0.3ωp
and Bf = 0.
ization appears. In other words there appears an asym-
metric second range in the instability due to the collisions
for positive and negative polarizations.
It is interesting to discuss the dynamical screening
length as well. First one notes that the correct static
limit (79) only appears if we have a relaxation damping
1/τ which drops out of the result. In contrast if we first
set 1/τ → 0 before the static limit we would obtain
lim
τ→∞
(
κeff(ω)
κ
)2
=
(ω2 − 1)(ω2 + p2 − 1)
κ2V p(ω
4 + p2 − 1) (80)
leading to the wrong static limit −1/pκ2V which is clearly
unphysical. Therefore an even infinitesimal friction is
necessary in order to ensure the correct static screening
length. One can see this also from the limit of vanishing
polarization p→ 0 which yields
lim
p→0
(
κeff(ω)
κ
)2
= 1− iωτ. (81)
The dynamical screening length is plotted in figures 13
and 14 for different cuts. Like in the static limit above,
at certain κV the dynamical screening length becomes
negative indicating a domain-wall formation.
The range where the real part becomes negative is
given in figure 15. With increasing collision frequency
the range of instability becomes smaller. If we addition-
ally demand that the imaginary part of the dynamical
screening length should be positive which means spatially
unstable modes, we get a smaller region. Above a certain
collisional damping there is no such region.
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FIG. 14: The dynamical effective screening length (78)
versus frequency for different κV , a polarization p = 0.1,
1/τ = 0.3ωp, and Bf = 0.
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
ΩΩp
p
0.0 0.5 1.0 1.5 2.0
0.0
0.2
0.4
0.6
0.8
1.0
ΩΩp
p
FIG. 15: (Color online) Left: The range where the dynam-
ical effective screening length (78) becomes negative versus
frequency and polarization for κV = 1. The inner range (yel-
low) is for 1/τ = 0.5ωp, the middle (red) for 1/τ = 0.3ωp
and the outer (blue) one for 1/τ = 0.1ωp. Right: additional
demand that Imκeff > 0
C. Spin response
The spin response δ~s = ~χsΦ can be calculated as well
and we obtain with ~qΦ = ie ~Eq
δ~sq
E
= i
e
q
~χs =
en
ωp
s1(ω)
b1(q)
q +Bcs2(ω)
b2(q)
q
s1(ω)
b2(q)
q −Bcs2(ω) b1(q)q
i
q0ωp
ne2 s3(ω)
 (82)
which means we have an induced spin due to an ap-
plied electric field as used in microwave spectroscopy41.
This is purely transverse to the z-direction of the ef-
fective magnetic and ferromagnetization field for long-
wavelength. We consider this as the response of spin-
Hall effect, described by the spin-orbit coupling ~b(q) =
(B⊥1, B⊥2, B⊥3) according to (56) and (C6). Since ~q|| ~E
this q-dependent spin-orbit coupling describes the exci-
tation due an external electric field. Oscillating electric
currents are used experimentally to create an effective
magnetic field and ferromagnetic resonances40.
The external magnetic field enters (82) by the dimen-
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sionless quantity
Bc =
ωcf
nD~ω2p
= 0
B
nDe~
f
n
. (83)
The frequency-dependent functions (82) can be recast
into the form
s1 + 1 = −1 + p
2
I(p)− 1− p
2
I(−p)
s2 =
2I1(p)
1− p2 −
I(p)− I(−p)
p
+
I2(p)
p(1 + p)
− I2(−p)
p(1− p)
s3 = −1 + p
2
I(p) +
1− p
2
I(−p) (84)
with
I(p) =
1
−1− p+ iω2pτ ω +
ω2
ω2p
→− ωp sin γt
γ
e−
t
2τ
I1(p) =
1
1− iωτ →
1
τ
e−
t
τ
I2(p) =
iω
τω2p
I1(p) →1
τ
∂
∂t
sin γt
γ
e−
t
2τ (85)
and
γ =
√
(1 + p)ω2p −
1
4τ2
. (86)
Since we apply a frequency-constant electric field it
means we have an instant disturbance of the system at
time t = 0 in the form E(t) = Eδ(t). This field itself has
to be subtracted from the response which is represented
by the constant s1(ω) + 1. Further we present the lin-
earized result with respect to the spin-orbit coupling. A
nonlinear analytic result with some more drastic simpli-
fications can be found in86.
The collisions are responsible for the damping of this
oscillatory motion. Dependent on the temperature we
will have a transition from collision-dominated damped
motion towards an oscillatory regime as observed in87.
This transition is here explicitly seen in the expression
for γ in (86) which turns the oscillatory behavior into an
exponential one if
(1 + p)ω2p <
1
4τ2
(87)
which provides density, polarization, and (due to the re-
laxation time) temperature-dependent criteria for such a
transition.
It is now interesting to inspect the spin response for
linear Dresselhaus and Rashba spin-orbit coupling. If
the electric field is excited in x-direction we have for
Dresselhaus b1 = βDqx/Σn, b2 = 0 and for Rashba
b1 = 0, b2 = −βRqx/Σn. This translates into the spin
response
δ~sq
E
∣∣∣∣
D
=
βRqxen
qΣnωp
(s1,−s2Bc, 0)
δ~sq
E
∣∣∣∣
R
=
βDqxen
qΣnωp
(−s2Bc,−s1, 0) (88)
FIG. 16: (Movie online) The time-dependent trajectories
of the induced spin with the disturbance of the electric field
~Eδ(t) in x-direction for Dresselhaus spin-orbit coupling and
1/τ = 0.1ωp. The external magnetic field was chosen Bc = 1
according to (83).
If the electric field is excited in y-direction we have
for Dresselhaus b2 = −βDqy/q, b1 = 0 and for Rashba
b2 = 0, b1 = βRqy/q and the response in (88) are inter-
changed between Dresselhaus and Rashba. Therefore it
is sufficient to discuss one of the cases, say excitation in
x-direction. Let us concentrate on the Dresselhaus relax-
ation. From (88) we see that the external magnetic field
Bc causes ellipsoid trajectories. If it is absent, we have a
mere linear-polarized damped oscillation in x-direction.
In the next figure 16 we plot the trajectories for differ-
ent polarizations.
One recognizes that with increasing polarization the
spin response turns to the perpendicular direction of the
applied electric field which is a spin-Hall effect. Here we
can see how the evolution of trajectories changes with
increasing polarization. The Rashba spin-orbit coupling
will lead to the same curves but with 90o clockwise rota-
tion as one sees from (88) too.
Since the change of spins (82) is different in each spa-
tial direction triggered by spin-orbit coupling and split
further by the magnetic field one can predict that this
will lead to an anomalous spin segregation as was ob-
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FIG. 17: The time dependent spin response function (82)
for 1/τ = 0.3ωp and polarizations p = 0.01, 0.3, 0.6, 0.9 from
upper left to lower right.
served in88 and investigated in one-dimensional systems
in89.
The spin dephasing time is of special interest90–92
where one has found discrepancies between the experi-
mental values and earlier treatments. It is now quite dif-
ficult to extract dephasing times since the envelope of the
oscillation in each direction shows maxima and a quite
nonlinear behavior as illustrated in figure 17 by the con-
stituent time-dependent functions of (82). One sees that
besides oscillations with the frequency (86) the s1(t) pos-
sesses a maximum and all functions become quite non-
linear for higher polarizations. These components mix
additionally due to the spin-orbit coupling and the mag-
netic field. If we, nevertheless, fit these time dependence
to a damped exponential oscillator, we can extract the
spin-dephasing time τs analogously to
92.
The results are given in figure 18. The overall observa-
tion is that the spin dephasing time is an order of magni-
tude larger than the relaxation time. One sees that the
s1 component, which corresponds to the x-component for
the Dresselhaus and y component for the Rashba cou-
pling has a minimum at a polarization which increases
with increasing relaxation time. The minima in s2 and
s3 are not so pronounced and shift to larger polariza-
tions as well with increasing relaxation time. This result
is different from92 where only an increasing spin dephas-
ing time in dependence on the polarization has been re-
ported. The combined effect of the Rashba and the Dres-
selhaus coupling as well as the magnetic field mixes these
results according to (82).
Here, we extracted the spin-dephasing time as an enve-
lope of the precessional motion of the spins after a sudden
distortion by an electric field. This is the Dyakonov-Perel
mechanism of relaxation, e.g. investigated experimen-
tally and theoretically in56–58
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FIG. 18: The spin dephasing times (82) from exponential
envelops for the different directions versus polarization with
1/τ = 0.2, 0.5, 0.8 from upper left to lower left and s1 for
different relaxation times (lower right).
IV. RESPONSE WITH MAGNETIC FIELDS
A. Linearizing kinetic equation with magnetic field
We want to consider the spin and density response to
an external perturbing electric field now under a constant
bias of magnetic field. The magnetic field consists of a
constant and an induced part B(x, t) = B + δB(x, t).
Since the external electric field perturbation is produced
due to an external potential Uext one sees from the
Maxwell equation that δ ~˙B = −∇× δ ~E = 0, which means
that all terms linear in the induced magnetic field vanish.
It is convenient to work in velocity variables instead of
momentum defined according to (4) and we use for the
quasiparticle energy p = p
2/2me+Σ0. We obtain finally
from (3) with the Larmor frequency ωc =
eB
me
[
−iω + iqv + 1
τ
+ (v × ωc) ∂v
]
δf
+
[
iq
me
∂vΣi + (~τ
−1)i −
(
∂vΣi
me
× ωc
)
∂v
]
δgi = S0
(89)
and
[
−iω + iqv + 1
τ
+ (v × ωc) ∂v
]
δgi − 2me(Σ× δg)i
+
[
iq
me
∂vΣi + (~τ
−1)i −
(
∂vΣi
me
× ωc
)
∂v
]
δf = Si (90)
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with the source terms arising from the external field ~qΦ =
ie ~E and the induced meanfield variations (37)
S0 =
iq∂vf
me
Φ +
δn
τ∂µn
∂µf0
+
(
i
q
me
+ωc× ∂
Σ
v
me
)
δΣ0∂vf+
(
i
q
me
−ωc× ∂
Σ
v
me
)
δΣi∂vgi
Si =
iq∂vgi
me
Φ + 2(δΣ× g)i + δn∂µg
τ∂µn
ei
+
(
i
q
me
+ωc× ∂
Σ
v
me
)
δΣ0∂vgi+
(
i
q
me
−ωc× ∂
Σ
v
me
)
δΣi∂vf.
(91)
Compared with the result without magnetic field we
see that the source terms (20) get additional rotation
terms coupled to the momentum-dependent derivation of
meanfields (37) which is present only with extrinsic spin-
orbit coupling. Further the drift side gets an explicit
derivative with respect to the velocity which we will take
into account in the following.
B. Solution of linearized equations
In order to solve (89) and (90) we use the same coordi-
nate system as Bernstein93. The magnetic field ~B points
in the vz direction and the q vector is in the vz−vx plane
with an angle Θ between vx and q
~q = q sin Θ~ex + q cos Θ~ez. (92)
For the velocity v we use polar coordinates around ~B
with an azimuthal angle φ
~v(φ) = w cosφ~ex + w sinφ~ey + u~ez (93)
and one gets
1
τ
−iω+i~q~v+
(
~v × e
~B
m
)
~∂v =
1
τ
−iω+i~q · ~v(φ)−ωc∂φ
=
1
τ
− iω + i~q · ~v(ωctφ)− ∂t ≡ −iΩtφ − ∂tφ (94)
with the orbiting time
tφ = φ/ωc. (95)
We can write the equations (89) and (90) as(−iΩtφ − ∂tφ) δf +
(
iq∂v~Σ
me
+ ~τ−1
)
· ~δg = S0
(−iΩtφ−∂tφ) δgi+( iq∂vΣime +(~τ−1)i
)
δf−2(~Σ× ~δg)i = Si.
(96)
where the corresponding right hand sides are given by
(91). Now we employ the identity
~B · δ~g + (~σ · ~B)δf − 2~σ · (~Σ× δ~g) =
~σ ·
~B + 2i~Σ
2
δFˆ + δFˆ~σ ·
~B − 2i~Σ
2
(97)
with ~B = iq∂v~Σ/me + ~τ−1 and δFˆ = δf + ~σ · δ~g which
one proves with the help of (τa)(τb) = a · b + iτ(a × b).
This allows to rewrite (96) into
− ∂tφ δˆF − iΩtφ δˆF
+ ~σ ·
(
~B
2
+ i~Σ
)
δFˆ + δFˆ ~σ ·
(
~B
2
− i~Σ
)
= Sˆpφ(ω)
(98)
where Sˆpφ = S0 + ~σ · ~S.
Please note that due to (95) the integration over the
azimuthal angle is translated into the time integration
about orbiting intervals. Therefore Eq. (98) has a great
similarity to the time-dependent Eq. (32).
Equation (98) is easily solved as
δF = −
t∫
∞
dt¯e
i
t¯∫
t
Ω+
t′dt
′
e
~σ
t∫¯
t
(
~B
t′
2 +i
~Σt′
)
dt′
Sˆpωct¯e
~σ
t∫¯
t
(
~B
t′
2 −i~Σt′
)
dt′
=
0∫
−∞
dxe
−i
x∫
0
Ω+t−ydy
× e~σ
x∫
0
( 12 ~Bt−y+i~Σt−y)dy
Sˆpωc(t−x)(ω)e
~σ
x∫
0
( 12 ~Bt−y−i~Σt−y)dy
(99)
where we used ω+ = ω + iτ−1 as before. The first expo-
nent can be calculated explicitly with the definitions of
(93) and (94)
i
x∫
0
Ω+t−ydy = iω
+x− i~q · Rx · ~v(t) (100)
with the matrix94
Rx = 1
ωc
 sinωcx 1− cosωcx 0cosωcx− 1 sinωcx 0
0 0 ωcx
 (101)
having the property R−x = −RTx . Neglecting the
magnetic-field dependence in the phase qRv = qv+ o(B)
we obtain with (99) exactly again the solution (34) but
with an additional retardation in the momentum Spωc(t−x)
instead of Spωct = Sp in (34).
We employ the long-wavelength approximation ~B ≈ 0
neglecting the vector relaxation. The integration over
an azimuthal angle x = φ/ωc is coupled to the momen-
tum (velocity) arguments. The spin-orbit coupling pro-
vides a momentum-dependent ~Σ which couples basically
to q∂p~Σ. Since
meq∂p = q sin Θ
(
cosφ∂w − sinφ
w
∂φ
)
+ q cos Θ∂u
(102)
16
in the coordinates (92) and (93), it means we neglect
higher than first order derivatives in φ and ∂p~Σ when
approximating ~Σt−y ≈ ~Σt in the exponent. We obtain
δFˆ = δf+~σ · δ~g =
0∫
−∞
dxei(~qRx~vt−ω
+x)eix~σ
~Σt Sˆpωc(t−x)e
−ix~σ~Σt .
(103)
To work it out further we use eiτ ·a = cos |a|+ i τ ·a|a| sin |a|
to see that
ei~σ·~Σx(S0 + ~σ · ~S)e−i~σ·~Σx = S0 + (~σ · ~S) cos(2x|Σ|)
+ ~σ(~S × ~e) sin(2x|Σ|) + (~σ · ~e)(~S · ~e)(1− cos(2x|Σ|))
(104)
with the direction ~e = ~Σ/|Σ| and (8).
The effect of a magnetic field is basically condensed at
two places. First the phase term ~q · Rx · ~p = ~q · ~p+ o(B)
and we have ω¯ = ω − ~p · ~q/m+ i/τ
0∫
−∞
e−i(ωx−~q·Rx·
~p
m )
 cos 2|Σ|x1−cos 2|Σ|x
− sin 2|Σ|x

=
1
2
 iω¯+2Σ + iω¯−2Σ2i
ω¯ − iω¯+2Σ− iω¯−2Σ
1
ω¯−2Σ− 1ω¯+2Σ
+o(q2, B) =
 iω¯0
2Σ
ω2
+o(B,Σ2).
(105)
The magnetic-field-dependent phase factor Rx does play
a role only in inhomogeneous systems with finite wave-
length. In the limit of large wavelength this effect can be
ignored.
The sin and cos terms are results of the precession of
spins around the effective direction ~e = ~Σ/Σ and can be
considered as Rabi oscillations. For the limit of small
Σ we can expand the cos and sin terms in first order
≈ S0 + ~σ · ~S − 2~σ · (~S × ~Σ)x as was analyzed in95. The
second effect is the retardation in t = φ/ωc which means
that the precession time in the arguments S(t − x) con-
tains important magnetic field effects. In fact, this retar-
dation represents all kinds of normal Hall effects as we
will convince ourselves now.
C. Retardation subtleties by magnetic field
The magnetic field causes a retarding integral in the
last section over the precession time t = φ/ωc coupled to
any momentum by the representation in Bernstein coor-
dinates
~pφ
m
= (w cosφ,w sinφ, u). (106)
This retardation is crucial for any kind of Hall effect. In
order to get a handle on such expressions we concentrate
first on the mean values of the scalar part δf . The general
field-dependent solution provides a form
〈A〉 =
∑
pφ
0∫
−∞
dxe−i(ω
+x−~qRx ~pφm )A(~pφ)S0(pφ−xωc)(107)
where S0 is the scalar source term. The trick is to per-
form first a shift φ → φ + ωcx and integrate then about
p = pφ. This has the effect that the retardation is only
condensed in the momentum of variable A
P(x) = ~pφ+ωcx
= ~pφ cos(ωcx)+~ez(~ez · ~pφ)[1−cos(ωcx)]+~ez×~pφ sin(ωcx)
= ~pφ + ~ez × ~pφωcx+ o(ω2c ). (108)
and the exponent
Rx ~pφ+ωcx
m
=
~pφ
m
sinωcx
ωc
+
(
~ez × ~pφ
m
)
1− cosωcx
ωc
=
~pφ
m
x+ ωc
x2
2
~ez × ~pφ
m
+ o(ω2c ). (109)
The phase effect leads to the first order corrections in ωc
or alternatively in wave length q
〈A〉 =
∑
p
S0(p)
[
1− ωc
2m
~q · (~ez × ~p) ∂2ω + o(ω2c )
]
×
0∫
−∞
dxe−i(ω
+x− ~q·~pm )A [P(x)]
=
∑
p
S0(p)A [P(i∂ω)]
×
[
1− ωc
2m
~q · (~ez × ~p) ∂2ω + o(ω2c )
] i
ω+ − ~q·~pm
. (110)
where the integration variable x in the momentum (108)
can be transformed into derivatives of ω if needed.
Completely analogously we can perform any mean
value over the vector part of the distribution ~δg. We
have
〈 ~A〉 =
∑
p
A(p)δ~g =
∑
p
[
1− ωc
2m
~q · (~ez × ~p) ∂2ω + o(ω2c )
]
×
0∫
−∞
dxei(
~q~p
m x−ω+x+o(ωc,q2))A[P(x)]
×
[
~S cos(2Σx)+~e×~S sin(2Σx)+~e(~e · ~S)(1−cos(2Σx))
]
(111)
where the arguments of ~S, Σ and ~e are the momentum p
and no retardation anymore. The exponent can be writ-
ten in complete B-dependence with Rx of course. Then
the x-integration over the cos and sin terms has to be
performed numerically. Analytically we can proceed if
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we expand the phase effect in orders of ~q. We obtain
with the help of (105)
〈 ~A〉 =
∑
p
A[P(i∂ω)]
[
1− ωc
2m
~q · (~ez × ~p) ∂2ω + o(ω2c )
]
×
[
[~e× (~S × ~e)] i
2
(
1
ω¯ + 2Σ
+
1
ω¯ − 2Σ
)
+~e× ~S 1
2
(
1
ω¯ + 2Σ
− 1
ω¯ − 2Σ
)
+ ~e(~e · ~S) i
ω¯
]
(112)
with ω¯ = ω + iτ − ~p~qm and (108).
The formula (110) and (112) establish the rules for cal-
culating mean values with magnetic fields. The useful-
ness of these rules can be demonstrated since it simplifies
the way to obtain the linearized solutions (40), (41) and
(43) tremendously. In fact integrating with A = 1 we
obtain straightforwardly the response functions and the
equation system (46). This shows that up to linear or-
der in wave-vector the magnetic field enters only via the
Zeeman term in ~Σ.
D. Classical Hall effect
Now, we are in a position to see how the Hall effect is
buried in the theory. Therefore we neglect any meanfield
and spin-orbit coupling for the moment such that the f
and g distributions decouple and use the q → 0 limit, i.e.
homogeneous situation. We obtain from (99) with (104)
and (91)
δf = −
0∫
−∞
dxe−iω
+xe ~E · ~∂pφf(pφ−ωcx) (113)
where we now pay special care to the retardation since
this provides the Hall effect which was overseen in many
treatments of magnetized plasmas.
After the shift of coordinates in azimuthal angle φ
as outlined in the last section, we can carry out the x-
integration with the help of (108), (110) and (105):
~J = e
∑
pφ
~pφ
me
δf
= −e2
∑
pφ
~E · ~∂pφf(pφ)
0∫
−∞
dxe−iω
+x ~pφ+ωcx
m
= σ0
1− iωτ
(1− iωτ)2 + (ωcτ)2
[
~E +
(ωcτ)
2
(1− iωτ)2 (
~E · ~ez)~ez
+
ωcτ
1− iωτ
~E × ~ez
]
(114)
which agrees of course with the elementary solution of
me~˙v = e(~v × ~B) + e ~E −me~v
τ
. (115)
In order to obtain all three precession terms we have
used the complete form (108) and no expansion in ωc.
E. Quantum Hall effect
If we consider low temperatures such that the mo-
tion of electrons become quantized in Landau levels we
have to use the quantum kinetic equation and not the
quasi-classical one. However, we can establish a sim-
ple re-quantization rule which allows us to translate the
above discussed quasi-classical results into the quantum
expressions. Therefore we recall the linearization of the
quantum-Vlasov equation, which is the quantum kinetic
equation with only the mea-field in operator form:
ρ˙− i
~
[ρ,H] = 0. (116)
The perturbing Hamiltonian due to external electric
fields is δH = e ~E · ~ˆx such that the linearization in eigen-
states En of the unperturbed Hamiltonian reads
δρnn′ = −e ~E · ~xnn′ ρn − ρn
′
~ω − En + En′ . (117)
One obtains the same result in the vector gauge since
[ρ, δH] = e
~Et
me
[ρ, ~p] = e ~E[ρ,~v] and the same matrix el-
ements appear. Now, we investigate the quasi-classical
limit where the momentum states are proper representa-
tions. We chose
〈n| = 〈p1| = 〈p+ q
2
|, |n〉′ = |p2〉 = | − p+ q
2
〉 (118)
and we have in the quasi-classical q → 0 approximation
~xnn′(ρn − ρn′) = ~
i
~∂qδ(~q)(ρp+ q2 − ρp− q2 )
≈ ~
i
~∂qδ(~q)~q · ~∂pρp = −~
i
δ(~q) ~∂pρp (119)
from which follows
δρ ≈ −i~ e
~E · ~∂pρ
~ω − ~p·~qme
. (120)
This is precisely the quasi-classical result we obtain from
quasi-classical kinetic equations. Turning the argument
around we see that we can re-quantize our quasi-classical
results by applying the rule
~E · ~∂pf → ~E · ~vnn′ fn − fn
′
En′ − En . (121)
Let us apply it to the normal Hall conductivity. We
use the area density 1/A and re-normalize the level dis-
tribution
∑
n fn = 1 to obtain for the static conductivity
ω = 0
σαβ =
e2~i
A
∑
nn′
fn(1−fn′)1−e
β(En−En′ )
(En−En′)2 v
α
nn′v
β
n′n (122)
which is nothing but the Kubo formula . Further
evaluation for Landau levels has been performed by
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Vasilopoulos96,97. Therefore one chose the gauge ~A =
(0, Bx, 0) and the corresponding energy levels are
En =
(
n+
1
2
)
~ωc +
p2z
2me
(123)
where the last term is only in 3D. The wave functions
read
|n〉 = 1√
A
φn(x+ x0)e
ipyy/~eipzz/~ (124)
with the harmonic oscillator functions φn, x0 = l
2py/~,
l2 = ~/eB, and A = LyLz where the corresponding z
parts are absent in 2D. The calculation in 3D can be
found in97. Here, we represent the 2D calculation. One
easily obtains
vnn′vn′n=
i~ωc
2m
[nδn′,n−1−(n+1)δn′,n+1] δ(py−p′y).(125)
Introducing this into (122) and using
∑
py
=
Ly
2pi~
~Lx
2l2∫
− ~Lx
2l2
dpy =
A
2pil2
(126)
one arrives at
e2
h
∑
n′
(n′ + 1)fn′(1− fn′+1)
(
1− e−β~ωc)→ e2
h
(n¯+ 1)
(127)
with n¯ωc ≤ f ≤ (n¯+ 1)ωc. This is von Klitzing’s result
for T → 0.
F. Polarization functions
Integrating (99) over the momentum p = vme and solv-
ing algebraically for δn and δs one gets the response func-
tions (46) with the B-field modifications. This concerns
the precession-time integration instead of the energy de-
nominator coupled to the tensor qRp and retardations
in the momentum integration as described above. Espe-
cially with the help of (112) the discussed polarizations
(47)-(52) can be easily translated with (105) such that
the effect of the magnetic field in the phase can be con-
sidered. The retardations does not play any role since for
the density and spin response we do not have moments
of momentum that would be retarded. The numerical
results of these phase effects for small Σ have been dis-
cussed in95 leading to a staircase structure of the response
functions with respect to the frequency at Landau levels.
The excitation shows a splitting of the collective mode
into Bernstein modes. Since it was presented in95 the
repetition of results is avoided here.
V. SUMMARY
We have solved the linearized coupled kinetic equa-
tions for the density and spin Wigner distributions in
arbitrary magnetic fields, vector and scalar meanfields,
spin-orbit coupling and relaxation time approximations
obeying the conservation of density. The response func-
tions for the density and spin polarization with respect
to an external electric field are derived. Various forms of
polarization functions appear reflecting the complicated
nature of different precessions and including Rabi shifts
due to the effective Zeeman field. The latter consists of
the magnetic field, the magnetization due to impurities,
the spin polarization, and the spin-orbit coupling.
The long wavelength expansions are presented and the
density and spin collective modes are determined for neu-
tral and charged scattering separately. For a neutral
system, no optical charge mode appears but there are
three optical spin modes. These are dependent on the
spin-orbit coupling and the effective Zeeman field. The
energy and damping of these modes are found to be lin-
early dependent on the spin-orbit coupling. A spin-wave
instability is reported and the range where such spin seg-
regation can appear are calculated.
The charge and spin waves for charged Coulomb scat-
tering show that only transverse spin modes can exist
with respect to an effective magnetization axis. The
charge density waves are damped plasma oscillations and
the spin waves are splitting into two modes dependent
on the polarization. One mode decreases in energy and
becomes damped with increasing polarization while the
second mode increases and becomes sharper again with
increasing polarization. This analysis was possible with
the help of the polarization, magnetic field and spin-orbit
dependent dielectric function which was presented here as
a new result. The range of instability with respect to fre-
quency, polarization and collisional damping is presented
which is again interpreted as spin segregation. The lat-
ter view is supported by the discussion of the statical and
dynamical screening length whose dependence on the po-
larization and spin-orbit coupling is derived.
Finally, the spin response shows an interesting damped
oscillation behavior different in each direction originat-
ing from the off-diagonal responses. The magnetic field
causes an ellipsoidal relaxation which shows a rotation
of the polarization axes depending on the spin-orbit cou-
pling. We find a cross-over from damped oscillation to
exponentially decay dependent on the polarization and
collision frequency. Spin segregation as a consequence is
discussed and the dephasing times are extracted.
The response with an external magnetic field shows
some subtleties in retardations when observables of the
Wigner functions are calculated. In fact, the Hall effect is
possible to obtain only when these retardations are taken
into account. The quantum version of the quasi-classical
kinetic equations is shown to provide the quantum-Hall
effect. Explicit calculations of the response function show
a staircase behavior with respect to the frequency at the
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Landau levels. At these frequencies the Rabi satellite
response functions become large leading to out-of-plane
resonances95.
Appendix A: Solving vector equations
In the following all symbols are vectors and we search
for solutions y in terms of capital symbols. We start with
the simplest vector equation
y1 = B −Q(V · y1) (A1)
which is easily solved by iteration and the geometrical
sum
y1 = B −Q(V ·B) 1
1 +Q · V =
B + V × (B ×Q)
1 +Q · V .(A2)
Next we consider the equation of the type
y2 = B −A× y2 (A3)
which by iterating once leads to
(1 +A2)y2 = B −A×B +A(A · y2) (A4)
which is again of the type (A1) with B → (B − A ×
B)/(1 + A2), V → −A, and Q → A/(1 + A2) such that
the solution reads
y2 =
B −A×B +A(A ·B)
1 +A2
. (A5)
The combined type reads
y3 +A× y3 = B −Q(V · y3) (A6)
where in a first step we consider the right hand side as
a B of the problem (A3) and get the solution according
to (A5). This leads to the problem (A1) with B → (B −
A × B + A(A · B))/(1 + A2) and Q → (Q − A × Q +
A(A ·Q))/(1 +A2) such that the solution can be written
according to (A2)
y3 =
B −A×B +A(A ·B) + V ×H
1 +A2 +Q · V − V (A×Q) + (A · V )(A ·Q)
H = (B −A×B +A(A ·B))× Q−A×Q+A(A ·Q)
1 +A2
= B ×Q+A× (Q×B) (A7)
where the last equality is a matter of algebra. The final
solution reads therefore
y3 =
B −A×B +A(A ·B) + V × [B ×Q+A× (Q×B)]
1 +A2 +Q · V − V · (A×Q) + (A · V )(A ·Q)
≡ y3z
y3n
. (A8)
As a next complication we consider the vector equation
where the scalar products appear with respect to two
vectors
y4 +A× y4 +Q(V · y4) = B − P (T · y4) (A9)
which is recast into the problem (A6) with B → B −
P (T · y4) such that we obtain
y4 = y3 − (T · y4)Q1
Q1 =
P + P ×A+ V × (A× (Q× P )−Q× P ) +A(A · P )
y3n
(A10)
which is the problem (A1) with V → T , B → y3 and
Q→ Q1 such that we obtain
y4 =
y3 − T × (Q1 × y3)
1 + T ·Q1 . (A11)
The cross product in the numerator can be shown by
somewhat lengthy calculation to be
Q1 × y3 = P ×B +A× (B × P ) + V (B · P ×Q)
y3n
(A12)
such that the final solution reads
y4 =
y3z − T × [A× (B × P )−B × P + V P · (B ×Q)]
y3n + T · y4h
y4h =
P+P ×A−V ×[A×(P×Q) + P×Q]+A(A · P ) (A13)
Appendix B: Evaluation of operator forms
In this appendix we evaluate the operator form
∞∫
0
dx eiω¯xe(
~b+~a)·~σx(S0 + ~σ · ~S)e(~b−~a)·~σx
(B1)
with ω¯ = ω + i/τ . First we rewrite the exponential of
Pauli matrices to obtain
e(
~b±~a)·~σx = cos c±x+ i~e± · ~σ sin c±x (B2)
where we use
c± = |b± a|; ~e± =
~b± ~a
|~b± ~a|
. (B3)
To evaluate the occurring products it is useful to deduce
from (~a · ~σ)(~b · ~σ) = ~a ·~b+ i~σ · (~a×~b) the relations
~σ · (~a · ~σ) = ~a+ i(~a× ~σ), (~a · ~σ) · ~σ = ~a− i(~a× ~σ)(B4)
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with the help of which we find
(σ · ~a)(~b× ~σ) = −((σ · ~a)~σ ×~b) = −(~a− i(~a× ~σ))×~b
= −~a×~b+ i~b× (~σ × ~a) = −~a×~b+ i~σ(~a ·~b)− i~a(~b · ~σ).
(B5)
One obtains from (B2)
e(
~b+~a)·~σxe(
~b−~a)·~σx = cos c+x cos c−x
+ i(~e+ · ~σ) sin c+x cos c−x+ i(~e− · ~σ) sin c−x cos c+x
− [~e+ · ~e− + i~σ · (~e+ × ~e−)] sin c+x sin c−x (B6)
and
e(
~b+~a)·~σx~σe(
~b−~a)·~σx = ~σ cos c+x cos c−x
+i(~e+−~σ × ~e+) sin c+x cos c−x
+i(~e−+~σ × ~e+) sin c−x cos c+x
+[~σ(~e+ · ~e−)−(~σ · ~e+)~e−−(~σ · ~e−)~e++i(~e+ × ~e−)]
× sin c+x sin c−x. (B7)
Now we evaluate the integrals over the cos and sin func-
tions. Due to the positive imaginary part of ω the integral
vanishes at the upper infinite limit and one has
∞∫
0
dx eiωx cos(cx) =
iω
ω2 − c2
∞∫
0
dx eiωx sin(cx) = − c
ω2 − c2 . (B8)
We will need
(c+ ± c−)2 = 2(a2 + b2 ± |a2 − b2|). (B9)
which leads to either to 4a2 or 4b2 dependent whether
a2 ≷ b2 and the ± sign respectively. Therefore one ob-
tains
∞∫
0
dx eiωx cos(c+x) cos(c−x) =
iω
2
(
1
ω2−4b2 +
1
ω2−4a2
)
∞∫
0
dx eiωx
sin(c±x) sin(c∓x)
|a2 − b2| = −
2iω
(ω2−4a2)(ω2−4b2)
∞∫
0
dx eiωx
(
sin(c+x) cos(c−x)
|~a+~b|
+
sin(c−x) cos(c+x)
|~a−~b|
)
= − 2ω
2
(ω2−4a2)(ω2−4b2)
∞∫
0
dx eiωx
(
sin(c+x) cos(c−x)
|~a+~b|
− sin(c−x) cos(c+x)
|~a−~b|
)
=
8~a ·~b
(ω2−4a2)(ω2−4b2) . (B10)
This allows to calculate the different occurring inte-
grals in (B1) with (B6) and (B7) as
∞∫
0
dx eiωxe(
~b+~a)·~σxe(
~b−~a)·~σx
=
4ω~σ · (~b×~a)+iω(ω2−4a2)+8i(~σ · ~a)(~a ·~b)−2iω2(~σ ·~b)
(ω2−4a2)(ω2−4b2)
(B11)
and
∞∫
0
dx eiωxe(
~b+~a)·~σx~σe(
~b−~a)·~σx =
{
4ω(~a×~b)+8i~a(~a ·~b)
+iω[~σ(ω2−4b2)+4~b(~σ ·~b)−4~a(~σ · ~a)−2~bω]
+8(~a ·~b)(~b× ~σ)+2ω2(~σ × ~a)
}
1
(ω2−4a2)(ω2−4b2) .
(B12)
Appendix C: Long wavelength expansion
In order to discuss dispersion relations and collective
modes we need the expansion of all polarization functions
up to second order in wavelength appearing in terms of
Π
(
ω +
i
τ
− ~p · ~q
me
)
=
(
1− ~p · ~q
me
∂ω +
(~p · ~q)2
m2e
∂2ω
)
Π(ω+)
(C1)
where we use ω+ = ω + i/τ . A further wave-length term
comes from the magnetic field dependence of the polar-
ization function discussed in chapter IV.C which leads to
a term linear in the magnetic field
1− ωc
2me
~q · (~ez × ~p)∂2ω. (C2)
Any function of Σ we can expand therefore as
Π(Σ)=
[
1+
(
b2⊥
2
+b3
)
Σn∂Σn+
b23
2
Σ2n∂
2
Σn
]
Π(Σn). (C3)
Summarizing we have to apply (C1), (C2) and (C3)
to all polarization function and calculate the momentum
integration. Here we give the final results which may
be obtained after some lengthy calculation. Since b⊥(~p)
is uneven and b3(p) is even in momentum, from various
mean values with the momentum-even distributions only
the following terms remain nonzero
ωc
2me
∑
p
(
f
g
)
~q · (~ez × ~p)~b⊥(p) = ωc
D
~b⊥(q)× ~ez
(
Ef
Eg
)
∑
p
(
f
g
)
(~p · ~q)2
2m2e
=
q2
Dme
(
Ef
Eg
)
(C4)
21
where D denotes the dimension and the mean (polariza-
tion) kinetic energy is denoted as(
Ef
Eg
)
=
∑
p
(
f
g
)
p2
2me
. (C5)
Here and in the following we use ~q ~∂pb(p) ≈ b(q) strictly
valid only for linear spin-orbit coupling and neglect
higher-order moments than o(p2b(p)). Besides (58) we
will use further shorthand notations
Bg3 =
∑
p
b3g, Bgii =
∑
p
b2⊥ig, ~B⊥ = ~b⊥(q) (C6)
and analogously for g ↔ f .
The equation for the density dipole-excitation is given
by the first line of (46) and one needs the expansion of
the polarizations
Π0 =
nq2
meω2+
+ o(q3) (C7)
and analogously
~Π =
~mq2
meω2+
+ o(q3). (C8)
This means for neutral scattering the combinations V0Π0
and V0~Π vanish.
According to (47) we need the expansion of (51)
~Πg = −i
{
~ez
[
s0 −
B2g
2
(1− Σn∂Σn) +Bg3Σn∂Σn
+
Bg33
2
Σ2n∂
2
Σn +
q2Eg
Dm
∂2ω
]
− ~B⊥ × ~ez ωcEg
D
∂2ω
}
2ω
ω2 − 4Σ2n
(C9)
and also +o(q3)
~Πxf = i
{
~ez
[
q2
m
(n− B
2
f
2
(1− Σn∂Σn) +Bf3Σn∂Σn
+
Bf33
2
Σ2n∂
2
Σn)∂ω − nB⊥3Σn∂Σn −B⊥3Bf3Σ2n∂2Σn
]
− ~B⊥(n−Bf3(1− Σn∂Σn))
− ~B⊥ × ~ezB⊥3ωcEg
D
(1− Σn∂Σn∂ω
}
2Σn
4Σ2n − ω2
(C10)
such that we have the precession term ~Π2 = ~Πxf + ~Πg.
For Π3 we need besides (C8) according to (47)
~Πxg = i
{
~ez × ~B⊥(s0 +Bg3Σn∂Σn)
+
[
~B⊥B⊥3 − ~ezB2⊥
] ωcEg
D
∂2ω
}
2Σ
4Σ2 − ω2 (C11)
and
~Πe =
{
~B⊥(s0 −Bg3(1− Σn∂Σn)−Bg33Σn∂Σn)
+~b⊥(q)× ~ez ωcEg
D
∂omega
2
}
4Σ2n
ω(4Σ2n − ω2)
(C12)
such that ~Π3 = o(q). The in-plane terms are a little bit
more lengthy
←→
Π xe = 2

1 0 00 1 0
0 0 0
(s0 + q2Eg
mD
∂2ω + (Bg3 +
B2g
2
)Σn∂Σn
+
Bg33
2
Σ2n∂
2
Σn
)
+
 0 0 B⊥20 0 −B⊥1
B⊥2 −B⊥1 0
 ωcEg
D
∂2ω
−
Bg11 0 00 Bg22 0
0 0 −B2g
 2Σn4Σ2n − ω2+ (C13)
and
←→
Π fe =
−B⊥3
1 0 00 1 0
0 0 0
(nΣn∂Σn +Bf3Σ2n∂2Σn)
+
 2B⊥1B⊥2 B2⊥2 −B2⊥1 B⊥2B2⊥2 −B2⊥1 −2B⊥1B⊥2 −B⊥1
B⊥2 −B⊥1 0
 ωcEf
D
∂2ω
+
1 0 00 1 0
0 0 0
[(Bf3 + B2f
2
)
Σn∂Σn +
Bf33
2
Σ2n∂
2
Σn
]
+
n−Bf11 0 00 n−Bf22 0
0 0 B2f
 q2
m
∂ω
 4Σ2nω(4Σ2n − ω2+)
(C14)
The terms coming from the Mermin relaxation time
become
Π0µ = −∂µn
ω+
− nq
2
meω3+
+ o(q3, b3, σnb(q)
2)
~Πµ = −∂µ~s
ω+
− sq
2
meω3+
~ez + o(q
3, b3, σnb(q)
2) (C15)
where we use (57). The terms ~Πµe and ~Πxµ vanish at
this level of expansion.
1. Long wave length expansion in quasi 2D systems
In the cases discussed in this paper we are not inter-
ested in 3D spin-orbit coupling such that we can neglect
the terms b3. Summarizing the results of the last chapter
we obtain for the coupled dispersion (46) the terms
Π0 =
nq2
meω2+
, ~Π =
~sq2
meω2+
, s = s0 −
B2g
2
, (C16)
22
~Π2 = i~ez
{[
−s0 +
B2g
2
(1− Σn∂Σn)−
q2Eg
Dme
∂2ω
]
2ω
ω2 − 4Σ2n
− ~B⊥ × ~ez ωcEg
D
∂2ω +
q2
m
(n− B
2
f
2
(1− Σn∂Σn))
2Σn
4Σ2n − ω2
}
+ i ~B × ~ez ωcEg
D
∂2ω
2ω
ω2 − 4Σ2n
− ~B⊥n 2Σn
4Σ2n − ω2
, (C17)
~Π3 =
~sq2
meω2+
− i
[
~ez × ~B⊥s0 − ~ezB2⊥
ωcEg
D
∂2ω
]
2Σ
4Σ2 − ω2
+ ~B⊥s0
4Σ2n
ω(4Σ2n − ω2)
, (C18)
and
←→
Π =

1 0 00 1 0
0 0 0
(s0 + q2Eg
mD
∂2ω +
B2g
2
Σn∂Σn
)
+
 −Bg11 0 B⊥2
ωcEg
D ∂
2
ω
0 −Bg22 −B⊥1 ωcEgD ∂2ω
B⊥2
ωcEg
D ∂
2
ω −B⊥1 ωcEgD ∂2ω −B2g


× 4Σn
4Σ2n − ω2+
+

 2B⊥1B⊥2 B2⊥2 −B2⊥1 B⊥2B2⊥2 −B2⊥1 −2B⊥1B⊥2 −B⊥1
B⊥2 −B⊥1 0
 ωcEf
D
∂2ω
+
n+
B2f
2 Σn∂Σn −Bf11 0 0
0 n+
B2f
2 Σn∂Σn −Bf22 0
0 0 B2f

× q
2
me
∂ω
}
4Σ2n
ω(4Σ2n − ω2+)
(C19)
together with (C15).
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