Abstract. In these notes, an introduction to derived categories and derived functors is given. The main focus is the bounded derived category of coherent sheaves on a smooth projective variety.
Introduction
One way to get your hands on coherent sheaves is by short exact sequences. To name three important ones:
• 0 → O P n → O P n (1) ⊕(n+1) → T P n → 0 Euler sequence
Normal sheaf sequence where Y ⊂ X is a closed embedding.
Such sequences are usually the starting point for computations. But by applying any meaningful operation to such a sequence one will almost inevitably lose the exactness on the left or right end. Examples for such operations are
• Hom(F, −), Hom(F, −)
• f * , Γ(X, −)
• F ⊗ − • f * where F is a coherent sheaf, and f : X → Y a morphism. Another issue is that the projection formula and flat base change work only for specific classes of coherent sheaves such as for locally free sheaves. That exactness gets lost, should not be seen as a failure but an indication that there is something more to say.
Example. Let C and C ′ be two rational curves on a smooth projective surface X. Applying Hom(−, O C ) to the ideal sheaf sequence of C ′ yields
This sequence is a short exact sequence if and only if • C and C ′ are disjoint, then Hom(O C ′ , O C ) = 0 and O C ∼ = O C (C ′ ); or
• C = C ′ and H 0 (O C (C)) vanishes, as Hom(O C , O C ) → H 0 (O C ) is an isomorphism. These are quite special situations (note that the second case implies that C 2 < 0). In particular, if C and C ′ intersect, this sequence can to be continued with Ext-groups. The intersection number can be easily computed using the Euler characteristic:
In order to deal with such examples, homological algebra proposes to replace sheaves by adapted resolutions and the derived category of sheaves will become the proper framework for such computations.
Aim. These notes serve as a companion to the lecture notes [MS] and give the necessary background on derived categories. The motivating question is how to change (or better: derive) a functor between abelian categories in order to keep exactness. We hope to convince the reader that this question leads quite inevitably to the notion of a derived category and derived functors.
In the first part, we give the general construction of derived categories of an abelian category and derived functors. The motivating question leads to the notion of adapted resolutions and quasi-isomorphisms in Section 1.1. As an intermediate step we arrive at the notion of a homotopy category in Section 1.2. In Section 1.3, the derived category is constructed and its triangulated structure discussed. Finally in Section 1.4, we will see that derived functors become exact on the derived level.
In the second part, we focus on the derived category of sheaves, especially on the construction of derived functors. There we deal with left-exact functors like Hom and push-forward in Section 2.1, and then with right-exact functors like ⊗ and pull-back in Section 2.2. Moreover, we give some compatibilities among these functors in Section 2.3. Finally, we discuss a bit the important notion of Fourier-Mukai transforms in Section 2.4.
The third section can be seen as an application of the theory of FourierMukai transforms. Moreover, it should pave the way for [MS] . There we present some comparatively recent results on the auto-equivalences of the derived category of a complex projective K3 surface.
For full details, we refer to the wonderful books [GM03] and [Huy06] which these notes follow to quite some extent. But we also want to mention the books [Har66] , [KS90] and [Lip09] which were very helpful when compiling these notes. In this text, we do not give proper references, because all results are nowadays pretty standard and can be found in any of the above mentioned sources. The only exception is the last section were more recent results are presented and therefore some references given. We want to stress that most of the proofs below are just indications of the main ideas, and usually borrowed from one of the above mentioned books. We hope that these indications give the novice a good feeling about what is going on, and ideally leave such a reader well-prepared for a closer study using a textbook.
Prerequisites. We assume that the reader has a background in algebraic geometry and is acquainted with basic notions from homological algebra.
Conventions. With , we denote a field which is not necessarily algebraically closed or of characteristic zero. When we speak of categories, we implicitly assume that they are -linear (even though this is not strictly necessary for most of the abstract theory). By a variety we mean an integral separated scheme of finite type over .
Acknowledgements. The author thanks Andreas Krug, Ciaran Meachan, David Ploog and Paolo Stellari for comments and suggestions.
1. From abelian to derived categories 1.1. Adapted resolutions. In this section, we will introduce the central notion of quasi-isomorphism and speak about adapted resolutions. Moreover, we will give a definition of the derived category by a universal property.
We fix some notation. Let A be an abelian category, i.e. we can speak of short exact sequences. We denote by Com(A) the category of (cochain) complexes in A, i.e. its objects are sequences
and morphisms are maps of complexes, i.e.
With Com + (A), Com − (A) and Com b (A) we denote the full subcategory of bounded below, bounded above, and bounded complexes, respectively. For example, C • ∈ Com + (A) if C i = 0 for i ≪ 0. By slight abuse of notation, given some class of objects I in A, we will write Com(I) for the (full) subcategory consisting of those complexes in Com(A) which are sequences of objects in I.
Due to
. Note that we can consider H • (C • ) when equipped with the zero-differential again as an element of Com(A). We say that C • is acyclic (or exact) if it has no cohomology, i.e.
Definition 1.1. Let F : A → B be a left-exact functor between abelian categories. Let I F be a class of objects in A. We say that I F is F -adapted if • F (I • ) is acyclic for any acyclic complex I • ∈ Com + (I F ); • for any A ∈ A there is an injection A ֒→ I with I ∈ I F .
The first property says in particular that F preserves exactness of short exact sequences of objects in I F . The second property ensures that we can replace any A by an adapted resolution, as the following lemma shows. Lemma 1.2. Let F : A → B be a left-exact functor between abelian categories, and let I F be an F -adapted class. Then for any A ∈ A, there is a complex
is a quasi-isomorphism. We call I • an F -adapted resolution of A.
Proof. We only indicate how I • can be constructed. By the second property of an F -adapted class, there is an injection f : A ֒→ I 0 for some I 0 ∈ I F . Now continue inductively, by choosing I i+1 to contain the cokernel of the previous map, and setting d i : I i → I i+1 to be the composition I i ։ coker ֒→ I i+1 .
Remark 1.3. The above lemma can be generalised to complexes, i.e. for any
Proposition 1.4. If A contains enough injective objects, i.e. for any A ∈ A there is an inclusion A ֒→ I with I injective, then the class I A of all injective objects in A is adapted for all left-exact functors starting in A.
Proof. This question can be reduced to short exact sequences, by breaking up
. Now the statement can be shown using two standard facts about injective objects:
• Any short exact sequence 0 → I → A → B → 0 in A with I injective splits. In particular, its image under F is still exact.
• For a short exact sequence 0 → I ′ → I → A → 0 in A with I, I ′ injective, also A is injective.
Remark 1.5. We have dealt here only with left-exact functors, but there is a dual story. For a right-exact functor F : A → B, an F -adapted class P F should satisfy • F (P • ) is acyclic for any acyclic complex P • ∈ Com − (P F ); • for any A ∈ A there is an surjection P ։ A with P ∈ P F . Moreover, we get an F -adapted resolution P • → A in Com − (P F ). Finally, if there are enough projective objects, the class of projective objects is adapted for all right-exact functors.
The discussion of this section shows, that we want to identify quasiisomorphic complexes, as such an identification allows us to pass from an object to an adapted resolution. This aim is summarised in the following definition. Definition 1.6. Let A be an abelian category. A category D together with a functor Q :
• any other functor F : Com(A) → T which maps quasi-isomorphisms to isomorphism factors uniquely through D:
Analogously, we can define the bounded below, bounded above and bounded derived category of A.
This definition by a universal property automatically yields the uniqueness up to equivalence, but we have yet to provide existence.
1.2. The homotopy category. In this section, we will introduce homotopies and show that they induce quasi-isomorphisms. In the case that there are enough injective objects (or dually, projective objects), these are all quasi-isomorphisms.
There is a cheap way to build a map of complexes:
Lemma 1.7. Let C • and D • be two complexes and {h i :
together to a map of complexes:
Proof. We only have to check that As a corollary we get that homotopies are a source of quasi-isomorphisms:
Then both f and g are quasi-isomorphisms, as
and similarly for
Definition 1.11. Let A be an abelian category. The homotopy category Hot(A) of A consists of • objects: complexes of objects in A;
• morphisms: maps of complexes modulo homotopy
Moreover, we can define Hot + (A), Hot − (A) and Hot b (A) as the full subcategories of Hot(A) consisting of bounded below, bounded above, and bounded complexes, respectively. Similarly for any full additive subcategory C of A, we can define the homotopy category Hot(C) (and bounded analogues) by restricting to complexes of objects in C.
Enough injective objects. In the case that enough injectives are present, we can say even more about the homotopy category. 
• any two such lifts are homotopic.
Proof. We only show existence, because uniqueness up to homotopy can be shown similarly. By injectivity of J 0 , there is the lift f 0 of the composition
The statement can be shown by induction, continuing the argument like in that proof of Lemma 1.2.
Remark 1.13. Actually, a similar proof which is (notationally) more involved shows that any Remark 1.14.
we get as an important special case that any two injective resolutions of C • are homotopic.
Finally, there is a converse to Remark 1.10, whose proof needs Remark 1.13.
Proposition 1.15. Let A be an abelian category with enough injectives. Let
Given an abelian category A with enough injectives I, the last proposition shows that quasi-isomorphisms become invertible in Hot + (I), but even more is true. For an arbitrary F -adapted class, a quasi-isomorphism might not have a homotopy inverse like in Proposition 1.15. The crucial ingredient there is the lifting property of injective objects. As usual, we can enforce the existence of such homotopy inverses by formally introducing them. This will be done in the following section.
Remark 1.17. In the presence of enough projective objects P in an abelian category A, we get statements dual to those in this subsection. Most notably, in this case Hot − (P) is the bounded above derived category D − (A) of A.
1.3. The derived category. In this section, we will finally give a construction of the derived category and speak about its triangulated structure.
For an abelian category A let qis denote the class of all quasi-isomorphisms. We finally state the existence of the derived category in general, which is due to Verdier. • objects: complexes of objects in A;
• morphisms: the same as in Hot(A) but with quasi-isomorphisms formally inverted:
is the derived category of A.
Remark 1.19. The definition of the morphisms above as roofs is a bit informal. For example one needs to show that a zig-zag of two such roofs can be composed to a single roof. For this the key ingredient is that quasiisomorphisms form a localising class of morphisms inside Hot(A). To invert such a class is also called Verdier localisation.
One can construct the derived category of A also by formally inverting quasi-isomorphisms in Com(A), see [GM03, §III.2.2]. But this causes several technical problems which can be avoided by passing first to Hot(A).
Remark 1.20. There is a natural functor
mapping any C ∈ A to the complex with C at the zero position. By slight abuse of notation, we will denote this complex again by C.
This functor is fully faithful, i.e. for any two C, D ∈ A holds
Moreover, the essential image of this functor consists of all complexes C • such that H i (C • ) = 0 for i = 0.
Triangulated structure. As the objects of D(A) are complexes, there is the shift functor :
The usual convention here is that the sign of the differential changes under shift, i.e.
With this shift functor, we can define the (mapping) cone of a map of complexes
With these definitions f induces a triangle of morphisms in D(A):
where j • is the inclusion of the semi-direct summand
Remark 1.21. We want to stress that only for honest maps of complexes we have an explicit construction of the mapping cone. Notationally, we will therefore mark a map of complexes f • always with a dot, in order to distinguish them from (general) morphisms f in D(A) which are roofs.
Definition 1.22. We call a sequence of morphisms
Remark 1.23. The triangle is often visualised in the following way:
where the lower left arrow involves a shift by one. Note that a triangle can also be extended to a long sequence
which is actually a complex in D(A), see Remark 1.30 below.
Distinguished triangles generalise short exact sequences in a very precise way.
− → E → 0 be a short exact sequence in the abelian category A. Considering these objects in D(A), they form the
One can check that this quasi-isomorphism can be completed to a diagram of quasi-isomorphisms, which shows the claim:
Remark 1.25. The mindful reader may ask about the third morphism in the triangle, namely h :
A (E, C), see Example 1.40. It is well-known that Ext 1 (E, C) corresponds to extensions, so h encodes the middle term D; see [GM03, §III.6.2] for a discussion of this. Theorem 1.26. Let A be an abelian category. Then its derived category D(A) is a triangulated category, i.e. it satisfies the four axioms TR1 -TR4.
TR1. The triangle
Proof of TR1 for D(A). For the derived category D(A) the second clause is satisfied by definition. For the first clause, one only needs to check that the cone C(id) is homotopic to the zero complex. To see the last, write a morphism f :
, which fits into the following commutative diagram of distinguished triangles:
Remark 1.27. By the last clause of TR1, cones in the derived category D(A) unifying both kernel and cokernel of the abelian category A. More precisely, considering a map f : C → D in A as a map of complexes in D(A), one can check that H −1 (C(f )) = ker(f ) and H 0 (C(f )) = coker(f ).
is distinguished if and only if
Proof of TR2 for D(A). We only discuss " =⇒ " a bit (as the converse direction is analoguous). By TR1 we may assume that f = f • is a map of complexes,
is the inclusion as a semi-direct summand. We have to show that
gives the desired isomorphism.
TR3. Given two distinguished triangles and two morphisms c and d as below: In a naive way, such a statement is wrong. Take for example the distinguished triangle
. After shifting, we can write down the following diagram
All the non-labelled solid arrows are just zero morphisms. For the dashed arrow, we can choose any morphism
But in a more sophisticated way, such a statement is true for derived categories using dg-enhancements, a topic that we will not enter here.
Remark 1.29. By [May01, Lem. 2.2], TR3 is not necessary as an axiom, it follows from the other three axioms. But we prefer to keep it in this list, as it is an often used property of triangulated categories. Finally, this shows also that the non-functoriality of cones inside a triangulated category goes deeper than TR3. Remark 1.30. From TR1 -TR3 follows that in distinguished triangles, the composition of two consecutive morphisms is zero. This follows from the following diagram (and shifted versions):
which fits into the following commutative diagram (where we suppress for simplicity the last degree-increasing morphism in the distinguished triangles):
We omit the proof of TR4 for D(A), as it is more technical.
Remark 1.31. The last axiom goes under the name octahedral axiom as it can be pictured by a diagram in the form of an octahedron, but we think that the above diagram is more helpful. It comes from the following lemma about abelian categories, which one might call windmill lemma: Given f : C → D and g : D → E in an abelian category A. Then there is an exact sequence of kernels and cokernels fitting into the commutative diagram of Figure 1 . The proof is an exercise in homological algebra, but may also be deduced from the octahedral axiom using Remark 1.27. • F commutes with shifts, i.e. there is a functor isomorphism
coker ( 
, its image under H • can be rolled out to a long exact sequence in cohomology:
For defining derived functors in general, we first give an analogue of Proposition 1.16. Proposition 1.36. Let F : A → B be a left-exact functor, and let I F be an F -adapted class. Then the inclusion Com
Note that the inverse ι −1 F replaces a complex C • by an F -adapted resolution. Definition 1.37. Let F : A → B be a left-exact functor, and let I F be an F -adapted class. The right-derived functor of F is given by
Definition 1.38. Let F : A → B be a left-exact functor. By taking cohomology, we get induced functors
which are called i-th right-derived functors of F . Moreover, we can precompose R i F with A → D + (A) and get induced functors on the abelian level, which we will denote by the same symbol.
Note that the last step in the definition of R i F is taking cohomology of the complex, in particular, R i F (A) = R 0 F (A[i] ). One can check that R 0 F and F are naturally isomorphic. The following theorem finally tells us that (right-) derived functors preserve exactness in the derived sense. As usual, there is also an analoguous statement for left-derived functors. 
We close this section with a very important exact functor. We note that without the assumption on the dimension of the Hom-spaces, one runs into problems (as V ∨∨ ∼ = V if V is an infinite-dimensional vector space). Proposition 1.44. Let A be a -linear triangulated category with Serre functor S. Then S is an exact functor.
The derived category of coherent sheaves
From now on, we will specialise and consider the abelian category coh(X) of coherent sheaves on a noetherian scheme X over a field . We denote the derived category of coh(X) by D b (X) := D b (coh(X)).
Deriving left-exact functors.
In this section, we discuss the most prominent left-exact functors in algebraic geometry: Hom, push-forward and sheaf Hom.
Theorem 2.1. Let X be a noetherian scheme. Then there are enough injective objects in the category of quasi-coherent sheaves Qcoh(X).
We remark that injective sheaves are hardly finitely generated. Actually, for our applications this is only a minor technical issue.
Proposition 2.2. Let X be a noetherian scheme. Then the inclusion functor
induces an equivalence of D b (X) with D b coh (Qcoh(X)), the derived category of complexes of quasi-coherent sheaves with bounded cohomology.
The following proposition will allow us to restrict derived functors to the bounded derived category of coherent sheaves. Proposition 2.3. Let X and Y be schemes and F : Qcoh(X) → Qcoh(Y ) be a left-exact functor. Assume that there is an F -adapted class in Qcoh(X).
If for any F ∈ coh(X) holds RF (F) ∈ D b (Y ), then the right-derived functor of F restricts to
We have formulated this proposition using an adapted class (even though there are enough injective sheaves), because we will also use the dual statement for right-exact functors.
which might be in D + (X). Then its truncation complex
is still quasi-isomorphic to F • , but ker(d n ) ∈ coh(X) will not be F -acyclic in general. Nevertheless, by assumption RF (ker(d n )) ∈ D b (Y ), so we can replace ker(d n ) by some bounded adapted resolution J • . One can check that I ≤n and J • fit together to form a bounded adapted resolution of F • .
Inner homomorphisms. Given a quasi-coherent sheaf F ∈ Qcoh(X) on a noetherian scheme X over a field , there is the left-exact functor
Since X is noetherian, there are enough injectives in Qcoh(X) and we get
Actually, this functor can be extended to complexes F • ∈ Com − (Qcoh(X)).
Proposition 2.4. Let X be a smooth and proper variety and
This proposition follows from R Hom( Push-forward. Let f : X → Y be a morphism of noetherian schemes, which induces the left-exact push-forward functor (or direct image)
As X is noetherian, Qcoh(X) has enough injectives, so f * gives the rightderived functor
The R i f * = H i Rf * are also known as higher direct images of f . For a noetherian scheme X over a field , the push-forward of the structure map π : X → Spec is taking global sections, so Γ = π * in this case. Moreover, for a sheaf F we find that its cohomology groups are therefore
Proposition 2.6. Let f : X → Y be a morphism of noetherian schemes and F ∈ Qcoh(X). Then the derived push-forward restricts to
If f is in addition a proper morphism, then Rf * restricts further to
Proof. Using Proposition 2.3, the statements can be reduced to the following (deep) theorems:
• if f is proper and F coherent, then all R i f * F are coherent.
Local homomorphims. Let X be a noetherian scheme and F ∈ Qcoh(X). Then there is the left-exact functor
which induces the derived functor
Like in the case of Hom, the sheaf F can be replaced by a bounded above complex.
Proposition 2.7. Let X be a smooth and proper variety and
Definition 2.8. Let X be a smooth projective variety and
2.2. Deriving right-exact functors. In this section, we discussion of the most prominent right-exact functors: tensor and pull-back.
Remark 2.9. Let X = P 1 be the projective line over an infinite field. Then there are no (non-zero) projective objects in coh(X) or Qcoh(X), see [Har77, Ex. III.6.2].
Tensor product. This lack of projective objects implies that we still have to work in order to derive tensor product and pull-back.
Theorem 2.10. Let X be a scheme and F a quasi-coherent sheaf. Then the flat sheaves in Qcoh(X) form an adapted class for the left-exact functor F = F ⊗ − : Qcoh(X) → Qcoh(X).
Proof. We check the two properties in the definition of adaptedness. Let F • be an acyclic complex of quasi-coherent sheaves. Then for a flat sheaf E, the complex F • ⊗ E is still acyclic by definition of flatness. Let G ∈ Qcoh(X). We use that arbitrary direct sums of flat sheaves are flat and that O U ∈ Qcoh(X) is flat for any open U ⊂ X. With this it is easy to build a surjection i O U i ։ G by choosing (local) generators of G as a O X -module.
Remark 2.11. If X is a noetherian scheme and F a coherent sheaf on X, then F is flat if and only if it is locally free.
In particular, tensoring with a locally free coherent sheaf yields an exact functor. So with no need to derive, we arrive at the description of the Serre functor in the smooth case.
Theorem 2.12. Let X be a smooth projective variety. Then the exact functor
is a Serre functor of D b (X).
Projective objects in abelian categories are characterised by a lifting property dual to the one of Proposition 1.12. For an adapted class, like locally free sheaves for the tensor product, such a lifting does not exist in general.
Example 2.13. Consider X = P 1 . The structure sheaf O is already locally free, but tensoring the Euler sequence with O(−2) yields another locally free resolution:
The (dual) lifting property of Proposition 1.12 would ask for a map g in the converse direction:
Proposition 2.14. Let X be a scheme and
If additionally, X is smooth and F • ∈ D b (X), then this functor restricts to
Proof. The last statement can be shown using the analogue of Proposition 2.3 and the theorem that for smooth varieties any F • ∈ D b (X) is quasi-isomorphic to a bounded complex of locally free sheaves of length at most dim(X).
Remark 2.15. The (−i)-th derived functor of the tensor product is denoted by
Pull-back. Let f : X → Y be a morphism of noetherian schemes. Note that the pull-back (or inverse image) f * is the composition of the exact functor f −1 with the tensor product
From this, using flat sheaves as an adapted class, we get the left-derived functor
which is the composition of
Proposition 2.16. Let f : X → Y be a morphism of noetherian schemes with Y smooth. Then Lf * restricts to
Proof. As for the tensor product, smoothness of Y implies that we can replace a bounded complex of coherent sheaves by a bounded complex of locally free sheaves.
Compatibilities.
In this section, we will speak a bit about the interaction between the above introduced derived functors: adjunction of pullback and push-forward, projection formula and flat base change.
Remark 2.17. The crucial technical tool for this section is hidden in Remark 1.39: the right-(or left-) derived functor associated to a left-(or right-) exact functor is essentially unique.
In particular, an equality of functors on an adapted class extends to an equality of derived functors.
As a first application of this remark, we see that the adjunction of f * and f * on the abelian level extends to derived categories.
Proposition 2.18. Let f : X → Y be proper morphism of smooth varieties. Then Lf * and Rf * form a pair of adjoint functors, i.e. there is an isomorphism functorial in both arguments
Another equality of abelian functors is Γ • Hom = Hom.
Proposition 2.19. Let X be a smooth projective variety and
Proof. Hidden in this statement is the equality R(Γ • Hom(
, which follows from the fact that Hom(F • , −) maps injective sheaves to Γ-acyclic ones.
The next proposition is the so-called projection formula which, on the abelian level of coherent sheaves, holds for locally free sheaves F.
Proposition 2.20. Let f : X → Y be proper morphism of smooth varieties and
Finally, there is also the flat base change. For this, note that pull-backs along flat morphisms do not need to be derived. 
and in particular, u
2.4. Fourier-Mukai transforms. We introduce an important class of exact functors between derived categories of coherent sheaves. Throughout this section, let X and Y be smooth projective varieties. Moreover, we denote the two projections from their product by:
is called the Fourier-Mukai transform with Fourier-Mukai kernel P • .
Note that in the above definition, there is no need to derive q * , as a projection is flat. Moreover, a Fourier-Mukai kernel can be used to define also a Fourier-Mukai transform in the converse direction. To stress the direction, we sometimes write Φ X→Y
This notation is justified by the following statement. 
Notable special cases are
The shift functor is of Fourier-Mukai type using the kernel
The tensor product F • L ⊗ − is of Fourier-Mukai type, using the kernel ι * (F • ) with ι : X ֒→ X × X. By Proposition 2.23, also Hom(F • , −) is of Fourier-Mukai type, as it is the left adjoint of the tensor product.
Proposition 2.27. The composition of two functors of Fourier-Mukai type is again of Fourier-Mukai type.
Example 2.28. Let X be a smooth projective variety. Then the Serre 
The derived Torelli theorem for K3 surfaces
This last section serves as a bridge to [MS] : we discuss the auto-equivalences of the derived category of K3 surfaces. In this section, the ground field will be C.
For basic facts about K3 surfaces and its Hodge theory needed here, already the recap in [Huy06, §10.1] is enough. We will only recall the global Torelli theorem. For this let X be a K3 surface. The standard polarised Hodge structure on the second cohomology H 2 (X, C), which uses the intersection pairing, can be restricted to the integral cohomology:
Note that a smooth rational curve C ⊂ X becomes a (−2)-class [C] inside H 1,1 (X, Z) ⊂ H 2 (X, Z). In particular, the associated reflection
is a Hodge isometry, i.e. s [C] respects the intersection pairing and the decomposition. Moreover, this reflection restricts to an (integral) Hodge isometry 
In this case, there are smooth rational curves C 1 , . . . , C m on X such that
Derived Torelli. In the following, we will see that the above statement is the cohomological "shadow" of a statement involving the respective derived categories.
Let f : X → Y be a morphism of K3 surfaces. On the level of rational cohomology, f induces a ring homomorphism
the cohomological pull-back. Using Poincaré duality, the cohomological pushforward
can be defined as the dual map to f * . Given a class α ∈ H * (X × Y, Q) the cohomological Fourier-Mukai transform with kernel α is
Definition 3.2. Let X be an algebraic K3 surface. Then the Mukai vector
Corollary 3.6. Let X be an algebraic K3 surface. Then there is a homomorphism of groups
where Aut(D b (X)) is the group of auto-equivalences of D b (X) and O(H(X, Z)) denotes the group of Hodge isometries of the Mukai lattice.
Orlov strengthened the Mukai's result to the so-called derived Torelli Theorem. Proof. The strategy of the proof is to reduce to the case that an isometry φ :H(X, Z) →H(Y, Z) preserves H 2 . This reduction is built on results about moduli spaces of sheaves on K3 surfaces, see [Huy06, §10.3] for an overview. As soon as φ preserves H 2 , by Theorem 3.1 such an isometry is of the form [HMS09] .
The central observation is that the Mukai latticeH(X, Z) has signature (4, 20) and that there is a natural orientation of the positive directions. Given an ample class α ∈ H 1,1 (X) and a generator σ ∈ H 2,0 (X), the four classes ℜ(exp(iα)) = 1 − α 2 /2, ℑ(exp(iα)) = α, ℜ(σ), ℑ(σ)
define an orientation which is independent of the choices of α and σ. We denote by O + (H(X, Z)) the Hodge isometries which preserve this orientation.
Proposition 3.8. Let X be an algebraic K3 surface and Φ ∈ Aut(D b (X)).
Then Φ H preserves the natural orientation, i.e. Φ H ∈ O + (H(X, Z)). Conversely, for any ψ ∈ O(H(X, Z)) there is a Ψ ∈ Aut(D b (X)) with
in particular, O + (H(X, Z)) ⊂ O(H(X, Z) has index two.
Spherical twists. As a corollary of Proposition 3.8 we obtain the following short exact sequence for an algebraic K3 surface X:
One may wonder which elements lie in the kernel of ̟, i.e. auto-equivalences that act as the identity on cohomology. Or one might ask whether the reflections s [C] for smooth rational curves C ⊂ X can be lifted to autoequivalences of D b (X). Both questions lead to the notion of a spherical twist. We recall the central properties, for further details see [Huy06, §8.1].
Definition 3.9. Let X be a smooth projective variety. An object E • ∈ D b (X) is called spherical if • and E • is a Calabi-Yau object, i.e. E • ⊗ ω X ∼ = E • .
Remark 3.10. The graded vector space Hom * (E • , E • ) is the cohomology of the complex R Hom(E • , E • ) ∈ D b (C -mod), and actually quasi-isomorphic to it. Note that Hom * (E • , E • ) becomes a C-algebra with the Yoneda product. So the first property asks that there is an (up to scalar) unique selfextension of E • that squares to zero. By the second property this extension has to be of degree dim(X).
Theorem 3.11. Let E • be a spherical object in D b (X). Then there is an auto-equivalence T E • of D b (X) which fits into a distinguished triangle of functors:
which is called the spherical twist along E • .
Remark 3.12. The first arrow in the above triangle is the evaluation map ev which comes from the adjunction of Hom and ⊗. This triangle of functors cannot serve as a definition of T E • , as cones are not functorial. But ev induces a morphism between the respective Fourier-Mukai kernels, which allows to define T E • as a Fourier-Mukai transform to the cone of this morphism.
The triangle of functors above allows to deduce easily two important properties of a spherical twist T E • :
• T E Corollary 3.13. For an algebraic K3 surface X holds:
• If E • is a spherical object, then T 2 E • is a non-trivial element of ker(̟).
• If C ⊂ X is a smooth rational curve, then O C (−1) is a spherical object with T H O C (−1) = s [C] .
Proof. The first part follows from the observation that T H E • is a reflection. For the second part, one can check that all O C (k) are spherical objects for k ∈ Z. But only for k = −1, one obtains that v(O C (−1)) = [C].
So in the presence of smooth rational curves on an algebraic K3 surface, we obtain elements in ker(̟). The question about the structure of ker(̟) in general is hard, so far only the case of Picard rank 1 is solved.
Theorem 3.14 ([BB17]). Let X be an algebraic K3 surface of Picard rank 1. Then ker(̟) is the product of Z · [2] and the free group generated by T 2 V with V running over all spherical vector bundles on X.
