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Abstract
Using the Stone spaces of subalgebras of P(N)/fin, Petr Simon constructed an extremely clever
example of a compactification of N which has (1) a sequentially compact remainder and (2) no
nontrivial sequence in N converges. Because of the use of Stone spaces this compactification is
zero-dimensional. In this paper we provide a method of constructing examples having properties (1)
and (2) while controlling other properties of the remainder. For example, the remainder may be
connected.  2002 Elsevier Science B.V. All rights reserved.
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Introduction
In the following, unless otherwise stated, all spaces are Hausdorff and locally compact.
As it is well known, the collection K(X) of all compactifications of a given space X, up
to equivalence, forms a complete lattice, where the order is given by αX  γX iff there
is a (unique) continuous function πγα :γX→ αX which is the identity on X. As usual,
denote by βX the Stone– ˇCech compactification of X. βX is the maximum of the lattice.
ωX will denote the Alexandroff one point compactification, which is the minimum of the
lattice. Because of this notation we will denote the discrete space of natural numbers by N,
rather than the more common modern use of ω.
The compactification βN is very complex. It has been a rich source for counterexamples
and perhaps the principal bridge between set theory and topology. Compactifications of N
which are in any sense near βNmay share in this complexity. In general we might consider
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compactifications “simple” if they are at the bottom of the lattice of compactifications and
“complex” if they are near the top. If we consider properties which are preserved going
down (or going up) in the lattice, we obtain many possible measures of the complexity
of a compactification. For example we could consider a compactification of N simple if
it is metrizable since this property is preserved by smaller compactifications. A typically
difficult question can be how far up in the lattice we can find compactifications which
are simple with respect to a given property. The metrizable compactifications form a σ -
complete sublattice.
For our purposes here, a compactification αN is to be considered simple if its remainder
αN \N is sequentially compact. The set of compactifications of N having this property is
a (< h)-complete sublattice.
On the other hand, we could consider a compactification αN of N to be “complex” if N
is totally divergent in the compactification, that is, no subsequence of N converges in αN.
Clearly every compactification greater than αN also has this property.
In [6], Simon gave a brilliant example of a compactification of N, with sequentially
compact remainder, such that no sequence fromN converges. This example is important for
several reasons. In particular it shows that a compact space which is the union of countably
many sequentially compact spaces may fail to be sequentially compact. From the point
of view of complexity it is interesting in that it is both “simple” in having a sequentially
compact remainder and “complex” in having N be totally divergent.
The remainder of Simon’s compactification is homeomorphic to the Stone space of a
subalgebra of P(N)/fin, so that it is zero-dimensional. His technique of proof depends
heavily on this. The purpose of this paper is to provide a method of constructing such
examples which allows for modification of the properties of the remainder. As an example
we use the method to construct such a compactification with a connected remainder.
However, it should be noted that the method can reproduce Simon’s example. Although the
remainder is sequentially compact, and we may tailor it to have nice properties like being
connected, when it is coupled with a totally divergentN it must be fairly complicated. For
example it will be the case that |αN \N| depends on the set theory and is always >ω1.
As usual, C∗(X) will denote the ring of all continuous bounded real-valued functions on
X. Cω(X) is the collection of functions that extend to ωX. Suppose that f ∈C∗(X). Then
the singular set of f , is the set
S(f )= {y ∈R: for all open U ⊆R, with y ∈ U, f−1(U) is not compact}.
One has S(f )= S(f )⊆ f (X), which is compact. The definition of singular set was given
in [2], in a more general context.
For every function f ∈ C∗(X) there is a smallest compactification to which f extends.
This compactification is denoted by ωfX and its remainder is homeomorphic to S(f ) [3].
We will write πγf instead of πγωf .
A good introduction to compactifications and the associated notation is [1]. Other
general information can be found in [5].
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Results
Let αX be a compactification of X, f ∈ C∗(X). Put γX = αX ∨ ωfX. We will say
that f has the property χ with respect to αX if there exist y ∈ αX \X and z ∈ ωfX \X
such that
γX \X = π−1γ α (y)∪ π−1γf (z), π−1γ α (y)∩ π−1γf (z) = ∅.
Since πγα is injective on the fibers of πγf , π−1γ α (y) ∩ π−1γf (z) is a single point p. If
f /∈ Cω(X), that is, ωfX = ωX, then π−1γ α (y) is not contained in π−1γf (z). This means that
π−1γ α (y) is nontrivial, hence γX = αX. We can represent γX \X as a subset of the product
of αX \X and S(f ), and the natural maps as restrictions of the projections. The property χ
means that γX \X = ((αX \X)×{z})∪ ({y}×S(f )) (so that p = (y, z)). Then it is easy
to see that the restriction of πγα to π−1γf (z) is a homeomorphism onto αX \X. Similarly,
πγf |π−1γα (y) is a homeomorphism onto ωfX \X = S(f ).
Let F = {fλ} ⊂ C∗(X). If every fλ has the property χ with respect to αX, then we say
that F has the property χ with respect to αX.
We define the following relation in K(X): αX  γX if γX = αX∨ωFX, where F has
the property χ with respect to αX. (One has αX = γX if and only if F ⊂ Cω(X).)
Proposition 1. The relation  is a partial order.
Proof. We need only to show that  is transitive. Suppose γX = αX ∨ ωFX and
δX = γX∨ωF ′X, whereF has the property χ with respect to αX and F ′ has the property
χ with respect to γX. Since δX = αX∨ωF∪F ′X, we need only to prove that every f ∈F ′
has the property χ with respect to αX. Let us consider the following commutative diagram,
where all the maps are the restrictions of the natural maps to the remainders.








Put π6 = π5 ◦ π2, which is also the natural map. We know that there is y ∈ γX \X and
z ∈ S(f ) such that (γX∨ωfX)\X = π−11 (y)∪π−16 (z) and the union is not disjoint. If u=
π4(y), then π−11 (y)⊂ (π4 ◦ π1)−1(u). Then (γX ∨ωfX) \X = (π4 ◦ π1)−1(u)∪ π−16 (z)
and the union is not disjoint. Therefore
















))= π−13 (u)∪ π−15 (z).
Also, the union is not disjoint, because the two sets are images of sets which are not
disjoint. ✷
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Lemma 2. Suppose αX  γX and E ⊂ γX \ X. If πγα(E) contains a nontrivial
convergent sequence, then E also contains a nontrivial convergent sequence.
Proof. By hypothesis, γX = αX ∨ ωFX, where F = {fλ} ⊂ C∗(X) has the property χ
with respect to αX. Let π = πγα|γX\X and let πλ :γX \ X → S(fλ) be the restriction
of πγfλ , for every λ. As before, we consider γX \ X as a subset of P = (αX \ X) ×
(
∏
λ S(fλ)), so that the maps π , πλ’s are the projections. For each λ, let yλ ∈ αX \X and
zλ ∈ S(fλ) be the points used in the definition of the property χ fλ. By hypothesis, there
is {un} ⊂ π(E) converging to a point u ∈ αX \X. We can suppose un = um for n = m.
For every n, let vn be a point of π−1(un) ∩ E and let v ∈ P be such that π(v) = u and
πλ(v) = zλ. It suffices to show that every neighborhood of v which is a member of the
natural subbasis of P contains all but finitely many vn’s. In fact, this would mean that
{vn}→ v in P and, since γX \X is closed, {vn}→ v in γX \X.
Everything is obvious if we take U × (∏λ S(fλ) where U is a neighborhood of u
in αX \ X. Let V be a neighborhood of zµ in S(fµ) and let V ′ = (αX \ X) × V ×
(
∏
λ =µS(fλ)). Let π∗ be the projection of γX \X onto the remainder of αX ∨ ωfX =
((αX \X)× {zµ})∪ ({yµ} × S(fµ)). Since the π(vn)’s are distinct points of αX \X, the
points π∗(vn)’s except one at most are in αX \X× {zµ}, that is, πµ(vn)= zµ ∈ Vµ. This
implies that all of the vn’s except one are in V ′. ✷
Lemma 3. Let {{Kλ}, {gµλ }} be an inverse system, where Kλ is compact ∀λ and the indexes
are totally ordered. Let
K = lim← Kλ and gλ :K→Kλ
be the projection for each λ. Let E be an infinite subset of K such that gλ(E) is finite for
every λ. Then E contains a convergent sequence.
Proof. There is an λ1 such that gλ1(E) contains at least two points. Let y1 ∈ Kλ1
such that E1 = g−1λ1 (y1) ∩ E is infinite. We choose x1 ∈ E \ E1. We can find λ2  α1
such that gλ2(E1) contains at least two point. As before, we choose y2 ∈ K2 such that
E2 = g−1λ2 (y2) ∩ E1 is infinite and take x2 ∈ E1 \ E2. So we can create, inductively, a
sequence of indexes {λn}, a decreasing sequence {En} of infinite subsets of K such that
gλn(En) is a single point yn ∈Kλn and a sequence {xn} of points of K such that xn ∈En−1
and g(xn) = yn.
We will prove that the sequence {λn} is cofinal. Suppose µ > λn for every n and let
k,m ∈ ω, k < m. One has xm ∈ Ek , hence gλk (xm) = yk , gλk (xk) = yk . This implies
gµ(xm) = gµ(xk), that is, {gµ(xn)} is an infinite subset of gµ(E), contradiction.
For every λ, take n ∈ ω such that λn  λ and put yλ = gλnλ (yn). Note that yλ is
independent on the choice of n. Put y = 〈yλ〉. Then ⋂En = {y}. In fact, the intersection
is nonempty and, if z= 〈zλ〉 ∈⋂En, then for every n, zλn = yλn and this implies zλ = yλ
for every λ, since {λn} is cofinal.
We will prove that every neighborhood of y contains some Ek , so it contains xm for
every m> k. Put Un =K \En. Then {U} ∪ {Un | n ∈ ω} is an open cover of K . Since the
Un’s are increasing, there is k such that U ∩Uk =K . This implies Ek ⊂U . ✷
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Let SCR(X) be the set of all compactifications of X whose remainder is sequentially
compact.
Theorem 4. Let C ⊂ SCR(X) be a chain with respect to . Then γX = supC belongs to
SCR(X), where the supremum is with respect to the natural order .
Proof. First we will prove that αX  γX, for every αX ∈ C . Let {ακX}κ<τ ⊂ C be a well
ordered cofinal chain such that α0X = αX. For every κ one has ακ+1X = ακX ∨ ωFκX,
where Fκ has property χ with respect to ακX. Clearly
γX = sup
κ<τ




We need to prove that F has the property χ with respect to αX. If f ∈F , then f ∈Fκ , so
that f has the property χ with respect to ακX. Since αX  ακX we can prove that f has
the property χ with respect to αX using the same argument as in Proposition 1.
Now, let E be an infinite subset of γX \X. Suppose that there exists αX ∈ C such that
πγα(E) is infinite. Then, by Lemma 2, E contains a convergent sequence. Now suppose
that πγαi (E) is finite for every αiX ∈ C . Since
γX \X = lim←−{αiX \X}
(where the bonding maps are the natural maps), by Lemma 3 E contains a convergent
sequence. ✷
Corollary 5. SCR(X) has a maximal element with respect to .
Put X∗ = βX \X, where βX is the Stone– ˇCech compactification. For f ∈ C∗(X), f β
denotes the extension of f to βX.
Proposition 6. Let X a space such that X∗ has no isolated point and let αX ∈
SCR(X). Then αX is maximal with respect to  if and only if, for every y ∈ αX \ X,
IntX∗(π−1βα (y)) = ∅.
Proof. Suppose αX is not maximal, so that there exists f ∈ C∗(X) \ Cω(X) which has
the property χ with respect to αX. If γX = αX ∨ ωfX, then by definition one has
γX \X = π−1γ α (y) ∪ π−1γf (z), with y ∈ αX \X, z ∈ S(f ). Also π−1γ α (y) is not contained
in π−1γf (z). Then X∗ = π−1βα (y) ∪ π−1βf (z), hence π−1βα (y) contains the nonempty open set
X∗ \ π−1βf (z).
Conversely, suppose that there is y ∈ αX \ X such that π−1βα (y) contains a nonempty
open subset U of X∗. We can suppose that π−1βα (y) \U = ∅. Let t ∈ U and let g :X∗ →R
such that g(t) = 1 and g(X∗ \ U) = 0. Extending g to βX and taking the restriction to
X, we obtain f ∈ C∗(X) \ Cω(X) such that f β |X∗ = g. Let f˜ be the extension of f
to ωfX, which is the identity on the remainder S(f ). Clearly one has f β = f˜ ◦ πβf .
Taking the restrictions to the remainders, we obtain g = 1S(f ) ◦ πβf |X∗ . Then π−1βf (0) =
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g−1(0)⊃X∗ \U . This implies X∗ \π−1βf (0)⊂U ⊂ π−1βα (y), that is X∗ = π−1βα (y)∪π−1βf (0).
Note that ∅ = π−1βα (y) \ U ⊂ π−1βα (y) ∩ π−1βf (0). Let γX = αX ∨ ωfX. Then, clearly,
γX \ X = π−1γ α (y) ∪ π−1γf (0) and the intersection is nonempty. Then f has property χ
with respect to αX. Moreover, γX \ X can be embedded in (αX \ X) × S(f ), hence
γX ∈ SCR(X), that is, αX is not maximal. ✷
Corollary 7. Let αN ∈ SCR(N). Then αN is maximal with respect to  if and only if no
nontrivial sequence in N converges in αN.
Theorem 8. Suppose X is locally compact, Hausdorff and realcompact. Then there exists
a maximal element of SCR(X) with connected remainder.
Proof. Let us consider the subset E of SCR(X) consisting of the compactifications of X
with connected (sequentially compact) remainder. E is nonempty because ωX belongs
to it. Let C = {ακX} ⊂ E be a chain with respect to . Then sup C is still in E . In
fact, it is in SCR(X) by Thm. 4 and its remainder is connected because it is the limit
of the remainders of the ακ ’s, which form an inverse system of continua (see [4, Corollary
6.2.20]). Then E has a maximal element αX. We will prove that αX is also maximal
in SCR(X), that is IntX∗(π−1βα (y)) = ∅ for every y ∈ αX \ X. Suppose that there is
y ∈ αX \ X such that π−1βα (y) (properly) contains an open subset U of X∗. Let t ∈ U
and let F be a closed neighborhood of t contained in U . Then F contains a copy of N∗
(see [5, 9.12]), and this implies that the unit interval [0,1] is a continuous image of F .
Then we can define g :X∗ → [0,1] such that g(F ) = [0,1] and g(X∗ \ U) = 0. As in
the proof of Proposition 6, we can take f ∈ C∗(X) \ Cω(X) such that f β |X∗ = g and
prove that f has the property χ with respect to αX. Furthermore S(f )= g(X∗)= [0,1] is
connected. Put γX = αX ∨ ωfX. Then γX \X = π−1γ α (y)∪ π−1γf (0). Also, we know that
π−1γf (0)∼= αX \X, π−1γ α (y)∼= S(f ) and π−1γ α (y)∩π−1γf (0) is nonempty. Then γX ∈ E , and
this is a contradiction because αX is maximal. ✷
Of course this would be of much greater interest if it could be shown to be hereditary.
We could then apply it to sequences in a general realcompact space. In any case we have:
Corollary 9. There exists a compactification αN of N with connected sequentially
compact remainder such that no nontrivial sequence in N converges.
Remark. Let αN be a compactification of N with zero dimensional remainder, and B be a
subalgebra of P(N)/fin such that st(B)= αN \N. Also let [F ] ∈ (P(N)/fin) \B. Then the
characteristic functions of F has property χ with respect to αN if and only if the family
F = {[F ]} satisfies the conditions (b) and (c) in the proof Theorem 6 in [6]. Therefore this
construction is a generalization of that in [6].
G.D. Faulkner, M.C. Vipera / Topology and its Applications 119 (2002) 233–239 239
References
[1] R.E. Chandler, Hausdorff Compactifications, Marcel Decker, New York, 1976.
[2] G.L. Cain Jr., R.E. Chandler, G.D. Faulkner, Singular sets and remainders, Trans. Amer. Math.
Soc. 268 (1981) 161–171, MR 82, 4803.
[3] A. Caterino, G. Faulkner, M.C. Vipera, Two applications of singular sets to the theory of
compactifications, Rend. Istit. Mat. Univ. Trieste 21 (1989) 248–258.
[4] F. Engelking, General Topology, Heldermann, Berlin, 1989.
[5] L. Gillman, M. Jerison, Rings of Continuous functions, Van Nostrand, Berlin, 1960, 1989.
[6] P. Simon, Divergent sequences in compact Hausdorff spaces, in: Topology, Budapest (Hungary),
Colloq. Math. Soc. Janos Bolyai, Vol. 23, 1978, pp. 1087–1094.
