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We show that the use of generalized multivariable forms of Hermite polynomials provide
a useful tool for the evaluation of families of elliptic type integrals often encountered in
electrostatics and electrodynamics
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In this letter we introduce a technique, based on the use of generalized families of polynomials and integral transforms,
to evaluate integrals, finite and infinite, including also hyper-elliptic forms. We introduce the method by considering, as an
example, the following integral:
F(a, 0|ν, 2) =
∫ ∞
−∞
dx
1
(1+ ax2)ν

Re(ν) >
1
2
, a > 0

, (1)
whose explicit expression is easily obtained in terms of the Gamma function, if we note that by the Laplace transform
identity [1]
1
Aν
= 1
Γ (ν)
∫ ∞
0
ds e−sA sν−1 (A > 0), (2)
the problem is reduced to the evaluation of a simple Gaussian integral. We find, indeed:
F(a, 0|ν, 2) = 1
Γ (ν)
∫ ∞
0
ds e−s sν−1
∫ ∞
−∞
dx e−sax
2
=

π
a
Γ

ν − 12

Γ (ν)
. (3)
The same procedures can be exploited to get the analytical expression of the slightly more complicated integral
F(a, b|ν, 2) =
∫ ∞
−∞
dx
1
(1+ bx+ ax2)ν
=

π
a
Γ

ν − 12

Γ (ν)

1
1− b24a
ν−1/2 
Re(ν) >
1
2
, a > 0, b2 < 4a

, (4)
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and1
Φ(a, 0|ν,m) =
∫ ∞
0
dx
1
(1+ axm)ν
= 1
ma1/m
Γ
 1
m

Γ

ν − 1m

Γ (ν)

Re(ν) >
1
m
, a > 0

, (5)
which can also be recast in terms of the Beta function [1]. It is evident thatm can be any real positive number.
As a simple applications of the previous results we can give an approximate expression for the integral
Iν =
∫ ∞
−∞
dx
1
[Mf (x)]ν (6)
where M > 0 and f (x) is a real, positive function with a global minimum at x0. In fact, replacing f (x) with its expansion
around this point up to the second order:
f (x) ≃ f (x0)+ 12 f
′′(x0) (x− x0)2 (f ′′(x0) > 0),
the integral (6) assumes the same form of F(a, b|ν, 2) and, thus, according to Eq. (4), we get:
Iν ≃
√
2π
[Mf (x0)]ν
Γ

ν − 12

Γ (ν)

f (x0)
f ′′(x0)
. (7)
This result is an extension of the steepest descent method [2], usually applied to the evaluation of integrals of the type∞
−∞ dx e
Mf (x).
Let us now consider the expansion of the following function:
G(a, b; x|ν,m) = 1
(1+ bx+ axm)ν (8)
in series of the variable x. According to the identity (2), we find:
G(a, b; x|ν,m) = 1
Γ (ν)
∫ ∞
0
ds e−s(1+bx+ax
m) sν−1. (9)
By introducing the generalized Hermite polynomials [3]
H(m)n (x, y) = n!
[ nm ]−
r=0
xn−mryr
(n−mr)! r! , (10)
and their generating function
∞−
n=0
tn
n! H
(m)
n (x, y) = ext+yt
m
, (11)
the use of the Gamma function properties allows us to show that:
G(a, b; x|ν,m) =
∞−
n=0
xn
n! Qn(a, b|ν,m), (|x| < 1, |b| ≤ |a|), (12)
where
Qn(a, b|ν,m) = (−1)n n!
Γ (ν)
[ nm ]−
r=0
(−1)(m−1)r Γ (n− (m− 1)r + ν) b
n−mr ar
(n−mr)! r! . (13)
The polynomials Qn can also be considered as two-variable generalizations of the ordinary Legendre polynomials [1].
According to Eq. (12), a typical incomplete elliptic integral can be written as a series expansions of the Q -polynomials∫ x
0
dξ G(a, b; ξ |ν,m) =
∞−
n=0
xn+1
(n+ 1)! Qn(a, b|ν,m). (14)
1 We useΦ , instead of F , to take into account that the integration is limited to the interval [0,∞) and not to the whole real line.
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For the evaluation of integrals over an infinite interval further manipulations are needed, involving the generalization of
the Euler gamma function defined by the following integral representation
Γ (x1, x2|ν) =
∫ ∞
0
dt e−x1t−x2t
2
tν−1, (Re(x2) > 0), (15)
whose properties can easily be argued from its definition. We find:
∂xkΓ (x1, x2|ν) = −Γ (x1, x2|ν − k) (k = 1, 2), (16)
along with the translation property
Γ (x1, x2 − z|ν) = ez∂2x1 Γ (x1, x2|ν), (17)
and the series expansion
Γ (x1, x2|ν) = 12
∞−
r=0
(−1)r
r! x
r
1 x
− ν+r2
2 Γ

ν + r
2

. (18)
As we will discuss later, the above functions can be understood as a two-variable generalization of the Hermite function.
The extension of the previous generalization of the gamma function to the case
Γ (x1, xm|ν;m) =
∫ ∞
0
dt e−x1t−xmt
m
tν−1, (Re(xm) > 0), (19)
is straightforward. In particular, the series expansion in Eq. (18) is extended in the following way:
Γ (x1, xm|ν;m) = 1m
∞−
r=0
(−1)r
r!
xr1
x
ν+r
m
m
Γ

ν + r
m

. (20)
According to Eqs. (8), (9), and the definition (19), we can write
Φ(a, b|ν,m) =
∫ ∞
0
dx
1
(1+ bx+ axm)ν =
1
Γ (ν)
∫ ∞
0
ds e−s sν−1 Γ (sb, sa|1;m)
= 1
m
1
Γ (ν)
∞−
r=0
(−1)r
r!
br
a
1+r
m
Γ

mν + (m− 1)r − 1
m

Γ

1+ r
m

,
which can also be written as
Φ(a, b|ν,m) = Γ (a, bˆ|ν;m)
Γ (ν)
, (21)
where bˆ is a kind of umbral notation such that
bˆr = br Γ

mν + (m− 1)r − 1
m

.
The method outlined here can be extended to hyper-elliptic integrals like [4]
Φ(as|ν;m) =
∫ ∞
0
dx
1
1+
m∑
s=0
asxs
ν . (22)
If we limit to the casem = 3 the evaluation of the integral requires the introduction of the generalized gamma function so
defined [5]:
Γ (x1, x2, x3|ν) =
∫ ∞
0
dt e−x1t−x2t
2−x3t3 tν−1, (Re(x3) > 0), (23)
which can be written in terms of generalized Hermite polynomials as follows
Γ (x1, x2, x3|ν) = 13
∞−
r=0
H(2)r (−x1,−x2)
r! x
r+ν
3
3
Γ

r + ν
3

. (24)
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The above family of generalized gamma functions has extremely interesting properties, that will be the argument of a
forthcoming more detailed investigation. Here we only note the following generalization of Eq. (17)
Γ (x1, x2, x3 + z3|ν) = ez3∂3x1 Γ (x1, x2, x3|ν),
Γ (x1, x2 − z2, x3|ν) = ez2∂2x1 Γ (x1, x2, x3|ν).
As for the integral in Eq. (22), we find
Φ(as|ν;m) = Γ˜ (a1, a2, a3)
Γ (ν)
, (25)
where
Γ˜ (a1, a2, a3) = 13
∞−
n=0
H˜(2)n (−a1,−a2)
n! a
n+1
3
3
Γ

n+ 1
3

(26)
with
H˜(2)n (x, y) = n!
[ n2 ]−
r=0
xn−2ryr
(n− 2r)! r! Γ

2n+ 3(ν − r)− 1
3

. (27)
Let us now introduce the Hermite functions, defined in the following way [6]:
Hν(x) = 1
Γ (−ν)
∫ ∞
0
dt e−2xt−t
2
tν−1, (Re(ν) < 0). (28)
The functions we have introduced before are, form > 2, a generalization of the standard form given in Eq. (28). In the case
m = 2 we find
Γ (x1, x2| − ν) = Γ (−ν) x−
ν+2
2
2 Hν

x1
2
√
x2

. (29)
As for the Hermite functions withm > 2, it is worth considering the case when ν is an integer. We set, therefore
H(m)ν (x1, xm) =
1
Γ (−ν) Γ (x1, xm| − ν;m)
= 1
Γ (−ν)
∫ ∞
0
dt e−x1t−xmt
m
t−ν−1, (30)
and note that
H(m)−1 (x1, xm) =
∫ ∞
0
dt e−x1t−xmt
m
(31)
which can be exploited to generate all the other orders according to the identity
H(m)−(n+1)(x1, xm) =
(−1)n
n! ∂
n
x1 H
(m)
−1 (x1, xm). (32)
It is worth to stress also the following generating function
∞−
n=0
zn H(m)−n−1(x1, xm) = H(m)−1 (x1 − z, xm). (33)
As it is well known, in the standard case (m = 2) H(m)−1 (x1, xm) can be written in terms of the error function.
In this letter we have given an idea of the wealth of implications associated with the techniques we have briefly
illustrated. In a forthcoming paper we will draw further and general conclusions.
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