Viewing the elements of R S as images f with pixels i ∈ S of grey-scale value f(i) motivates the study of certain nonlinear operators : R S → R S . For translation invariant (called stack ÿlters in the signal processing literature) we derive the ÿrst necessary and su cient condition for idempotency which can be tested in polynomial time. Various related properties can be tested in polynomial time as well, and many results still apply when the linear lattice (R; 6) is replaced by an arbitrary distributive lattice (R; 6), or when the condition of translation invariance is dropped. Although the main application is in nonlinear image processing several other ÿelds will be touched upon.
Introduction
As a youngster, having learned how multiplication can be reduced to addition by the use of logarithms, I wondered whether addition in turn can be reduced to a simpler operation. Now, some 30 years later, the author has come to the conclusion: Yes it actually can! Obviously, this "yes" cannot mean that the computational complexity of addition is further reduced. Rather, the fact that multiplication distributes over addition, i.e. a(b+c) = ab+ac, has an analogue in that addition distributes over the maximum (or minimum) operation, i.e. a+(b ∨ c) = (a+b) ∨ (a+c). Hopefully the present article shall convince the reader that this is not just an algebraic curiosity. We shall see that a novel, systematic use of the above kind of distributivity (and also lattice distributivity) yields polynomial algorithms for testing the idempotency and co-idempotency of certain minmax operators . The prime application of this is in nonlinear image processing and Mathematical Morphology. However, several other topics will be touched upon: disjunctive and conjunctive normal forms, Boolean logic, ÿnite closure systems, fuzzy sets, lattice ordered groups, semiÿelds, Riesz spaces and projections, acyclic directed graphs.
Let us say a bit more about nonlinear image processing. Consider a twodimensional discrete image f. It can be modelled as an element f ∈ R Z×Z . Hereby f (i; j) ∈ R is the grey-scale value of the pixel (i; j) ∈ Z × Z. Manipulating (e.g. sending) an image f may result in a disturbed image f . The theory of linear ÿlters : R Z×Z → R Z×Z , which process f into (f ) in order to retrieve something similar to the original f, is well established. However, linear ÿlters coping badly with "impulsive noise" (as opposed to Gaussian distributed noise) led to the development of nonlinear ÿlters some 25 years ago. One desirable property of ÿlters is their idempotency, i.e. • = (see [9, 16, Section 3] ). Also desirable is co-idempotency, i.e. the idempotency of I − , where I is the identity map. See [14, Section 4] . The median ÿlter is a frequently used nonlinear ÿlter but unfortunately is not idempotent. Other ÿlters, like morphological openings=closings are idempotent, but a mathematical theory yielding su cient and necessary conditions for idempotency of more general nonlinear ÿlters seems not to exist so far. Here we propose to study min-max operators in a quite general setting which e.g. accommodates median ÿlters, morphological openings=closings, and in fact all so called stack ÿlters. A simple example would be :
Hereby f i ∧ f j = min{f i ; f j } and f i ∨ f j = max{f i ; f j }. Note that (R; 6) is a distributive lattice with ∧ and ∨ as lattice operations. The distributive laws will be crucial in the sequel; much more than the particular type of "index set" S. Besides S = Z and S = Z × Z also S = Z × Z × Z (three-dimensional computer tomography) frequently occur, but the theory to be developed works for arbitrary sets S. In Section 2 the basic deÿnitions are given and illustrated. Furthermore Theorem 1 states that the class of min-max operators is perhaps bigger than suspected from the deÿnition. It coincides with the class of local operators that commute with thresholdings. In the case R = {0; 1} (black=white images) every increasing operator automatically commutes with thresholdings. Bear in mind that in principle each grey-scale image can be simulated by a black=white image with more and smaller pixels. In Section 3 a necessary and su cient condition for a min-max operator : R S → R S to be idempotent is given. Hereby R = (R; 6) is any distributive lattice and S any set. Section 4 deals with the co-idempotency of min-max operators : R S → R S . Hereby it is necessary that R = (R; 6; ⊕) is a lattice ordered group in order for I to make sense. The most important case is the max-plus algebra (R; 6; +). Section 5 is about translation invariant min-max operators : R S → R S . These are most common in practice and the conditions for idempotency, respectively, co-idempotency derived in Sections 3 and 4 can then be checked in polynomial time. We shall frequently refer to [9] in our article and adopt its notation to a large extent.
Setting the stage
Let us start with a classic result of Matheron. Consider an operator which maps R (R n ) into itself (thus, if n = 2, "images" f are mapped to images f). One calls morphological if it is increasing (i.e. f6g implies f6 g), commutes with translations (i.e. g(i) = f(i − h) for all i ∈ R n implies ( g)(i) = ( f)(i − h)), and commutes with increasing functions (contrast changes) R → R. It is shown in [11] that is morphological if and only if there is a possibly inÿnite cluster C of possibly inÿnite subsets C ⊆ R n such that 1 ( f)(s) = sup
Dually there is a representation with sup and inf switched. We are now going to deÿne a similar type of operator. Let R be a distributive lattice [4] with order relation 6, meet operation ∧ and join operation ∨; thus
for all elements a; b; c of R. The reader may verify that in particular each linearly ordered lattice such as R (where a ∧ b = min{a; b} and a ∨ b = max{a; b}) is distributive. Generally the meet (or conjunction) of a ÿnite set {f i | i ∈ C} ⊆ R is written as i∈C f i . Dually, for the join (or disjunction) we write i∈C f i . Let S be any nonempty index set. Then the set R S of all series f = {f i | i ∈ S} is itself a distributive lattice with 6; ∧ ; ∨ evaluated component-wise. For all s ∈ S let C(s) ⊆ 2 S be a nonvoid ÿnite family of nonvoid ÿnite subsets C ⊆ S. We speak of the s-cluster C(s) of s-leaves C ⊆ S. A function :
is called a min-max operator in a disjunctive normal form (DNF). Dually, a function :
Let us pause for a moment and compare morphological operators with our min-max operators. The former are more special in that R (R n ) is just the case R = R and S = R n 1 The term "Mathematical Morphology" more generally denotes a branch of image processing and analysis practised in particular by the Fontainebleu school in Paris; see [16] . Instead of a "cluster" C one may think of a "hypergraph" with hyperedges C ⊆ R n .
for the latter (we prefer the subscript notation f i over f(i)). The fact that only one cluster C appears in (1) whereas di erent clusters appear in (3D) and (3C) means that our min-max operators are not obliged to be translation invariant. Finally, our clusters C(s) and leaves C being restricted to be ÿnite is hardly a disadvantage. Rather it will open combinatorial and algebraic pathways. Although partly missing the point, also keep in mind that a digital picture has only ÿnitely many pixels anyway! It is easily seen that each min-max operator is increasing but, except for trivial cases, one has (f ∧ g) = (f) ∧ (g) and (f ∨ g) = (f) ∨ (g). Using the distributive laws any min-max operator in a DNF (3D) can be written in a CNF (3C) and conversely. Computing one from the other is however an NP-hard problem (more on that later). Note that the leaves C ∈ C(s) in a DNF are not uniquely determined; obviously if C ⊇ C then C can be dropped from C(s). But one can show that for ÿxed and s, there is a unique s-cluster C(s) with the property that C * C for all distinct C; C ∈ C(s). Choosing this C(s) for all s ∈ S we speak of the DNF of . Analogously the CNF is deÿned. It can happen, e.g. in the proof of Lemma 4, that manipulating the DNF merely a DNF results. Consider the DNF (3D), respectively, the CNF (3C) of the same min-max operator . It is well known that for ÿxed s ∈ S the relation between the clusters C(s) and D(s) is as follows. A transversal of a set system {C 1 ; : : : ; C n } is a set T with the property that T ∩ C i = ∅ for all 16i6n. Call T minimal if it does not properly contain another transversal. Then D(s) is just the set of all minimal transversals T of the set system C(s), and vice versa. For a concrete illustration see Examples 9 and 15.
For min-max operators and we write 6 if (f)6 (f) for all f ∈ R S . The set M = M(R; S) of all min-max operators : R S → R S , partially ordered by 6 as deÿned above, has a rich algebraic structure. First of all, with R and R S also M is a distributive lattice, whereby
Actually, when R is bounded, M is even a de Morgan algebra (see (18) ). Additionally M carries a semigroup structure because with ; ∈ M also • is a min-max operator (why?). Interesting ÿnite subsemigroups are investigated in [14] . The lattice and semigroup structure of M are linked by
which holds for all 1 ; 2 ; ∈ M. This shows that (M; 6; •) is a lattice-ordered semigroup. Later on our distributive lattice R will be enhanced to a lattice-ordered group. The set M then becomes a lattice ordered nearring. We shall not further be concerned with the algebraic structure of M in this article. Example 1. Let R = {1; 2; 3; 6} be the distributive lattice of divisors of 6 so x ∧ y = gcd(x; y) and x ∨y = lcm(x; y). Put S ={i; j; k} and C(i)={{i; j}; {i; k}}; C(j)={{j}}; C(k) = {{i; k}}. As to the DNF of , for each f = (
For instance, (3; 2; 6) = ((3 ∧ 2) ∨ (3 ∧ 6); 2; 3 ∧ 6) = (1 ∨ 3; 2; 3) = (3; 2; 3). As to the CNF of , by distributivity one has
The cardinality of M(R; S) is 18 3 = 5832.
The next two examples show that min-max operators need not originally be deÿned by (3D) or (3C). Both are well known to mathematical morphologists, the second also to "robust statisticians". Example 2. Let R = {0; 1} and S = Z×Z. Thus, R S is the space of all two-dimensional black=white images. Consider the structural element B = {(0; 0); (1; 0); (0; 1); (1; 1)}⊆S. We think of B as a 2 by 2 square. For any f ∈R S , considered as a subset f ⊆S, deÿne L B (f) ⊆ S as the union of all "translated squares" (s; t) + B = {(s; t); (s + 1; t); (s; t + 1); (s + 1; t + 1)}; which are contained in f. In order to see that L B is a min-max operator in the sense of (3D) ÿx a black pixel (s; t) of f, i.e. f (s; t) = 1. When does it survive the operation L B , i.e. when is [L B f] (s; t) = 1? By deÿnition, if and only if at least one of the four translates of B which contains (s; t), is itself contained in f. That is, if and only if at least one of (s; t) + B or (s; t) + (B − (1; 0)) or (s; t) + (B − (0; 1)) or (s; t) + (B − (1; 1) ) is a subset of f. That is, if and only if at least one of f (s;t) = f (s+1;t) = f (s;t+1) = f (s+1;t+1) = 1;
f (s;t−1) = f (s+1;t−1) = f (s;t) = f (s+1;t) = 1;
holds. That is, if and only if the Boolean expression 
Before we come to the other example let us embark on a characterization of minmax operators reminiscent to the Matheron characterization of morphological operators. Let J (R) be the set of join irreducible elements [5, p. 58] . Note that J (R) = R if R is linearly ordered. We also postulate the following property:
For all a; b ∈ R with a b there is a r ∈ J (R) with r 6 a but r b:
Let a; b ∈ R be such that r6a ⇔ r6b for all r ∈ J (R). As a consequence of (6) one then has a = b. All ÿnite and many inÿnite R satisfy (6). For X ⊆ S and f ∈ R S let f ∧ X ∈ R S denote any series that coincides with f on X and is arbitrary otherwise. We can now deÿne a map : R S → R S as local if for all s ∈ S there are ÿnite sets
Thus, in order to know [ f] s one only needs to know f in a ÿnite neighbourhood 2 of f s . Obviously each min-max operator : R S → R S is local. Fix any 3 elements 0; 1 ∈ R with 0¡1. For ÿxed r ∈ R a particular kind of increasing map R → R is the thresholding Â r deÿned by
Note that a r is not equivalent to a¡r unless R is linearly ordered. We say that an operator : R S → R S commutes with thresholdings if
Thus only maps Â r with join irreducible thresholds r are considered in (8) . It follows from (8) that maps 0; 1-series to 0; 1-series. Indeed, by (6) there is an r ∈ J (R) with r61 but r 0. If f ∈ R S is such that f s ∈ {0; 1} for all s ∈ S then f = Â r • f
is again a 0; 1-series. It will be convenient to write f r instead of Â r • f. So
Let us rephrase (8) with the new notation:
Each min-max operator satisÿes (8) . Indeed, assume that is given in a DNF and that
Then there must be a C ∈ C(s) with i∈ C f r i = 1, whence f r i = 1 for all i ∈ C, whence f i ¿r for all i ∈ C, whence i∈ C f i ¿r, whence [ f] s ¿r. Conversely, assume that [ f] s ¿r. The distributivity of R and the join irreducibility of r imply [5, p. 58 ] that there is a C ∈ C(s) with i∈ C f i ¿r. This immediately yields [ f r ] s = 1, so (8) is satisÿed. 4 Example 3. The set R = R is a linear distributive lattice 5 with x ∧y = min{x; y}; x∨y = max{x; y} for all x; y ∈ R. Let n ∈ N be ÿxed. The so-called winsorizer W n :
whereby the lower quartile f −n and the upper quartile f n are deÿned by
4 As opposed to the nonlinear case, for linearly-ordered R each component function bs : R n → R of a min-max operator (thus n = | ∪ C(s)|) is easily seen to commute with all increasing functions : R → R (not just thresholdings). This is also shown in [15, Proposition 4 .1] where such b : R n → R are called order conÿguration (OC) functions. As to the converse, for linearly ordered R with |R|¿3 any function b : R n → R that commutes with all increasing functions must be an OC function [15, Theorem 4.10] . It also holds when |R| = 2 provided one additionally postulates b : {0; 1} n → {0; 1} to be increasing. 5 In practice one also takes R to be a ÿnite subset or ÿnite interval of R. When R is the real interval [0; 1] one may think of f ∈ R S as a fuzzy subset of S. For a more speciÿc relation between fuzzy numbers and min-max operators see [20] .
It is obvious that W n is local and commutes with all increasing maps : R → R. Moreover, W n itself is increasing though that is less obvious (see footnote 4). In Theorem 1 below we prove that every increasing operator which is local and commutes with thresholdings must be a min-max operator. In our case C(s) in (3D) can be shown [20] to consist of all leaves C ⊆ {s − 2n; : : : ; s + 2n} with either (s ∈ C and |C| = n + 1) or (s ∈ C and |C| = 3n + 1):
Many more examples of (hidden or not) min-max operators used in practice are found in [15, 1] and the references therein. In order to prepare the proof of Theorem 1 let : R S → R S be a min-max operator in a DNF like (3D). For each s ∈ S let {a ns → {0; 1} yields a min-max operator b because every b s can be rewritten as above. This is well known and really is the gist of the proof below. Actually we allow constant functions b s ≡ 1 or b s ≡ 0 although they cannot be written so. Accordingly "min-max operator" in Theorem 1 should be understood in this slightly more general sense. For simplicity let X ⊆ S be identiÿed with its characteristic function so that expressions X make sense for any map :
Theorem 1. Let R be a distributive lattice satisfying (6), S a set, and : R S → R S any increasing map. Then is a min-max operator if and only if it is local and commutes with thresholdings.
Proof. We have already seen that each min-max operator is local and commutes with thresholdings, i.e. satisÿes (8) . Conversely, let : R S → R S be an increasing, local map that satisÿes (8) . Assume that the sets A(s) ⊆ S witnessing the locality of are given as A(s) = {a 
All these Boolean functions b s are well deÿned because maps 0; 1-series to 0; 1-series. Moreover all b s are increasing (possibly constant) because is increasing. In order to show that = b it su ces by (6) 
When R is complete [5, p. 6], it follows from the above that for each min-max operator : R S → R S with deÿning Boolean functions b s (s ∈ S). Observe also that for R = {0; 1} every map : {0; 1} S → {0; 1} S with the property that
commutes with thresholdings. Indeed, if r = 0 the equivalence in (8) 
Here the left side is trivial, and the right side is true by (12). If r = 1 then f r = f, so the equivalence in (8) is true as well. Furthermore, if S is ÿnite, then is automatically local. Thus identifying {0; 1} S with the powerset P(S) it follows from Theorem 1 (see also [16 
Corollary 2. For ÿnite set S, every increasing operator : P(S) → P(S) with (S)=S must be a min-max operator.
Recall that by deÿnition 6 if f6 f for all f ∈ R S . The proof of Theorem 3 is a standard argument in Boolean logic which is spelled out in [14, Theorem 4.4].
Theorem 3. Let R be a distributive lattice and : R S → R S and :
(a) If and are given in a DNF, say
(b) If and are given in a CNF, say
Example 4. In view of (9) and Theorem 3(a) one has W 1 W 2 since e.g. the 0-leaf
The identity min-max operator I :
is extensive if I 6 , and anti-extensive if 6I . As an important special case of Theorem 3 we see that a in a DNF is anti-extensive if and only if for all s ∈ S each s-leaf C contains s. If is in a CNF then the latter condition is equivalent to ¿I . For instance, the min-max operators of Examples 1 and 2 are anti-extensive, but the winsorizer W n is neither extensive nor anti-extensive.
Distributivity and idempotency
The central topic of this article are min-max operators ∈ M(R; S) which are idempotent in the usual sense that • = . Thinking of f ∈ R S as received message and of f = f as original sign, one can say that is idempotent if and only if it "extracts signs consistently" in the sense that f = f. See [9, 16] for a detailed discussion. For instance, the (three-element) median operator deÿned by Any increasing, extensive, idempotent operator U deÿned on a lattice is called a closing (or closure operator), and an increasing, anti-extensive, idempotent operator L is an opening. From the original deÿnition of L B : {0; 1} Z×Z → {0; 1} Z×Z in Example 2 it is obvious that L B is an opening. If we replace {0; 1} by the grey-scale lattice R and deÿne L B : R Z×Z → R Z×Z by (5) then L B is still anti-extensive, but is it still idempotent? The geometric interpretation of the binary case is lost, but idempotency can be established elegantly as follows. An adjunction (or: Galois connection
It is well known that in this case " • : L → L is a closing and • " : L → L is an opening (see e.g. [9, p. 51]). One can show that our L B : R Z×Z → R Z×Z has the form L B = • " for some suitable adjunction ("; ) and whence is an opening. It is called the structural opening with respect to the ( at) structural element B ∈ P(Z × Z). Another straightforward method to derive openings is to take suprema of known openings. Generally neither the supremum nor the composition of idempotent maps is idempotent. However, if ; : L → L are idempotent and comparable (say 6 ) then • is again idempotent. This is folklore in mathematical morphology and follows from
The above constitute a few typical su cient conditions for idempotency investigated in the literature. We strive to give su cient and necessary conditions within the fairly general (see Theorem 1) framework of min-max operators. This involves the distributive laws in an essential way that apparently has not been explored before in mathematical morphology. We shall in fact use the following consequence of distributivity (2):
Replacing ∨ by + and ∧ by · equality (15) is the familiar expansion of a product of sums in ordinary arithmetic. As opposed to arithmetic, observe that ∨ and ∧ may be switched in (15) . Also recall that in any lattice a6b implies a ∧ b = a and a ∨ b = b.
In particular a ∧ a = a ∨ a = a.
It should be noted that the U above is a structural closing as discussed before, whence well known to be idempotent. Example 5 merely served to introduce the use of distributivity in a gentle way. In order to apply the distributive laws on a more abstract level, the following concept is crucial. Slightly di erent from the transversals T mentioned before Example 1 we now say a transversal of a family {S(i) | i ∈ D} is a family { (i) | i ∈ D} such that (∀i ∈ D) (i) ∈ S(i). We allow that (j) = (i) for j = i. Thus, if in (15) we take the S(i) (16i6n) to be the sets {a 1 ; : : : ; a r } up to {c 1 ; : : : ; c t }, then { (i) | i ∈ D} = {a 3 ; b 1 ; : : : ; c 4 } is a transveral. It may happen that e.g.
(1) = a 3 = b 1 = (2). In Lemma 4 below the (i)'s are actually themselves sets which might take a little while to get accustomed to.
Lemma 4. Let R be a distributive lattice, S any set, and : R S → R S a min-max operator with a DNF given by [ f] s = C∈C(s) ( i∈C f i ).
(a) Then 6 • if and only if for all s ∈ S the following condition (I 2) holds:
Each leaf C ∈ C(s) contains the set i∈D (i) for some leaf D ∈ C(s) and some tranversal of {C(i) | i ∈ D}. (b) Dually • 6 if and only if for all s ∈ S the following holds:
For each leaf D ∈ C(s) and each tranversal of {C(i) | i ∈ D} the set i∈D (i) contains some leaf C ∈ C(s).
Proof. Using (15) in terms of transversals we get 
Theorem 5. Let R be a distributive lattice and L : R S → R S an anti-extensive minmax operator with the DNF [Lf] s = C∈C(s) ( i∈C f i ). Then L is idempotent if and only if for all s ∈ S the following holds:
(∀C ∈ C(s)) C is good: For all s and all s-leaves C one has C = i∈C
It is quite clear that (I 1) and (17) Example 6. Consider e.g. : R S → R S of Example 1 where C(i) = {{i; j}; {i; k}}; C(j) = {{j}}, C(k) = {{i; k}}. The i-leaf {i; j} is good since it contains the i-leaf {i; j} and the j-leaf {j}. The other i-leaf {i; k} is good since it contains the i-leaf {i; k} and the k-leaf {i; k}. Similarly the leaves in C(j) and C(k) are good. Thus must be idempotent by Theorem 5. For instance, from (3; 2; 6) = (3; 2; 3) (Example 1) follows (3; 2; 3) = (3; 2; 3) (check). 
Trivially I is selfdual. Not so obvious at this stage is the selfduality of the winsorizer W n (Example 3). Immediately from the deÿnitions one derives Corollary 6. Let R be a distributive lattice, S any set, and ; :
On a more abstract level the map d :
on the lattice M(R; S) of all min-max operators, the deÿning properties being
Many statements about min-max operators can be "dualized". For instance, what changes when we assume that the min-max operator in Theorem 5 is extensive, say I 6U ? Nothing, if we write U in the conjunctive normal form; say with clusters D(s):
⇐⇒ The clusters D(s) satisfy condition (I 1). What happens when the min-max operator in Theorem 5 only satisÿes (I 1) but is not assumed to be anti-extensive or extensive? According to [16, p. 123 ] an operator is a ∧-overÿlter if = •( ∧ I ). Dually it is a ∨-underÿlter if = •( ∨ I ). Obviously these are special types of overÿlters 6 • , respectively, underÿlters ¿ • . An operator which is both a ∧-overÿlter and a ∨-underÿlter is called a strong ÿlter (and is in particular idempotent). Essentially the same arguments [19, Corollary 5] as in the proof of Theorem 5 show that, among min-max operators, condition (I 1) characterizes ∧-overÿlters (when DNF is used), respectively, ∨-underÿlters (when CNF is used). Similarly Lemma 4 states that (I 2) characterizes overÿlters (when DNF is used), respectively, underÿlters (when CNF is used).
Example 9. The winsorizer W 1 is neither extensive nor anti-extensive. In its DNF for ÿxed s ∈ Z the s-leaves are by (9) {s; s − 2}; {s; s − 1}; {s; s + 1}; {s; s + 2}; {s − 2; s − 1; s + 1; s + 2}:
One veriÿes at once that (I 1) is satisÿed. For instance, C = {s − 2; s − 1; s + 1; s + 2} is good because it contains the (s − 2)-leaf {s − 2; (s − 2) + 1}, the (s − 1)-leaf {s−1; (s−1)+2}, the (s+1)-leaf {s+1; (s+1)−2}, and the (s+2)-leaf {s+2; (s+2)−1}. Thus W 1 is a ∧-overÿlter. Note that T = {s; s − 2} is trivially a minimal transversal of the set system C(s) above. In fact the other four members of C(s) are also minimal transversals of C(s), and one easily argues (how?) that these are the only minimal transversals. Therefore (see the remarks before Example 1) the DNF and CNF of W 1 comprise the same s-leaves. It follows that W 1 is selfdual, whence also a ∨-underÿlter, whence a strong ÿlter.
Suppose that S is ÿnite and U : P(S) → P(S) is any increasing, extensive operator. By Corollary 2 and Theorem 5 the map U is idempotent if and only if it satisÿes condition (I 1). This o ers an interesting combinatorial view on closure operators U deÿned on ÿnite sets S (see also [18] ). Let us once more mention semigroup theory which centres around the notion of idempotent elements and whence is likely to proÿt from our theory.
Lattice-ordered groups and co-idempotency
A lattice-ordered group is a structure (L; 6; ⊕) where (L; 6) is a lattice and (L; ⊕) is a commutative group such that for all a ∈ L the addition of a is an increasing map:
We write 0 for the neutral element 7 of the group (L; ⊕) and x for the group inverse of x ∈ L. Thus x ⊕ x = 0. We shall write x y for x ⊕ y. It can be shown, see [5, p. 292 ] or [3, p. 168] , that the lattice (L; 6) is necessarily distributive and that also ⊕ distributes 8 over joins and meets:
Furthermore, since a → a is a polarity in the sense of (18) the laws of De Morgan hold
It follows that the meet a ∧ b = a ∧ b = a ∨ b can be expressed in terms of the join ∨ and the inverse -. Dually ∨ can be expressed in terms of ∧ and −. However, it shall be more illuminating to keep both ∧ and ∨. The max-plus algebra or schedule algebra 7 There is no danger of confusing this 0 with the auxiliary element 0 ∈ R in Theorem 1. A lattice-ordered group cannot have universal bounds [5, p. 287] whence must be inÿnite. As to the commutativity of ⊕, this is not always postulated but we e.g. need commutativity in the proof of Corollary 7. Every torsion-free commutative group can be lattice ordered [5, p. 299] . 8 Because of this type of distributivity lattice-ordered groups (L; ⊕; ∨) are sometimes swallowed up as special cases of semirings [7] and in place of ⊕, respectively, ⊕ in place of ∨ is written. In fact latticeordered groups are exactly the multiplicative groups of additively idempotent semiÿelds. Having a lattice theoretic rather than a ring theoretic background the author prefers the above notation.
(R; 6; +) (see [3, Chapter 3] , respectively [7, (3. 24)]) is a lattice-ordered group; in fact it is the most important one concerning applications of our theory to image processing. For instance (21) reduces to the familiar identities − max{a; b} = min{−a; −b} and − min{a; b} = max{−a; −b}. Let (L; 6; ⊕) be any lattice-ordered group and ; : L → L any maps. The sum ⊕ and di erence are deÿned componentwise. The
We shall see soon that deÿnition (22) is compatible with the one given in Section 3.
x is idempotent. Two motivations for this concept follow in a moment.
Corollary 7. Let L be a lattice-ordered group and ; : L → L any maps.
Proof. The trivial proofs of (a) and (c) are omitted. (b) One has (
In the same way (
In the sequel we are only concerned with special types of lattice-ordered groups L. Namely, if R is any lattice-ordered group then so is L = R S (componentwise operations). In particular, for R = R the lattice-ordered group L = R S is an instance of a lattice-ordered real vector space, also called a Riesz space [10] . In addition to (19) one then has that b6c implies b6 c for all vectors b; c ∈ L and all positive scalars ∈ R. If also S = R (or S = R n ) one may restrict attention to (partially) di erentiable functions b; c ∈ L; see [2] for interesting axiomatic image processing in this setting.
As to one motivation of co-idempotency, consider a Riesz space L and a linear map : L → L. It is well known and easy to see that is idempotent (and then called a projection) if and only if I − is idempotent. In other words, for linear maps idempotency is equivalent to co-idempotency. Some Hilbert spaces are Riesz spaces and projections in Hilbert spaces are used to model quantum level events. Commuting projections correspond to events for which the order of measurements does not matter [12, p. 286] . Call a nonlinear map : L → L a "quasi-projection" (or "separator" [13] ) if it is both idempotent and co-idempotent. Such maps may well be worth studying. Who knows, perhaps some features of quasi-projections might just make them strange enough for quantum logics! 
It is di cult to decide whether maps of the kind above are idempotent, co-idempotent or even quasi-projections. Alas, we shall settle these questions for pure min-max operators. In this case (see proof of Lemma 9) only linear forms a i f i of the simple type f i − f j occur.
Our second, at present more substantiated, motivation of co-idempotency has to do with image processing and is due to Rohwer [13] . Let 0 : R S → R S be the constant map f → 0. Because of (I − )
Thinking of f ∈ R S as disturbed image, of f as restored (± original) image, and of g = f − f as "noise", it follows that is co-idempotent if and only if it is a "consistent noise extractor" in the sense that g = 0. The "noise set" N( ) = {f − f | f ∈ R S } which generally has a complicated structure, coincides with the better behaved kernel ker( ) = {g ∈ R S | g = 0} in the case of a co-idempotent . Yet ker( ) is not a linear subspace of R S for nonlinear . For further motivation of co-idempotency along the same lines see [13, 14] . Before we proceed with co-idempotency let us keep a promise and unify our two notions of duality. Let R be a lattice-ordered group and : R S → R S a min-max operator in the sense of Section 2 (R being in particular a distributive lattice). Say [ f] s = C∈C(s) ( i∈C f i ) is a DNF. Does deÿnition (22) of the dual map coincide with the one of Section 3 whereby and are switched? Indeed, by (21) for all f ∈ R S we have
Example 11. It would be a little cumbersome to establish the selfduality of the winsorizer W n the way we did for n = 1 in Example 9. Rather, a moments thought shows that W n f = −W n (−f) because re ecting the series f at the "x-axis", then ÿddling with lower and upper quartiles, and then re ecting back yields the same result. Hence W n must be selfdual for all n¿1.
To prepare for the characterization of co-idempotency in terms of the DNF (Lemma 9) recall e.g. from [8, p. 13] that the vertices of each (ÿnite) acyclic digraph G can be labelled with numbers g( ) such that for each arc → ÿ one has g( )¡g(ÿ). Lemma 8 below is a generalization of this fact: Indeed, letting G be any acyclic digraph on the vertex set (say) {1; : : : ; n}, put k = and ÿ = { | → ÿ} for all 16 ; ÿ6n.
Lemma 8. Let {k 1 ; : : : ; k n } (k = k ÿ for = ÿ allowed) and 1 ; : : : ; n be ÿnite nonempty sets. Assume that the digraph G on the vertex set {1; : : : ; n} deÿned by → ÿ :⇔ k ∈ ÿ is acyclic. Then one can choose real numbers g(i) such that
Proof.
Because G is acyclic there is a vertex with outdegree 0. We may assume (renumbering) that this vertex is n. The induced digraph G n−1 = G {1; : : : ; n − 1} is a fortiori acyclic, thus contains again a vertex of outdegree 0. Say w.l.o.g. this vertex is n − 1. Proceeding to G n−2 = G n−1 {1; : : : ; n − 2}, etc., we may assume that (∀1 6 m 6 n) (∀1 6 ÿ 6 m) There is no edge m → ÿ:
By induction on m ∈ {1; : : : ; n} we now deÿne real numbers g(i) such that
Let m = 1. Then (24) boils down to 1 9 1 which is clear anyway. Hence k 1 = ∈ 1 by deÿnition of G, so trivially numbers g(k 1 ) and g(') (' ∈ 1 ) can be found with g(k 1 )¡g(') for all ' ∈ 1 . Now assume that (25) holds for a ÿxed m ∈ {1; : : : ; n − 1}. We must show (25) for m + 1. By (24) one has m + 1 9 ÿ for all 16ÿ6m + 1. Hence
is not yet deÿned. Putting X = {k 1 ; : : : ; k m } ∪ 1 ∪ · · · ∪ m we may therefore deÿne
In this way (25) obviously holds for m + 1.
Case 2: k = k for some = . By deÿnition of G that means that the distinct vertices and point to the same vertices ÿ. From this and the acyclicity of G easily follows (check) that also the digraph G obtained by collapsing and (whilst retaining all arcs) is acyclic. Suppose = n − 1 and = n are the only vertices with k = k . We may then achieve (23) by applying Case 1 to {k 1 ; : : : ; k n−1 } and 1 ; : : : ; n−1 = n−1 ∪ n . If there are several pairs = with k = k the procedure is analogous.
As opposed to Lemma 4 in Lemma 9 below we have to assume a linearly ordered underlying lattice (R; 6), so (R; 6; ⊕) must be what is called a linearly ordered group. Obviously the max-plus algebra (R; 6; +) is such. Note that also (R×R; 6; +) can be linearly ordered, namely lexicographically; see [17] for applications. Although R is linearly ordered, evidently R S is only lattice ordered. Recall deÿnition (16) of a "good" subset of indices.
Lemma 9. Let R be a linearly ordered group, S any set, and
Then is co-idempotent if and only if the following two conditions hold for all s ∈ S:
, and deÿned by A → B :⇔ i A ∈ B , must have a directed cycle (or loop).
Proof. We have seen that the co-idempotency of is tantamount to
For all f ∈ R S we have
and therefore
Setting y i; = j∈ (f i f j ) and recalling the deÿnition of S(C) in (C2) we derive
Su ciency of (C1) and ( 
Say C(s) = {C 1 ; : : : ; C n } and = {(i 1 ; 1 ); : : : ; (i n ; n )} with i 1 ∈ C 1 ; : : : ; i n ∈ C n . For ease of notation assume that G( ) has vertex set {1; : : : ; n} and whence is deÿned by
Next we have to show that [ • (I )f] s 60 for all f and s. Fix s and set again C(s) = {C 1 ; : : : ; C n }. By (27) the inequality in question amounts for each f to the existence of a transversal = {(k 1 ; 1 ); : : : ; (k n ; n )} of {S(C 1 ); : : : ; S(C n )} such that
According to (C1) we can ÿx a good subset G ⊆ C for all 16 6n. Put = {(k 1 ; 1 ); : : : ; (k n ; n )} whereby k is deÿned by f k being the smallest element of {f ' | ' ∈ G }, and ∈ C(k ) is such that ⊆ G (possible by the goodness of G ). Then f k f ' 60 for all 16 6n and ' ∈ , whence C∈C(s) y (C) 60.
Necessity of (C1) and (C2): We assume conversely that (26) holds, that is for all f and s we have [ • (I )f] s = 0. By (27) this implies that for all ÿxed f and s we have C∈C(s) y (C) ¿0 for all transversals of {S(C) | C ∈ C(s)}, whereby C∈C(s) y (C) = 0 for at least one such . Suppose ÿrst that (C2) were false. Then there is a s ∈S such that if C(s)={C 1 ; : : : ; C n } there is a transversal = {(k 1 ; 1 ); : : : ; (k n ; n )} of {S(C 1 ); : : : ; S(C n )} such that the digraph G( ) deÿned on {1; : : : ; n} by → ÿ :⇔ k ∈ ÿ , is acyclic. We claim that g ∈ R S can be chosen in such a way that g k ¡g ' for all 16 6n and all ' ∈ . Indeed, letting X = {k 1 ; : : : ; k n } ∪ 1 ∪ · · · ∪ n deÿne g i arbitrary for i = ∈ X , and deÿne g i = g(i) according to Lemma 8 for i ∈ X . Of course, instead of R any linearly-ordered group R may be chosen in Lemma 8. It follows that all g k g ' are ¡0 and whence that C∈C(s) y (C) = 16 6n ( '∈ (g k g ' ))¡0. This contradiction shows that (C2) must be true.
Suppose now that (C1) were false. Then there are s ∈ S and w.l.o.g. C 1 ∈ C(s) = {C 1 ; : : : ; C n } such that C 1 contains no good subset G. We deÿne a directed graph G as follows. Because G 0 = C 1 is not good, there is k 1 ∈ G 0 such that (∀ ∈ C(k 1 )) * G 0 . This yields the arcs k 1 → j ( ∈ C(k 1 ); j ∈ −G 0 ). Because G 1 = G 0 −{k 1 } is not good, there is a k 2 ∈ G 1 such that (∀ ∈ C(k 2 )) * G 1 . This yields the arcs k 2 → j ( ∈ C(k 2 ); j ∈ − G 1 ). Continuing in this fashion we arrive at a nongood subset G m−1 = {k m } which yields the arcs k m → j ( ∈ C(k m ); j ∈ − G m−1 ). Assuming that no directed cycle has been generated up to step i − 1 it is clear that by adding all arcs of type k i → j no directed cycle will arise. Hence G is an acyclic directed graph whose vertex set is the union of C 1 with all leaves ∈ C(k) (k ∈ C 1 ). Hence there is a g ∈ R S such that i → j in G implies g i ¿g j . For each transversal = {(i 1 ; 1 ); : : : ; (i n ; n )} of {S(C 1 ); : : : ; S(C n )} focus on (i 1 ; 1 ) . By construction of G there is at least one arc i 1 → j 1 with j 1 ∈ 1 . Hence g i1 g j1 ¿0, whence j∈ 1 (g i1 g j )¿0, whence C∈C(s) y (C) = 16 6n ( j∈ (g i g j ))¿0. This contradicts the fact that for each f ∈ R S there is a with C∈C(s) y (C) = 0. Hence (C1) must be true.
Similar to Lemma 4, conditions (C1) and particularly (C2) in Lemma 9 are somewhat clumsy. But (C2) dies in the (anti) extensive case (Theorem 10), and both (C1) and (C2) are testable in polynomial time in the translation invariant case (Theorem 14).
Theorem 10. Let R be a linearly ordered group, S any set, and L : R S → R S an anti-extensive min-max operator with the DNF [Lf] s = C∈C(s) ( i∈C f i ). Then L is co-idempotent if and only if for all s ∈ S one has
Proof. By Lemma 9 it su ces to show (C2). Indeed, from L6I and Theorem 3(a) follows that all digraphs G( ) have loops at all vertices.
By duality Theorem 10 applies to extensive operators as well, provided the CNF is used (Corollary 7). Recall that increasing anti=extensive idempotent operators are called openings=closings.
Corollary 11. Let R be a linearly ordered group and S a set. Then each min-max opening or closing on R S is co-idempotent.
Proof. This is immediate since the idempotency condition (I 1) in Theorem 5 implies the co-idempotency condition (C1) in Theorem 10.
Open question: Can the words "min-max" be dropped in Corollary 11? Consider the anti-extensive min-max operator L : R Z → R Z in DNF with clusters C(s) = {{s − 2; s}; {s; s + 2}; {s; s + 1; s + 3; s + 4}}. We leave it to the reader to verify that L satisÿes (C1) but not (I 1). Thus the converse of Corollary 11 is false:
(anti)extensive and co-idempotent ; (anti)extensive and idempotent. If one drops the condition of (anti)extensivity, then neither implication between idempotency and co-idempotency holds.
Translation invariance
Let R be a distributive lattice (not necessarily a lattice-ordered group) but assume that our index set S carries a group (S; +) with neutral element 0. In applications one often has (S; +) = (Z n ; +) but in the sequel (S; +) needs not even be commutative. For
In words: Pushing your series h units to the right (imagine R S = R Z ) and then subjecting it to , or ÿrst subjecting it to and then pushing it h units to the right, amounts to the same end result. Say is a min-max operator given in a DNF and all s-clusters are isomorphic in the sense that
where
It is then routine to check that is translation invariant:
That the isomorphy of s-clusters is also necessary for translation invariance is shown similarly to the necessity part of Theorem 3. The gist is that in the translation invariant case it su ces to look at C(0). With the exception of Example 1 and the U : P(S) → P(S) at the end of Section 3 all our examples of min-max operators were translation invariant. So far research has mainly concentrated on translation invariant operators. However, translation variant operators deÿnitely seem interesting in view of applications, so the more general results of Section 3 and 4 are worthwhile.
Theorem 12. Let R be a distributive lattice, S = (S; +) a group, and : R S → R S a translation invariant min-max operator. If both the DNF and CNF are known, then there is a polynomial algorithm to decide whether or not is idempotent. More speciÿcally, the following holds: If is given in the DNF, i.e.
[ f] 0 = C∈C(0) i∈C
then there is a algorithm of complexity O(m 2 n 2 ) to decide whether or not 6 • .
Of course, a dual statement holds to decide whether or not ¿ • when the CNF of is known. Combining the two yields an idempotency test. It should be noted that the transition from DNF to CNF or conversely is generally an exponential time procedure (more precisely: NP-hard, [6, p. 261] ). However, this should not be overrated. For instance, the command LogicalExpand of Mathematica does the job swift enough 10 for many min-max operators occurring in practice. Moreover, many min-max operators are selfdual so no transition DNF → CNF is necessary (see also [9, 13.9] ). Observe that also Lemma 4(b) could be used to get a condition that characterizes the other inequality ¿ • . But this would yield an exponential test which seems inferior to the combination of "DNF → CNF" and "twice O(m 2 n 2 ) algorithm". Example 12. As opposed to W 1 (Example 9) for n¿2 the translation invariant winsorizer W n is no longer idempotent. To see this it would su ce to exhibit just one series f with W n (W n f) = W n f, as we did it for the median ÿlter at the beginning of Section 3. However, counterexamples f to idempotency can be boring to ÿnd and in any case we like to illustrate Theorem 12. So ÿx any 0-leaf C 1 = {0; −2n; 2n; * ; : : : ; * } of W n of cardinality n+1 (see (9) and note that n+1¿3 by assumption). The auxiliary set D(C 1 ) consists of all i ∈ {−2n; : : : ; 2n} which admit a C ∈ C(0) with C + i ⊆ C 1 . In this case necessarily |C| = n + 1, so
Now if i¿0 then −2n − i¡−2n whence C cannot contain −2n − i, and if i¡0 then 2n−i¿2n whence C cannot contain 2n−i. Therefore, D(C 1 ) is {0} and cannot contain any C ∈ C(0). Theorem 12 (its proof) implies that W n is not an overÿlter, let alone idempotent.
Observe that in the proof of Theorem 12 we did not really use that each ∈ C(d) has the form = C + d for some C ∈ C(0). Translation invariance was only relevant in so far that merely C(0) had to be dealt with! If in Theorem 12 is not translation invariant, then our condition can still be settled in polynomial time for each ÿxed cluster C(s) provided the DNF and CNF are known. Thus, if there is some sort of pattern among the clusters C(s) (s ∈ S) one may still hope for an overall polynomial algorithm. Sometimes the particular shape of the leaves in C(d) does however matter:
Corollary 13. Let R be a distributive lattice, S a group, and L : R S → R S an antiextensive translation invariant min-max operator given by its DNF. Then L is an opening if and only if
Proof. By Theorem 5 the operator L is idempotent if and only if for every s ∈ S every C ∈ C(s) is good. By translation invariance this is true if and only if every C ∈ C(0) is good, whence if and only if for all i ∈ C there is a 
What about co-idempotency in the translation invariant case? Although only the one cluster C(0) needs to be dealt with, it is not a priori clear whether the conditions (C1) and (C2) in Lemma 9 can be checked in polynomial time. To ÿx ideas, suppose all clusters contain n leaves and all leaves contain m elements. As to (C1), how can one avoid checking the goodness of all 2 m many subsets of a leaf? Worse, in (C2) for as many as m n ·n n transversals one has to check whether the digraph G( ) is acyclic-or so it seems. Theorem 14. Let R be a linearly ordered group, S a group, and : R S → R S a translation invariant min-max operator such that both the cluster C(0) for the DNF and the cluster D(0) for the CNF are given. Then there is a polynomial algorithm to decide whether or not is co-idempotent. More speciÿcally, the time complexity is O(m In the translation invariant case Corollary 11 can be improved to Corollary 16. It is part of [19, Corollary 7] (where the words "translation invariant" mistakenly have been omitted).
Corollary 16. Let R be a linearly ordered group and S a group. Then each translation invariant strong ÿlter : R S → R S is co-idempotent.
Proof. We mentioned before Example 9 that strong ÿlters are characterized by the fact that both the CNF and DNF satisÿes (I1). Since (I1) implies (C1), and is assumed to be translation invariant, the claim follows from Corollary 15. One checks that both C(0) and D(0) satisfy (I1). Hence the strong ÿlter is coidempotent by Corollary 16. Let us mention that = L 2 • U 1 • L 1 is a composition of certain operators L i and U i thoroughly investigated in [14] .
Besides idempotency and co-idempotency, many other questions relevant for nonlinear image processing await a max-plus algebra treatment. For instance: How to measure the degree of nonidempotency? How to determine the range of or the set {f ∈ R S | f = f} of invariant series? What are the order relations between given operators? What are the probability distributions of noise? The last two issues have been addressed in [14] and [20] .
