For integers k ≥ 1 and n ≥ 2k + 1, the Kneser graph K(n, k) is the graph whose vertices are the k-element subsets of {1, . . . , n} and whose edges connect pairs of subsets that are disjoint. The Kneser graphs of the form K(2k + 1, k) are also known as the odd graphs. We settle an old problem due to Meredith, Lloyd, and Biggs from the 1970s, proving that for every k ≥ 3, the odd graph K(2k + 1, k) has a Hamilton cycle. This and a known conditional result due to Johnson imply that all Kneser graphs of the form K(2k + 2 a , k) with k ≥ 3 and a ≥ 0 have a Hamilton cycle. We also prove that K(2k + 1, k) has at least 2 2 k −6 distinct Hamilton cycles for k ≥ 6. Our proofs are based on a reduction of the Hamiltonicity problem in the odd graph to the problem of finding a spanning tree in a suitably defined hypergraph on Dyck words.
INTRODUCTION
The question whether a given graph has a Hamilton cycle is one of the oldest and most fundamental problems in graph theory and computer science, shown to be NP-complete in Karp's seminal paper [22] . The problem originates from the 19th-century "Hamilton puzzle", which involves finding a Hamilton cycle along the edges of a dodecahedron. Efficient methods of generating Hamilton cycles in highly symmetric graphs (in particular, so-called Gray codes) are particularly important from the point of view of practical applications [23, 35] . Still, for various natural and extensively studied families of graphs, it is conjectured that a Hamilton cycle always exists, but finding one is a notoriously hard problem; see for instance [31, 36] . In this paper, we focus on a well-known instance of this phenomenon-the so-called Kneser graphs.
Kneser Graphs
For any two integers k ≥ 1 and n ≥ 2k + 1, the Kneser graph K(n, k) has the k-element subsets of [n] := {1, . . . , n} as vertices and the pairs of those subsets that are disjoint as edges. These graphs were introduced by Lovász in his celebrated proof of Kneser's conjecture [25] . The proof uses topological methods to show that the chromatic number of K(n, k) is equal to n − 2k + 2. Lovász's result initiated an exciting line of research [2, 13, 27, 39] and gave rise to the nowadays flourishing fields of topological combinatorics and computational topology, see e.g. [5, 6] . Apart from the above, Kneser graphs have many other interesting properties. For instance, the maximum size of an independent set in K(n, k) is equal to n−1 k −1 , by the famous Erdős-Ko-Rado theorem [12] .
Hamilton Cycles in Kneser Graphs
As indicated before, it has long been conjectured that Kneser graphs have Hamilton cycles. Apart from one obvious exception, the Petersen graph K(5, 2) shown in Figure 1 , no other negative instances are apparent. Observe that Kneser graphs are vertex-transitive, that is, they look the same from the point of view of any vertex. This makes them an excellent test case for a famous and vastly more general conjecture due to Lovász [24] , which asserts that any connected and vertex-transitive graph has a Hamilton cycle, apart from the Petersen graph and four other exceptional instances.
We proceed by giving an account of the long history of finding Hamilton cycles in Kneser graphs. The degree of every vertex in K(n, k) is n−k k , so for fixed k, increasing n also increases the vertex degrees, which intuitively makes the task of finding a Hamilton cycle easier. The density is also witnessed by cliques of size c ≥ 3, which are present for n ≥ ck and absent for n < ck. The sparsest case, for which finding a Hamilton cycle is intuitively hardest, is when n = 2k + 1. The corresponding graphs O k := K(2k + 1, k), for k ≥ 1, are known as odd graphs. They include the Petersen graph O 2 = K (5, 2) . The odd graphs O 2 and O 3 are illustrated in Figures 1 and 2, respectively. Note that all vertices in the odd graph O k have degree k + 1, which is only logarithmic in the number of vertices. The conjecture that the odd graph O k has a Hamilton cycle for every k ≥ 3, originated in the 1970s, in papers by Meredith and Lloyd [28, 29] and by Biggs [4] . A stronger version of the conjecture asserts that O k even has ⌊(k + 1)/2⌋ edge-disjoint Hamilton cycles. Already Balaban [1] exhibited a Hamilton cycle for the cases k = 3 and k = 4, and Meredith and Lloyd described one for k = 5 and k = 6. Later, Mather [26] also solved the case k = 7. With the help of computers, Shields and Savage [37] found Hamilton cycles in O k for all values of k up to 13. They also found Hamilton cycles in K(n, k) for all n ≤ 27 and all k ≥ 1 with n ≥ 2k + 1.
There is a long line of research devoted to proving that sufficiently dense Kneser graphs have a Hamilton cycle. Heinrich and Wallis [15] showed that K(n, k) has a Hamilton cycle if n ≥ 2k + k/( k √ 2 − 1) = (1 + o(1))k 2 /ln 2. This was improved by B. Chen and Lih [7] , whose results imply that K(n, k) has a Hamilton cycle if n ≥ (1 +o(1))k 2 /log k, see [11] . In another breakthrough, Y. Chen [8] showed that K(n, k) is Hamiltonian when n ≥ 3k. A particularly nice and clean proof for the cases where n = ck, c ∈ {3, 4, . . .}, was obtained by Y. Chen and Füredi [10] . Their proof uses Baranyai's well-known partition theorem for complete hypergraphs [3] to partition the vertices of K(ck, k) into cliques of size c. The asymptotically best result currently known, again due to Y. Chen [9] , is that K(n, k) has a Hamilton cycle if n ≥ (3k
Another line of attack towards proving Hamiltonicity is to find long cycles in K(n, k). To this end, Johnson [18] showed that there exists a constant c > 0 such that the odd graph O k has a cycle that visits at least a (1 −c/ √ k)-fraction of all vertices, which is almost all vertices as k tends to infinity. This was generalized and improved in [34] , where it was shown that K(n, k) has a cycle visiting a 2k/n proportion of all vertices. The last result implies that O k has a cycle visiting a (1−1/(2k +1)) proportion of the vertices (e.g., the Petersen graph O 2 has a cycle that visits 8 of its 10 vertices). A different relaxation of proving Hamiltonicity is to construct a cycle factor, that is, a collection of vertex-disjoint cycles that together cover all vertices of the graph. From this point of view, a Hamilton cycle is a cycle factor consisting of a single cycle. In this direction, Johnson and Kierstead [21] showed that the edges of O k can be partitioned into cycle factors for odd k and into cycle factors and one matching for even k. A different cycle factor in O k , which turns out to be crucial for our present result, was constructed in [33] . It is shown in Figure 2 for the case k = 3.
Bipartite Kneser Graphs
Bipartite Kneser graphs form another family of vertex-transitive graphs closely related to Kneser graphs. The bipartite Kneser graph H (n, k) has all k-element and all (n − k)-element subsets of [n] as vertices and all pairs of these subsets such that one is contained in the other as edges. It has been a long-standing problem to show that H (n, k) has a Hamilton cycle. A detailed account of the historic developments is given in [34] . Also here, the sparsest case H (2k + 1, k) resisted all attacks for more than three decades, and the question whether H (2k + 1, k) has a Hamilton cycle became known as the middle levels conjecture. This conjecture has been recently solved affirmatively in [14, 30] , and the general case, the Hamiltonicity of H (n, k), has been settled subsequently in [34] . Note that proving Hamiltonicity for the Kneser graph K(n, k) is arguably harder than for the bipartite Kneser graph H (n, k). In particular, proving that the odd graphs O k = K(2k + 1, k) are Hamiltonian is harder than the middle levels conjecture. Specifically, from a Hamilton cycle (x 1 , . . . , x N ) in K(n, k), where N = n k , we can easily construct a Hamilton cycle or a Hamilton path in H (n, k), as follows. Consider the sequences C 1 := (x 1 , x 2 , x 3 , x 4 , . . .) and
and C 2 together form a Hamilton cycle in H (n, k). If N is even, then C 1 and C 2 are two cycles in H (n, k) that can be joined to form a Hamilton path. In fact, the arguments given in this paper easily give a Hamilton cycle in H (2k + 1, k) for all k ≥ 1, providing an alternative proof of the middle levels conjecture.
Our Results
We prove that the odd graphs O k = K(2k + 1, k) with k ≥ 3 contain Hamilton cycles. That is, we resolve the sparsest case of the conjecture on the Hamiltonicity of Kneser graphs in the affirmative. Theorem 1. For every integer k ≥ 3, the odd graph O k = K(2k + 1, k) has a Hamilton cycle.
Using the conditional results proved by Johnson [20] , Theorem 1 immediately yields the following more general statement.
Theorem 2. For any integers k ≥ 3 and a ≥ 0, the Kneser graph K(2k + 2 a , k) has a Hamilton cycle.
We also establish the following counting version of Theorem 1. . Note that applying automorphisms of O k to a a single Hamilton cycle yields at most (2k + 1)! = 2 Θ(k log k ) distinct Hamilton cycles, substantially fewer than guaranteed by Theorem 3. Thus Theorem 3 is not an immediate consequence of Theorem 1.
Gray Code Algorithms
Hamilton cycles in Kneser graphs and bipartite Kneser graphs are closely related to Gray codes. A combinatorial Gray code is the algorithmic problem of generating all objects in a combinatorial class, such as bitstrings, permutations, combinations, partitions, trees, or triangulations, etc., in some well-defined order. Gray codes have found widespread use in areas such as circuit testing, signal encoding, data compression, graphics, and image processing etc.-see the survey [35] and the references therein. The ultimate goal for Gray code algorithms is to generate each new object from the previous one in constant time, which entails that consecutive objects may differ only by a constant amount. A Gray code thus corresponds to a Hamilton cycle in a graph whose vertices are the combinatorial objects and whose edges connect objects that differ only by such an elementary transformation. More than half of the most recent volume of Knuth levels conjecture, have been solved in the meantime, and efficient algorithms to generate these Gray code have been developed in [31] and [36] . Recall from Section 1.3 that Hamiltonicity of the odd graphs is arguably harder than the middle levels conjecture.
Our proof of Theorem 1 is constructive and translates straightforwardly into an algorithm to compute a Hamilton cycle in the odd graph O k in polynomial time (polynomial in the size of the graph, which is exponential in k). We can identify each k-element subset of [2k + 1] with a bitstring of length 2k + 1, where the ith bit is set to 1 if the element i is contained in the set and it is set to 0 otherwise; see Figure 1 . A Hamilton cycle in the odd graph thus corresponds to a Gray code listing of all bitstrings of length 2k + 1 with exactly k many 1-bits, such that consecutive bitstrings differ in all but one position. It remains open whether our proof can be translated into a constant-time algorithm to generate this Gray code, that is, an algorithm that in each step computes the bit that is not flipped in constant time, using only O(k) memory space and polynomial initialization time. To avoid costly complementation operations, such an algorithm could maintain two bitstrings, one the complement of the other, along with a flag indicating which of the two bitstrings is the current one; then, in each step, only a single bit in both bitstrings and the flag would need to be flipped.
Proof Idea
We construct a Hamilton cycle in the odd graph O k as follows; see Figure 2 . We start with the cycle factor C k in the odd graph O k described in [33] . It has the property that all of its cycles have the same length 2k + 1 and the number of cycles is the kth Catalan number. Furthermore, the cycles in C k can be identified with socalled Dyck words of length 2k, that is, bitstrings of length 2k with the property that every prefix has at least as many 1-bits as 0-bits. It is well known that the number of such Dyck words is equal to the kth Catalan number [38] .
Given the cycle factor C k , we modify it locally to join its cycles into a single Hamilton cycle in O k . Each such modification involves ℓ cycles C 1 , . . . , C ℓ from the factor C k and a 2ℓ-cycle C ′ that shares exactly one edge with each of C 1 , . . . , C ℓ . Specifically, C ′ shares every second of its edges with one of the ℓ cycles, and every other edge of C ′ goes between two different cycles. Consequently, taking the symmetric difference of the edge set of C ′ with the edge sets of C 1 , . . . , C ℓ yields a single cycle on the vertex set of all C 1 , . . . , C ℓ .
We call a cycle C ′ with this property a flipping cycle. In Figure 2 , two flipping 6-cycles are highlighted with dashed and dotted lines. We perform this operation simultaneously with an appropriate set of mutually edge-disjoint flipping cycles so as to join all cycles in C k into a single cycle. Although the joining operation can work with flipping 2ℓ-cycles for any ℓ ≥ 2, we will use only 6-cycles (ℓ = 3) and 8-cycles (ℓ = 4). We cannot use flipping 4-cycles (ℓ = 2), because the odd graph O k has no 4-cycles at all.
This approach can be formalized as follows. We construct a hypergraph H k whose vertices are the Dyck words of length 2k representing the cycles of the factor C k . Each ℓ-edge (3-edge or 4-edge) of H k represents a flipping 2ℓ-cycle (6-cycle or 8-cycle, respectively) that can be used to join ℓ cycles from C k as described before. In the example illustrated in Figure 2 , the hypergraph H 3 consists of three hyperedges labeled α, β, and δ of cardinalities 3, 3, and 4, respectively. Here is the key insight about the hypergraph H k : in order to prove that the odd graph O k has a Hamilton cycle, it suffices to prove that the hypergraph H k has a spanning tree, that is, a connected and acyclic set of hyperedges covering all vertices. In such a spanning tree, any two hyperedges intersect in at most one element. For instance, the hypergraph H 3 in Figure 2 has a spanning tree {α, β }. The hypergraph H k that we construct has the property that the flipping cycles represented by the hyperedges in any spanning tree are mutually edge-disjoint. Consequently, every spanning tree in H k corresponds to a collection of flipping cycles such that the symmetric difference of their edge sets and the edges of the cycles in C k results in a Hamilton cycle in the odd graph O k .
The proof of Theorem 3 exploits the degrees of freedom that are inherent in the construction above to provide double-exponentially many distinct spanning trees in H k , which give rise to doubleexponentially many distinct Hamilton cycles in O k . This general approach of reducing a Hamilton cycle problem to a spanning tree problem in a suitably defined auxiliary (hyper)graph has also been exploited in several other papers; see e.g. [14, 16, 17, 19, 20, 30, 36] .
See [32] for a full version of this paper with all proofs.
PRELIMINARIES 2.1 Bitstrings and Dyck Paths
A bitstring is a finite sequence of digits 0 and 1 called the bits of the bitstring. The empty bitstring is denoted by ϵ. The concatenation of two bitstrings x and y is denoted by xy. For every bitstring x, we define x 0 := ϵ and x n := x n−1 x for n ≥ 1. The length of a bitstring x is denoted by |x |. The complement of a bitstring x, denoted by x, is the bitstring obtained from x by flipping every bit, that is, by replacing every 1-bit by a 0-bit and vice versa. The weight of a bitstring x is the number of 1-bits in x. We let B 0 k and B 1 k denote the sets of bitstrings of length 2k with weights k and k + 1, respectively, and we let B k :
We let D k denote the set of bitstrings of length 2k with weight k and with the property that in every prefix, the number of 1-bits is at least the number of 0-bits. It is a well known fact that
k , which is the kth Catalan number. We also define D := ∞ k =0 D k , and we call every bitstring in D a Dyck word.
It is sometimes convenient to represent a Dyck word x ∈ D k by a Dyck path of length 2k in the integer lattice Z 2 . Every 1-bit in the Dyck word x is represented by an up-step, which changes the current coordinates by (+1, +1), and every 0-bit is represented by a down-step, which changes the current coordinates by (+1, −1); see Figure 3 . The prefix property from the definition of D k corresponds to the property that the lattice path never goes below the abscissa.
For a Dyck word 
Graphs
We use standard graph-theoretic terminology, where the edges of graphs that we consider are unordered pairs of vertices of the form {u, v}. We define G k as the graph with vertex set B k and with edges that connect pairs of bitstrings that differ by exactly one bit. In other words, G k is the subgraph of the 2k-dimensional hypercube induced by the bitstrings with weights k and k + 1. We also define G + k as the graph obtained from G k by adding all edges of the form {x, x } where x ∈ B 0 k . This construction is illustrated on the right hand side of Figure 1 , where the edges {x, x } are highlighted in black. Observe that while the graph G k is bipartite, the graph G + k is not. To prove Theorems 1 and 3, we will use Lemma 4 and construct Hamilton cycles in G + k for all k ≥ 3.
Cycle Factor
A cycle factor in a graph is a collection of vertex-disjoint cycles that together cover all vertices of the graph. The cycle factor C k in G + k , which we will define shortly, was introduced and analyzed in [33] . The cycles in C k correspond to Dyck words in D k as follows. For every Dyck word x ∈ D k , we define a permutation π (x) of the set [2k]. Then, we define a path P(x) in G k whose subsequent vertices are obtained by starting from x and flipping the bits one by one at positions determined by the sequence π (x) = (a 1 , . . . , a 2k ), ending at x. Finally, we add the edge {x, x } to P(x), obtaining a cycle C(x) in G + k that becomes a member of C k . We let (a 1 , . . . , a n ) denote the sequence of integers a 1 , . . . , a n . We generalize this notation allowing a i to be itself an integer sequence-in that case, if a i = (b 1 , . . . , b m ), then (a 1 , . . . , a n ) is shorthand for (a 1 , . . . , a i−1 , b 1 , . . . , b m , a i+1 , . . . , a n ). The empty integer sequence is denoted by (). For an integer sequence π = (a 1 , . . . , a n ) and an integer a, we define a + π := (a + a 1 , . . . , a + a n ), a − π := (a − a 1 , . . . , a − a n ).
It is clear that every non-empty Dyck word x ∈ D has a unique decomposition of the form x = 1u0v, where u, v ∈ D; see Figure 3 . Using this fact, for every Dyck word x ∈ D, we define an integer sequence π (x) of length |x | as follows, by induction on |x |:
The following two properties of the sequence π (x) for x ∈ D k follow by straightforward induction:
(1) π (x) is a permutation of the set [2k];
(2) if π (x) = (a 1 , . . . , a 2k ), then the bit of x at position a i is 0 for i odd and 1 for i even. In terms of Dyck path representation, we can interpret π (x) as the alternating order of down-steps and up-steps of the Dyck path x; see Figure 3 . The first term of π (x) represents the first down-step that touches the abscissa-it goes from (|u| + 1, 1) to (|u| + 2, 0). The next part of π (x) represents the up-steps and down-steps of the part u of the Dyck path between (1, 1) to (|u| + 1, 1) in the order obtained recursively on the mirror image of u. The next term of π (x) represents the first up-step, which goes from (0, 0) to (1, 1) .
The final part of π (x) represents the down-steps and up-steps of the part v of the Dyck path between (|u| + 2, 0) to (|x |, 0) ordered recursively. Now, let k ≥ 1, x ∈ D k , and π (x) = (a 1 , . . . , a 2k ). Using the properties 1 and 2 above, we define a path P(x) = x 0 x 1 · · · x 2k in the graph G k so that x 0 = x and x i is obtained from x i−1 by flipping the bit at position a i for every i ∈ [2k], whence it follows that x 2k = x. We call π (x) the bit-flip sequence for P(x). We define the set of paths P k by
The set of paths P 3 with the corresponding bit-flip sequences is illustrated in Figure 4 .
The following lemma is a consequence of the results of [33] .
Lemma 5. For every k ≥ 1, the paths in P k are mutually vertexdisjoint, and together they cover all vertices of G k .
For every Dyck word x ∈ D k and every bit position i ∈ [2k], we let e(x, i) denote the edge of the path P(x) along which the ith bit is flipped. That is, if π (x) = (a 1 , . . . , a 2k ), then the path P(x) contains edges e(x, a 1 ), . . . , e(x, a 2k ) is this order along the path from x to x. For example, for x 1 as in Figure 4 , we have e(x 1 , 3) = {101101, 100101} and e(x 1 , 1) = {100111, 000111}.
For every Dyck word x ∈ D k , the first vertex x and the last vertex x of P(x) are adjacent in G + k . We let C(x) denote the cycle in G + k obtained by adding the edge {x, x } to the path P(x). We define
By Lemma 5, the set of cycles C k is a cycle factor in G + k . Figure 2 illustrates the cycles in C 3 , which are obtained by closing the paths in P 3 illustrated in Figure 4 and applying the isomorphism between G + k and O k described in the proof of Lemma 4.
CONSTRUCTION OF A HAMILTON CYCLE
We describe how to modify the cycle factor C k to join its cycles to a single Hamilton cycle. As indicated in Section 1.6, the modification operation consists in taking the symmetric difference with a carefully chosen set of cycles of length 6 or 8. The key ingredient of our argument is Lemma 6 below, which reduces the Hamiltonicity problem to a spanning tree problem in a suitably defined hypergraph.
To make these ideas formal, we introduce a few definitions. A flipping cycle on D k is a cycle in G k of length 2ℓ that has exactly ℓ edges in common with ℓ distinct paths in the set P k (one common edge with each path).
A marked Dyck word is a non-empty Dyck word in which exactly one bit has been marked. Formally, a marked Dyck word is a pair (x, m) with x ∈ D k and m ∈ [2k] for some k ≥ 1, where m is the position of the marked bit in x. We simplify notation of marked Dyck words by underlining the marked bit. For instance, 101100 denotes the marked Dyck word (101100, 5). Let u, v be any bitstrings such that uv ∈ D. We define prepending to, appending to, and mirroring a marked Dyck word (x, m) in a natural way, as follows:
u (x, m) v := (uxv, |u| + m),
π (x) = (14, 8, 12, 10, 11, 9, 13, 6, 7, 2, 4, 3, 5, 1, 16, 15, 20, 18, 19, 17) x = 11100101110000101100 = 1u0 x 1 = 111000 A marked ℓ-tuple on a set X ⊆ D k is an unordered ℓ-tuple of marked Dyck words of the form τ = {(x 1 , m 1 ), . . . , (x ℓ , m ℓ )}, where x 1 , . . . , x ℓ are distinct Dyck words in X , m 1 , . . . , m ℓ ∈ [2k], and ℓ ≥ 3. The set {x 1 , . . . , x ℓ } ⊆ X is called the support of such a marked ℓ-tuple τ and it is denoted by supp τ . The index m i is called the mark of x i in τ . A marked ℓ-tuple τ = {(x 1 , m 1 ), . . . , (x ℓ , m ℓ )} on X is called a flippable ℓ-tuple on X if there is a flipping 2ℓ-cycle in G k that contains exactly the edges e(x 1 , m 1 ), . . . , e(x ℓ , m ℓ ) of the paths P(x 1 ), . . . , P(x ℓ ), respectively. We say that such a flipping cycle witnesses the flippable tuple τ .
To get an intuition for these definitions, consider the Dyck words x 1 , x 2 , and x 3 in the first three columns in Figure 4 . Then τ = {111000, 110100, 110010} is a marked triple on D 3 with support supp τ = {x 1 , x 2 , x 3 }. In fact, it is a flippable triple on D 3 witnessed by a flipping 6-cycle W = (100101, 100111, 100110, 110110, 110100, 110101) that contains the edges e(x 1 , 5) of P(x 1 ), e(x 2 , 6) of P(x 2 ), and e(x 3 , 2) of P(x 3 ), indicated in Figure 4 by dashed frames. By taking the symmetric difference with W , the cycles C(x 1 ), C(x 2 ), and C(x 3 ) become joined into a single cycle. This observation motivates the definitions that follow.
Let X ⊆ D k (where k ≥ 2), let X be a set of flippable tuples on X , and let H = (X , X). We call such a structure H a flippability hypergraph on X , and we apply a few standard hypergraph-theoretic terms to H (as follows), although the reader should realize that the members of X convey the marks as extra information in addition to the standard hypergraph structure. Thus, the subhypergraph of H induced by a non-empty set U ⊆ X is defined as
A spanning tree of H is a subset of X defined as follows, by induction on |X |. If |X | = 1, then the only spanning tree of H is the empty set. If |X | ≥ 2, then a set T ⊆ X is a spanning tree of H if and only if there are a flippable ℓ-tuple τ ∈ T, a partition of X into non-empty subsets X 1 , . . . , X ℓ , and spanning trees T 1 , . . . , T ℓ of
For instance, a one-element set T = {τ } ⊆ X is a spanning tree of H if and only if supp τ = X , and a two-element set T = {τ 1 , τ 2 } ⊆ X is a spanning tree of H if and only if supp τ 1 ∪ supp τ 2 = X and |supp τ 1 ∩ supp τ 2 | = 1. In general, straightforward induction shows that the supports of any two flippable tuples in a spanning tree have at most one element of X in common. A spanning tree T of H is conflict-free if the following condition is satisfied: for any two distinct flippable tuples τ 1 , τ 2 ∈ T whose supports have a common element x ∈ X , the mark of x in τ 1 is different from the mark of x in τ 2 .
The following lemma is the cornerstone behind our proofs of Theorems 1 and 3. It reduces the problem of finding a Hamilton cycle in the graph G + k (which is isomorphic to the odd graph O k ) to the problem of finding a conflict-free spanning tree in a flippability hypergraph on D k . Lemma 6. Let H be a flippability hypergraph on D k , where k ≥ 3. If H has a conflict-free spanning tree, then the graph G + k has a Hamilton cycle. Moreover, distinct conflict-free spanning trees of H give rise to distinct Hamilton cycles in G + k .
Proof. For every flippable tuple τ on D k , fix a flipping cycle W (τ ) in G + k that witnesses τ . For a non-empty set X ⊆ D k , let G + k [X ] denote the subgraph of G + k induced by the set of all vertices of the cycles C(x) with x ∈ X . For a non-empty set X ⊆ D k and a conflictfree spanning tree T of H[X ], let S(X , T) denote the symmetric difference of the edge sets of the cycles C(x) with x ∈ X and the cycles W (τ ) with τ ∈ T. We prove the following statement, which immediately yields the lemma:
Claim. Let X be a non-empty subset of D k . For every conflict-free spanning tree T in H[X ], the set S(X , T) forms a Hamilton cycle in
. Moreover, the mapping T → S(X , T) is one-to-one.
We present the proof only for the first part of the claim. It goes by induction on |X |. If |X | = 1, then the empty set is the unique conflict-free spanning tree in H[X ], and S(X , ∅) = C(x) for the unique x ∈ X . For the induction step, suppose that |X | ≥ 2 and that the first part of the claim holds for all subsets of D k smaller than X . Let T be a conflict-free spanning tree in H[X ]. By the definition of a spanning tree, there are a flippable ℓ-tuple τ ∈ T, a partition of X into non-empty subsets X 1 , . . . , X ℓ , and spanning trees T 1 , . . . , To apply Lemma 6, we need to define a flippability hypergraph on D k that admits a conflict-free spanning tree. To this end, we need to construct a sufficiently large set of flippable tuples. Our construction works inductively and is based on the next lemma, which allows us to generate more flippable tuples from existing ones by prepending and appending certain bitstrings to them. Letting u and v be any bitstrings such that uv ∈ D, we introduce the following auxiliary notation for every flippable tuple τ = {(
Lemma 7. If τ is a flippable tuple, then (1) uτv is a flippable tuple for any bitstrings u and v such that uv ∈ D and |u| is even,
τ v is a flippable tuple for any bitstrings u and v such that uv ∈ D and |u| is odd.
We now specify the base case for our inductive construction of flippable tuples. We found the following tuples on D 3 and D 4 with the help of a computer. In fact, the computer search gave many more flippable tuples, and we carefully selected a subset that can be used to create a conflict-free spanning tree on D k . The flippable tuples in this basic set Φ of flippable tuples are called patterns. We 
The next lemma asserts that these definitions indeed yield flippable tuples. We use Lemmas 7 and 8 to construct a set Ψ of flippable tuples. Namely, we define Ψ := {uφv | φ ∈ Φ, uv ∈ D, and |u| is even}
and |u| is odd}.
By Lemmas 7 and 8, every marked tuple in Ψ is flippable. Observe that the set of flippable tuples Ψ is already closed with respect to the operation described in Lemma 7, that is,
Finally, we define the set Ψ k for each k ≥ 2 by extracting only the flippable tuples on D k from Ψ: Ψ 2 := ∅,
and we define a flippability hypergraph H k := (D k , Ψ k ).
Lemma 9. For every k ≥ 3, the set Ψ k of flippable tuples defined by (7) has the property that for any τ 1 , τ 2 ∈ Ψ k , if supp τ 1 ∩ supp τ 2 = {x } where x ∈ D k , then the mark of x in τ 1 is different from the mark of x in τ 2 . In particular, every spanning tree of the hypergraph H k is conflict-free.
In view of Lemmas 6 and 9, it remains to prove that the hypergraph H k has a spanning tree (many distinct spanning trees) to complete the proofs of Theorems 1 and 3.
Lemma 10. For k ≥ 3, the hypergraph H k has a spanning tree.
Proof sketch. Let u and v be any bitstrings such that uv ∈ D. We use the following notation for sets X ⊆ D k and sets X of flippable tuples on D k : uXv := {uxv | x ∈ X }, # "
It is a direct consequence of (6) that if X ⊆ D k and X is a spanning tree of H k [X ], then uXv is spanning tree of H k +|uv |/2 [uXv] if |u| is even, and u # "
Xv is spanning tree of H k +|uv |/2 [u # "
X v] if |u| is odd, for any bitstrings u and v such that uv ∈ D. This is the key property that allows us to apply induction on k in order to construct a spanning tree of H k for k ≥ 3. To make the induction work, 
It is straightforward to verify that the base cases are spanning trees of the respective hypergraphs. The facts that E k = 10D k −1 and T k −1 is a spanning tree of H k −1 imply that E k is a spanning tree of H k for k ≥ 4. The inductive formulas for T k and F k rely on the following partitions of D k and F k , valid for k ≥ 4:
The set T k is a spanning tree of H k for k ≥ 4, because the support of the flippable triple β(10) k −3 ∈ Ψ k has one member in each of F k , 10E k −1 , and 10F k−1 . The set F k is a spanning tree of H k [F k ] for k ≥ 5, because for 3 ≤ j ≤ k and v ∈ D k −j , the support of the flippable triple α((10) j−3 )v ∈ Ψ k has one member in 1 # " E j−1 0v, one in 1 # " F j−1 0v, and one in 1100D k −2 (if j = 3) or 1 # " E j−2 010v (if j ≥ 4). Lemma 11. For every k ≥ 6, the hypergraph H k has at least 2 2 k −6 distinct spanning trees. The full proofs of Lemmas 5-11, omitted from this extended abstract, can be found in [32] .
