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Abstract
In this paper, we address a question of Donaldson’s on the best
estimate that can be achieved for the transversality of an asymptot-
ically holomorphic sequence of sections of increasing powers of a line
bundle over an integral symplectic manifold. More specifically, we find
an upper bound for the transversality of n such sequences of sections
over a 2n-dimensional symplectic manifold. In the simplest case of
S2, we also relate the problem to a well known question in potential
theory (namely, that of finding logarithmic equilibrium points), thus
establishing an experimental lower bound for the transversality.
1 Introduction
In his work on symplectic Lefschetz pencils, Donaldson introduced the notion
of estimated transversality for a sequence of sections of a bundle tensored
with increasing powers of a line bundle. This, together with asymptotic
holomorphicity, is the key ingredient in the construction of symplectic sub-
manifolds. Despite its importance in the area, estimated transversality has
remained a mysterious property. In this paper, one of our aims is to shed
some light into this notion by studying it in the simplest possible case,
namely that of S2. We state some new results about high degree rational
maps on the 2-sphere that can be seen as consequences of Donaldson’s exis-
tence theorem for pencils, and explain how one might go about answering a
question of Donaldson: what is the best estimate for transversality that can
be obtained? We also show how the methods applied to S2 can be further
generalized to prove the following:
Theorem 1 Let X be a symplectic manifold of dimension 2n with sym-
plectic form ω such that [ω/2π] lies in H2(X,Z), and a compatible almost
complex structure. Let L → X be a Hermitian line bundle whose Chern
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class is [ω/2π]. There exits η0 < 1 such that, if we have n asymptot-
ically holomorphic sequences of sections s0, · · · , sn of Lk satisfying η ≤
||s0||2 + · · ·+ ||sn||2 ≤ 1, then η < η0.
Donaldson’s results (see [Do1], [Do3]) ensure that such sequences exist for
some η and any choice of complex structure. Recall that a sequence of sec-
tions {sk} of Lk is said to be asymptotically holomorphic if its ∂¯ is bounded
independently of k.
It is not hard to see that Donaldson’s transversality theorem for the
symplectic manifold (S2, ωFS) implies the following interesting result:
Proposition 1 There is 0 < η ≤ 1, such that, for each k large enough,
there exists a pair of homogeneous polynomials, (pk, qk), of degree k, in two
complex variables, defining a function from C2 to C2, that takes S3 ⊂ C2
into an annulus of outer radius 1 and inner radius
√
η.
This proposition is a consequence of a more general result for complex Ka¨hler
manifolds that comes from applying Donaldson’s techniques to the complex
setting (using the techniques appearing in [Do1] for the Ka¨hler setting; this
is an exercise which we carry out for the sake of completeness). The special
case of S2 is treated in more detail in section 3. To get a feeling for how
strong the above result is, let us try to take pk(z,w) = z
k and qk(z,w) = w
k.
Then, the image of S3 by each of the maps (pk, qk) is contained in an annulus
of outer radius 1 but whose inner radius is 1/
√
2k−1.
In fact, a sequence of pairs of homogeneous polynomials satisfying Propo-
sition 1 is very special. We prove:
Theorem 2 Let (pk, qk) be a sequence of pairs of homogeneous polynomials
as above. The map pk/qk, thought of as a degree k map of CP
1 to itself, has
asymptotically uniformly distributed fibers, in the sense that, if xki denote
the points in one fiber for i = 1, · · · k, counted with multiplicity, and f is a
C2 function on S2, then∣∣∣∣∣1k
k∑
i=1
f(xki )−
1
|S2|
∫
S2
f
∣∣∣∣∣ ≤ C||△f ||∞k , (1)
and, in particular, tends to zero.
A similar result holds for the branch points of pk/qk. The problem of dis-
tributing points on S2 is an old and important problem with many applica-
tions. It has been addressed by several branches of mathematics, for example
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in potential theory (see [RSZ]) and in arithmetic number theory (see [BSS]).
This result is sharper than results found through potential theory or arith-
metic number theory methods (although in this last case the bound for the
expression in inequality (1) is for functions f in L2 and not simply in C2).
Indeed the bound (1) is optimal in the sense that we cannot expect to get a
better asymptotic bound in k for C2 functions using second derivatives. The
statement of the above Proposition 1, has nothing to do with symplectic
geometry, it is simply a statement about rational maps. We try to look at
it without using the techniques of [Do3] and give an explicit construction of
polynomials which are experimentally seen to satisfy the required property.
This involves the choice of two sets of k points, the zeroes of pk and qk on
S2. We will choose two sets of asymptotically uniformly distributed points
which are a slight modification of the so called generalized spiral points.
Generalized spiral points come from trying to solve a problem in potential
theory, that of distributing a big number of charges on the 2 sphere subject
to a logarithmic potential. They are described in [RSZ] as a good approx-
imation of the actual solution to this problem. Even though the problem
itself remains unsolved, some things are known about the optimal distribu-
tion. We will discuss the relations between this problem and our own. One
of the upshots of this explicit construction is that it allows to experimentally
determine a lower bound for the constant η appearing above. Together with
the upper bound coming from Theorem 1 (that can be made totally explicit
for S2), this gives a partial answer to Donaldson’s question.
A brief outline of this paper is the following: In section 2, we give a
review of the results in [Do1] and [Do3] and explain how they work in the
complex setting. In section 3, we explain how these results imply Proposition
1 and we also calculate an explicit upper bound for η appearing in that
Proposition, this bound turns out to be of the order e−1036 ! We also prove
Theorem 2. Section 4 gives a construction of a sequence of polynomials
which are experimentally shown to satisfy the condition in Proposition 1,
as well as some steps towards the proof of the fact that they indeed satisfy
the required condition. We also describe some relations between estimated
transversality and the logarithm equilibrium problem in potential theory.
Section 5 generalizes the method described in section 3 to find an upper
bound for η in the general case, thus proving Theorem 1. We end with some
conjectures on how to find polynomials satisfying Proposition 1 via PDE
theory.
Acknowledgments I am very grateful to my advisor, Peter Kron-
heimer, for his guidance and support throughout my Ph.D. and also for
the many helpful discussions on the subject of this paper. I would also like
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2 Background
The notion of linear system is one of importance in complex geometry. For
example, it is often using a linear system that one is able to realize a complex
manifold (when it satisfies certain constrains) as a submanifold of CPN . This
is the content of Kodaira’s embedding theorem. More trivially, a generic lin-
ear system of dimension 0 (whose existence is easy to establish) gives rise
to a divisor, i.e., a complex submanifold. Moving one step up, a generic
one dimensional linear system gives rise to a Lefschetz pencil, i.e., a holo-
morphic map X → CP1 (defined away from a codimension 4 subvariety)
with the simplest possible singularities. It is well know, that every symplec-
tic manifold has an almost-complex structure, which is the same as saying,
that the symplectic category generalizes the Ka¨hler category. The natural
question is then: is it possible to generalize the notion of linear system to
this new setting, and use it to study symplectic manifolds, as it was used
to study complex manifolds? Even in the simplest case of linear systems of
dimension 0, this poses problems. The most important difficulty with which
one is faced is the non-existence of holomorphic sections of complex bundles
over symplectic manifolds (except in the integrable case where the manifold
is actually complex). In his paper [Do1], Donaldson, resolves this issue by
substituting the holomorphic condition by what is called asymptotic holo-
morphicity. One looks for sections of an increasing power of a line bundle
which have a bounded ∂¯. In the holomorphic setting, a complex subman-
ifold is obtained as the zero set of a transverse, holomorphic section. The
holomorphicity condition becomes asymptotic holomorphicity, how about
the transverse condition? Even though this condition could easily be trans-
lated into the symplectic picture, it is no longer strong enough. It needs to
become ”estimated transversality”, that is, transverse with a good estimate
independent of the (increasing) degree of the bundle. Using this notion in a
very key manner, Donaldson establishes the existence of sections of bundles
whose zero set is symplectic, therefore proving an important existence the-
orem for symplectic submanifolds. In [Do3], he goes one step further and
proves the existence of the analogue of pencils. These symplectic Lefschetz
pencils completely characterize symplectic manifolds: very roughly, a man-
ifold is symplectic exactly when it can be seen (after blow up) as a bundle
over CP1, with symplectic fibers, some of which have simple singularities.
Surprisingly, the techniques used to prove this, and in particular the notion
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of estimated transversality, can be used to prove new theorems in the com-
plex setting. Even for S2, one can prove new and unexpected results on
rational maps of high degree.
2.1 Symplectic Lefschetz pencils and estimated transversal-
ity
A natural question to ask in symplectic geometry is: Does every symplec-
tic manifold have symplectic submanifolds? There have, so far, been two
approaches to this question:
1. The oldest one, by Gromov, is, given an almost-complex structure J
on X, to look for 2-dimensional submanifolds which are J invariant.
More precisely, Y a dimension 2 submanifold of X is a J holomorphic
curve if, for all y ∈ Y , J(TyY ) = TyY . Every holomorphic curve is
symplectic.
2. The more recent one, the one we are going to be concerned with here,
by Donaldson, is, assuming that [ω/2π] is an integral class and that
L → X is a complex line bundle with c1(L) = [ω/2π], to look for
sections of the bundle Lk → X with |∂¯s| < |∂s| (here ∂ and ∂¯ are with
respect to some almost-complex structure). Their zero set will be a
codimension 2 symplectic submanifold of X.
To be more precise, in his paper [Do1], Donaldson proves the existence of
such sections:
Theorem 3 (Donaldson, [Do1]) Let X be a manifold with a symplectic
form ω, such that [ω/2π] ∈ H2(X,Z) and let L→ X be a complex Hermitian
line bundle with a connection form, whose curvature is iω. For sufficiently
large k, there is a sequence, sk of sections of L
k such that:
1. |sk| is bounded by 1, |∇sk| ≤ C
√
k and |∇∇sk| ≤ Ck where C is
independent of k,
2. |∂¯sk| is bounded by some constant C, independent of k,
3. there is a constant η, independent of k such that |sk| ≤ η =⇒ |∂sk| ≥
η
√
k.
When k is large enough, C < η
√
k along the zero set of sk, therefore
|∂¯sk| < |∂sk| which implies that s−1k (0) is a submanifold of X and that
it is symplectic. Condition 3 in Theorem 3 plays an extremely important
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role in the story. A sequence satisfying it is said to be η transverse to zero
(or simply η transverse). In fact, we can generalize this notion further:
Definition 1 Let X be a manifold with a metric, L → X a Hermitian
complex line bundle, E → X a Hermitian complex vector bundle and {τk}
a sequence of sections of E ⊗Lk. Let η be a positive number. Then, we say
that {τk} is η transverse to zero if
|τk| ≤ η =⇒ 〈[∂τk]∗v, [∂τk]∗v〉 ≥ η2k|v|2,
for all v section of E ⊗ Lk.
Note that, if ∂τk is not surjective, this will not be possible, since for some
v 6= 0, [∂τk]∗v = 0. The above definition is the same as asking that |τk| ≤ η,
needs to imply that ∂τk is surjective and has a pointwise right inverse, whose
norm is smaller than η−1k−1/2. Condition 2 in Theorem 3 is referred to as
asymptotic holomorphicity.
Generalizing this result further, Auroux in [Au1], proves Theorem 3
with L replaced by L ⊗ E, where E is a complex vector bundle of any
rank. Theorem 3 is an existence theorem for the symplectic analogs of
linear systems of dimension 0. What about pencils, i.e., linear systems of
dimension 1? The first thing to do is to generalize the notion to this new
setting.
Definition 2 Let X be a manifold with a symplectic form. Then, a map
F , defined on X minus a codimension 4 manifold, is a symplectic Lefschetz
pencil if, for every point p ∈ X, one of the following conditions is satisfied:
• F is a submersion at p,
• F is not defined at p, in which case, there are compatible complex
coordinates z1, · · · zn, centered at p, with F = z1/z2,
• F is defined at p, but it is not a submersion at p, there are compatible
complex coordinates z1, · · · zn, centered at p, with F = z21 + · · · z2n.
Here, ”compatible complex coordinates” simply means a map, defined lo-
cally around p to Cn, such that, the pullback of the standard symplectic
form on Cn is ω at the origin. Donaldson in [Do3], proves the following:
Theorem 4 (Donaldson, [Do3]) Let X be a manifold with a symplectic
form ω, such that [ω/2π] ∈ H2(X,Z) and let L→ X be a complex Hermitian
line bundle with a connection form, whose curvature is iω. For sufficiently
large k, there is a sequence of pairs of sections (s0, s1) of L
k such that:
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1. |s0|2 + |s1|2 ≤ 1, |∇si| ≤ C
√
k and |∇∇si| ≤ Ck, i = 0, 1,
2. |∂¯s0| and |∂¯s1| are bounded by a constant independent of k,
3. s0 is η transverse to zero, for some η independent of k,
4. (s0, s1) is η transverse to zero,
5. ∂(s1/s0) is η transverse to zero, away from the zero locus of (s0, s1).
As explained in [Do3], for large k, after perturbing the sections s1 slightly,
the map s1/s0 will give rise to a Lefschetz pencil.
2.2 Estimated transversality in the complex setting
Since any Ka¨hler manifold is also symplectic, one could apply Theorems 3
and 4 to the Ka¨hler case. At first sight, these theorems seem not to generalize
the existence theorems for complex submanifolds and holomorphic Lefschetz
pencils, since they do not produce holomorphic sections of bundles. But
Donaldson, in [Do1], proves that in the Ka¨hler case, the asymptotically
holomorphic condition in Theorem 3 can be strengthened to holomorphic.
The result then becomes a new theorem for Ka¨hler manifolds:
Theorem 5 (Donaldson, [Do1]) Let X be a Ka¨hler manifold with inte-
gral cohomology. Let ω be the symplectic form on X and let L → X be a
complex Hermitian line bundle with a connection form, whose curvature is
iω. For sufficiently large k, there is a sequence of holomorphic sections of
Lk, {sk}, such that:
• |sk| is bounded by 1,
• there is a constant η, independent of k, such that |sk| ≤ η =⇒ |∂sk| ≥
η
√
k.
It is then natural to ask: what does Theorem 4 say for a Ka¨hler manifold?
Theorem 6 Let X be a Ka¨hler manifold with symplectic form ω, such that
[ω/2π] is in H2(X,Z) and a complex Hermitian line bundle L→ X with a
connection form, whose curvature is iω. For sufficiently large k, there is a
sequence of holomorphic sections of Lk, (s0, s1), such that:
1. |s0|2 + |s1|2 ≤ 1, |∇si| ≤ C
√
k and |∇∇si| ≤ Ck, i = 0, 1,
2. s0 is η transverse to zero, for some η independent of k,
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3. (s0, s1) is η transverse to zero,
4. ∂(s1/s0) is η transverse to zero, away from the zero locus of (s0, s1).
The proof of Theorem 6 is a combination of elements in the proof of Theorem
4 and elements in the proof of Theorem 5. The first step is to get s0, a section
of Lk for big k, which is holomorphic and η transverse to zero, for some η
independent of k, by using Theorem 5. Next, one needs to build a sequence
of pairs of sections of Lk, that are η transverse to zero (note that this pair
of sequences can be built close to (s0, 0), so that its first term will be η/2
transverse). Instead of using the asymptotically holomorphic pair built in
the proof of Theorem 4 and perturbing it to make it holomorphic, as in the
proof of Theorem 5, one can use the methods of [Do3] for building pencils,
together with the following existence lemma proved in [Do1]:
Lemma 1 (Donaldson,[Do1]) There are constants a, b and c such that,
given any p ∈ X and any k large, there is a holomorphic section σp of Lk,
satisfying the following estimates:
• e−bkd2(p,q) ≤ |σp(q)| ≤ e−akd2(p,q) if d(p, q) ≤ ck−1/3,
• |σp(q)| ≤ e−ak1/3 if d(p, q) ≥ ck−1/3.
The section σp also satisfies
• |∂σp(q)| ≤
√
ke−akd2(p,q) if d(p, q) ≤ ck−1/3,
• |∂σp(q)| ≤
√
ke−ak
1/3
if d(p, q) ≥ ck−1/3.
To proceed, the strategy is the usual one. Use a covering lemma to cover X
with colored neighborhoods of points where the above lemma applies (two
neighborhoods with the same color are well separated). Now start with any
pair of holomorphic sections, (s0, 0) for example, and modify it, over all
the balls of the first color, by adding a section of the form (w1σpi , w2σpi)
for each ball (of color 1). The vector w = (w1, w2) comes from applying a
transversality lemma to the representation of the pair with respect to the
trivialization σpi . The lemma is:
Lemma 2 (Donaldson,[Do3]) Given a map f : Bm(11/10) → Bn(1),
which is holomorphic and any small positive number δ, there is a w ∈ Cn
with norm smaller than δ, such that f+w is η = δ/logp δ transverse to zero.
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In this way, we achieve both holomorphicity and transversality over each
ball in the first color. Note that the balls of a given color do not interfere
with each other since they are well separated (here we use the inequalities
in Lemma 1). Next, we apply the same method to the balls of the second
color, thus achieving transversality there. But we need to make sure that
we do not spoil the transversality achieved over the balls with the first color.
This is a consequence of the inequalities in Lemma 1. We can keep up this
process until we have gone trough all the colors. Just as in the proof of
Theorem 4, (see [Do3]), the method produces an η transverse sequence of
sections, for some η independent of k. These sequences are actually holo-
morphic, simply because they are a sum of holomorphic sections. Starting
from the η transverse pair, we slightly modify the second term s1, to obtain
transversality for ∂(s1/s0), just as in [Do3], but using holomorphic reference
peak sections. We make use of the following lemma:
Lemma 3 Let δ be a positive number smaller than 1/2 and p a point in X.
For sequences s0 and s1 as above, large k and small r, there is a π ∈ Cn
(not depending on k) with norm smaller than δ, such that,
∂
(
s1 + σp,pi
s0
)
is δ/logp(1/δ) transverse to zero, over the ball of center p and radius rk−1/2.
Here,
σp,pi =
∑
α
πασαp
and σαp comes from Lemma 1.
This can be proved exactly as the corresponding statement in [Do3]. Now
we can proceed as in [Do3]. The final result will be holomorphic, because
the σp,pi are. Note that a modification of the above construction for the pair
can be used to prove the following:
Proposition 2 Let X be a Ka¨hler manifold, of complex dimension n, with
symplectic form ω, such that [ω/2π] lies in H2(X,Z). Let L → X be a
complex Hermitian line bundle L→ X with a connection form, whose cur-
vature is iω. There exits 0 < η ≤ 1 and n sequences of holomorphic sections
s0, · · · , sn of Lk satisfying: η ≤ ||s0||2 + · · ·+ ||sn||2 ≤ 1.
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3 Estimated transversality for rational maps on S2
3.1 The problem on S2
In [Do3], Donaldson asks the question: Given a symplectic manifold, what
is the best η for which we can find (s0, s1) ∈ Γ(Lk) satisfying the conditions
of Theorem 4? (We need to normalize the pairs to have L∞ norm 1 for
this question to make sense.) We will address this question for S2 with the
Fubini-Study metric. Now, S2 with the Fubini-Study form is Ka¨hler, so we
can apply to it Theorem 6. In fact, the existence of a pair of holomorphic
sections of O(k), satisfying only conditions 1 and 3 in the theorem, seems
to already give an interesting result. This last condition becomes somewhat
simpler in the context of 2-dimensional manifolds, for there can be no sur-
jective maps from C2 to C. Namely, it becomes |s0|2 + |s1|2 ≥ η so that,
when |s0|2 ≤ η/2, |s1|2 ≥ η/2. Also, holomorphic sections of O(k) are easy
to characterize, they are simply homogeneous polynomials of degree k in
two complex variables. In this way, we prove Proposition 1. A way to find
a lower bound for the best η appearing in that proposition is then to explic-
itly determine a sequence of pairs of homogeneous polynomials of degree k,
(pk, qk), such that the number
max(||pk||2 + ||qk||2)
min(||pk||2 + ||qk||2)
is bounded independently of k. Where ||pk|| stands for the norm of pk as
a section of O(k), i.e., letting [z : w] be the homogeneous coordinates in
S2 = CP1,
||pk||[z : w] = |pk|(z,w)
(|z|2 + |w|2)k/2 .
The inverse of this bound will provide the lower bound we are looking for.
There is a chart on S2 minus the south pole, obtained by stereographic pro-
jection trough the south pole. It is centered at the north pole and identifies
S2 minus the south pole with C. In homogenous coordinates on S2, it is
simply given by z = z/w. Over S2 minus the south pole, O(k) admits a
trivialization, i.e., a global section which we denote by wk. In fact, when
we identify sections of O(k) with homogeneous polynomials of degree k, this
section corresponds precisely to the polynomial wk. It is actually defined
over all of S2, but vanishes at the south pole. Its norm in the z coordinate
is simply,
1
(1 + |z|2)k/2 .
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Often, we do not distinguish between a homogeneous polynomial and its
representation in this trivialization, which is simply a polynomial of degree
k, in one complex variable z.
3.2 An upper bound for η on S2
In this section, we show how to find an upper bound for the best η for which
there is a sequence of pairs of polynomials, (pk, qk), mapping S
3 into the
(η, 1) annulus in C2.
Proposition 3 If pk and qk are two homogeneous polynomials of degree k in
two complex variables, and if, for k large, (pk, qk) maps S
3 into the annulus
of outer radius 1 and inner radius η (for some eta independent of k) then,
η ≤ η0 < 1, where η0 is going to be made explicit ahead.
proof: Choose complex coordinates on S2, by using stereographic projection
trough the north pole for example. Consider pk and qk as polynomials in
the chosen complex coordinate. We set
Fk =
pk
qk
,
uk =
1
2
log
(
F ∗kωFS
ωFS
)
,
(note that u has log type singularities) and
fk = log(||pk||2 + ||qk||2).
We have
Fk
∗ωFS
ωFS
=
|p′kqk − pkq′k|2(1 + |z|2)2
(|pk|2 + |qk|2)2 ,
which can be written as
F ∗kωFS
ωFS
=
|p′kqk − pkq′k|2
(1 + |z|2)2k−2
(1 + |z|2)2k
(|pk|2 + |qk|2)2
and therefore
F ∗kωFS
ωFS
=
||sk||2
(||pk||2 + ||qk||2)2 ,
where sk is a section of O(2k − 2), so that
uk =
1
2
log(||sk||2)− fk.
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Now, we can use the fact that△ log ||sk||2 = −(2k−2), away from the zeroes
of sk, to conclude that
△u = −(k − 1)−△fk,
(we dropped the k dependence on u). Now, e2u is the conformal factor of
the metric defined by F ∗kωFS. Note that e
2u actually has zeroes. Expressing
the curvature of the pullback metric in terms of this factor and noting that
this curvature is one away from the branch points of Fk, one concludes that
u satisfies the following PDE, away from the branch points of Fk,
△u+ e2u = 1,
that is,
△u+ F
∗
kωFS
ωFS
= 1.
Putting this together with △u = −(k − 1)−△fk, we conclude
1
k
F ∗kωFS
ωFS
= 1 +
1
k
△fk, (2)
which holds at all points on S2. Next, we show that the polynomials pk, qk,
after rescaling, satisfy bounds independent of k, as do all of their derivatives.
We start by recalling that
η ≤ |pk|
2(z) + |qk|2(z)
(1 + |z|2)k ≤ 1. (3)
Now consider the rescaled polynomials
p˜k(z) = pk(
z√
z
), q˜k(z) = qk(
z√
z
),
as a consequence of inequality 3, these satisfy
η
(
1 +
|z|2
k
)k
≤ |p˜k|2 + |q˜k|2 ≤
(
1 +
|z|2
k
)k
,
so that, |p˜k| and |q˜k|, when restricted to the disk of center 0 and radius 2c,
D2c, admit an upper bound e
2c2 (also valid on the closure of the disc). Now
both polynomials are holomorphic functions on D2c. The Cauchy formula
gives an upper bound for the norm of their derivatives on Dc, namely 2e
2c2 .
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In fact, we even get an upper bound for the norm of higher order derivatives.
If l denotes the order of the derivative,
|p˜lk|, |q˜lk| ≤
2l!e2c
2
cl−1
,
and
|p˜k|, |p˜k| ≤ e
c2
2 .
This then proves that p˜k and q˜k have convergent subsequences. Let us call
the limits p and q respectively. These satisfy
η ≤ |p|2 + |q|2 ≤ ec2 .
Also, the derivatives of p and q satisfy the same bounds as those of p˜k and
q˜k. From the inequality η ≤ |p|2 + |q|2, not both p and q can vanish at
zero. In fact, either |p(0)| or |q(0)| is greater than √η/√2. Let’s say that q
satisfies this bound. Then, if c is such that
2e2c
2
c ≤
√
η
2
√
2
,
in Dc,
|q| ≥
√
η
2
√
2
.
This comes from the lower bound on |q(0)| and the upper bound on |q′|.
From now on, we assume that c is such that it satisfies this. Let Gk be the
quotient of p˜k and q˜k (that is Fk rescaled). On Dc, for k big enough,
|Gk| ≤ 4
√
2ec
2
√
η
,
because for k sufficiently big, since q˜k converges uniformly to p (after passing
to a subsequence),
|q˜k| ≥
√
η
4
√
2
.
Furthermore, we get a bound on the derivative of Gk
|G′k| ≤
64
√
2e3c
2
η
,
so that, we may conclude that Gk has a convergent subsequence (uniformly
on compact subsets of Dc). By bounding the second derivative of Gk, we
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can even assume that G′k is convergent in that same subsequence (uniformly
on compact subsets of Dc). Consider now f˜k, which is simply fk rescaled.
These functions define a sequence which is uniformly bounded (in fact fk
varies between log(η) and 0), as is the sequence of derivatives of all orders.
In fact
f˜k = log(|p˜k|2 + |q˜k|2)− k
2
log
(
1 +
zz¯
k
)
,
and, for example,
∂f˜k
∂z
=
p˜′k ¯˜pk + q˜
′
k
¯˜qk
(|p˜k|2 + |q˜k|2) −
z¯
2
(
1 +
zz¯
k
)
which is clearly bounded in Dc. This proves that f˜k has a subsequence which
converges, together with its derivatives of higher order, on compact subsets
of Dc. Let’s denote by f the limit of this subsequence. The function f is
smooth and the derivatives of f˜k converge to the derivatives of f . Next, we
show that G and f satisfy a differential relation, that comes from taking the
limit of the rescaled version of the differential relation (2). For this purpose,
consider the metric
ω˜ =
dzdz¯(
1 + |z|
2
k
)2
onDc, which is k times the pull back of the Fubini-Study metric on S
2 by the
rescaling map δk (this map is defined in the z coordinate by δk(z) = z/
√
k).
This metric has curvature 1/k and tends to a flat metric. Now Gk = Fk ◦ δk
so that
G∗kωFS
ω˜
=
δ∗kF
∗
kωFS
kδ∗kωFS
=
1
k
F ∗kωFS
ωFS
◦ δk.
As for the Laplacian of fk with respect to the Fubini-Study metric, it is
given by
△fk = (1 + |z|2)2(fk)zz¯,
whereas the Laplacian of f˜k in the metric ω˜ is given by
△f˜k = (1 + |z|
2
k
)2(f˜k)zz¯.
We see that
1
k
(△fk) ◦ δk = 1
k
(1 +
|z|2
k
)2(fk)zz¯ ◦ δk = △f˜k.
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Then the differential relation (2) becomes
G∗kωFS
ω˜
= 1 +△f˜k.
Taking the limit of this equation as k tends to infinity (we actually need to
consider a subsequence) we get
G∗ωFS = (1 +△f)ωflat, (4)
where ωflat is the flat metric in the disc and the Laplacian is the flat Lapla-
cian. Intuitively, this equation says that, at least when η is very close to 1,
the rescaled Fk is trying to be an isometry between flat C and the sphere.
Such isometries do not exist, even locally, so it cannot be that. We now
prove the following lemma:
Lemma 4 Let c, δ and M be positive constants and suppose we have a fixed
metric on Dc. Then, there is a constant λ = λ(δ,M, c), such that, for every
smooth function f from the disc Dc to C satisfying
• |f | ≤ δ,
• |d△f | ≤M ,
we have |△f | ≤ λ in Dc/4.
proof: Let z0 be a point in Dc/4 where △f is greater than λ. We want to
see that λ big leads to a contradiction. (The same reasoning would lead to
a contradiction if we assumed that △f ≤ −λ). Given ξ in Dc/4, for some χ
in the segment from z0 to ξ, we have
△f(z0 + ξ)−△f(z0) = d△f(χ)ξ.
Choosing ξ with norm smaller than λ/2M , we conclude that △f(z0 + ξ) is
greater than λ/2. Set µ to be the minimum of λ/2M and c/4, we have seen
△f(z0) ≥ λ =⇒ △f(z) ≥ λ/2, z ∈ B(z0, µ).
Let r denote the distance function to z0 and β a smooth function on R
+
that is zero in ]µ,+∞[ and 1 in [0, µ/2]. Set g(z) = β(r), g has compact
support contained in Dc and, for any positive number ǫ, β can be chosen so
as to have g satisfy △g ≤ (8 + ǫ)/µ2. Since g vanishes in a neighborhood of
the boundary of Dc, ∫
Dc
g△f =
∫
Dc
f△g.
Now
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• the right hand side is equal in norm to∣∣∣∣∣
∫
B(z0,µ)
f△g
∣∣∣∣∣ ≤ 8 + ǫµ2 δπµ2 = (8 + ǫ)πδ,
• whereas the left hand side is equal to∫
B(z0,µ)
g△f ≥
∫
B(z0,µ/2)
g△f ≥ πλµ
2
8
.
Therefore we get a contradiction if λµ2 > (64+ ǫ)δ (a different ǫ...). Taking
λ = max(7M2/3δ1/3,
1025δ
c2
)
we get |△f(z0)| ≤ λ for every z0 in Dc/2.
Let us again consider the differential relation (4). The left hand side
represents a metric conformal to the flat metric on the disc, with conformal
factor 1 +△f , its curvature is therefore
−1
2
△ log(1 +△f)
1 +△f .
As for the right hand side, it represents a metric (with singularities maybe),
whose curvature is 1, because it is the pullback of the Fubini-Study metric.
We have therefore established the following equality
1 = −1
2
△ log(1 +△f)
1 +△f . (5)
We know that |fk| ≤ log(1/η), so that f satisfies the same inequality. From
Lemma 4, this implies that △f is small (because d△f is bounded from
above by some constant depending only on η as we will see ahead) and,
so, log(1 + △f) is small as well. We will show that the derivative of the
Laplacian of this quantity is bounded (by a quantity depending only on η),
so, we can apply Lemma 4 again, to conclude that △ log(1 +△f) is small.
Since the denominator of the right hand side of equation (5) is bounded
from below (△f is small), then, the right handside itself is small. But it
needs to equal 1, so it can’t be small and we arrive at a contradiction. We
still need to get an upper bound on the derivatives of △f and log(1 +△f).
From equation (4) we write
1 +△f = |p
′q − pq′|2
(|p|2 + |q|2)2 .
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To estimate d△f , we estimate
d
|p′q − pq′|2
(|p|2 + |q|2)2 ,
on Dc, when c is sufficiently small by using the bounds for the norms of p
and q (and their derivatives) which, as we remarked before, depend only on
c. We also use the fact that |p|2 + |q|2 ≥ η. Note that, we can only apply
Lemma 4 to a c sufficiently small, since it is only on balls with such radii
that there is convergence and therefore f is defined. We also need an upper
bound for |d△ log(1 +△f)|. Using the fact that
△ log(1 +△f) = −2△ log(|p|2 + |q|2),
away from the zeroes of p′q − qp′, as well as the inequalities mentioned
above for |(p, q)|, |(p′, q′)| and |(p′′, q′′)|, we can obtain such an upper bound
depending only on c over Dc. Following trough with these calculations and
choosing a small enough c in terms of η, we conclude that
log(1/η) ≥ 1
(74708)9e28+
15
16
,
which is of the order 10−36, giving an upper bound for η of the order
e−10−36 < 1.
3.3 Uniform distribution and estimated transversality on S2
Donaldson’s construction gives rise to sections which themselves give rise
to several submanifolds (the fibers of Lefschetz pencils away from their sin-
gularities for example). An important feature of those is that they are
asymptotically uniformly distributed.
Theorem 7 (Donaldson,[Do1]) Let X be a symplectic manifold with an
almost-complex structure and Lk → X be complex Hermitian line bundles
with curvature iωk/2, such that we can cover X by balls Bi = B(p, rk
−1/2)
where Lk have local trivializations, σi, such that
• 0 < α ≤ |σi| ≤ 1, for some α independent of k,
• |∇σi| ≤ β
√
k.
Suppose further, that {sk} is a sequence of sections of Lk for which there is
a sequence ak of numbers, bounded away from zero, such that
17
• |sk| ≤ aak, |∇sk| ≤ b
√
kak,
• |∂¯sk| = O(ak) ,
• |sk| < ak =⇒ |∇sk| ≥ 2βαak
√
k.
Then, the sets s−1k (0) are asymptotically uniformly distributed, with the fol-
lowing estimate:
|
∫
s−1k (0)
ψ − 1
2π
∫
X
ωk ∧ ψ |≤
√
k|dψ|∞,
for all ψ, 2n− 2 form on X.
The statement here is slight modification of the corresponding statement in
[Do1]. The proof is almost the same, so we won’t reproduce it here. We can
apply this theorem to the bundles Lk over X, and the sequence of sections
s0 coming from Theorem 4. The sequence ak can be chosen to be constant
equal to η. In this way we recover the result of [Do1]. We can also apply the
theorem to the sections s0− bs1, when |b| is small (with respect to η) and s0
satisfies the conditions in Theorem 4. Another interesting result of the same
type can be obtained by applying Theorem 7 to the bundles Lk⊗Lk⊗T ∗X,
and their sections s1∂s0− s0∂s1, when s1 and s2 come from Theorem 4 and
η is small. Here we take ak = ǫ
√
k, for some ǫ to be made explicit shortly.
Let’s first check that the sections satisfy the hypotheses in the theorem. We
know
∇
(
s1
s0
)
=
s1∇s0 − s0∇s1
s20
and
∇(s1∂s0 − s0∂s1) = s20∇∇
(
s1
s0
)
− (s1∇s0 − s0∇s1)2∇s0
s0
.
Now,
|s1∇s0 − s0∇s1| ≤ η
2
√
k
2
√
2
=⇒ |s0| ≥ η
2
2
√
2C
(where C comes from |∂s1| ≤ C
√
k). This is because,
|s0| ≤ η
2
2
√
2C
=⇒ |s0| ≤ η
which in turn implies that |∇s0| ≥ η
√
k. On the other hand, because
η2/2
√
2C is O(η/
√
2), this also implies that |s1| ≥ η/
√
2, so that, when
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|s0| ≤ η2/(2
√
2C),
|s1∇s0 − s0∇s1| ≥
√
kη2√
2
− η
2
2
√
2C
C
√
k =
√
kη2
2
√
2
.
Assume that |s1∇s0 − s0∇s1| ≤ η8
√
k, then (if η is small enough to make
η8 ≤ η2
2
√
2
) we have,
∣∣∣∣∇
(
s1
s0
)∣∣∣∣ = |s1∇s0 − s0∇s1||s20| ≤ a
√
kη6
therefore, |∂∂(s1/s0)| ≥ kη. Then,
|∇(s1∇s0 − s0∇s1)| ≥ aη4kη −
√
kη82C
√
k
η2
≥ η8
when η is sufficiently small. We have shown that the sequence of sections
of Lk ⊗ Lk ⊗ T ∗X, s1∇s0 − s0∇s1 is ǫ = η8 transverse to zero. The zeroes
of this sequence of sections form the set of branch points of the Lefschetz
pencil. We then conclude:
Proposition 4 The set of branch points of a Lefschetz pencil coming from
Theorem 6 is asymptotically uniformly distributed.
On S2, the uniform distribution assumes a particularly simple expression
since the fibers of the pencil are sets of k points, which we denote by {xki },
satisfying ∣∣∣∣∣1k
k∑
i=1
f(xki )−
1
|S2|
∫
S2
f
∣∣∣∣∣ ≤ C |df |∞√k , (6)
for all C∞ functions f . The branch point set is simply a set of 2k−2 points,
{pki }. It satisfies∣∣∣∣∣ 12k − 2
2k−2∑
i=1
f(pki )−
1
|S2|
∫
S2
f
∣∣∣∣∣ ≤ C |df |∞√k ,
for all C∞ functions f .
Asymptotically uniformly distributed sets of points on S2 are important
in many areas of mathematics and are the object of a lot of work in potential
theory (see [RSZ] and analytic number theory (see [LPS], [BSS]). Therefore,
these properties are very helpful in trying to explicitly build the sequence
of polynomials (pk, qk). On the other hand, they are certainly not enough
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to characterize these polynomials. In fact, asymptotic uniform distributive-
ness with estimate (6) would allow for a point with multiplicity, whereas
Donaldson’s construction clearly does not.
A natural question to ask at this point is: How about the fibers above
points close to ∞ on S2? We have not shown that these are asymptotically
uniformly distributed since our method failed for them. Next, we show that
in fact they are, in the case of S2 (although in a slightly different sense).
What is more surprising, we show (using the methods developed in the
previous section) that the condition of transversality of the pair is enough
to ensure the asymptotic uniform distribution of all the fibers and also of
the branch points, for pencils in S2. As before, we identify the sections of
O(k) with homogeneous polynomials and write ||.|| for their norm.
proof of Theorem 2: We will start by showing that the zero set of pk
is uniformly distributed in the sense that, if xki denote the points in this set
for i = 1, · · · k, counted with multiplicity, and f is a C2 function on S2, then∣∣∣∣∣1k
k∑
i=1
f(xki )−
1
|S2|
∫
S2
f
∣∣∣∣∣ ≤ C||△f ||∞k , (7)
1. The first step is to show that∫
S2
log ||pk||2
is bounded independently of k. We will do this by contradiction. Let’s
assume that it is not. For each k, it is easy to find a partition of S2
by k sets Ai such that diam(Ai) = c/
√
k (c is independent of k). By
assumption, there is a subsequence nk, such that
∫
S2 log ||pnk ||2 tends
to −∞ as k tends to +∞ (note that log ||pnk ||2 ≤ 0) . Now take
i = i(k) to be the index of the element in the partition of S2 were the
integral of log ||pnk ||2 is the smallest. We have
nk
∫
Ai
log ||pnk ||2 ≤
∫
S2
log ||pnk ||2,
so that the left hand side tends to −∞ as well. But Ai ⊂ B(zk, c/
√
k)
so
nk
∫
B(zk ,c/
√
nk)
log ||pnk ||2
tends to−∞ as well. Suppose we knew that zk was zero for all k. Then,
by using the rescaled coordinate chart around zero which we described
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in the proof of Proposition 3, we would have for this integral
∫
B(0,c)
log

 |p˜nk |2(
1 + |z|
2
nk
)nk

 dzdz¯(
1 + |z|
2
nk
)2
(were p˜k is simply pk in the rescaled coordinates as in the proof of
Proposition 3). We showed before that {p˜nk} is bounded and has
bounded derivatives in B(0, c) and therefore has a convergent subse-
quence. The limit, p, is a holomorphic function on B(0, c). We will
check ahead that it cannot be identically zero and therefore has a finite
number of zeroes, with finite multiplicity, so that log |p|2 is integrable.
The integral above converges for that subsequence to the finite number∫
B(0,c)
log
( |p|2
e|z|2
)
dzdz¯
and we get a contradiction. Let’s try to reproduce this argument for a
general sequence of points zk. Given any point p on S
2 there is a map
φ : S2 → S2 such that
(a) φ∗ωFS = ωFS,
(b) φ takes the north pole to p,
(c) the inverse of φ, ψ is such that |ψ∗w| = |w| ◦ ψ were [z : w] are
homogeneous coordinates on S2, w denotes the same section of
O(1) as before and |.| is the usual norm in O(1).
Such a map can be taken to simply be a rotation. Now consider the
composition of this map for p = zk with the inverse of the usual chart
centered at the north pole, l, φ ◦ l : C→ S2 (we omit the dependence
on k). Its inverse defines a chart, centered at the point zk. Write pk
as a holomorphic function on C times the section of O(k), ψ∗wk. Let
fk denote this holomorphic function composed with φ ◦ l. We have,
|ψ∗wk| ◦ φ ◦ l = |wk| ◦ ψ ◦ φ ◦ l = |wk| ◦ l = 1
(1 + |z|2) k2
.
As a consequence
|fk|2 ≤
(
1 + |z|2)k.
The same can be done for qk, so that we obtain two sequences of
functions fk and gk satisfying
η
(
1 + |z|2)k ≤ |fk|2 + |gk|2 ≤ (1 + |z|2)k.
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If we rescale the z coordinate in C by 1/
√
k as we did in the proof
of Proposition 3, then, we get functions f˜k and g˜k which are bounded
on B(0, c), independently of k, for any fixed c, and whose derivatives
are also bounded there. They then have convergent subsequences (in
the C∞ norm over B(0, c)). In fact, we will use that f˜nk and g˜nk have
convergent subsequences. We call p and q their limits. As before,
nk
∫
B(zk ,c/
√
nk)
log ||pnk ||2 =
∫
B(0,c)
log

 |f˜nk |2(
1 + |z|
2
nk
)nk

 dzdz¯(
1 + |z|
2
nk
)2 .
The sequences f˜nk and g˜nk are subconvergent on compact subsets of
C to p and q. These satisfy
ηe|z|
2 ≤ |p|2 + |q|2 ≤ e|z|2 .
This inequality implies that p cannot be identically zero. If it were,
there would be a holomorphic function q satisfying
ηe|z|
2 ≤ |q|2 ≤ e|z|2
so that q could not vanish in C. Twice the real part of its log, u, would
satisfy
log η + |z|2 ≤ u ≤ |z|2.
The function u − |z|2 would be bounded on C and therefore would
have a minimum, but its Laplacian is −2 ≤ 0, so it could not have a
minimum. For k sufficiently big, on B(0, c), since (a subsequence of)
{f˜nk} converges uniformly to p
log
|f˜nk |2(
1 + |z|
2
nk
)nk ≥ 12 log |p|
2
e|z|2
,
and therefore
0 ≥ nk
∫
B(zk ,c/
√
nk)
log||pnk ||2 ≥
1
2
∫
B(0,c)
log
|p|2
e|z|2
,
for that same subsequence. This is a contradiction since we are as-
suming the left hand side integral converges to −∞.
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2. Given the zeroes of pk as a function on S
2, xi (we omit the k de-
pendence here), for each of these, consider the function on S2 given
by
log
(
d2(x, xi)
e
4
)
,
where d is the chordal distance in S2, i.e., the usual distance in R3.
The Laplacian of this function is simply 4πδxi − 1 and its integral is
zero (hence the e/4). Let zi be the complex coordinates of the points
xi, trough the usual chart centered at the north pole. Now consider
the homogeneous polynomial
pˆk =
∏
i
(
e1/2(z − zi)
(1 + |z|2)1/2
)
wk.
As a section of O(1), the norm square of this is∏
i
(
d2(x, xi)
e
4
)
.
This is because, given two points on the sphere, x and y with complex
coordinates z and w
d2(x, y) =
4|z − w|2
(1 + |z|2)(1 + |w|2) .
Such a pˆk satisfies
∫
log ||pˆk||2 = 0. The polynomials pk and pˆk are
related by pˆk = ckpk, for some sequence of numbers ck. The fact that∫
log ||pk||2 is bounded independently of k, implies that this sequence
is bounded.
3. Finally, let f be a C2 function on S2 and consider the difference∑
f(xi)
k
− 1
4π
∫
f.
This can alternatively be written as
1
4π
∫
f
∑
(4πδxi − 1)
k
,
which, in view of a previous remark, is∫
f
∑△ log (d2(x, xi) e4)
k
=
1
k
∫
f△ log ||pˆk||2.
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Integrating by parts, we get,
1
k
∫
△f log ||pˆk||2.
To prove the proposition, it is then sufficient to show that
∫ ∣∣log ||pˆk||2∣∣
is bounded, independently of k. This integral is simply bounded by
4π log |ck|2 −
∫
log ||pk||2 = −2
∫
log ||pk||2,
which is bounded, as we have already seen.
In the same way, to prove that any fiber is uniformly distributed in the sense
described previously, it is enough to see that the integral∫
S2
∣∣log ||pk + λqk||2∣∣
is bounded independently of k for any λ. Assume that it is not. By the
same reasoning as before, we can conclude that, for a sequence of complex
numbers zk,
∫
B(0,c)
∣∣∣∣∣∣log
|f˜nk + λg˜nk |2(
1 + |z|
2
nk
)nk
∣∣∣∣∣∣
dzdz¯(
1 + |z|
2
nk
)2 →∞,
where f˜k and g˜k are defined as before using the zk. But, again as before,
{f˜nk} and {g˜nk} subconverge uniformly on compact subsets of C, so that, for
each λ, {f˜nk + λg˜nk} subconverges to p+ λq, uniformly on compact subsets
of C. To be able to apply the same reasoning as before, we need only check
that p+ λq is not identically zero. If it were, there would be a holomorphic
function, g satisfying
η
(1 + |λ|2)e
|z|2 ≤ |g|2 ≤ 1
(1 + |λ|2)e
|z|2 ,
which is impossible. As for the branch points, we need to show that∫
S2
∣∣∣∣log ||pk∇qk − qk∇pk||2k
∣∣∣∣ (8)
is bounded independently of k. Note that pk∇qk − qk∇pk is a section of
T ∗S2 ⊗O(k)⊗O(k), which is simply O(2k − 2) and ||.|| refers to the usual
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norm in that bundle. Letting fk and gk be the representations of pk and qk
respectively in the trivialization ψ∗wk used before, we can write
pk∇qk − qk∇pk = (fkg′k − f ′kgk)dz ⊗ ψ∗wk ⊗ ψ∗wk.
The norm square of this section is given by
|fkg′k − f ′kgk|2
(1 + |z|2)2k
.
1
2
(
1 + |z|2)2 = |fkg′k − f ′kgk|2
2 (1 + |z|2)2k−2
.
By rescaling the coordinate z, we get
f˜ ′k(z) =
1√
k
f ′k
(
z√
z
)
.
Assuming that the sequence of integrals in (8) is not bounded, we conclude
that there must be complex numbers zk such that
∫
B(0,c)
∣∣∣∣∣∣∣log
|f˜nk g˜′nk − f˜ ′nk g˜nk |2
2
(
1 + |z|
2
nk
)2nk−2
∣∣∣∣∣∣∣
dzdz¯(
1 + |z|
2
nk
)2
tends to infinity. The sequence {f˜nk g˜′nk−f˜ ′nk g˜nk} is uniformly subconvergent
on compact subsets of C to pq′ − p′q. We will be done if we check that this
function cannot be identically zero. If it was, then p/q would be constant,
which is impossible, as we saw above (note that q is not identically zero
either).
4 Optimally distributed points on S2
4.1 Logarithmic equilibrium points on S2
The problem of finding an optimal way of distributing points on the sphere
has been studied in several areas of mathematics. An instance of this prob-
lem appears in potential theory. Namely, let {xi} be a set of k points on S2.
One can consider the function Πi<jd(xi, xj), where d(x, y) denotes the dis-
tance in R3, between any pair of points x and y of the sphere. This function
achieves its minimum when two of the points of the set coincide. The ques-
tion is: for which sets of points does it attain its maximum? Maximizing
Πi<jd(xi, xj) is the same as minimizing the logarithmic potential,∑
i<j
log
1
d(xi, xj)
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and the points which achieve the minimum are called logarithmic equilibrium
points. It is not known what this (these) configuration(s) is (are), but
some things are know (or conjectured) about the minimum value of the
logarithmic potential. As a motivation for what follows, let us first see how
this problem is related to that of determining the best η for which
||pk|| ≤ η =⇒ ||∇pk|| ≥ η
√
k.
Given a set of points {xi}, by considering the complex coordinates zi of these
points trough stereographic projection, we can form a complex polynomial
of degree k, whose zeroes are the zi’s. It is determined up to a multiplicative
constant. Consider as before
pk(z) = e
k/2
∏
i
(z − zi)
(1 + |zi|2)1/2
.
Let x denote the point on S2 whose complex coordinate is z. As a section
of O(k) (i.e., as pkwk), the norm of pk at x is
||pk||2 =
∏
i
e
4
d2(x, xi). (9)
There are two things to note here. First recall that, given two points x and
y on S2, if you denote their complex coordinates by z and w respectively,
d(x, y) =
2|z −w|
(1 + |z|2)1/2(1 + |w|2)1/2 .
Second, using the metric on S2 given by 2idzdz¯/(1 + |z|2)2, whose volume
is 4π,
1
4π
∫
S2
log d(x, y)dx =
1
2
log
4
e
which corresponds to the fact that the integral of the logarithm of the norm
square of pk is zero.
In order for {pk} to define an η transverse sequence of sections of O(k)
we need ||∇pk(zi)|| to be as big as possible (greater than η
√
k at least),
where, again, pk is thought of as section of O(k). We have
||∇pk||(zi) = 1√
2
(e
4
)k/2
Πi 6=jd(xi, xj).
Here we used the norm of dz which is (1+ |z|2)/2√2. Having ∏i ||∇pk||(zi)
big would be to our advantage. But this product is simply a constant (de-
pending only on k) times Πi<jd(xi, xj). The problem of maximizing this
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quantity is therefore related to our own problem. In fact, we will see ahead,
that a good approximation of these logarithmic points gives rise to a pairs
of polynomials which satisfy Donaldson’s constraints, as in Proposition 1,
or at least seem to, experimentally. The fact that, in some sense, this dis-
tribution is ”better” than its approximation leads to the conjecture that
these polynomials define sections that do, in fact, satisfy the properties in
Theorem 6. In particular, we conjecture that ||pk|| is bounded by a constant
independent of k. Assuming that lim inf max ||pk|| is not zero, we can then
find an upper bound for η in terms of lim inf max ||pk|| = α. We will show
that, if η is such that
||pk|| ≤ η =⇒ ||∇pk|| ≥ η
√
k,
then
η ≤
√
π√
e
(1− e−a)b/2,
where
a =
2
√
2π√
27
(
√
2π +
√
2π +
√
27), b =
√
2π +
√
27−√2π√
2π +
√
27 +
√
2π
.
So, the real upper bound for Donaldson’s η, is this quantity divided by
lim inf max ||pk||. (This is really just the η corresponding to the first condi-
tion). Suppose that the sequence of polynomials pk defines an η transverse
sequence. At zi, we must have ||∇pk||(zi) ≥ η
√
k. Since pk vanishes at zi,
we have
||∇pk(zi)|| = 1√
2
∏
i 6=j
(e
4
)1/2
d(xi, xj),
so that ∏
i
||∇pk(zi)|| =
(
1
2
)k/2∏
i<j
e
4
d(xi, xj)
2,
which is related to the logarithmic potential. There are know estimates for
this potential, namely:
Theorem 8 (Rakhmanov, Saff, Zhou, [RSZ]) The logarithmic equilib-
ria points, xi, satisfy the following estimate
∏
i<j
e
4
d(xi, xj)
2 ≤
(
4π
2e
)k/2
kk/2(1− e−a + ǫk)bk/2,
where a and b are as above and ǫk → 0 as k →∞.
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On the other hand, if we are assuming η transversality, we have∏
i
||∇pk(zi)|| ≥ ηkkk/2.
Combining these two estimates we obtain the desired result.
4.2 Generalized spiral points
Even though the exact configuration of logarithmic points is not know, in
[RSZ], Rakhmanov, Saff and Zhou describe a set of points they call general-
ized spiral that give extremely good numerical estimates for the maximum
of
∏
i≤j d(xi, xj). We will use a modification of these points to construct
a pair of polynomials, for which we can verify Donaldson’s conditions ex-
perimentally. We also have some partial results towards proving that these
indeed satisfy the conditions in Theorem 6 (and in particular Proposition
1). Consider the points with cylindrical coordinates (h, θ) on S2 given by:
hi = −1 + 2i− 1
k
i = 1, · · · k
θ0 = 0, θi = θi−1 +
3.6
√
k
√
1− h2i
mod2π i = 1, · · · k.
Let zi be the complex coordinates of these points. As before, we consider
the polynomials
pk = e
k/2
∏
i
(z − zi)
(1 + |zi|2)1/2
,
and
qk = e
k/2
∏
i
(z + zi)
(1 + |zi|2)1/2
.
Conjecture 1 Up to dividing by a constant that will make
max
(||pk||2 + ||qk||2)
equal to 1, the sections (pkw
k, qkw
k) satisfy the conditions in Theorem 6.
We have verified this experimentally by verifying that:
• max (||pk||2 + ||qk||2) is indeed bounded independently of k. The ex-
perimental values found for this maximum are
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k 50 100 150 170 180 190 200
max 4.7828 4.8272 4.8368 4.8432 4.8373 4.8364 4.8460
• min (||pk||2 + ||qk||2) in bounded from below independently of k. The
experimental values found for the minimum are
k 50 100 150 170 180 190 200
min 0.7194 0.7093 0.7085 0.7085 0.7125 0.7089 0.7085
• min ||∇pk||(zi) is bounded independently of k and the same for qk. Be-
low is a table of the values of the minimum of ||∇pk||2(z) (normalized
by 2/
√
k) taken among the zi’s
k 100 200 500 700 900 1000
min∇ 1.6963 1.6998 1.7020 1.7024 1.7026 1.7027
These values give an experimental η close to 0.15. We can also show that
the sequences ||pk(z/
√
k)||2 for |z| ≤ 1 are bounded (the same holds true
for the corresponding q sequence). We start by showing that ||pk(0)||2 is
bounded. Now d(x, xi)
2 = 2− 2〈x, xi〉, because xi and x have norm 1. If x
has coordinates (0, 0,−1), then 〈x, xi〉 is simply minus the last coordinate
of xi, that is −hi. Equation (9) becomes
||pk(0)||2 =
∏ e
2
(1 + hi) =
k∏
i=1
e(2i − 1)
2k
= 2
ek(2k − 1)!
4kkk(k − 1)! .
We use Stirling’s approximation for factorial, k! ∼
√
2πkkke−k, to see that
||pk(0)||2 actually converges to
√
2. As for ||pk(z/
√
k)||2,
||pk( z√
k
)||2 = ek
∏ |zi|2
1 + |zi|2
∏∣∣∣∣ zzi√k − 1
∣∣∣∣ .
The first product is simply ||pk(0)||2, which we know is bounded. As for the
second product, if one considers the inequality | log(1 − z)| ≤ 4|z|, which
holds true for all z with |z| ≤ 1, then one can see that,∣∣∣∣log
∣∣∣∣∏
(
1− z
zi
√
k
)∣∣∣∣
∣∣∣∣ ≤ 4∑ |z|√k|zi| .
In cylindrical coordinates,
|zi| =
√
1− hi
1 + hi
=
√
2k − 2i− 1
2i− 1 .
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Now
k∑
i=1
1√
k|zi|
=
∑ √2i− 1√
k
1√
2k − 2i+ 1 ≤
√
2
k∑
i=1
1√
i
,
but
∑
1/
√
i is divergent. If instead of having a single point with given hi,
we had 3 (that differed from each other by multiplication by a cube root of
unity in complex coordinates), then our initial product would be∏(
1− z3/(zi
√
k)3
)
.
The norm of the logarithm of this product is bounded by a constant times∑
1/i3/2. This new set of points would have 3k elements instead of k. This
would just mean constructing a subsequence of a Donaldson sequence. We
have thus showed the following:
Proposition 5 Consider the set of 3k points on S2, whose h coordinates
are given by
h3i−2 = h3i−1 = h3i = −1 + 2i− 1
k
i = 1, · · · k
and whose θ coordinates are
θ3i−2 = θ3i−5 +
3.6
√
k
√
1− h2i
, θ3i−1 = θ3i−2 +
π
3
, θ3i = θ3i−2 +
2π
3
,
defined mod 2π for i = 1, · · · k (where θ0 = 0). Then, letting zi be the
complex coordinates of these points trough stereographic projection, and
pk = e
3k/2
∏
i
(z − zi)
(1 + |zi|2)1/2
,
pk(z/
√
k) is bounded, in any fixed neighborhood of 0.
We cannot do this calculation for the other points of S2, in fact we
cannot prove that ||pk||2 is bounded. This is the main ingredient missing.
We should remark that, the experimental data shows that the maximum
of ||pk||2 occurs close to the north pole, so that this calculations is more
relevant to prove what we want, than what it may seem.
Supposing that the sequence of functions pk/(1 + |z|2)k/2, rescaled, con-
verges, then it is simple to determine what type of limit they should have.
To see this, consider one of the spiral points with coordinates (hi, θi). Sup-
pose we take a small neighborhood, of radius of the order k−1/2, around
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that point. Will there be other spiral points in the neighborhood? The
next spiral point, close to (hi, θi), will appear after a variation in θ which is
approximately 2π, that is, after approximately
j = 2π
√
k
√
1− h2i
3.6
steps. Then, the h will be approximately
hi +
4π
√
1− h2i
3.6
√
k
.
When one considers what this configuration of points looks like, as k tends
to ∞, one sees that the limit of pk/(1 + |z|2)k/2, rescaled by
√
k around
any point distinct from the poles, can only be a function whose zeroes lie in
{n + λm + im,m, n ∈ Z}, where 0 ≤ λn ≤ 1. We may assume that λ0 = 0.
The first thing to check is that such a function actually exits.
Proposition 6 Given a sequence λ = {λk} of numbers in [0, 1[, there is a
function Pλ with zeros at {n+λm+im,m, n ∈ Z}, such that |Pλ|(z) ≤ ec|z|2.
proof: In the same way as one defines a theta function, we set
Pλ(z) =
∞∏
m=0
(
1− e−2pime2piiλme−2piiz
) ∞∏
m=1
(
1− e−2pime2piiλ−me2piiz
)
.
Both products are convergent for any given z ∈ C. In fact, the logarithm of
the norm of each of them is bounded by∑
m
log (1− e−2me2pi|z|),
which is a convergent series, because the series
∑
e−2m is itself convergent.
Pλ clearly has zeroes at n+ λm+ im, as wanted. It remains to be seen that
Pλ is of order less than 2. First note that Pλ(z + 1) = Pλ(z). It is also true
that
Pλ(z + i) = −e−2piize2piPσ(λ)(z),
where σ(λ) is simply a shift left in λ. This implies
Pλ(z +mi) = (−1)me−2piimzepi(m2+m)Pσm(λ)(z)
and from this formula, we can conclude that Pλ is of order (less than) 2.
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Conjecture 2 Given z0 in C
∗, pk(z0 + z√k ) has a subsequence converging
to a normalization of Pλ, for some λ.
There is a corresponding conjecture for qk and Qλ where Qλ(z) = Pλ(−z).
For the rescaling around zero, the sublimit is a function with zeroes in a
spiral. To prove Conjecture 1 using Conjecture 2, it is enough to establish
that (Pλ(z), Pλ(−z)) ”satisfies” Theorem 6. This comes down to checking
that Pλ has no double zeroes and that Pλ(z) and Pλ(−z) have no common
zeroes (for the first two conditions).
5 An upper bound for η in a symplectic manifold
The techniques used in section 3.2 can actually be generalized to determine
upper bounds on how much transversality can be achieved for a ”linear
system” of dimension n on a 2n-dimensional symplectic manifold.
proof of Theorem 1: We will use the same idea as we used to prove this
proposition for S2. Namely, the sections s0, · · · , sn define an asymptotically
holomorphic map from X to CPn. The rescaled map subconverges, (in some
sense to be specified ahead) as k tends to infinity, to a map of a disc of fixed
radius in Cn to CPn. If η were very close to 1, the pullback metric from
CP
n would be very close to flat, but this can’t be true because its curvature
2-form is the pullback of the Fubini-Study metric.
To make the argument precise, choose a holomorphic structure J on
X, possibly non integrable, compatible with the symplectic form. In this
setting, we know that, for each point p in X, there are centered symplectic
coordinates, for which J is standard at p and an asymptotically holomorphic
sequence of sections σk of Lk such that
||σk|| = e−k|z|2 ,
on a ball of radius k−1/2. Although this is explained in [Do1], we will briefly
recall it here. Let {zi} be symplectic coordinates near p. Choose them so
that J(0) = J0 (J0 denotes the standard complex structure on C
n). Then, in
coordinates, ω = −i∑ dzjdz¯j and one can choose for the connection 1-form
on L
A =
∑
zjdz¯j − z¯jdzj .
The complex structure J allows us to decompose TB(1) into T (0,1) and
T (1,0), the eigenspaces for J , and to write d = ∂+ ∂¯. We also have the usual
decomposition for d, using J0, which we write d = ∂0+ ∂¯0. Let 1 denote the
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unitary section of L, satisfying ∇1 = A1. Then set
σk = e−k|z|
2
1k.
We have
∇σk = −2k
∑
z¯jdzje
−k|z|21k,
so that ∂¯0σ
k = 0. But
|J − J0| ≤ C|z|
and
∂¯σk − ∂¯0σk = i∇σk ◦ (J − J0).
By taking into consideration |zj | ≤ Ck−1/2 we get
|∂¯σk| ≤ C.
Write skl = f
k
l σ
k and f˜kl for the functions f
k
l on rescaled coordinates,
defined over B(1), i.e., f˜kl = f
k
l ◦ δk, where δk is given in coordinates by
δk(z) =
z√
k
.
These functions satisfy
ηe|z|
2 ≤ |f˜k0 |2 + · · · + |f˜kn |2 ≤ e|z|
2
.
Also, carrying J over to B(1) by using the rescaled coordinates, we get a new
complex structure on B(1), which we again call J . Let J0 be the standard
complex structure on B(1). Because J is J0 at 0, J and J0 are close. More
precisely, they satisfy
|J − J0| ≤ C |z|√
k
, z ∈ B(1).
Again the complex structure J allows us to decompose TB(1) into T (0,1)
and T (1,0), the eigenspaces for J , and to write d = ∂ + ∂¯. We also have the
usual decomposition for d using J0 which we write d = ∂0 + ∂¯0. We have∣∣∣∂¯f˜kl ∣∣∣ ≤ C√k .
Next, we show that {df˜kl } is L2 bounded on B(1/2), independently of k.
Take β to be a bump function equal to 1 on B(1/2) and 0 outside B(3/4).
Set gkl = βf˜
k
l . It is enough to see that∫
B(1)
|dgkl |2
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is bounded. Now,
∂¯gkl = ∂¯βf˜
k
l + β∂¯f˜
k
l
and therefore this is uniformly bounded and, as a consequence, L2 bounded.
As for ∫
B(1)
|∂gkl |2,
we want to compare it to ∫
B(1)
|∂gkl |2J ,
where |.|J denotes the norm obtained from J and ω0 (the standard symplec-
tic form on Cn). Given a vector field v on B(1),
|v|2 = ω0(v, J0v), |v|2J = ω0(v, Jv),
so ∣∣|v|2 − |v|2J ∣∣ ≤ |ω0||J − J0||v|2 ≤ C|v|2
and this implies that the J norm of any tensor which has a bound on its J0
norm, independent of k, is bounded independently of k as well. For example,
ω0 and J0 − J have bounded J norms. Conversely, we get∣∣|v|2 − |v|2J ∣∣ ≤ |ω0|J |J − J0|J |v|2J ≤ C|v|2J ,
therefore, if a tensor has a bound on its J norm, independent of k, it also
has a bound (independent of k) on its J0 norm. Hence it is enough to prove
that
∫
B(1) |∂gkl |2J is bounded. Since gkl is zero near the boundary of B(1), we
can write ∫
B(1)
|∂gkl |2J =
∫
B(1)
∂∗∂gkl g¯
k
l ,
where ∂∗ means the formal adjoint, with respect to the J metric. The Hodge
identities state that ∂∗ = i[Λ, ∂¯] and ∂¯∗ = −i[Λ, ∂] (Λ denotes the dual with
respect to the J metric of wedging with ω0) and
∂∗∂gkl = iΛ∂¯∂g
k
l , ∂¯
∗∂¯gkl = −iΛ∂∂¯gkl .
The operators ∂¯∂ and ∂∂¯ are related by
∂¯∂ + ∂∂¯ = NN¯ + N¯N,
where N is the Nijenhuis tensor for J . The upshot is that we can write∫
B(1)
|∂gkl |2J =
∫
B(1)
iΛ(NN¯ + N¯N)|gkl |2J +
∫
B(1)
∂¯∗∂¯gkl g¯
k
l ,
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and the second term in this sum is simply
∫
B(1) |∂¯gkl |2J , which we know is
bounded. Now N is bounded independently of k and so is Λ (because ω0 is)
and we are done.
This implies that {gkl } is bounded inW 1(Cn) and so, by Rellich’s lemma,
it has a subsequence, converging to fl in W
0 = L2. Now by Riesz theorem,
we can extract from {gkl } a subsequence converging pointwise a.e. in B(1)
and {f˜kl } has a pointwise convergent subsequence a.e. in B(1/2) to fl. These
functions satisfy
ηe|z|
2 ≤ |f0|2 + · · ·+ |fn|2 ≤ e|z|2 , a.e. .
The next step is to show that the functions fl are holomorphic. To do
this, note first that {f˜kl } has a weakly convergent subsequence inW 1, simply
because it is a bounded sequence in this space. Given any L2 1-form a in
B(1), ∫
B(1/2)
〈df˜kl − dfl, a〉 → 0.
In fact, if a ∈ L2(T (0,1)0 B(1))∫
B(1/2)
〈∂¯0f˜kl , a〉 →
∫
B(1/2)
〈∂¯0fl, a〉
because T
(0,1)
0 and T
(1,0)
0 (the eigenspaces of J0) are pointwise orthogonal.
But
∂¯0f˜
k
l = (∂¯0 − ∂¯)f˜kl + ∂¯f˜kl ,
so, over B(1/2),
||∂¯0f˜kl ||L2 ≤ ||df˜kl ◦ (J − J0)||L2 + ||∂¯f˜kl ||L2 .
The first term is bounded by
C√
k
(∫
B(1/2)
|df˜kl |2
)2
≤ C√
k
.
We know that the second term is also bounded by C/
√
k. We can conclude
that
||∂¯0f˜kl ||L2 → 0,
so
(∂¯0f˜
k
l , a)L2 → 0.
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This in turn proves that
(∂¯0fl, a)L2 = 0, ∀a ∈ L2(T (0,1)0 B(1))
and, in fact, for all a ∈ L2(T ∗B(1)), so fl is holomorphic. In particular, it
is continuous and the inequality
ηe|z|
2 ≤ |f0|2 + · · · + |fn|2 ≤ e|z|2 ,
holds at every point. We conclude that the existence of the n sections
sk0 , · · · , skn implies the existence of n holomorphic functions f0, · · · , fn :
B(1/2)→ C satisfying
ηe|z|
2 ≤ |f0|2 + · · · + |fn|2 ≤ e|z|2 .
Next, we show that the existence of such functions implies the equality
△ log(|f0|2 + · · ·+ |fn|2) = △ log detHess(|f0|2 + · · ·+ |fn|2), (10)
at those points where the map F = [f0 : · · · : fn] has injective differential,
so that the pullback of the Fubini-Study metric is a metric. Away from its
branch points, F pulls back the Fubini-Study metric on CPn to a metric on
B(c), whose curvature 2-form is F ∗ωFS. On the other hand, this metric is
the metric associated to the 2-form F ∗ωFS. On {[z0 : · · · : zn] : z0 6= 0} ⊂
CP
n there are inhomogeneous coordinates
(z1 =
z1
z0
, · · · , zn = zn
z0
),
and the Fubini-Study metric can be written as
∂¯∂ log(1 + |z1|2 + · · ·+ |zn|2).
The map F being holomorphic, we conclude that F ∗ωFS is
∂¯∂ log(1 + |z1|2 + · · ·+ |zn|2) ◦ F.
Now
log(1 + |z1|2 + · · · + |zn|2) ◦ F = log(|f0|2 + |f1|2 + · · ·+ |fn|2)− log(|f0|2),
so
F ∗ωFS = ∂¯∂ log(|f0|2 + |f1|2 + · · ·+ |fn|2).
Next we prove a lemma:
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Lemma 5 Consider the metric on B(c), the ball of radius c around the
origin in Cn, associated with the 2-form ∂¯∂u, for some plurisubharmonic
function u on B(c). Then, its curvature 2-form is
∂¯∂ log detHess(u)
where Hess(u) denotes the matrix (uziz¯j).
proof: On the bundle TB(c) we have a trivialization given by
(∂/∂z1, · · · , ∂/∂zn).
With respect to this trivialization the matrix representation of the metric is
h = Hess(u). There is a unique connection on TB(c) which is compatible
with the metric associated with ∂¯∂u and the complex structure. Its matrix
representation, with respect to the mentioned trivialization of the bundle,
is θ = ∂hh−1. The curvature matrix representation is dθ + θ ∧ θ. The
curvature 2-form is the trace of this two by two matrix of 2-forms. Since
θ ∧ θ is traceless, the curvature is trdθ = dtrθ. But we know that
tr(∂hh−1) = ∂ log(det h).
The curvature becomes d∂ log(deth) = ∂¯∂ log(deth), as we wished to prove.
Going back to our problem, we can apply this lemma to u = log(|f0|2 +
· · · + |fn|2), to conclude that the curvature of the pullback by F of the
Fubini-Study metric is
∂¯∂ log(detHess(log(|f0|2 + · · · + |fn|2)),
away from the branch points of F and the zeroes of f0. We therefore conclude
that
∂¯∂ log(detHess(log(|f0|2 + · · ·+ |fn|2)) = ∂¯∂ log(|f0|2 + · · ·+ |fn|2),
where F is an embedding. If this set of points is dense in B(1), we are done.
In fact, then, equality (10) holds true at all points. Assume that η is very
close to 1, then
log(|f0|2 + · · · + |fn|2) ≃ |z|2,
so that
△ log(|f0|2 + · · ·+ |fn|2) ≃ n,
and
log detHess log(|f0|2 + · · · + |fn|2) ≃ 0.
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This gives a contradiction. At first, it seems that the upper bound η0 ob-
tained for η in this way depends on the particular f0, · · · , fn and therefore
on the specific sequences sk0, · · · , skn, but this is not so. Using Lemma 4 (and
a slight variation of it applicable to Hess instead of △), the only thing we
need to note here is that there is a bound (independent of the sequences) on
d△ log(|f0|2 + · · ·+ |fn|2),
dHess log(|f0|2 + · · · + |fn|2),
and on
d△ log detHess log(|f0|2 + · · · + |fn|2).
This is so because, since f0, · · · , fn are holomorphic, the Cauchy formula and
the bounds |fi|2 ≤ ec2 , give bounds on all the derivatives of the fi depending
only on c, and, choosing c appropriately small, the above quantities have
bounds depending only on n, just as for CP1.
On a maybe smaller ball, the differential of F is injective exactly where
the determinant of the derivative of (f1/f0, · · · , fn/f0) is non zero. But
this determinant is a holomorphic function, so, if it is not identically zero,
its zero set will have zero measure. In the case where the determinant
is identically zero, we make use of the following: given any ǫ, there are
holomophic functions α1, · · · , αn, each with norm smaller than ǫ, such that
det d
(
(
f1
f0
, · · · , fn
f0
) + (α1, · · · , αn)
)
is not identically zero. Now set g0 = f0 and gi = fi+f0αi, for i in {1, · · · n}.
Then, by choosing ǫ small, we can ensure that
(2η − 1)e|z|2 ≤ |g0|2 + · · ·+ |gn|2 ≤ (2− η)e|z|2 .
Since the gi are holomorphic, by the same reasoning, we get an upper bound
on η independent of the fi’s.
6 Further remarks
Let (pk, qk) be polynomials of degree smaller than k in one complex variable
z. Set
ρk(z) =
|pk|2(z) + |qk|2(z)
(1 + |z|2)2k .
That is, ρk is the sum of the squares of the norms of pk and qk, seen as
sections of O(k). If these polynomials satisfy the conditions in Proposition
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1 (using inhomogeneous coordinates in CP1), the function ρk is bounded
above by 1 and below by η. We have seen that the function vk = − log(ρk)
satisfies
△vk = k −Kke2vk ,
where Kk is a positive function vanishing at the branch points of pk/qk and
completely determined by those branch points. The PDE,
△v = c−Ke2v,
has been extensively studied when c = 1 (see [KW] and [CY]). It is the
equation for prescribing curvature on S2. There are variational methods
adapted to this equation when c is a small constant but these do not apply
to our case. Proposition 1 implies:
Proposition 7 There is a constant C, such that for every k big enough,
there is a set of 2k − 2 points such that the equation
△vk = k −Kke2vk
has a solution vk with ||vk||∞ ≤ C.
It would be interesting to see if one could recover this result from a PDE
theory point of view. This would give an alternative proof of Donaldson’s
main theorem in [Do3] for S2 and maybe a way to calculate η, by calculating
C.
Consider the following functionals on the space of C∞ maps from S2 to
S2:
E1(F ) =
∫ ∣∣∣∣F ∗ωω
∣∣∣∣
2
,
and
E2(F ) =
∫ ∣∣∣∣F ∗ωω
∣∣∣∣
4
.
It is not hard to see that, the restriction of these two functionals to the space
of rational maps of degree k from S2 to itself, is proper and therefore has
a minimum. We conjecture that the minimizers of such functionals arise as
quotients of polynomials satisfying the property in Proposition 1. Similarly,
if one considers the much studied functional,∫
|dF |2 + ǫ
∫
|dF |4 ,
restricted to the space of rational maps of degree k, it is natural to conjecture
that its minimum also arises in this way.
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