. It consists of 9445 observations during 420 visits over 73 sites and 125 species. The birds are counted during a walk along at a transect. The length of the transects range from 2.62 to 6.4 km. The distance between the bird and the observer is recorded in four classes: "0-50m", "50-100m", ">100m" and "passing". In order to get comparable results, we fit the same set of models to each species. The model estimates the average density of birds at a given site in a given winter and period. The first period ranges for the beginning of December to mid Janary. The second period from mid January to the end of February.
Detection function
The first step is the estimate the detection function. The detection function gives the probability that a bird is detected based on the distance to the observer. The detection function assumes that the observer sees every bird at distance 0 m. The probability of detection decreases as the distance between bird and observer increases ( fig. 1.1 ). We describe this detection function with a half-normal density curve with parameter σ d . The parameter σ d governs how fast the detectability deteriorates. The detection probability at a distance of 1.96 σ d is about 5%. Suppose that the detection at some distance is 50%. The observer will see only 1 out of 2 birds at that distance. So the true number of birds is twice the number of observed birds at the distance. We need to estimate σ d based on the data. Idealy we would have an 'exact' distance estimate for each observation. The available poses some challenges at this point. The class 'passing' is not usable as it has no associated distance. The data contains the distance classes instead of exact distances. A workaround for this problem is to work with the average detection within the distance class. This average distance is equivalent to the surface under the detection function.
We estimate this detection function by fitting a base model to the data. The base model (1.1) with a non-linear trend along winter contains following terms:
• β 0 : the overall intercept during the first period at distance 0-50m. • β 1 : the difference between the second and the first period.
• β 2 : the difference between distance 0-50m and 50-100m.
• β 3 : the difference between distance 0-50m and >100m. • b w : effect of winter w, modelled as a first order random walk with variance. σ 2 w (1.2) • b s : effect of site s, modelled as a random intercept with variance σ 2 s (1.3). • log(length) is an offset term correcting for the transect length (in km).
The η wis of the base model is linked to the observed counts Y wis via either a negative binomial distribution (1.4) using the log link between η and µ (1.5). The negative binomial distribution can capture overdispersion which is often present in count data of animals.
The term e β2 in the base model estimates the ratio of the area under the distance function between the distance classes 50-100 m and 0-50 m ( fig. 1 .2). Likewise is e β3 an estimate for the ratio between >100 m and 0-50m. In practice, there is an upperbound to the distance d max at which we can observe birds. So the distance class >100 m is actual the distance class 100-d max m. Next we search for an optimal σ d and d max value matching with these two ratios. We restrict σ d to be between 20 and 200 m and d max between 150 m and 1000 m. 
Final models
Once we know σ d we can calculate the average detection probability for each of the distance classes. We replace the terms β 2 and β 3 in (1.1) with the calculated log(detection) in (1.6). The log function is needed due to the log link in (1.5). The observed number of birds represents an area defined by the length of the transect and the width of the distance class. Therefore we have to replace the offset term log(length) by log(area). The width of the distance classes 0-50 m and 50-100m is clear (50m). Therefore their area is 0.05 km 2 for ever km of transect. The width of the distance class >100 m is set to d max − 100 m.
We can rearrange (1.6) into (1.7). Applying the inverse link function yields (1.8) or the number of birds corrected for the sampled area and the average detection probability depends on the overall intercept β 0 , the period effect β 1 , the temporal trend b w and the site effect b s . (1.8) thus estimates the trend in density of birds (number of bird per km 2 ). e bw estimates the relative change in bird density over time.
= e β0 e β1P2 e bw e bs (1.8)
Beside (1.6), we also fit the variant with a linear trend β 4 instead of the non-linear trend b w (1.9).
The models are fit the statistical software R version 3.6.1 (R Core Team, 2019) using the INLA package version 18.07.12 (Rue et al, 2017) . It fits Bayesian models using Integrated Nested Laplace Approximation (INLA). Fitting Bayesian models imply select prior distributions for a number of parameters.
• β 0 , β 1 , β 2 , β 3 and β 4 use a Gaussian prior with 0 mean and variance 1000 N (0, 1000) • σ 2 w uses a PC prior with u = 0.25 and α = 0.5 • σ 2 s uses a PC prior with u = 0.6 and α = 0.5 • n is modelled as n = e θ with a θ ∼ Γ(e −7 , e −7 )
A PC (penalised complexity) prior is defined by two parameters u and α. u defines a threshold value for σ, and α defines the probability that the estimated σ exceeds this threshold value (1.10). The density of this prior is given in (1.11).
DATA EXPLORATION
This chapter explores the full dataset. We will try to estimates trends for as much species as possible. Stable models require sufficient data. Therefore, we apply a set of rules on the available data of each species. These rules are partly based on common statistical knowledge and our experience with similar data in the past. And partly based on the data analysed in this project. If a model for a given species turns out to be unstable, then we make the rules more strict. We apply the same set of rules for every species so the results are comparable among the species.
This chapter shows both the rule and the summary of the data on which the rule applies. This illustrates the available data and how the rule restricts the data. Note that these rules will remove data for some species or some sites. When volunteers collect more data in the future for such species and sites, they might have sufficient data to pass all the rules.
The models take both a site and a winter effect into account. When a site is sampled during only one or two winters, then model has a hard time separating the site and winter effect. This can lead to an unstable model. Therefore it is safer to restrict the data to sites with a sufficient number of visits over several winters. Table 2 .1 displays how many sites have data from 1, 2, 3, … different winters. 37 sites have data from less than 3 different winters and are currently ignored. Species that are rarely seen at a site pose a problem too. Imaging a species is only seen at the first winter with on average 10 individuals. The model tries to fit the first winter at this site as log(10) = 2.303. All other winters at this site should be log(0) = −∞. This results is a strong negative local trend, which again biases the global trend.
Therefore, we require that a species is observed at a site during at least 3 different years before taking that site into account for this species. We compare the 95% credible intervals with a reference, upper and lower threshold to classify the strength of the effect into 10 classes. The change of a linear trend is converted into a change over the length of the data. The change of an index is the actual change between the two years. The reference is set to 0 (no change). The credible interval of a significant effect does not contain 0. We selected a change of -25% (3/4 of the initial value) as the lower threshold. We use the complement 1 of that (+33% or 4/3 of the initial value) as the upper threshold. A -25% or +33% change over 5 years is equivalent to an average yearly change of -5.6% or +5.9% in case of a linear trend.
Below are the symbols, interpretations and rules for each of the 10 classes.
• ++ strong increase: A significant positive trend and significantly stronger than the upper threshold. • +~moderate increase: A significant positive trend and significantly weaker than the upper threshold. • + increase: A significant positive trend, not significantly different from the upper threshold. •~stable: A non-significant trend and significantly between the lower and upper threshold. •increase: A significant negative trend, not significantly different from the lower threshold.
• -~moderate decrease: A significant negative trend and significantly weaker than the lower threshold.
• -strong decrease: A significant negative trend and significantly stronger than the lower threshold. • ?+ potential increase: A non-significant trend, significantly above the lower threshold. • ?potential decrease: A non-significant trend, significantly above the upper threshold. • ? unknown: A non-significant trend, both the lower and upper threshold are probable.
One of the benefits is that we distinguish~(stable) and ? (unknown). Both are non-significant. The main difference between both cases is the uncertainty. We set the thresholds at important changes. If the uncertainty is large, then the credible interval contains both the lower and the upper threshold. So we have no clue what is happening, hence the unknown class. If the uncertainty is small, then the credible interval contains neither the lower nor the upper threshold. In this case we do known that the change is less extreme that the thresholds. So if there is a change, it will be smaller than important changes (the thresholds). This is informative, even though the change is not significant.
3.4 . . . . . . . . . . . FIGURES Each modelled species gets its own chapter with results. All results are display in a graphical format.
Estimated bird density
The results start with a figure showing the estimated bird density an observer would encounter at an average site during the first period. The line displays the point estimate for each winter. This is the most likely value for the average bird density. The three ribbons display the uncertainty around this point estimate. They are, from small/dark to wide/light, the 30%, 60% and 90% credible intervals. These numbers in the figure are always based on the non-linear model (1.6). The caption indicates whether the model is non-linear and how strong the linear trend is.
Indices
An index is a change compared to a baseline. This baseline is typically the estimate for some reference year. E.g we use 2013 as a baseline and compare 2015 with 2013 or 2016 with 2013. However we cannot use the figure with 2013 as baseline to compare 2015 with 2016. For that we need a figure with either 2015 or 2016 as baseline. To facilitate any pairwise comparison among years, we display one figure for every year using that year as baseline. 
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