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RESUMEN 
El intrincado problema del disefio de cuantificadores vectoriales, esto es, la 
obtenci6n de librerias de c6digo con las que la codificaci6n de sefiales tenga las menores 
distorsiones posibles, se hace aun mas complejo cuando son considerados los efectos del 
ruido en el canal, plasmados en la Tasa de Error por Bit (Bit Error Rate 0 BER). 
Muchos de los algoritmos de disefio de cuantificadores vectoriales, entre los que 
destaca el GLA (Algoritmo de Lloyd Generalizado), no son capaces de sortear los 
numerosos minimos locales sub6ptimos que presenta la funci6n de distorsi6n media de 
la cuantificaci6n en el espacio de las librerias de c6digo. Por ello es preciso ejecutarlos 
repetidas veces, partiendo de puntos de inicio diferentes. 
En esta Tesis se han querido explorar las posibilidades que brindan los Algoritmos 
Gem!ticos y otras tecnicas heuristicas en el disefio 6ptimo de cuantificadores vectoriales 
sujetos a errores de canal. 
Los Algoritmos Geneticos (AG) son procedimientos de optimizaci6n global 
iterativos y estocasticos inspirados en algunos mecanismos que rigen la dinamica de la 
Naturaleza, en particular la selecci6n natural, la codificaci6n genetica y la reproducci6n 
heterosexual. Un AG contiene una poblaci6n de individuos pertenecientes al espacio de 
posibles soluciones, que compiten entre si y evolucionan tratando de maximizar alguna 
funci6n de prestaciones 0 minimizar alguna funci6n de coste definida sobre ese espacio. 
Esta evoluci6n se basa en la selecci6n de los mejores individuos y la eliminaci6n de los 
peores, junto con diversos mecanismos para procrear nuevos individuos (hijos) a partir 
de los anteriormente seleccionados (padres). 
Se plantean tres metodos distintos: 
- El AGCV (Algoritmo Genetico para la Cuantificaci6n Vectorial): es un genetico 
en el que los individuos de la poblaci6n son tentativas librerias de vectores 
c6digo. Para facilitar su evoluci6n hacia puntos de minima distorsi6n, se 
incorpora, como mecanismo de busqueda local, el algoritmo GLA. 
- EI ARL (Algoritmo Refinado de Lloyd): es un algoritmo heuristico en el que se 
ejecuta sucesivas veces el algoritmo GLA, preservando siempre los mejores 
vectores c6digo hallados hasta el momento. A medida que el algoritmo progresa, 
el numero de vectores nuevos (no preservados) se va haciendo menor, con el 
objeto de que la busqueda vaya siendo progresivamente mas local. 
- El AHCV (Algoritmo Hibrido para la Cuantificaci6n Vectorial): es otro genetico 
en el que se parte de una libreria de c6digos ya conocido, y 10 que se optimiza es 
la asignaci6n de los c6digos binarios disponibles, a los vectores c6digo de la 
libreria. 
Los dos primeros son sometidos a extensas pruebas de simulaci6n y contrastados 
con tres algoritmos de reputado nombre, corrobonindose su adecuaci6n al disefio de 
cuantificadores vectoriales. EI tercero se plantea como una tecnica po sible, aun sin 
explorar ni probar exhaustivamente, que abre el camino a una nueva manera de utilizar 
los AG en este problema. 
Al margen de estos metodos, una segunda cuesti6n abordada en esta Tesis es la 
reformulaci6n de los principios de la Cuantificaci6n Vectorial cuando las condiciones 
del canal no se suponen fijas 0 bien conocidas, sino que son descritas mediante la 
funci6n densidad de probabilidad del BER. A este respecto se determina analiticamente 
la nueva funci6n de distorsi6n y las reglas de optimalidad para el disefio de 
cuantificadores 6ptimos. Esto constituye un nuevo punto de partida para el disefio de 




The involved problem of Vector Quantization (VQ) design, i. e. the search for 
codebooks which yield as minimum distortions as possible, turns even more 
complicated when channel noise effects, characterised by the Bit Error Rate (BER), are 
considered. 
Many VQ design techniques, included the most famous GLA (Generalized Lloyd 
Algorithm), are unable to avoid the sub-optimum local minima present in the 
quantification distortion function. Thus repeated executions, with different starting 
points are needed. 
In this Thesis the possibilities offered by Genetic Algorithms and other heuristic 
techniques for noisy channel VQ design are explored. 
Genetic Algorithms (GA) are stochastic and iterative global optimisation 
procedures, inspired on various mechanisms which rule Nature dynamics, such as 
natural selection, genetic coding and heterosexual reproduction. A GA contains a 
population of individuals belonging to the solution space, which compete each other and 
evolve towards maximisation of some performance function or minimisation of some 
cost function defined throughout this space. This evolution is carried out by means of 
selecting the fittest individuals in the population while removing the worst ones, as well 
as by several mechanisms for creating new individuals (offsprings) from selected ones 
(parents). 
Three new methods are proposed: 
- AGCV (Vector Quantization Genetic Algorithm): a GA in which individuals are 
tentative codebooks of the VQ scheme. To ease the evolution towards minimum 
distortion points, the GLA is included as a local search mechanism. 
- ARL (Lloyd Refinement Algorithm): an heuristic algorithm in which GLA is run 
several times, preserving the best codevectors encountered so far. As the 
algorithm progresses, the number of codevectors removed and replaced by new 
ones is decreases, making the search progressively local. 
- AHCV (Vector Quantization Hybrid Algorithm): another GA which starts from 
an initial fixed code book and tries to optimise the assignment of the available 
binary codes to the vectors in the code book. 
iii 
The two first ones are submitted to extensive simulation tests and compared to 
three well-reputed methods in the field, confirming their adequacy to the problem under 
study. The third one is given as a possible technique, without having been exhaustively 
explored or tested so far; it only leads the way to a new manner of using GA for VQ 
design. 
Apart from this, a second question faced in this Thesis is the reformulation of the 
VQ principles when channel conditions are not supposed fixed or well known, but are 
described by the probability density function of the BER. 
To this respect, a new distortion function and optimality laws are analytically 
determined. This constitutes a new starting point for VQ design with more realistic basis 
than normally considered. 
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La sociedad modema, de forma mas pronunciada aiio tras aiio, se organiza y 
evoluciona sobre la base de la disposici6n y uso de la informaci6n. Es dificil encontrar 
aspectos relevantes de la vida actual que no vengan determinados 0, siquiera, 
condicionados por la posibilidad de disponer 0 enviar informaci6n. Sacar dinero del 
banco, matricularse de una asignatura, adquirir un pasaje de avi6n, pasar una revisi6n 
medica 0 simplemente sentarse en el sofa a ver la televisi6n 0 a hablar por telefono son 
s6lo ejemplos de la ineludible "sociedad de la informaci6n" que invade, fortaleciendo y 
moldeando la educaci6n, la cultura de los pueblos, las relacionas de las personas, el 
trabajo, la sanidad y el ocio. 
Los avances cientificos de las tecnologias de la informaci6n y de las 
comunicaciones en las ultimas decadas han posibilitado esta nueva situaci6n del 
quehacer humano. A su vez, los nuevos habitos y las posibilidades despertadas han 
impulsado el desarrollo tecno16gico al demandar continuamente capacidades crecientes 
y precios siempre a la baja. Tal espiral ascendente (sistema con realimentaci6n positiva) 
del desarrollo y de la demanda de las tecnologias de la informaci6n vienen generando un 
cambio que, por su celeridad, enraizamiento en la sociedad y caracter global, quizas 
podria acufiar el termino de "revoluci6n". 
La transmisi6n y almacenamiento de masivas cantidadeds de imagenes, video, voz 
y audio sobre el soporte de complejas redes de transmisi6n 0 de sofisticados sistemas de 
registro han venido de la mana del desarrollo tecno16gico, tanto en los dispositivos y 
medios de transmisi6n, como en los algoritmos y arquitecturas de procesamiento de 
sefiales. Los primeros han logrado anchos de banda para la transmisi6n y capacidades de 
almacenamiento cada vez mayores; los segundos han proporcionado representaciones 
cada vez mas eficientes de las sefiales. 
1.1- Compresi6n de seiiales 
En el cuadro anterior Se ubica la compresi6n 0 codificaci6n de sefiales, que 
persigue cuatro metas principales: 
- minimizar la ocupaci6n requerida para su transmisi6n por un canal, 
- minimizar la capacidad necesaria para su almacenamiento, 
- proporcionar una precisa y compacta descripci6n de las mismas para posteriores 
procesos como los de su encriptado, transmisi6n 0 clasificaci6n, y por ultimo, 
- permitir su estandarizaci6n, requerimiento imprescindible para el libre crecimiento 
de la oferta de productos comerciales de amplia compatibilidad y para la 
implantaci6n de la tecnologia multimedia. 
En la Tabla 1 . 1  tomada de [Bhaskaran 97] se muestran varias aplicaciones 
importantes para la transmisi6n 0 almacenamiento de imagenes, voz, audio ° video, 
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indicandose las capacidades requeridas para su representacion antes y despues de 
efectuarse la compresion. 
Aplicacion Velocidad de transmision Velocidad de transmision 
(sin codificacion) (con codificacion) 
Voz (8 Kmuestras/seg. 64 Kbps 2-4 Kbps 
8 bits/muestra) 
Video de baja velocidad 5 .07 Mbps 8-16 Kbps 
(tamano de la trama 
1 76x1 20, 24 bits/pixel) 
Audioconferencia 128 Kbps 6-64 Kbps 
(8 Kmuestras/seg. 
1 6  bits/muestra) 
Videoconferencia ( 1 5  fps) 30.4 1 Mbps 64-768 Kbps 
(tamano de la trama 
352x240, 24 bits/pixel) 
Audio digital (estereo) 1 .5 Mbps 128-768 Kbps 
(44. 1 Kmuestras/s, 
1 6  bits/muestra) 
Transferencia de ficheros de 30.4 1 Mps 384 Kbps 
video (tamafio de la trama 
352x240, 24 bits/pixel) 
Video digital en CD (30 60.83 Mbps 1 .5-4 Mbps 
fps) (tamafio de la trama 
352x240, 24 bits/pixel) 
Video difusion (30 fps) 248.83 Mbps 3-8 Mbps 
(tamano de la trama 
720x480, 24 bits/pixel) 
TV de alta definicion 1 .33 Gbps 20 Mbps 
(tamafio de la trama 
1 280x720, 24 bits/pixel) 
Tabla 1 . 1  
Estos tipos de senales son apropiadas para la compreslOn debido 
fundamentalmente a su elevada redundancia, bien espacial, entre pixeles adyacentes de 
una imagen, bien temporal, entre muestras contiguas de voz 0 audio e incluso espacio
temporal, entre imagenes consecutivas de video 0 TV. Por otro lado, buena parte de la 
informacion contenida en ellas es irrelevante des de un punto de vista perceptual, 10 cual 
constituye otra forma distinta de redundancia. La compresion perseguira eliminar estos 
tipos de redundancia, dando a las senales representaciones mas compactas. 
El proceso de compresion puede ser descrito segun la Figura 1 . 1  
 de Sefial de  Codificaci6n 
 
Codificaci6n Canal Decodificaci6n  Decodificaci6n 
entrada de fuente de canal de canal de fuente salida 
Fig 1.1 Proceso de compresi6n de una sefial 
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El codificador de fuente lleva a cabo el proceso de compresion, reduciendo la tasa 
de datos de entrada segun el indice de compresion, que indica la relacion entre el 
tamafo de los datos a su salida y a su entrada. Despues del codificador de fuente suele 
haber otro bloque de codificacion dedicado a transformar la sefial comprimida en otra 
representacion adecuada para la transmision fiable a traves de un canal ruidoso. A este 
proceso se Ie da tambien el nombre de codificacion de canal 0 de control de errores. 
En sus desarrollos sobre la Teoria de la Informacion, Shannon dedujo limites 
teoricos para la transmision de informacion en canales de banda limitada y para la 
compresion de datos [Shannon 48], [Shannon 59]. Asimismo mostro que se podian 
construir sistemas de comunicacion pnicticamente optimos disefiando por separado el 
codificador de fuente y el de canal, aunque su Teoria no recogia tecnicas explicitas para 
disefiar tales codificadores. 
Por esta razon y por ser menor la complejidad planteada en el disefio, en la mayor 
parte de los sistemas, ambas codificaciones son concebidas como bloques 
independienes, 10 cual no implica necesariamente que su comportamiento se aproxime 
al optimo teorico. Es mas, el disefio conjunto de codificadores de fuente y de canal esta 
cobrando creciente importancia en los ultimos afios [Farvardin 87], [Liu 93] 
[Skinnemoen 94] . 
Siguiendo el fluj 0 de la informacion en la Figura 1 . 1 , la sefal a la salida del 
segundo codificador es enviada por un canal de transmision. A la salida de este, es 
sometida a sendos procesos de decodificacion, inversos a los de codificacion de canal y 
de fuente. 
Desde un punto de vista general, el disefio de un sistema de codificacion se 
plantea como un problema de minimizacion conjunta de varias variables: 
- Velocidad de transmision: tasa de bits/seg entregados al canal. Este parametro suele 
estar limitado por la entropia (contenido de informacion de la fuente), en el sentido de 
que fuentes con mayores entropias son mas dificiles de comprimir. 
- Complejidad en la implementacion: requerimientos computacionales que precisa el 
codificador y el decodificador, medidas normalmente en instrucciones en punto fijo 0 en 
punto flotante por segundo. Tambien hay que incluir en este punto la cantidad de 
memoria necesaria. La trascendencia de la complejidad en la implementacion puede ser 
muy diferente en el codificador y en el decodificador. Es el caso de los sistemas de 
difusion, en los que un codificador envia informacion a un gran conjunto de 
decodificadores. 
- Complej idad en el disefio: a veces los calculos en el disefo son tan elevados y los 
conjuntos de prueba tan extensos que su reduccion puede redundar en un considerable 
ahorro de tiempo y dinero. 
- Retardo neto: un proceso complejo de compresion frecuentemente conlleva retardos 
considerables en la transmision y en la recepcion. Algunas aplicaciones, sobre todo las 
que incluyen interactividad, pueden llegar a degradarse muy perceptiblemente por causa 
de estos retardos. A veces pueden ser reducidos aumentando la potencia del procesador. 
Cuando esto no es posible se suele recurrir a codificaciones menos sofisticadas, quizas 
en detrimento de otras figuras de merito como la calidad 0 la velocidad de transmision. 
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- Calidad de la compresi6n: esta figura, que tiene sentido en los codificadores con 
perdidas, suele tomarse como la relaci6n sefal a ruido, donde este ultimo se toma como 
la diferencia entre la sefial de salida y la de entrada. En el caso de imagenes 0 video, se 
utiliza normalmente la relaci6n sefial de pico a ruido, donde por "sefial de pico" se 
entiende la potencia maxima po sible de la imagenes codificada con un numero 
determinado de bits. Estas dos magnitudes revelan aspectos cuantitativos de las sefales, 
pero muchas veces, para evaluar la calidad de un sistema, es preciso incluir pruebas de 
percepci6n en las que un conjunto de personas las valoren subjetivamente. 
Las figuras de merito mencionadas presentan distinto grado de importancia en 
diversas aplicaciones. Normalmente en el disefio se busca minimizar una de ellas, 
estableciendo "a priori" unos rangos permitidos 0 valores concretos para el resto, 
frecuentemente impuestos por condiciones del disefio no sujetas a modificaci6n 
(procesador empleado, ancho de banda asignado, etc.). Incluso a veces ocurre que 
alguno de los anteriores factores es irrelevante (retardo neto en sistemas de difusi6n, 
complej idad en el disefio en algunos casos, etc.). 
1.1 .1- Clasificaci6n de metodos de compresion 
Una clasificaci6n taxon6mica de los metodos de compresi6n existentes tomada de 
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Fig. 1.2 Metodos de compresion de senales 
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Otras clasificaciones, atendiendo a los criterios planteados a continuacion, 
pueden ser: 
a- Tipo de reconstruccion de la sefial : 
a. l - Sin perdidas: la sefial a la salida del codificador es exactamente igual a la de 
entrada. Obviamente en estos sistemas la calidad es infinita y no esta sujeta a 
minimizacion. Normalmente la compresion de sefiales e imagenes medicas, 
dadas sus delicadas implicaciones, se incluyen en esta categoria. 
a.2- Con perdidas: se permite cierta degradacion en la sefal reconstruida, 10 cual 
hacce posible aumentar la eficacia del codificador (reducir la velocidad de 
transmision). La mayor parte de las aplicaciones en imagen, video, voz y audio 
pertenecen a este grupo, pues no es necesario que la sefial sea exactamente 
identica a la sefal de entrada. 
b- Tasa de bits: 
b. l - constante: generalmente empleado cuando las capacidades de transmision 0 
almacenamiento son fijas. 
b.2- cuando los requerimientos de transmision 0 almacenamiento no son fijos y si 
10 es la calidad del sistema, se pueden asignar de forma variable distinto 
numero de bits a los sucesivos grupos de muestras. 
c- Tipo de compresion: 
c. l - Simple: se procesan y comprimen una a una las muestras de sefial 0 pixeles 
que llegan a la entrada. 
c.2- Multiple: se proceSan a la vez varias muestras de entrada consecutivas 0 
pixeles adyacentes. A la salida se entrega de una vez la representacion 
codificada de todo el conjunto. Tambien a estos sistemas se les llama 
codificadores de bloque. 
d- Dominio 
d. l - Directo: el proceso de compresion tiene lugar sobre las muestras tomadas 
como funcion del tiempo, en sefiales de voz 0 audio, de la posicion, en el caso 
de imagenes, 0 de la combinaci6n tiempo-posici6n en el caso de sefiales de 
video. 
d.2- Transformado: el proceso de compresi6n se lleva a cabo sobre la sefial 
previamente transformada. El nuevo dominio puede ser la frecuencia, la 
combinaci6n tiempo-frecuencia, el dominio wavelet, fractal, etc. 
1.1 .2- Cuantificacion Vectorial 
En su Teoria de la Informacion, Shannon propuso un tipo muy particular de 
codificador de fuente multiple, que asignaba bloques de muestras consecutivas no 
solapadas de la sefial de entrada en simbolos de salida binarios siguiendo una regIa 
especifica, sin tener en cuenta las acciones anteriores del sistema (codificacion sin 
memoria con respecto a los bloques de entrada). EI decodificador, a su vez, asignaba los 
simbolos binarios que Ie llegaban a vectores de muestras de salida (vectores 
representantes de los bloques de muestras de entrada). 
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Para una fuente de sefial dada y un conjunto de vectores representantes, el 
criterio de optimalidad que Shannon proponia era el de minimizaci6n de la distorsi6n 
media, para 10 eual era preciso que el codificador operara siguiendo la consigna del 
Veeino Mas Pr6ximo. En lenguaje natural esta regIa se puede formular como sigue: 
dado un vector de entrada, el codificador ha de seleccionar el c6digo binario que, una 
vez decodificado, genere a la salida el vector representante on menor distorsi6n con 
respecto al de entrada, entre todos los representantes existentes. 
Shannon llam6 a este sistema "codificaci6n de fuente sometida a criterio de 
fidelidad". Mas adelante se Ie comenz6 a llamar Cuantificaci6n Vectorial (CV), 
denominaci6n que ha prevalecido desde entonces. 
Ademas Shamlon presentaba las reg las que deb ian cumplir los codificadores 
6ptimos, pero no proponia metodos especificos para hallarlos. Este asunto, a saber, la 
obtenci6n de un conjunto 6ptimo de vectores representantes en un sistema de 
Cuantificaci6n Vectorial constituye el objeto de la presente Tesis. 
1.2- Opfimizaci6n 
1.2.1- Panoramica de problemas y fecnicas 
Antes de profundizar en la revisi6n de las tecnicas existentes y de las aqui 
propuestas para el disefio de cuantificadores vectoriales 6ptimos, conviene reparar, si 
quiera de manera superficial, sobre el hecho en si de la optimizaci6n, sus metas y los 
distintos planteamientos metodol6gicos existentes. 
La optimizaci6n se puede describir de manera general como el problema de 
encontrar los val ores de ciertas variables inc6gnitas del sistema sometido a analisis, para 
hacer minima una funci6n de coste (0 maxima una funci6n objetivo), con la po sible 
imposici6n de diversas restricciones. Formalmente, se trata de encontrar xmin E S tal 
que, 
y sujeto a: 
gi (x) = ai 
hj (x) � b j 
Vx E S 
i =1, 2, ,N 
j =1, 2, , M 
(1.2.1 . 1.a) 
(1.2.1 . 1 .b) 
siendo gi (x) y hj(x) funciones especificas del problema, y ai Y b i  constantes del 
mismo. 
La mayor parte de los problemas encontrados en las divers as disciplinas de la 
Ingenieria y de algunas otras ramas del saber como la Economia, la Sociologia, etc. 
pueden formularse de la manera anterior; esto es, son en esencia problemas de 
optimizaci6n. No es de extrafiar que se hay an desarrollado numerosisimas tecnicas de 
ambito general 0 especifico que intentan optimizar. 
Para aportar una visi6n de conjunto, un marco general sobre la teoria y practica de 
esta disciplina, quizas arte de la Optimizaci6n parece sensato comenzar por la 
clasificaci6n, tanto de los problemas que trata de resolver y del tipo de soluciones 
buscadas, como de los metodos con que cuenta. 
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a- Atendiendo a la tipologia del problema, aparecen varios casos particulares de la 
propuesta general definida segun ( 1 .2. 1 . 1 ) y que presentan un notable interes pnktico: 
a. l - Optimizacion lineal: las funciones f(x) , g i (x) y h j (x) son funciones 
lineales en X. Este tipo de problemas se encuentra frecuentemente en la asignacion de 
recursos y organizacion de operaciones; 
a.2- Optimizacion cuadnitica: la funcion objetivo f(x) es cuadnitica en la variable 
x. Dado que la potencia y la energia suelen proceder de otras variables mas 
fundamentales, elevadas al cuadrado (diferencia de tension, intensidad de campo, 
amplitud de las muestras de una sefial, etc.f), esta categoria alberga a gran cantidad de 
problemas en los que se busca aumentar la potencia 0 el rendimiento de un sistema, 0 
disminuir el ruido presente. 
a.3- Optimizacion combinatoria: el conjunto S de soluciones es numerable (ya 
sea finito 0 infinito) . Mas en particular, las posibles soluciones x pueden expresarse 
como combinaciones, variaciones 0 permutaciones de uno 0 varios conjuntos 
numerables. Pertenecen a este grupo todos aquellos problemas que tratan de establecer 
un ordenamiento 0 una clasificacion para alcanzar el maximo aprovechamiento de algun 
recurso limitado. Es por ella que se pueden encontrar abundantes ejemplos en 
actividades de diseiio tan diversas como la planificacion urbanistica, el disefio de 
circuitos, la asignacion de radiofrecuencias, la gestion de redes de datos 0 la 
organizacion de operaciones en plantas industriales. 
Mencion aparte merecen algunos problemas teoricos, aunque de gran interes 
practico, como el Problema del Viajante de Comercio (Salesman Travel Problem) [Diaz 
96], el Problema de la Mochila (Knapsack Problem) [Diaz 96 ] ,  el Dilema del 
Prisionero (Prisioner's Dilemma) [Goldberg 89] . Traidos de la Teoria de Juegos 0 de la 
Investigacion Operativa presentan, junto a un sencillo enunciado, una elevada 
complej idad y constituyen autenticos bancos de prueba en los que se contrastan 
algoritmos de optimizacion combinatoria. 
aA- Optimizacion sin restricciones: la parte b) de la ecuacion ( 1 .2. 1 . 1 )  no existe 
y por tanto basta con encontrar la mejor solucion de S .  Aunque suelen ser menos 
frecuentes en la practica, este tipo de problemas tambien tiene una difusion muy extensa 
en las distintas disciplinas tecnicas. Es mas, se podrian reformular todos los problemas 
de optimizacion para que cupieran en esta categoria. Bastaria con incluir las 
restricciones en la definicion de S. S in embargo, es mas usual recoger las dos 
altemativas y forrnular la optimizacion con 0 sin restricciones explicitas. 
b- En cuanto al tipo de soluciones buscadas, cabe el planteamiento de empefiarse 
por encontrar una solucion exacta que optimice a f(x) , 0 solo tratar de buscar una 
"buena solucion". La gran mayoria de los metodos de optimizacion converge hacia 
soluciones localmente optimas (pudiendo quizas oscilar en tome a ese optimo 0 acabar 
en un punto proximo a el). S in embargo, gran cantidad de problemas practicos presentan 
funciones de coste (0 funciones objetivo, si se refieren a maximizaciones) muItipolares. 
Garantizar que la solucion hall ada es el optimo global, que 0 se encuentra muy proxima 
(*) Se refiere esta sentencia a que las aludidas variables aparecen como conceptos mas elementales y 
primitivos en sus respectivos campos de la Fisica 0 de la Ingenieria donde residen. Generalmente se 
introducen antes, apareciendo la potencia y la energia como nuevas variables dependientes de aquellas. 
Por ejemplo, raro seria encontrar primero el concepto de energia cinetica y mas tarde el de velocidad. No 
obstante, carece de sentido entrar aqui en la discusi6n de que entendemos por mas fundamental 0 por que 
consideramos a estas ultimas mas fundamentales que las anteriores. 
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a el, resulta generalmente una cuestion inabordable con tiempos y capacidades de 
computo 0 de memoria limitados. Sin embargo, puede no resultar imprescindible, a 
veces ni si quiera ventajoso, llegar a la mejor solucion, sobre todo cuando [Diaz 96 ] : 
- los rangos posibles de mejora en la solucion no permiten beneficios 
substanciales; 
- los datos son poco fiables 0 el modele es solo aproximado. En este caso la 
solucion encontrada sera a la fuerza una aproximacion de la solucion real ; 
- la optimizacion sea solo un paso intermedio para la aplicacion de otro algoritmo 
desde un punto de partida adecuado; 
En estas situaciones es preferible buscar solo soluciones que sean mejores que la 
mayor parte de las posibles, incluidas otros optimos locales. 
c- Finalmente, para estructurar la gran variedad de metodos de optimizacion se propone 
la clasificacion taxonomica de la Figura 1 .3 .  En esta se distingue en primer lugar los 
metodos directos de los iterativos. Los primeros, que buscan una solucion analitica 
precisa de forma cerrada, estan muy limitados a problemas sencillos. Mas atm, a 
menudo ni siquiera resultan computacionalmente rentables frente a los segundos, cuya 
btisqueda se realiza paso a paso (piensese, por ejemplo, en la optimizacion cuadnitica, 
en la que hay que calcular matrices inversas 0 pseudoinversas; es comtin realizar estas 
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Fig.I.3 Clasifieaei6n de metodos de optimizaei6n 
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Centnindonos en los metodos iterativos, es habitual la distincion entre metodos 
analiticos y heuristicos. En los primeros la justificacion y modo de funcionamiento 
tienen un claro soporte matematico. Estos, a su vez, pueden dividirse en metodos de 
busqueda directa, que solo utilizan en el proceso valores de la funcion (p.ej el metodo de 
las variables locales 0 el de Hooke-Jeeves [Michavilla 85 ] ); metodos diferenciales, que 
utilizan ademas de los val ores de la funcion, los de sus derivadas parciales (p .ej .  los 
metodos del gradiente, del gradiente conjugado y de Newton [Michavilla 8 5 ]  ); y otros 
metodos que no pueden considerarse dentro de ninguna de estas dos subclases, como es 
el caso de Simplex, que resuelve problemas de optimizacion lineal [Chong 96 ] . 
La definicion que da Zanakis para los metodos heuristicos es la de 
"procedimientos simples, a menudo basados en el sentido comun, que se supone 
ofreceran una buena solucion (aunque no necesariarnente la optima) a problemas 
dificiles, de un modo facil y rapido" [Zanakis 8 1 ]  . Estos aun podrian subdividirse en 
aquellos que siguen una sola linea exploratoria, esto es, que un punto inspeccionado 
conduce al siguiente y asi sucesivamente hasta el final de la busqueda, y aquellos que 
siguen a la vez varios caminos de exploracion. Entre los primeros destacan el Temple 
Simulado, las Redes Neuronales y la Busqueda Tabu. Entre los segundos cabe 
mencionar a los Algoritmos Geneticos y a la Busqueda Grasp [Diaz 96 ] . 
1 .2.2- Tecnicas heuristicas 
Aunque el termino pro cede de la palabra griega heuriskein que significa encontrar 
o descubrir, estos procedimientos s610 pueden considerarse procesos de busqueda que, 
como se apuntaba en la definicion del apartado anterior, suelen finalizar en una solucion 
sUboptima. 
En los ultimos 20 ailos, el crecimiento exponencial de las capacidades 
computacionales ha permitido a estas tecnicas desbancar a los tradicionales metodos 
analiticos en muchas ocasiones y complementarIas en otras, y tambien afrontar 
problemas cuya solucion parecia infranqueable anteriormente. 
Todo ello ha conducido, a su vez, a la aparicion de nuevos algoritmos de busqueda 
y a un importante desarrollo en el campo de la complejidad computacional. 
En 10 que sigue se describen de forma introductoria los heuristicos antes 
enumerados. 
- El Temple Simulado (Simulated Annealing) hace uso de los conceptos de la 
Mecanica Estadistica, en particular, trata de emular el proceso termico para obtener 
estados de baja energia en un solido. En este proceso primero se reblandece el solido 
mediante calentamiento y luego se va enfriando lentamente para que las particulas 
vayan asentandose en estados de minima energia. Al pasar lentamente de una 
temperatura a otra mas baja, el solido va pasando por sucesivos estados de equilibrio 
termico, hasta llegar al estado final de minima energia. Si el enfriamiento es rapido, los 
niveles no corresponden a los de minima energia y el solido presentara imperfecciones. 
Kirkpatrick traslado este concepto al campo de la optimizacion [Kirkpatrick 83] 
haciendo corresponder las soluciones tentativas del problema y la funcion de coste, con 
estados diferentes del sistema y con su energia, respectivamente. Ademas se utilizaba un 
parametro de control que hacia las veces de temperatura del sistema. 
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Partiendo de una soluci6n inicial tomada al azar, se contemplan desplazamientos 
locales de esta soluci6n. Siempre que el nuevo punto inspeccionado presente menor 
energia que su predecesor, sera elegido como nuevo candidato, en caso contrario, 
tambien podra ser elegido aunque s610 con una cierta probabilidad, funcion del 
parametro de control. Para un determinado valor de este parametro, la solucion converge 
hacia un estado de equilibrio. Haciendo descender este parametro de control 
(temperatura) se va pasando por distintos estados de equilibrio hasta llegar a una 
soluci6n de energia minima en el caso ideal (con un numero infinito de puntos de 
equilibrio intermedios) y s610 "pequefia" en el caso real. 
- Los Algoritmos Geneticos [Holland 75] son procedimientos de busqueda 
inspirados en la evolucion natural y en la Genetica. En elIos siempre existe una 
poblacion de individuos que son soluciones posibles al problema de optimizacion. 
Dichos individuos se representan (codifican) de manera que sea sencilla la uni6n de dos 
de eUos (padres) para la obtencion de uno nuevo (hijo), proxima soluci6n tentativa del 
problema. 
Al igual que la seleccion natural y el traspaso genetico de padres a hijos son los 
motores fundamentales de la evoluci6n de las especies, en los AG, la elecci6n de 
individuos con menores funciones de coste (mas adaptados) y el cruce entre parejas de 
individuos van imponiendo el progreso de la poblacion, conduciendola hacia soluciones 
cada vez mejores. 
Ademas es comun incorporar un mecanismo que se aplica a los individuos 
esporacicamente y que altera alguna de sus caracteristicas (desplaza la soluci6n 
representada). Este mecanismo recibe el nombre de mutacion, por emular el proceso de 
la mutacion genetica y contribuye de forma importante en el proceso de busqueda, por 
abrir nuevas rutas de inspecci6n, al igual que en la Naturaleza ha posibilitado la 
aparicion de nuevas razas y especies. 
- La Busqueda Tabu, inicialmente propuesta por Glover [Glover 86 ] , es un 
procedimiento para guiar a un mecanismo de busqueda local, intentando evitar la caida 
en optimos locales. Esta busqueda selecciona el mejor de los movimientos posibles en 
cada paso, aunque permite e1 movimiento a soluciones peores que la actual, pudiendo 
asi escapar de la atraccion de optimos locales no globales. Para evitar que el proceso 
vuelva a un viejo optimo local, la busqueda clasifica un determinado numero de los mas 
recientes movimientos como "movimientos tabu" , que no pueden realizarse en un 
determinado intervalo de tiempo. 
- La Tecnica GRASP: del Ingles (Greedy Randomized Adaptive Search 
Procedure) es un procedimiento formulado por Feo y Rinde para solucionar problemas 
de alta complejidad [Feo 89 ] . Consta de dos fases, la de construcci6n y la de busqueda 
local. En la primera se busca una soluci6n tentativa de forma iterativa, eligiendo un 
elemento a cada paso. Este elemento se elige al azar dentro de una lista restringida de 
candidatos cuyas limitaciones aseguran que se vaya construyendo una soluci6n buena, 
aJ.lnque no necesariamente 6ptima. 
La busqueda local puede llevarse a cabo con tecnicas tipo gradiente 0 de cualquier 
otro tipo. La idea global de GRASP es producir una diversidad de buenas soluciones 
esperando que al menos una de ellas este en un entomo de la solucion optima 0 en el de 
una soluci6n de valor cercano al 6ptimo. 
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- Las Redes Neuronales artificiales son sistemas paralelos y distribuidos capaces 
de almacenar conocimiento experimental adquirido a base de ejemplos [Haykin 94 ] . Su 
estructura y funcionamiento bcisico estil, en cierto sentido, inspiradas en los 
mecanismos cerebrales, en particular en las conexi ones entre neuronas y en su capacidad 
para almacenar y transmitir informaci6n de forma distribuida. 
El elemento basico de proceso de una red neuronal es la neurona que presenta 
varias entradas y una salida. Los datos que aparecen a sus entradas son multiplicados 
por sendas constantes (sinapsis 0 pesos de la red), sumados y sometidos a una operaci6n 
no lineal antes de ser entregados a su salida. 
La red presenta varias neuronas conectadas entre sf de forma divers a y unida al 
exterior a traves de varias entradas y salidas. Globalmente se comporta como un sistema 
no lineal dependiente de los valores que tengan los pesos de la red. EI funcionamiento 
de la red se divide en dos fases: el entrenamiento y la ejecuci6n propiamente dicha. 
En la primera fase se presenta a la red una colecci6n de ejemplos que representen 
estadisticamente a la senal de entrada. Mediante un mecanismo interno, la red va 
modificando sus pesos en el sentido de hacer minima alguna funci6n de coste asociada 
con los datos de salida de la red. Este proceso se asemeja al de aprendizaje, por 10 que 
tambien recibe este nombre. 
En la fase de ejecuci6n, la red responde a las entradas segun su estructura original 
y los valores de los pesos fijados durante el aprendizaje. En esta segunda fase los pesos 
no varian. 
Aunque especialmente capacitadas para asumir tareas complejas de 
reconocimiento, clasificaci6n y control, algunas de sus variantes, como la red de 
Hopfield, pueden ser usadas como mecanismos globales de optimizaci6n global. Otras, 
como la de Kohonen pueden utilizarse para la optimizaci6n de algunos tipos particulares 
de problemas combinatorios [Diaz 96] . 
1 .3- Motivacion, objetivos y estructura de la Tesis 
Habida cuenta de la importancia creciente del problema de compresi6n de senales 
y de la complejidad del diseno de estos sistemas, en particular en los cuantificadores 
vectoriales, sobre todo al considerar los efectos debidos al ruido de canal, en esta Tesis 
se ha querido explorar las posibilidades que brindan los AG en el disefo de estos 
sistemas. Al respecto se plantean dos procedimientos distintos, cuyo esqueleto principal 
es un AG adaptado al problema. Su enfoque es diferente, como tambien 10 es el 
detenimiento y esfuerzo empleados en uno y otro: el primero (el AGCV) se presenta 
estudiado en detalle, justificada la selecci6n del valor de cada parametro y 
exhaustivamente probado. EI segundo (el AHCV) se expone como una tecnica posible, 
sin pulir ni probar de forma sistematica (ni siquiera los resultados publicados en 
[Malanda 98] se presentan aqui). S6lo se pretende definir esta nueva altemativa, ya 
abierta. 
A la par que estas tecnicas geneticas, tambien se incluye en este trabajo otro 
algoritmo heuristico para optimizar CV (el ARL) . Es este un nuevo metodo 
especificamente disenado para resolver el problema y que no se enmarca en ninguno de 
las corrientes heuristicas antes senaladas. Se incluye en esta Tesis por constituir una 
alternativa diferente, complementaria y novedosa a las tecnicas geneticas propuestas. 
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Mas concretamente, el objetivo principal de esta Tesis es mostrar la conveniencia 
de los metodos AGCV y ARL para la obtencion de librerias de codigo optimas en la CV 
cuando las condiciones del ruido en el canal son conocidas y estan dadas por su tasa de 
error de un bit. 
Tras este capitulo introductorio, la Tesis se estructura de la siguiente manera. En 
el Capitulo 2 se revisan los fundamentos; por un lado se repaSan los principios de la CV, 
desglosandola en dos partes, que hacen referencia a la presencia 0 ausencia de errores en 
el canal. Muy en particular, se detallan dos condiciones necesarias para el disefio de 
cuantificadores optimos: las Reglas de los Centroides y del Vecino Mas Proximo, ambas 
con versiones diferenciadas para las dos situaciones anteriores. 
Por otro lado, se explican, con intencion panoramica, a la vez que con cierto grado 
de detalIe, las Tecnicas Evolutivas, conjunto de metodos globales de optimizacion 
inspiradas en el mecanismo de Seleccion Natural de las Especies, entre las que destacan 
los Algoritmos Geneticos. 
En el Capitulo 3 se revisa el estado del arte, nuevamente separando el problema 
en los dos planteamientos anteriores (con 0 sin errores de canal). Para cada uno de elIos, 
se presenta una coleccion diversa de tecnicas, muchas de ellas, particularizaciones al 
problema tratado de metodos mas generales de optimizacion global. Es el caso de los 
Algoritmos Geneticos, el Temple Simulado, las Redes Neuronales 0 los Metodos Fuzzy. 
Otros, en cambio, son propuestas especificas para la optimizacion de CV. 
En la optimizacion de CV en presencia de errores de canal, las mencionadas 
tecnicas se dividen en tres grandes grupos: 
- aquellas que optimizan la asignacion de los indices binarios con que va a ser 
codificada una libreria de codigos previamente disefiada (generalmente 
optimizada para el caso de transmision sin error); 
- aquellas que llevan a cabo una optimizacion conjunta de vectores e indices, y 
- aquellas que realizan una optimizacion altemada e iterativa de vectores e indices. 
En el siguiente capitulo se describen las tecnicas algoritmicas pospuestas en esta 
Tesis. Segun se comentaba mas arriba, las dos primeras, el AGCV e el ARL se explican 
en detalle, mostrandose sus divers as altemativas, asi como las pruebas realizadas para 
determinar las mas adecuadas y para ajustar sus parametros. El AHCV se explica a un 
nivel mas conceptual, sin llegar a determinar una configuracion especificamente 
apropiada al 'problema, como se hace con los otros dos metodos 
El Capitulo 5 esta dedicado a los experimentos: ensayos de la cuantificacion 
vectorial de imagenes digitalizadas baj 0 distintas condiciones de ruido de canal. Se 
muestran comparaciones del AGCV y el ARL con tres tecnicas de reconocido prestigio 
en este campo y se extraen los resultados mas relevantes. 
A continuacion (Capitulo 6) se abren disquisiciones y expresan comentarios sobre 
algunos aspectos particulares del trabajo realizado, en particular, sobre los metodos 
planteados, los resultados obtenidos en las simulaciones y el propio planteamiento del 
problema. 
Es este ultimo punto el que abre paso a la Adenda, en el Capitulo 7, en la que el 
problema se reformula ligeramente, considerando que ahora los errores en el canal no 
estan dados por una tasa de error por bit (BER) fija y conocida, sino por un BER 
variable y solo descrito probabilisticamente, en terminos de su funci6n densidad de 
probabilidad. A partir de esto, se extienden para este nuevo caso, las expresiones para 
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calcular la distorsi6n total del proceso CV, asi como las condiciones de optimalidad 
para el diseiio de cuantificadores. Ademas se recogen algunos casos simplificados y un 
sencillo ejemplo que muestra la diferencia de este con el primer planteamiento. 
En el ultimo capitulo se extraen las conclusiones finales del trabajo, presentandose 
los aspectos ailn abiertos para mas detallado estudio, asi como nuevas propuestas para 
futuras investigaciones. 






































































2.1- Cuantificaci6n Vectorial 
2.1.1- Introducci6n 
La cuantificaci6n surge en aquellas situaciones en las que una variable de una 0 
varias dimensiones, que puede tomar valores dentro de un conjunto de cardinal finito 0 
infinito, qui ere ser expresada por medio de un segund� conjunto, finito, de cardinal 
inferior al primero. En la digitalizaci6n de senales anal6gicas el proceso de 
cuantificaci6n aparece de forma natural, pues variables con rangos continuos han de ser 
representadas por medio de un numero limitado de simbolos. 
Cuando es preciso cuantificar variables multidimensionales, cada una de sus 
componentes puede someterse por separado al proceso de Cuantificaci6n Escalar (CE). 
Sin embargo, cuando estas componentes contienen cierto grado de relaci6n unas y otras, 
resulta mas interesante, en terminos de eficiencia de la compresi6n, cuantificarlas 
conjuntamente. La Cuantificaci6n Vectorial (CV) se presenta as!, como la 
generalizaci6n natural de la CE de una a varias dimensiones. Gran parte de las ideas, 
tecnicas y algoritmos de diseno 0 implementaci6n relativas a la CV tienen su origen en 
sus equivalentes unidimensionales, aunque en otros muchos casos, esto no ocurre asi. 
Por otra parte, mientras que la CE es, sobre todo, un proceso unido a la 
digitalizaci6n de senales anal6gicas, la CV esta estrechamente ligada a la compresi6n de 
senales digitales, ya sean de naturaleza originaria anal6gica 0 digital. Por otra parte, 
tambien es frecuente el uso de la CV en aplicaciones de reconocimiento de patrones y 
clasificaci6n. 
Es el caso mas frecuente que las componentes de un vector sujeto al proceso de 
CV sean las muestras consecutivas de una senal unidimensional (p. ej . senales de voz 0 
audio) 0 de dos 0 incluso tres dimensiones (p. ej . imagenes 0 video). La CV de voz, 
audio, imagen y video ha tenido un importante crecimiento en los ultimos ailos, 
participando en mayor 0 menor medida en diversos estandares de compresi6n de estas 
senales [Bhaskaran 97], [Rao 96] . Otros tipos de sefiales como los electrocardiogramas 
tambien han sido sometidas a compresi6n por medio de CV [Mammen 90], [Wang 97]. 
En los siguientes apartados de este capitulo se revisara por separado la CE, la CV 
sin errores de canal y la CV con errores de canal. 
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2.1.2.1- Planteamiento 
 2. Funda mentos 
Mediante el muestreo, una senal analogica de una dimension x(t) es convertida en 
la secuencia x[n] (senal en tiempo discreto) obtenida como la sucesion de los valores de 
x(t) en los instante seleccionados { . .  t_1 , t o ' t l  , . .  } . Formalmente, 
x[n] = x(tn } , n=" ,- 1 ,  0, 1 ,  " .  (2.1.2.1 .1) 
Tras el muestreo, el proceso de cuantificacion asigna a cada muestra de x[n] un 
unico valor x[ n] perteneciente al conjunto finito C = {co , c 1 ' ' C L_1 } de vaiores de 




x( t)  Muestreo  x[ n  Cuantificaci6n  x[ n] 
Figura 2. 1 .  Muestreo y cuantificaci6n de una seiia! ana!6gica 
t 
n 
x[ n] . . . .  . . . . .  · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · CL-l 
n 
o Muestras sin cuantificar 
• Muestras cuantificadas 
Fig. 2.2 Senales anal6gica x(t), muestreada x[n] y cuantificada x[ n] . 
(2.1.2.1 .2) 
Asf se consigue expresar cualquier valor de la variable x con un alfabeto de 
dimension L, que a su vez puede representarse por medio de lOg2L bits 0 10gML 
simbolos M-arios. 
Conjuntamente la cuantificacion engloba los procesos de codificaci6n y 
decodificacion tal y como se muestra en la Figura 2.3 . 
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x   
Cuantificador 
Decodificador 
Fig. 2.3 Diagrama funcional de un cuantificador vectorial 
En la primera parte del proceso, al vector x perteneciente al conjunto S de todos 
los val ores que pueden llegar a la entrada, se Ie asigna el indice i, entre 0 y L-l ,  de 
acuerdo con una determinada regIa de codificaci6n: 
Cod(x)=i i E {O, I, . .  , L I} (2.1.2.1.3) 
Esta regIa es la que define al cuantificador y conlleva implicitamente una partici6n 
del espacio S en subespacios Sj formados por los vectores de S que son codificados con 
los distintos indices i :  
S j  = {x E S I Cod (x) = i } i=O, l ,  L- l .  (2.1.2.1.4) 
Sin perdida de generalidad puede pensarse que los intervalos Sj son crecientes 
(ocupan porciones cada vez mas a la derecha de la recta real) . De esta forma, llamando 
Xj a sus puntos extremos, estos intervalos pueden expresarse como S i = (x i , x  i+l ] (*) 
(Figura 2.4). El espacio completo de muestras de entrada sera el intervalo S = (xo , xd .  
. .  . 
!+-so -+! : : �s! -- . .  . . .  . . .  . . .  . . .  . . .  . . . 
-- x 
Xo X l  XL_! XL 
Fig. 2.4 Partici6n en la Cuantificaci6n Escalar 
Este proceso de codificaci6n es irreversible, en tanto en cuanto, el nfunero de 
elementos posibles de S sea mayor que L. 
En la segunda parte de la cuantificaci6n, al indice i se Ie asigna el vector Cj del 
conjunto C: 
Decod(i) = c j , c j  E C (2. 1.2.1.5) 
Al contrario que la codificaci6n, este SI que es un proceso reversible, ya que cada 
Cj tiene su indice i y viceversa. 
(0) Por conveniencia notacional hemos dispuesto que todos los intervalos Sj sean abiertos en su extremo 
inferior y cerrado en e l  superior; en vez de este criterio, pod ria haberse tornado otro diferente, con tal de 
que el conjunto de los Sj formara una partici6n de S. 
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El cuantificador se define como regular si e i E S i '  10 cual normalmente se 
cumple, pues de no ser as!, existirfa un sesgo intrfnseco en el proceso. En este caso, si 
los intervalos Si son crecientes, tambien los valores de cuantificaci6n Co , e l ,  , C L-1 
formanin una sucesi6n creeiente, como aparecen en la Figura 2.5. 
 Co 
Fig. 2.5 Partici6n y valores representantes en la Cuantificaci6n Escalar 
Finalmente, uniendo las leyes de los procesos de codificaci6n y decodificaci6n, se 
tiene la ley que gobiema el proceso global de la CE: 
(2.1.2.1.6) 
La funci6n caracterfstica del cuantificador dibujada en la Figura 2.6 muestra la 
operaci6n no lineal, irreversible y escalonada que esta cuantificaci6n efectua sobre las 
muestras de entrada x. 
Q(x) 
 CL· ! 
 
   X 
 




Fig. 2.6 Ley de cuantificaci6n 
Utilizando una medida cuadnitica del error y teniendo en cuenta el canicter 
probabilistico de la fuente x, plasmada en su funci6n densidad de probabilidad fx(x), la 
distorsi6n media del proceso viene dada por: 
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D  E{ llx - Q(x)I IJ  J fx (x)lx - Q(xtdx 
S 
L I  L- \  X i + 1  
= I J fx (x)lx - Q(xtdx = I J fx (x)lx - c i 1 2 dx i=O Si  i O xi 
(2.1 .2.1 .  7) 
 2. Fu ndamentos 
En esta expresi6n aparecen explicitamente los parametros de disefio del 
cuantificador: 
- la partici6n (funci6n de decodificaci6n) dada por los puntos Xj 
- la libreria de c6digos dada por los vectores Cj. 
2.1.2.2- Cuantificaci6n uniforme 
Un cuantificador uniforme es un cuantificador regular en el que los limites Xj estan 
equiespaciados y los valores de salida Cj son los puntos medios de estos intervalos : 
(2.1.2.2.1) 
(2. 1.2.2.2) 
En el caso en que los extremos Xo Y XL sean finitos, el range completo de 
cuantificaci6n sera: 
B=XL-XO (2. 1.2.2.3) 
Entonces este range se presenta dividido en L intervalos de cuantificaci6n 
identicos y de tamafio 
/). = 
B (2.1.2.2.4) L 
Asimismo los val ores de cuantificaci6n se encontraran equiespaciados, con una 
separaci6n de tamafio /). entre valores consecutivos: 
(2.1.2.2.5) 
En la figura 2.7 se presenta la funci6n caracteristica de esta cuantificaci6n. 
Q(X) 
X 
Fig. 2.7 Ley de cuantificaci6n uniforme 
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Independientemente de la funci6n densidad de probabilidad de x, el maximo error 
posible es de amplitud /1 / 2  . El cuantificador uniforme minimiza este error, 10 cal le da 
una gran robustez y Ie proporciona un comportamiento razonablemente bueno para gran 
variedad de senales. Por esta raz6n y por su simplicidad, es el cauntificador mas usado 
en la conversi6n AID. 
Cuando la funci6n densidad de probabilidad (f.d.p.) de x esta uniformemente 
distribuida en el rango de variaci6n de x, el error de cuantificaci6n tambien esta 
uniformemente distribuido en el intervalo ( -  ,  ] . La distorsi6n producida en todos 
los intervalos sera igual y de valor cuadratico medio dado par: 
D .  = 1 
t. 
2 2 1 /12 f E - d  E = ­
t. /1 12 
2 
que coincidira con la distorsi6n media de la cuantificaci6n. 
2.1.2.3- Cuantificaci6n no uniforme 
(2.1 .2.2.6) 
Cuando la distribuci6n probabilfstica de la fuente no es uniforme, el cuantificador 
uniforme no result a, en general, 6ptimo y, en muchos casos, puede originar ruido 
considerable en la senal cuantificada. La alternativa es el diseno de cuantificadares no 
uniformes, que sigan leyes de cuantificaci6n apropiadas para las senales con las que van 
a operar. Ademas de disminuir el ruido de cuantificaci6n, pueden aumentar el rango 
dinamico de la entrada sin aumentar el numero de niveles, 10 cual es especialmente 
interesante en senales de voz 0 music a, en las que el rango de variaci6n de amplitudes es 
elevado. 
Un modele general de cuantificaci6n no uniforme, con un numero finito de niveles 
es el mostrado en la Figura 2.8. 
 
Fig. 2.8 Esquema de cuantificaci6n no uniforme 
La entrada x es transformada mediante la funci6n no lineal y mon6tona G(x) 
obteniendose y, que es cuantificada linealmente y sometida al proceso G 1 (9) , inverso 
de G(x). 
Al primer m6dulo se Ie llama compresor, por el hecho de que normalmente G 
tiene pendiente suave para valores altos de la entrada y, por tanto, comprime la sefial en 
estos tramos. El tercer modulo, al ser inverso del primero, expande los valores antes 
comprimidos. EI sistema completo recibe el nombre de "compansor" ("compandor", en 
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terminologia anglosajona). En los compansores logaritmicos, la caracteristica de 
compresion G(x) es simetrica respecto del origen y trata de aproximarse en sus valores 
positivos a una funcion logaritmica. Este tipo de cuantificadores ha side muy utilizado 
para la compresion de voz y audio, senales en las que la mayor parte de las muestras se 
encuentran pro xi mas al nivel cera, pero que tambien contienen una buena porcion de 
amplitudes altas. 
EI uso de este tipo de cuantificadores permite una elevada Relacion Senal a Ruido 
de Cuantificaci6n en las muestras de pequeno tamafio, mientras que en las de mayor 
tamafio esta relaci6n no se degrada demasiado, de ahi su profusi6n y exito, en particular 
en los famosos compansores A y 11, cuya ley es lineal a tramos, dentra de una 
caracteristica con envolvente logaritmica [Gersho 92] . 
2.1.2.4- Condiciones de optimalidad 
El principal objetivo del disefio de un cuantificador es la obtenci6n de unos 
niveles de cuantificaci6n (libro de codigos) y una regIa de codificaci6n (regiones de la 
partici6n) que hagan minima la distorsi6n dada en (2. 1 .2. 1 .7). 
En general este problema no tiene una soluci6n cerrada explicita. Sin embargo 
existen dos condiciones necesarias para la optimalidad, que abren el camino a las 
diversas soluciones algoritmicas existentes. Ambas condiciones se derivan de la 
descomposicion del cuantificador en los procesos diferenciados de codificaci6n y 
decodificaci6n. 
2.1.2.4.1- Regia del Vecino Mas Proximo 
Esta regIa establece la ley de codificacion que minimiza la distorsion para un libra 
de c6digos dado. En esta situaci6n, el decodificador no entra en el diseno, por estar 
fijado por el libro de c6digos y el esquema de la Figura 2.3 puede representarse segun la 
Figura 2.9. 
x Codificador 
Fig. 2.9 Proceso conjunto de codificaci6n y decodificaci6n 
en un cuantificador escalar 
La ley de codificaci6n 6ptima en lenguaje natural puede enunciarse como la que 
"asigna a la muestra de entrada x el indice i correspondiente al nivel Cj que, entre los L 
posibles niveles del libro de c6digos, produzca minima distorsi6n". S i para la distorsi6n 
se toma una medida de error cuadnitica, opci6n empleada a 10 largo de to do el trabajo, 
esta ley puede formularse de forma analitica como: 
Cod(x) = i <=> Ix - cJ � Ix - eX 'If j = 0, 1, . .  , L - l  (2.1.2.4.1 .1) 
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Esto conduce a que las regiones Sj que definen la partici6n, esto es, aquellas 
[ormadas por todos los puntos x que son codificadores en el indice i, estan dadas por: 
j = 0, 1, . . , L - l  
X2 XL_2 XL_I 
      
 C2 CL_2 CL_I 
�SI -+. �8L_2� �So -- :'-82 -- :+-SL-l -- 
(2.1.2.4.1.2) 
Fig. 2.10 Partici6n y valores representantes en la Cuantificaci6n Escalar 
Volviendo al lenguaje natural, la regi6n Sj esta formada por los puntos de S que 
estan mas pr6ximos a Cj que a ningun otro Cj del libro de c6digos, como puede verse en 
la Figura 2. 1 0. El nombre de "Vecino Mas Pr6ximo" (VMP) queda, pues, sobradamente 
justificado. 
La ley dada en (2. 1 .2.4. 1 . 1 )  0 en (2. 1 .2 .4 . 1 .2) implica que los puntos Xi que 
de1imitan las regiones contiguas Sj_ l y Si se encuentran equidistantes de los niveles Ci-l y 
Cj, segun se puede observar tambien en Ia anterior figura. 
La RegIa del VMP, cuya formuIaci6n persigue obtener minima distorsi6n de 
cuantificaci6n, verdaderamente consigue minimizar la distorsi6n media del proceso. En 
efecto, teniendo en cuenta (2. 1 .2. 1 .7), se tiene que: 
(2.1.2.4.1.3) 
s s 
donde la primera integral se refiere a la distorsi6n media con la regIa de codificaci6n 
dada por el VMP: 
Cod(x)=i, . Decod(i)=cj (2.1.2.4.1.4) 
y la segunda integral se refiere a Ia distorsi6n media dada cualquier otra regIa de 
codificaci6n: 
Cod(x)=j DecodG)=cj (2.1.2.4.1.5) 
2.1.2.4.2- RegIa de los Centroides 
La segunda condici6n necesaria para la optimalidad se obtiene considerando fija la 
regIa de codificaci6n (partici6n) y hallando los niveles de cuantificaci6n (libro de 
c6digos) que minimizan la distorsi6n media del proceso dada por: 
L-I 
D(c ; )  = L Jfx (x)lx - c ; \ 2 dx (2.1.2.4.2.1) 
; 0 s ;  
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La minimizacion de cad a nivel Cj en cada region Sj puede realizarse de manera 
separada minimizando las funciones 
D j  = f fx (x)lx - cJdx , i=O, I ,  , L- l  (2.1 .2.4.2.2) 
Si 
Utilizando el Calculo Diferencial convencional, se llega a que los niveles Cj 
buscados estan definidos por [Gersho 92] : 
f fx (x)x dx 
c j = Si = f fx/Si (x) dx = E {x / x E S j } ffx (x) dx Si 
Si 
(2.1 .2.4.2.3) 
donde fx/S; (x) denota la funcion densidad de probabilidad de la muestra x condicionada 
a encontrarse en la region Sj y E {x / X E S  j } es la esperanza de x dentro de esta region. 
Puede observarse que los resultantes valores Cj coinciden con los val ores promedio 
(centros de masa) de las regiones Sj . 
Estas dos condiciones de optimalidad fueron publicadas por primera vez por 
Lukaszewicz y Steinhauss en 1955 [Lukaszewicz 55] y observadas por Lloyd [Lloyd 
57] y mas tarde por Max [Max 60], quienes las aplicaron al disefio de cuantificadores 
escalares. Es por ella que los cuantificadores que satisfacen ambas condiciones reciben 
el nombre de cuantificadores Lloyd-Max. 
2.1.2.5- EI algoritmo de Lloyd 
En general las dos condiciones de optimalidad no son suficientes para garantizar 
que el cuantificador sea optimo. El mismo Lloyd mostro contraejemplos de esta 
circunstancia [Lloyd 57]. Sin embargo, se pueden formular algoritmos basados en ellas 
que den soluciones localmente optimas. 
Se presenta a continuacion el procedimiento formulado por Lloyd en la anterior 
referencia. Su algoritmo parte de la generacion de un libro de codigos inicial. Aplicando 
la RegIa del VMP se obtiene la particion optima para este libro, tras la cual se aplica la 
RegIa de los Centroides, que obtiene la libreria optima para la recien caIculada 
particion. Estas dos reglas se van aplicando sucesivas veces de forma altemada, hasta 
que se decide acabar el proceso, generalmente cuando este deja de progresar de manera 
apreciable. 
Llamando C[m], S [m] y D[m] al libro de codigos, la particion y la distorsion en la 
iteracion m-esima respectivamente, definimos la iteracion el Lloyd como la aplicacion 
de la RegIa del VMP seguido de la de los Centroides (Figura 2. 1 1 ). El algoritmo de 
Lloyd queda expresado en los diagramas de la Figura 2 . 12 . 
23 
C[m], S[m] 
 2. Fundamentos 




Fig. 2.12.a Algoritmo de Lloyd 
(diagrama de flujo) 
Paso I .  Inicializacion del libro de cMigos 
Paso 2. Aplicacion de la Regia del VMP 
Paso 3 .  Aplicacion de la Regia de los 
Centro ides 
Paso 4. SI la distorsion se reduce, 
sal tar al Paso 2 
Paso 5 .  SI NO, 
parar 
Fig. 2.12.b Algoritmo de 
Lloyd (pseudoc6digo) 
Las dos reg las de optimalidad aseguran la evoluci6n siempre decreciente de la 
distorsi6n. El criterio de parada que normalmente se utiliza es el de observar si la 
disminuci6n relativa de la distorsi6n 
24 
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supera un cierto umbral. Si es asi, se continuan las iteraciones, SI no, se finaliza el 
proceso. 
2.1 .2.6- Diseiio basado en datos empiricos 
En la pnictica es dificil encontrar modelos analiticos precisos que describan las 
distribuciones probabilisticas de las fuentes de sefial que se quieren cuantificar. Lo mas 
habitual es contar con un numero suficientemente grande de muestras, que alberguen 
una descripci6n aproximada de la distribuci6n estadistica de estas sefiales. 
Llamemos "conjunto de entrenamiento" a este conjunto muestral : 
(2.1.2.6.1) 
La teoria estadistica nos permite asegurar [Papantoni 79] que la probabilidad 
relativa de encontrar algun elemento de V en el intervalo [x, x + !J. ] , definida segun: 
N Pr ob{ x E [x, X + !J.]) = _t, (2.1.2.6.2) 
N 
( Nt, es el numero de estos elementos contenidos en el anterior intervale y N es el 
numero total de elementos de V) se aproxima a la funci6n densidad de probabilidad de 
x, a medida que N crece y !J. disminuye: 




En estos casos, un camino valido para aplicar la RegIa de los Centro ides seria 
inferir, a partir de V, un modele analitico de la f.d.p. de la fuente x, a partir del cual 
llevar a cabo las integraciones de esta regIa, dadas en (2. 1 .2.4.2.3). 
Una segunda opci6n, mucho mas sencilla computacionalmente, ya que evita las no 
po cas complicaciones de la obtenci6n de la fx (x) y de la integraci6n numerica 
mencionada, es la de reformular la RegIa de los Centro ides considerando que el espacio 
S de la posibles entradas ahora es sustituido por V, esto es, por un espacio discreto de 
puntos conocidos. 
La funci6n de distorsi6n sera ahora: 
(2.1.2.6.4) 
donde Vi constituye la subpartici6n i del espacio V formada por las muestras de V que 
son codificadas con el indice i: 
Vi  {v E V / Cod (v)  i} = { v ij ' j  0, 1 ,  . .  , N i I} (2.1 .2.6.5) 
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La minimizaci6n de la funci6n de distorsi6n D dada en (2 . 1 .2.6.4) con respecto a 
Cj, conduce a la versi6n discreta y deterministica de la RegIa de los Centro ides [Gersho 
92] : 
(2.1.2.6.6) 
Puede notarse que nuevamente los puntos Cj corresponden a los centros de mas a 
de las subparticiones Vi ' 
A su vez, la RegIa del VMP, atendiendo exactamente al mismo razonamiento que 
se veia en el disefo a partir de funciones probabilisticas, puede expresarse segun: 
Cod (v) = i � Iv cJ � Iv c J V j = 0, 2, . .  , L - 1 (2.1 .2.6.7) 
10 cual conduce a que las sUbparticiones 6ptimas de V sean ahora: 
(2.1 .2.6.8) 
El Algoritmo de Lloyd descrito en la Figura 2 . 14 podni ser aplicado, unicamente 
modificando las reglas anteriores y utilizando la funci6n de distorsi6n dada en 
(2. 1 .2.6.4). 
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2.1.3- Cuantificaci6n Vectorial sin errores de canal 
En este apartado se extiende el concepto de cuantificacion a variables de varias 
dimensiones. Unicamente se tratara aquf el caso en el que el canal no introduce errores, 
dejandose para secciones siguientes el caso del canal ruidoso. 
La consideracion de ausencia de errores en el canal tiene una motivacion diversa. 
Por una parte esta ha sido una premisa en el disefo de cuantificadores vectoriales en los 
que, debido a la tecnologia empleada 0 a la proteccion adicional incorporada, los errores 
de transmision se consideraban despreciables. 
Por otra parte, esta formulacion constituye un punto de partida mas sencillo a la 
hora de disefiar cuantifcadores vectoriales que sf tienen presente los errores en el canal. 
Partiendo de cuantificadores concebidos para operar sin ruido, bien afiadiendo bits 
redundantes para evitar 0 corregir posibles errores de canal [Atal 93], 0 bien 
reordenando las asignaciones de vectores a simbolos transmitidos para minimizar el 
efecto de tales errores [Wu 93], [Zeger 87], se han conseguido soluciones de buenas 
prestaciones en este tipo de problemas. 
Por ultimo, buena parte de las tecnicas y algoritmos de disefio de CV proceden de 
una natural extension al caso del canal ruidoso de sus versiones ideadas para 
condiciones de canal sin ruido (veanse [Farvardin 87] y [Farvardin 9 1 ]  por una parte, y 
[Linde 80] y [Kumazawa 84] por otra, por citar dos ejemplos importantes). 
2.1 .3.1 - Planteamiento 
La CV se plantea en los siguientes terminos. Sea S el espacio de vectores que se 
quiere cuantificar, que se supone conexo y de dimension D. Sea x un vector generico 
perteneciente a S . Se pretende representar este espacio mediante el conjunto de L 
vectores, tambien de dimension J: 
(2.1.3.1 .1) 
que recibe el nombre de libro 0 libreria de c6digos. A su vez, los vectores de {C} son 
llamados vectores c6digo. 
Al igual que en el caso escalar, se puede dividir la CV en dos procesos 
diferenciados, el de codificaci6n y el de decodificaci6n (Figura 2. 1 3). 
x   Decodificador 
Cuantificador 
Fig. 2.13 Diagrama funcional de un cuantificador vectorial 
Con la codificaci6n se asigna al vector x el indice i perteneciente al intervalo 
{O, 1 , . .  , L - I} , siguiendo una ley de codifcaci6n concretada "a priori". 
Tambien ahora la regia de codificaci6n impone una partici6n del espacio S en 
regiones 0 sUbparticiones Sj dadas por: 
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 2. Fundamentos 
(2.1.3.1.2) 
Tal como aparece en la Figura 2. 14, los subespacios Sj forman una particion del 
espacio S :  
L- I 
USi = S  (2.1.3. 1.3.a) i=O 
L-I 
nSj = 0  (2.1.3. 1.3.b) j=O 
Dicha particion define, a su vez y sin ambiguedad, la regIa de codificacion. 
En la decodificacion se extrae el vector codigo cj al recibirse el fndice i :  
Decod(i) = cj (2.1.3.1 .4) 
Globalmente, mediante la cuantificacion, el vector x es convertido en uno de los 
vectores c6digo, en particular en aquel asociado a la region Sj que contiene a X (Figura 
2. 1 5) : 
(2.1 .3.1.5) 
Fig. 2.15 Vectores c6digo Cj asociados a las regiones Sj. 
Cuanto mas se aproxime la salida cj a la entrada x ,  mejor se considerani el 
cuantificador. Se llama error de cuantificacion a la diferencia entre los valores de 
entrada y salida: 
(2.1 .3.1.6) 
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Como, en general, x es un vector generico de S que atiende a una distribuci6n 
probabilistica (conocida 0 no), la figura de ruido que se tiene en cuanta es el error 
cuadnitico medio de la cuantificaci6n, 0 distorsi6n cuadratica media, dada por la 
esperanza del m6dulo al cuadrado del vector 8" :  
(2.1.3.1. 7) 
donde el simbolo E(v) define la esperanza de una variable aleatoria generica v, y 
I ia - 1)112 es la distancia euclidea entre dos vectores genericos a y b .  
Esta distorsi6n es funci6n de la distribuci6n probabilistica de la sefal x , a traves 
de su f.d.p. [x, del libro de c6digos C y de la regIa de decisi6n del decodificador dada 
por la partici6n de S en las regiones Sj . Con todo ello, la distorsi6n anterior puede 
obtenerse por medio de la expresi6n integral : 
L-J 
D = I f fx (x)llx - Q(x)11 2 dx (2.1.3.1 .8) i=O Sj  
El discurso de los parrafos anteriores se situa sobre la panoramlca de la 
compresi6n con el fin de obtener representaciones compactas de la sefial de cara a su 
almacenamiento. Si cambiamos al plano de la comunicaci6n de sefiales, los bloques de 
codificaci6n y decodificaci6n anteriores siguen siendo vMidos, pero ahora el indice i va 
a ser enviado por un canal de transmisi6n. Si este no introduce errores, el mismo indice i 
sera obtenido en recepci6n, al otro extremo del canal, por 10 que la Figura 2. 1 seguira 
sirviendo para describir el sistema, y todas las explicaciones y expresiones anteriores 
continuaran siendo vMidas. Si, por el contrario, el canal es ruidoso y genera errores en la 
transmisi6n, no se tendra la certeza de que al final de esta llegue el mismo indice i que 
se envi6 y la CV precisara una pequefia reformulaci6n. Esto se detallara en el apartado 
2. 1 .4. 
2.1 .3.2- Diseiio de cuantificadores optimos 
La distorsi6n anterior es funci6n de la regIa de codificaci6n y del libro de c6digos. 
Al igual que en el caso escalar, no existe una soluci6n explicita para minimizar esta 
funci6n. Sin embargo, pueden encontrarse dos condiciones necesarias de optimalidad, 
extensiones al caso vectorial de las Reglas VMP y de los Centro ides. 
2.1 .3.2. 1- Regia del Vecino Mas Proximo 
Partiendo de un libro de c6digos {C} fijo, esta ley establece cuM debe ser la regIa 
de codificaci6n (partici6n del espacio S) que hace minima la distorsi6n D. El mismo 
razollmiento aplicado en la secci6n 2 . 1 .2.4. 1 a la CE conduce, en el caso vectorial, a la 
regIa de decisi6n dada por: 
(2.1.3.2.1 .1)  
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que asigna al vector de entrada x el indice que identifica al vector c6digo mas pr6ximo 
a 61 (que produce error cuadratico minimo) entre todos los vectores c6digo. Esta ley 
conduce a una partici6n del espacio S en regiones Sj dadas por: 
j = o, 1, . . , L - 1  (2.1.3.2.1.2) 
2.1.3.2.2- RegIa de los Centroides 
Considerando fija la regia de codificaci6n (partici6n del espacio S), el mejor 
conjunto de vectores c6digo sera aqu6l que minimice la distorsi6n dada en (2. 1 .3 . 1 .8). 
Aplicando . de nuevo elementos basicos de CMculo, puede llegarse a que estos 
vectores estan dados por [Gersho 92] : 
f fx (x)x dx 
C j = = f fxJs ; (x) dx = E {x / x E SJ  S; 
(2.1 .3.2.2.1) 
S; 
donde fx/s. (x) denota la funci6n densidad de probabilidad del vector x condicionado a 
I 
encontrarse en la regi6n Sj y E {x I X E S  j } es la esperanza de x dentro de esta regi6n. 
Puede observarse que estos vectores coinciden con los centr�s de masa 
(centroides) de cada una de las regiones Sj, de ahi el nombre de esta regIa. 
2.1.3.3- EI algoritmo LBG 
Al igual que en el caso escalar, las dos reglas vistas son necesarias pero no 
suficientes para lograr la optimalidad. A continuaci6n se presenta un algoritmo en el que 
se van sucediendo altemada e iterativamente ambas reglas. Este algoritmo no es sino la 
extensi6n natural del algoritmo de Lloyd considerando que ahora, en el caso vectorial, 
se han de aplicar las correspondientes versiones de las Reglas del VMP Y de los 
Centroides, asi como la nueva funci6n de distorsi6n dada en (2. 1 .3 . 1 .8) . Por ello, es 
frecuentemente referenciado como algoritmo de Lloyd Generalizado 0 GLA 
(Generalized Lloyd Algorithm). Tambi6n se Ie da el nombre de algoritmo LBG por ser 
los autores Y. Linde, A. Buzo y R. M. Gray quienes introdujeron primero esta 
generalizaci6n en el disefio de cuantificadores vectoriales [Linde 80}, aunque la idea ya 
habia sido apuntada antes en el contexte de la clasificaci6n estadistica [Forgey 65], 
[MacQueen 67] . 
Aqui se adopta el segundo acr6nimo, dejando el t6rmino OLA para la 
generalizaci6n que surge al considerar posibles errores en la transmisi6n debidos al 
ruido en el canal, tema que sera tratado en apartados posteriores. 
En definitiva, el algoritmo LBO puede ilustrarse con identicos diagramas 
funcionales y pseudoc6digo que el algoritmo de Lloyd. 
Llamando ahora iteraci6n LBG al bucle basico basado en aplicar la nuevas Reglas 
del VMP y de los Centro ides (Figura 2. 1 6), se puede representar el funcionamiento del 
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C[m], SCm] 
Fig. 2.16  lteraci6n LBG 




Fig. 2.17.a Algoritmo LBG 
(diagrama de flujo) 
Paso 1 .  Inicializaci6n del l ibro de c6digos 
Paso 2. Aplicaci6n de la RegIa del VMP 
Paso 3 .  Aplicaci6n de la Regia de los 
Centro ides 
Paso 4. SI la distorsi6n se reduce, 
saltar al Paso 2 
Paso 5. SI NO, 
parar 
Fig. 2.1 7.b Algoritmo LBG 
(pseudoc6digo) 
Igualmente el algoritmo se detendnl cuando el descenso de la distorsi6n relativa 
D [ ] = D[ m - 1] - D[ m ] r m D[m] 
en una iteraci6n del bucle no supere un umbral minimo. 
(2. 1.3.3.1) 
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Nuevamente, como la descripcion analitica de la f.d.p. del vector x no suele ser 
frecuente, se recurre a utilizar un conjunto de entrenamiento 
(2.1.3.4.1) 
que represente estadfsticamente la distribucion de x .  
Paralelos a los desarrollos del caso escalar encontramos las nuevas formulaciones 
para la distorsion media del proceso y las Reglas del VMP y de los Centroides. 
La distorsion media quedani: 
N l 
D = L Ilvp - Cod(vp )112 p=O (2.1 .3.4.2) 
Llamando Vj al subconjunto de V con aquellos vectores que son codificados con 
el fndice i, esto es: 
Vj = {v E V / Cod (v) = i} (2.1 .3.4.3) 
se tendni que la distorsion media dada en (2. 1 .3 .4.2) podni ponerse como la suma de las 
distorsiones parciales Dj asociadas a cada region [Gersho 92] : 
(2.1.3.4.4) 
La RegIa del Vecino Mas Proximo se formulani ahora segun: 
(2.1 .3.4.5) 
10 cual implica que las particion del conjunto de entrenamiento V este formada por los 
subconjuntos Vj dados por: 
j = 0, 1, . . , L - 1 
La Regia de los Centro ides sera ahora [Gersho 92] : 
_ 1 N j l _  c j = - L v jj Nj j=O i=O, 1 ,  L- l 
(2.1.3.4.6) 
(2.1.3.4.7) 
Conviene destacar el caso en que alguna de estas regiones se encuentre vacfa. Si 
esto es asf esta ultima expresion no serfa valida para el fndice i correspondiente con esa 
region. Normalmente este problema se arregla eliminando dicha region y dividiendo 
alguna region no vacia en dos. Puede tomarse para ella la region con mayor distorsion 
Dj, aquella con mayor distorsion relativa D j IN j 0 bien la region mas poblada. 
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Para la divisi6n de estas regiones [Furui 89] se toman dos vectores c6digo muy 
pr6ximos al vector c6digo de la regi6n elegida y se aplica sobre ellos la RegIa del VMP. 
EI cuanto al algoritmo LBG, este podni aplicarse en el caso empirico tal y como se 
describe en el apartado 2. 1 .3 .3 teniendo en cuenta la nueva formulaci6n de las Reglas de 
optimalidad y de la distorsi6n. 
2.1.3.5- Cuantificaci6n Vectorial Constrefiida 
La CV tal como se ha descrito en los apartados anteriores es la manera mas 
eficiente de representar un vector cuya distribuci6n de probabilidades se conoce, bien 
formalmente a traves de su f.d.p., bien estimativamente, mediante un conjunto de 
vectores de entrenamiento suficientemente representativo. Sin embargo, cuando la 
libreria de c6digos es grande, tanto la complejidad en la busqueda del VMP en el 
codificador como los requerimientos de almacenamiento en el codificador y en el 
decodificador, ambos proporcionales al tamafio de esta libreria, pueden llegar a ser 
excesivos. Por otra parte, en la fase de disefo es conveniente utilizar conjuntos de 
prueba de varios miles de muestras (decenas 0 incluso centelwres de miles de pixeles, en 
el caso de imagenes). 
Todo ello impone severas limitaciones en el tamafio de las librerias, 10 cual 
redunda, a su vez, en unas prestaciones quizas menos elevadas de 10 deseable. 
Es corriente reducir la complej idad de los cuantificadores vectoriales imponiendo 
restricciones a su manera de operar, de forma que la busqueda se real ice sobre conjuntos 
mas reducidos de vectores. Ello conducira a representaciones no 6ptimas del espacio de 
muestras de entrada, pero hara po sible utilizar libros de c6digos mas extensos, con los 
que se podran alcanzar mas altas prestaciones que en el caso general sin restricciones. 
En la pnictica estos sistemas son mucho mas comunes que la CV no sujeta a 
restricci6n, existiendo una inmensa variedad de tipos, y versiones hibridas, no dejando 
de aparecer en la bibliografia especializada. Entre ellos cabe destacar los cuantificadores 
estructurados en arbol, clasificados, transformados, particionados, sin media, ganancia­
forma, multietapa, jerarquicos, etc. 
2.1 .3.6- Cuantificaci6n Vectorial con memoria 
La CV detallada en las anteriores secciones y las enunciadas en el apartado 
precedente tratan de eliminar la redundancia entre las muestras que componen el vector. 
Esto es, el caracter de estas codificaciones es vector a vector, sin tener presente la 
posible correlaci6n entre vectores pr6ximos en el tiempo 0 adyacentes en el espacio. Si 
verdaderamente esta correlaci6n es significativa, resulta interesante poder hacer uso de 
ella en el proceso de cuantificaci6n. Entramos en el terreno de la CV con memoria. En 
esta linea, los cuantificadores vectoriales predictivos tratan de predecir un vector de 
muestras a partir de vectores anteriores; seguidamente extraen la diferencia entre el 
vector de entradas y su predicci6n y cuantifican vectorialmente este vector diferencia. 
Por otra parte, cuando las caracteristicas estadisticas de la entrada varian en el 
tiempo (0 en las distintas dimensiones espaciales, si nos referimos a imagenes) un CV 
fijo, como los vistos hasta ahora presenta graves inconvenientes. Para mantener una 
calidad aceptable debe ser capaz de cubrir todo el rango de variaci6n del vector de 
entradas, 10 cual supone un tamafio muy grande para la libreria de c6digos. Con libros 
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de c6digos moderados los cuantificadores vectoriales presentanin distorsiones elevadas. 
Los cuantificadores vectoriales adaptativos son aquellos en los que la libreria de c6digos 
varia a 10 largo del tiempo (0 de las variables independientes existentes) para adecuarse 
a la estadistica local observada a la entrada. Por otro lade hay cuantificadores que unen 
estos conceptos con los esquemas de la cuantificaci6n constrefiida, de forma que existen 
cuantificadores en los que se van adaptando las medias, 0 las ganancias, etc. 
2.1.3.7- Cuantificaci6n Vectorial de tasa de bits variable 
La asignaci6n de diferente numero de bits a los distintos vectores cuantificados 
proporciona un nuevo grado de libertad con el que componer codificadores mas 
eficientes, llamados "de tasa de bits variable", 
Algunas aplicaciones de compresi6n no estan disefiadas para esperar una cadencia 
regular de muestras a su entrada, en particular aquellas que tienen que ver con 
almacenamiento de audio 0 video 0 con redes de comunicaci6n de paquetes. Son por 
ella especialmente adecuadas para el empleo de estas tecnicas de codificaci6n. Tal es el 
caso de la compresi6n y recuperaci6n de bases de datos de imagenes 0 la distribuci6n de 
video bajo demanda. 
Si, por el contrario, el sistema po see una tasa de transmisi6n fija, la utilizaci6n de 
codificaci6n de tasa de bits variable requiere la inclusi6n de hardware adicional para el 
almacenamiento y sincronizaci6n de los datos. Incluso en estos casos puede ser 
interesante su uso si la calidad final del sistema as! 10 indica. 
Incorporando divers as estructuras de la CV constrefiida, se formulan distintas 
maneras de construir cuantificadores de tasa de bits variable: CV de dimensi6n variable, 
CV forma-ganacia de tasa variable, CV multietapa de tasa variable, CV estructurado en 
arbol podado, etc. 
Tanto las tecnicas de VQ constrefido, como las diferenciales 0 adaptativas, 
abarcadas en la categoria de VQ con memoria, 0 las codificaciones de tasa de bits 
variable se encuentra fuera del planteamiento y objetivo de la presente Tesis, por 10 que 
no se describen con mas detalle. Muchas de ellos junto con otras tecnicas asociadas a la 
CV se recogen en el libro de A. Gersho y R. M. Gray [Gersho 92], obra verdaderamente 
indispensable en cualquier estudio sobre esta materia. 
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2.1.4- Cuantificaci6n Vectorial con errores de canal 
Las aplicaciones de telefonia movil y comunicaciones por satelite, de tanta 
expansion en nuestra decada hacen imprescindible la consideracion de los posibles 
errores en la transmision de las senales a traves de estos sistemas [Atal 93], [Gibson 96] . 
En este apartado se revisan y generalizan a la nueva situacion de canal ruidoso los 
conceptos, planteamientos y tecnicas de diseno vistos en el apartado anterior. 
2.1.4.1- Planteamiento 











Figura i1s Sistema de Cuantificaci6n Vectorial en presencia de errores de canal 
I;�c distorsi6n debida a la disparidad entre la entrada x: y la salida cj resulta de la 
combinaci6n de dos factores : 
- el propio proceso de cuantificaci6n, 
- el posible error en la transmisi6n del indice i. 
Para analizar con mayor facilidad esta segunda componente es conveniente 
describir la CV con un poco mas de detalle. En vez de suponer que i es enviado 
directamente, asumiremos que existe un alfabeto de L simbolos B = {bo '  b i ' ,b L 1 } 
binarios 0 de otro tipo, aptos para la transmision. 
En un principio puede pensarse ("asignacion natural") que el indice i es 
transmitido a traves del simbolo bi, Y que en recepcion, si llega el simbolo bj, se asociara 
al indice j .  
En caso de no existir errores de canal, que asociaci6n se establezca entre indices y 
simbolos es irrelevante, pues la distorsion del proceso s610 tendni que ver con el proceso 
de cuantificacion, esto es, con la libreria de codigos y con la regIa de codificacion. Sin 
embargo, cuando el canal es ruidoso y se originan errores en la transmision, tal 
asociacion puede jugar un papel importante en las prestaciones del sistema. Segful la 
Figura 2. 1 9, debido al ruido de canal, se recibe el simbolo bj, aunque el transmitido 
habia sido el bi' por 10 que se obtiene a la salida el vector codigo cj que dista de la 
entrada x una cantidad dada por Ilx - C j 11 2 . 
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Si en vez del conjunto B, se hubiera tenido el conjunto B ', formado por los 
mismos elementos que B, pero ordenados de diferente manera, tras enviar el sfmbolo 















Figura 2.1 9  Sistema de Cuantificaci6n Vectorial en presencia de errores de canal 
Cj ' , que distarfa de la entrada la cantidad I lx - cj ' li z . 
En general, 
(2.1.4.1.1) 
por 10 que, dado un mismo conjunto de simbolos, dependiendo de la asignacion que se 
haga entre estos y los indices resultantes del codificador, se obtendnin mejores 0 peores 
cuantificadores vectoriales. 
En este punto es conveniente introducir la funcion I1 que establece una 
asignacion biunivoca entre los L indices del libro de codigos C y los del alfabeto B<*), 
basado en la,siguiente directriz: "cuando el indice i sea seleccionado en el codificador, 
se transmitini el simbolo b i" elemento i ' -esimo de B". 
Formalmente: 
i � I1(i) = i ' 
i ' -;. B(i ') = b i ' 
i = 0, 1, . .  , L - 1 
i' = 0 ,  1 , . .  , L - 1  
(2.1.4.1.2) 
(2.1.4.1.3) 
('J En ultimo termino, puede entenderse que la funci6n de asignaci6n IT es la que define la asociaci6n 
biunivoca entre los indices del libro de c6digos C y los simbolos del alfabeto B. Sin embargo, con el 
animo de c1arificar las explicaciones se presenta esta correspondencia en dos pasos separados: asignaci6n 
de indices y decodificaci6n de simbolos. 
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Este mecanismo constituye el bloque que hemos Hamado "modulador" y aparece 
desglosado en la Figura 2.20. 
Alfabeto de 
b ,  simbolos 
Fig. 2.20 Esquema del "modulador" 
La funci6n de asignaci6n II puede expresarse facilmente por medio de la lista 
B n  = {II(O) , II(l) , , II(L - i)} 
que sera una de las L !  permutaciones posibles de la lista 
B nN = {o, 1, , L - 1} 
correspondiente a la "asignaci6n natural". 
(2.1.4.1 .4) 
(2.1.4.1 .5) 
EI bloque denominado "demodulador" tiene funci6n y estructura mversa al 
modulador (Figura 2.2 1 ). 
Alfabeto de 
b ' simbolos 
Fig. 2.21 Esquema del "demodulador" 
j 
El codificador de simbolos extrae el indice j '  cuando ei llega el simbolo bj< 
(2. 1.4. 1.6) 
A continuaci6n la funci6n II-I ,  inversa a la funci6n de asignaci6n II ,  transforma 
el indice j '  en el j ,  que sera entregado al decodificador: 
n(j') = j (2. 1.4. 1. 7) 
Globalmente, se tendra el esquema de la Figura 2.22. 
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c ·  
Libreria de 
C6digos 
Fig. 2.22 Sistema de Cuantificaci6n Vectorial en presencia de errores de canal. 
Por claridad notacional, de ahora en adelante se eliminani la tilde de i '  y j '  
quedando siempre implicita la dependencia con la funci6n de asignaci6n I1 de los 
terminos siguientes: 
b i, --* b i 
b i' --* bj 
i' --* i 
j ' --* j 
cj' --* cj (2.1.4.1.8) 
Cuando sea conveniente, no obstante, se volveni a la notaci6n con tildes. 
2.1.4.2- Medida de la distorsi6n 
Similar a la expresi6n (2. 1 .3 . 1 .7) la distorsi6n media del proceso es, de nuevo, la 
esperanza del error cuadnitico medio entre la entrada y la salida: 
(2.1.4.2.1) 
Antes de obtener una expresi6n para D en funci6n de los panimetros del sistema, 
es preciso reparar sobre los dos procesos aleatorios presentes en este, que supondremos 
independientes entre S1, dado su distinto origen: por una parte, la entrada x 
caracterizada por su f.d.p. y por otro, los posibles errores en la transmisi6n de s1mbolos. 
Estos pueden ser caracterizados por el juego de probabilidades: 
i = 0, , L - l  
j = 0, , L - l  
(2.1.4.2.2) 
que indican la probabilidad de que el s1mbolo bj sea recibido cuando se transmiti6 el bi, 
para todos los posibles simbolos en transmisi6n y recepci6n. 
Teniendo en cuenta s610 el segundo de estos componentes aleatorios, la distorsi6n 
resultante, cuando a la entrada se tenga el vector generico x ,  perteneciente a la region 
generica Sj seni: 
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L \ 
d . =  - C · II dx XI  JI J 2 j=O (2.1.4.2.3) 
integrando esta medida de distorsi6n "individual" a 10 largo de toda la extensi6n de Sj, 
se tendni la distorsi6n asociada a esta regi6n: 
L- \ 
D i = t f x (x) d xi dx = fs r  x (x) L Pji Ilx - C j 112 dx , ' j=O (2.1.4.2.4) 
Por ultimo, la distorsi6n global buscada resulta de sumar las distorsiones parciales 
de las L regiones Sj : 
L - \  L - \  L \ 
D =  L Di = L t fx (X)L Pji IIX - Cj I1 2dx i=O i=O ' j=O (2.1 .4.2.5) 
Obsevando esta expresi6n, hay que hacer no tar que la distorsi6n, ademas de ser 
funci6n de la distribuci6n probabilfstica de la fuente ( fx (x) ,  del libro de c6digos 
empleado ( cj ) y de la regIa de codificaci6n (Sj), tambien depende de la distribuci6n de 
los errores de canal y de la funci6n de asignaci6n I1 (plasmados ambos en los 
parametros Pjj) . 
De (2. 1 .4.2.5), sin mucha dificultad, se puede llegar a expresar esta distorsi6n 
como composici6n de dos terminos, uno ligado al proceso de cuantificacion y otro a los 
errores que introduce el canal [Farvardin 90] : 
(2. 1.4.2.6) 
siendo c i el centro ide (centro de masas) de la regi6n Sj: 
�  x fx (x) dx 
c i = 1 fx (x) dx , 
(2. 1.4.2.7) 
Y Pi la probabilidad de que el vector x se encuentre en esta region: 
(2. 1.4.2.8) 
Si el decodificador del cuantificador vectorial atiende a la RegIa de los Centroides 
(la obtenida para el caso no ruidoso en (2. 1 .3 .2.2. 1 » , entonces, 
i  0, , L - l  (2.1 .4.2.9) 
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. con 10 que el primer sumando de (2. 1 .4.2.6) se corresponde con la distorsion de fuente 
(la que habria en el sistema si no existieran errores de canal) : 
L-l 
Dp = L 1. fx (x)llx - Cj 112 dx j;O I (2.1.4.2. 10) 
mientras que el segundo sumando se corresponde con el ruido debido al canal 
(distorsion de canal): 
(2.1.4.2.1 1) 
Se tiene, por tanto, que la distorsion global del sistema es suma de la distorsion de 
fuente y la de canal : 
(2.1.4.2.12) 
No obstante, si las anteriores Reglas no estan presentes, ambas distorsiones 
estanln interrelacionadas. 
Sin embargo, cuando existe ruido en el canal, la anterior regIa no resulta optima. 
Como se explicaba en los Apartados 2 . 1 .4.4 y 2 . 1 .4.6, la RegIa Generalizada de los 
Centro ides era la optima, no siendo equivalente, en general, a su version "no ruidosa". 
S i la probabilidad de error en el canal es reducida ambas reglas son proximas. En 
cualquier caso, incluso sin estar presente ninguna de las anteriores reglas, la distorsion 
total del sistema esta acotada por la suma de la distorsion de fuente y la distorsion de 
canal [Zeger 87] : 
(2.1 .4.2.13) 
2.1.4.3- Caracterizaci6n del canal 
Un canal ruidoso y sin memoria, se caracteriza por las probabilidades Pji descritas 
en el apartado anterior. 
Considerando que los simbolos son binarios y que el tamaiio de la libreria de 
codigos L es potencia de 2 : 
(2.1.4.3.1) 
sin perdida de generalidad, se puede convenir que el alfabeto B de simbolos siga la 
ordenaci6n natural : 
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b 1 = {OO . .  Ol} 
b L_ 1  = {1 1 . .1 1} '-.r- 
M bits 
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Por su parte, asumiremos que el canal es simetrico, quedando su comportamiento 
completamente descrito por la probabilidad de error de un bit (PEB) de magnitud E :  
PEB = Prob{ ' l' �'O'} = Pr ob{ 'O' �'1'} = E (2.1.4.3.3) 
Segun to do 10 anterior, la probabilidad Pji vendni dada por [Farvardin 90] : 
(2.1.4.3.4) 
siendo I lb l ,  b2 1 1ham la distancia Hamming entre los binarios de igual longitud bl Y b2 dada 
por el numero de bits diferentes que tienen. 
2.1.4.4- Condiciones de optimalidad 
Para un canal dado, la distorsion media del proceso, seglin las explicaciones de las 
secciones anteriores, es funcion de la regIa de codificacion dada por la particion {S} , 
del decodificador dado por el libro de codigos {C} Y de la funcion de asignacion Il .  
Existen condiciones de optimalidad para {S} Y para {C} semejantes a las del · 
caso no ruidoso, que veremos a continuacion. Sin embargo, aqui tampoco existe un 
procedimiento global analitico para optimizar D. 
2.1.4.4.1- Regia Generalizada del Vecino Mas Proximo (RGVMP) 
Para un libro de codigos {C} y una asignacion Il dados, se obtiene la particion 
{S} optima con las mismas consideraciones que para el caso escalar 0 el vectorial no 
ruidoso : la entrada x: se asignani al vector codigo que conduzca a la minima distorsion. 
Si el codificador elige el indice i (el vector codigo elegido es ci ), la distorsion tendni 
una magnitud dada por: 
L I 
L Pji l lx: - cj l l 
j=O 2 
(2.1.4.4.1 .1) 
Se pretende que esta distorsion sea siempre menor 0 igual que la que pudiera 
haberse obtenido si x: hubiera sido codificado en cualquier otro indice: 
L \ L-I 
L Pji l iX - cj ll � L Pjp llx cj ll j=O 2 .  j=O 2 \i p = O
, 1 ,  . .  , L - l . (2.1.4.4.1.2) 
Para que esta desigualdad se cumpla siempre, basta definir las subparticiones en 
funcion de los vectores codigo, de acuerdo con: 
If P � 0, 1, . .  , L l.} 
(2.1.4.4.1.3) 
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Considerando fijos la particion {S} Y la funcion de asignacion TI .  Tambien 
mediante un desarrollo matematico sencillo se puede llegar a que los centroides 
optimos, aquellos que conducen a una minima distorsi6n D, estan dados por [Miller 94] : 
L- l 
I Pjj • Pj • C j  
Cj  
I Pjj . p j j;O 
i O, I ,  L- l (2.1 .4.4.2.1) 
donde Pi es la probabilidad dada en (2. 1 .4.2.8) de que el vector x se encuentre en la 
region Sj, Pji es la probabilidad dada en (2. 1 .4.3 .4) de que el simbolo enviado bj sea 
recibido como el bj Y C j es el centroide de la regi6n Sj expresado en (2. 1 .4.2.7). 
2.1.4.5- EI Algoritmo de Lloyd Generalizado (GLA) 
Este algoritmo, extensi6n al caso ruidoso del algoritmo LBG, es debido a H. 
Kumazawa [Kumazawa 84] y tambien puede encontrase en [Farvardin 90] y [Miller 
94] . 
Al igual que con el algoritmo de Lloyd y con el LBG, las dos reglas de optimalidad, 
ahora en sus versiones generalizadas, son aplicadas altemada e iterativamente. 
Llamando iteraci6n GLA al bucle ba.sico consistente en aplicar las nuevas reg las 
RGVMP Y RGC (Figura 2.23), se puede representar el funcionamiento del algoritmo 
completo, segun los diagramas de la Figura 2 .24. 
Igualmente el algoritmo se detendni cuando el descenso de la distorsion relativa 
D [ ] = D[ m - 1] - D[m] r m D[m] 
en una iteraci6n del bucle no supere un umbral minimo. 
� C[m], S[m] 
Fig. 2.23 Iteraci6n GLA 
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sl 
Fig. 2.24.a Algoritmo GLA 
(diagrama de flujo) 
2.1.4.6- Diseno basado en datos empiricos 
Paso I .  Inicializaci6n del libro de c6digos 
Paso 2. Aplicaci6n de la RGVMP 
Paso 3 .  Aplicaci6n de la RGC 
Paso 4. SI la distorsi6n se reduce, 
sal tar al Paso 2 
Paso 5 .  SI NO, 
parar 
Fig. 2.24.b Algoritmo GLA 
(pseudoc6digo) 
Nuevamente, como la descripcion analitica de la f.d.p. del vector x: no suele ser 
frecuente, se recurre a utilizar un conjunto de entrenamiento 
(2.1.4.6.1) 
que represente estadisticamente la distribucion de X: .  
Paralelos a los desarrollos del caso escalar y del vectorial sin errores de canal 
encontramos las nuevas formulaciones para la distorsion media del proceso y las reglas 
RGVMP y RGC. La distorsion media quedara: 
N-l 
D = L Ilv p - Cod( v p )11 2 
p=o 
(2.1.4.6.2) 
Llamando Vj al subconjunto de cardinal Nj de V con aqueUos vectores que son 
codificados con el indice i, esto es: 
(2.1.4.6.3) 
se tendra que la distorsion media dada en (2. 1 .4.6.2) podra ponerse como la suma de las 
distorsiones parciales Dj asociadas a cada region: 
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(2.1.4.6.4) 
La RegIa del Vecino Mas Proximo se formulara ahora segun: 
L-\ L-\ 
Cod (v) = i � I Pj; 11x: - cj l l � I Pjp llx: - cj l l \i p = 0, 1, . . , L - l j=o 2 j=O 2 
(2.1 .4.6.5) 
10 cual implica que la particion {V} del conjunto de entrenamiento V consistira en los 
subconjuntos Vi dados por: 
\I P = 0, 1, . .  , L - l.} 
(2.1.4.6.6) 
La RegIa de los Centroides quedara igual que en (2. 1 .4.4.2. 1 ) :  
L-I 
L Pj; • P j • cj  
ci = 
L Pji · P j j=O 
i O, I ,  L- l (2.1.4.6.7) 
s610 que ahora la probabilidad Pj de que el vector v se encuentre en la region Vj estara 
dada por: 
N .  
p. = _J J N 
j o, I ,  L- I (2.1.4.6.8) 
El problema de que alguna de estas regiones se encuentre vada no tiene la 
gravedad que en el caso no ruidoso, de donde surgia una indeterminaci6n en el calculo 
de los centroides segun (2. 1 .3 .4.7), circunstancia que no ocurrira con su version 
generalizada dada en (2. 1 .4.6.7) Y (2. 1 .4.6.8). 
En cualquier caso, no tiene mucho sentido tener regiones vadas, por 10 que estas 
se suelen eliminar con el mismo procedimiento que se explicaba en la seccion 2 . 1 . 3 .4 
para el caso no ruidoso. 
El cuanto al algoritmo GLA, este podra aplicarse en el caso empirico tal y como 
se describe en el apartado 2. 1 .4.5 teniendo en cuenta la nueva formulaci6n de las reglas 
de optimalidad y de la distorsi6n. 
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2.2- Tecnicas Evolutivas 
2.2.1- Introduccion 
Queremos recoger bajo este nombre el gran abanico de tecnicas heurfsticas de 
optimizacion basadas en la evolucion de una poblacion de individuos (tentativas 
soluciones al problema planteado) sometidas a diversas leyes de seleccion y alteracion. 
Estos procedimientos se articulan de tal modo que los individuos que suponen mejores 
soluciones al problema son elegidos y los peores eliminados. Mas tarde los primeros son 
sometidos a uno 0 varios procesos de transformacion que dan lugar a la creacion de 
nuevos individuos cuyas caracteristicas proceden en parte de sus antecesores y en parte 
son incorporadas de forma aleatoria. EI proceso continua con nuevas y sucesivas 
selecciones y alteraciones que conduciran, previsiblemente, a individuos muy 
adaptados, esto es, a soluciones de buenas prestaciones en el problema. 
La relacion de estos procedimientos con las ideas darwinianas de la Seleccion 
Natural y la Evolucion de las Especies es evidente. En realidad estos metodos tratan de 
emular el simple, elegante, cruel e incomparablemente eficaz mecanismo por el cual las 
especies naturales han ido perfeccionandose, adecuandose a su entomo a 10 largo de su 
Historia. Este "juego de la "vida" no es otro que el "ensayo y error biologico" en el que 
la funcion de optimizacion es la supervivencia de las especies, segun la escolastica 
tradicional darwiniana [Darwin 76] 0 la de los genes, atendiendo a las nuevas 
formulaciones genetistas [Dawkins 93] .  
S i  la Evolucion Natural ha logrado individuos, especies y genes adecuados a 
entomos variadisimos, cambiantes y a menudo hostiles, esto es, soluciones de enorme 
grado de sofisticacion y perfeccion ante problemas de semejante magnitud, quizas sea 
tambien valida, aun tan solo en sus lineas maestras, para dar soluci6n a diversos 
problemas que se planteim en la Ingenieria 0 en otras ramas del saber y que al hombre Ie 
resultan complicados. Este argumento, al lade de las capacidades computacionales cada 
vez mayores de los ordenadores parece haber desencadenado en las ultimas tres decadas 
el surgimiento de una pleyade de tecnicas basadas en las anteriores ideas, que resuelven 
un sinfin de problemas de optimizacion y que aparecen en la literatura con diversos 
nombres: Algoritmos Geneticos [Holland 75], Estrategias Evolutivas [Schewefel 8 1 ] , 
Programas Evolutivos [Michalewicz 92], Evolucion Simulada [Fogel 9 1 ], Metodos 
Darwinianos [Zhang 93], 0 Algoritmos Evolutivos [Hoffmeister 9 1 ] .  
En general, la diferencia entre unos y otros se encuentra en la forma de representar 
a los individuos, los mecanismos de seleccion, y procreacion y la incorporacion 0 no de 
optimizadores locales. En las secciones siguientes se describen algunas de las 
altemativas mas frecuentes para estos elementos. 
Entre los mecanismos de procreacion, merecen mencion especial dos grupos 
fundamentales: los de cruzamiento 0 cruce, que crean uno 0 varios individuos nuevos 
(hijos) a partir de individuos existentes (padres); y los de mutacion que operan de forma 
individual sobre cada individuo, variando sus caracteristicas en mayor 0 menor grado. 
No se puede conduir esta Introduccion sin presentar a un componente 
fundamental en todas las tecnicas evolutivas, implicito en varios de los mecanismos 
antes enunciados: la aleatoriedad. Estas tecnicas, induida la Evolucion Natural de las 
Especies, confian en la ejecucion no deterministica de los procesos. Si la generacion de 
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varios individuos nuevos a partir de dos padres siempre diera lugar a hijos identicos, se 
mermaria la capacidad exploratoria al reducir el numero de observaciones diferentes en 
el espacio de busqueda. Al incluir aleatoriedad en el cruce se asegura que los hijos 
tengan gran probabilidad de ser diferentes, eliminando la contrariedad anterior. 
Por otro lado, el operador mutaci6n constituye en esencia un "difusor" de 
movimiento aleatorio entre los miembros de una poblaci6n, tambien con el objeto de 
"saltar" a posiciones nuevas en la busqueda, complementando al operador de cruce, 
segun se explican't mas adelante. 
Generalmente tambien se dota de aleatoriedad a los procesos de selecci6n. El 
argumento es similar: permitiendo que los individuos peor dotados tengan alguna 
probabilidad de ser seleccionados se conseguira que la busqueda tenga un caracter mas 
global y flexible posibilitando que alguno de los caminos de exploraci6n sea en algunos 
momentos poco propicio. Basta el simil del fertil valle situado tras la montana; para 
llegar a el (soluci6n adecuada al problema) a partir de una altiplanicie (soluci6n 
intermedia) sera preciso recorrer la montana (soluci6n inadecuada) . 
2.2.2- Formulaci6n basica 
Sea x una soluci6n generica perteneciente al espacio S de posibles soluciones al 
problema de optimizar la funci6n f(x) y sea: 
(2.2.2.1) 
una poblaci6n de T individuos que progresan a 10 largo de las generaciones t. 
En un programa evolutivo generico, una vez generada una poblaci6n inicial P(O), 
se la sometera repetidas veces a los procesos de evaluaci6n, selecci6n y procreaci6n 





Fig. 2.2S.a Programa evolutivo 
(diagrama de funcional). 
Paso 1 .  Inicializaci6n. 
Paso 2. Evaluaci6n de individuos 
(libros de c6digo tentativos). 
Paso 3. Sl se ha l legado a la convergencia 
o ya se han sucedido un cierto 
numero de generaciones, PARAR. 
Paso 4. Seleccionar los individuos mas 
adaptados (padres) .  
Paso 5 .  Pro crear nuevos individuos 
(hijos). 
Paso 6.  VOL VER al Paso 2. 
Fig. 2.2S.b Program a evolutivo 
(pseudoc6digo) . 
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2.2.3- Representacion de individuos 
En general la variable x podra contener varias componentes (variables 
unidimensionales continuas 0 discretas) estructuradas de fonna diversa: escalares, 
vectores, matrices, listas, grafos, etc. En principio, 10 mas riatural es,que los individuos 
tomen la representacion que originalmente se Ie da a x. 
Sin embargo, para la aplicacion de los operadores de procreacion y seleccion, a 
veces puede ser ventajoso que adopte otra representacion. Veamos las opciones mas 
corrientes: 
a- Representacion binaria 
Una de las representaciones mas habituales que se da en las tecnicas evolutivas es 
la codificacion binaria, segun la cual todas las componentes de x se expresan en fonna 
de cadenas de bits (simbolos binarios que pueden tomar los valores 0 0 1 ). Si, por 
ejemplo, x consta de J componentes: 
(2.2.3.1) 
a cada una de ellas Ie sera asignado un numero Mi de bits: 
x -- [ B � �  � ��� J 
'- '- 
xo XI X2 
Fig. 2.26 Represnetaci6n binaria de individuos 
Como se esquematiza en la figura, la variable x quedara representada por la ristra 
}-1 
de M = I M j bits resultantes de concatenar las representaciones binarias de las 
i=O 
componentes Xi unas a continuacion de las otras. 
S i estas Xi son variables continuas, implicitamente se esta considerando una 
cuantificacion sobre las mismas, por el hecho de que ser expresadas con un nlimero 
finito de bits. Asi pues, si la componente Xi toma valores en el intervalo [Xii, Xis] (el 
subindice "i" se refiere a "inferior" y el "s" a "superior"), solo se podran expresar 2 Mj 
puntos diferentes en este intervalo, 10 que significa que el tamafio de los intervalos y 
saltos de cuantificacion (asumiendo cuantificacion unifonne) sera de: 
� i  
o meJor, 
� i  X is - X ii 2Mj 1 
(2.2.3.2) 
(2.2.3.3) 
si queremos que los puntos Xii y X is sean incluidos en los valores de cuantificacion. 
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El exito de la representacion binaria de los datos ha ido estrechamente unido al de 
una de las tecnicas evolutivas de mayor profusion: los Algoritmos Geneticos (AG) 
[Holland 75], [Goldberg89]. En realidad, junto a dos operadores de procreacion, la 
mutacion y el cruce geneticos, que luego veremos, la representacion binaria constituye 
uno de los elementos definitorios de los AG en el conjunto de las tecnicas evolutivas. (I) 
La representacion binaria de los datos en los AG esta estrechamente vinculada a 
los anteriores operadores y es, en esencia una simplificacion de la dicotomia en el 
mundo natural entre individuos y genes. La informacion genetica de los organismos 
vivos, ya sean animales, plantas, bacterias 0 virus esta contenida en los cromosomas 
presentes en cad a una de sus celulasY) Estos constituyen los pIanos de la construccion 
y funcionamiento del individuo, las complej isimas indicaciones de como este ha de 
crecer y comportarse. Existen, por tanto, dos perspectivas 0 contextos: uno el del propio 
individuo, su estructura corporal y su forma de relacionarse con el entorno (fenotipo); 
otro, el de su representacion, consistente en los mencionados pIanos, los cromosomas 
(genotipo ) . 
EI hecho de la creacion de un ser a partir de otro u otros de la misma especie, 
piedra angular del cicIo de la vida, se efectua principalmente en el contexte de los genes. 
En el momento de concebirlo, 10 que los padres entregan fisicamente al hijo son sus 
pIanos geneticos (los del hijo), engendrados a partir de una "barajada" combinacion de 
los suyos (los de los padres), no Ie dan partes de sus cuerpos, sus propios ojos 0 brazos. 
Por otra parte, las alteraciones aleatorias que surgen de forma esporadica en los 
individuos de una especie, para que tengan alguna significacion evolutiva, han de 
realizarse en el contexte genetico, pues si no, no pasaran a las siguientes generaciones y 
se extinguiran irremisiblemente.(3) Las alteraciones esporadicas en los contenidos 
geneticos de los individuos se llaman mutaciones geneticas y corresponden a "errores de 
copia" de los pIanos cromosomicos que los padres entregan a los hijos. 
Como ya se ha apuntado, los AG tambien operan en un doble plano, en el que los 
individuos se expresan y son modificados a partir de una representacion binaria, aun 
cuando corresponden a las variables objeto de la optimizacion, que toman valores en 
otros domini os. 
En el mundo natural, todas las celulas de un individuo contienen identicas copias 
de sus cromosomas. EI numero de cromosomas en una especie concreta es fijo (46 en el 
hombre), aunque varia de especie en especie. Cada cromosoma esta formado por una 
molecula de ADN constituida, a su vez, por un par de cadenas de nucIeotidos enrolladas 
en espiral. Los nucIeotidos son pequefas moleculas organicas de cuatro tipos distintos: 
Adenina, Guanina, Citosina y Timina. La sucesion de estos elementos determina los 
(I)  En realidad, la fonnulaci6n de Holland es un poco mas general, incluyendo representaciones de 
sfmbolos de reducido cardinal. Por otra parte, tambien se suelen considerar geneticas las representaciones 
mediante cadenas de enteros en los problemas de optimizaci6n combinatoria. 
(2) EI caso particular de los virus sera sucintamente explicado mas adelante, al hi lo de dos operadores 
geneticos avanzados inspirados en los virus y su supuesto papel en la evoluci6n de otras especies. 
(3) En este respecto, el hombre, con su cu ltura e Historia, s f  que representa una excepcion, puesto que es 
capaz de propagar sus conocimientos a generaciones ven ideras por medios no geneticos. 
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distintos genes. Por tanto, se puede decir que la informacion genetica de un individuo 
esta codificada en simbolos cuatemarios. 
Sin embargo, en este punto los AG no han seguido la analogia con la Naturaleza 
incorporando la mas sencilla simbologia binaria. Esta eleccion ha estado condicionada 
probablemente por la madurez de la Electronica Digital y de la Logica Computacional, 
ambas cimentadas sobre codificaciones y operaciones binarias (fisicas 0 logicas). En 
cualquier caso, 10 cierto es que esta representacion es la que presenta la informacion de 
una variable desglosada en un mayor numero de elementos sobre los que pueden actuar 
los operadores de procreacion, que mas tarde comentaremos. 
Es mas, la evaluacion de una poblacion de M individuos representados de forma 
binaria puede dar mucha mas informacion sobre la superficie inspeccionada que la que 
se obtendria usando otra codificaciones, por ejemplo, en punto flotante. 
Pongamos un ejemplo. Supongamos que se quiere optimizar la funcion 
f(x) = 1 - COS(27t �) 
100 
(2.2.3.4) 
en el intervalo [ 1 0,80] y que se dispone de individuos (cromosomas) de 5 bits, que 
expresaremos con la notacion: 
(2.2.3.5) 
Suponiendo una cuantificacion uniforme del espacio de busqueda y que se 
incluyen los extremos l O y 80 en el conjunto de valores cuantificados, la resolucion 
(diferencia entre dos valores cuantificados contiguos) vendra dada por: 
/)" = 80 - 10 = 2.25 8 1  
2 5  - 1  
y la relacion entre los bits bi y el valor de x: 
4 




Imaginemos que una poblacion esta formada por 4 individuos (puntos) con los 
siguientes valores : 
x Rx Bx Be f(x) 
(individuos) (Representa- (Representa- (Representa- (Funcion de adaptacion) 
cion real) cion binaria) cion entera) 
Xl 39.3548 o 1 1 0 1 1 3  0.3799 
x2 64. 1935 1 1 0 0 0  24 1 .7782 
x3 28 .0645 0 1 0 0 0  8 0.0 1 85 
X4 52.9032 1 0 0  1 1 1 9  l . l 8 1 4  
Tabla 2.1  
Se puede ver que X2 y X4 son soluciones mucho mejores que Xl  y X3, siendo esta 
ultima particularmente poco adecuada. Esta informacion es accesible para ambas 
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representaciones. En realidad, es independiente del tipo de representacion de los datos, 
pues solo depende de f(x) y, por tanto, de x. 
Sin embargo, el papel mareadamente relevante del bit b4 0 el earaeter de menor 
importaneia del bit bo es algo partieularmente aeeesible a una representaeion binaria, 
como la aqui descrita. 
En este momenta resulta interesante introducir el concepto de patron de similitud 
o esquema, como 10 denomina Holland [Holland 75]. Este es un subconjunto de todos 
los individuos posibles que tienen uno 0 varios de sus bits con valores fijos. Por 
ejemplo, 1 *0** es el esquema de todos los individuos cuyo bit b4 es 1 y b2, el O. 
Con la evaluacion en paralelo de individuos representados de forma binaria, no 
solo se procesan (evaluan) individuos, sino tambien esquemas. El numero de esquemas 
procesados en cada generaeion del AG es del orden de M3 [Goldberg 89]. Este 
sorprendente resuItado, tan favorable si se tiene en cuenta que el numero de individuos 
evaluados es de M, se Ie conoce con el nombre de "Paralelismo Implicito". 
A pesar de la elegante propuesta de la representacion binaria de los datos, de sus 
solidos y sencillos fundamentos matematicos ("Paralelismo Implicito, Teoria del 
Esquema", etc. [Holland 75], [Goldberg 89]), de su facilidad para ser creados y 
manipulados, y de su caracter general y robusto, presenta importantes carencias a la hora 
de resolver problemas de cierta complejidad. Como relata Michalewicz: "las 
representaciones binarias no son siempre apropiadas para problemas altamente 
constreftidos y otras representaciones son frecuentemente mas naturales" [Michalewicz 
93, pg.53] . 
En la misma linea se pronuncia Davis, qui en defiende el uso de representaciones 
especificas en el dominio concreto de la aplicacion [Davis 9 1 ] .  
En el caso de la presente Tesis tambien resuIta mas natural la representacion en 
punto fiotante de los datos, como se vera mas adelante. 
b- Representacion mediante listas de enteros 
En algunos tipos importantes de problemas combinatorios se trata de encontrar la 
mejor ordenacion posible de una lista finita de elementos conocidos. Tal es caso del 
conocido Problema del Viajante de Comercio (Traveling Salesman Problem en 
terminologia sajona, 0 mas sencillamente TSP). Consiste en que un agente de comercio 
tiene que atravesar un conjunto de N ciudades con el proposito de recorrer la minima 
distancia posible, pasando por todas ell as unicamente una vez. 
Nombrando a las ciudades con un numero entero de la 1 a la N, las distintas 
soluciones al problema 10 constituyen las N! permutaciones posibles de la lista 
{I, 2, . .  ,N} . La lista 
(2.2.3.8) 
expresa la solucion segun la eual el viajante visita primero la ciudad i ] ,  luego la i2 y asi 
hasta la iN  
Hay general consenso entre la comunidad especializada de que la representacion 
binaria de este tipo de problemas es inadecuada [Whitley 89], debido principalmente al 
fuerte condicionamiento que impone la estructura de los datos. Es preferible y a la vez 
mas natural, que estos se expresen directamente como listas de enteros. 
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En otros problemas combinatorios como son, por ejemplo, los de "coloreado de 
graticos", planificaci6n y particionado [Michalewicz 92] tambien la representaci6n 
entera suele ser mas adecuada que la binaria. 
2.2.4- Mecanismos de selecci6n 
La primera parte para el paso de una generaci6n a la siguiente en las tecnicas 
evolutivas es la selecci6n de los mejores individuos para su posterior modificaci6n 0 
procreaci6n. Sin embargo, la manera de seleccionar los individuos mas adecuados es 
diversa. Veamos tres de los mecanismos mas utilizados: 
a- Selecci6n Aleatoria Proporcional a la Funci6n de Prestaciones [Goldberg 89] 
Llamaremos funci6n objetivo a la funci6n f(x) que se trata de optimizar. La 
funci6n de prestaciones F(x) 0 de "adecuaci6n" ("fitness") debe indicar el grado de 
bondad de la soluci6n y debe tomar valores siempre positivos y tanto mayores cuanto 
mayor sea f(x) en caso de maximizaci6n 0 cuanto menor sea f(x), en caso de 
minimizaci6n. 
Asi, por ejemplo, si se trata de maximizar la funci6n f(x) y se sabe que esta toma 
siempre valores positivos, puede hacerse que la funci6n de prestaciones coincida con la 
funci6n objetivo: 
F(x)=f(x) (2.2.4.1) 
Si, por el contrario, si se trata de minimizar f(x), se puede hacer que: 
F(x) A-f(x) con f(x) � A, \fx E S (2.2.4.2) 
siendo A una cota superior de la funci6n f(x) y S el espacio de las soluciones posibles. 
En general, f(x) se podra escalar de la forma: 
F(x) CJ f(x)+C2 (2.2.4.3) 
eligiendo las constantes Cl y C2 de tal forma que F(x) sea siempre sea mayor 0 igual a 
cero y que crezca cuando se trate de maximizar f(x) 0 decrezca cuando se quiera 
minimizar f(x). 
De forma aun mas general, se podra aplicar a f(x) cualquier funci6n g( ) mon6tona 
creciente (maximizaci6n) 0 decreciente (minimizaci6n): 
F(x) G(f(x» (2.2.4.4) 
aunque esto no suele ser 10 habitual . 
Una vez elegida la funci6n de prestaciones, la selecci6n de un individuo de una 
poblaci6n de tamafio T se efectua de la siguiente manera: 
1 - Obtener la funci6n de prestaciones de cada individuo de la poblaci6n 
5 1  
i=I ,2, T. 
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(2.2.4.5) 
2- Obtener la cantidad porcentual de "adecuaci6n" correspondiente a cada 
individuo xi: 
(2.2.4.6) 
EI conjunto de las Pi formani un esquema de probabilidades: 
(2.2.4.7) 
3- Dividir el intervalo [0, I ]  en subintervalos concatenados de tamafio Pi como 
muestra el dibujo. 
0 I 
   PI  pz 
Fig. 2.26 
4- Extraer una realizaci6n de una variable aleatoria uniformemente distribuida en 
[0, 1 ] .  
5 - Elegir el individuo del intervalo subintervalo i-esimo donde se inc1uya e l  valor 
que ha tornado la variable aleatoria lanzada segun 4. 
De esta forma los individuos se eligen con una probabilidad mas alta, cuanto 
mayor sea su funci6n de adecuaci6n, siguiendo las pautas de la selecci6n natural 
darwiniana, por las que las especies mas adaptadas al medio son las mas aptas para la 
supervlvenCla. 
b- Selecci6n por Rango [Baker 85] 
Cada individuo es seleccionado proporcionalmente al rango de su funci6n objetivo 
y no a la magnitud que toma esta. EI algoritmo es el siguiente: 
1 - Se ordenan las T soluciones de f(Xi) (i=I ,2, , T) en orden de menor a mayor. 
Al mejor individuo se Ie da orden M y al peor, orden I .  
2- Se transforma linealmente este ordenamiento: 
g(x) A rex) + B (2.2.4.8) 
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donde A Y B son constantes positivas a determinar y rex) es el rango (orden) 
obtenido en 1 .  
3 - S e  aplica la selecci6n aleatoria proporcional a las prestaciones sobre el 
resultado de 2. 
La motivaci6n de este mecanismo es doble: por un lade impide que en las 
primeras generaciones, unos pocos individuos de buenas prestaciones inunden 
completamente la poblaci6n (problema del "superindividuo"). Por otra parte, en las 
ultimas etapas del algoritmo, gran cantidad de individuos, incluidos los mas adaptados, 
tienen prestaciones parecidas, por 10 que su difusi6n en la poblaci6n a traves del sesgo 
de la selecci6n es incierta. Al atender al rango y no a la funci6n objetivo se sigue 
favoreciendo de forma sostenida a los individuos mejores, aun cuando la diferencia con 
el resto no sea muy notable. 
c- Selecci6n por Tomeo [Goldberg 9 1 ]  
Segun este procedimiento, estudiado por Brindle [Brindle 8 1 ]  se eligen al azar S 
individuos de la poblaci6n y se selecciona el mejor de ellos. 
Este ultimo proceso de selecci6n puede hacerse de forma probabilistica 
proporcionalmente a la funci6n de adecuaci6n [Fogel 9 1 ] .  
2.2.5- Mecanismos de  cruce 
El cruce 0 entrecruzamiento se presenta como un operador de procreaci6n de gran 
importancia en las tecnicas evolutivas, en general, y en los AG, en particular. 
Mediante el cruce, a partir de dos individuos (padres), se crea un individuo nuevo 
(hijo) . Este tomara sus caracteristicas (valores de sus componentes) del padre, de la 
madre, 0 de ambos de forma combinada, incluyendo siempre cierta aleatoriedad en estas 
elecciones. La razon de ser de este mecanismo, tanto en los AG como en la propia 
evoluci6n natural es que la exploraci6n en el espacio de representacion (dominio de 
datos en los AG 0 acervo genico en el mundo natural) es mucho mas rica y eficiente de 
esta manera, pudiendose unir buenas caracteristicas de ambos pro genitores , 
obteniendose en algunos casos individuos hijos mejores que los padres. En otros casos, 
se combinaran "malas" caracteristicas de los padres, resultando individuos peor 
adaptados al entomo. La seleccion hara que los "buenos" individuos prosperen y los 
"malos" no, haciendo valido este mecanismo. 
Normalmente en los AG la influencia de cada padre es simetrica, en plena 
consonancia con el mundo biol6gico en el que cada componente genetico del 
cromosoma del hijo puede proceder del padre 0 de la madre con igual probabilidad, a 
pesar de que en las especies heterosexuales, tanto la estructura corporal como el 
comportamiento familiar y social del individuo este fuertemente marcado por su sexo. 
2.2.5.1- Cruce en cadenas binarias 
Existen varias altemativas. Entre ellas destacan las siguientes: 
a- Cruce por un Punto [Holland 75] 
 2. Fundamentos 
En los AG tradicionales, en los que los datos estan representados por cadenas 
binarias (cromosomas) de tamafio fijo, el cruce entre dos individuos puede realizarse 
enfrentando a sus dos cromosomas, eligiendo al azar un punto de cruce y uniendo la 
parte derecha del primer cromosoma con la izquierda del segundo y viceversa, como se 
muestra en la Figura 2.27. 
{ 
PI : 1 0 0 1 0 1 1 
Cromosomas 1 1 0 0 1 1 0 padres P2 : 
punta de cruce 
Cromosomas 
{ 
hI : 1 0 0 1 :  1 1 0  
hijos 
h2 : 1 1 0 0 0  1 1 
Figura 2.27 Mecanisma de Cruce par un Punta 
b- Cruce Generalizado [De Jong 75] 
Es similar al anterior, s610 que el nfunero de puntos de cruce es arbitrario (Figura 
2.28). 
{ 
PI : 1 0 : 0 1 0 :  1 1 0 1 
Cromosomas LO  0 1 :  1 0 1 0 padres P2 : 1 
puntas de cruce 
Cromosomas 
{ 
hI : 1 0 0 0  1 : 1 1 o 0 
hijos 
h2 : 1 LO  1 0 :  1 0  
Figura 2.28 Mecanisma de Cruce Generalizada 
c- Cruce Uniforme [Syswerda 89] 
Con este operador tambien se generan dos hijos a partir de dos padres. Para cad a 
posici6n de los bits se determina de forma aleatoria (probabilidad 1 12) si el padre PI  ha 
de copiar su correspondiente bit en el hijo hI (y el padre P2, su correspondiente bit en el 
hij 0 h2) 0 viceversa. 
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En la figura 2.29 se presenta un ejemplo de la operaci6n de este tipo de cruce, en 
el que la plantilla indica un 1 en las posiciones en las que el padre PI entregani su bit al 




padres P2 : 
1 0 0 1 0 1 1 
1 1 0 0 1 1 0 




hijos h2 : 
1 0 0 0  0 1 0 
1 1 0 1 1 1 1  
Figura 2.29 Mecanismo de Cruce Unifonne. 
Puede verse que las caracteristicas codificadas de forma compacta (bits pr6ximos 
entre sf) son respetados en mayor medida con el cruce por un punto y el cruce 
generalizado que con este tipo de cruce. Por ello se dice que aquellos operadores son 
mas locales que este ultimo. 
2.2.5.2- Cruce en codificaciones reales 
Sea Xi es un vector de J componentes reales: 
(2.2.5.2.1) 
a- EI cruce por un Punto [Michalewicz 92] opera de forma identica al caso de 
codificaci6n binaria, pero ahara 10 que se permutan son componentes del vector en lugar 
de bits, como se aprecia en la Figura 2.30. 
Padre 1 Xl :  (XIO XI I X\2 : X 13 X I 4) 
Padre 2 x2 : (x20 X21 X22 : X23 X24) 
punto de cruce 
Padre 1 Xl ' .  (X IO X I I  X I 2  : X23 x24) 
Padre 2 x2 
' .  (X20 X2 I X22 : X\ 3 XI4) 
Figura 2.30 Mecanismo de cruce por un Punto en codificaciones reales 
s s  
 2. Fundamentos 
De manera anaIoga pueden concebirse operadores de cruce generalizado y cruce 
uniforme para vectores de componentes reales. 
b- Cruce Aritmetico [Michalewicz 92] 
En este caso los vectores hijo senin combinaciones lineales de los dos vectores 
padre. 
Padre 1 :  
Padre 2: 
Hijo 1 :  
Hijo 2 :  
Figura 2.30 Mecanismo del Cruce Aritmetco 
donde a es una constante entre 0 y 1 .  Tambien es frecuente introducir aleatoriedad en 
este operador haciendo, por ejemplo, que a sea una variable aleatoria uniformemente 
distribuida en [0, 1 ], 0 quizas con otra distribucion, por ejemplo gaussiana [Zhang 93], 
[Malanda 96]. 
2.2.5.3- Cruce en listas de enteros 
En este caso los elementos del espacio de busqueda son permutaciones diferentes 
de una lista, segun se describia en el Apartado 2.2.3 .3 ,  existiendo diversos operadores 
aplicables: 
a- Cruce Parcialmente Mapeado [Goldberg 85] 
EI hijo se construye eligiendo segmentos de la lista de uno de los padres, 
preservando el orden y la posicion del mayor numero posible de elementos (ciudades en 
la terminologia del TSP) del otro padre. Nos serviremos del siguiente ejemplo para 
explicar el procedimiento. El segmento de la lista del primer padre se forma eligiendo 
aleatoriamente los puntos de corte: 
PI : (1 2 3 4 5 6 7 8 9) 
puntos de corte 
P2: (4 5 2: 1 8 7 6 : 9 3) 
Figura 2.3 1 
produciendo dos hijos, incompletos todavia, intercambiando sus segmentos centrales : 
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hI : (X X X 1 8 7 6 X X) 




A su vez, este intercambio define las asociaciones siguientes: 
(2.2.5.3.1) 
Ahora se rellenaran las posiciones del primer hijo con los valores que tenian los 
padres, siempre que' no haya ningun conflicto (que ninguno de estos valores quede 
repetido en la lista): 
hI : (X 2 3 : 1  8 7 6 pc 9) 
, ' 
, ' 




Finalmente a la primera X de hI > que deberia to mar el valor 1 si no tuviera 
conflicto, se Ie da el 4, atendiendo a la asociacion dada en (2.2.5 .3 . 1 ) ,  De la misma 
forma se rellena el resto de las incognitas, quedando : 





b- Cruce Ciclico [Oliver 87] 
 2. Fundamentos 
En este caso se construyen los hijos de tal forma que cada posicion (ciudad) 
proceda de uno de los padres. En el siguiente ejemplo, los padres: 
(1 2 3 4 5 6 7 8 9) 
P2: (4 1 2 8 7 6 9 3 5) 
producinin el primer hijo tomando la primera ciudad del primer padre: 
hl= ( 1  X X X X X X X x) 
(2.2.5.3.2) 
(2.2.5.3.3) 
Dado que todas las ciudades en el hijo deben tomarse a partir de uno de sus padres 
(en la misma posicion), la siguiente ciudad que se ha de considerar es la 4 (primera 
ciudad del padre P2)' En PI  esta ciudad esta en la posicion 4, por 10 que 
hl= ( 1  x x 4 x x x x x) (2.2.5.3.4) 
esto implica a la ciudad 8, por estar situada en P2 justo debajo de la recien seleccionada 
4 de pl :  
h1= ( 1  X x 4 x x x 8 x) (2.2.5.3.5) 
Siguiendo esta regIa, las siguientes ciudades incluidas en el primer hijo sedan la 3 
y la 2. S in embargo, la seleccion de la ciudad 2 requerida la seleccion de la ciudad 1 ,  
que ya esta en la lista, par 10 que se completa el circulo: 
h1= ( 1  2 3 4 x x x 8 x) (2.2.5.3.6) 
el resto de las ciudades se toman del otro padre: 
hl= (1 2 3 4 7 6 9 8 5) (2.2.5.3.7) 
Cambiando el papel de los dos padres, se obtendra el segundo de los hijos de 
forma similar: 
h2= (4 1 2 8 5 6 7 3 9) (2.2.5.3.8) 
Este operador preserva la posicion absoluta de los elementos en las secuencias 
paternas. 
c- Cruce Ordenado Uniforme [Davis 9 1 ]  
Este operador preserva parte de la informacion de uno de los padres e incorpora 
informacion del otro, aunque aqui la informacion no esta dada por los valores (ciudades) 
asociadas a una posicion de la lista, sino por el orden de estos. Veamos un ejemplo: 
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( 1  2 3 4 5 6 7 8) 
P2: (8 6 4 2 7 5 3 1 )  
(2.2.5.3.9) 
 2. Fundamentos 
- Se genera una lista binaria (mascara) del mismo tamafio que los padres: 
m: (0 1 1 0 1 1 0 0) (2.2.5.3.10) 
- Se copian al hijo 1 las ciudades del padre PI en las posiciones en las que la 
mascara presenta el valor 1 :  
hI : (x 2 3 x 5 6 x x) (2.2.5.3 .11) 
- Se genera una lista con los elementos de PI donde la mascara esta a O. 
L: (1 4 7 8) (2.2.5.3.12) 
- Se permuta esta lista para que sus elementos aparezcan en el orden en que se 
encuentran en el padre P2: 
L' :  (8 4 7 1 ) 
- Se incluyen estos elementos en la lista de hI : 
(8 2 3 4 5 6 7 1 )  
(2.2.5.3.13) 
(2.2.5.3.14) 
- Al segundo hijo se Ie aplica un procedimiento analogo al anterior, cambiando los 
papeles de PI y P2 : 
(8 4 5 2 6 7 3 1 )  (2.2.5.3.15) 
Pueden encontrarse otros mecanismos de cruce aplicables a estas representaciones, 
como las debidas a Davis [Davis 85], a Syswerda [Davis 9 1 ,  Capitulo 2 1 ]  0 a Fox [Fox 
9 1 ] .  
2.2.6- Mecanismos de mutaci6n 
Estos operadores permiten que los individuos se desplacen con cierto grado de 
aleatoriedad de sus posiciones en el espacio de busqueda. En aqueUos procesos 
evolutivos en los que no existe el cruce, por ejemplo en las Estrategias Evolutivas, la 
mutaci6n constituye un proceso fundamental, pues es el que lleva a cabo el movimiento 
de busqueda, siempre guiada por los mecanismos de selecci6n [Back 93] . 
En aquellos algoritmos en los que S1 esta presente el cruce, el papel de la mutaci6n 
pasa a un segundo plano en la evoluci6n [Goldberg 89].<*) 
Su papel es el de incorporar informaci6n genetica no presente en los individuos 
iniciales. Ademas, en las ultimas fases de la busqueda, unos pocos individuos de buenas 
prestaciones pueden haberse difundido y acaparar gran parte de la poblaci6n. El cruce 
entre individuos iguales no origina individuos nuevos, por 10 que para continuar la 
busqueda es necesario modificar a los individuos presentes. Es aqu1 donde la mutaci6n 
cobra mas importancia. 
(0) Esta afirmaci6n no esta exenta de controversia (v ease, por ejemp\o [Murata 96]). 
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 2. Fundamentos 
La mutaci6n se realiza de manera muy sencilla cuando los datos estan codificados 
en cadenas de bits. 
A cada uno de estos bits se Ie cambia de valor con una probabilidad fija e 
independiente entre unos a otros, como se aprecia en el ejemplo de la Figura 2.35 . 
x : (0 1 1 0 1 1 0 0) 
i i 
puntos elegidos de forma 
aleatoria para la mutaci6n 
x' : (0 0 1 0 1 0 0 0) 
Figura 2.35 Mecanismo de la mutaci6n 
2.2.6.2- Mutaci6n en representaciones reales 
Cuando el individuo es un vector de J componentes 
(2.2.6.2.1) 
existen diversas alternativas para llevar a cabo la mutaci6n. S6lo expondremos algunas 
de las mas representativas. 
a- Mutaci6n Uniforme [Michalewicz 92] 
Si cada una de las cuales toma val ores en el intervalo 
[X iL ,  X iU ], i = 0, 1, , J - 1 . (2.2.6.2.2) 
Este operador se aplica con una probabilidad dada sobre cada individuo. Cuando 
uno de estos individuos es seleccionado para la mutaci6n, todas sus componentes xi 
tomaran un valores completamente aleatorios en los intervalos anteriores. 
a- Mutaci6n No Uniforme [Michalewicz 92] 
Existira aqui una variable binaria que se lanzara D veces, una por cada 
componente Xi del vector x .  A xi se Ie asignara un valor uniformemente distribuido 
dentro del intervalo 
[XiL' xJ , 
[Xi, XiV] , 
si la variable binaria tom6 el valor 0 
si la variable binaria tom6 el valor 1 (2.2.6.2.3) 
Asi el operador actua de forma mas local que en la mutaci6n uniforme, 
impidiendo saltos demasiado bruscos en los individuos. A veces estos desplazamientos 
aleatorios son efectuados segun leyes gaussianas, en vez de uniformes. Es el caso de las 
Estrategias Evolutivas [Schwefe1 8 1 ]  0 de la Evoluci6n Simulada [Fogel 9 1 ] .  
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2.2.6.3- Mutaci6n en listas de enteros 
Volviendo a la representacion de las listas como conjuntos fijos de elementos, 
solo sujetos a reordenamientos, pueden encontrarse varios operadores adecuados. 
a- Intercambio Reciproco [Herdy 90] 
Dos elementos (ciudades) se intercambian de posicion 
x= ( 1  2 3 4 5 6 7 8 9) 
· · · · · · · · · · · · · · · · · · · ·X· · · · · · · · · · · · · · · · · · · ·  
x'= (1 2 6 4 5 3 7 8 9) 
Fig. 2.36 Intercambio Reciproco en l istas de enteros 
b- Insercion [Herdy 90] 
Se selecciona una ciudad y se Ie cambia de lugar de forma completamente 
aleatoria. 
ciudad e legida 
t 
x= ( l  2 3 4 5 6 7 8 9) 
. . . . . . . . . . . . . . . . . . . . . . � .. . . . . . . . . . . . . . . . . . .
x'= ( 1  2 3 5 6 4 7 8 9) 
i 
posici6n elegida 
Fig. 2.37 Inserci6n en listas de enteros 
c- Inversion [Herdy 90] 
Se seleccionan dos puntos de la lista y a la sublista resultante se Ie da la vuelta: 














Fig. 2.38 Inversion en listas de enteros 
6 1  
d- Mutaci6n Barajada [Davis 9 1 ]  
 2. Fundamentos 
Parecida a la anterior, s610 que en vez de invertir la sublista seleccionada, se 
pennutan aleatoriamente sus componentes. 
x= (1 2 3 4 5 6 7 8 9) 
x'= ( 1  2 6 3 4 5 7 8 9) 
Fig. 2.38 Mutaci6n Barajada 
2.2.7- Otros operadores y mecanismos geneticos 
Aparte de la mutaci6n y el cruce se han disefiado multitud de operadores que 
intervienen en la generaci6n de individuos nuevos de la poblaci6n [ICGA 85], [ICGA 
87], [ICGA 89], [ICGA 9 1 ], [ICGA 93], [Rawlins 9 1 ] ,  [Buckles 92], [ICEC 96], 
[Goldberg 89], [Michalewicz 92], [Davis 9 1 ] ,  etc. Su aplicabilidad varia desde los mas 
generales hasta aquellos especificos a la soluci6n de un problema concreto. 
A continuaci6n comentamos algunos de ellos, de ambito general. 
2.2.7.1- Dominancia y diplocidad 
En el nucleo de cada celula de un individuo (exceptuando aqueUas dedicadas a la 
reproducci6n sexual) existen varios cromosomas organizados en parejas. En cada pareja 
uno de los cromosomas pro cede del padre del individuo y otro de la madre. Estos 
cromosomas son hom610gos en el sentido de que, por cada gen (componente genetico) 
del cromosoma recibido del padre y referido a una caracteristica especifica<*), existe un 
gen en el cromosoma recibido de la madre y referido a esa misma caracteristica. 
As! existini un gen para el color de los ojos en el cromosoma recibido del padre y 
otro, tambien para el color de los ojos, del recibido de la madre. Sin embargo, s610 uno 
de ellos sera el que intervenga en las caracteristicas fisicas del hijo, dependiendo del 
va1or que tomen ambos genes en el alfabeto AGCT ya comentado. A los distintos 
valores posibles del gen los llamaremos alelos. La expresi6n fenotipica de un gen 
dependera, por tanto, s6lo de la pareja de alelos existente y no de su procedencia paterna 
o materna. Asi podemos pensar en el par cromos6mico como en dos cadenas de genes 
enfrentadas como en la Figura 2.39. 
genes 
//It\\ 
Cromosoma paterno: A B C  D E F 
Cromosoma materno: a b c d e f 
Fig. 2.39 Cromosomas diploides 
(.) En realidad esto es s610 una simplificaci6n: por un lado es dificil establecer con claridad la definici6n 
de gen y sus limites en la cadena cromos6mica; por otro, no existe una relaci6n biunivoca entre genes y 
caracteristicas fenotipicas, siendo un hecho que un mismo gen puede influir en varias caracteristicas del 
individuo, a la vez que una misma caracteristica este determinada por varios e incluso gran cantidad de 
genes [Dawkins 93 ]. 
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La caracteristica asociada al primer gen sera la correspondiente al alelo 'A' 0 al 
'a' , segun cual de ellos sea dominante frente al otroY) 
A esta duplicidad de la informacion genetic a se Ie da el nombre de diplocidad y a 
la prevalencia de unos alelos frente a otros, dominancia. Es importante seiialar que la 
dominancia no es algo fijo, ni en el conjunto de individuos de una especie 0 de una 
poblacion, ni en el transcurso de las generaciones. Por el contrario, no solo es variable, 
sino que se encuentra asimismo sujeto a los propios vaivenes de la evolucion genetica. 
La razon de ser de este "capricho" de la Naturaleza es, en palabras de Goldberg, 
"que la diplocidad proporciona un mecanismo para recordar alelos y combinaciones de 
alelos que fueron utiles previamente mientras que la dominancia proporciona un 
operador que protege a aquellos alelos recordados, de la ("daiiina") seleccion en un 
medio hostil [Goldberg 89, pg. 149]. Como explica Goldberg mas adelante, la 
Naturaleza, en el curso de su Historia, va cambiando sus condiciones, a menudo con 
brusquedad, y muchas veces de forma ciclica. Tiene senti do, por tanto, no destruir los 
pIanos que resultaron adecuados para la construcci6n de buenos individuas en un pasado 
en condiciones ambientales diferentes a las actuales, pero que pudieran volver a 
presentarse. 
En el contexto de los AG, Hollstien y mas tarde Holland [Holland 75] concibieron 
una representacion de individuos expresada en dos cadenas homologas de simbolos 
ternarios. En estas el valor de cada simbolo (alelo) tiene el siguiente significado: 
'0 ' -+ ' 0 ' en el contexto binario tradicional; 
' 1 ' -+ ' 1 ' recesivo: en el valor (fenotipo) del individuo se considerara un ' 1 ' 
binario si el gen homologo presenta otro ' 1 ' ;  
'2' -+ ' 1 '  dominante: el valor fenotipico del individuo corresponde a un ' 1 ' 
binario, cualquiera que sea el alelo homologo. 
De esta forma se establece el siguiente cuadro de dominancia (Figura 2.40) en el 
que los ejes cartesianos corresponden a los alelos de los dos padres y el valor en las 
casillas interiores indica cuM de ellos es el dominante. 
o 1 2 
0 0 0 1 
1 0 1 1 
2 1 1 1 
Figura 2.40 Cuadro de dominancia 
de los alelos de Hollstien 
Como puede intuirse, este operador util para la optimizacion de funciones no 
estacionarias, no sup one ningun otro cambio en la estructura 0 funcionamiento del AG, 
el cual sometera a evolucion, no solo a los individuos de su poblaci6n, sino tambien a la 
dominancia de sus genes. 
(2) En algunos casos los fenotipos resultan de combinaciones intermedias de las expresiones fenotipicas de 
los alelos del padre y de la madre. 
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En el medio natural las distintas especies suelen estar muy especializadas en una 
actividad 0 mecanismo concreto conformado a 10 largo de millones de afos, que les ha 
conferido una ventaja diferencial frente a otros competidores y gracias a la cual han 
sobrevivido : es el caso de la fuerza en el le6n, el mimetismo en el insecto palo, la 
capacidad de vuelo en el albatros, la estructura social-familiar en las abejas 0 la 
inteligencia en el hombre. Estos pequefos espacios de privilegio en el gran orden 
natural reciben el nombre de nichos ecol6gicos y son ocupados por especies 0 razas 
dentro de las especies. 
La evoluci6n natural ha establecido en sus "empiricas deducciones" que el mejor 
mecanismo para que una especie ocupe uno de estos nichos es que sus individuos se 
apareen entre S1, evitando el cruce entre especies diferentes. (*) 
Volviendo al mas prosaico problema de la optimizaci6n, cuando la funci6n que se 
quiere optimizar (pensemos en este apartado que se trata de maximizaci6n) es 
multimodal, como la que aparece en la Figura 2.4 1 ,  los mecanismos de selecci6n y pro-
Figura 2.41 Funci6n multimodal con picos ocupados por individuos de un AG simple 
creaci6n conducen, con gran probabilidad, a explorar uno s6lo 0 un conjunto reducido 
de sus picos (nichos). Existen dos inconvenientes a este comportamiento. 
En primer lugar, no tiene mucho sentido que individuos bien adaptados en dos 
nichos distantes se crucen entre S1, pues, con gran probabilidad, se perderan sus 
caracteristicas ventajosas de pertenencia a cada nicho. En el mecanismo propuesto en 
[Hollstein 7 1 ], al estilo de los Algoritmos Geneticos de Crianza (Breeding Genetic 
Algorithms) [Mulenbiem 93], s610 se permite el cruce de individuos pr6ximos entre si, 
con 10 cual se consigue una exploraci6n muy intensa de algunos nichos. Sin embargo, 
cuando los individuos que "colonizan" estos nichos (familias 0 etnias) dejan de mejorar 
sus prestaciones, se permite el cruce entre familias diferentes. EI nombre que Hollstien 
dio a esta tecnica es ciertamente explicativo "inbreeding with intermitent 
crossbreeding " ( " crianza intra/amiliar con crianza inter/amiliar intermitente ") . 
El segundo problema es que, en muchas aplicaciones, es interesante obtener 
soluciones en todos 0 al menos en buena parte de los picos de una funci6n multimodal. 
Goldberg propone modificar la funci6n de coste y hacer que sea inversamente 
proporcional a una funci6n que mida el numero de individuos que ocupan un nicho y la 
proximidad entre elIos (a nivel genotipico 0 fenotipico). De esta forma se penalizan los 
(0) Dawkins, argumentando estos potulados presenta un simpatico ejemplo: " . . .  como en el caso del cruce 
entre los caballos y los burros, el costo, por 10 menos para la hembra, puede ser cons iderable . . . .  sobre 
todo en el tiempo que pod ria haber invertido en criar a otros h ijos. Luego, cuando la mula alcanza la edad 
adulta, resulta que es esteril . Las burras deberian ser muy muy cuidadosas en asegurarse que el individuo 
con el que copulan es otro burro y no un caballo". [Dawkins 93, pg. 2 1 2] .  
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Figura 2.42 Funci6n multimodal con picos ocupados por individuos de un AG que 
favorece la "especiaci6n" (diversificaci6n en la ocupaci6n de estos picos). 
nichos excesivamente populosos, favoreciendo un reparto mas uniforme entre elIos, 
ajustado para que se tengan proporcionalmente mas individuos cuanto mayor sea la 
bonanza de los nichos (amplitudes de los maximos). 
2.2.7.3- Algoritmos Geneticos Basados en Virus 
La Teoria de la Evolucion basada en los Virus constituye una de las mas modemas 
tendencias para explicar la Evolucion Natural, tomando como fundamento la Biologia 
Molecular [Anderson 70] . Segun esta Teoria, la transmision virica es un mecanismo 
fundamental para transportar segmentos de DNA a traves de las especies (propagacion 
horizontal) . Este material genetico se transmitira, a su vez, de generacion en generacion 
a traves de los mecanismos evolutivos convencionales dentro de una especie 
(propagacion vertical) . 
Los Algoritmos Geneticos Basados en Virus [Kubota 96] tratan de emular de 
forma simplificada este doble camino de propagacion de la informacion codificada. 
En enos coexisten dos poblaciones, una de individuos normales codificados 
binariamente (cromosomas) y otra de virus, formados por subcadenas de los 
cromosomas anteriores. EI traspaso de informacion genetica, ademas de mediante la 
mutacion y cruce convencionales, se realiza por medio de los virus, a traves de dos 
operadores con funciones basicamente inversas: 
- Transduccion: el virus se forma como una copia de una parte de un cromosoma 
elegida al azar (Figura 2.43). 
cromosoma 
virus 
Fig. 2.43 Transducci6n 
- Transcripcion Inversa: el virus infecta a un cromosoma copiando sus bits en una 
sub cadena de este elegida al azar (Figura 2.44). 
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cromosoma 
virus 
Fig. 2.44 Transcripcion Inversa 
El periodo de existencia de un virus es limitado y depende de la mejora (0 
empeoramiento) en la adecuacion ocasionada en los individuos infectados. Con ella el 
virus tambien esta sujeto a las leyes evolutivas. 
2.2.8- Panimetros variables 
Los valores optimos que han de tomar los distintos parametros de los algoritmos 
evolutivos (las probabilidades de cruce y de mutacion, el numero de individuos, etc.) 
son "a priori" dificiles de estimar, pues en general, depende en gran medida del 
problema concreto en el que estos son aplicados. Algunas investigaciones [De Jong 75] 
[Grefenstette 86], [Schaffer 89] han estudiado el comportamiento de los AG sobre 
diversas funciones cuya optimizacion presenta elevada complej idad, intentando 
observar las implicaciones que los valores de los parametros del AG tienen sobre su 
eficiencia. As! se han llegado a obtener juegos de parametros optimos para las funciones 
estudiadas, e incluso robustos ante otras funciones independientes de las anteriores, 
utilizadas para validar las conclusiones de los anteriores trabajos. 
En cualquier caso, resulta dificil asumir que un juego de parametros que resulta 
eficiente para la optimizacion de un conjunto de funciones, vaya a ser adecuado para 
optimizar funciones de cualquier tipo. 
Por otra parte nada parece indicar (mucho menos los citados estudios) que la 
mejor opcion sea mantener fijos los valores de estos parametros a 10 largo de las 
generaciones. Resulta, pues, conveniente que estos puedan variar en la ejecucion del 
algoritmo. Veamos varias maneras de lograrlo. 
2.2.8.1- Panimetros con variaci6n temporal establecida 
a- En [Fogerty 89] se describe una aplicacion de los AG en el campo del disefo 
industrial y, entre otras propuestas novedosas, se incluye una probabilidad de mutacion 
que decrece de forma exponencial con las generaciones. Aunque en el citado trabajo no 
se acaba de explicar la logica que inspira esta elecion, los resultados confirman su 
adecuacion al problema resuelto. 
b- Por su parte, Michalewicz dota a su operador de Mutacion No Uniforme, comentado 
en el Apartado 2.2.6.2, de un comportamiento variable en el tiempo [Michalewicz 92]. 
A Xi se Ie dara un valor Xi' de acuerdo con: 
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x/= Xi + .0.(t, xi-xid , si la variable binaria tome el valor 0 
x/= Xi + .0.(t, Xi- XiU) , si la variable binaria tome el valor 1 
(2.2.8. 1 .1 .a) 
(2.2.8.1 .1 .b) 
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donde �(t, y) retoma un valor aleatorio en el rango [0, y] tal que la probabilidad de que 
sea mas pr6ximo a 0 aumenta con la generaci6n t. Asi se permite explorar el espacio de 
busqueda mas uniformemente al principio y mas localmente en etapas posteriores. 
Michalewicz propone la funci6n 
"(t, y) = y {I - rHr ) (2.2.8.1 .2) 
siendo r y b parametros de la funci6n y T el numero maximo de generaciones que el 
algoritmo vaya ejecutar. 
2.2.8.2- Parametros adaptativos 
Consideramos aqu! aquellos algoritmos cuyos parametros geneticos varian de 
acuerdo con leyes prefijadas dependientes, de alguna manera, de las prestaciones de la 
poblaci6n en una generaci6n dada 0 de los individuos especfficos sobre los que van a ser 
aplicados. 
a- Davis idea una funci6n de adecuaci6n para los propios operadores geneticos que 
refleja las veces que cada uno de enos ha sido responsable de la generaci6n de buenos 
individuos en la poblaci6n (individuos mas adaptados que cualquiera de la generaci6n 
anterior) y la magnitud de la mejora acarreada [Davis 89]. 
Estos operadores entran en juego con probabilidades acordes con las adecuaciones 
que presentan. 
b- Por su parte, Patnaik hace que las probabilidades de cruce y de mutaci6n sean 
dependientes de la funci6n de adecuaci6n promediada entre los individuos de la 
poblaci6n y tambien de la funci6n de adecuaci6n de los propios individuos sobre los que 
se va a aplicar estos operadores [Patnaik 96]. As!, estas probabilidades van variando no 
s6lo a 10 largo de las generaciones, sino tambien de individuo a individuo. En realidad, 
las adecuaciones anteriores se miden con respecto a la adecuaci6n maxima (la del 
individuo mejor dotado) como se observa en las leyes que rigen las probabilidades de 
cruce y mutaci6n: 
p = k fmax - f' C C 
fmax - f 
con (2.2.8.2.1) 
con (2.2.8.2.2) 
donde f, f , fmax Y r son, respectivamente, las funci6n de adecuaci6n del individuo sobre 
el que se va a aplicar el operador, la adecuaci6n media de la poblaci6n, la del mejor 
individuo dentro de la poblaci6n y la de mejor individuo entre los dos sobre los que se 
va a llevar a cabo el cruce. 
Lo que se pretende es, por una parte, introducir un sesgo en las alteraciones de tal 
forma que los individuos mejor adaptados sean modificados con menos probabilidad 
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que los peor adaptados, y, por otra parte, que estas probabilidades aumenten cuando el 
algoritmo no yea mejoradas globalmente sus soluciones (estancamiento). 
c- Otra linea diferente es la de aquellos operadores cuyo funcionamiento se adapta al 
entorno, gobernado en algun aspecto por otro mecanismo evolutivo (metaoperador). Es 
el caso de las Estrategias Evolutivas [Schwefel 8 1 ] , en las que los individuos tienen dos 
componentes: 
(x, a) (2.2.8.2.3) 
X indica un punto del espacio de busqueda y a es un panimetro que controla la 
magnitud posible de la mutaci6n. La regIa que determina el funcionamiento de la 
mutaci6n es: 
a' = a ·  exp(N(O, �cr)) (2.2.8.2.4) 
x' = x + N(O,cr') (2.2.8.2.5) 
donde (x' , a') es el individuo nuevo tras la mutaci6n y N(O,�cr) una funci6n que 
entrega una variable aleatoria gaussiana, de media nula y varianza �cr . 
Se puede apreciar que este operador tambien se ve afectado por el proceso de 
mutaci6n genetica. Por otra parte, los dos operadores de cruce definidos en las 
Estrategias Evolutivas tambien se aplican sobre la variable x y el parametro a . 
Otros operadores adaptativos pueden encontrarse en [Schaffer 87] , [Hansen 96] 0 
[Smith 96] . 
2.2.9- Inclusion de restricciones 
A veces los problemas de optimizaci6n se plantean sujetos a restricciones. 
Formalmente, se trata de encontrar xmin E S tal que, 
y sujeto a: 
g i (X) = ai 
hj (x) S bj 
\Ix E S  
i =1,2, , N  
j =1,2, , M 
(2.2.9.1) 
(2.2.9.2) 
siendo g i (x) y hj (x) funciones especificos del problema, y a i Y bi constantes del 
mlsmo. 
En estos casos algunas representaciones y mecanismos de alteraci6n asociados a 
ellas pueden resultar muy inadecuadas para el progreso de un algoritmo de busqueda 
hacia soluciones validas de buenas prestaciones. Este es el caso del AG basico, que 
resulta demasiado encorsetado en sus representaciones binarias, con sus cruces y 
mutaciones. 
Existen dos importantes tecnicas que ayudan a los AG en su tarea de optimizaci6n. 
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a- Mediante la Penalizaci6n se construye una funci6n de evaluaci6n, suma de la funci6n 
de adecuaci6n mas un termino de penalizacion que castiga a los individuos que no 
cumplen las restricciones, tanto mas cuanto mas se separan de estas: 
e(x) = f(x) + P(x) (2.2.9.3) 
donde e(x), f(x) y P(x) son las funciones de evaluaci6n, de adecuaci6n y de 
penalizacion, respectivamente. 
La funci6n de penalizacion puede, asimismo, depender de la generacion en la que 
se encuentra el algoritmo [Richardson 89]; asi puede conseguirse que al principio la 
busqueda tenga mayor flexibilidad para investigar en puntos no permitidas del espacio, 
si bien, a medida que esta avanza, se va exigiendo de forma mas estricta el 
cumplimiento de las restricciones. 
Este tipo de solucion es, en principio, precario, dada la dificultad de ajustar 
equilibradamente la funci6n de penalizacion: si su peso es pequeno, no sera capaz de 
eliminar soluciones no vaIidas, y si es demasiado grande, hara que el proceso solo se 
concentre en buscar soluciones validas, sin favorecer suficientemente el sesgo hacia la 
mejor adecuaci6n. 
b- La Reparacion consiste en mecanismos especificos mediante los cuales los 
individuos recien generados que se encuentren fuera de las regiones permitidas sean 
reformados en nuevos individuos que sf cumplen las restricciones. 
Es evidente que estos operadores son necesariamene muy dependientes del 
problema y, en muchos casos, pueden conllevar una complejidad considerable que les 
puede hacer incluso inviables. 
Segun las consideraciones al respecto de ambos mecanismos y de acuerdo con 
algunos auto res [Michalewicz 92], [Davis 9 1 ], 10 mas sensato es construir los 
algoritmos evolutivos ajustando sus componentes (estructuras de datos, operadores y 
parametros) 10 mas adecuadamente po sible al problema de optimizaci6n que se trata de 
resolver. 
2.2.10- Incorporacion de optimizadores locales 
En gran parte de los problemas de optimizacion, sobre todos aquellos que surgen 
de aplicaciones reales, es posible encontrar informaci6n especifica, inferida 
deductivamente 0 basada en la experimentacion, frecuentemente usada por los metodos 
mas convencionales (si es que existen). 
Si los algoritmos evolutivos no incorporan este tipo de conocimiento, se 
encontraran en desventaja frente a los anteriores, precisando muchos mas recursos 
computacionales para acercarse a las prestaciones de aquellos, 0 muchas veces siendo 
incapaces de hacerlo. La generalidad de los algoritmos evolutivos esta renida con la 
especificidad requerida para dar soluciones a problemas concretos de forma eficiente. La 
manera natural de salvar esta contrariedad es incorporar en el proceso evolutivo la 
informaci6n especifica del problema, aunque vaya en detrimento de su generalidad. 
En general, aunque el uso de los algoritmos hibridos que surgen de la anterior 
union, quede restringido a algunas aplicaciones muy concretas, gran parte de su 
estructura puede ser reutilizada en muchos otros problemas [Goldberg 89] . 
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Muchas veces, 10 que hemos Hamado conoclmlento especifico del problema 
consiste en procedimientos locales de optimizaci6n. La manera de incorporar estos 
optimizadores locales es diversa y da lugar a un pequefio reajuste en la estructura basica 
de los metodos evolutivos de la Figura 2.25. 
a- Hibridos secuenciales: 
Goldberg los llama "procedimientos en diferido" ("batch approaches") [Goldberg 
89] . En estos, primero se ejecuta el algoritmo evolutivo; a continuaci6n el optimizador 
local es aplicado a un pequefo porcentaje de las mejores soluciones (Figura 2.45). De 
esta forma el evolutivo explora el espacio encontrando una 0 unas pocas zonas 
interesantes, sobre las que posteriormente el optimizador locai llevani una busqueda mas 







Fig.2.45 Hibrido secuencial 
b- Estrategia de evoluci6n Baldwiniana [Maley 96] .  
La estructura del proceso evolutivo es similar a la clasica, explicada en el apartado 
2.2.2, con la diferencia de que se incluye el mecanismo de busqueda local en el 








Fig. 2.46.a Estrategia Baldwiniana 
(diagrama de funcional). 
Paso 1. Inicializaci6n. 
Paso 2. Evaluaci6n de individuos 
(incluyendo la optimizaci6n local 
de los individuos). 
Paso 3 .  SI se ha llegado a la convergencia 
o ya se han sucedido un cierto 
numero de generaciones, parar. 
Paso 4. Seleccionar los individuos mas 
adaptados (padres). 
Paso 5. Procrear nuevos individuos 
(hijos). 
Paso 6. Volver al Paso 2. 
Fig. 2.46.b Estrategia Baldwiniana 
(pseudoc6digo ). 
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tanto, no podni transmitir las mejoras producidas por este mecanismo a las generaciones 
posteriores. La Naturaleza tambien ha adoptado este camino para evolucionar.(·) 
c- Estrategia de evolucion Lamarckiana [Maley 96] . 
La diferencia con el anterior es que el operador de aprendizaje local se incluye 
como otro operador mas de alteracion, que se aplica a cada individuo despues de la 
seleccion. Con ella el "conocimiento adquirido" en este aprendizaje es pasado a traves 





Fig. 2.47.a Estrategia Lamarckiana 
(diagram a de funcional). 
2.2.11- Eliminaci6n de individuos repetidos 
Paso 1 .  Inicializaci6n. 
Paso 2. Evaluaci6n de individuos 
(libros de c6digo tentativos). 
Paso 3. SI se ha llegado a la convergencia 
o ya se han sucedido un cierto 
numero de generaciones, parar. 
Paso 4. Seleccionar los individuos mas 
adaptados (padres). 
Paso 5 .  Pro crear nuevos individuos 
(hijos). 
Paso 6. Optizarlos local mente 
Paso 7. Volver al Paso 2. 
Fig. 2.47.h Estrategia Lamarckiana 
(pseudoc6digo) . 
Si dos 0 mas individuos identicos (clones) aparecen en la poblacion estaran 
recortando el contenido potencial de informacion de la poblacion, el cual seria mas rico 
si cada uno de eUos ocupara una posicion diferente en el espacio de busqueda. 
Por otra parte, el riesgo de que varios de estos individuos "inunden" la poblacion 
puede ser elevado, al menos cuando se usan representaciones discretas como en los AG, 
o cuando se incluyen en el algoritmo optimizadores locales que conducen al mismo 
(0) Como argumenta Dawkins en cierto tone dramatico: " .. las caracteristicas adquiridas no son 
hereditarias. No importa cU<lntos conocimientos y cuanta sabiduria se adquieren durante una vida, nada 
pasara a los hijos por medios geneticos. Cada nueva generacion empieza desde el principio" [Dawkins 
93, pg.30]. 
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punto a dos individuos pr6ximos entre SI en el dominio de influencia de un atractor 
(minimo 0 maximo) local (Figura 2.48).(*) 
Fig. 2.48 Efecto de la optmizaci6n sobre dos puntos situados 
en el dominio de influencia de un atractor local. 
Se pueden llegar a generar aSI conjuntos extensos de clones que impiden una 
busqueda eficiente. Existen varias maneras de atajar este problema. 
a- Remoci6n de Clones: 
Si, tras la procreaci6n, dos 0 mas individuos resultan ser clones entre sl, uno de 
enos sera sometido a mutaci6n hasta que ambos difieran de forma apreciable.(*) 
b- Prevenci6n de Incestos [Eshelman 9 1 ] :  
Cuando s e  elige para el cruce una pareja de individuos identicos, se rechazan y se 
elige otra. 
Esta propuesta esta disefiada para operar sobre un AG, donde los mecanismos de 
cruce mas habituales, como los explicados en el Apartado 2.2.5. 1 ,  aplicados sobre 
individuos identicos, dan lugar a hijos cl6nicos de sus padres. 
En el caso de representaciones en punto flotante, algunos operadores de cruce, 
tambien daran origen a individuos cl6nicos, como ocurre con los dos operadores 
expuestos en el Apartado 2.2.5 .2. Otras veces, el hecho de incluir cierta aleatoriedad, 
hara po sible la obtenci6n de hijos diferentes [Zhang 93], [Malanda 96]. 
Merece la pena apuntar aqui que tambien en el mundo natural el incesto puede 
tener consecuencias geneticas dafiinas debido a que "los genes recesivos letales 0 
semiletales surgen a la superficie" [Dawkins 93 , pg.2 1 3] .  
2.2.12- Elitismo 
En las tecnicas evolutivas, el elitismo significa la inclusi6n en una generaci6n 
nueva del mejor individuo de la generaci6n anterior. En sus experiencias, De long 
encontr6 que en las superficies unimodales el elitismo proporciona muy buenos 
(0) De todas fonnas, en el caso de representaciones en punto flotante, el criterio de igualdad entre dos 
individuos es demasiado exigente y, por tanto, inoperante. Es mejor relajar el concepto y pensar que dos 
clones son dos indiv iduos que distan entre si una distancia pequefia, en general, dependiente de las 
condiciones que enmarcan el problema, aunque no necesariamente nula. 
(.) Al autor de esta Tesis no Ie consta la publicaci6n de este operador genetico en las referencias por el 
consu ltadas, sin embargo, parece el mas sencillo y natural segun el planteamiento anterior del problema. 
72 
 2. Fundamentos 
resultados, pero su comportamiento se degrada cuando superficies de optimizaci6n 
presentan varios 6ptimos locales [De long 75]. De este hecho concluye en relacionar al 
elitismo con la busqueda local, en detrimento de una perspectiva global. 
Por otra parte, sin ninguna medida adicional, este operador puede conducir a la 
aparici6n de clones con los problemas comentados en el apartado anterior. 
A pesar de estas circunstancias, para algunos autores [Schaffer 9 1 ] , [Eshelman 
9 1 ] , el elitismo presenta interesantes ventajas, siendo utilizado con frecuencia en 
aplicaciones reales [Liepins 9 1 ], [Murthy 96], [Ishibuchi 96] . 
Por otra parte, este mecanismo se encuentra presente en las Estrategias Evolutivas, 
en las que el proceso de selecci6n es completamente determinfstico [Back 93] . En la 
variante ES(Il ,A.) , de una poblaci6n de Il individuos se generan A. hijos (IVIl), de los 
cuales se eligen los Il mejores. En la variante ES(1l + A.) , de Il padres se generan A. hijos 






En la que se puede considerar como la primera fase de su desarrollo, la 
Cuantificaci6n Vectorial fue s610 considerada como una estrategia de codificaci6n de 
" fuente, en la que el efecto del canal no era tornado en cuenta. La tarea de encontrar 
libros de c6digo optimos para representar vectores de datos en estas condiciones 
,"ideales" fue elegantemente tratada por Y oseph Linde y sus colegas Andres Buzo y 
:Robert M. Gray [Linde 80] . Su famoso algoritmo, conocido por la comunidad cientifica 
Icomo LBG, consiste en la alternancia iterativa de la RegIa del Vecino Mas Proximo y 
i ! la Regia de los Centro ides, por medio de 10 cual un libro de c6digos dado se desplaza en 
I , el espacio de libros de c6digo hacia un punto en el que la distorsi6n presenta un minimo , . local. Debido a este caracter local, hacen falta muchas repeticiones del algoritmo con 
diferentes puntos de partida (libros de c6digo distintos) para obtener una buena soluci6n 
global. Varias aproximaciones ayudan al LBG a obtener un "buen" libro de c6digos 
inicial [Liu 87], [Katsavouridis 94]. Por otro lado, en [Lee 97] se presenta una ligera 
modificaci6n de las reglas basicas anteriores, basadas en el gradiente, que inc1uye un 
parametro de tamafio de paso, similar al que existe en los algoritmos de filtrado 
adaptativo. 
No obstante, la naturaleza multipolar del problema clamaba por tecnicas de 
optimizacion mas globales, que pudieron encontrarse en el Temple Simulado [Cetin 88], 
la Relajaci6n Estocastica [Zeger 92], pariente cercano del anterior, los Algoritmos 
i Geneticos [Choi 96] 0 las Redes Neuronales Autoorganizativas [Yair 92]. 
r{ Segun se explicaba en el apartado introductorio, la implantaci6n en los afos 90 de \   los sistemas de telefonia movil, y la expansi6n de la TV digital y de los servicios y 
  aplicaciones multimedia han aumentado sin cesar la importancia de la codificaci6n y 
\1 demandado al mismo tiempo soluciones robustas que permitieran calidades aceptables 
con canales sometidos a condiciones elevadas de ruido. 
La Cuantificaci6n Vectorial, ha corregido su rumbo apuntando hacia el disefio de 
librerias de c6digo que resuelvan a la vez el problema conjunto de la compresion 
eficiente y la inmunidad al ruido de canal. 
;1(( 
La primera de las tendencias ha consistido en buscar primero un buen libro de 
: c6digos, disefado para la transmisi6n sin error de canal por alguno de los metodos 
\' l' existentes, y despues encontrar una asignaci6n de indices apropiada para usar el 
\ ' \ 1  
codificador en un entorno ruidoso, atendiendo a la siguiente directriz: debe asignarse a 
dos vectores proximos, dos indices binarios con pocos bits diferentes, de tal forma que 
la probabilidad de que un vector sea confundido (debido al ruido de canal) por otro 
cercano a el sea mayor que la probabilidad de que sea confundido por otro mas alejado. 
Dentro de esta linea, pueden citarse soluciones "ad-hoc" como el C6digo Pseudo-Gray 
75 
 3. Antecedentes 
de Zeger [Zeger 90] 0 el Algoritmo de Asignaci6n de Indices de Wu [Wu 93] , que 
coexisten con aproximaciones de mayor demanda computacional como las que hacen 
uso del Temple Simulado [Farvardin 90] 0 de Algoritmos Geneticos [Pan 96] . Sin 
embargo, esta estrategia no toma en consideraci6n el hecho de que el disefio del libro de 
c6digos y de la asignaci6n de indices estan interrelacionados y no deberia hacerse de 
forma separada. 
En una segunda linea, se han desarrollado algoritmos que optimizan la libreria de 
c6digos teniendo en cuenta las probabilidades de error de canal, sin dividir el problema 
en sus dos partes constituyentes. Este es el caso del Algoritmo Generalizado de Lloyd 
(explicado en el apartado 2. 1 .4.5) [Kumazawa 84] 0 el Enfriamiento Deterministico de 
Miller [Miller 94]. 
Otros algoritmos han enfocado el doble problema de una forma explfcita basada 
en la repetici6n del siguiente buc1e: un paso para optimizar la librerfa de c6digos, 
seguida de otro paso para optimizar la asignaci6n de indices. La aproximaci6n basada en 
Decisi6n Blanda de Cuperman [Cuperman 94], dentro de la estirpe de algoritmos de 
Enfriamiento Simulado es un ejemplo de esta via. 
En los siguientes apartados de este capitulo se revisan todas estas tendencias. En 
una primera parte, se repasan los metodos de disefio de CV, sin consideraci6n de errores 
en el canal; por un lado, aquellos cuya optimizaci6n es de canicter local y que no son 
sino variaciones del LBG convencional, y por otro, los que plantean una busqueda de 
los libros de c6digo basada en tecnicas heuristicas mas generales : metodos 
termoestadisticos, geneticos, neuronales 0 "fuzzy", como luego comentaremos. 
La segunda mitad del capitulo se centra en la descripci6n de los metodos de CV en 
los que si se consideran los errores que introduce el canal. Esta parte, a su vez, se 
desglosa en las tres tendencias comentadas: metodos de reordenamiento de indices, 
metodos que optimizan conjuntamente vectores e indices, y metodos que 10 hacen de 
forma iterativa y altemada. 
3.2- Optimizacion de CV sin errores de canal 
3.2.1- Optimizacion local 
La gran mayoria de los metodos de disefio de CV estan relacionados en mayor 0 
menor medida con las Reglas del Vecino Mas Pr6ximo y de los Centroides, y, por 
consiguiente, con el algoritmo LBG. 
En este apartado se recogen aquellos que pueden considerarse variaciones de este 
algoritmo, 0 bien en la inicializaci6n de la libreria de vectores, 0 bien, en las reg las de 
optimalidad. La naturaleza de la busqueda que todas elIas efectuan es local, herencia del 
algoritmo LBG. 
3.2.1 .1- Mejoras en la inicializacion del algoritmo LBG 
Existen varias tecnicas que mejoran el procedimiento basico de inicializaci6n del 
algoritmo LBG, consistente en la elecci6n aleatoria de L vectores dentro del conjunto de 
entrenamiento [Gersho 92] .  Comentaremos dos de elIas, no citadas en esta referencia. 
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a- Procedimiento de inicializaci6n de Liu [Liu 87]. 
Trata de reducir al maximo la aleatoriedad en la confecci6n del libro de c6digos 
: inicial. En este procedimiento existe un parametro que controla el proceso de 
inicializaci6n, 8 que define la maxima distorsi6n tolerable entre dos sUbparticiones 0 
celdas. 
EI primer elemento del libro de c6digos se selecciona aleatoriamente entre el 
I conjunto de vectores de entrenamiento. EI resto de estos vectores se incluye en alguna 
celda de las existentes si su distancia al centro ide de esa celda es menor que 8. Si no 
encuentra ninguna celda donde poder incluirse, forma su propia celda. 
Si el numero de celdas resultantes M es mayor que el que se desea (L), se 
I i disminuye . 8 y se repite el . proceso anterior tantas veces c?mo se precise, hasta q�e 
. : M ;: L .  S1 M > L se combman las celdas de mahera apropmda, de acuerdo con algun 
criterio bas ado en su distorsi6n 0 su poblaci6n, para que al final queden exactamente L 
de ellas. 
b- La propuesta de Katsavounidis [Katsavounidis 94]. 
Esta basada en bus car vectores del conjunto de entrenamiento que esten 10 mas 
alejados entre S1 po sible. El procedimiento es el siguiente: como primer vector c6digo se 
elige el de mayor norma euclidea de todo el conjunto de entrenaII?-iento. EI segundo 
vector c6digo sera el vector de entrenamiento mas alejado del primer vector c6digo; el 
tercero, el mas alejado del segundo, y aS1 sucesivamente hasta completar los L vectores 
c6digo de la libreria. 
Como puede observarse esta manera de disefiar el libro de c6digos inicial carece 
por completo de aleatoriedad. 
3.2.1.2- Modificaciones al algoritmo LBG 
a- Divisi6n ("Splitting") 
En realidad esta propuesta aparece en el mismo articulo en el que se da a la luz el 
propio algoritmo LBG [Linde 80], presentandose como una variante de este. 
EI metoda de Divisi6n va obteniendo libros de c6digos de tamafio creciente (cada 
uno doble del anterior) de la siguiente manera: 
- el primer libro de c6digos, de tamafio 1 ,  es el centro ide de todo el conjunto de 
entrenamiento; 
- este centroide se divide en dos muy pr6ximos entre S1 : 
(3.2.1.2.1) 
siendo € una pequefia perturbaci6n fija. 
- se aplica el algoritmo LBG a esta libreria de dos vectores 
- se repite el proceso anterior de divisi6n y relocalizaci6n (LBG) hasta que el 
tamafio de la libreria sea el deseado L. 
77 
b- LBG acelerado [Wu 94] 
 3. Antecedentes 
Aqui se presenta una modificacion en el calculo del Vecino Mas Proximo basada 
en consideraciones geometricas, con 10 que se consigue acelerar considerablemente el 
algoritmo LBG, cuya componente mas costosa es precisamente esta regia. 
Como se ve en la Figura 3 . 1  y, atendiendo a la desigualdad triangular, el vecino 






o vectores c6digo 
• vectores de 
entrenamiento 
pues todos los puntos extemos a el distaran mas de v que el vector cj • 
El proceso que Wu propone es comenzar por un Cj  cualquiera, en principio, con 
el que quedan exc1uidos todos los vectores codigo fuera de B j  (v) · Mas tarde se 
selecciona otro vector de B j  (v) , por ejemplo el cg . Los centro ides validos ahora seran 
aquellos incluidos en la interseccion B j  (v) n Bg (v) . De esta forma se avanza hasta que 
la ultima intersecci6n solo este formada por un punto que sera el vecino mas proximo a 
v .  
Ademas, como en el proceso LBG, los vectores codigo y las particiones se suelen 
desplazar poco en cada iteracion basica, se sugiere que cada vez que se vaya a buscar al 
vector codigo mas proximo a un vector de entrenamiento, se comience la busqueda a 
partir del vector codigo asociado a la particion en la que el vector de entrenamiento se 
encontraba en la anterior iteracion. 
c- Algoritmo de K-medias optimizado [Lee 97] 
En realidad K-medias es el nombre que se Ie da en Estadistica al algoritmo LBG 
[Anderberg 73] . As! este algoritmo se presenta como una sencilla modificacion al LBG, 
en concreto a la RegIa de los Centroides, segun Ia cual el vector codigo no coincidira 
exactamente con los centroides. 
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En una iteraci6n t del algoritmo, el vector c6digo cj (t) se calcula a partir del 
centro ide c j (t) y del vector c6digo de la iteraci6n anterior. La ley seguida es: 
Cj (t) = cj (t 1) + Jl(c j (t) - cj (t - 1)) (3.2.1.2.3) 
Si Jl toma valor 1 ,  esta ley coincidini con la de los Centroides, pero si Jl > 1 , el 
algoritmo da un paso mayor en esa misma direcci6n, con 10 que se logra acelerar la 
convergencia del proceso. En cualquier caso, Jl no debe superar nunca el valor de 2, 
pues podria hacer inestable el metodo. 
3.2.2- Optimizacion global 
Siendo el disefio de librerias de c6digos un problema de optimizaci6n de alta 
complej idad, en el que los metodos locales como el LBG 0 las modificaciones 
explicadas en el apartado anterior no permiten explorar eficientemente el espacio en 
busca de mejores soluciones, muchos metodos de optimizaci6n global de canicter 
general han sido probados y, en muchos casos, incorporado con exito al bagaje de 
herramientas de disefio de CV. Veremos en esta secci6n algunos de ellos. 
3.2.2.1- Metodos termoestadisticos 
a- Temple Simulado (TS) 
Este procedimiento es muy utilizado en problemas complejos de optimizaci6n en 
los que las soluciones analiticas son infrecuentes y la existencia de varios, a veces 
muchos, 6ptimos locales hacen que las tecnicas iterativas del tipo del gradiente no sean 
adecuadas para hallar e1 6ptimo global. 
El TS opera de la siguiente manera: 
Sea To, Tb T2, . . .  una secuencia de numeros reales llamada esquema de 
temperaturas, donde 
con Lim TN = 0 N--oo 
(3.2.2.1.1) 
Sea f(x) la funci6n que se trata de minimizar. A la temperatura Tn se calcula 
enlcoste correspondiente al vector x .  Seguidamente este vector se perturba 
aleatoriamente. Si el vector resultante presenta menos energia que el que Ie precedia, se 
acepta, de 10 contrario se acepta s610 con una probabilidad dada por: 
exp ( -p  
Tn 
(3.2.2.1.2) 
donde �E es el incremento de la energia debida a la perturbaci6n y p ,  una constante 
del metodo. El procedimiento se continua hasta que el numero total de aceptaciones 0 
rechazos exceda un cierto valor. 
Con el esquema de temperaturas 
T = C n log(n + 1) (3.2.2.1.3) 
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se asegura la convergencia al mIllImo global, aunque no se indica el numero de 
iteraciones necesarias [Zeger 92] . Un sub6ptimo algoritmo debido a Kirkpatrick resulta 
mas nipido y c6modo: 
Tn = To . An con 0 � A � 1 (3.2.2.1.4) 
El algoritmo TS puede aplicarse de forma directa a la CV [Cetin 88], haciendo que 
x sea el libro de c6digos y f la distorsi6n media dada en (2. 1 .3 .4.4). Los vectores del 
libro de c6digos inm variando, haciendo decrementar la distorsi6n media hasta llegar a 
una situaci6n de equilibrio. Sin embargo, si no se dota a este proceso de ningun otro 
mecanismo de busqueda local, tardara muchas iteraciones en converger y 10 hara, con 
gran probabilidad, a regiones sub6ptimas. 
Una posible soluci6n a este problema es la combinaci6n de los algoritmos LBG y 
TS [Zeger 92] . 
En la Figura 3 .2 se muestra el diagrama funcional y el pseudoc6digo del algoritmo 







Fig. 3.2.a Temple Simulado (diagrama de flujo) 
Paso I .  Inicializaci6n. 
Paso 2. Descenso de temperatura (T=T ). n 
Inicializar contador (k=O). 
Paso 3 .  Repetir J veces: 
alteraci6n tentativa de la partici6n. 
Paso 4. Iteraci6n LBG. 
Paso 7. SI hay equilibria 
6.1- SI se ha alcanzado la 
congelaci6n 
Proceso LBG final 
PARAR 
6.2- SI NO 
Volver al Paso 2.  
Paso 7 .  SI NO hay equilibrio 
7 . 1 - SI k= 1 0  
Volver a l  Paso 2.  
7 .2- SI NO 
Volver al Paso 3 .  
Fig. 3.2.b Temple Simulado 
(pseudoc6digo) 
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La perturbaci6n se implementa trasladando aleatoriamente la asignaci6n de un 
vector de entrenamiento de una subpartici6n a otra c�rcana. Despues se observa la 
variaci6n en la distorsi6n global; si esta disminuye se acepta el cambio, si no la 
aceptaci6n se producira con una probabilidad P dada por: 
(3.2.2.1.5) 
esto es, menor cuanto mas baja es la temperatura Tn y cuanto mayor es el aumento de 
distorsi6n �En' 
Esta perturbaci6n tentativa se llevara a cabo J veces, al final de las cuales se aplica 
una iteraci6n LBG. Todo este proceso se repite sin variar la temperatura hasta que el 
descenso relativo de distorsi6n sea inferior a £ 1  desde la iteraci6n LBG anterior, con un 
limite de K repeticiones. 
En este punto se hace descender la temperatura segun la ley (3 .2.2. 1 .4). Cuando en 
una temperatura dada, s610 la porci6n £2 de las perturbaciones tentativas del codificador 
son aceptadas, se declara el sistema congelado y se termina el proceso lanzandose el 
GLA hasta que la distorsi6n converja. 
Otra altemativa en vez de perturbar las subparticiones y aplicar a continuaci6n la 
RegIa de los Centro ides, es modificar de forma directa los vectores c6digo, y luego 
hacer uso de la RegIa del Vecino Mas Pr6ximo. En este caso, el nuevo calcuio de la 
distorsi6n seria mucho mas costoso, pues tras cada perturbaci6n habria que recalcular 
todas las subparticiones. 
b- Relajaci6n Estocastica [Zeger 92] 
Pariente cercano al TS, en este algoritmo todas las perturbaciones son aceptadas y 
seguidas de una iteraci6n del algoritmo LBG. Mas en concreto, se perturba todo el 
conjunto de entrenamiento, afiadiendo a cada vector un ruido gaussiano de media nula y 
varianza decreciente con la temperatura del proceso. Tras esto se calculan las 
subparticiones segu.n el Vecino Mas Pr6ximo. Los centroides se hall an a partir de los 
vectores de entrenamiento asociados a cada subpartici6n, pero sin considerar el ruido 
afiadido.(*) 
El esquema de temperaturas, y con este la varianza del ruido, sigue una ley 
decreciente que puede ser: 
(3.2.2.1.6) 
donde I es el numero de iteraciones del proceso completo y p una constante empirica. 
Este procedimiento es mucho mas rapido que el TS, por cuanto no tienen que 
recalcularse la distorsiones para validar las perturbaciones. Tambien la RE permite 
perturbar los centroides, en vez de los vectores de entrenamiento, aplicando luego la 
RegIa del VMP. 
(OJ En contraste con L inde et. al .  que presentan, tambien en [Linde 80], un esquema similar, en el que se 
hallan los nuevos centro ides a partir de los vectores de entrenamiento con ruido afiadido. 
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a- Algoritmo Genetico de Lloyd Generalizado [Choi 96] 
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Es un AG en el que los individuos son librerias de c6digos tentativas y en el que la 
funci6n objetivo es la relaci6n sefial distorsi6n dada por: 
(3.2.2.2.1) 
donde D es la distorsi6n de cuantificaci6n dada en (2. 1 .3 .4.4) y S la potencia media de 
la sefial. 
Por otra parte se incluyen operadores de mutaci6n y cruce en punto flotante 
convencionales, aunque ligeramente distintos a los expuestos en el apartado 2.2.5.2 y se 
utiliza una estrategia de selecci6n consistente en reemplazar de forma directa 
(deterministica) individuos de buenas prestaciones por individuos de malas 
prestaciones. 
b- En [Kim 99] se hace uso de otro AG para el disefio de libros de c6digo, aunque en 
este caso, el contexte es el de la CV constrefiida, en concreto, una versi6n hibrida de CV 
multietapa y forma-ganacia. Las mas resefiables caracteristicas son: 
- representaci6n entera de los vectores c6digo. Aqui la estructura de los datos es mucho 
mas compleja que en el caso anterior, pues hay que considerar la forma y la ganancia de 
las diversas etapas; 
- inicializaci6n "quasi-deterministica": los vectores c6digo iniciales se toman a partir de 
los niveles correspondientes a la cuantificaci6n uniforme, desplazados una cierta 
cantidad aleatoria. 
- funci6n de adecuaci6n (fitness): 
F =  (3.2.2.2.2) 
l + D  
donde D es la distorsi6n media dada en (2. 1 .3 .4.4); 
- reproducci6n por tomeo; 
- cruce: especifico a la naturaleza dicot6mica (forma-ganacia) de los datos, buscando 
ademas emparejar vectores c6digo 10 mas similares posible. 
- mutaci6n: muy parecido a la uniforme 
- elitismo; 
3.2.2.3- Metodos neuronales 
a- Mapas Autoorganizativos de Caracteristicas [Kohonen 89] 
En terminologia inglesa reciben el nombre de SOFM (Self-Organizing Feature 
Maps) 0 simplemente SOM. Son Redes Neuronales (RN) que implementan - proyecciones no lineales de espacios de dimensi6n grande (dominio de la sefal) a 
espacios de baja dimensi6n (mapas 0 dominio de representaci6n), por ejemplo arrays de 
1 ,  2 6 3 dimensiones, arboles, etc , . 
La proyecci6n intenta preservar las relaciones topol6gicas entre los dos dominios, 
de tal forma que conjuntos de puntos proximos en el dominio de la sefial se reflejen en 
puntos proximos en el dominio de representacion. 
82 
 3. Antecedentes 
Los elementos basicos de los Mapas Autoorganizativos son las neuronas, que se 
encuentran interconecatadas entre S1 formando el dominio de representaci6n y 
almacenan en su interior un vector perteneciente al dominio de la sefial. Generalmente 
las componentes de este vector son referidos como los pesos de la neurona y a la propia 
neurona se Ie asocia de forma directa con el vector que alberga (as1 hablaremos de la 
localizaci6n de la neurona, refiriendonos a la de localizaci6n de este vector), sin perder 
de vista la ligaz6n entre neuronas en el mapa de representaci6n. 
Al igual que en otras RN, el aprendizaje de las neuronas, se realiza a traves de 
ejemplos: una a una van apareciendo muestras de la sefal y las neuronas van 
desplazandose de acuerdo con alguna ley establecida "a priori", adquiriendo paso a paso 
su estructura organizada. 
Para el caso de la CV, los vectores asociados a cada neurona formaran el libro de 
c6digos. Se qui ere, por tanto, representar un espacio de D dimensiones con un conjunto 
de L neuronas, dispuestas en filas 0 en el plano (0 incluso en un espacio de dimensi6n 
reducida). Como veremos, estas redes hacen uso del aprendizaje competitivo. Cuando 
una de las muestras de entrenamiento llega a la red de neuronas, se observa cuM de 
todas elIas presenta un vector de pesos mas pr6ximo a ella (generalmente segun una 
norma cuadratica) . Esta neurona y aquellas contenidas en su vecindad son modificadas, 
haciendo que sus pesos se acerquen a la muestra de entrada. La ley que regula el reajuste 
de las neuronas es [Kangas 90] : 
, c · (t + 1) = _ 
{Cj (t) + a(t)(v(t) - cj (t)), 
I cj (t), si i � Nj (t) 
(3.2.2.3.1) 
donde aCt) es un parametro escalar que hace las veces de paso de adaptaci6n, 
decreciendo mon6tonamente con t, y Nj(t) es la funci6n de vecindad en torno a la 
neurona C j , la mas pr6xima al vector v( t) , que indica cuMes son sus neuronas vecinas 
en el mapa. Esta funci6n va decreciendo con t, y con ella, el area de influencia de cada 
muestra presentada en el entrenamiento, haciendo que el aprendizaje sea gradualmente 
mas local. 
En realidad, bajo ciertas aproximaciones puede considerase a la ley anterior como 
una aproximaci6n estocastica e iterativa del tipo gradiente a la minimizaci6n de la 
funci6n de distorsi6n dada en (2. 1 .3 . 1 .8) [Kohonen 96], [Pal 93], 0 bien a su versi6n 













0 0 0  
Fig. 3.3 Funciones de vecindad en un Mapa Autoorganizativo 
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El algoritmo que hace evolucionar los pesos de las neuronas y, por tanto los libros 
de c6digo es el que se dibuja en la Figura 3 .4. EI equilibrio se asume despues de haber 
pasado todo el conjunto de entrenamiento por la red un determinado numero de veces 
dado por tfin Y observado que la distorsi6n ya no disminuye apreciablemente. 
Se han publicado diversos algoritmos cercanos al SOFM [Hecht-Nielsen 9 1 ], 
[Yair 92], [Pitas 96], [Zheng 96], diferenciandose unos de otros por la funci6n de 
adaptaci6n aCt) 0 la de vecindad N/t) y, en ultimo termino, por la funci6n de distorsi6n 
que tratan de minimizar. 
Imcializaclon aleatona de los pesos de las 
neuronas, t=O. 
entrenamiento v( t) 
Busqueda  de la 
neurona C . mas proxima a la J 
muestra V t 
Actualizaclon de los pesos de 
las neuronas vecinas a C . .   
Fig. 3.4.a Mapas Autoorganizativos (diagrama de flujo) 
b- Aprendizaje Competitivo Simple [Hertz 9 1 ]  
Paso 1 .  Inicializacion. 
Paso 2. A vanzar la iteracion: t=t+ 1 
Paso 3 .  Se tom a la muestra de 
entrenamiento v( t) 
Paso 4. Busqueda exhaustiva de la 
neurona (vector codigo) C . mas J 
proximo a v( t) . 
Paso 5. Actualizacion de los pesos de las 
neuronas vecinas a c. de acuerdo J 
con (3.2.2.3 . 1 ) . 
Paso 6. SI  t ha alcanzado la  f 10 
6. 1 - SI hay equilibrio 
PARAR 
6.2- SI NO 
Volver al Paso 2.  
Paso 7 .  SI t NO ha alcanzado la f 10 
Volver al Paso 2 .  
Fig. 3.4.b Mapas Autoorganizativos 
(pseudoc6digo) 
Mal llamado Cuantificaci6n Vectorial de Aprendizaje (L VQ) por algunos 
autores(*) es parecido al SOFM, s610 que eliminando la funci6n de vecindades. 
En cada iteraci6n s610 es actualizada la neurona cj mas pr6xima a la muestra de 
entrenamiento v(t) . La ley de actualizaci6n es ahora: 
(OJ Vease la severa crftica a [Pal 93] que aparece en [Gonzalez 95] -
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(3.2.2.3.2) 
Debido a su canicter local, este algoritmo facilmente puede . quedar atrapado en 
minimos locales. 
c- Cuantificaci6n Vectorial de Aprendizaje Generalizado [Pal 93] 
Es similar al anterior, pero con caracter global: no s610 se optimiza el centroide 
vencedor, sino todos los demas. Pal prop one una ley de actualizaci6n que incluye 
vecindades, pero medidas en el dominio de la senal, no en el mapa de representaci6n: 
Ci (t + 1) = ci (t) + aCt) (v(t) - ci (t)) , \fl(v, ci (t), C(t)) (3.2.2.3.3) 
donde \fl(v, ci (t),C(t)) es la funci6n de vecindad que depende no solo de la muestra 
actual de entrenamiento y del centroide (vector c6digo) que se va a actualizar, sino del 
resto de los centro ides de la libreria. 
En esta misma linea se encuentran la Red "Neural-Gas" [Martinez 93] y el 
algoritmo SCONN [Choi 94] . 
3.2.2.4- Metodos "Fuzzy" 
La Cuantificaci6n Vectorial Fuzzy [Karayiannis 95] se basa en hacer que las 
decisiones de inclusi6n de un vector de entrenamiento a una subpartici6n sean 
"blandas", esto es, un vector pertenece a una subpartici6n, pero de una forma s610 
parcial. Formalmente, estos vinculos vienen determinados por la funcion s(v, j) de 
pertenencia del vector v a la subpartici6n Sj ' que toma valores en el intervalo [0, 1 ]  
(mayores cuanto mas pr6ximo este v de cj ). 
La funci6n global que se trata de minimizar es ahora: 
L l N l 
D = L Ls(vj , j) I lv i - cj l1 2 (3.2.2.4.1) i=O j=O 
Recordando que, para el caso de que las caracteristicas de la fuente estuvieran 
contenidas en el conjunto de entrenamiento V = {vo ' V l '  . . , V N I } ' la funci6n de 
distorsi6n podia ponerse como la suma de las distorsiones parciales Dj asociadas a cada 
region (2. l .3 .4.4): 
L \ L \  N j I  . 
D = L D i = L L Ilvij - ci ll z  i=O i=O j=O 
(3.2.2.4.2) 
puede observarse que ambas expresiones coinciden plenamente, salvo por la funci6n 
"fuzzy" s(v, j) de pertenencia a las regiones. Mas aun, en el caso extremo en que esta 
funci6n diera valor 1 cuando v estuviera contenido en la region j ,  y 0 en caso contrario, 
la dos distorsiones serian exactamente iguales. En este caso, se hablara de partici6n del 
espacio y reglas de decision "duras". 
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Las decisiones del algoritmo van pasando de blandas a duras segun la estrategia 
que se describe a continuaci6n. En el instante de tiempo t, el vector Vi tiene asignado 
una hiperesfera en la cual se encuentran varios centro ides (vectores c6digo). Al conjunto 
de esos centro ides se Ie llama I i  (t) . La gradual transici6n hacia una partici6n dura se 
consigue disminuyendo el radio de esta hiperesfera. En cada iteraci6n este radio se 
reca1cula, como la media de las distancias entre Vi y los centroides incluidos en I j  (t) : 
(3.2.2.4.3) 
donde N(I j  (t)) es el numero total de elementos contenidos en el conjunto I j  (t)  
El conjunto I j  (t) se actualiza segun: 
(3.2.2.4.4) 
Este proceso comienza con todo el espacio 
(3.2.2.4.5) 
y acaba cuando s6lo hay un centro ide en la hiperesfera. 
En cada iteraci6n los vectores c6digo se calculan segun: 
N j l  
L s(V i ' j) Vj  
cj =  (3.2.2.4.6) 
Ls(vj , j) 
j;O 
que viene a ser la versi6n "fuzzy" de la RegIa de los Centroides. 
En la anterior referencia pueden encontrase distintas variantes de esta ley, asi 
como de las funciones de vecindad s(v, j) .  
En la misma linea se hall an los algoritmos expuestos por el mismo autor en 
[Karayiannis 96] 0 en [Karayiannis 97] . 
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3.3- Optimizacion en CV con errores de canal 
SegUn se explicaba en la secci6n 2. 1 .4, cuando existen errores en el canal, la 
distorsi6n depende del proceso de cuantificaci6n y del error cometido en la transmisi6n 
de los simbolos. Ello conduce a que esta distorsi6n sea funci6n del libro de c6digos 
(regIa de decodificaci6n), de la partici6n del espacio (regIa de codificaci6n) y de la 
funci6n de asignaci6n. 
Veamos, a continuaci6n, tres planteamientos diferentes para optimizar el sistema. 
3.3.1- Reordenamiento de indices 
El planteamiento aqui es partir de una libreria de c6digos disefiada para el caso no 
ruidoso y optimizar la asignaci6n de indices, de tal forma que los errores de simbolos 
produzcan distorsiones minimas en el sistema. 
En el Apartado 2. 1 .4.2 se observ6 que si los vectores c6digo se elegian de acuerdo 
con la RegIa de los Centro ides no generalizada, la distorsi6n de un cuantificador 
vectorial sujeto a errores de canal podia descomponerse en dos terminos independientes 
correspondientes a la distorsi6n de fuente y a la distorsi6n de canal : 
(3.3.1.1) 
Tambien se veia que incluso sin estar presente esta regIa, la distorsi6n total del 
sistema esta acotada por la suma de ambas distorsiones [Zeger 87] : 
(3.3.1.2) 
 Como la DF no depende de las asignaciones de indices, tiene sentido tratar de 
minimizar s610 el termino Dc  Como expresa Zeger en el articulo correspondiente a la 
referencia anterior: "este planteamiento no garantiza necesariamente la minimizaci6n de 
la distorsi6n total, pero es una soluci6n heuristica que puede contribuir a su reducci6n". 
SegUn esto y volviendo a la nomenclatura definida en el apartado 2 . 1 .4. 1 ,  la 
variable de busqueda sera la funci6n de asignaci6n D, expresada por la lista 
Bn = {D(a), D(I) , , D(L - I)} (3.3.1.3) 
que indica la relaci6n biunivoca entre vectores c6digo y los simbolos transmitidos por el 
canal. Segun se indicaba tambien en el anterior apartado, esta lista es una de las L !  
permutaciones posibles de la lista correspondiente a la "asignaci6n natural" dada por: 
BnN = {a, 1, , L - 1} (3.3.1 .4) 
La distorsi6n de canal dada en (2. 1 .4.2. 1 1 ) depende de las probabilidades de 
transmisi6n Pji, y estas, a traves de (2. 1 .4.3 .4), de la funci6n de asignaci6n presente. 
Como, . por otra parte, segun la estrategia aqui considerada, el libra de c6digos 
permanece fijo, esta distorsi6n puede considerarse una funci6n unicamente de la 
variable de asignaci6n D: 
(3.3.1 .5) 
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Existen diversas aproximaciones dentro de esta linea que trata de minimizar la 
distorsi6n D optimizando solamente la asignaci6n IT, algunas de las cuales se comentan 
a continuaci6n. 
3.3.1.1- MCtodos heuristicos 
a- Codificacion Pseudo-Gray [Zeger 87], [Zeger 90] 
Es este un algoritmo iterativo que va permutando la posici6n de dos vectores 
c6digo en cada iteraci6n, intentando disminuir mon6tonamente la funci6n Dc (II) . Para 
elegir que pareja va a ser permutada, se asigna un coste a cada vector c6digo: 
L l 
D i = Pi L Pji Ilcij - C j 1 12 (3.3.1 .1 .1) j=O 
que mide la contribuci6n total a esta distorsi6n, debida a posibles errores en el canal 
cuando se ha seleccionado el vector ci . 
Todo el libro de c6digo es ordenado de acuerdo con este coste. EI vector c6digo 
con mayor Dj (llamemosle Yo ) es elegido como primer candidato para la permutaci6n. 
Se hace entonces una permutaci6n tentativa entre este y todos los demas vectores, 
observandose el potencial decremento de Dc (IT) con cada uno de elIos. Aquel vector 
correspondiente al mayor decremento de Dc (IT) es con quien Yo se permuta. Si no 
disminuye con ninguno de elIos, Ie llega al tumo al segundo vector con mayor Dj, Y 1 , al 
que se Ie intenta permutar de la manera anterior. S i  tampoco se puede conseguir 
disminuir la distorsi6n total, se probara con el siguiente vector, el Y 2 ' Y asi 
sucesivamente. Se llega al final a un estado localmente minimo en el que no existe 
ninguna posible permutaci6n de un par de vectores que conduzca a un estado de menor 
distorsi6n media. 
Este algoritmo, que permite asignar indices pr6ximos (con distancias haming 
pequenas) a vectores c6digo cercanos en el espacio euclideo, fue bautizado por sus 
autores como Codificaci6n Pseudo-Gray, por analogia con los c6digos Gray usados en 
cuantificaci6n escalar, con los que las muestras contiguas son representadas con cadenas 
binarias que s610 se diferencian en un bit. EI organigrama del algoritmo se muestra en la 
Figura 3 . 5 .  
En [De Marca 87] se expone un algoritmo parecido a este, pero en e l  se introducen 
perturbaciones locales a las asignaciones tentativas, tratando de evitar minimos locales. 
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Inicializaci6n 
-CaIcular la disminucion 
tentativa en la distorsion al 
intercambiar la posicion de 
los vectores Y i Y C j . 
- L1amar Gj a esta disminu­
cion. 
no 
Sea Gjrnax el mayor de todos los Gj. 
Fig. 3.5 Algoritmo de Codificacion Pseudo-Gray 
(diagrama de flujo) 
b- Soluci6n de Wu y Barba 
En [Wu 93] estos autores proponen otra soluci6n basada en crear un arbol de 
indices binarios. Los nodos de cada nivel del arbol corresponden a indices diferentes . 
Cada nodo esta unido a varios nodos del nivel anterior, exactamente, a aquellos cuyos 
indices distan una unidad de este (segun la distancia hamming). La figura muestra el 
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caso de 1 6  niveles. Los nodos estan marcados por los puntos en negro y van 
acompafiados de enteros del 0 al 1 5  representando c6digos binarios de 4 bits (para 
mayor claridad s6lo se muestran los binarios correspondientes al 12 y al 1 4) .  
o 
6 
1 5  
Fig.3.6 Arbol topognifico del algoritmo de Wu y Barba. 
Al vector c6digo mas probable se Ie asigna el primer nodo. A los vectores mas 
pr6ximos a este se les asignan los nodos del segundo nivel. A cad a nodo de un nivel 
inferior se Ie asigna un vector que este pr6ximo en el espacio euclideo a aquellos 
vectores asociados a los nodos del nivel anterior, unidos directamente con este nodo. 
Ademas el calculo de distancias anterior se pondera por la probabilidad de 
aparici6n "a priori" de un vector c6digo (Pi)' de tal manera que un vector c6digo con 
alta probabilidad de aparici6n tiende a ser asignado a altos niveles, para que asi tenga 
mas libertad para ser elegido vecino de los vectores pr6ximos a e1. 
En particular, para elegir el vector c6digo asociado al nodo k del nivel v, se 
tendran en cuenta todos los vectores cj pertenecientes al conjunto Sv-l,k> de todos los 
vectores del nivel v- I que son vecinos de k. Para cada vector C j , potencial ocupante del 
nodo k se establecera una medida de distorsi6n parcial (medida conjunta de la distancia 
entre este y cada uno de los vectores de Sv_1 k> junto con sus probabilidades de , 
aparici6n): 
(3.3.1 .1 .2) 
entre los vectores cj que todavia no han ocupado ningun nodo, se elegira aquel que 
cuente con menor distorsi6n parcial ll(k, j) . 
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Paso 1 .  Fonnar el arbol topograiico. 
Paso 2. Buscar el vector c6digo mas probable y asignarle el nodo O. 
Paso 3 .  Computar la distancia euclidea entre este y el resto de los 
vectores c6digo. Elegir Los b mas pr6ximos a el para que 
ocupen los nodos del nivel I .  
Paso 4. Sea el nivel v=2 
Paso 4. Cad a nodo del nivel v tiene v- I vecinos en eI nivel v- I .  Para 
cada nodo k del nivel v y todos los vectores Cj todavia no 
asignados a ningun nodo, se calcula la distorsi6n parcial 
llCk, j) dada en (3 .3 . 1 .8). 
Paso 5 .  Se asocia al nodo k el vector Cj que haga menor esta 
distorsi6n. 
Paso 6. SI v<b 
6 . 1 - Pasar al nivel siguiente: v=v+ 1 
6.2- Volver al Paso 4. 
Paso 7. SI NO 
PARAR 
Fig. 3.7 Algoritmo de Wu y Barba (pseudoc6digo) 
3.3.1 .2- Metodos termoestadisticos 
EI Temple Simulado, descrito en Ie apartado 3 .2.2 . 1  para hallar libros de c6digo 
tambien puede usarse para encontrar funciones de asignaci6n que reporten bajas 
distorsiones [EI Gamal 87], [Farvardin 90] . Las variables en juego seran las funciones 
de asignaci6n II ,  expresadas con las listas B n Y la funci6n optimizada, sera la 
codificaci6n de canal CF , segun se explicaba en el Apartado 3 .3 . 1 .  
La perturbaci6n aleatoria de las listas Bn se realizara intercambiando una pareja 
de sus elementos, de forma semejante al operador mutaci6n aplicado a la ordenaci6n de 
listas, que aparecia en 2.2.6.3 .a. Tambien podria aplicarse cualquier otra mutaci6n de las 
expuestas en ese apartado. 
3.3.1.3- Metodos geneticos 
Pan et. al. describen un AG para optimizar la asignaci6n de indices [Pan 96] . Los 
elementos distintivos de este algoritmo son: 
- Individuos de la poblacion: son las funciones I1 ,  tambien expresadas como listas 
Bn ; 
- Poblaci6n: esta separada en varios grupos que evolucionan de forma 
independiente, salvo por el operador "comunicacion", del que se hablara mas 
abajo; 
9 1  
- Funcion de coste: distorsion del canal Dc' 
 3. Antecedentes 
- Seleccion: es por tomeo y se realiza en cada grupo por separado; 
- Cruce: ordenado uniforme; 
- Mutacion: por intercambio reciproco; 
- Comunicacion: cada R generaciones se envian los mejores individuos de un grupo 
a otros grupos reemplazando a individuos elegidos al azar. 
3.3.2- Optimizacion conjunta de vectores e indices 
El algoritmo GLA descrito en el Apartado 2. 1 .4.5 es un metoda elegante y de 
reducida complej idad conceptual y de implementacion. Al utilizar consecutiva y 
altemadamente las dos Reglas de Optimalidad el proceso de busqueda avanza por pasos 
que reducen la distorsion de forma no solo monotona, sino optima. Sin embargo, la 
libreria resultante es solo localmente optima; son necesarios metodos mas globales de 
busqueda. Gran parte de estos otros metodos llevan a cabo una exploracion global e 
incorporan el GLA para concluir de forma "fina" la busqueda. 
En este apartado se recogen varios de estos metodos, que tratan de minimizar la 
distorsion sin realizar un tratamiento diferenciado para la distorsion de canal y la de 
fuente. Su estrategia es la de reajustar las posiciones del conjunto inicial de vectores 
codigo, para hacer disminuir la distorsion media, teniendo presente la representacion 
binaria inicial de cada uno de estos vectores y el juego de probabilidades de error Pij . 
Aunque expHcitamente no 10 hacen, implicitamente SI consideran y tratan de minimizar 
los errores de canal. De hecho, el algoritmo GLA, aunque de una forma local, atiende a 
estos planteamientos. 
3.3.2.1- Metodos termoestadisticos 
El Temple Deterministico (TD) de Miller [Miller 94] es una combinacion del 
Temple Simulado y de los metodos "fuzzy". La diferencia con el TS radica en que este 
introduce variaciones aleatorias sobre los puntos donde la funcion de coste es evaluada, 
mientras que el TD introduce un ruido directamente sobre la funcion de coste (distorsion 
media) . 
Expondremos el TD solo para el disefo basado en datos emplricos, aunque su 
extension al caso continuo, en que los estadisticos estan dados por la f.d.p. de la fuente, 
es clara. 
La RegIa del VMP establece una particion "dura" del espacio de vectores de 
entrenamiento, por la que cada vector solo se relaciona con la region a la que pertenece. 
Esta relacion puede encamarse en la funcion de asociacion fuerte entre el vector de 
entrenamiento v y la sUbparticion Vj, dada por: 
(_ .) {l, si v E Vj 
Af V , ]   
0, resto 
(3.3.2.1.1) 
Sin embargo, puede definirse una funcion de asociacion debil entre el vector v y 
la region Vj, segun la cual, la relacion entre ambos vaya disminuyendo cuanto mas 
alejada se encuentre v de Vj. Esta funcion de asociacion debil hara las veces de regIa de 
codificacion, difuminando el concepto de particion del espacio de vectores. 
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La propuesta de este metodo es el progresivo paso de asociaciones blandas a duras 
en el transcurso de las iteraciones. Para ella se cuenta con un parametro p que va 
aumentando con las iteraciones. Las funciones de asociacion se construyen para que, en 
los casos limite en que p sea cero 0 tienda a infinito, se cumpla que: 
Li { A� (v, j , P)} = ! p�o L 
 Ad (v, J , p) =  { 
_ . } {I, si v E Vj 
p�oo 0, resto 
(3.3.2.1.2) 
(3.3.2.1.3) 
con 10 cual, cuando p=O cualquier vector del conjunto de entrenamiento estara 
igualmente relacionado con cualquier region (puede pensarse que de hecho el espacio no 
esta dividido en regiones). En cambio, cuando p � 00 , la asociacion debil se convierte 
en fuerte y el espacio queda concretamente dividido par la particion. 
Haciendo que p crezca a 10 largo de las iteraciones del algoritmo, se conseguira un 
progresivo endurecimiento de la particion. 
Una funcion de asociacion debil basada en el Metodo de Maxima Entropia [Jaynes 
89] puede ser: 
(3.3.2.1.4) 
que cumple las caracteristidlS descritas para estas funciones, incluidas las condiciones 
limite anteriores. 
Recordemos ahora la RegIa Generalizada de los Centro ides y veamos de que 
manera puede incorparar los nuevos conceptos de asociacion debil y particion blanda. 
La RGC esta dada por la expresion (2. 1 .4.6.7): 
L l 
L Pj; . P j . cj 
c ;   
I Pj; . P j j=O 
i=O, 1, L-1 (3.3.2.1 .5) 
donde Pj es la probabilidad de que el vector v se encuentre en la region 
Vj = {Vjl , Vj2 , , Vj Nj- t } que, segun (2. 1 .4.6.8) es : 
N P = _J J N (3.3.2.1.6) 
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y el centroide cj es (2. 1 . 3 .4.7) : 
Uniendo las tres ultimas expresiones, la ROC queda: 
j=O 
 3. Antecedentes 
(3.3.2.1. 7) 
(3.3.2.1.8) 
que tambien puede escribirse, atendiendo a la definici6n de asociaci6n dura de 
(3 .3.2. 1 . 1 ) como: 
(3.3.2.1.9) 
Si se sustituye la asociaci6n fuerte por la asociaci6n blanda, quedani: 
L-l N- l 
L Pjj ' L VpAd (VP , j , p)   cj =  
L Pjj . L Ad (VP , j, p) j=O p=O 
(3.3.2.1.10) 
Esta asociaci6n, junto con la expresi6n (3 .3 .2. 1 .4), aplicadas sucesivas veces de 
forma altemada, con un valor determinado de p llevanin al sistema a un minimo de 
energia local. Haciendo que p tome valores cada vez mas altos, el algoritmo ini 
conduciendo al sistema hacia una partici6n dura del espacio de vectores. 
En [Miller 94] no aparece la ley con la que p va aumentando. Tampoco se indica 
en [Rose 92] (versi6n no ruidosa del TD). En [Miller 96] , en el contexte del disefio de 
clasificadores estadisticos, se presenta una sencilla regIa para la evoluci6n temporal de 
este parametro: 
pet) = a pet - 1) (3.3.2.1 .11) 
En la Figura 3 . 8 se muestra el diagrama funcional y el pseudoc6digo del algoritmo 
de TD explicado. 
94 
 3. Antecedentes 
Inicializaci6n 
13=0 
Funci6n de asociaci6n 
debil Ad (v, j , p) 
(3 .3 .2. 1 .4) 
Regia de los Centro ides 
Modificada 
(3 .3 .2. 1 . 10) 
Aumentar 13 
(3 .3 .2. 1 . 1 1 ) 
Fig. 3.8.a Temple Detenninistico (diagrama de flujo) 
Paso 1. Inicializaci6n. 
Paso 2. Calcular las funciones de 
asociaci6n debil dadas en (3 .3.2. 1 .4) 
Paso 3 .  Computar la Regia de los 
Centro ides Modificada segun 
(3 .3 .2. 1 . 10) 
Paso 4. SI NO hay equilibrio 
Volver al Paso 2. 
Paso 5 .  SI hay equilibrio 
6 . 1 - SI se ha llegado a una parti­
cion dura 
PARAR 
6.2- SI NO 
Aumentar el valor de 13 
segun (3 .3.2. 1 . 1 1 ). 
VOL VER al Paso 2. 
Fig. 3.8.b Temple Deterministico 
(pseudocodigo) 
3.3.2.2- Metodos basados en Redes Neuronales Autoorganizativas 
Resultan de la natural generalizaci6n al caso ruidoso de los algoritmos SOFM 
vistos en 3 .2.2.3 . Ahora las relaciones topol6gicas entre las neuronas (vectores c6digo) 
en el dominio representado pueden ligarse a las relaciones de cercania 0 lejania de los 
simbolos (binarios 0 no) con los que esos vectores senm enviados. 
a- En el TVQ [Black 93] la ley de actualizaci6n del vector de c6digo cj cuando se Ie 
presenta el vector c6digo v(t) es: 
(3.3.2.2.1) 
donde i es el indice del vector c6digo mas pr6ximo a v(t) y E, un parametro del metodo 
similar al paso de adaptaci6n en los algoritmos adaptativos. 
b- Una propuesta muy similar se detalla en [Knagenhjelem 92] . Aqui E es sustituido por 
una funci6n que varia con las iteraciones, de forma que las actualizaciones cada vez 
tienen influencia sobre vecindades menores (mas cercanas al vecino mas proximo del 
vector de entrenamiento v(t) inspeccionado). 
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 3. Antecedentes 
c- Otra version muy similar a las anteriores es la dada en [Poggy 95], en la que el factor 
Pj i es sustituido por una funci6n de la distancia hamming entre los indices i y j .  
d- En [Leung 97] los anteriores conceptos se extienden al caso de modulaciones 
genericas, de las que la transmisi6n de simbolos binarios es s610 un caso particular. 
3.3.3- Optimizaci6n alternada de vectores e indices 
Cuperman utiliza una metodologia de disefo basada en considerar separadamente 
los tres elementos del CV: el codificador (partici6n [2), el decodificador (libreria de 
c6digos {C} ) Y la funci6n de asignaci6n IT. Cada uno de elios se optimiza, dejando fijos 
los otros dos elementos, de manera altemada e iterativa, como aparece en el diagrama de 
bloques de la Figura 3.9. 
Inicializaci6n 
Optimizaci6n de la 
partici6n. O. 
( {C} y II estan fijos) 
Optimizaci6n del libro de 
c6digos C. 
(0 Y II estan fijos) 
Optimizaci6n de la funci6n 
de asign�ci6n IT. 
( {C} y O  estan fijos) 
Fig. 3.9.a Algoritmo de optimizaci6n VQ 
de Cuperman (diagrama de bloques) 
Paso 1 .  Inicializaci6n. 
Paso 2. Optimizaci6n de la partici6n O. 
Paso 3 .  Optimizaci6n del libro de c6digos 
{C} . 
Paso 4. Optimizaci6n de la funci6n de 
asignaci6n IT. 
Paso 5. SI hay equilibrio 
PARAR 
Paso 6- SI NO 
VOL VER al Paso 2. 
Fig. 3.9.b Algoritmo de optimizaci6n VQ 
de Cuperman (pseudoc6digo) 
La optimizaci6n de la partici6n y de la libreria de c6digos no coinciden 
exactamente con las reglas RGVMP y RGC, debido a que el planteamiento del 
problema que hace Cuperman es ligeramente diferente presentado en el apartado 2. 1 .4 . 1 .  
EI decodificador de Cuperman no entregani a la salida uno de los vectores c6digo de la 
libreria, sino una combinaci6n lineal de ellos, que tenga en cuenta la f.d. p. del ruido en 
el canal . EI resto del planteamiento y la forma de derivar sus reglas de optimalidad son 
semejantes a 10 aqui explicado. 
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 Capitulo 4 
PROPUESTAS 
4.1- Introduccion 
En el apartado 2. 1 .4. 1 ,  la CV se desglosaba en distintos bloques funcionales 








Fig. 4.1 Sistema de Cuantificaci6n Vectorial 
c ·  
Libreria de 
C6digos 
El prop6sito general en el disefio es el de ajustar los elementos del sistema para 
que la distorsi6n media entre la entrada y la salida 
(4.1.1) 
sea minima (ver apartado 2. 1 .4.2). 
En nuestro caso, la fuente estani caracterizada estadisticamente por el conjunto de 
vectores de entrenamiento 
(4. 1.2) 
por 10 que la distorsi6n del proceso seni la expresada en (2. 1 .4.6.4): 
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(4.1 .3) 
donde Vik es un elemento generico de la subpartici6n Vi expresada como: 
Vi = {v E V  / Cod(v) = i} = {Vik , k = 0, 1, . .  ,N i - 1} (4.1.4) 
En principio, los elementos variables y, por tanto, optimizables del sistema son: 
- la regIa de codificaci6n dada por la partici6n {V} ; 
- la libreria de c6digos {C} ; 
- la funci6n de asignaci6n 11; 
- el alfabeto de simbolos B 
N6tese que el codificador y el decodificador de simbolos son estructuras fijas, no 
sujetas a optimizaci6n (ver Figuras 2.20 y 2.2 1 ). 
Por otra parte, convendremos que la codificaci6n es binarias y el alfabeto B sigue 
la ordenaci6n natural dada en (2. 1 .4.3 .2). 
Por ultimo, supondremos que todos nuestros CV atienden a la RGVMP, por 10 que 
la partici6n {V} deja de ser una variable independiente del sistema al estar 
completamente determinada por el resto de variables del sistema (ver apartado 
2. 1 .4.4. 1 ) . 
SegUn todo 10 anterior, s610 se contara con {C} y IT para optimizar el sistema, 10 
cual equivale a decir que la distorsi6n D dependera unicamente de estas dos variables: 
D = D( {C}, IT) (4.1.5) 
En esta Tesis se describen tres metodos de optimizaci6n de CV. Los dos primeros 
tratan de llevar a ,cabo una optimizaci6n explicita del libro de c6digos. La asignacion 11 
se mantiene fija, aunque la busqueda en el dominio de las asignaciones se realiza de 
forma implicita. Segun la clasificaci6n establecida en el apartado 3 .3 ,  estos metodos 
podrian catalogarse como de optimizaci6n conjunta de vectores e indices. De los dos, 
uno esta basado en Algoritmos Geneticos y el otro es un metodo heuristico iterativo 
cercano al algoritmo de Lloyd. ' 
EI tercero de los metodos, sin embargo, mantiene una busqueda explicita de {C} 
Y de 11, dentro de la clase que se ha denominado de optimizaci6n altemada de vectores e 
indices. Este algoritmo tambien esta basado en los AG y se hibrida con el GLA para 
llevar a cabo la busqueda. 
4.2- Optimizacion conjunta de vectores e indices basad a en Algoritmos GenCticos 
Se propone un nuevo algoritmo para el disefo de cuantificadores vectoriales para 
canales ruidosos en el que un Algoritmo Genetico sirve de base en la busqueda de 
libreria de eodigos optima, al eual se ineorpora el algoritmo GLA como optimizador 
local. Llamaremos a este metodo AGCV (Algoritmo Genetico para la Cuantificaci6n 
Vectorial) 
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4.2.1- Descripci6n 
Este AG esta especial mente pens ado para disefar CV. Los T individuos de la 
poblacion <I> son librerias de codigo tentativas, cada uno representado con una matriz de 
dimension LxJ (L vectores c6digo de dimensi6n J) : 
donde 
- i i Co co,o ' 
- i i 
{CL = ci 
cl ,o ' . = 
- i CL-l i C L-I ,O ' 
i CO,I ' 
i cU '  
i C L_1, 1 ' 
i CO,J I  
C i L-I ,J - I  
(4.2.1.1) 
( 4.2.1.2) 
La funci6n de coste es la distorsi6n media dada en (2. 1 .4.6.4), Se supondra 
ademas una asignaci6n binaria natural B n (ver apartado (2. 1 .4. 1 » ,  por 10 que la N 
distorsi6n s6lo sera funci6n explicita de la libreria de c6digos: 
D = D({C}) (4.2.1.3) 
El AGCV es similar al Genetico presentado en [Choi 96], pero extendido para 
abarcar el caso del canal ruidoso. EI algoritmo presenta diferentes altemativas con 
respecto a los mecanismos de selecci6n, cruce, estrategias de evoluci6n y tratamiento de 
clones. Todas .elIas se describen a continuacion, junto con el operador de mutaci6n 
usado y el elitismo incorporado. 
4.2.1.1- Mecanismos de selecci6n 
a- Seleccion Aleatoria Proporcional a la Funcion de Prestaciones: 
En una generaci6n dada, la funci6n de prestaciones F( ) de cada individuo i (libro 
{C} i ) esta dada por la diferencia entre la distorsi6n mayor encontrada en toda la 
poblaci6n y la distorsi6n asociada a este individuo: 
(4.2.1 .1.1) 
De acuerdo con la expresi6n (2.2.4.6), la probabilidad de que la libreria {CL 
resulte elegida en cualquier proceso de selecci6n es: 
 
p( i) = (4.2.1 .1 .2) 
L F({CL ) 
k=l  
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b- Selecci6n por Rango : 
 4.  
Segun 10 explicado en (2.2A.b), las distorsiones relacionadas con los T individuos 
de la poblaci6n se ordenan de mayor a menor de la siguiente forma: al individuo con 
menor distorsi6n se Ie asignanl orden 1 ,  y al de mayor distorsi6n, se Ie asignani orden T. 
Despues estos 6rdenes son transformados linealmente de tal forma que el orden 1 se 
trasforma en P min Y el orden T, en P max' Finalmente se pro cede al Ia selecci6n aleatoria ' 
proporcional a estos valores. En nuestro caso, los panimetros P min Y P max toman los 
valores 1 y 5, respectivamente. 
c- Selecci6n por Tomeo : 
Segun 10 explicado en (2.2A.c), se seleccionan aleatoriamente dos individuos de la 
poblaci6n y aquel con menor distorsi6n es seleccionado. 
4.2.1.2- Mecanismos de cruce 
Se incluyen tres operadores disefiaqos de forma especifica para el cruce entre 
librerias de c6digo. 
a- Cruce Aleatorio: 
Es similar al cruce aritmetico presentado en el apartado 2.2.5 .2.b. Tras haber side 
seleccionados, el cruce entre dos individuos se realiza vector a vector. En concreto, si 
c� (vector p del libro de c6digos {C}J  va a ser cruzado con c� (vector q del libro de 
c6digos {C} i )' el nuevo vector sera la media aleatoria entre c� y c� definida como: 
(- i - i ) _ - i  dif 2 d'f ra c p , c  q - cp - 2 + r ·  1 
donde dif es el vector diferencia entre los vectores c6digo c� y c� 
(4.2. 1.2.3) 
(4.2.1.2.4) 
y r es un vector de dimensi6n M, en el que cada una de sus componentes se toma de 
forma completamente aleatoria en el intervalo [0, 1 ] .  De esta forma, el nuevo vector se 
,  . . . . .  dif _ . dif 
[ ] 
encontrara de forma eqUlprobable en el mtervalo M-dlmenslOnal c� - 2 '  c� + 2 
(ver la Figura 4 .2, que muestra un ejempl0 en dos dimensiones). 
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Fig. 4.2 Cruce aleatorio. El vector resu ltante del cruce entre los 
vectores c� y c� se encontrani en la region sombreada. 
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Segun esto, cuando se cruzan {C} i Y {C} j se obtiene un nuevo {C} k en el que 
los vectores c6digo estan dados por: 
p=O, l ,  L- l (4.2.1.2.5) 
b- Cruce Constreiiido: 
En el cruce anterior, el simple procedimiento de cruzar pares de vectores c6digo 
de dos librerias de la poblaci6n puede no tener demasiado sentido si estos vectores estan 
muy separados entre sf. Para entender esta circunstancia en la Figura 4.3 se muestra un 
sencillo ejemplo el que se cruzan dos librerias de 5 vectores de dimensi6n 2. 
Se dibujan los vectores c6digos de {C} i (Fig 4.3 . izquierda) y de {C} j (Fig 4.3 . 
derecha), junto con sus respectivas particiones. Como los vectores en una libreria no 
estan ordenados atendiendo a su 10calizaci6n espacial, no es sensato presuponer que el 
vector c� vaya a tener mayor proximidad al vector c� que a ningun otro c! de {C} j '  El 
cruce aleatorio entre las parejas c� y c� (p=O, l ,  L- I )  se tomara un operador demasiado 
ca6tico, en el que la estructura de los individuos i y j (ya sean percibidos como las 





Fig.4.3 Libros de c6digo {CL y {CL junto a sus respectivas particiones. Se observa la inexistencia 
de ordenaci6n espacial de los vectores con relaci6n a sus indices. Este cruce puede resultar pemicioso si 
no se emparejan los vectores c6digo de {C} i Y {C} j pr6ximos entre sf. 
Para formar un nuevo vector c6digo a partir de {C} i Y {C} j , preservando algunas 
de sus caracteristicas espaciales, puede pensarse en componer una correspondencia 
segun la cual, a cada vector c6digo de {C} i se Ie asocie con el vector c6digo de {C} j 
mas cercano a el. Formalmente, el vector de {C} j asociado a c� sera ahora: 
(4.2.1.2.6) 
Ahora sf que tiene sentido llevar a cabo el cruce aleatorio explicado arriba con la 
pareja c! y c1 , pues el libro de c6digos resultante mantendra cierta similitud con ambos 
padres. En el caso del ejemplo anterior: 
1 0 1  
as(c; , {C} j ) = c� 
as(c� , {C} j )  = c� 
as(cL {C} j )  = c/ 
as(c� , {C} j )  = c� 
as(c� , {C} j )   c/ 
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(4.2.1.2.7) 
Para hacer que este operador este equilibrado con respecto de los dos padres, cada 
vez que haya un cruce, se generanin dos hijos: 
ra(c i ,as(c i , {C} j )) 
ra( c j , as( c j , {C} 
i 
) ) (4.2.1.2.8) 
El Cruce Constrefi do que se acaba de explicar guarda una estrecha, aunque quizas 
velada, semejanza con el "cruce amilogo" propuesto por Davidor para el disefio de 
trayectorias para el brazo articulado de un robot [Davidor 89]. 
c- Cruce Laxo: 
Es semejante al anterior, pero con constricciones mas laxas en cuanto a la elecci6n 
de los vectores c6digo que van a cruzarse. Especificamente, cuando se va a cruzar {CL 
con {C} j '  se permitira el cruce entre cada uno de los vectores c! de {C} i ' Y uno de los 
vectores C:1 , C:2 , , c :s '  (los S vectores c6digo de {C} j mas cercanos a c� ) . 
Debe notarse que cuando S=l el cruce laxo es equivalente al cruce constreiiido. 
4.2.1 .3- Mutaci6n 
Con una probabilidad Pm dada, y de forma independiente, se determina si se 
mutan 0 no cada una de las M componentes de los L vectores c6digo de las librerias 
{CL y {C} j sobre las que se aplica el operardor. La mutaci6n sobre C �,k ' esto es sobre 
el componente k del vector p-esimo de la libreria {C} i ' se establecera de la siguiente 
manera. 
Sea mm(i , k) la media muestral de la componente k-esima de la libreria {C} i a 10 
largo de sus L vectores c6digo: 
1 L [  mm(i , k)  L >� k L r=O ' 
(4.2.1.3.1) 
Sea dmO , k) la desviaci6n muestral de la componente k-esima de la libreria {C} i 
a 10 largo de sus L vectores c6digo, tomada como: 
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1 L ] . 2 drn(i, k) = -I (C�.k - mm(i, k») L r=O (4.2.1.3.2) 
y sea rg(J.l ,cr2 ) un valor al azar tornado de una distribuci6n gaussiana de media J.l Y 
• 2 vananza cr . 
Segun esto, el nuevo valor de la componente c i k sera: P. 
C �.k = rg(mm(i, k), drn(Ci, k») (4.2.1.3.3) 
esto es, un valor aleatorio tornado de una distribuci6n gaussiana de media, la media 
muestral entre las componentes k de los vectores c6digo de {C} j ' y de varianza, su 
varianza muestral. 
Este operador tendera a infligir perturbaciones a los vectores c6digo, llevandolos 
hacia posiciones centricas en la nube de vectores c6digo de una libreria, como se 
muestra en la Figura 4.4. 
- i . c4 c i  
- i  : 1 . C : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ; . . . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
: .  ;. - i  • c5• 
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Fig. 4.4 Se dibujan seis vectores codigo de la libreria {C} i Y las supuestas funciones de distribuciones, 
medias y varianzas muestrales de cada una de las componentes de estos vectores (se asume dimension 2, 
para mayor c1aridad). Las flechas de trazos muestran la tendencia al desplazamiento de cada una de las 
-i componentes del vector c2 , en el caso de que fueran mutadas. 
4.2.1 .4- Estrategias de evoluci6n 
En el disefio de CV, el algoritmo GLA converge hacia valores de distorsi6n 
mon6tonamente decrecientes, por 10 que resulta conveniente tomarlo como 
procedimiento de optimizaci6n local en la busqueda genetica. 
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Nuestro AGCV incorpora las estrategias Baldwiniana y Lamarckiana 
(selecionables extemamente) descritas en 2.2. 1 0, en las cuales un numero S de 
iteraciones del GLA son tomadas como operador de optimizaci6n local. Este nfunero se 
denominani "factor de aceleraci6n GLA" y podni ser fraccionario: por ejemplo si S=1I3 , 
se aplicara una iteraci6n basica GLA cada tres generaciones del genetico. 
4.2.1.5- Tratamiento de clones 
Tambien el AGCV incorpora las dos tecnicas para la eliminaci6n de individuos 
repetidos vistas en 2.2. 1 1 :  remoci6n de clones y prevenci6n de incestos, permitiendo 
ademas no aplicar ninguna de elIas (opci6n de no actuar). 
4.2.1.6- Elistismo 
El AGCV incorpora el elitismo, preservando el mejor individuo de una generaci6n 
y pasandolo sin cruce ni mutaci6n a la generaci6n siguiente (no obstante, en la estrategia 
Bal�winiana, este individuo S1 que es optimizado por medio del algoritmo LBG). 
4.2.2- Selecci6n de opciones y ajuste de panimetros 
En este apartado se describe el proceso de prueba por el que paso a paso se van 
seleccionando las mejores opciones del AGCV y eligiendo los valores mas adecuados 
para sus parametr�s. 
La sefal de prueba utilizada ha sido la imagen Lena de 256x256 pixeles con 8 
bits/pixel de precisi6n. De esta se han extraido 4096 vectores de entrenamiento de 
dimension 1 6, formados por bloques de 4x4 pixeles sin solapar. El tamafio del libro de 
c6digos buscado es de 64 vectores y se considera que el canal introduce errores en los 
bits con una probabilidad (BER) de 0.0 1 .  Todo ella constituye un escenario intermedio 
entre los conjuntos mas extensos de prueba, con los que los metodos propuestos en esa 
Tesis se contrastanln con otros recogidos en la literatura especializada. 
La figura de merito contemplada ha sido el coste de cuantificaci6n 0 distorsi6n 
media del proceso, expresada en (2. 1 .4.6 .4) y en (4. 1 .3). Sin embargo, para comparar de 
forma ''justa'', desde el punto de vista computacional, distintas configuraciones del 
algoritmo 0 distintos algoritmos, es preciso que los tiempos de c6mputo empleados en 
todas ellas sean semejantes. Para ella se introduce el concepto de "numero de 
iteraciones equivalentes del GLA" ("nieg"), definido como el cociente entre el coste 
computacional de una determinada ejecuci6n del AG (0 de cualquier otro algoritmo de 
disefo de VQ) y el de una iteraci6n del algoritmo GLA, para las mismas circunstancias 
(imagen, PEB, tamafio del libro de c6digo y dimensiones de los vectores) . En el 
Apendice 1 se dan expresiones explicitas aproximadas calculadas analiticamente del 
"nieg" en el AGCV y en los demas algoritmos contrastados en esta Tesis. 
Destacamos cuatro conjuntos de ensayos diferentes, con los que de un modo 
gradual se ha tratado de ir llegando a optimizar las caracteristicas del AG, a la vez que 
se estudiaba la influencia de las distintas opciones probadas. 
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a- El primer conjunto de ensayos ha ido encaminado a seleccionar una estrategia de 
seleccion, un tipo de operador de cruce y un operador para el tratamiento de los clones 
entre los descritos, que ofrezca buenas prestaciones para tornado como base para las 
siguientes optimizaciones. Esta etapa de pruebas no ha sido muy exhaustiva, por el 
motivo de ser solo preliminar y no contener las altemativas mas criticas del genetico. 
Para todos los casos considerados se ha fijado una probabilidad de cruce de 0.75, 
una probabilidad de mutacion de 0.0 1 ,  un tamafio de poblacion de 15 y un factor de 
aceleracion GLA de 2. 
De los 33=27 casos posibles (combinaciones de las tres estrategias de seleccion, las 
tres formas de cruzamiento y los tres tratamientos de clones descritas) solo se han 
considerado los 7 que se recogen en la Tabla 1 .  
En cada uno de estos casos, el AGCV es lanzado 1 5  veces independientes entre si, 
registrandose la distorsion media y el numero iteraciones equivalentes. Las medias y 
desviaciones estandar de estas figuras de merito se muestran en la Tabla 4. 1 .  
Distorsi6n media Numero de generaciones 'Num. iteraciones 
equivalentes de GLA' 
Selecci6n: P 0.0 1 9 1 8  7 1 .3 3 1 6 1  
Cruce: C (2.3 E-4) ( 1 8) (823) 
Tratam. clones: R 
Selecci6n: R 0.0 1 9 1 5  75.9 3367 
Cruce: C ( 1 .5 E-4) ( 1 8) (788) 
Tratam. clones: R 
Selecci6n: T 0.0 1 9 1 1 76.3 3388 
Cruce: C (2.2 E-4) ( 1 7) (799) 
Tratam. clones: R 
Selecci6n: P 0.0 1 9 1 9  7 1 .3 3 1 6 1  
Cruce: L (2.0 E-4) ( 1 7) (793) 
Tratam. clones: R 
Selecci6n: P 0.0 1 926 59.3 2627 
Cruce: A (2.3 E-4) ( 1 9) (850) 
Tratam. clones: R 
Selecci6n: P 0.0 1 9 1 1  8 1 .3 3624 
Cruce: C (2.3 E-4) (22) (982) 
Tratam. clones: P 
Selecci6n: P 0 . 0 1 924 79.0 3 5 1 0  
Cruce: C (3 .0 E-4) ( 1 7) (762) 
Tratam. clones: N 
Tabla 4.1 Resultados del primer conjunto de pruebas. Valores medios, sin parentesis; desviaciones 
estandar, entre parentesis. Debe tenerse en cuenta la siguiente nomenclatura: Selecci6n (P=aleatoria 
Proporcional, R= por Rango, T= por Tomeo), Cruce (A=Aleatorio, C=Constrefiido, L=Laxo), 
Tratamiento de clones (R: Remoci6n, P=Prevenci6n de incestos, N=No actuar). 
Podemos observar la escasa incidencia de la eleccion de unas u otras opciones. En 
cualquier caso, elegimos la opci6n (Selecci6n T, Cruce C y Tratamiento de clones R) 
para las siguientes pruebas. 
b- EI siguiente conjunto de pruebas pretende determinar cua! estrategia de evolucion es 
la mas id6nea. S in embargo, las prestaciones de ambas podrian estar condicionadas por 
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el tamafio de la poblaci6n del genetico. Es por ella que se consideran conjuntamente 
ambos factores (tipo de estrategia L 6 B y tamafio de la poblaci6n de 5, 1 5, 25 6 35 
individuos), segun se recoge en l a  Tabla 4.2. Las probabilidades de cruce y mutaci6n, y 
el factor de aceleraci6n GLA se mantienen igual que en las pruebas anteriores en los 
valores de 0.75 , 0.0 1 Y 2, respectivamente. En esta segunda colecci6n de ensayos, en 
cada caso se efectuanin 1 5  repeticiones independientes del AG y se calculan la media 
muestral y la desviaci6n estandar de la distorsi6n y del "nieg". 
Estrategia Lamarckiana Estrategia Baldwiniana 
Tamafio de Distorsi6n Num. de "nieg" Distorsi6n Num. de "nieg" 
Poblaci6n media generac. media generac. 
5 
1 5  
25 
35 
0.0 1 96 67.3 994 0.0237 39.7 582.5 
(3 .7  E-4) ( 1 8) (266) (5.8 E-4) ( 1 6) (243.8) 
0.0 1 9 1 1  76.3 3388 0.0229 3 7.7 1 658 
(2.2 E-4) ( 1 7) (799) (4. 1  E-4) ( 1 6) (7 1 5) 
0.0 1900 74.5 5 5 1 0  0.0229 4 1 .7 3062 
(2.0 E-4) ( 1 9) ( 1 444) (2.9 E-4) (25) ( 1 900) 
0.0 1 896 78.8 8 1 63 - - -
( 1 .6 E-4) ( 1 9) ( 1 983) 
Tabla 4.2 Resultados del segundo conjunto de pruebas (valores medios, sin parentesis 
desviaciones estandar, entre pan!ntesis). 
Se puede observar que la estrategia Lamarckiana es siempre supenor a la 
Baldwiniana, por 10 que se elegira para las optimizaciones subsiguientes. 
c- A continuaci6n se trata de hallar la poblaci6n y el factor de aceleraci6n GLA que dan 
6ptimas prestaciones al AGCV. Obviamente cuanto mayor sean los valores que tomen 
estos parametros, mejores librerias de c6digo se encontraran, pero tambien seran 
mayores las necesidades computacionales. Es, por tanto, preciso que las comparaciones 
se efectuen sobre ensayos con el mismo coste computacional. Por ello, para cada caso 
considerado en este apartado, se llevan a cabo sucesivas ejecuciones del AGCV hasta 
que la suma total de iteraciones equivalentes llegue a las 50.000. Seguidamente estos 
ensayos se agruparan en bloques que engloban varias ejecuciones del AGCV, llegando 
conjuntamente cada bloque a superar las 10.000 iteraciones equivalentes. De las 
distorsiones medias de cada bloque se extrae el minimo (coste minimo de bloque 0 
"cmb"). Luego se calcula la media muestral y valor minimo del "cmb" a 10 largo de los 
distintos bloques. 
En la Tabla 4.3 se muestran estas figuras de merito para los casos considerados. 
Estos son las combinaciones posibles de poblaciones de tamafio 1 1 , 1 5 , 2 1 , 25 Y 3 1 ;  Y 
"factores de aceleraci6n GLA" de valor 1 14, 1/2, 1 , 2, 4, 6  Y 8 . 
Se puede apreciar una ligera disminuci6n de la distorsi6n al incrementarse el 
numero de elementos de la poblaci6n hasta llegar a los 25 individuos, donde eSta 
tendencia se disipa 0 incluso se invierte en algunos casos. En cuanto al "factor de 
aceleraci6n GLA", cuando aumenta su valor, las prestaciones del algoritmo mejoran 
claramente hasta llegar alrededor de 4 y 6, puntos en los que esta tendencia comienza a 
invertirse. Teniendo en cuenta estos resultados, se seleccionaran para la ultima etapa de 
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optimizaci6n del AGCV un tamafio de poblaci6n de 25 y un "factor de aceleraci6n 
GLA" de 5 . 
Factor de Tamafio de Tamafio de Tamafio de Tamafio de Tamafio de 
aceleraci6n poblaci6n = 1 1  poblaci6n = 1 5  poblaci6n = 2 1  poblaci6n = 25 poblaci6n = 3 1  
GLA med min med mm med min med min med min 
1I4 2.044 1 .983 2.077 2 .022 2.048 1 .977 2.047 1 .978 2.034 1 .992 
112 1 .99 1 1 .965 1 .982 1 .945 1 .973 1 .945 1 .959 1 .934 1 .968 1 .932 
1 1 .946 1 .9 1 1 1 .935 1 .9 1 8  1 .922 1 .902 1 .9 1 6  1 .89 1 .929 1 .904 
2 1 .904 1 .853 1 . 899 1 .88 1 .90 1 1 . 88 1 .893 1 .869 1 .902 1 .860 
4 1 .885 1 .848 1 . 898 1 .872 1 . 895 1 .859 1 . 877 1 .835 1 .872 1 .852 
6 1 .897 1 .883 1 .858 1 .852 1 . 880 1 .870 1 .870 1 .86 1 1 .879 1 .847 
8 1 .899 1 .858 1 .893 1 .858 1 . 898 1 .876 1 .876 1 .865 1 .894 1 .887 
Tabla 4.3. Resultados multiplicados por 1 00 del tercer conjunto de pruebas (valores medios y 
minimos de los "cmb". 
d- Finalmente se pretende . analizar el comportamiento del algoritmo ante distintos 
valores de las probabilidades de cruce y mutaci6n. Como las influencias que ejercen 
estos parametros suelen estar interrelacionadas [Murata 96], se han estudiado 
conjuntamente. Todas las combinaciones del producto cartesiano de las probabilidades 
de cruce 1 .0, 0.75, 0.5, 0.25 Y 0.0, con las probabilidades de mutaci6n 0 . 1 ,  0.0 1 , 0 .00 1 Y 
0.0 han sido probadas. 
El resto de parametros seleccionados han sido las opciones vencedoras en los 
conjuntos de pruebas anteriores: Selecci6n por Tomeo, Cruce Constrefiido, Remoci6n 
de Clones, Estrategia Lamarckiana, poblaciones de 25 individuos y 
"factor de aceleraci6n GLA" de 5 .  Los resultados se recogen en la Tabla 4.4. y 
corresponden a mediciones del mismo tipo que en el ensayo anterior. 
Pc= 1 .0 Pc =0.75 Pc =0.5 Pc =0.25 Pc =0.0 
med min med min med mm med min med min 
Pm = 0 . 1  1 .923 1 .909 1 .925 1 .9 1 0  1 .928 1 . 898 1 .923 1 .9 1 1 1 .924 1 .903 
Pm = O.O I 1 .888 1 .860 1 . 883 1 .865 1 .889 1 .862 1 .892 1 .875 1 .869 1 .848 
Pm = 0.00 1 1 .927 1 .894 1 . 9 1 9  1 .906 1 .928 1 .89 1 1 .935 1 . 897 1 .92 1 1 . 894 
Pm = 0.0 1 .93 1 1 .887 2.002 1 .960 1 .98 1 1 .944 1 .959 1 . 9 1 0  1 .948 1 .9 1 1 
Tabla 4.4. Resultados multiplicados por 1 00 del cuarto conjunto de pruebas (valores medios y 
minimos de los "cmb". 
Se observa un claro minimo a 10 largo de la variable probabilidad de mutaci6n, en 
tomo a 0.0 1 .  En el caso de la probabilidad de cruce no se observan tendencias claras, 
pero se seleccionani el valor 0.0, para el que la distorsi6n alcanza un valor minimo 
cuando la probabilidad de mutaci6n es de 0.0 1 .  
Es interesante este resultado por cuanto indica la escasa eficacia del operador 
Cruce Constrefido. Es de suponer que los otros dos tipos de cruce, descartados en el 
primer bloque de pruebas, tampoco mejoranin las prestaciones del genetico, por 10 que, 
a partir de ahora, ningun tipo de cruce sera incorporado al mismo. 
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4.3- Algoritmo heuristico para la optimizacion conjunta de vectores e indices 
En este apartado, se propone un algoritmo heuristico para el disefio de 
cuantificadores vectoriales en canales ruidosos basado en la repeticion de ejecuciones 
del GLA, el cual incorpora dos importantes aspectos que abajo se comentan. 
Por un parte, dado su canicter local, el algoritmo GLA se suele ejecutar repetidas 
veces, partiendo de librerias de codigos diferentes e independientes entre sf en cada 
ejecucion. De todas elIas se elige la libreria que da lugar a una distorsion menor. Por 
tanto, la unica informacion que se va propagando a 10 largo de las distintas ejecuciones 
es la distorsion minima obtenida hasta al momenta y la libreria con la que se ha 
obtenido esa distorsion minima. Mas aun, esa informacion se almacena, pero no se 
utiliza en el transcurso de las ejecuciones del GLA, puesto que cada una de ellas es 
independiente de todas las demas, por el hecho de que el punto de partida es una libreria 
de codigos hallada de forma completamente aleatoria e independiente del resto del 
proceso. 
Sin embargo, la informacion desplegada en cada ejecucion GLA es abundante, 
pues son evaluadas varias librerias. Incluso sin apartarse demasiado del metoda clasico 
de las repeticiones del GLA, y solamente tomando en consideracion la mejor de las 
librerias evaluadas hasta el momento, parece razonable aprovechar, de alguna manera, la 
informacion relacionada con esta libreria a la hora de confeccionar las librerias iniciales 
en las siguientes ejecuciones del GLA. 
En segundo lugar, conviene reparar en la estrategia de optimizacion global, segful 
la cual, al principio la inspeccion se hace muy global y poco especifica, tratandose de 
abarcar 10 mas posible el espacio de busqueda, sin perseguir que las soluciones lleguen a 
ser siquiera localmente optimas. Progresivamente la busqueda se hace mas y mas 
localizada; la exploracion del espacio va dejando paso a la explotacion de las buenas 
soluciones encontradas hasta el momento. Las tecnicas "termoestadisticas" y los 
algoritmos "fuzzy" incorporan de forma explicita este modo de operacion. Muchas otras 
tecnicas, incluidos los Algoritmos Geneticos, particularmente aquellos que se hibridan 
con otros optimizadores locales, tambien siguen esta pauta de forma mas 0 menos 
implicita. 
EI algoritmo propuesto en esta seccion, denominado Algoritmo Refinado de Lloyd 
(ARL), tambien presenta una progresiva "depuracion" 0 "refinado" de la solucion, 
conforme a la anterior estrategia de busqueda. 
4.3.1- Descripcion 
Cuando se realiza una ejecucion del GLA, la distorsion total del sistema esta dada 
por la ecuacion 2. 1 .4.6.4. Suponiendo ademas una asignacion binaria natural B n  (ver N 
apartado (2. 1 .4 . 1 )), esta distorsion solo sera funcion explicita de la libreria de codigos y 
podra ponerse como: 
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Se puede extraer la parte de la distorsi6n correspondiente a la partici6n Vi como: 
, O � i � L - l  (4.3.1 .2) 
De esta forma, la distorsi6n total puede entenderse como suma de estas 
distorsiones parciales: 
(4.3.1.3) 
En el metodo propuesto, de acuerdo con 10 explicado con anterioridad, se realizan 
divers as ejeeuciones del GLA. Para confeccionar el libro de c6digos inicial, en eada una 
de ellas se preservan los mejores vectores de la mejor libreria encontrada hasta el 
momento, a los cuales se afaden otros vectores tornados al azar entre el conjunto de 
entrenamiento. El criterio para determinar la bondad de los vectores c6digo es 
precisamente su distorsi6n parcial: el vector cj se considerani tanto mejor cuanto menor 
sea Di· 
EI algoritmo eompleto se dibuja en la Figura 4.5 y se describe a continuaci6n. 
Despues de elegir aleatoriamente un libro de c6digos inicial, se llevan a cabo R 
ejecuciones del algoritmo GLA, guardando siempre el mejor libro de c6digos hasta el 
memento {C}best y su distorsi6n Dmin. En todas las ejeeuciones el c6digo inicial se forma 
tomando los N-P mejores vectores de {C}best y P vectores de entrenamiento elegidos 
aleatoriamente (obviamente, al comienzo del algoritmo, todos los N vectores se eligen 
aleatoriamente del conjunto de entrenamiento). 
Esto constituye el funcionamiento del buc1e mas interno del algoritmo (Paso 2), el 
eual es repetido sucesivas veces hasta que la distorsi6n global deje de disminuir 
(Dmin�Dl) . Cuando esto sueeda, el parametro P (numero de vectores que van a ser 
elegidos aleatoriamente) es decrementado segun una ley exponencial 0 lineal, que mas 
tarde se explicara. El algoritmo acaba cuando P alcanza el valor Pend fijado 
externamente. 
Considerando que el GLA da origen a librerias con distorsiones mon6tonamente 
decrecientes podemos ver el proeeso entero como un procedimiento de minimizaci6n 
global de D( {Cn . Cada vez que se llama al GLA, hay un movimiento en el espacio de 
los vectores c6digo, que converge a una posici6n localmente minima de D( {Cn . Tras 
esto, se regeneran P vectores de {C} y el GLA es invocado una vez mas hacia un nuevo 
punto localmente minimo. Mientras P es alto, una zona relativamente amplia del espacio 
de busqueda es inspeccionada; conforme P decrece, la busqueda se circunscribe en 
zonas mas localizadas. A este proceso de "refinado" progresivo de las soluciones es al 
que se refiere el nombre que se ha dado al metodo. 
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Fig. 4.5.a Algoritmo Refinado de Lloyd (diagrama de flujo). 
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Paso 1 .  Inicializar. 
· Paso 2. REPETIR R veces: 
2 . 1 - Ejecutar T iteraciones simples del.GLA obtenienqo el 
lib.r<� de c6digos {C} y la distorsi6n D. 
2.2- SI D<Dmin 
Dmin=D 
{ C} best= { C} . 
2.3- Generar P vectores c6digo nuevos, preservando los 
mejores L-P vector�s de la libreria {C} best. 
Paso 3 .  SI Dmin<D1 
SI NO 
3 . 1 - D1=Drnin 
3.2- Decrementar el panimetro P. 
3.3- SI P< Pfin 
PARAR 
· Paso 4. VOL VER al Paso 2. 
Fig. 4.5.1:> Algoritmo Refinado de Lloyd (pseudoc6digo) . 
. 4.3.2- Seleccion de para metros 
Para encontrar valores adecuados de los parametros T y R, asi como para elegir la 
ley de decrecimiento (LD) que gobierne la evolucion del mlmero P de vectores c6digo 
nuevos generados en cada inicializacion, se ha procedido a divers as simulaciones del 
algoritmo. _ 
. 
Se ha elegido el mismo escenario de prueba que el utilizado para seleccionar el 
conjunto de parametros del AGCV: imagen blanco y negro de Lena, Lena de 256x256 
pixeles . con 8 bits/pixel de precision, 4096 vectores de entrenamiento de dimension 1 6, 
formados, por bloques de 4x4 pixeles sin solapar, libros de c6digo de 64 vectores y BER 
de 0.0 1 .  . , 
Se han considerado los siguientes parametros y leyes de decrecimiento: 
T = {2 , 4, 6, 8, 10 , 12} 
· R = {5, 10, 15, 20, 25, 30} 
. LD = {Exponencial ,Lineal} 
Con l� Ley Exponencial, el parametro P sigue una secu.;:ncia de valt.\res en los que 
cada uno es mitad del arterior. En nuestro caso, el valor inicial es 32 y ei final, 2, por 10 
que la secuencia es { 32 � 16 � 8 � 4 � 2} . 
Con la Ley Lineal, en el Paso 3 .2 del algoritmo, P se decrementa una cantidad 
constante !:J.. En nuestro caso, !:J.=8 y los val ores iniciales y finales de P son, 
respectivamente, 34 y 2. La secuencia de valores de P es, por tanto, 
{34 � 26 � 1 8  � 1 0' � 2} . 
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Para cada configuraci6n (tripleta T-R-LD) el ARL se ha ejecutado repetidamente 
hasta llegar a las 20.000 iteraciones GLA simples. 
Despues se calculan las distorsiones medias de cada ej ecuci6n segim (4.3 . 1 . 1) Y se 
agrupan en 5 bloques de aproximadamente el mismo tamafio. Se extrae la distorsi6n 
minima dentro de cada bloque (distorsi6n "intra-bloque") y finalmente se obtiene la 
media y valor minimo de estas 5 distorsiones "intra-bloque". En las Tablas 4.5 y 4.6 
aparecen estos ultimos estadisticos para cada uno de los val ores probados de los 
parametros T y R Y las dos leyes de decrecimiento. Mas abajo, las Figuras 4.6 y 4.7 
muestran en gnificas 3-D estos resultados. 
R T=2 T=4 T=6 T=8 T=lO T=12 
med min med min med mm med mm med min med mm 
5 1,975 1 ,956 1,952 1 .924 1,952 1,939 1 .941 1 .920 1 ,938 1 .925 1,942 1 .930 
10 1,970 1 .955 1 ,93 1 1 .898 1,939 1 .903 1 .922 1 .901 1,933 1 .909 1,942 1 .915  
15   1 .936 1,95 1 1 .925 1,921 1 .897 1 .93 1 1 .900 1 ,927 1 .916 1,935 1 .920 
20 1,973 1 .957 1,928 1 . 907 1 ,930 1 .9 1 1  1 . 943 1 .910 1 927 1 .908 1,952 1 .928 
25 1,957 1 .926 1,925 1 .900 1,916 1 .889 1 .952 1 .899 1 ,95 1 1 .916   1 .895 
30 1,974 1 .939 1,929 1 .917  1,954 1 .910 1 .947 1 . 898 1 959 1 . 889 1,954 1 . 895 
Tabla 4.5 Valores medio y minimo (esca1ados por 100) de la distorsi6n "mtra-bloque". (Ley exponenclal) 
R T=2 T=4 T=6 T=8 T=10 T=12 
med min med min med min med min med min med min 
5 1,975 1 .958 1,946 1 .922 1,93 1 1 .928  1 .9 1 1  1 ,933 1 .906 1,932 1 .891 
10 1,955 1 .943 1,930 1 .906 1,927 1 .897 1 ,937 1 .916 1,924 1 . 893 1,925 1 .902 
15 1,947 1 .9 1 1  1,925 1 .902 1,922 1 .891 1,929 1 .900 1,921 1 .884 1,918 1 .90 1 
20 1,962 1 .924 1 ,925 1 .909 1,928 1 .906 1 ,933 1 .909 1,941 1 .886 1,910 1 .892 
25 1,968 1 .934 1 ,933 1 .887 1,917 1 .899 1 ,934 1 .910 1,950 1 .900 1,930 1 .900 
30 1,978 1.958 1,923 1 .901 1,938 1 . 899 1,948 1 . 901  1,922 1 .903 1,93 1 1 .900 
Tabla 4.6 Valores medio y minimo (escalados por 100) de la distorsi6n "intra-bloque". (Ley lineal) 
Y a que 26 de los 36 casos considerados han dado menores distorsiones para la 
Ley Lineal que para la exponencial, esta es la que elegiremos para el algoritmo. EI 
siguiente paso, es e1 de elegir un buen par de parametros R y T. Podemos ver en la 
Tabla 4.5 y en la Figura 4.6 que confonne T asciende de 2 a 6, la distorsi6n se reduce. 
A partir de este punto, la tendencia se hace indefinida sin apreciarse mejora ni 
empeoramiento en las prestaciones. 
T=8 5 




Fig 4.7. Valores medios de distorsiones "intra­
bloque". (Ley lineal). 
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Tampoco los resultados son muy esclarecedores con relaci6n a R. No obstante, se 
puede atisbar un ligero patron concavo: la distorsion disminuye conforme R aumenta 
hasta un eierto valor, desde el eual, eomienza a ereeer. EI punto minimo, donde se 
invierte la tendencia, es distinto en eada easo, pero se podria situar aproximadamente en 
R=1 5. El juego de parametros elegido es, por tanto, (T=6, R=15 ,  Ley Lineal). 
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4.4- Optimizacion alternada de vectores e indices basada en Algoritmos Geneticos 
En esta secci6n se propone un nuevo metodo para el disefio de cuantificadores 
vectoriales en condiciones de canal con ruido, el cual lleva a cabo una busqueda 
altemada e iterativa de la libreria de c6digos y de la asignaci6n de indices. Este metodo 
hace uso del algoritmo GLA para optimizar la libreria y de un AG especialmente 
disefiado para buscar la asignaci6n de indices. Por ello recibe el nombre de Genetico , 
Hibrido para la Cuantificaci6n Vectorial (GHCV). 
En la presente Tesis no se ha realizado un estudio exhaustivo para determinar las 
mejores opciones del GHCV en cuanto a operadores geneticos empleados, valor de los 
panimetros, etc. Tampoco ha sido sometido a las pruebas comparativas de simulaci6n 
con las que los otros dos metodos aquf presentados (AGCV y ARL) han sido evaluados 
y contrastados, y que se recogen en el capitulo 5 .  
EI algoritmo GHCV se presenta, por tanto, linicamente como una posible via 
altemativa, aun sin explorar a fondo, para el disefio de cuantificadores vectoriales, 
basado en Algoritmos Geneticos. En [Malanda 98] este algoritmo se describe 
someramente y se detallan los resultados de simulaciones realizadas para comprimir 
senales artificiales que atienden a una distribuci6n Gauss-Markov de primer orden. Las 
menores distorsiones obtenidas en comparaci6n con el algoritmo GLA dan muestra de 
sus posibilidades. 
4.4.1- Planteamiento 
Tal y como se expresaba en la Introducci6n de este capitulo, siempre que este 
presente la RGVMP, la distorsi6n global del sistema depende de dos de sus variables, el 
libro de c6digos y la funci6n de asignaci6n: 
D = D({C} ,  n) (4.4.1 . 1) 
Ademas, segun 10 explicado en las secciones 2. 1 .4.4, 2 . 1 .4.5 Y 2. 1 .4.6, la 
aplicaci6n altemada de las reglas RGVMP y RGC en el algoritmo GLA van 
"moviendo" el libro de c6digos {C} hacia posiciones de distorsi6n localmente minima, 
sin cambio alguno de la funcion de asignacion. 
Por otra parte, los AG pueden utilizarse para optimizar la asignacion de indices n 
partiendo de un libro de codigos dado, el cual no sera modificado en el proceso. Tal es 
el caso del algoritmo presentado en [Pan 96] . 
Sin embargo, los procesos de optimizacion de {C} y de n no son independientes, 
como se puede intuir de la estrecha relacion funcional entre ci y Pji en la funcion de 
distorsion dada en (2. 1 .4.6 .4), que se repite abajo para mayor claridad: 
1 L )  N j - ) L- l  
D = - L L L Pji llVij - ci l 12 N i=O k=O i=O (4.4.1.2) 
Mas aun, la RGC dada en (2. 1 .4.6.7) refleja la dependencia explicita entre los 
vectores c6digo optimos y las probabilidades Pji : 
1 1 4 
 4.  
L l 
L Pji • P j • Cj j�O C i =  
L Pji • P j j�O 
i=O, I ,  L- I (4.4.1.3) 
. estando Pji relacionada con la funcion de asignacion II a traves de (2. 1 .4.3 .4). 
Aun no teniendo una expresion analitica implicita ni explicita para Ia asignacion 
optima de un sistema de CV con errores de canal, es evidente que esta asignacion es 
fuertemente dependiente del lugar que ocupen en el espacio los vectores de la libreria de 
codigos. 
Teniendo presente estas consideraciones, se puede concluir que la optimizacion 
independiente de {C} y de II, optimizando primero el libro de codigos y despues la 
asignacion, no conducini, en general, a soluciones de distorsion globalmente minima. 
Por el contrario, el metodo GRCV explicado a continuacion, plantea el proceso de 
busqueda de forma altemada e iterativa: un paso para optimizar {C} seguido otro para 
optimizar II, repitiendose esta operacion hasta finalizar la busqueda. 
4.4.2- Descripcion 
Segun 10 expuesto mas arriba, el GRCV contiene dos bloques fundamentales: 
- un GLA que lleva a cabo la busqueda del Iibro de codigos optimo a partir de una 
asignacion fija, 
- un AG que trata de optimizar la asignacion de indices para una Iibreria de 
codigos dada. A este bloque se Ie llamara Asignador Genetico de Indices (AGI). 
EI funcionamiento del algoritmo GRCV se muestra en la Figura 4.8. Tras la 
inicializacion, se suceden T iteraciones del GLA y S generaciones del bloque AGI. 
Ambas constituyen el bucle principal del algoritmo, el cual se repite hasta que se 
cumpla algun criterio de convergencia, por ejemplo, que el descenso relativo de la 
distorsion en las ultimas iteraciones deje de superar cierto valor umbral. 
El bloque AGI es un Algoritmo Genetico en el que los individuos son 
asignaciones tentativas 
(4.4.2.1) 
donde i se refiere al elemento i-esimo de la poblacion del genetico. Los individuos son, 
por tanto, permutaciones posibles de la lista correspondiente a la asignacion natural 
IIN :  
BnN = {O, 1, , L - l } (4.4.2.2) 
1 1 5 
sf 
Inicializaci6n 
rn=O, ceO), IT(O) 
Realizar T iteraciones 
deI GLA 
. cern), IT(m- I )  
Realizar S gene­
raciones del AGI 
cern), IT(m) 
Fig. 4.S.a Algoritmo GHCV 
(diagrarna de flujo) 
 4.  
Paso 1 .  Inicializaci6n del libro de c6digos 
Paso 2. Realizar T iteraciones del GLA 
Paso 3 .  Realizar S iteraciones del AGI 
Paso 4. SI la distorsi6n se reduce, 
saltar al Paso 2 
Paso 5 .  SI NO, 
parar 
Fig. 4.S.b AIgoritmo GHCV 
(pseudoc6digo) 
La funcion de coste es nuevamente la distorsion media dada en (2. 1 .4.6 .4). Como 
a 10 largo de las S iteraciones del bloque AGI, la libreria de codigos se mantiene fija, 
esta distorsion sera funcion solo de II: 
D = D(II) (4.4.2.3) 
En general, podrian incluirse muy diversas altemativas en cuanto a los criterios de 
seleccion, mecanismos de mutacion y cruce, optimizadores locales y tratamiento de 
clones, aunque aqui no se detalla ninguna de ellas en particular, por no haberse realizado 
estudios comparativos, como ya se comento anteriormente. 
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Capitulo 5 
EXPERIMENTOS 
5. 1- Algoritmos sometidos al estudio comparativo 
En esta Tesis se han hecho numerosas simulaciones, que mas adelante se 
relataran, para comparar los siguientes algoritmos: 
a- AGCV1 :  
EI algoritmo AGCV explicado en la secci6n 4.2. y optimizado con el conjunto de 
parametros y opciones obtenidas a partir de las pruebas preliminares alli comentadas: 
Selecci6n por Tomeo, no utilizaci6n de cruces, Remoci6n de Clones, Estrategia 
Lamarckiana, poblaci6n del genetico de 25 individuos, "factor de aceleraci6n GLA" de 
5 y probabilidad de mutaci6n de 0.0 1 .  
b- AGCV2: 
EI algoritmo AGCV explicado en la secci6n 4.2, pero no optimizado. Se incluye 
con el prop6sito de comprobar la robustez de este metodo genetico. EI conjunto de 
opciones seleccionadas es la siguiente: Selecci6n por Rango, Cruce Constrefiido, 
Prevenci6n de Incestos, Estrategia Lamarckiana, poblaci6n del genetico de 1 5  
individuos, "factor de aceleraci6n GLA" de 2, probabilidad de cruce de 0.6 y 
probabilidad de mutaci6n de 0 .01 . 
c- ARL: 
EI algoritmo explicado en la secci6n 4.3, con el juego de parametros 6ptimos alIi 
obtenido: T=6, R=1 5, Ley Lineal. 
d- TD: 
EI Temple Deterministico [Miller 94], descrito en la secci6n 3 .3 .2. 1 .  La evoluci6n 
del parametro �, no especificada en la referencia anterior, se realiza mediante una ley 
exponencial dada por: 
P[ n] = a . P[ n 1] (5.1.1) 
donde n indica la iteraci6n del proceso. 
Tras probar con diferentes valores de P[ l ] , y de a, se eligieron 1 y 1 .08, 
respectivamente. Par otra parte, no siendo el TO un algoritmo que hag a decrecer la 
1 1 7 
 5.  
distorsi6n siempre de forma mon6tona, es preciso establecer un numero maximo de 
iteraciones, que, en este caso, se fij6 en 2000. 
e- GLA: 
Segun se describfa en la secci6n 2.1 .4.5, con el disefio basado en datos empfricos 
(secci6n 2 . 1 .4.6). 
f- AIW: 
La Asignaci6n de Indices de Wu y Barba [Wu 93], comentada en la secci6n 
3 .3 . 1 . 1 .b. 
5.2- Banco de pruebas 
Para pro bar y contrastar los algoritmos anteriores se han usado tres conocidas 
imagenes (Lena, Baboon y Pepper), cada una de 256x256 pixeles, con 8 bits/pixel de 
precisi6n. De nuevo se han tornado como conjunto de entrenarniento, 4096 vectores de 
dimensi6n 1 6, correspondientes a bloques no solapados de 4x4 pixeles. 
Se han probado libros de c6digo de tamafio 32, 64 y 1 28, correspondientes a 
0.3 12, 0 .375 y 0.437 bits/pixel, respectivamente. Por otra parte, se ha considerado que el 
canal es simetrico y que presenta una probabilidad de error por bit de 1 .0E- 1 ,  1 .0E-2, 
1 .0E-3 6 1 .0E-4. 
5.3- Calculo de la distorsion 
En esta secci6n se describe una forma explicita y muy efieiente para ea1cular la 
distorsi6n global del sistema dada en (2. 1 .4.6.4) La derivaci6n es similar a la utilizada 
en [Seeker 92] para el disefo de eodifieadores Trellis, pero extrapolada aqui para el 
caso de CV. 
Cuando esta presente la RGVMP, la partiei6n esta eompletamente determinada 
por el libro de e6digos {C} Y la distorsi6n s6lo depende de {C} Y de II. En el Apendiee 
1 se muestra que esta distorsi6n puede expresarse como: 
D({C} ,rr)  L L v; (d) + L . min L (� id - UidV,(d)) 
1 N l M 1 N-l { M 
} N ,= 0 d =i N ,=0 lE{O, , L - I} d= l 
(5.3.1) 
donde v s( d) y c/ d) son la componente d-esima de los vectores v s Y c j '  
respectivamente. Por su parte, 
siendo 
1 1 8 
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a id = 2L a ijd j=O 
L-\ 
P id = L a ijdcj (d) j=O 
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El primer termino es la energia media de los vectores en el conjunto de 
entrenamiento, el eual sera eonstante a 10 largo del proeeso, por 10 que s610 sera 
necesario ealeularlo una sola vez, 0 incIuso ignorarlo, pues no aportara informaci6n 
difereneial al eontrastar diferentes libros de c6digo. 
Los eoefieientes a id Y P id son independientes del vector analizado (variable s). 
Asi que s610 requeriran ser calculados a 10 largo de las variables i y d, pero, de nuevo, 
no a 10 largo de s. Por eonsiguiente, en el bucIe mas interno de (5.3 . 1 ), l'mieamente hay 
que ealcular un produeto y una difereneia. Este siempre eonstituye la parte de mayor 
coste computacional en los algoritmos . de disefo de CV para canales ruidosos, en 
particular en los metodos AGCV, ARL, DA y GLA, que mas tarde se eontrastaran. 
5.4- Figuras de Merito 
La figura de merito empleada es la Hamada Relaci6n Sefial de Pico a Ruido 
(PSNR), calculada como [Zeger 92] :  
PSNR = 10 log 10 
( 2552  
D I M  
(5.4.1) 
Sin embargo, todos los algoritmos anteriores excepto el AIW van obteniendo las 
soluci6n de forma iterativa, por 10 que en cada iteraci6n la PSNR alcanzada es diferente, 
pudiendose expresar como PSNR[ n] . En este sentido hay que tener en cuenta que 
normalmente, no s610 es importante la PSNR obtenida al final del proceso, sino tambien 
la que se va obteniendo a 10 largo del mismo. Segun esto se proponen las siguientes 
figuras de merito: 
a- PSNR integral : 
(5.4.2) 
que resuIta una media de los valores que va tomando la PSNR entre N I Y N2, iteraciones 
inicial y final que van a ser consideradas. En todos los ensayos efeetuados en este 
trabajo, N2 toma el valor de la iteraci6n final y N 1 = 0.15 · N 2 (la raz6n por la cual no 
hacer que N 1 tome el valor 1 es evitar que los estados transitorios del algoritmo lleguen 
a afectar de manera apreciable esta medida). 
b- PSNR final: 
(5.4.3) 
Para cada tamafo de la libreria de c6digos, y del BER probados, AGCV 1 fue 
repetido 5 veces, guardando la distorsi6n media a 10 largo de las iteraciones y el numero 
total de iteraciones equivalentes del GLA ("nieg"). 
AGCV 2, ARL Y TD fueron procesadas diversas veces hasta que el "nieg" hubo 
llegado al valor obtenido en las 5 ejecuciones del AGCV I '  En cada uno de los proeesos 
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se recogieron las distorsiones integral y final y se llev6 a cabo el siguiente 
procedimiento de evaluaci6n: 
Paso 1 .  CaIcular el PSNR de cada ejecucion r e iteracion n, 
IIamandolo PSNR[r,n]. 
Paso 2. REPETIR PARA p=l HASTA 5 
2. 1 - Agrupar varias ejecuciones consecutivas del 
algoritmo de tal forma que en cada grupo el "nieg" total 
alcance el "nieg" de la ejecucion p de AGCV1 •  
2.2- LIamar PSNR[rp,n] a l  PSNR correspondiente a 
est as ejecuciones, con rp=1 ,2, � donde � es el numero 
de ejecuciones en el grupo p. 
2.3- CaIcular 
PSNR(P) [n] = min{PSNR[rp , n]} rp 
2.4- Extraer PSNRg (p) Y PSNR/P) de PSNR (p) usando 
(5.4.2) y (5.4.3). 
Paso 3. Obtener el valor medio de PSNRg(
p) y PSNRf(P) segun: 
PSNR = .!.  PSNR (p) g 5  g p = i  
PSNRf = .!. ± PSNRf (p) 
5 p = i  
Fig. 5.1 Proceso para caIcular el PSNR integral 
y final de AGCV2 y TD. 
EI GLA tambien ha sido ejecutado varias veces hasta que el "nieg" Uega a superar 
el valor obtenido en las 5 ejecuciones del AGCV l '  Dado que el numero de ejecuciones 
del GLA es elevado, para medir las dos PSNR se utiliza un procedimiento muy estable, 
bas ado en el amilisis estadistico. Para su calculo se ha derivado una regIa analitica para 
la esperanza de la distorsi6n minima en funci6n del numero de ejecuciones GLA 
inspeccionadas. 
En el Apendice 3 se obtiene la funci6n EC(N,P), que expresa la distorsi6n minima 
obtenida en P ejecuciones del GLA seleccionadas aleatoriamente entre un conjunto total 
de N ejecuciones. EI descenso de EC en funci6n de P es equivalente a las funciones de 
coste de AGCV 0 TS en funci6n de sus correspondientes costes computacionales, dados 
en terminos de su "nieg". 
Para obtener figuras de merito coherentes se procede segun se indica en la Figura 
5 .2. 
1 20 
 5.  
Paso 1 .  CaIcular PSNR[n] como ' . 2552 ,' , - [   . PSNR[ n 1 � 10 log 10  n) 
Paso 2. REPETIR PARA p=J HASTA 5 . 
 2 . 1 - Sea N2 el "nieg" de la ejecucion . 
p-esima de AGCV1 • 
2 .2- Sea N1=O. 1 5  N2 
2.3- CaIcular PSNRg (p) y PSNR/p) segun 
(5.4.2) y (5.4.3). 
Paso 3. Obtener el valor medio de PSNRg (p) Y 
. PSNR/P) segun: . , 
PSNR = !  PSNR (p) g  g , . p=! 
pSNir - = !  PSNR (p) f  f ,  
, p=1  
Fig. 5.2. Pr,?ceso para caIcular el PSNR integral y final del GLA. 
£1 algoritrri6AIW no tiene en cuenta las probabilidades de error en hi transmisi6n. 
Su proceso comienza a, partir de un libro de c6digos previamente optimizado 
(generalrriente obtenido para el caso ' de transmisi6n sin error) y nipidamente converge, 
recolocando los indices de forma deterministica. 
La mayor parte del coste computacional de este metoda reside en la determinaci6n 
previa del libro de c6digos inicial, la cual es independiente del propio AIW. Por ella el 
parametro PSNRg no tiene demasiado interes en este caso. La manera de computar el 
PSNRr es la siguiente: 
Paso 1 .  REPETIR PARA p= 1 HAST A 5 .. . � .  
1 , 1 - Obtener un buen libro de c6digos inicial 
asumiendo que . PEB=O.O., usando 
.. -:'rAGCV 1 0 cualquier otro procedimiento . 
 1 .2- Reasignar los indices del libro de c6digos 
usando AIW. 
1 .3 - CaIcular 
(p) _  PSNR, - 10 log 1 0  .  
donde D(P) es la dist�rsion deb ida al libro de 
codigos con los indices reasignados. 
Paso 2, Extraer el valor medio de esta medida como: 
PSNR - 1.   PSNR (p) f -  f 5 p=1 
Fig. 5.3. Proceso para calcular el PSNR final del AIW, 
12 1  
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5.5- Resultados de las simulaciones 
En las Tablas 5. 1 -5 .3 se muestran las medias y desviaciones esUindar de los 5 
valores de PSNRg (P) Y PSNRf(P) (p=l ,  . .  5), obtenidas en las simulaciones 
correspondientes a las tres imagenes de prueba, los seis metodos bajo analisis, los 4 
valores de BER considerados y librerias de c6digo de tamafio 32. En las Figuras 5 .4-5.7, 
los resultados de las tablas pueden verse en curvas superpuestas (no se incluyen la 
correspondiente al metodo AIW debido a que apareceria mucho mas abajo, haciendo 
disminuir la aparente diferencia entre el resto de las curvas. Tambien se dejan de 
incluir, por el mismo motivo, los puntos correspondientes al BER = 1 .  OE-1 ). 
BER=1 . OE-4 BER=1 . OE-3 BER=1.0E-2 BER=1 .0E-l 
 PSNRr  PSNRr  PSNRf  PSNRr 
AGCV1 30.39 30.41 29.85 29.88 28.09 28. 12 21 .89 21 .89 
        
AGCV2 30.33 30.35 29.82 29.84 28. 12 28. 1 5  2 1 .89 21 .89 
        
ARL 30.36 30.38 29.81  29.84 28. 13 28. 1 5  2 1 .89 21 .89 
TD 27.29 27.41 27.87 28.59 27. 19 27.91 2 1 . 50 21 .88 
        
GLA 30. 12  30. 17  29.67 29.72 27.96 28.00 21 .83 21 .89 
        
AIW - 30. 17  - 28. 10  - 2 1 .38 - 12.50 
    
Tabla 5.1 Medias y desVlaclOnes estandar (entre parentesls) de PSNRg y PSNRr de la CV de la unagen 

















Figure 5.4.(a) Media del PSNRg de la CV de la 
imagen Lena con libros de c6digo de tamafio L=32. 








Figure 5.4.(b) Media del PSNRr de la CV de la 
imagen Lena con tibios de c6digo de tamaio L=32. ' . 
BER=1 .0E-4 
 PSNRr 
AGCV1 23.06 23.07 
  
AGCV2 23.06 23.06 
  
ARL 23 .04 23.06 
TD 22.64 23 .06 
  
GLA 22.99 . 23 .04 
  
A1W - 23.07 
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. '  Tabla 5.2 Medias y desviaclOnes 'estandar (entre parentesls) de PSNRg y PSNRr de la CV de la imagen 
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Figure 5.5.(a) Media de�, PSNRg de la CV de la 
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Figure 5.5.(b) Media del PSNRr de la CV de la , " , 
imagen Baboon con libros de c6digo de tamaiio L=32. 
BER=1 .0E-4 BER=1.0E-3 BER=LOE-2 BER=LOE-l 
 PSNRr  PSNRr  PSNRr  PSNRf 
26.20 26.21 25.87 25.90 24.39 '  24.42 19.83 19.83 
         
26. 18  26. 19 25.85 25.87 , 24:38 24.43  19.83 19.83 
    : '     
26. 19 26.20 25.86  ' 25.91 . 24.44 24.45 19.83 ' 19.83 
25.59 , 26. 1 1  ' . .  25.38 25.81  24:00 2436 19.41 19.62 
        
26.09 26. 16 25.67 25.72 24. 19 24.28 19.80 19.83 
        
- 26. 18  - . .  25.48 - 21 59 - 13.99 . 
     
. .  
Tabla 5.3 Medias y desviaciones estandar (entre parentesis) de PSNRg y PSNRr de la CV de la imagen·  
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Figure 5.6.(a) Media del PSNRg de la CV de la 
imagen Pepper can Iibros de c6digo de tamafio L=32. 
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Figure 5.6.(b) Media del PSNRr de la CV de la 
imagen Pepper con libros de c6digo de tamaio L=32. , 
,',' � 
EI resultado que mas resalta es la extrema degradacion que presenta AIW para 
valores altos del BER. Aparte de esto, se puede observar que los dos geneticos y el ARL 
obtienen menores distorsiones que sus competidores en todos los casos estudiados, no 
existiendo diferencias apreciables entre ellos. , 
Es muy sorprendente 10 sensible que resulta TD a la imagen particular que se esta 
cuantificando: para el caso de Lena y un BER de 1 .0E-4, los valores de la PSNR 
integral apareen 3 dB por debajo de los obtenidos con los otros algoritmos. Cuando el 
BER disminuye a 1 .0E-3, 1 .0E-2 y 1 .0E-l ;  esta diferencia disminuye a 2 dB, 1 dB y 0.3 
dB aproximadamente. Sin embargo, para las imagene� Baboon y Pepper, este PSNR 
esta solamente entre 0.25 y 0 .65 dB por debajo de los geneticos y de ARL (de nuevo 
dicha diferencia disminuye a medida que el BER aumenta). Se pueden extraer 
consideraciones similares en relacion a1 PSNR final obteni90. con Tn: la !iistorsion en 
Lena es inaceptablemente alta, aunque en Pepper result! casi taD. buena como en los 
geneticos 0 en ARL (solo 0. 1 0 0.2 dB peor) y ,en'Baboon la diferencia es virtualmente 
despreciable. . 
Por otra parte, AGCV}, AGCV2 y. ARL superan al GLA (una cantidad que varia 
entre 0 y 0 .25 dB) en ambas relaciones PSNR, para valores de BER inferiores a LOE-I .  .... .. ;-.--
Las Tablas 5 .4-5 .6 s�n anaIogas a las tres previas, pero ahora corresponden a 
librerias de codigo de tamaiio 64. En las figuras 5.7-5.9 se muestran en diferentes 
curvas los resultados de estas tablas. 
BER=l.OE-4 BER=l.OE-3 BER=l.OE-2 . BER=l.OE-1 
 PSNRr  PSNRr  PSNRr  PSNRr 
AGCVt 3 1 .81  3 1 .85 3 1 .3 1  3 1 .37 29.28 29.3 1  22.80 22.80 
        
AGCV2 3 1 .75 3 1 .80 3 1 .24 3 1 .28 29.24 29.29 22.80 22.80 
        
ARL 3 1 .82 3 1 . 85 3 1 .26 3 l .28 29.23 29.26 22.80 22.80 
TD 28. 12  28.48 28.68 29. 16  27.72 28. 5 1  22.3 1 22.75 
        
125 
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GLA 3 1 .48 3 1 .54 3 1 .07 3 1 . 10 29.04 29.07 22.71 22.79 
        
AIW - 30.5 1  - 28.57 - 20.95 - 12 . 12 
    
Tabla 5.4 Medias y desviaciones estandar (entre parente sis) de PSNRg y PSNRc de la CV de la imagen 
Lena con libros de c6digo de tarnafio L=64 , 
126 
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Figure 5.7.(a) Media del PSNRg de la CV de la 
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-Figure 5.7.(b) Media del PSNRrde la CV de la 
,imagen Lena con libros de c6digo de tarnafio L=64 . 
• <  
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BER=LOE-4 BER=1.0E-3 BER=1.0E-2 BER=1 .0E-1 
 PSNRr  PSNRf  PSNRr  PSNRr 
AGCV1 23 .70 23 .71 23 .57  23 . 58 22.98 23 .00 20.64 20.64 
        
AGCV2 . '23 .69 23 .70 23 .55 23.56 22.96 22.99 20.64 20.64 
  .       
ARL 23.69 23 .71 23 . 54 23 .58 23 .02 23.05 20.64 20.64 
TO 23.04 23.69 22.96 23 .61 22.72 23 .03 20.24 20.50 
        
GLA 23 .61 23 .65 23.46 23.49 22.82 22.84 20.60 20.64 
        
AIW - 23 .72 - 23.52 - 21 .90 - 16.53 
    
Tabla 5.5 Medias y deSVlaclOnes 'estiihdar (entre parentesls) de PSNRg y PSNRr de la CV de la Imagen 
Baboon conlibros de c6digo de tamano L=64.. 
. 
















Figure 5.8.(af Media del PSNRg de la CYde la  
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Figure 5.8.(b) M�dia del PSNRr de la CV de la  
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. .  ' BER=1.0E-2 BER=1 .0E-l 
 PSNRr  PSNRr 
25.44 25.48 20.43 20.44 
    
25.39 25.45 20.44 20.44 
    
25.39 . 25.41 20.44 20.44 
24.94 25.29 19.94 20.25 
     
25.07 25. 15  20.40 20.44 . 
    
- 21.68 - 13 .80 
  
Tabla 5.6 Medias y desviaciones estandar (entre parentesis) de PSNRg y PSNRr de 1a CV de la imagen 
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Figure 5.9.(a) Media del PSNRg de la CV de la 

















Figure 5.9.(b) Media del PSNRr de la CV de.la  
imagen Pepper con libros de c6digo de tamafio L�4. 
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En estas Ultimas tablas y gnificas se puede observar un comportamiento muy 
similar al caso previo (L=32). Nuevamente AGCVh AGCV2 Y ARL exhiben los mejores 
resultados, siendo inapreciables las diferencias entre ellos. Quizas el imico nuevo 
aspecto relevante es la degradacion ligeramente superior que p'�esenta ahora el GLA 
frente a estos tres metodos (de 0 a 0.35 dB). .. . . 
,/ 
Los resultados correspondientes a los libros de c6digos de 128 vectores se dan en 
las Tablas 5 .7-5.9. En las Figuras 5 . l0-5: 12  los datos de estas tablas se expresan en 
curvas superpuestas. . .. - . . 
BER=l .OE-4 BER=l.OE-3 BER=l .OE-2 BER=l .OE-l 
 PSNRr  PSNRr  PSNRr  PSNRr 
AGCVI 33.41  33 .5 1  32.79 32.91 30.33 30.40 23.65 23.65 
        
AGCV2 33 .39 33 .49 32.74  32:84 30.33 .. 30.42 23.65 23.65 
          
ARL 33.70 33.74 32.89 32.90 30. 17 30. 19 23.65 23.66 
TD 29. 35 29.71 29.43 29.85 28.79 29.20 23.01 23 .56 
        
GLA 32.93 .  32.98 32.27 32.32 29.90 . 29.94 23 .56 23 .65 
        
AIW - 33 .0S - 29.32 - 21 . 12  - 12. 14 
  .   
Tabla 5.7 Medias y desVlaciones estandar (entre · parentesis) de PSNRg y PSNRr de la  CV de la  imagen 
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Figure 5.10.(a) Media del PSNRg de la CV de la 
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__ GLA 
Figure S:lO.(b) Media del PSNRrde la CV de la . 
imagen Lena con libros de c6digo 
,
de tamafio L'; 128'. 
. BER:;1 .0E-4 : BER=1 .0E-3 BER:;1 .0E�2 BER::k1.0E-l 
 PSNRr  PSNRr  PSNRf  PSNRr 
24.4 1 . �'24:43 .- 24.21 �  '  ' 24.24 23.50 23.55 2 1 .00 2 1 .00' , 
        
24.37 24.39 24.21 ,24.24 . -23.47 . 23 .52 21 .00 21 .00 
        
24.41 24.43 24.21  24.23 23 . 5 1  23 .53 2 1 .00 2 1 .00 
23 .71  24.41 23.44 24.30 23 .07 23.59 20.55 20.85 
   .     .    
24.27 24.3 1  24.06 24.08 23.22 23 .27 20.95 20.99 
        
- 24.43 - 24. 14 - 22.09 - 16.28 
    
Tabla 5.8 Medias y desVlaclOnes estandar (entre parentesis) de.PSNRg y PSNRr de la CV de la imagen 
Baboon con libros de cadigo de tamafio L=128. 
1 30 








1 .0E-4 1 .0E-3 1.0E-2 �TD 
BER __ GLA 
Figure S.II.(a) Media del PSNRg de la CV de la 
imagen Baboon con libros de cadigo de tamafio L=128. 
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Figure 5.11.(b) Media del PSNRrde la CV de la 
imagen Baboon con libros de c6digo de tamafio L=12S. 
BER=1 .0E-4 BER=1.0E-3 BER=1 . OE-2 BER=1.0E-l 
 PSNRf 
AGCV1 ' 2S .79 28.S3 
  
AGCV2 2S,71 2S.73 
  
ARL 28.92 2S.93 
TO 27.70 2S.53 
  
GLA 2S.54 2S.58 
  

























 PSNRr .  PSNRr 
26.36 26.46 21 .06 21 .06 
    
26.33 26.40 21 .06 21 .06 
 .    
26.27 , · 26.29 21 .06 21 .06 
25.64 26.27 20.55 20.95 
    
25 .91 25.96 21 .00 21 .05 
    
- 21 .S1  . - 13 . 74 
  
Tabla 5.9 Medias· y desviacio�es estandar (entre parentesis) d� PSNRg Y PSNRr de la CV de la imagen 
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Figure 5.12.(a) Media del PSNRg de la CV de la 
imagen Pe�per con libro� de c6digo de tamafio L=128. 
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Figure 5.12.(b) Media del PSNRr de la CY de Ia :' . 
imagen Pepper con libros de c6digo de'tamano L=128. 
Otra vezJos resultados son similares a los . casos L=32 y L=64. Sin embargo, 
puede percibirse una notable degradaci6n en la PSNR integral de TD en las �es 
imagen�s (no s610 en Lena), para todos los BERs estudiados. Esta degradaci6n no -
aparece en la PSNR 'final, que exhibe un compoltamiento inuy similar a los ,casos L=32 
y L=64 (ep la imagen de Lena esta distorsi6n sigue siendo inaceptablemente alta para 
todos los BER considerados excepto BER=1 .0E-1). , 
POr otra parte, las prestaciones del GLA con respecto a los metodos geneticos y al 
heuristico ARL son ahora peores que en los casos precedentes: de 0 a 0.6 dB, 
dependiendo de la imageify el BER considerado (se excluye aqui el caso BER=1 .0E-1 ,  
en el que los resultado entre los dos geneticos, ARL y GLA apenas difieren). . 
Por ultimo, aunque AGCVj, AGCV2 Y ARL sigaii sieiido los hlgoritmos de ' 
mejores 'prestacion��, comienza a apreci�rse un comport�iento ligeramente diferente 
entre ell ()s. Por un lado, AGCV1 siempre ·resulta superior a AGCV2 aunque nunca la 
diferencia de sus PSNR supera los 0. 1 1  dB. Por otra parte, el ARL resulta superior a los 
geneticos cuando el ruido del canal es pequefio: con una BER de 1 .0E-4, obtiene entre 
0.2 y 0.3 dB menos distorsi6n para la imagen Lena, y entre 0. 1 y 0.2 para Pepper. Sin 
embargo, a medida que el canal se hace mas ruidoso, los geneticos van superando al 
ARL. As!, cuando BER=1 .0E-2 las PSNR resultan entre 0. 1 5  y 0.2 dB mas favorables 
para aquellos que para este, en la cuantificaci6n de L�na-y -entre 0.6 y 0. 17  dB mas 
favorables, en la cuantificaci6n de Pepper. /" - �-. .  
Para el caso de la imagen Baboon, los ' geneticos y .  el ARL llegan a resultados 
practicamente identicos. ,�/"" ,  ..... 
-. �;.>' 
5.6- Pruebas complementarias sobre el algoritmo ARL 
Para comprobar la . eficacia del proceso de refinado, en el algoritmo ARL 
optimizado (parametros seleccionados segUn 10 expuesto en el apartado 4.3.2) se ha 
procedido a su comparaci6n con otro ARL en el que no, se sigue una ley decreciente del 
nUmero de centroides. Al contrario, este nUmcro permanece constante a 10 largo del 
. ,  I I 
proceso, constituyendo un nuevo parametro extemo que llamaremos "ncm", acr6nimo 
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de "nUmero de centroides mutados".- El nuevo algoritmo se puede catalogar como un 
ARL con Ley de Deerecimiento constante. -
Este ARL ha sido sometido a diversas pruebas de simulaei6n, con el mismo 
escenario y protoeolo de evaluaei6n que el descrito en el apartado 4.3.2. En todas ellas 
al pannetro R se de dio el valor 6, mientras que se probaron los siguientes conjuntos 
de valores para R y "nem": 
R = {5, 1 0, 1 5, 20} _ 
" nem" = {5, 10, 1 5, 20, 25, 30, 35, �O, 45, 50} 
Los valores medios y minimos de "distorsi6n intrabloque" se reeogen en la Tabla 
5 . 10. Los primeros se dibujan en la -gnifica de la Figura 5 . 1 3 .  
"nem" R=5 - R=10 R=15 R=20 
med min med min med min med - min 
5 1,9921 1,9633 1,9977 1 ,9523 1,9979  2,0384 1 9738 
10 1 ,9759 1,9521 1 ,9848 1 ,9567 1 ,9764 1,9621 1,965 1 1,9256 
', 15 1,9581 1,9384 1 ,9566 1,9405 1 ,9759 1,9283 1 ,9592 1,9333 
- 20 1,9546 1,9364 1,9733 1 ,9561 1 ,9371 1 ,9274 1,9452 1 ,928 1 
25 1 ,9453 1,9279 1,9419 1 ,9 177 1,9256 1 ,8987 1,9526 1,9228 
30 1,9461 1 ,9295 1,9346 1;9045 1,9326 1,9146 1,9329 1,9163 
- 35 1 ,9408 1,9 180 1,9329 1 ,8994 1,9084 1 ,8661 1,9350 1,9149 
- 40 1 ,9352 1,9283 1 ,9336 1 ,9242 1 ,9304 1 ,9048 1,9347 1 ,9092 
.. 
45 1,93 59 1,92 1 1  1,9252 1,9149 1,9412 1,9224 1,93 13 1,8993 
50 1,95 14 1,9285 : 1 ,9249  \,9275 1 ,9083 1 ,9309 1,9043 





.s .!I! Q 
5 10 15 20 25 
30 35 N. cent. mutados 40 N. de pasadas 
45 50 5 
Fig. 5.13 Valores medios de la "distorsion intrabloque" 
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Para comparar este resultado con los obtenidos con el ARL optimizado (T=6, 
L=1 5, LD lineal) se.'calcula en escala logaritmica el cociente entre las distorsiones, 
alcanzadas con ambas versiones del algoritmo, segUn la expresi6n: 
, , , 
(5.5.1) 
donde D ete (T, R,' ncm') es la distorsi6n del ARL con il constante, y parametros T, R Y 
"ncm"; y Dlin (T,R) es la distorsi6n del ARL con Lp lineal. ' 
. 
En la Tabla 5 . 10 se recogen los valores -medios y minimos de CD y en la Figura 
5. 14 se muestra una gnifica con los valores medios de esta figura de merito. " r . .  r ' 











med min med min med min med 
: "  0, 1 556 0, 1630 0, 1678 0, 1386 0, 1682 0, 1581 0,2554 
0,1201 0, 1381 0, 1396 0, 1483 0, 1212 0, 1603 0,0963 
'0,0808 0, 1075 0,0775 0, 1 122  0,0848 0,0833 
0,0730 0, 1030  0, 1470 0,0340 0,0828 0 0521 
.. 0,0523 , 0,0839 0,0447 0,0609 0,0081 0,0176 0,0686 
0,0541 0,0875 0�0284 0,0309 0,0239 0,0539 0,0246 
0,0423 0,0616 0,0246 0,0192 -0,0308 -0,0576 0,0293 
0,0297 0,0848 0,0261 '0,0756 0,0189 0,03 16 0,0286 
0,03 13 0,0686 0,0072 0,0545 0,0432 0,0715  0,0210 
0,0659 0,0853 0,0065 0,0541 0,0124 0,0396 0,0201 












Tabla 5,.10 Valores medio y minimo (es,calados por 100) de Ja (:D "intni�bloque" (L�y constante). 
N. pasadas 
N. cent mutados 
Fig. 5.14 Valores medios del "�D intrabloque" 
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Puede observarse que la ganancia del ARL optimizado frente al ARL de ley 
constante, disminuye conforme el numero de centro ides mutados aumenta. Por otra 
parte, el numero de pasadas R mas id6neo vuelve a resultar ser 1 5  para esta nueva Ley 
de Decrecimiento. De cualquier forma, en 39 de los 40 casos estudiados, la distorsi6n 
que proporciona el ARL optimizado es menor que la obtenida con el ARL lineal, hecho 
que constata la validez del mecanismo de refinado progresivo. 
5.7- Amilisis de resultados 
Podemos resumir en los siguientes puntos todas las consideraciones extraidas de 
los resultados obtenidos en las simulaciones: 
- los dos AGCV dan casi exactamente identica distorsi6n integral y final para todas las 
imagenes, BERs y tamafios del libra de c6digos, 10 que indica la robustez de este 
metodo con respecto al juego de parametros y opciones que contiene; 
- AGCV 1 supera en todos los casos a AGCV 2, aunque la diferencia es casi siempre 
infima; 
- el funcionamiento de AIW se degrada de manera muy notoria con val ores altos del 
BER. Esto confirm a la idea de que los metodos de optimizaci6n en CV que no usan 
explicita 0 implicitamente la informaci6n estadistica acerca del ruido de canal dada en el 
BER, no pueden competir con aquellos que si que 10 hacen. En este punto es justo 
mencionar que cuando el BER no se conoce 0 varia de forma impredecible, puede ser 
ventajoso diseiiar libros de c6digo sin hacer referencia a esta variable. Sin embargo, esa 
no es la formulaci6n general del problema que se acomete en esta Tesis; 
- las prestaciones del TD han resultado excepcionalmente dependientes de la imagen 
considerada: para el caso de Lena, TD se ha comportado notoriamente peor que 
AGCV, ARL y GLA; 
- la convergencia de estos tres ultimos metodos es mucho mas rapida que la del TD. 
Este hecho se deduce de los resultados del PSNR integral, consistentemente peores 
en TD que en los otros; 
- los dos AGCV y ARL superan al GLA, tanto mas cuanto mayor es el tamafio del 
libro de c6digos; 
- el mecanismo de refinado progresivo del ARL sujeto a la Ley de Decrecimiento 
lineal resulta un mecanismo acertado, en el sentido de que da lugar a menores 
distorsiones al compararlo con la versi6n del ARL en la que el numero de 
centro ides mutados permanece constante (ley de decrecimiento constante). 
- AGCV Y ARL presentan los mejores resultados, en general, para todos los casos 
considerados; 
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- con tamafios de libro de c6digo pequefios (32 6 64) estos dos metodos, AGCV y 
ARL, dan resultados practicamente iguales. Sin embargo, con un tamafio de libreria 
mayor ( 128 vectores) su comportamiento deja de ser uniforme y se hace 
dependiente de la magnitud del ruido en el canal. Asi, cuando este es pequefo 
(BER=1 .0E-4) ARL supera al metoda genetico en una 0 dos decimas de dB. Este 
resultado se invierte cuando el ruido de canal aumenta (BER=1 .0E-2). Finalmente, 
sin embargo, cuando la PEB llega a 1 .0E- 1 ,  ambos metodos obtienen de nuevo 
distorsiones semejantes. 





Se pretende recoger en este capitulo algunas de las consideraciones surgidas del 
amilisis de los datos obtenidos en la fase de ajuste previo y en los ensayos de simulaci6n 
de los algoritmos AGCV y ARL. 
Por otro lado, a 10 largo del desarrollo de esta Tesis, fueron prbbadas varias 
altemativas que acabaron por ser abandonadas por no resultar competitivas. Pese a ello, 
merece la pena rescatar algunas de las ideas contenidas en ellos, intentando indagar, aun 
de forma superficial 0 incluso aventurada, en los motivos que les hicieron fracasar. 
Ademas tarnbien los metodos GLA, TD, AIW suscitan varios comentarios, en 
particular, sobre los motivos de su elecci6n y sobre los resultados que obtuvieron en las 
simulaciones. 
Por ultimo, el propio planteamiento del problema que se ataca en esta Tesis es 
objeto de una breve disquisici6n. 
6.1- Sobre el metodo AGCV 
6.1.1- Sobre las estrategias de evoluci6n 
Seglin 10 expuesto en el capitulo 4, en las pruebas preliminares se contrastaron las 
estrategias de evoluci6n Baldwiniana y Lamarckiana en el problema de CV bajo 
estudio. La supremacia de la segunda sobre la primera, reflejada en la Tabla 4.2 es 
palpable. El origen de este resultado es facilmente interpretable a la luz de sus diferentes 
mecanismos (ver Figuras 2.46 y 2.47). Mientras que la estrategia Baldwiniana no 
incorpora en los individuos de la poblaci6n las mejoras obtenidas en el proceso de 
aprendizaje (operador local GLA), la estrategia Lamarckiana SI que 10 hace. 
De esta forma, los individuos de la siguiente generaci6n ya tendran "ese camino 
andado". En el caso de la estrategia Baldwiniana, es la propia evoluci6n genetica la que 
tendra que recorrerlo. 
Sin embargo, el enfoque Baldwiniano sf que tiene raz6n de ser, aparte de una 
mayor cercanfa a 10 que ocurre en la Naturaleza. Por una parte, en cierto sentido no es 
del to do cierto que no permita a sus individuos incorporar geneticamente los logros de 
su aprendizaje. No 10 hace directamente, pero sf de la manera indirecta que se explica a 
continuaci6n.El operador local actua aqui como un sensor remoto intentando 
inspeccionar el terreno en la direcci6n mas favorable (hacia distorsiones localmente 
minimas). El aprendizaje podra ser incorporado a los individuos de la siguiente forma 
(ver Figura 6. 1 ) :  el individuo i esta situado en el punto p, mientras que el individuo j 
esta en q, tratandose de un problema de minimizaci6n. Mediante el operador local, i se 
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desplaza hasta p' , mientras que j, 10 hace hasta q' . Aunque j se encuentra en una 
posicion mas ventajosa que i pues q<p, i sera elegido con mayor probabilidad que j, ya 
que p'<q' . Esto no quiere decir que en la proxima generacion, se encuentre en la 
posicion p' . 
individuo i 
Fig. 6.1 Acci6n de un operador local en un proceso de busqueda 
Sin embargo, si debido a su alta adecuacion se generan varios individuos en tome 
a p, puede que los procesos geneticos de mutacion y cruce les conduzcan a la posicion 
p' con cierta probabilidad. 
S in el mecanismo local, j seria mas adecuado al entomo que i, por 10 que el 
anterior aprendizaje no seria favorecido por la seleccion.(*) 
Por otra parte, este modo de operacion puede en algunos casos evitar una 
prematura convergencia de los individuos hacia minimos locales poco convenientes, 
promovidos por el operador local. 
Las pruebas realizadas confirmaron el mejor comportamiento de la estrategia 
Lamarckiana, pero no se podia haber asegurado "a priori" que esto fuera a resultar asi. 
Una ligera modificacion de la estrategia Baldwiniana consiste en incorporar de 
alguna forma los costes del aprendizaje en la evaluacion del individuo. Con ella se 
premiara a aquellos individuos que obtengan una adecuacion grande a los mecanismos 
gemSticos frente a aquellos que 10 logran por medio del aprendizaje. En ultimo termino 
se estara favoreciendo la "aceptacion fenotipica de 10 aprendido", en 10 que se ha venido 
en Hamar el "efecto Baldwin" [EC 96]. 
Este mecanismo tambien fue probado en nuestro problema de diseiio en CV. La 
manera de llevarlo a cabo fue sumando a la funcion de coste (distorsion media de la 
cuantificacion) un porcentaje de la disminucion en 1a distorsion proporcionada por el 
optimizador GLA. De esta forma, aun no haciendo consideracion a1guna en 1a 
evaluacion a1 coste del GLA, este mecanismo tambien alberga 1a esencia de premiar 10 
10grado geneticamente frente a 10 aprendido. 
Aunque las pruebas no fueron sistematicas, los resultados no auguraban mayor 
exito que el mecanismo Baldwiniano antes detallado, razon por la que fue desestimada 
esta opcion. 
(*) En to do esto hay que presuponer 10 que Maley llama "correlaci6n de vecindad", segun la cual 
distancias cortas en el espacio fenotipico corresponden a .  distancias cortas en el espacio genotipico. 
[Maley 97]. 
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6.1 .2- Sobre la evaluacion simplificada 
Cuando el volumen de c6mputo en la evaluaci6n de los individuos de un genetico 
es muy elevado, puede resultar interesante llevar a cabo dicha evaluacion de forma 
aproximada, si esto conlleva una disminuci6n significativa del mencionado coste. Mas 
atm, esta evaluacion simplificada puede realizarse en las primeras generaciones del 
algoritmo, haciendo que, a medida que este vaya progresando, la aproximacion vaya 
acercandose cada vez mas al calculo integro, para que los resultados finales no 
aparezcan sesgados por ella. 
En [Grefenstette 85] se puede encontrar una explicacion mas detallada de esta 
tecnica y un ejemplo de su aplicaci6n al analisis de imagenes medicas . 
. En la optimizaci6n de CV la cantidad de ccilculos requeridos es elevada. En 
particular, 10 mas costoso del proceso es el calculo del vecino mas proximo. 
Segun la RGVMP dada en (2. 1 .4.6.5), la sUbpartici6n correspondiente al vector 
v s esta dada por: 
Cod(v.) = . min {� ProbU / i) Ilv. - Cj112} l E{O, , L  - I} j=O 
(6.1 .2.1) 
Esta operaclOn ha de ser repetida sobre cada vector v s del conjunto de 
entrenamiento (s= 0, N-1 ), en cada individuo, cada vez que se aplica esta ley, tanto para 
su evaluaci6n, como para su optimizacion local mediante el GLA. Se desprende de aqui 
la conveniencia del ahorro de operaciones. De hecho, en el Apendice 2, ya se explicaba 
una forma muy compacta para calcular la distorsion media del proceso. De este mismo 
desarrollo, tambien puede extraerse una forma para calcular la RGVMP menos costosa 
que la dada en (6. 1 .2 . 1 ), basadas en las siguientes expresiones: 
donde 
L I 
a id = 2'2: a ijd 
j=O 
L I 
� id = '2: a ijdCj (d) j=o 





y vsCd) y c/d) son las componentes d-esimas de los vectores Vs Y cj , respectivamente. 
Para reducir mas aun los calculos puede pensarse en intentar estimar el minimo 
en las expresiones (6. 1 .2 . 1 )  0 (6. 1 .2.2) sin llegar a inspeccioriar exhaustivamente sus L 
terminos (particiones tentativas en las que situar al vector v s ). 
En este punto se puede introducir . el concepto de metaparticiones, grandes 
regiones no solapadas en las que se divide el espacio de medida, y que albergan a varios 
vectores c6digo (Figura 6.2). 
 6. Discusi6n 
Cada metaparticion Mp tiene asociado un metacentroide fup ' centro ide a su vez de , 
los vectores codigo incluidos en ella: 
p= 0, H- l (6.1.2.3) 
metapartici6n Mp 
o cp4   
Fig. 6.2 Metaparticiones 
donde H es el numero total de metaparticiones Y cpq el vector q-esimo Mp. 
La idea fundamental de este calculo aproximado consiste en que solo se evaluaran 
los indices i de (6. 1 .2. 1 ) 6 de (6. 1 .2.2) correspondientes a regiones asociadas a vectores 
codigo incluidos en la metaparticion mas proxima a vs ' donde la proximidad entre un 
vector y una metaparticion se define como la distancia euclidea entre el vector y el 
metacentroide correspondiente a la metaparticion. 
Asi en (6. 1 .2 . 1 )  6 en (6. 1 .2 .2) s610 se evaluaran los indices i referidos a los 
centroides cj pertenecientes a la metaparticion Mr si resulta que esta es la mas pr6xima 
a Vs en el sentido de que: 
(6.1.2.4) 
Otra posible simplificaci6n de los calculos, utilizada antes por otros autores 
[Farvardin 90] consiste en considerar que s610 va a existir, como mucho, un error en la 
transmision de un codigo binario asociado a un vector codigo. 
Segun esto, las probabilidades de transicion dadas en (2. 1 .4.3 .4) seran ahora: 11 - ME , si I li , jl l ham = 0 ¢: i = j 
Prob(j / i) = E,  si l Ii , jji ham = 
1 , 
0 ,  si l Ii , jll ham > 
1 (6.1.2.5) 
donde M es el numero de bits con que se codifican los vectores codigo (M  = log 2 (L) .  
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En la expresion (6. 1 .2. 1 )  esto supondria un importante ahorro, pues buena parte de 
los sumandos del sumatorio interno se anularian. 
En la expresion (6. 1 .2.2), la mejora seria menos importante, ya que solo afectaria 
a los coeficientes a id Y P id a traves de a ijd Y estos son independientes del indice s que 
recorre los N vectores de entrenamiento. 
Se hicieron pruebas con estas dos simplificaciones, inciuyendolas en la parte del 
caIculo de las particiones, pero no en el de la evaluacion de las librerias de codigo, para 
evitar al maximo el sesgo de los resultados. 
Sin embargo, ninguna de ellas logro mejorar los resultados en comparacion con 
las configuraciones expuestas en temas anteriores. Aunque es dificil dar explicaciones a 
este respecto, quizas 10 mas razonable sea apelar a la complej idad del problema Y a la 
intrincada y sensible relacion entre la distorsion final y las variables involucradas. 
Por ultimo, conviene hacer no tar que otros metodos de calculo simplificado de 
vecinos mas pr6ximos, trafdos de la Estadistica y del Analisis Cluster, como el expuesto 
en [Nene 97], no son aplicables a nuestro problema. La razon es que la relacion 
numerica entre un vector de entrenamiento ( vs )  y un vector c6digo ( ci ), dada por: 
L I 
<p(VS ' ci ) = I Pji Ilvs - cj l1 2 (6.1 .2.6) ,j=O 
no cumple las premisas matematicas de definicion de distancia. 
6.1.3- Sobre la representacion de individuos 
En el disefio de cuantificadores vectoriales mediante AG uno de las primeras 
cuestiones que aparecen es la de que entidades van a tomarse como individuos de la 
poblacion. 
Cuando el paradigma es la optimizacion conjunta de vectores e indices, tal como 
se planteaba en 3 .3 .2, como es el caso de AGCV, la asignacion de indices no entra en el 
proceso como una variable modificable y la optimizacion se realiza en el dominio de los 
vectores codigo 0 de las particiones. 
La RGVMP impone unas particiones determinadas para una libreria de vectores 
dada, por 10 que si se considera la libreria como variable independiente, la particion 
aparece como una variable dependiente de esta. Altemativamente, si la RGC esrn 
presente, se intercambian estos papeles: ahora la variable independiente es la particion y 
la libreria de codigos resulta dependiente de esta. 
As! pues, basta optimizar uno solo de estos elementos y fijar el otro mediante la 
regIa de optimalidad pertinente. Pero, (,cual de ellos elegir? 
Las diferencias entre ambas opciones residen en el tipo de representacion en el 
que se sustentan y en el modo en que los operadores geneticos actuan sobre los 
individuos. 
Al igual que en [Choi 96], en nuestro AGCV se han elegido como individuos las 
librerias de c6digo, que estanin representados por colecciones de L vectores de 
dimension D (Figura 6.3) : 
1 4 1  
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vector C (i) L I 
Fig. 6.3 Librerias de c6digo como individuos dela poblaci6n genetica 
Como ejemplos de mutacion y cruce pueden tomarse los incorporados en AGCV y 
explicados en 4.2. 1 .2 y en 4.2. 1 .3 .  Ambos se aplican de forma directa sobre vectores 
codigo. 
Si se hubieran elegido como individuos las particiones del espacio de vectores, 
estos vendrian expresados como vectores de dimension N, tomando cada componente, 
un valor entero entre 0 y N- I (Figura 6.4) : 
individuo i 
o s N- I 
Fig. 6.4 Particiones como individuos de la poblaci6n genetic a 
Cada componente Xs expresaria la particion a la que se asociaria el vector de 
entrenamiento 'Is , con 0 S Xs s N - 1
Carece de sentido la codificacion binaria de estos individuos, por cuanto las 
unidades minimas de informacion son precisamente estas componentes Xs. 
Un sencillo operador de cruce podria consistir en intercambiar uno a uno algunas 
-de las componentes de los individuos cruzados (Figura 6.5). 
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individuo i 
o s N- I 
individuo j 
o s N- l 
Fig. 6.5. Mecanismo de cruce cuando los individuos de la poblaci6n 
genetica son las particiones del espacio. 
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Este operadar adolece de los mismos problemas de consistencia logica que tenia el 
operador cruce aleatorio presentado en 4.2. 1 .2. Sin embargo, seria facil la fonnulacion 
de versiones del cruce constrenido 0 del cruce laxo adaptadas a este tipo de 
representacion de los datos. 
En cuanto al operador mutacion, quizas 10 mas sencillo seria hacer variar al azar 
una 0 varias componentes del individuo, cambiandolas par enteros tornados 
aleatoriamente entre 0 y N - 1 ,  10 cual significaria, que el vector de entrenamiento en 
cuestion seria asociado a otra subparticion del espacio tomada de fonna completamente 
aleatoria. 
En esta Tesis se eligio la primera de las dos op�iones de representacion de 
individuos, por la razon de requerir estructuras de datos de menor tamano. En ella, cada 
individuo es una matriz de numeros reales de dimension LxD, mientras que en la 
segunda, los individuos son vectores de dimension N. 
En el conjunto de pruebas efectuados en esta Tesis, los valores que toman L, D y 
N son de: N=4096, L=32, 64 0 128 y D=1 6. 
Dado que el lenguaje en el que se han programado todos los algoritmos ha sido 
Matlab,<*) el cual maneja exclusivamente como tipo de datos matrices de numeros en 
punto flotante, la opcion elegida resultaba ser, por tanto, 2, 4 u 8 veces mas eficiente en 
este particular. 
En 10 concerniente a las posibilidades que una u otra representacion pudieran 
brindar a los operadores geneticos, intuitivamente parece que los vectores de una libreria 
son mas faciles de manipular a conveniencia, de forma coherente que las subparticiones 
del espacio. Sin embargo, la estrecha relacion entre unas y otras, a traves de las reglas de 
optimalidad, minimizan las diferencias que pudieran existir entre ambas. 
La segunda de las opciones, en la que los individuos estan constituidos por 
particiones tentativas, aunque fue implementada y probada para el caso no ruidoso, no 
llego a ser objeto de pruebas de simulacion sistematicas en el caso ruidoso, por 10 que es 
dificil aventurar si conduciria a resultados mejores 0 perores que la primera alternativa. 
Lo mas probable no obstante, es que ambas resultaran muy semejantes, dada su ligazon 
a traves de las reglas de optimalidad, antes comentada. 
6.1.4- Sobre el cruce y la mutacion 
Poco mas habria que anadir sobre estos dos operadores que no se haya dicho ya en 
el apartado 4.2.2, 0 que no quedara reflejado en la Tabla 4.4. 
Es importante, no obstante, remarcar la sorprendente intrascendencia del cruce 
constrenido, hecho este de diffcil explicacion, tanto mas cuanto el operador mutacion sf . 
que muestra una marcada trascendencia en los resultados finales y un patron de 
comportamiento bien definido. La mutacion proporciona aleatoriedad al metodo, 
explorando nuevos puntos del espacio de busqueda. Aunque de forma distinta, el cruce, 
sea alguno de los implementados en AGCV 0 de otro tipo, tambien introduce 
aleatoriedad, pero extranamente, segun los resultados vistos, ni beneficia ni perjudica 
globalmente al algoritmo. 
(. ) Aunque los programas han sido sometidos al proceso de compi lacion por medio de la herramienta 
Matlab Compi ler, esto no afecta a la presente d iscusi6n. 
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Por otro lado, tambien se han probado algunos mecanismos que cambian 
dimimicamente las probabilidades de mutaci6n y cruce. En concreto: 
- una probabilidad de mutaci6n que aumenta cada vez que el genetico parece 
estancarse; 
- probabilidades de cruce y mutaci6n diferentes en cada individuo y dependientes 
de las prestaciones de sus padres, de acuerdo con el algoritmo dado en [Patnaik 
96] y comentado en el apartado 2.2.8.2. 
Nuevamente, aunque las pruebas ho fueron exhaustivas, ninguna de estas 
estrategias condujo a ventajas dignas de consideraci6n, por 10 que tambien fueron 
descartadas. 
6.2- Sobre la busqueda en el algoritmo heuristico ARL 
Habiendose comentado los aspectos mas importantes sobre este metodo en los 
capftulos 4 y 5 ,  seria interesante reparar en un detalle, de no poca relevancia: el criterio 
de elecci6n de los vectores c6digo que van a ser reemplazados. 
En el ARL, estos vectores c6digo son elegidos atendiendo a su mayor distorsi6n 
parcial, definida en (4.3 . 1 .2) como la distorsi6n correspondiente a la sUbpartici6n Sj : 
(6.2.1) 
Uno de los factores determinantes de la magnitud de esta distorsi6n, en particular 
cuando el BER es considerable(*), es el tamano de la subpartici6n i, dado por Nj. Seglin 
esto, se estara penalizando a las subparticiones con mayor numero de vectores c6digo). 
Aunque por sf s610 y asf formulado esto no parece claramente censurable, puede que sf 
10 sea si se contempla desde un angulo inverso: favorecer la perpetuaci6n de las 
substracciones que tienen un numero pequeno de individuos quizas sea malgastar 
recursos. 
Es posible que otras estrategias que limiten este sesgo, 0 10 eliminen del todo, 
normalizando por el tamano de la subpartici6n Nj, redunden en mejores resultados. 
Sin embargo, no se han hecho pruebas de simulaci6n que aclaren este punto .  
6.3- Sobre los algoritmos GLA, TD y AIW 
Estos algoritmos, que han servido para la comparaci6n de los metodos presentados 
en esta Tesis fueron seleccionados por los siguientes motivos: 
- GLA es el algoritmo de diseno de CV clasico por antonomasia, 10 cual, Ie 
convierte en el metodo mas frecuentemente usado para contrastar tecnicas nuevas. 
- TD es un metodo mas reciente, cuyo caracter global hacia presuponer que se 
trataria de un competidor mas dificil de batir que el clasico GLA. 
(0) El BER Y la Pji estan relacionados mediante la expresi6n (2. 1 .4.3 .4). 
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- AIW es un algoritmo que s610 optimiza las asignaciones de indices a partir de 
librerias de codigo previamente confeccionadas, generalmente optimizadas para 
condiciones de transmision sin error. Esta estrategia es, en general, menos sofisticada 
que la optimizacion conjunta de vectores e indices, en las que se inscribe el resto de los 
metodos aqui comparados: AGCV, ARL, GLA y TD. Al incluir a AIW como tercer 
metodo de contraste se pretendia dar a las pruebas una perspectiva un poco mas amplia, 
observando la influencia que la propia estrategia de busqueda tiene en los resultados y 
como se ve afectada por el ruido. 
El resultado mas sorprendente de todos los obtenidos ha sido la mala adecuacion 
de TD a los ensayos realizados. Las PSNR a que daba lugar se situaban muchas veces 
decenas de dB por debajo del resto. Ademas resultaba muy dependiente de la imagen de 
partida considerada y, por ultimo, seguia un patron de variacion de la distorsion frente al 
BER que en muchos casos no era estrictamente creciente. Lo unico que se puede 
argumentar al respecto es que los resultados publicados en [Miller 94] se realizaron 
sobre secuencias Gauss-Markov de primer orden y no en imagenes, siendo quizeis el tipo 
y tamafio de los datos los principales causantes de su escaso exito. 
6.4� Sobre el planteamiento del problema 
El problema planteado en esta Tesis ha sido el de encontrar libros de codigos y 
asignaciones que hagan minima la funcion de distorsion (2. 1 .4.6 .4), para unos datos de 
partida (imagen y BER) fijos y conocidos. 
Obviamente, esta es una simplificacion, posiblemente tosca, aunque muy 
manejable del que constituiria un planteamiento mas realista del disefio de un 
cuantificador vectorial. Es mas, la extrapolacion de los resultados y de las conclusiones 
que se derivan de enos al caso mas general de imagenes no conocidas "a priori" y BER 
tambien desconocidos y quizas cambiantes, habria que hacerla con especial cui dado, 
sometiendolas a pruebas que los avalaran. 
A este respecto, en el siguiente capitulo se ofrece un analisis de la CV y de su 
optimizacion, cuando el BER no es conocido exactamente, sino solo de forma 
probabilistica. 
En cualquier caso, el estudio en condiciones completamente controladas como las 
planteadas hasta ahora, permite comparar mas facilmente los metodos, extraer 
conclusiones puntuales acerca de su funcionamiento con mayor claridad y ahorrar de 











































































ADENDA: CUANTIFICACION VECTORIAL EN 
CANALES CUYA TASA DE ERROR POR BIT 
SOLO SE CONOCE DE FORMA ESTADisTICA 
7.1 - Introduccion 
Como ya se ha comentado varias veces a 10 largo de este trabajo, la distorsion en 
la CV en presencia de ruido de canal resulta de la combinacion de dos factores: 
- el propio proceso de cuantificacion y 
- el ruido afiadido al decodificar bits recibidos de forma erronea. 
Por otra parte, la probabilidad de error de un bit (Bit Error Rate 0 mas 
compactamente y siguiendo la terminologia empleada hasta ahora, BER) no tiene por 
que ser fija, conocida 0 exactamente determinada, por 10 que su caracterizacion sera 
mucho mas realista si se da en terminos de una funcion densidad de probabilidad 
(f.d.p.(E)) que con un valor concreto EO. . 
En este estudio teorico se quiere mostrar como llegar a la expresion analitica de la 
distorsion en CV de canal ruidoso, incluyendo de forma explicita la f.d.p.(E). 
Seguidamente, los resultados hallados se particularizaran a tres sencillas situaciones de 
especial interes: 
- E constante fija y conocida; 
- E pequefia 
- f.d.p.(E) constante en un intervalo continuo cualquiera. 
Finalmente se extendera la RGC y la RGVMP a este caso mas general, en el que E 
no es fijo, sino que esta dado por su f.d.p. La primera de estas reg las indicara como 
extraer el libro de codigos optimo dada una particion del espacio de vectores. La 
segunda, marcara la particion optima, a partir de un libro de codigos dado. Al igual que 
los casos de canal sin ruido (E=O) y canal con BER constante (EO), la aplicacion 
altemada e iterativa de ambas reglas constituira un procedimiento local mente optimo 
para el disefio de CV sujeto a las nuevas condiciones de contomo. 
7.2- Planteamiento 
El problema se plantea de manera analoga al caso de BER fijo, que se describia en 
2. 1 .4. 1 ,  2 . 1 .4.2 Y 2 . 1 .4.3 Y se esquematizaba en la Figura 2. 1 9, que aqui repetimos 
(Figura 7. 1 ). EI vector x es codificado en el indice i, significando que el vector codigo 
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Cj es su vector representante (aquel con el que tendni minima distorsi6n). En el proceso 
de modulaci6n en, el que esta imbricado la funci6n de asignaci6n IT (ver Figura 2.20) se 













Fig. 7.1 S istema de Cuantificaci6n Vectorial en presencia de errores de canal. 
En recepci6n, debido a los errores en la transmisi6n, en vez de bi se recupera el 
simbolo bj, que es transformado en el indice j que indica que el vector cj sera el que 
finalmente se extraiga a la salida del sistema. 
El unico aspecto diferente que debe considerarse en esta nueva situaci6n es que la . 
probabilidad Pji de transici6n del simbolo bi al bj por efecto del ruido en el canal, ahora 
se calcularan a partir de f.d.p. delBER, en lugar de a partir de un BER fijo. 
En efecto, si el BER es fijo (EO)' y el canal simetrico, la probabilidad de que el 
indice i pase a ser el j viene dada por (2. 1 .4.3 .4) : 
(7.2.1) 
en la que M es el numero de bits con los que se codifican los binarios i y j, (L=2M). 
Cuando el BER no es fijo, sino que esta dado por la f.d.p.(E), las probabilidades de 
transici6n se tendran que computar de forma integral: 
1 
Pjj = f (1 - E)M-11b j ,b; II'"m . E 11 bj ,bdlham . f . d .p .(E) dE (7.2.2) 
o 
Observese que el BER puede variar entre los valores 0 y 1 ,  10 cual es coherente 
con su naturaleza de tasa de errores (numero de bits err6neos, del total de bits enviados a 
traves del canal) . 
7.3- Distorsi6n media del sistema 
Si la la fuente de sefial y el ruido son independientes, la distorsi6n media que 
resulta en este esquema es equivalente a la dada en (2. 1 .4.2.5), pero con las nuevas 
probabilidades de transici6n dadas en (7.2.2): 
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(7.3.3) 
Al igual que en (2. 1 .4.2.6), esta distorsion podni separarse en dos terminos uno 
ligado a la distorsion de fuente y otro a la de canal : 
siendo c i el centro ide (centro de masas) de la region Sj : 
A 
c  = I 
t x fx (x) dx 
l/x (x) dx 
y Pj la probabilidad de que el vector x se encuentre en esta region: 





Por ultimo, si se caracteriza la f. d . p. (x) por el conjunto de vectores de 
entrenamiento, la distorsion media de (2. 1 .4.6.4) ahora tendni la forma: 
(7.3.7) 
en la que V ik es uno de los Nj vectores de entrenamiento codificados con el indice i. 
Corolario: Las expresiones anteriores, en particular las (7.3 .3), (7.3 .4) y (7.3 .7) son 
equivalentes, por completo, a las encontradas para el caso de BER fijo, con la sola 
excepcion de que aparece el termino Pji en lugar de Pji • 
7.3.1- Casos particulares 
Atendiendo al Corolario anterior, en los casos mostrados en este apartado, solo 
prestaremos atencion al termino Pji ,  pues es el unico que varia al cambiar las 
condiciones de ruido de canal y, por tanto, la f.d.p.(s). 
Caso 1: BER constante, fijo y conocido: s = E o ' 
En estas circunstancias 
(7.3.1.1) 
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donde () es la funci6n delta de Dirac. Incluyendo esto en (7.2.2) se tiene: 
1 
Pji = f (I _ E)M-llbj ,bi � h'"' . E llbj ,biL ' ()(E - E o ) dE 
o 
( 
 b o ll = 1 - E o  J '  I ",,", 
resultado que ya sabiamos de (7.2. 1 ). 
Caso 2: BER pequefio y no constante. 
(7.3.1.2) 
Si las probabilidades de error son pequefias, aim no siendo constantes 0 conocidas 
con precisi6n, puede asumirse que la probabilidad de que se encuentren dos 0 mas 
errores en la transmisi6n de un simbolo sean nulas, por 10 que s6lo haria falta considerar 
las transiciones entre simbolos cuya distancia hamming sea de 0 6 de 1 .  En tal caso, se 
cumpliria la igualdad: 
1 - ME si l ib j ' bi Il ham =0 
(I _ E)M- llbj ,b i �h'" . E llbAllham = E si Ilb j ' b i ll ham =1 
o resto 
Segun esto, Pji podra computarse como 
1 f (I - ME) · f. d. p. (E) dE , si I lb j l b i ll ham =0 
o 
1 
Pji = f E '  f. d. p . (E) dE 
o 
o , resto 
de donde 
1 - M 11 E si l ib j , b i ll ham = 0 
Pji = 11 E si l ib j , b i ll ham = 1 
o resto 
siendo 11 E es la esperanza de la variable aleatoria E: 
1 
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Observamos como, para obtener Pji , en vez de calcular las integrales de (7.3 . 1 .4) 
haciendo variar E a 10 largo de to do su intervalo de definicion, simplemente se sustituye 
E por su valor medio en el integrando (expresion 7.3 . 1 .5). 
Corolario: Esto equivale a todos los efectos a considerar que el BER es fijo y esta dado 
por 1l e • 
Caso 3 :  BER con densidad de probabilidad constante en un intervalo dado: 
, si E o  < € < 8 \  
(7.3.1.7) 
, Testa 
La probabilidad de transicion de (7.2.2) sera ahora: 
(7.3. 1.8) 
Teniendo en cuenta que el desarrollo en serie de (1 - xY siendo p entero es: 
(I - x)' = �m . (-x)' (7.3 . 1 .9) 
la expresi6n (7.3 . 1 .  8) podra desarrollarse de la siguiente manera: 
(7.3.1. 10) 
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7.3.2- Ejemplo 
Para mostrar la validez de los anteriores desarrollos y el grado en que su 
consideraci6n 0 no puede influir en el calculo de la distorsi6n, se formula el siguiente 
ejemplo. 
Mas concretamente, y centicindonos en el Caso 3, en el que el BER se reparte 
estadisticamente de forma uniforme en un intervalo conocido, se trata de comprobar 
que, para un conjunto de entrenamiento, una libreria de c6digo y una asignaci6n de 
indices dados, el c6mputo de la distorsi6n a partir de (7.3 . 1 . 1 0) es correcto. Por otra 
parte, tambien se pretende observar que verdaderamente resulta una distorsi6n distinta 
de la que se hallaria considerando un BER constante, por ejemplo el valor medio del 
mencionado intervalo. 
La imagen de partida es Lena, 256x256 pixeles con 8 bits/pixel de precisi6n, con 
la que se componen 4096 vectores de entrenamiento de dimensi6n 1 6, formados por 
bloques de 4x4 pixeles sin solapar. EI tamafio del libro de c6digos es de 32 vectores. 
Las condiciones del canal son las de un BER cuya f.d.p. es constante en el intervalo 
[0,0. 1 ] .  
Se presupone la asignaci6n "natural" de indices (ver apartado 2. 1 .4 . 1 ). El libro de 
c6digos se obtiene ejecutando el algoritmo GLA tomcindose un BER de 0.05. 
Este libro de c6digos constituye un dato de partida en este ejemplo y su mayor 0 
menor adecuaci6n a la imagen anterior no es relevante a efectos de las cuestiones que se 
abordan. Es por ello, que tampoco es trascendente el metoda utilizado para hallarla, ni 
siquiera el BER tornado. 
Primeramente se calcula la distorsi6n te6rica (DJ segun la expresi6n (7.3 . 1 . 1 0). 
Para comprobar la fiabilidad de esta expresi6n, se simula un canal de comunicaciones 
segun la Fig. 7.2, sobre el que se ensaya el envio de la imagen anterior bajo las 
condiciones de ruido en el canal comentadas. 
Libro de 
C6digos 










Fig. 7.2 Sistema de Cuantificaci6n Vectorial en presencia de errores de canal. 
Se lleva a cabo el siguiente protocolo de prueba: 
Paso 1. Fijar los valores de Eo, E) Y �E (paso incremental del BER) en 0, 0 . 1  y 0.005, 
respectivamente. Fijar el valor del BER inicial: E = Eo + �E 
2 
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�E Paso 2. REPETIR hasta que BER no supere el valor final E = E \ - -
2 
2. 1 - REPETIR PARA i= 1 HASTA � 00 
2. l . 1 - Hacer pasar,pp� el si�tem� ant�ri�r a cada vector Vs ,del conjunto de entrenamiento y computar a su salida la 
distorsion r�su1t�te �egun: I lvs - cj ll 2 s=O, . .  N-l . 
2. 1 .2- Obtener el promedio de estas 'distorsiones: D(E,i) 
2.2- Obtener el promedio de D(E,i) a 10 largo de las 1 00 repeticiones (Distorsion 
variable): 
2.3 . Actualizar el BER seglin: 
E = E + 0.01 
Paso 3. Computar las distorsion. simulada media (Dsm) como el promedio de lqs' valores 
DiE). ' . '  
, 
Fig. 7.3 Protocolo para medir la distorsi6n simulada media. 
Para cada valo� de E. se llevan a cabo 1 00 simulaciones. Para 10 que se pretende 
medir es inditerente el orden que tomen todas ellas, por 10 que se hace que E vaya 
. �E �E tomando valores a partlf de E o  + - hasta E \ - -,  con saltos de �E. Con ello se 2 2 
consigue simular un ruido en el canal conforme 10 descrito anteriormente, esto es, con 
un BER variable y aleatorio, uniformemente distribuido entre Eo = 0 Y E \  = 0.1 . 
' Este protocolo se repite 6 veces, . obteniendose sendos valores de distorsion 
simulada media. · . ' 
Por otra parte, se utiliza la expresi6n (2. l .4.6.4), para observar que distorsi6n 
resultaria con los datos anteriores y una probabilidad de error fija y de valor 0.05 
(promedio de la f.d. p. (E) anteriormente considerada).' Al valor asi estimado se Ie 
llamara distorsi6n sesgada: (Ds). 
En la Tabla 7. 1 se presenta la media muestral y desviaci6n estanda! de la 
distorsi6n simulada media, junto con la distorsi6n te6rica y la sesgada. 
Distorsi6n te6rica: 
Distorsi6n simulada media: 
-media muestral : 
6. 1 284 E-2 
6. 1 323 E-2 
-desviaci6n estandar: 2.8 E-5 
Distorsion sesgada: 5 .6949 E-2  
Tabla 7.1 
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Puede observarse en la tabla y en la figura que los resultados de las simulaciones 
coinciden plenamente con el obtenido de forma te6rica a traves de (7.3 . 1 . 10), y que 
ambos difieren sensiblemente respecto del hallado considerando un BER fijo y de valor 











• • • • •  · sesgada 
BER 
Fig. 7.4 Distorsiones variable CDvCe)), media de la simulaci6n CDsnJ, te6rica CDt) y sesgada CDs). 
7.4- Reglas de optimalidad 
Se derivan a continuaci6n send as extensiones de las reglas RGC y RGVMP para 
la situaci6n considerada en este capitulo en la que el BER es aleatorio y queda 
caracterizado estadisticamente por su f.d.p. 
7.4.1- Regia Extendida de los Centroides (REC) 
Eri el Apendice 4 se obtiene una expresi6n para los vectores c6digo 6ptimos en 
esta nueva situaci6n: 
(7.4.1.1) 
donde, Pji esta tomada de (7.2.2): 
1 
Pji = J (1 - e)M-llbj ,bd11wn • e�bj ,bi �1wn . f. d. p. (e) de (7.4.1.2) 
o 
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donde, Pjj esta tomada de (7.2.2): 
1 
Pji = f (1 - £)M- Ilbj ,bi !lunl • £ �bj ,bi �ham • f.d. p .(E) dE 
o 
(7.4.1.2) 
En el caso de que la f. d .p. (x) este caracterizada por el conjunto de vectores de 
entrenamiento V = {v 0 ' V l '  , Y N I } la expresi6n (7.4 . 1 . 1 )  seguini siendo valida, 
simplemente, teniendo en cuenta que ahora Pi Y C j  estanin dados por: 
p. = Nj  I N 
_ 1 Nj I _  cj = - I Vik N i k=O 
(7.4.1 .3) 
(7.4.1.4) 
en la que Y ik es uno de los Ni vectores de entrenamiento codificados con el indice i. 
7.4.2- Regia Extendida del Vecino Mas Proximo (REVMP) 
Extendiendo la expresi6n de esta regIa que se da para el caso de BER fijo 
[Farvardin 90], a nuestro nuevo caso, se puede llegar a que las particiones 6ptimas del 
espacio de vectores para un libro de c6digos Y una funci6n de permutaci6n I1 dados es: 
\l p = o , 1, . .  , L - l.} 
(7.4.2.1) 
En el caso de que la f.d .p. (x) este caracterizada por el conjunto de vectores de 
entrenamiento V = {Yo , vi ' , v  N \ } esta nueva regIa del vecino mas pr6ximo vendni 
dada por: 
\I P = 0, 1, . .  , L - l.} 
(7.4.2.2) 
Corolario: Las expresiones anteriores, en particular las (7.4. 1 . 1 ), (7.4.2. 1 ) Y (7.4.2.2) 
son equivalentes por completo a las (2. 1 .4.4.2 . 1 ), (2. 1 .4.4. 1 .3) Y (2. 1 .4.6.6) del caso con 
BER fijo, con la sola excepci6n de que ahora el termino Pji es sustituido por Pjj • 
7.5- Discusion 
Varios comentarios surgen al respecto de 10 expuesto en este capitulo: 
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- El algoritmo GLA se extendeni de manera natural al nuevo planteamiento, 
sustituyendo las reglas RGC y RGVMP por sus equivalentes extendidas: REC y 
REVMP. Esto simplemente equivale a utilizar Pji en lugar de Pji. 
- Aunque las expresiones para hallar Pji puedan ser mas complejas que las de Pj i (ver 
expresi6n (7.3 . 1 . 1 0), por ejemplo), este juego de parametros no depende de los vectores 
c6digo, ni de las particiones inspeccionadas durante la busqueda, por 10 que es 
independientes del estado en que se encuentra el algoritmo y, consiguientemente, puede 
ser calculado al principio, sin tener que ser recalculado ninguna otra vez en el proceso. 
Es mas, la integral (7.2.2), de no poder resolverse analiticamente, podra estimarse de 
forma numerica, antes de comenzar la fase iterativa del algoritmo. 
- Conviene remarcar, por si no hubiera quedado suficientemente claro, que en este 
capitulo no se formula ningun metodo nuevo para hallar libros de c6digo 6ptimos, sino 
mas bien se adecua la funci6n de distorsi6n media de la CV a la nueva situaci6n 
planteada. 
- En este sentido cabria comprobar si el GLA extendido con las nuevas REVMP y REC 
conduce a mejores resultados que el GLA normal. Aqui la funci6n final de evaluaci6n 
habra de ser la expresada en (7.3.3) (0 en (7.3 .7) si el disefio se basa en datos 
empiricos). En este punto surge la cuesti6n de que valores se da al BER fijo para 
ejecutar el GLA normal. En principio, el BER promedio, de acuerdo con la f.d.p. 
presente, parece la opci6n mas sensata. 
- Tambien seria interesante estudiar el efecto de esta nueva funci6n de coste sobre otros 
metodos de optimizaci6n de la CV, en particular, los metodos AGCV y ARL, aqui 
presentados. Nuevamente, los algoritmos implicados no tienen que ser alterados, 
solamente sera preciso calcular inicialmente Pji e incorporarla en lugar de Pji. 
1 56 
Capitulo 8 
CONCLUSIONES Y LiNEAS ABIERTAS 
8.1- Conclusiones 
En esta Tesis se ha abordado el problema del disefio de cuantificadores vectoriales 
en presencia de ruido de canal, proponiendose tres tecnicas nuevas: 
a- AGCV: un algoritmo genetico, cuyos individuos son librerias de codigo tentativas y 
que incorpora un algoritmo GLA como optimizador local. El AGCV lleva a cabo una 
busqueda explicita de la libreria de codigos, mientras que la asignacion de vectores a 
indices se optimiza de forma implicita. 
b- ARL: un procedimiento heuristico que realiza la busqueda de la libreria de codigo 
optima a traves de repetidas ejecuciones del GLA sujetas a dos mecanismos: 
- preservacion de los mejores vectores codigo atendiendo a la menor distorsion 
asociada a elIos, y sustitucion de los peores, por vectores de entrenamiento 
elegidos de forma aleatoria; 
- disminucion progresiva del nlimero de vectores reemplazados a medida que 
avanza el algoritmo. 
c- GRCV: algoritmo hibrido formado por un genetico y un GLA actuando 
altemadamente. El genetico optimiza la asignacion de vectores a indices a partir de una 
libreria de codigos entre gada por el GLA, mientras que este ultimo optimiza la libreria 
despues de que la asignacion de indices haya sido modificada por el genetico. 
Los dos primeros han sido probados en la CV de tres imagenes diferentes, bajo 
distintas condiciones de ruido en el canal, que se ha supuesto binario, simetrico y sin 
memoria, y para distintos indices de compresion, determinados por el tamafio de los 
libros de codigo. 
Para contrastar los resultados obtenidos se han usado tres reputados algoritmos: el 
GLA [Farvardin 90], el TD [Miller 94] y el AIW [Wu 93]. Todas las pruebas 
comparativas han sido efectuadas a igualdad de carga computacional. 
El algoritmo GRCV no ha sido sometido a las pruebas anteriores y solo se 
presenta como una tecnica altemativa y complementaria a las dos primeras, alin sin 
explorar. 
Las principales conclusiones a las que se ha lIegado en este trabajo son: 
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- el algoritmo AGCV obtiene mejores resultados, tanto al final del proceso (PSNRr) 
como en las etapas intermedias (PSNRj), que las tres tecnicas de contraste, en la 
pnictica totalidad de los casos considerados. Ademas se presenta robusto frente al 
valor de sus parametros internos y a la elecci6n de las opciones que alberga. 
- el algoritmo ARL tam bien se muestra superior que los tres algoritmos de 
contraste. En realidad, las diferencias entre los resultados obtenidos por AGCV y 
ARL son nimias, excepto con librerias de tamafo grande (L= 1 28), donde el 
comportamiento de ambas tecnicas difiere y se hace en cierto sentido 
complementario, pues para bajos valores de ruido en el canal (BER=l .OE-4), ARL 
es superior, ocurriendo 10 contrario cuando el ruido es mayor (BER=l .OE-2). 
- La optimizaci6n secuencial de vectores e indices, representada en nuestros 
ensayos por el algoritmo AIW, ha mostrado su escasa eficacia en condiciones de 
ruido de canal apreciables (BE�l .OE-3) en comparaci6n con los metodos 
basados en la optimizaci6n conjunta de vectores e indices, en los que se engloban 
AGCV, ARL, GLA y TO. 
En un plano diferente, se ha desarrollado una formulaci6n analitica de la CV para 
el caso de que el canal este caracterizado por un BER que no es fijo, sino que se da en 
terminos probabilisticos mediante su f.d.p. A este respecto se han obtenido expresiones 
para la distorsi6n media del proceso y para las reglas de optimalidad con las que se 
pueden construir algoritmos de disefio. De este estudio se concluye: 
- la utili dad de esta nueva formulaci6n cuando los nuevos condicionamientos del 
problema, 
- la escasa complej idad afiadida en el disefio 0 evaluaci6n de cuantificadores 
vectoriales, que su consideraci6n supone. 
8.2- Lineas abiertas 
En el desarrollo de esta Tesis han surgido numerosas alternativas muchas de las 
cuales, por razones de tiempo y de concreci6n no han sido probadas suficientemente, 
quedando pendientes de un estudio mas profundo y sistematico. Entre elIas: 
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- el propio algoritmo AHCV; 
- un estudio mas detaIl ado del pape! que juega la Ley de Decrecimiento en el 
algoritmo ARL. Mientras que el numero de vectores descartados indica el balance 
entre la exploraci6n y la explotaci6n del espacio de busqueda, la Ley de 
Decrecimiento marca la dinamica de este balance. EI analisis de la influencia de 
este ''juego exploraci6n-explotaci6n" sobre las prestaciones del algoritmo podria 
arrojar mucha y reveladora luz a la hora de elaborar leyes de decrecimiento mas 
adecuadas 0 inc1uso 6ptimas; 
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- nuevos mecanismos para la evaluaci6n simplificada de los individuos en el 
AGCV, al estilo de las propuestas explicadas en el apartado 6 . 1 .2; 
- utilizaci6n de las asignaciones como individuos del genetico en el AGCV, tal 
como se proponia en 6. 1 .3 ; 
- probabilidades de cruce y mutaci6n adaptativas en el AGCV, segun se indicaba en 
6. 1 .4; 
- otros operadores geneticos para el AGCV, como los explicados en los apartados 
2.2.7.2 y 2.2.7.3; 
- nuevas estrategias para la selecci6n de los vectores c6digo que van a ser 
reemplazados en el ARL, como las anunciadas en 6.2. 
Por otra parte, el ensamblaje de varios de los metodos aqui expuestos 0 la 
combinaci6n de algunos de sus principios, muy bien pudieran constituir el embri6n de 
nuevos metodos de disefio de CV, en particular: 
- en un esquema de optimizaci6n altemada de vectores e indices, utilizar el AGCV 
o el ARL como optimizador de la libreria de c6digos, y AIW u otro algoritmo de 
este estilo como el bloque de optimizaci6n de asignaciones; 
- incorporar alguno 0 los dos mecanismos del ARL en los procesos de busqueda del 
AGCV 0 en otros metodos de optimizaci6n global aplicados a Cv. 
Por ultimo, las tecnicas aqui desarrolladas 0 alguno de los conceptos desplegados 
en elIas pudieran utilizarse para abordar la soluci6n de otre tipo de problemas cercanos 
al de CV aqui planteado. Por ejemplo en el disefio de: 
- CV para sefiales desconocidas "a priori" y BER desconocidos y cambiantes (ver 
apartado 6.4); 
- codificadores Trellis [Secker 92], [Nassar 93]; 
- CV constrefiidos, predictivos, adaptativos 0 de tasa de bits variable (ver apartados 
2 . 1 .3 .5 , 2. 1 .3 .6 y 2 . 1 .3 .7); 
- Disefio conjunto del cuantificador vectorial y el modulador (MOR-VQ), 
[Skinnemoen 94], [Leung 97]; 
- codificadores CELP [Buzo 80], [Palival 93]; 
- clasificadores estadisticos [Miller 96]; 




ESTIMACION DEL COSTE COMPUTACIONAL 
DE ALGORITMOS DE DISENO DE CV 
En este Apendice se obtendnln expresiones analiticas para estimar el coste 
computacional de varios algoritmos de optimizacion de CV, medido en terminos de 
"numero de iteraciones equivalentes del GLA" ("nieg") . 
A2.1- Primero de todo, se ha de determinar el coste computacional del GLA. Una 
iteracion basica del GLA consiste en la simple aplicacion de la regIa RGVMP, seguida 
de la regIa RGC. El nUmero de multiplicaciones y sumas en punto flotante de la 
RGVMP es, respectivamente de: 
PGNN = L ·  M(N + 2L) 
SGNN = L(M(N + 2L) + N) 
(A. 1 . 1)  
(A.l.2) 
donde L es el tamafio de la libreria de codigos, N el numero de vectores del conjunto de 
entrenamiento y M la dimension de los vectores. 
Las correspondientes a la RGC son: 
PGC = 2rJM 
SGC = M(N + 2L2 ) 
(A. 1 .3) 
(A.l.4) 
Sumando (A. l . I )  Y (A. l .3), se obtiene una buena aproximacion del nUmero total 
de multiplicaciones realizadas en una iteracion del GLA: 
PGLA = LM(N + 4L) (A. 1 .5) 
Sumando (A. l .2) Y (A. l .4), se obtiene una buena aproximacion del numero total 
de sumas realizadas en una iteracion del GLA: 
SGLA = NL + NM + MNL + 4rJM (A.l.6) 
En todos los casos considerados en este trabajo, el tamano de los vectores es de 
M=16, por 10 que el primer termino de la suma en (A. 1 .6) es 1 6  mas pequeno que el 
tercer termino. Ademas, dado que el libro de codigos es de tamafio L=32, 64, 0 1 28, el 
segundo termino de la suma en (A. 1 .6) resulta tales veces mas pequeno que el tercero. 
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De este modo y de forma aproximada, se pueden eliminar los dos primeros terminos del 
sumatorio, teniendose que el numero de multiplicaciones en una iteraci6n GLA es casi 
identico al de sumas. Su valor se aproximani mediante: 
SPGLA = LM(N + 4L) (A. 1.7) 
Tambien estan presentes varias divisiones en punto fiotante y otras operaciones 
matematicas 0 de programaci6n, pero no revisten un coste computacional comparable al 
de las sumas y productos. 
A2.2- Se inspecciona a continuaci6n el coste computacional de AGCV l' La mayor parte 
de este se encuentra en la regIa RGVMP que es invocada una vez para cad a individuo de 
la poblaci6n dentro del proceso de evaluaci6n y cada iteraci6n del GLA en la 
optimizaci6n local. Llamando P OG! Y SOG! al numero total de multiplicaciones y sumas 
debidos a la regIa anterior, aproximadamente se tiene que: 
POG! = P I L M (N + 2L) 
SOG! = P I L (M (N + 2L) + N) 
(A. 1.8) 
(A. 1 .9) 
donde P es el tamafio de la poblaci6n del genetico e I es el numero total de generaciones 
que tienen lugar en su ejecuci6n. Segun 10 visto anteriormente, puesto que M=1 6, SOG! 
puede aproximarse mediante: 
SOG! = P I L M (N + 2L) (A. 1.  10) 
Finalmente, el numero de productos y sumas en punto fiotante debido al proceso 
genetico completo, se puede aproximar por: 
SPOG! = P I L M (N + 2L) (A. 1 .  1 1) 
Por otro lado, se puede dar estimativamente el numero total de productos y sumas 
debidas al proceso de optimizaci6n local: 
SPOG2 = C , SPGLA = C L M  (N + 4L) (A. 1 .12) 
donde C es el nUmero total de iteraciones simples del proceso local GLA que tienen 
lugar a 10 largo de toda la ejecuci6n del algoritmo. 
Finalmente, el coste computacional total del AGCV 1 medido en "nieg" resultara 
ser de: 
SP om + SP 002 
SPGLA 
P I 
N + 2L + C N + 4L (A. 
1. 13) 
A.2.3- Las expresiones relativas al coste computacional del AGCV 2 son muy similares a 
las del AGCV l '  La (mica diferencia es el coste afiadido por la operaci6n de Cruce 
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Constrefiido. El numero total de productos y sumas relativos a este proceso puede 
aproximarse por: 
PNG = P I eM 
SNG = 2 P I eM 
(A. 1 . 14) 
(A. 1.1 S) 
En este caso y para facilitar el analisis, se asumini que un producto en punto 
flotante es considerablemente mas costoso que una adici6n, por 10 que se podra admitir 
que el numero total de productos y adiciones en el AGCV 2 es de: 
en cuyo caso, el coste total del proceso medido en "nieg" resultara de: 
SPNG = P I N + 2L + C + P I  
SPGLA N + 4L 
L = P I  
N + 3L + C 
N + 4L N + 4L 
(A. 1 . 16) 
(A. 1 . 17) 
A.2.4- En cuanto al algoritmo ARL, dado que practicamente su linico proceder en 
cuanto a calculo es la repetici6n del algoritmo GLA, si C representa el numero total de 
estas repeticiones que tienen lugar a 10 largo de toda su ejecuci6n, el "nieg" total sera 
de: 
SPARL = C 
SPGLA 
(A.1 . 1 8) 
A.2.S- Para hallar una expresi6n del coste computacional del algoritmo TS [Miller94] se 
deben considerar dos partes fundamentales: una asociada a la Funci6n de Asociaci6n 
D6bil (expresi6n (3 .3 .2. 1 .4» , y otra, a la regIa RGC (expresi6n (3 .3 .2. 1 . 1 0» . Una 
estimaci6n del numero de productos y sumas debidas a la primera puede ser: 
POAI = I L (M (N + 2L) + N) :: I L M (N + 2L) 
SOAI = I L (2L M + N(2 + M) + L) :: I L M (2L + N) 
El numero de productos y sumas debidas a la segunda esta dado por: 
P OA2 = I L N (L + M) 
S OA2 = I L N (L + M) 
(A. 1. 19) 
(A. 1.20) 
(A. 1 .21) 
(A.1.22) 
Uniendo (A. l . 1 9) , (A. l .20), (A. l .2 1 )  Y (A. 1 .22) se puede hallar el numero total de 
multiplicaciones y sumas en punto flotante: 
SPOA = S OAI + SOA2 = POAI = PDA2 = I L M (N + 2L) + I L N (L + M) 
= I L(2M N + (2M + N) L) (A. 1 .23) 
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Ya que en todas las imagenes consideradas en esta Tesis, el numero de vectores de 
entrenamiento es N=4096, entonces N» 2M, por 10 que la ultima expresi6n puede 
aproximarse mediante: 
1 64 
SPDA = I L N (2M + L) 
EI numero "nieg" total en el TD es, por tanto : 
SPDA I N (2M + L) = 
SPGLA M (N + 4L) 
(A. 1.24) 
(A. 1 .25) 
Apendice 2 
CALCULO EFICIENTE DE LA DISTORSION 
GLOBAL EN LA CV 
Cuando la RGVMP esta presente, la distorsi6n media dada en (2. 1 .4.6 .4) s610 
depende de {C} y de II y puede expresarse como: 
1 N-I {L I } 
D({C} ,rr) = L . min L Prob(j / i) Ilvd - cj l12 N ,=0 lE{O, . L I} j=O (A.2.1) 
donde s es una variable muda usada para indexar los vectores de entrenamiento y sumar 
la distorsi6n asociada a ellos . 
El sumatorio interno de (A.2. 1 )  puede reordenarse como sigue: 
L-I L I ) - 1  
S'i = L Prob(j / i) Ilv, - cj l12 = L Prob(j / i)L (vs(d) - cj(d)Y j=O j=O d=O (A.2.2) 
donde vld) y cj(d) son la componente d-esima de los vectores Vs Y cj ' 
respectivamente. De manera sencilla la expresi6n anterior puede transformarse en: 
L l ) - 1 
S'i = L Prob(j / i)L v/ (d) 2cj(d) v,(d) + c/(d) 
j=O d=O 
J I  L-I J I L I 
= L v,2 (d)L Pr ob(j I i) - 2L v, (d)L Pr ob(j I i) c/d) + d=O j=O d=O  j=O 
J I L I 
+ L L Pr ob(j I i) c/ (d) d=O j=O 
Notanda que segun la regIa de probabilidad total, 
L-I 
L Prob(j I i) = 1 
j=O 
y llamando 
a jjd = Prob(j I i) c/d) , 
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(A.2.6) 
Inc1uyendo (A.2.6) en (A.2. 1 ), finalmente se tiene que: 
don de 
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D({C} , rr) = - L L v�(d) + - L .  min L (Pid UidV, (d») 
1 N - l  1-1 1 N-l { J l 
} N ,=0 d=O N ,=0 lE{O" L I} d = O  
L I 
a id = 22:>ijd 
j;O 
L-I 





ESPERANZA DE LA DISTORSION MiNIMA DE SUCESIV AS 
EJECUCIONES DEL ALGORITMO GLA 
La distorsi6n final alcanzada por una ejecuci6n del GLA presenta una varianza 
elevada debido a la aleatoriedad de la selecci6n del libro de c6digos inicial. 
Considerese el siguiente experimento: 
- se ejecuta el GLA P veces, tomando libros de c6digos iniciales distintos y 
aleatorios cada vez; 
- se extrae el mejor de los P libros de c6digos finales; 
- finalmente se obtiene la distorsi6n de este libro; 
Todo esto equivale a seleccionar la menor de todas las distorsiones obtenidas en 
los P procesos. 
Aunque este procedimiento presenta una varianza menor conforme P aumenta, 
todavia se pueden encontrar mejores metodos (con menor varianza) para estimar la 
distorsi6n minima en P ejecuciones del GLA. El procedimiento que se deriva a 
continuaci6n persigue este prop6sito. 
Primero se ejecutan N ensayos independientes del GLA y se computa la distorsi6n 
final alcanzada en cada uno de ellos. A esta distorsi6n se Ie llama fer), donde el indice r 
se refiere al ensayo (Figura A3 . 1 ). Ademas se registra el numero de iteraciones de cada 
ejecuci6n. El numero de ensayos N debe ser 10 suficientemente grande como para 
representar fielmente la estadistica del proceso GLA. 
Seguidamente se ordenan de menor a mayor las distorsiones obtenidas al final de 
los N ensayos, 10 cual constituye una permutaci6n de la variable r. Al nuevo indice se Ie 
llama n y a la funci6n de ordenaci6n <1>, por 10 que 
n=<1>(r) (A.3. 1) 





Fig.A3. 1 Distorsi6n de N ensayos GLA Fig.A3.2 Distorsi6n de N ensayos GLA ordenados 
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La accion de extraer de forma aleatoria e independiente P de los N ensayos GLA 
anteriores, tomando la minima de sus respectivas distorsiones, equivale a generar 
aleatoriamente P numeros enteros uniformemente distribuidos en el intervalo [l ,N], 
(llamemosles nb n2, .. , np), elegir el menor de ellos y finalmente obtener su 
correspondiente distorsi6n ordenada. Para nuestros prop6sitos sent conveniente extraer 
la esperanza de esta ultima distorsi6n, en funci6n de N y P. Analiticamente, 
(A.3.2) 
Para dar con una expresi6n de esta esperanza, 10 primero es hallar la funci6n de 
probabilidades de nl > nb np. Como todas ellas son independientes entre sl y su 
probabilidad es constante en su rango de definicion y de valor lIN, su funcion de 
probabilidad conjunta viene a ser: 




Segun esto, el segundo miembro de (A.3 .2) podni expresarse como: 
siendo 
N 
I J( min[ n J ' n2 , , n p ]) Prob[ n J , n2 , , n p ] 
np ;\  
(A.3.5) 
EI sumatorio multiple de (A.3 .4) esta formado por NP terminos que se pueden 
visualizar en la matriz de la Figura A3 .3, de la forma que se explica abajo . 
 





 3.  de la d istorsi6n minima de sucesivas  del  GLA 
S610 se ha marcado una posici6n (valor entre 1 y N) en cada columna s, que se 
denotanl como v(nJ , 0 de forma mas compacta, Vs. Cada conjunto diferente de N 
puntos corresponde a uno de los N P terminos del sumatorio anterior. Dado este 
conjunto, llamemos nj a la variable cuyo punto marcado toma un valor minimo, en el 
siguiente sentido : 
s = 1, 2 , , j - l  
s = j + 1 ,  , p 
Por su parte, llamemos i a este valor minimo: 
(A.3.6) 
(A.3.7) 
Ahora se podra reorganizar S en un sumatorio, s610 a 10 largo de las variables j e i :  
P N 
S = L L f(i) R(i, j) 
j=1 i=1  
(A.3.8) 
donde R(i,j) es el numero de terminos en S (conjuntos permitidos en la Figura A3 .3) que 
cumplen: {min[ v I ' V 2 '  '
.
v P ] = v j 
vj = v(nj ) = l  
Para cada valor de i, los valores de Vj permitidos son los siguientes: 
Vl= i+l ,  i+2, ,N 
V2= i+l ,  i+2, ,N 
Vj_l= i+l ,  i+2, ,N 
Vj= 1 
Vj+1= i, i+l ,  ,N 
vp= i, i+l ,  ,N 
(N-i valores permitidos) 
(N-i valores permitidos) 
(N-i valores permitidos) 
( 1  valor permitido) 
(N-i+ 1 valores permitidos) 
(N-i+ 1 valores permitidos) 
10 cual suma un total de (N - i) j I (N - i + ly-i casos :  
R(i , j) = (N - i) i- I (N - i + ly-i 
Ahora, incluyendo (A.3 . l l )  en (A.3 .8), se tendra, 
P N 
S = L L f(i)(N - i)i I (N - i + l)P-i 
i= 1  i= 1  
(A.3.9) 
(A.3. 10) 
(A.3. l t) 
(A.3. 1 2) 
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 3.  de la distorsi6n minima de sucesivas  del  GLA 
A este resultado debe hacersele una salvedad: cuando j=l e i=N, el termino 
(N - i)j- I esta indeterminado. Sin embargo, en este caso particular, 
10 que significa que 
=n  = N p 
(A.3.13) 
(A.3.14) 
Como en to do el resto de los casos en que i=N, y j:;t:l ,  los sumandos de S se 
anulan, la expresi6n CA.3 . 1 2) podra expresarse segun: 
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P N I 
S = I I fCi)(N - i)H (N - i + ly-j + feN) 
j=1 ; =1 
Finalmente, 
1 [ P  N-I 
] 
EC (N, P) = NP � -8 f(i)(N - i)




REGLA EXTENDIDA DE LOS CENTROIDES 
A continuaci6n se infiere la RegIa Extendida de los Centroides, con la que se 
obtiene el conjunto 6ptimo de vectores c6digo C = {co , c1 " C L_1 } para una partici6n S j 
y una funci6n de asignaci6n I1 dadas, en el caso de que los canales sean ruidosos y se 
describan por una BER variable y aleatoria con f.d.p. conocida. 
Bajo estas cincunstancias, la distorsi6n de cuantificaci6n, esta dada por la 
expresi6n (7.3.3) , que repetimos a continuaci6n: 
(A.4.1) 
donde, a su vez, Pji estci tomada de (7.2.2): 
1 
Pji = f (1 - E)M-�bj ,bdl luml . E 11bj ,bdllwn . f . d , p.(E) dE (A.4.2) 
o 
Como se ve, Pji no depende, ni explicita ni impHcitamente de los vectores C j 
elegidos. As! pues, los vectores c6digo 6ptimos (cp ) seran aquellos que anulen la 
expresi6n: 
(p=o, 1 ,  , L- 1 )  
(A.4.3) 
Por su parte, siguiendo consideraciones basicas del calculo vectorial, 
(A.4.4) 
por 10 que, 
l
yx) .   
c
, iI, ) dx � -2 1/xO<) ' (x c, )  dx 
p 
1 7 1  
 4.  Extendida de los Centro ides 
= 1. f x ex) . C p dx - 2 1. f x (x) . x dx 
I I 
(A.4.5) 
donde se ha tenido en cuenta que Pi es la probabilidad de que el vector x se encuentre 
en esta region, segun aparecia en (7.3 .6): 
(A.4.6) 
y que el centroide de la region Si esta dado por (2. 1 .3 .2.2. 1 ): 
f fx (x)x dx f fx (x)x dx 
c ·  = Sj Sj (A.4.7) = I f fx (x) dx Pi 
Sj 
Incluyendo el resultado de (AA.5) en (AA.3) e igualando a cero, se tiene que: 
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L Ppi Pi cp = I ppi ci P i=O i=O 
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