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Extended Abstract 
Recent advances in the area of ‘Transformational Government’ position the citizen at 
the centre of focus. This paradigm shift from a department-centric to a citizen-centric 
focus requires governments to re-think their approach to service delivery, thereby 
decreasing costs and increasing citizen satisfaction. The introduction of franchises as 
a virtual business layer between the departments and their citizens is intended to 
provide a solution. Franchises are structured to address the needs of citizens 
independent of internal departmental structures.  
For delivering services online, governments pursue the development of a One-Stop 
Portal, which structures information and services through those franchises. Thus, 
each franchise can be mapped to a specific service bundle, which groups together 
services that are deemed to be of relevance to a specific citizen need.  
This study focuses on the development and evaluation of these service bundles. In 
particular, two research questions guide the line of investigation of this study: 
Research Question 1): What methods can be used by governments to identify service 
bundles as part of governmental One-Stop Portals? 
Research Question 2): How can the quality of service bundles in governmental One-
Stop Portals be evaluated? 
The first research question asks about the identification of suitable service bundle 
identification methods. A literature review was conducted, to, initially, conceptualise 
the service bundling task, in general. As a consequence, a 4-layer model of service 
bundling and a morphological box were created, detailing characteristics that are of 
relevance when identifying service bundles. Furthermore, a literature review of 
Decision-Support Systems was conducted to identify approaches of relevance in 
different bundling scenarios. These initial findings were complemented by targeted 
studies of multiple leading governments in the e-government domain, as well as with 
a local expert in the field. Here, the aim was to identify the current status of online 
service delivery and service bundling in practice. These findings led to the 
conceptualising of two service bundle identification methods, applicable in the 
context of Queensland Government: On the one hand, a provider-driven approach, 
based on service description languages, attributes, and relationships between services 
was conceptualised. As well, a citizen-driven approach, based on analysing the 
outcomes from content identification and grouping workshops with citizens, was also 
conceptualised. Both methods were then applied and evaluated in practice.  
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The conceptualisation of the provider-driven method for service bundling required 
the initial specification of relevant attributes that could be used to identify 
similarities between services called relationships; these relationships then formed the 
basis for the identification of service bundles. This study conceptualised and defined 
seven relationships, namely ‘Co-location’, ‘Resource’, ‘Co-occurrence’, ‘Event’, 
‘Consumer’, ‘Provider’, and ‘Type’. The relationships, and the bundling method 
itself, were applied and refined as part of six Action Research cycles in collaboration 
with the Queensland Government. The findings show that attributes and relationships 
can be used effectively as a means for bundle identification, if distinct decision rules 
are in place to prescribe how services are to be identified.  
For the conceptualisation of the citizen-driven method, insights from the case studies 
led to the decision to involve citizens, through card sorting activities. Based on an 
initial list of services, relevant for a certain franchise, participating citizens grouped 
services according to their liking. The card sorting activity, as well as the required 
analysis and aggregation of the individual card sorting results, was analysed in depth 
as part of this study. A framework was developed that can be used as a decision-
support tool to assist with the decision of what card sorting analysis method should 
be utilised in a given scenario. The characteristic features associated with card 
sorting in a government context led to the decision to utilise statistical analysis 
approaches, such as cluster analysis and factor analysis, to aggregate card sorting 
results.  
The second research question asks how the quality of service bundles can be 
assessed. An extensive literature review was conducted focussing on bundle, portal, 
and e-service quality. It was found that different studies use different constructs, 
terminology, and units of analysis, which makes comparing these models a difficult 
task. As a direct result, a framework was conceptualised, that can be used to position 
past and future studies in this research domain.  
Complementing the literature review, interviews conducted as part of the case studies 
with leaders in e-government, indicated that, typically, satisfaction is evaluated for 
the overall portal once the portal is online, but quality tests are not conducted during 
the development phase. Consequently, a research model which appropriately defines 
perceived service bundle quality would need to be developed from scratch. Based on 
existing theory, such as Theory of Reasoned Action, Expectation Confirmation 
Theory, and Theory of Affordances, perceived service bundle quality was defined as 
an inferential belief. Perceived service bundle quality was positioned within the 
nomological net of services. Based on the literature analysis on quality, and on the 
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subsequent work of a focus group, the hypothesised antecedents (descriptive beliefs) 
of the construct and the associated question items were defined and the research 
model conceptualised. The model was then tested, refined, and finally validated 
during six Action Research cycles.  
Results show no significant difference in higher quality or higher satisfaction among 
users for either the provider-driven method or for the citizen-driven method. The 
decision on which method to choose, it was found, should be based on contextual 
factors, such as objectives, resources, and the need for visibility.  
The constructs of the bundle quality model were examined. While the quality of 
bundles identified through the citizen-centric approach could be explained through 
the constructs ‘Navigation’, ‘Ease of Understanding’, and ‘Organisation’, bundles 
identified through the provider-driven approach could be explained solely through 
the constructs ‘Navigation’ and ‘Ease of Understanding’. An active labelling style 
for bundles, as part of the provider-driven Information Architecture, had a larger 
impact on ‘Quality’ than the topical labelling style used in the citizen-centric 
Information Architecture. However, ‘Organisation’, reflecting the internal, logical 
structure of the Information Architecture, was a significant factor impacting on 
‘Quality’ only in the citizen-driven Information Architecture. Hence, it was 
concluded that active labelling can compensate for a lack of logical structure. Further 
studies are needed to further test this conjecture. Such studies may involve building 
alternative models and conducting additional empirical research (e.g. use of an active 
labelling style for the citizen-driven Information Architecture).  
This thesis contributes to the body of knowledge in several ways. Firstly, it presents 
an empirically validated model of the factors explaining and predicting a citizen’s 
perception of service bundle quality. Secondly, it provides two alternative methods 
that can be used by governments to identify service bundles in structuring the content 
of a One-Stop Portal. Thirdly, this thesis provides a detailed narrative to suggest how 
the recent paradigm shift in the public domain, towards a citizen-centric focus, can 
be pursued by governments; the research methodology followed by this study can 
serve as an exemplar for governments seeking to achieve a citizen-centric approach 
to service delivery.  
Keywords 
Service-orientation, E-government, Transformational Government, Service 
Bundling, One-stop Portal, Survey, Action Research, Design Science 
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1 Exposition 
This chapter is (partly) built upon the following publication: 
 Rosemann, M.; Fielt, E.; Kohlborn, T.; & Korthaus, A. (2009). “Business Service Management”. 
Smart Services CRC White Paper Series. Faculty of Science and Technology, Queensland University 
of Technology. Brisbane, Australia. 
 Kohlborn, T.; Fielt, E.; Korthaus, A.; & Rosemann, M. (2009). “Towards a Service Portfolio 
Management Framework”. 20th Australasian Conference on Information Systems, Melbourne, 
Australia. 
 Peters, C.; Kohlborn, T.; Korthaus, A.; Fielt, E.; & Ramsden, A. (2011). “Service Delivery in One-
Stop Government Portals – Observations Based on a Market Research Study in Queensland”. 22nd 
Australasian Conference on Information Systems, Sydney, Australia. 
 Kohlborn, T.; Korthaus, A.; Peters, C.; & Fielt, E. (2012). “A Comparative Study of Governmental  
One-Stop Portals for Public Service Delivery” International Journal of Intelligent Information 
Technologies (submitted). 
1.1 Motivation 
Instead of focussing on a specific customer clientele for offering and delivering 
products and services, as is typical for organisations in the private sector, the public 
sector has to deal with a huge heterogeneous portfolio of different services, which 
generally have to be offered to all citizens (Wang, Bretschneider, & Gant, 2005). 
Although different groups of citizens will have different characteristics and demands, 
accessibility to government services and information has to be ensured (Gouscos, 
Laskaridis, Lioulias, Mentzas, & Georgiadis, 2002), while focussing on delivering 
services in as cost efficient and effective a way as possible.  
Information and Communication Technology (ICT) has been introduced to offer an 
increasing number of services electronically, in order to decrease the cost of service 
delivery. These activities can be subsumed under the term e-government, which aims 
to “enable and improve the efficiency with which government services and 
information are provided to citizen, employees, businesses and government 
agencies” (Carter & Belanger, 2004, p. 5 f.). With regard to communication channels 
for delivery of government services, the online channel has become the most 
important for governments, due to its cost efficiency (Ebbers, Pieterson, & 
Noordman, 2008). Thus, governments have an inherent interest in the adoption of an 
online service delivery channel by their citizens. Consequently, the content and 
structure of government online presences need to focus not only on those varying 
needs, but also on the customers’ (= citizens, residents and businesses) satisfaction 
(Kubicek & Hagen, 2000). In light of these requirements, governments have to 
decide on a specific online service delivery model, which determines both structure 
and content.  
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Since the early days of e-government, governments, using an internal managerial 
perspective, have been focusing on standardisation, departmentalisation and 
operational cost-efficiency, which Ho (2002) has labelled the traditional 
bureaucratic paradigm. Often, the way that public services were grouped together 
was determined by the internal structure of the specific government. As visualised in 
Fig. 1, each department offered their services independently from the (online) 
offerings of other departments. This led in some cases to a proliferation of redundant 
services as well as an increase in customer dissatisfaction, as citizens needed to know 
the internal structure of the government in order to find the services they required 
and had to be aware of which services existed in the first place to fulfil their demand.  
Citizens
D
ep
ar
tm
en
t  
I
D
ep
ar
tm
en
t  
III
D
ep
ar
tm
en
t  
II
D
ep
ar
tm
en
t  
X
. . .
Webpage Webpage Webpage Webpage
 
Source: Adapted from Weiss (2011, p. 6) 
Fig. 1: The traditional online service delivery by governments 
More recently, in part because e-government has not always delivered all the benefits 
that were hoped for (Dada, 2006), a more holistic view of government reform 
strategies has been proposed under the term ‘Transformational Government’ (TG), 
which has been defined as “[A] managed process of ICT-enabled change in the 
public sector, which puts the needs of citizens and businesses at the heart of that 
process and which achieves significant and transformational impacts on the 
efficiency and effectiveness of government” (OASIS, 2012, p. 7). Proponents of the 
TG approach promote a new business model for governments that introduces “a new 
virtual business layer within government, focused round the needs of citizens and 
businesses (the “Franchise Marketplace”), which enables the existing silo-based 
structure of government to collaborate effectively in understanding and meeting user 
needs.” (OASIS, 2012, p. 16). The ‘franchise’ metaphor is used here to denote 
collaborative organisations to address specific needs of customer segments for 
government services (e.g. parents, motorists, disabled people). The franchise 
approach follows the principle of “buil[t] services around customer needs, not 
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organisational structure” (OASIS, 2012, p. 13), which requires governments to re-
think and re-design their service delivery of all levels of the organisation.  
At the front end, governments have started to investigate the use of One-Stop Portals 
(OSPs) (Kohlborn, Weiss, Poeppelbuss, Korthaus, & Fielt, 2010) with the desire to 
further increase customer satisfaction and operational excellence. An OSP commonly 
applies the ‘single window concept’ and can be defined as “a consistent, single point 
of access to electronic services and information provided by different public 
authorities or even private service providers” (aligned with Wimmer & Tambouris, 
2002). The portal concept arose from examples in search engines, which started to 
bundle content according to different themes, such as news, or finance. Portals serve 
as single-point web interfaces to “promote the gathering, sharing and dissemination 
of information as well as the provision of services to communities of interest” (Detlor 
& Finn, 2002, p. 100). “The ultimate objective is to provide a central gateway to 
information, knowledge, workflows and processes.” (Maad & Coghlan, 2008, p. 
133). 
In a governmental OSP, the “information, knowledge, workflows and processes” are 
accessible via services. Although further detail will be provided at a later point in this 
thesis, a traditional service can be defined as a “process consisting of a series of 
more or less intangible activities that normally, but not necessarily, take place in 
interactions between the customer and service employees and/or physical resources 
or goods and/or systems of the service provider, which are provided as solutions to 
customer problems“ (C Grönroos, 1990, p. 27). However, referring to the online 
channel, an electronic service or e-service can be defined as “the delivery of public 
services to citizens, business partners and suppliers, and those working in the 
government sector by electronic media including information, communication, 
interaction and contracting, and transaction” (Buckley, 2003, p. 456). 
Consequently, the use of ‘service’ throughout the rest of the thesis refers in particular 
to the latter definition of an e-service in the public sector, unless otherwise stated.  
In order to provide citizens with both an easy-to-use and comprehensive access to the 
services they need, OSPs have to provide customer-oriented structures of public 
services independent of the fragmented structure of the public administrations that 
deliver them. The grouping of government services along citizen’s needs was 
promoted by Momotko et al. (2007), for instance. The authors also emphasised the 
need for the ability to customise a portal. They argue that user-friendly structures can 
be achieved through a bundling of offered services from the citizens’ perspective. 
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Bundling initially has its origin in the marketing domain. “Broadly defined, bundling 
is the practice of marketing two or more products and/or services in a single 
‘package’ for a special price” (Guiltinan, 1987, p. 74). The bundling of services in 
the public sector has been introduced by Gouscos et al. (2002), who describe how to 
package services for citizens, aligned with life events that typically occur in one’s 
life, such as ‘buying a house’ or ‘getting married’. But bundles do not need to be 
only focussed on events, they can also be packaged according to topics or 
demographics (Kernaghan & Berardi, 2001). Independent of the specific 
categorisation criteria, the main goal is to generate bundles of services that are 
related from a customer perspective no matter if they are provided by the same 
department or institution. Transferring this concept to the public domain, these 
service bundles can be mapped to the franchise organisations in the virtual business 
layer of the government, i.e., each service bundle represents an aggregated offering 
of the services the corresponding user franchise organisation is responsible for, as 
visualised in Fig. 2. The main benefit of such service bundles is that they group 
services together which are related to specific needs or customer segments; such 
services typically would be consumed together or at least, by being presented 
together as a group, fulfil an important information function with regard to the 
offered portfolio of services that are related to that specific need. Thus, for 
governmental OSPs, service bundling can be defined as follows: “Service bundling 
is the act of aggregating services into a packaged offering, which is aligned with a 
citizen need”. 
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Source: Adapted from Weiss (2011, p. 20) and Peters (2010, p. 22) 
Fig. 2: The franchise marketplace in a One-Stop Portal 
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Service bundles themselves can either consist of services with a high topic-originated 
relatedness or they might be useful in the environment of a specific life-event 
(Wimmer, 2002). It is important to note that instead of a strict alignment of services 
with specific government departments, as is common for the traditional approach, 
understandability and intuitiveness for the customer counts and is put into practice 
using the service bundle approach. Departments typically keep changing their names, 
but the franchise approach, with corresponding service bundles at the front end, frees 
citizens from the need to have detailed knowledge about the machinery of 
government. This development hints at a philosophical shift in government from 
department-centric to customer-centric service delivery that service bundling 
exemplifies so well. Moving from department-structure to bundles is the first (and 
arguably largest) culture shift, and it paves the way for changing the focus to meeting 
customer needs and reducing customer effort. 
Although the emergence of OSPs for e-government services has been discussed for 
about a decade, the target state of integrated, virtual administrations offering a single 
portal for all public services has been achieved by only a few jurisdictions. In 
particular, the idea of developing an integrated government web portal comes with 
challenges. A large body of information and services needs to be made accessible to 
citizens in a structure that they would expect (Fincher & Tenenberg, 2005) and, 
hence, an appropriate information architecture (IA) needs to be designed. An IA is 
“[t]he structural design of shared information environments” and “[t]he 
combination of organization, labelling, search, and navigation systems within web 
sites and intranets” (Morville & Rosenfeld, 2006, p. 4). Furthermore, “[t]he design 
of meaningful, useful, flexible and coherent taxonomies and ontologies is one of the 
main goals of the information architecture, to provide to the users an effective way to 
find what they are seeking” (Bussolon, 2009, p. 6). Consequently, service bundles 
are elements of an IA that are used to group services in a citizen-related way. An IA 
adds structure to service repositories or portfolios of organisations by grouping 
services together based on certain characteristics. Thus, service bundles are 
contained in and define an IA for a portfolio of services offered by an organisation, 
such as a government.  
1.2 Problem statement and purpose of study 
Area of interest 
Besides substantial technical and conceptual challenges, a demanding managerial 
task exists in comprehending the fast growing internal service portfolio and potential 
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service candidates offered in the ecosystem or business network of an organisation 
(Barros & Dumas, 2006); furthermore, there is the task of being able to identify those 
service bundles that lead to efficient and strategically-aligned new packages 
(Rosemann, Fielt, Kohlborn, & Korthaus, 2009). This requires the generation of 
‘could-be service bundles’, for example based on joint service properties (e.g. 
consider bundling services that are provided to the same customer group or at the 
same location) in order to generate a solution space of service bundles (Kohlborn, 
Fielt, Korthaus, & Rosemann, 2009). These candidates for new service bundles can 
then be assessed from multiple dimensions (economic, risk, technical, etc.) so that 
the viable candidates for relevant service bundles can be derived for implementation. 
While a considerable amount of literature addressing the process of service design or 
new service development can be found today (e.g. Froehle & Roth, 2007; Menor, 
Tatikonda, & Sampson, 2002), much less is known about approaches that facilitate 
the creation of adequate service bundles. Despite the fact that companies across all 
industry sectors, with increased market pressures, are challenged by the issue of 
service bundling (Akkermans et al., 2004), only little guidance has been provided so 
far for the identification of potential bundle candidates and for the actual process of 
bundling. By contrast, much has been written about strategic objectives (Nalebuff, 
2004; Stremersch & Tellis, 2002) and pricing strategies (Bitran & Ferrer, 2007) for 
bundling decisions. The body of knowledge related to the public domain suffers from 
even fewer insights into appropriate identification and management of service 
bundles, as the concept has only been introduced recently to the public sector and 
foci of interest for bundling in the private domain are not directly applicable in the 
public domain. In particular, the concept of ‘a special price’ (i.e. the total cost of the 
bundle being less than the sum of the costs of all separate items in the bundle), as one 
of the defining characteristics of a bundle in the private sector, cannot directly be 
applied in the public domain, as most services typically are provided free of charge. 
Thus, the phenomenon of how services can be identified to create citizen-centric 
service bundles is a practically relevant as well as academically attractive challenge. 
This is true especially from a government’s perspective, due to the large numbers of 
different services in their portfolios and the mandate to deliver those services to a 
vast, heterogeneous customer group while aiming at decreasing costs of service 
delivery. Current coordination efforts across industries require governments to shift 
the focus onto citizens’ needs and requirements instead of departmentalisation and 
pure operational efficiency (OASIS, 2012). In order to achieve these goals, ICT has 
been called on to create new delivery channels and to improve internal governmental 
processes.  
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Nevertheless, in recent years, e-government projects have not always been 
successful. For example, the government of the United Kingdom (UK) spent $3 
billion dollars in the last 7 years on projects that ended up being cancelled and 
written off, which has been depicted as a waste of taxpayers' money on big computer 
systems poorly thought out and overpriced (The Economist, 2008). In response to 
such failures, it is apparent that there is a need for governments to work more 
effectively and efficiently. 
The mere introduction of ICT is not likely to be sufficient for government to achieve 
its goal of being more efficient and effective (incl. decreasing costs). Bundles 
presented on the OSP need to be designed appropriately, so that citizens are satisfied 
with the portal’s structure and content so that they are willing to utilise the portal for 
future interactions. If citizen interactions can sustainably be transferred from the 
more expensive over-the-counter delivery channel to the more cost efficient online 
delivery channel, costs of service delivery can be reduced in the long term.  
Hence, this study seeks to understand the phenomenon of service bundling in the 
context of designing a governmental OSP and seeks to provide support in deciding 
how to identify and evaluate service bundles.  
Research questions 
Research questions are central to any research study, as they define the scope and 
provide the means to measure its success through examining the provided answers at 
the conclusion of the study. “The problem or questions, is/are the axis around which 
the whole research effort revolves. The statement of the problem must first be 
expressed with the utmost precision; it should then be divided into more manageable 
sub-problems. Such an approach clarifies the goals and directions of the entire 
research effort” (Leedy & Ormrod, 2001, p. 49). 
Cooper & Emory (1995) as well as Gable (1991) suggest a similar top-down 
approach, which comprises four distinguishable levels, namely management level, 
research level, investigative level, and measurement level1. Fig. 3 summarises how 
this study derived the research questions, based on this framework.  
                                                          
1 Measurement level questions are derived for the actual set of data to be collected (i.e. questions 
within surveys and interviews) and are, therefore, not discussed at this stage (D. R. Cooper & 
Emory, 1995). 
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Fig. 3: Research questions pertaining to this study 
On the highest level of the hierarchy, level 1, the managerial question is positioned, 
which captures the management perspective. Cooper & Emory (1995) state that the 
question(s) at this level typically prompt the overall study. The managerial research 
question depicting the overall study can be formulated as follows:  
• MQ: “How can organisations effectively bundle services in controlled 
portfolios?” 
In other words, how can someone derive the right bundles in the right way for an 
organisation based on the services internal to the organisation or network? A 
controlled portfolio describes a repository of services that are controlled by an 
organisation. The distinct difference to open portfolios is the amount of control the 
owner of the portfolio can exercise over what kind of services are offered and how 
each single service is described. Therefore, this study does not provide details 
focussing on how portfolio management, in general, and bundling, in particular, can 
be managed in business networks; nor does it seek to identify what are different roles 
in a network, and how service descriptions can be adhered to in a distributed 
environment (Kohlborn, Korthaus, Riedl, & Krcmar, 2009). 
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On the next lower level, level 2, the research questions can be found that are derived 
from the managerial question. These research questions represent the purpose of the 
study and address the research problem (D. R. Cooper & Emory, 1995). The next 
lower level, level 3, comprises investigative questions that are related to the research 
question to address the objective of each question more precisely (D. R. Cooper & 
Emory, 1995). In the context of the outlined area of interest, two separate research 
questions (RQ) can be identified each having multiple investigative questions that are 
detailed in the following.  
The first research question considers the act of service bundling in the relevant 
context. 
• RQ1: “What methods can be used by governments to identify service bundles as 
part of governmental OSPs?” 
As current efforts by OASIS do not detail how franchises or bundles can be 
identified, RQ1 aims at characterising the methods that can be used to do just that. In 
general, governments have two options when it comes to method choice. Either 
governments use their domain expertise to decide what services should be grouped 
together, having the best interests of their citizens in mind, or they involve the 
citizens from the outset. The latter approach relates to recent advances in 
participatory design (Maguire, 2001) and can, thus, be named a citizen-driven 
method for the identification of service bundles, whereas the former approach can be 
called a provider-driven method for the identification of service bundles. In order to 
answer the first research questions, the following investigative questions can be 
stated:  
Investigative questions pertaining to RQ1 are: 
• IQ1.1: “How can the service bundling task be characterised?” 
• IQ1.2: “What characteristics of the environment are of relevance for service 
bundling?” 
• IQ1.3: “What characteristics of methods are of relevance for service bundling?” 
These three investigative questions aim at providing the foundations for governments 
to make the decision about what methods to choose for the identification of service 
bundles in their specific scenario. In situations where methods specifically for the 
identification of bundles in the context of the development of a governmental OSP 
do not exist, the need arises to adapt methods from other domains or to conceptualise 
a new method. Hence, the fourth investigative question reads: 
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• IQ1.4: “How can a provider-driven and citizen-driven method for the 
identification of service bundles in the context of governmental OSPs be 
designed?” 
However, just identifying potential methods to identify service bundles is 
insufficient, as it will remain unknown to governments how well the bundles are 
actually perceived by citizens; there may be different ways to structure a 
government’s service portfolio into different bundles. Consequently, governments 
need an instrument to assess how well the quality of the bundles is perceived to 
potentially choose another method or to bundle services differently. Thus, the second 
research question reads as follows: 
• RQ2: “How can the quality of service bundles in governmental OSPs be 
evaluated?” 
Answering both research questions will substantially support governments in 
becoming more citizen-centric while decreasing costs, through the shift in utilisation 
of service delivery channels. 
Investigative questions pertaining to RQ2 are: 
• IQ2.1: “How can the perceived service bundle quality (PSBQ) be 
conceptualised?” 
• IQ2.2: “What are the antecedent factors that explain PSBQ?” 
• IQ2.3: “How can the antecedent factors be operationalised?” 
• IQ2.4: “Of the two (conceptualised) service bundle identification methods, which 
one derives bundles of higher perceived quality?” 
• IQ2.5: “Is the model of PSBQ valid and applicable for both methods?” 
The five investigative questions associated with the second research question aim at 
properly understanding the concept of quality in relation to service bundles. In 
particular, it needs to be understood what factors influence the perception of quality. 
Without such understanding any decision about potentially appropriate service 
bundling methods is made with incomplete information and, consequently, can be 
sub-optimal. For the two (conceptualised) methods, it is naturally of interest and 
benefit to find out which method performs better with regard to PSBQ. Furthermore, 
once the antecedent factors have been identified and properly conceptualised, it 
needs to be investigated if the factors are equally important for both methods. In 
particular, it needs to be examined if different subsets of the identified antecedent 
factors can explain and predict PSBQ depending on the utilised methods.  
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1.3 Research contribution 
Contribution to academia and practice 
From an academic perspective, the study will reflect on the current state of service 
bundling with regard to the citizen-centric delivery of government services as part of 
an OSP. Thereby, shortcomings and challenges will be identified that future research 
can focus on. Additionally, this study will reflect on potential methods and 
approaches that can be utilised in different scenarios. This reflection, as well, can be 
used to identify gaps that future research can fill. Nevertheless, once the potential 
solution space with regard to different methods has been defined, this study will 
conceptualise and evaluate two methods (i.e. provider- and citizen driven methods) 
that can be used by governments to identify citizen-centric service bundles in a 
rigorous way, thereby extending the academic body of knowledge. In addition, the 
study will detail the means for government to assess how well the services in their 
portfolio have been grouped in multiple bundles, through a creation of a PSBQ 
model. This model essentially represents a new theory that explains and predicts 
PSBQ and, therefore, represents a major contribution to the academic body of 
knowledge. These three artefacts, the methods and the quality model, are the main 
contributions of this study, to be developed under the Design Science (DS) paradigm 
(Hevner, March, Park, & Ram, 2004).  
From a practical perspective, the conceptualised approaches, as part of answering the 
first research questions, can be used by governments to identify relevant service 
bundles. Additionally, the quality model, as the answer to research question two, can 
be used to continually assess the perceived goodness of service bundles. Both 
artefacts need to be embedded in an overall methodology that governments can use 
in order to identify the specific target audiences, the required services, the bundles 
containing these services, and to finally assess the bundles. Such a methodology has 
not been previously specified, but will complement current coordination efforts 
across industries with regard to TG. Therefore, it is of great practical relevance for 
governments developing bundles for OSPs as part of their citizen-centric 
transformation efforts. 
Research publication 
As part of this research study 18 publications have already been derived that directly 
or indirectly relate to this study’s research theme: 
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Refereed Journal Articles: 
• Kohlborn, T.; Fielt; E., Boentgen, M.: (2012). “One-Stop Portals in E-
government: Navigation or Transformation?,” International Journal of Electronic 
Government Research (IJEGR) (submitted) 
• Kohlborn, T.; Poeppelbuss, J.: 2012. “Designing the Information Architecture of 
Governmental One-Stop Portals: On the Application and Analysis of Card 
Sorting,” International Journal of Electronic Government Research (IJEGR) 
(submitted) 
• Kohlborn, T.; Korthaus, A.; Peters, C.; Fielt, E. 2012. “A Comparative Study of 
Governmental One-Stop Portals for Public Service Delivery”, International 
Journal of Intelligent Information Technologies (submitted). 
• Kohlborn, T. 2012. “Quality Assessment of Service Bundles for Governmental 
One-Stop Portals: A Literature Review”, Government Information Quarterly 
(submitted). 
• Kohlborn, T.; Malzbender, A.; Beverungen, D. 2012. “Decision-support for 
selecting recommendation approaches in service bundling scenarios”, 
International Journal of Services Technology and Management (submitted). 
Book Chapters: 
• Kohlborn, T.; La Rosa, M. 2011. "SOA Efforts," in Handbook of Service 
Description - USDL and its Methods, D. Oberle and A. Barros (eds.). Heidelberg, 
Dordrecht, London, New York: Springer, forthcoming. 
• Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; 
Krcmar, H. 2010. "Conceptualizing a Bottom-up Approach to Service Bundling," 
22nd International Conference on Advanced Information Systems Engineering 
(CAiSE), B. Pernici (ed.), Hammamet, Tunisia: Springer LNCS 6051, pp. 129-
134.  
• Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; 
Krcmar, H. 2010. "Identification and Specification of Relationships as the 
Foundation for Service Bundling," 3rd International Workshop on Ontology, 
Conceptualization and Epistomology for Information Systems, Software 
Engineering and Service Science (ONTOSE), M.-A. Sicialia, C. Kop and F. 
Sartori (eds.), Hammamet, Tunisia: Springer LNBIP 62, pp. 1-16.  
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Conference Proceedings 
• Plattfaut, R.; Kohlborn, T.; Hofmann, S.; Beverungen, D.; Niehaves, B.; 
Raeckers, M.; Becker, J. 2013. “Unravelling E-Government Channel Selection: 
A Quantitative Analysis of Individual Customer Preferences in Germany and 
Australia,” Hawaii International Conference on System Sciences. 
• Peters, C.; Kohlborn, T.; Korthaus, A.; Fielt, E. 2011. “Service Delivery in One-
Stop Government Portals – Observations Based on a Market Research Study in 
Queensland,“ 22nd Australasian Conference on Information Systems (ACIS). 
Sydney, Australia.  
• Beverungen, D.; Kohlborn, T.; Fielt, E. 2011. “The Morphology of Service 
Bundling Settings,” 22nd Australasian Conference on Information Systems 
(ACIS). Sydney, Australia.  
• Kohlborn, T.; Weiss, S.; Poeppelbuss, J.; Korthaus, A.; Fielt, E. 2010. "Online 
Service Delivery Models – An International Comparison in the Public Sector," 
21st Australasian Conference on Information Systems (ACIS). Brisbane, 
Australia. 
• Kohlborn, T., Luebeck, C., Korthaus, A., Fielt, E., Rosemann, M., Riedl, C., and 
Krcmar, H. 2010. "How Relationships Can Be Utilized for Service Bundling," 
Americas Conference on Information Systems (AMCIS), Lima, Peru.  
• Kohlborn, T., Fielt, E., Korthaus, A., and Rosemann, M. 2009. "Towards a 
Service Portfolio Management Framework," 20th Australasian Conference on 
Information Systems (ACIS), Melbourne, Australia, pp. 861-870.  
• Kohlborn, T., Korthaus, A., and Rosemann, M. 2009. "Business and Software 
Service Lifecycle Management," 13th International Enterprise Distributed Object 
Computing Conference (EDOC), Auckland, New Zealand: IEEE Computer 
Society, Los Alamitos, pp. 87-96.  
Workshop Proceedings: 
• Kohlborn, T. 2010. "Decision-Support for Service Bundling," Doctoral 
Consortium at the 22nd International Conference on Advanced Information 
Systems Engineering (CAiSE), Hammamet, Tunisia.  
• Kohlborn, T., Korthaus, A., Riedl, C., and Krcmar, H. 2009. "Service 
Aggregators in Business Networks," 1st International Workshop on Service-
Oriented Business Networks and Ecosystems (SOBNE) at the 13th International 
Conference on Enterprise Distributed Object Computing (EDOC), Auckland, 
New Zealand: IEEE Computer Society, Los Alamitos, pp. 195-202.  
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Technical Reports: 
• Rosemann, M., Fielt, E., Kohlborn, T., and Korthaus, A. 2009. "Business 
Service Management," in: Smart Services CRC White Paper Series. Brisbane, 
Australia: Faculty of Science and Technology, Queensland University of 
Technology, pp. 1-14. 
1.4 Organisation of thesis 
As indicated, the thesis will focus on the derivation of three different artefacts, 
namely the two different service bundle identification methods and the PSBQ model. 
These artefacts will be designed under the Design Science paradigm as will be 
described in detail in the following chapter. Design Science explicitly requires 
researchers to ensure relevance and rigor of the study by associating the research 
activities to different research cycles. Hence, this thesis deviates from the 
conventional structure of a PhD thesis by describing and detailing the Research 
Design, which focuses on illustrating the underlying foundations of the Design 
Science paradigm and on positioning the multiple utilised research methods as part 
of that paradigm, prior to the Literature Review; the Literature Review is treated as 
one part of a Design Science research study. Hence, the structure of this thesis is as 
follows:  
Chapter 2 will provide details into the Research Design. The chapter will also 
introduce the case that is focussed on throughout this study. In particular, the 
research methodology will be presented, that divides the research into four distinct 
stages, each utilising their own research methods and enquiries. The four stages also 
present the structure of the thesis itself. The chapter will justify the particular 
approach that has been chosen for this research endeavour.  
Chapter 3 will focus on conducting a Literature Review for addressing the research 
questions. Here, approaches and methods to identify service bundles will be 
identified and the concept of quality for this study will be reviewed subsequently. 
Chapter 4 will focus on Exploration. Henceforth, explorative research methods will 
be utilised to complement the findings of the literature review. The Exploration will 
be divided into two parts. Firstly, multiple interviews, as part of case studies with 
representatives of leading governments in the area of electronic service delivery, will 
address relevant issues for bundling. Secondly, a critical reflection of a market 
research (MR) study commissioned by Queensland Government (QG) will be 
provided as well to complement findings.  
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Chapter 5 contains the descriptions of the Design of the three major artefacts of this 
study. Firstly, the two service bundling methods will be designed and conceptualised 
appropriately. Secondly, a PSBQ model that can be utilised to assess the perceived 
goodness of identified bundles, from a citizen perspective, will be presented.  
Chapter 6 focuses on the Evaluation of the designed artefacts. Thus, it represents the 
confirmatory part of this study. As will be described in chapter 2, the confirmatory 
part involves applying the artefacts in a real-life scenario utilising Action Research 
(AR) as the underlying research method. Thus, this chapter will provide information 
about the structure of each AR cycle in general and will subsequently detail the 
specific outcomes of research collaboratively conducted for six franchises.  
Chapter 7 contains the Closure of this thesis by providing a summary and revisiting 
the research questions that guide this study. Furthermore, academic and practical 
contributions of the study, as well as its limitations, will be analysed. 
Recommendations for further research will conclude the study. 
The following figure (please refer to Fig. 4) can be used as a guideline throughout 
this thesis to follow the line of argumentation and to identify the reader’s relative 
position at any point in time. 
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1.5 Chapter conclusion 
Current developments in the public sector, depicted by the term ‘Transformational 
Government’, set the citizen at the centre of attention. As such, the identification of 
citizen-centric service bundles poses an important but challenging task for public 
administrations, which will be addressed by developing and testing two alternative 
service bundle identification methods. Additionally, having techniques for assessing 
the quality of service bundles complements the availability of identification methods. 
Both artefact types provide governments with comprehensive means to embrace the 
new citizen-centric approach and to successfully manage the cultural shift in 
governments. This chapter provides the overall outline of the study. 
This study represents a major research effort focussing on a problem that is 
characterised by being of high relevance due to latest developments in and beyond 
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the government sector. The broad domain of investigation, as will be explained in the 
next chapter, leads to the utilisation of numerous research methods, each focussing 
on specific aspects of the research problem. Although each method, its 
characteristics, application, and results are described in a rigorous way, formal space 
limitations lead to certain compromises in the provided level of detail. Therefore, 
relevance and the focus on breadth are weighed against the provision of the most 
detailed level of information with regard to the scientific enquiry.  
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2 Research design 
2.1 Chapter introduction 
A research design essentially links the research questions with the process of 
collecting, analysing, and interpreting the data (Yin, 2003). The design needs to be 
made explicit in order to fully comprehend its strengths and weaknesses (Maxwell, 
2005). This study will be classified according to the DS approach with a strong AR 
flavour, as will be explained in this chapter. Within this approach, different methods 
will be applied to satisfy the relevance and rigour criteria and to align with guidelines 
postulated by Hevner et al. (2004, pp. 82-90).  
The chapter is structured as follows. Firstly, as the design and evaluation of the 
artefacts need to be embedded in a real-life scenario, the overarching case study is 
presented, before the overall methodology is discussed. Then, each of the different 
stages and their respective research methods as part of the methodology is explicated 
in more detail. Finally, reasons for the design are presented, before the chapter 
closes. 
2.2 Case selection 
Case rationale  
Yin (2003, p. 13) defines a case study as follows:  
“A case study is an empirical inquiry that investigates a contemporary phenomenon 
within its real-life context, especially when the boundaries between phenomenon and 
context are not clearly evident.” 
As pointed out by Yin (2003), an important decision that has to be made prior to case 
selection is the specification of a unit of analysis that fits the research questions as it 
will influence the level of generalisability of the findings (Izak Benbasat, Goldstein, 
& Mead, 1987). The Researcher has chosen the process of bundling as the 
appropriate unit of analysis, which includes the identification of service bundles as 
well as their assessment, and relates to RQ1 and RQ2. By defining the process of 
bundling as the unit of analysis of the case study, empirical insights will be gained 
for both research questions. Studying the process of bundling involves studying 
associated resources, applications, tools, documents, and events required for its 
endorsement (Scheer, 2000). 
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Apart from specifying the unit of analysis of the case study, the question of 
conducting a single or multiple case studies needs to be answered. Yin (2003, pp. 39-
55) distinguishes four different kinds of designs, each applicable and favourable 
under certain circumstances. The designs can be distinguished based upon the 
number of case studies and the unit(s) of analysis. In particular, studies can either 
focus on a single case or multiple cases. The case, in turn, can then either focus on 
‘only’ a single unit of analysis, which would characterise a holistic design, or it can 
focus on multiple units of analysis, which would characterise an embedded design. 
The different kinds of case studies comprise single-case (holistic) designs (Type 1), 
single-case (embedded) designs (Type 2), multiple-case (holistic) designs (Type 3) 
and multiple-case (embedded) designs (Type 4).   
The Type 1 design has been found appropriate for this study for the following 
reasons. Firstly, a holistic design has been chosen as we address ‘only’ one unit of 
analysis, namely the process of bundling. Secondly, such a case with the 
aforementioned unit of analysis can be considered a representative case. “The 
lessons learned from these cases are assumed to be informative about the 
experiences of the average person or institution” (Yin, 2003, p. 48). Some 
governments have already embraced the paradigm shift proposed by TG and have 
built citizen-centric service delivery channels. This study, however, is, to the best of 
the Researcher’s knowledge, unique, as it examines the process of service bundling 
in unprecedented depth and detail. However, the outcomes of the case can be 
generalisable to other governments pursuing a citizen-centric design of its OSP.  
Case description 
As previously indicated, governments are under increased pressure to operate more 
effectively and more efficiently, to decrease costs and to increase citizen satisfaction 
by becoming more citizen-focussed. The Queensland Government (QG), a state 
government in Australia, is not exempt from these pressures.  
In light of these and others emerging challenges, QG developed a vision for the year 
2020, for Queensland to be “strong, green, smart, healthy, and fair” (Queensland 
Government, 2008). In alignment with this vision, a 5-year strategy was developed 
on how the government can support the vision by including ICT in its processes. 
Thus, ‘Toward Q2 through ICT’ focuses on 4 strategic areas, namely, accessible 
government, effective government, efficient government, and a strong industry / 
government partnership. Each area has specific priorities and targets to be achieved 
by certain dates. In particular, the first focus area, ‘accessible government’, contains 
three priorities, each having different targets. The first priority, ‘Improving 
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government service delivery’ (AG-1), contains a target that reads: “By 2014, 
Queenslanders will be able to access government information and services through 
single entry points across multiple channels.” In order to reach this, an 
implementation plan has been developed (Queensland Government, 2009b). 
Specifically, for AG-1 multiple actions have been developed, the fourth (AG-1.4) of 
which reads as follows: 
“Implement a single website experience using the franchise model to coordinate 
information and ensure online service interactions are accessible through the Smart 
Service Queensland web presence/single portal (comprising AG-1.4a, AG-1.4b, and 
AG-1.4c): 
• AG-1.4a: ensure 50% of all government information, referral, payment and 
purchase service interactions are online 
• AG-1.4b: ensure all online services developed within agencies are accessible 
through the Smart Service Queensland web presence/single portal 
• AG-1.4c: reduce the number of Queensland Government public websites by 70 
per cent.” 
The franchise model, as described in OASIS (2012) and outlined in the previous 
chapter, has already been referred to. AG-1.4a is to be achieved by 2012, whereas 
AG-1.4b and AG-1.4c are to be completed by 2014. All activities are led by the 
Department of Public Works (DPW) in collaboration with (lead) agencies. Smart 
Services Queensland (SSQ), being part of DPW, will “lead the development and 
ongoing management of a single website experience for the Queensland 
Government” and “lead the development of franchise grouping and franchise 
standards”, as delineated in the ‘Queensland Government Single Website 
Experience Strategy’ specifically developed in response to AG-1 (Queensland 
Government, 2009a). This strategy is to be implemented through the ‘QGov Online 
Program’, which is supposed to use the franchise model (as indicated at the 
beginning of this thesis), to provide a single, consistent, citizen-focussed, online 
access point for government services and information.  
A franchise, as described previously, was to be developed under the guidance of 
DPW (i.e. SSQ in particular), with a project team that sits within each department 
that has agreed to ‘own’ such a franchise. Fortunately, the Researcher was able to 
collaborate with SSQ in their endeavour to create six franchises, namely 'Information 
for Seniors', 'Emergency Services & Safety', 'About Queensland and its Government', 
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'Community Services', 'Information for Youth', and 'Homes & Housing', and was 
able to apply the developed research artefacts.  
In addition to the theoretical reasons behind a Type 1 design, the following 
pragmatic reasons for choosing a single case study with Queensland Government can 
be brought forward. This case study represents a unique opportunity with regard to 
accessibility, timing, and suitability to address the aforementioned research 
questions: QG was an industry partner within the Smart Services CRC, the funding 
body of this research study, with a long history of being involved with other 
successful Queensland University of Technology (QUT) research projects. QG had 
just started its research endeavour into citizen-centric service delivery via OSPs, 
which was very much aligned with the Researcher’s2 interests and requirements for a 
suitable case study partner. Close proximity to SSQ also ensured that the Researcher 
would have close involvement and access to required data and people. Hence, the 
artefacts could be applied in a real life context to assess their applicability and utility.  
2.3 Research methodology 
In the following, a detailed research methodology is presented to explicate how the 
research questions were to be answered. The methodology represents the overall 
research design to be followed during the course of the Researcher’s study; it 
corresponds to the logical sequence of steps to get from the initial research questions 
to a set of conclusions that answer these questions (Yin, 2003, p. 20 ff.). In this 
sense, the Researcher supports the view of A. Kaplan (1998, p. 18 f.), who regards a 
methodology as “[…] the study – the description, the explanation, and the 
justification – of methods […]”. Accordingly, “methods include such procedures as 
forming concepts and hypotheses, making observations and measurements, 
performing experiments, building models and theories, providing explanations, and 
making predictions” (A. Kaplan, 1998, p. 23). Thus, the research methodology or 
overall research design, explicates the different methods used for this study. It should 
be noted that each (empirical) research method has its own research design as well as 
detailing the specific steps needed to address the study’s questions (Yin, 2003, p. 20 
f.). Therefore, specific details for each method are provided in the relevant chapter. 
In general, a research design has the purpose “to help avoid the situation in which 
the evidence does not address the initial research questions” (Yin, 2003, p. 21). 
The overall research design of the Researcher’s study consists of different methods, 
each focussing on a specific aspect of the research questions. Thus, the study can be 
                                                          
2 The term ‘The Researcher’ is used to avoid the use of the personal pronoun and refers to the author 
of this thesis. 
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classified as a multi-method approach. Various authors support the effectiveness of 
achieving a particular research objective using multi-method approaches (Gable, 
1994; Jick, 1979). Given that the subject area is not very well understood, rather 
qualitative research methods, such as case studies, can be used to develop models or 
theories (Eisenhardt, 1989). These models or theories can then be tested by using 
quantitative methods, such as surveys (Moody & Shanks, 2003). The Researcher 
claims that the described research problem relates to a rather innovative stream of 
research that has not previously been adequately studied. This view is supported by 
the fact that efforts in this research area are just currently emerging (OASIS, 2012). 
To gain a deeper understanding of the research problem and potential solutions, 
multiple research methods with complementary strengths are, therefore, utilised. 
The overall research can be positioned in the area of information systems (IS) 
research focussing on DS. “Design science research is poised to take its rightful 
place as an equal companion to natural science research in the Information Systems 
(IS) field” (Hevner, 2007, p. 87). DS has its roots in engineering and the sciences of 
the artificial (Simon, 1996). DS is more of a problem-solving paradigm as it “seeks 
to create innovations that define ideas, practices, technical capabilities, and 
products through which the analysis, design, implementation, management, and use 
of information systems can be effectively and efficiently accomplished” (Hevner, et 
al., 2004, p. 76). The innovations described in the statement above are generally 
represented by artefacts, which can comprise software, formal logic, and rigorous 
mathematics, through to natural language descriptions, which are intended to solve 
an organisational problem (Hevner, et al., 2004, p. 77). March and Smith (1995) 
specify constructs, models, methods and instantiations as artefacts. However, DS and 
natural science are inseparable. Whereas the goal of DS is utility, the goal of natural 
science is truth. It should be noted that an artefact may also have utility because of 
some undiscovered truth (Hevner, et al., 2004, p. 80). The ultimate artefact of this 
research effort is the one-stop portal containing different service bundles. However, 
for reasons of scope and manageability, the full development of such an artefact is 
out of the scope of this study. In fact, this study focuses on two intermediate artefacts 
that are needed to develop the ultimate artefact, namely methods to identify service 
bundles (and the IA for the OSP) and a model to analyse the perceived quality of the 
bundles. 
Hence, the service bundle identification methods can be regarded as two main 
artefacts and outcomes of this study. Each method is to be conceptualised in 
sufficient detail to be applied in the real world. Furthermore, the artefacts could 
potentially be implemented as software tools that aim at identifying service bundles 
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based on business rules and service description languages. However, this study 
focuses solely on the conceptualisation of the methods; the implementation or 
realisation of a software prototype remains out of scope. The third main artefact is 
the PSBQ model, which is to be operationalised as a questionnaire and developed 
according to existing guidelines (B. R. Lewis, Templeton, & Byrd, 2005).  
As these studies can be classified as DS in IS research, the framework visualised in 
Fig. 5 can be utilised to guide the following discussion. 
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Source: Hevner et al. (2004, p. 80) and Hevner (2007, p. 88) 
Fig. 5: Information systems research framework for Design Science 
The Researcher supports Hevner (2007, p. 88), who characterises DS as follows: 
“design research is motivated by the desire to improve the environment by the 
introduction of new and innovative artefacts and the processes for building these 
artefacts.” Thus, DS research is initiated by identifying a (potential) problem in the 
environment. The environmental context prescribes the requirements for an artefact 
as well as acceptance criteria, since the artefact is supposed to beneficially change 
the environment after its application. Hence, the artefact needs to be tested in the 
environment to assess its utility and validity (Iivari, 2007; March & Smith, 1995, pp. 
255-262). If the required change has been achieved, the IS research endeavour can be 
seen as successfully finished. If the artefact does not align with the identified 
requirements, the artefact itself needs to be changed and tested afterwards (which 
may lead to another change, etc.) (Hevner, 2007, p. 87 f.). The relevance cycle as 
depicted in Fig. 5 supports these descriptions. The design and development of the 
artefact should draw from the existing knowledge base, which contains scientific 
 24 
 
theories, methodologies, experiences and expertise as well as existing artefacts and 
processes that can be utilised to perform rigorous DS research. The existing 
knowledge base is of particular importance to ensure the innovation of the artefact 
and the contribution to the knowledge base consequently (Hevner, 2007, p. 89 f.). 
These circumstances are depicted by the rigour cycle in Fig. 5. The design cycle 
depicts the generation of design alternatives and the evaluation of the alternatives 
against requirements until a satisfactory design is achieved (Hevner, 2007, p. 90 f.; 
Simon, 1996) (please refer to Fig. 5). While the requirements are sourced from the 
relevance cycle, the rigour cycle delivers the design and evaluation theories and 
methods (Hevner, 2007, p. 90 f.). To adequately satisfy the requirements of DS 
research as described above, the guidelines for relevant and rigorous DS research 
will be addressed (Hevner, et al., 2004, pp. 82-90).  
The three main artefacts of this study directly relate to the need of the case study 
partner to identify service bundles as well as to assess their quality. As will be 
shown, the existing knowledge base does not provide the required artefacts to solve 
these issues. Therefore, the study described here is relevant and has, as will also be 
described, followed rigorous methods during the artefacts’ creation and evaluation. 
The detailed research design is structured into four distinct stages as depicted in Fig. 
6. Each of these stages comprises certain research methods. Each of the research 
methods contributes to achieving the main artefacts of the proposed study. The stages 
comprise ‘Literature Review’, ‘Exploration’, ‘Design’, and ‘Evaluation’, which is 
aligned with prominent DS research methodologies, such as the nominal process 
suggested by Peffers et al. (2007). 
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Fig. 6: The different stages of the research design 
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2.4 Stage 1 – Literature Review 
The first stage of the research design is focused on analysing the body of knowledge 
in the relevant areas related to the research questions (Jenkins, 1985). Thus, a 
literature review has been conducted to identify, describe, analyse and synthesise 
recent work relevant to this study. The research project has been positioned in the 
overall body of knowledge. Furthermore, gaps have been identified and described, 
that the research aims to fill out.  
A multitude of examples of different literature reviews in various research fields of 
research could serve as a guideline for conducting a literature review (for example, 
Kumar, Ajjan, & Niu, 2008; Marasco, 2007). Different search methods for literature 
reviews have been proposed by Leedy & Ormrod (2001). Webster & Watson (2002) 
methodological guidelines on how to conduct a literature review have been utilised 
for this literature review.  
A literature review aims at analysing what others have already published in the area 
of investigation. In particular, “[A]n effective review creates a firm foundation for 
advancing knowledge. It facilitates theory development, closes areas where a 
plethora of research exists, and uncovers areas where research is needed” (Webster 
& Watson, 2002, p. xiii). A literature review has, amongst others, the following 
merits (H. Cooper, 1998; Leedy & Ormrod, 2001): 
• Identification of researchers, who are actively conducting research in this area, or 
have conducted research in this area. Consequently, these individuals can be 
contacted for advice or feedback. 
• Based on the identification of existing research, new avenues can be identified 
that are worth following to close existing research gaps. 
In addition to the aforementioned reasons to conduct a literature review, the review 
has also been used to position this study in the existing academic body of knowledge. 
Cooper (1998) identifies two main criteria, which need to be considered and 
described for a literature review, namely the sources and the search strategy. 
However, the nature of each of the themes related to the artefacts required a tailored 
approach to the literature review. Therefore, two strategies have been utilised. 
Whenever the focus was specifically on the public domain, a structured review as 
proposed by Webster & Watson (2002) was conducted. Accordingly, the review with 
regard to PSBQ includes quality models found for the private as well as for the 
public domain. For the models of the latter domain, a structured search was 
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conducted, whereas for models of the former domain, as well as for reviewing 
service bundle identification methods, a rather ‘narrative review’ was conducted to 
ensure manageability of the search results. Its main intention is to provide an 
overview of the main works in the area (King & He, 2005). Such a review is prone to 
the induction of subjective bias, as only selected literature is interpreted qualitatively. 
Consequently, it is not unusual for “two reviews to arrive at rather different 
conclusions from the same general body of literature” (Guzzo, Jackson, & Katzell, 
1987, p. 408). However, a narrative review is only chosen for subject matter outside 
the government domain to provide an overview of prominent, existing work. The 
domain of interest is reviewed using the more rigorous, structured approach.  
The outcomes of this stage are the positioning of this study, the identification of 
relevant research in the areas of service bundle identification methods (including 
‘services’ and ‘bundling’) and service bundle quality as depicted in Fig. 6. In 
particular, approaches and methods to identify service bundles are identified. In order 
to do so, the bundling task is conceptualised, while characteristics to differentiate 
different methods and the environment are described to provide answers to IQ1.1-
IQ1.3. First insights into answering IQ1.4 are provided as well, since two specific 
types of service bundle identification methods have been identified to be the most 
promising for extension and application to solve QG’s problem, as part of DS 
research. With regard to PSBQ, the literature review provides initial insights for 
answering IQ2.1-IQ2.3. Additionally, in focussing on existing methods for service 
bundling, ‘services’ and ‘bundles’ are reflected on in more detail. 
2.5 Stage 2 – Exploration 
The second stage, exploration stage, aims at exploring in more depth the 
phenomenon of service bundling in a government context. On the one hand, this 
stage explores service bundling methods in more detail with regard to scope and 
applicability, but also, on the other, on service bundle quality.  
As indicated previously, qualitative research methods are rather suited to explore a 
domain of interest (M.D. Myers, 2008). In general, “[q]ualitative research involves 
the use of qualitative data, such as interviews, documents, and participant 
observation data, to understand and explain social phenomena” (M. D. Myers, 
1997, p. 241). Additionally, case studies can provide rich information with regard to 
the unit of analysis (Yin, 2003). Thus, these research methods have been employed 
primarily during this stage. Multiple publications exist that differentiate between 
different case study methods and provide guidance regarding the conduct of research 
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in that area (Flick, 2009; B. Kaplan & Maxwell, 1994; Mason, 2002; Maxwell, 
2005).  
Case studies were conducted with representatives of leading public administrations 
in the area of e-government in order to analyse the provider perspective on OSPs. In 
particular, jurisdictions from Hong Kong, Singapore, New Brunswick, UK and Utah 
participated in the study. Here, the focus was on identifying the specific online 
service delivery models currently used by leaders in e-government to explicate 
differences to the ‘franchise model’, i.e. the OSP. Furthermore, the different 
approaches taken by governments to identify their respective service bundles, as well 
as their approach to service bundle quality assessment, have been analysed. Three 
sources of evidence were included in the analysis: focused individual interviews with 
senior representatives of the jurisdictions (primary method), documentary 
information provided by the representatives, and direct examination of the 
jurisdictions’ online portals. Consequently, answers are provided to IQ1.2, IQ2.4, 
and IQ3.1. 
During the analysis of the online service delivery approach of leaders in e-
government, QG concurrently commissioned the identification of top-level service 
bundles, i.e. franchises, by an external expert. Thus, the Researcher was in the 
position to conduct a case study and reflect on the application and utility of one type 
of the service bundle identification method, thereby providing empirical insights into 
answering IQ2.4. 
2.6 Stage 3 – Design 
The third stage is focussed on designing the service bundling methods as well as the 
quality model. Hence, this stage can be regarded as the core of the DS research 
(Hevner, 2007, p. 90; Hevner, et al., 2004; Iivari, 2007; March & Smith, 1995). 
Based on the exploration of the areas of interest and the revision of the existing body 
of knowledge, requirements for both services bundling methods as well as for the 
PSBQ model were gathered. These requirements represent the basis for the design of 
the artefacts. Therefore, the design phase of the artefact is nourished by the results of 
the previous stages. Hence, insights gained through the literature review are 
incorporated, as well as insights gained through the case studies.  
To ensure the innovativeness of the artefact, the Researcher has also relied on 
creativity, as “insisting that all design research must be grounded on descriptive 
theory is unrealistic and even harmful […]” (Hevner, 2007, p. 90). As DS is a broad 
field of research, numerous examples can be found in literature that focus on 
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building an artefact (for example Gable, 1994; Kohlborn, Korthaus, Chan, & 
Rosemann, 2009).  
The outcomes of this stage are two alternative bundling methods that can be used to 
identify service bundles for governmental OSPs; thus, IQ1.4 is addressed. A PSBQ 
model has been built upon existing knowledge and findings, in order to provide 
initial answers to IQ2.1-IQ2.3. 
2.7 Stage 4 – Evaluation 
The fourth stage focuses on evaluating the developed artefacts with regard to their 
applicability and their outcome. According to the guidelines postulated by Hevner et 
al. (2004) and the requirements of DS by March and Smith (1995), an artefact needs 
to prove its utility and validity in a real world scenario. As the developed artefacts of 
this study are service bundle identification methods as well as a quality model, a 
valid research method that aligns with the objectives of the study and the interest of 
the Researcher is AR. Hence, existing methodologies and expertise are applied from 
the knowledge base to evaluate the bundling methods.  
The artefacts are applied in AR cycles until a point of saturation is reached and the 
artefacts (i.e. the methods and the model) no longer need to be modified as they 
satisfactorily solve the identified problem. In particular, the PSBQ model is 
operationalised as a survey, which is used to quantitatively analyse, firstly, if the 
quality model is valid, and, secondly, what method performs better, thereby 
providing answers for IQ1.4 and IQ2.1-IQ2.3. Additionally, differences between the 
two methods lead to answers for IQ2.4 and IQ2.5. Consequently, all stated questions 
are answered at that stage. The specific design of the AR cycles is presented in the 
relevant chapter. 
2.8 Reasons for the design 
The design of the research results from a series of decisions based on the specific 
research questions posed in the beginning. The Researcher supports Yin (2003), who 
postulates that the selection of a research strategy and the application of research 
methods mainly depend on the type of questions being asked. The answers for the 
research question result in two alternative service bundling methods and a PSBQ 
model that are proposed to improve a contemporary problem or situation (see DS). 
Although the gap and need of such an approach has been identified as part of the 
literature review (please refer to chapter 3 – Stage 1), the status quo has to be 
analysed prior to the prospect of improving the current situation (please refer to 
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chapter 4 – Stage 2). Thus, Stage 2 aims at investigating the little understood 
phenomenon of service bundling in practice. To analyse the complexity of the 
process that is involved in studying the act of service bundling, qualitative, 
interpretative research methods are called upon. Case study research can be regarded 
as one specific form of such a research method (Yin, 2003). As pointed out 
previously, case study research has found widespread application in the field of 
Information Systems research (e.g. Gable, 1994). Due to the maturity of the case 
study method, it provides guidelines and best practice for the conduct of this research 
at the exploratory stage. Its application has resulted in preliminary empirical insights 
that lead to answers for the research questions as well as presenting the underlying 
foundation for the artefacts’ construction.  
The requirements identified during the data analysis phase as part of Stage 2 lead, in 
Stage 3, to the development of the artefacts that incorporate initial answers to the 
stated research questions. The purpose here is to understand and improve the process 
of service bundling. As case study research generally is based on non-intervention, it 
represents an inappropriate strategy for application in the last stage, which is 
focussed on evaluating the artefact and thereby solving the problem identified 
previously. The evaluation is best done by introducing the artefact to the 
organisation, which represents an intervening action. Therefore, AR is an appropriate 
research method for the evaluation stage. In accordance with Baskerville & Wood-
Harper (1996), an improved technique cannot be evaluated without intervention and 
AR represents a research method which allows for intervention in a system and for 
gathering critical knowledge about it (Susman & Evered, 1978). The outcome of the 
AR phase takes the form of the evaluated methods and model. These outcomes, in 
turn, provide the means to improve the situation identified as the problem, and which 
initially triggered the DS approach described previously.  
2.9 Chapter conclusion 
The chapter provides details of the four-stage research design employed by this 
study. Based on the Literature Review as part of the first stage, this study explores 
the concepts of service bundling by utilising qualitative research methods, notably 
case study methods. Based on the findings, the third stage (Design) focuses on 
conceptualising two alternative service bundling approaches as well as on a model to 
evaluate PSBQ. The artefacts are then employed in the final stage (Evaluation) to 
assess their utility using quantitative methods, such as the survey method. 
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3 Literature Review 
This chapter is (partly) built upon the following publication: 
 Beverungen, D.; Kohlborn, T.; & Fielt, E. (2011). “The Morphology of Service Bundling Settings”. 
22nd Australasian Conference on Information Systems (ACIS). Sydney, Australia. 
 Kohlborn, T.; Malzbender, A.; & Beverungen, D. (2012). “Decision-support for selecting 
recommendation approaches in service bundling scenarios”. International Journal of Services 
Technology and Management (submitted). 
 Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; & Krcmar, H. (2010). 
“Conceptualizing a Bottom-Up Approach to Service Bundling”. 22nd International Conference on 
Advanced Information Systems Engineering (CAiSE'10), Hammamet, Tunisia.  
 Kohlborn, T.; Fielt, E.; & Boentgen, M. (2012). “One-Stop Government Portals: Navigation or 
Transformation?” International Journal of Electronic Government Research (IJEGR) (submitted). 
 Kohlborn, T.; Korthaus, A.; Peters, C.; & Fielt, E. (2012). “A Comparative Study of Governmental  
One-Stop Portals for Public Service Delivery”. International Journal of Intelligent Information 
Technologies (submitted). 
 Kohlborn, T. (2012). “Quality Assessment of Service Bundles for Governmental One-Stop Portals: 
A Literature Review". Government Information Quarterly (submitted). 
3.1 Chapter introduction 
This chapter aims at providing details with regard to the coverage of the two stated 
research questions in the academic body of knowledge. In the following, first a 
literature review is conducted, focussing on the first research question. Specifically, 
the focus of the review is on service bundling methods, before the second literature 
review, which focuses on the second research question by reviewing literature on 
evaluating the quality of service bundles.  
3.2 Service bundling methods 
3.2.1 Overview 
In order to identify and systematise approaches and methods for service bundling, 
several aspects need to be addressed. Firstly, the notion of services for this thesis 
needs to be explicated to ensure a common understanding of the semantics of this 
term. Secondly, the notion of bundles needs to be explicated, as well, to differentiate 
this term from related terms. Thirdly, a common understanding is needed about the 
task of service bundling. Therefore, different bundling scenarios need to be identified 
initially, before applicable methods and approaches for supporting the bundling 
scenario can be described.  
3.2.2 The notion of services 
Bundling is typically discussed focussing on the ‘product’ as the object of analysis. 
Bouwman & Fielt (2008) further differentiate ‘products’ into goods and services, 
which allows reasoning about bundling from two different perspectives. In this 
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context, a product can be anything that can be offered to the market in order to 
satisfy a demand (Kotler, 1988). Bateson (1979) regards the intangible nature of a 
service as most important to distinguish a good from a service, as referred to in the 
definition by Grönroos (1990), who states that a service is  
“a process consisting of a series of more or less intangible activities that normally, 
but not necessarily, take place in interactions between the customer and service 
employees and/or physical resources or goods and/or systems of the service 
provider, which are provided as solutions to customer problems” (C Grönroos, 1990, 
p. 27). 
This definition from Service Marketing is commonly referred to, as it encompasses 
multiple aspects considered to be important by other scholars in the field, such as 
Zeithaml and Bitner (2002), who stress characteristics related to the intangibility of a 
service. Nevertheless, the authors add that tangible (secondary) elements can 
complement respective services. The latter characteristic of a service makes it 
difficult to distinguish between goods and services, so that the definition of a service 
is still subject to debate in academia. Nowadays, the term ‘service’ is semantically 
ambiguous depending on the specific context of application. So, there is no 
standardised definition of a service (Baida, Gordijn, & Omelayenko, 2004), although 
there are some points of common agreement.  
As already pointed out by Kohlborn (2008), the characteristics of a ‘service’ do not 
include any references to technological advances over time. The advancements in 
technologies, like the invention of the Internet and its use in the business 
environment, have been the main drivers for the emergence of a new term for 
services, namely e-services (Santos, 2003). 
In general, e-services can be regarded as “those services that can be delivered 
electronically” (Javalgi, Martin, & Todd, 2004, p. 561) or as the electronic provision 
of a service to customers (Saanen, Verbraeck, & Sol, 2001). Similarly, Baida et al. 
(2004, p. 3) report that some researchers regard an e-service as an Internet-based 
version of a traditional service. Reynolds (2000) see a e-service as a web-based 
service. Rust and Kannon (2003) stress the fact that e-services are in fact services 
provided over electronic networks, which are not limited to the Internet. Some 
authors, however, see the Internet as the main delivery channel and network for e-
services. For example Boyer, Hallowell and Roth (2002, p. 175) define e-services as 
being “comprised of all interactive services that are delivered on the Internet using 
advanced telecommunications, information, and multimedia technologies.” (Janda, 
Trocchia, & Gwinner, 2002; A. C. R. van Riel, Liljander, & Jurriëns, 2001) also see 
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the Internet as the medium to bring consumer and provider of e-services together. 
Ancarani (2005) cites the definition of an e-service by de Ruyter, Wetzels, & 
Kleijnen (2001), who state that an e-service can be defined as an interactive, content-
centred, and internet-based customer service that is driven by the customer and 
integrated with related organisational support processes and technologies with the 
goal of strengthening the customer-provider relationship.  
However, Hofacker et al. (2007, p. 5) agreeing with Hahn & Kauffman (2002), 
define an e-service as “an act or performance that creates value and provides 
benefits for customers through a process that is stored as an algorithm and typically 
implemented by networked software.” The authors provide a comparison of e-
services and services by utilising the perspective on services as non-goods. They 
conclude that, while e-services have some unique characteristics, they also provide 
sufficient overlap with services.  
Consequently, if compared to a traditional service, the encounter with an e-service is 
restricted on sight and sound delivered through the user interface (Rowley, 2006), 
which can hinder the development of a relationship between consumer and provider 
(Zeithaml, 2000).  
Two common conceptualisations of the technology-mediated nature of electronic 
services have emerged (Rowley, 2006), namely an e-service as an information 
service and an e-service as a self-service. The former conceptualisation, which goes 
back to Rust and Lemon (2001), regards information as the primary value that is 
exchanged between consumer and provider of the service. The latter 
conceptualisation of an e-service is commonly found in the literature (for example 
Dabholkar, 2000). In essence, a self-service is a “service in which there is no direct 
assistance from or interaction with a human service agent” (Rowley, 2006, p. 343). 
Consequently, a self-service must be as intuitive as possible and customers need to 
learn from the interface.  
ICT, as well as the Internet, have widely been utilised in the private sector, such as in 
electronic auctions, electronic catalogue systems, etc. However, its application in the 
public sector is relatively delayed (Hasan & tIbbits, 2000; McIvor, McHugh, & 
Cadden, 2002). Ancarani (2005, p. 7) states that “such a delay is partially due to the 
fact that electronic service (e-service) does not encompass the main operations of 
these services, although it does provide facilitating and supporting services 
previously provided through front offices.”  
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Some e-service definitions are based on characteristics found in the private sector. 
For example, Boyer, et al. (2002, p. 178) define an e-service encounter as follows: 
“The e-service encounter is the initial landing on the home page until the requested 
service has been completed or the final product has been delivered and is fit for 
use.” As discussed, there are certain differences between the public and private 
sector that make a direct transfer of certain concepts impractical. Wimmer (2002), 
based on Lenk (2001), presents four different tasks that can be supported by e-
services (see Buckley, 2003): 
• Simple what-is, what-is-required and where to go information on the service 
(information); 
• Possibility to contact people and to get further information (communication); 
• Downloading and handing in forms for applications of public services 
(interaction or contracting); 
• Handling a complete service (transaction). 
This differentiation is very much aligned with a four-stage framework proposed by 
Aichholzer, Schmutzer, & Hochgerner (1998), which then found its way into a 
methodology developed by the Netherlands Economics Institute (2000) and then into 
a model proposed by the European Commission (2001). To measure the level of 
online sophistication, it is possible to measure how many services are offered on 
each stage: 
• Information: online information about services 
• Interaction: downloading of forms 
• Two-way interaction: processing of forms 
• Transaction: case handling, decision and delivery. 
These stages of sophistication are also very similar to the e-government maturity 
model published by Layne & Lee (2001). 
Consolidating the meaning of e-service and e-government, Buckley (2003, p. 456) 
defines an e-public service as the “delivery of public services to citizens, business 
partners and suppliers, and those working in the government sector by electronic 
media including information, communication, interaction and contracting, and 
transaction.” 
This study will primarily focus on e-services in the public domain. Consequently, the 
Researcher follows Buckley (2003) with her definition, above, of an e-service. This 
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definition also includes the differentiation of e-service types by Wimmer (2002) and 
Lenk (2001).  
3.2.3 The notion of bundles 
In order to be able to elaborate further on what service bundling entails, it is 
imperative to clarify the view on related terms that are used in different research 
communities, such as in marketing and computer science. Although these worlds 
more and more coalesce, the meaning of the terms service and bundle are mainly 
derived from marketing, while the field of computer science is referred to for 
characterising the terms aggregation and composition. Fig. 7 provides an overview of 
how the concepts denoted by these terms relate. These differentiation of these 
concepts has been detailed in Kohlborn et al. (2010b), Kohlborn et al. (2010a) and 
Luebeck (2009). 
Service
AtomicService Composition
2..*
3 integrates
Component
Aggregation
2..*
aggregates4 
+ Marketing
Bundle
1markets4 
 
Source: Kohlborn et al. (2010b, p. 2), Kohlborn et al. (2010a, p. 2) and Luebeck 
(2009, p. 22) 
Fig. 7: Conceptual relationships (In Unified Modeling Language (UML) notation) 
Aggregation: Generally, an aggregation can be defined as “a group, body or mass 
composed of many distinct parts or individuals” (Anonymous, 2009a). The defining 
characteristic of an aggregation is the possibility to identify its elements with ease. 
The elements can be similar in that they share certain attributes, though. The “group, 
body or mass” can either be completely unstructured, representing a simple set of 
elements, or the elements can be in some kind of order. The set itself can be defined 
as “an assemblage of distinct entities, either individually specified or which satisfy 
certain specified conditions” (Anonymous, 1989f). As such the elements do not need 
to share any common attributes as long as they are individually specified, which is 
contrary to a classification. A classification consists of elements that share “common 
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characteristics or affinities” (Anonymous, 1989b). In particular, a classification is a 
“systematic arrangement in groups or categories according to established criteria” 
(Merriam-Webster, 2012b). Consequently, classification and categorisation can be 
treated as synonyms (Luebeck, 2009). An order positions elements in a certain 
logical “sequence” for consumption (Anonymous, 1989d). The elements of an order 
do not necessarily share any common characteristics, as the distinguishing feature is 
the affiliation to a sequence. Typically, the consumption of precedents of a certain 
element represents a requirement for a service consumer before the next element in 
the order can be consumed.  
In computer science, in particular in the domain of programming and object-oriented 
modelling, aggregations are typically utilised to depict the scenario, where 
components of an aggregation can be removed without impacting on the aggregation 
itself. Therefore, the aggregation does not ‘own’ its components (Evermann & 
Wand, 2005). For example, a ‘lecture’ might aggregate multiple ‘students’. If the 
semester ends, the lecture will cease to exist, however, the students still ‘survive’. 
Depending on the type of services, this scenario also applies to services that are 
provided in one location (O'Sullivan, Edmond, & ter Hofstede, 2002). Other authors 
state that aggregations also need to show emergent and resultant properties 
(Henderson-Sellers & Barbier, 1999). 
Composition: As shown in the figure above, a service itself is either a singular, 
atomic service, or a composed service (Dumas & Kohlborn, 2010). Consequently, a 
composition is defined as a “condition consisting in the combination or union 
(material, practical, or ideal) of several things” (Anonymous, 1989c).  
The domain of object-oriented modelling can, again, be referred to in order to 
describe a ‘composition’ in more detail. Contrary to an ‘aggregation’, a 
‘composition’ owns its ‘members’. As Luebeck (2009, p. 23), referring to Evermann 
& Wand (2005), points out, “a composition would cease to exist in case a constituent 
component service is removed, based upon structural dependencies between these 
elements”. O’Sullivan et al. (2002) present compositions as tightly integrated 
services, which together result in an emergent property or value that was not present 
before.  
Also, in computer science literature, especially in the domain of service-oriented 
computing, composition of services is typically focussed on in case no single service 
satisfies the requirements of the user with regard to functionality. Consequently, 
services are combined and integrated to fulfil a request (Rao & Su, 2005). “The 
definition of a composite service includes a set of atomic services together with the 
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control and data flow among the services” (Rao & Su, 2005, p. 44). Services are, 
therefore, “glued” together (van der Aalst, Dumas, & Ter Hofstede, 2003) to provide 
“seamless” access to a variety of services (Milanovic & Malek, 2004). 
As indicated by O’Sullivan et al. (2002), ‘integration’ plays an important role in 
compositions as through integrating different components, a new component can 
emerge (Chakraborty & Joshi, 2001; Kalasapur, Kumar, & Shirazi, 2007; Liu, Hui, 
Sun, & Liang, 2007). ‘Aggregations’ differ in this regard, as components do not 
necessarily need to be combined. However, especially in the computer science 
literature related to service-oriented computing a clear distinction between 
aggregation and composition is typically not made. For example: “... we define Web 
services aggregation as the combination of a set of Web services to achieve a 
common goal” (Khalaf & Leymann, 2003, p. 2). Luebeck (2009) also points out that 
a clear-cut differentiation between a composition and an aggregation is typically not 
possible. 
Bundle: Generally, a bundle can be defined as “a collection of things bound or 
otherwise fastened together” (Anonymous, 1989a). While the generic definition of a 
service bundle basically provides no constraints on the elements within the bundle, 
the marketing literature is more specific and generally agrees on the definition by 
Guiltinan (1987, p. 74), who states: “Broadly defined, bundling is the practice of 
marketing two or more products and/or services in a single ‘package’ for a special 
price.” Stremersch & Tellis (2002) define bundling as “the sale of two or more 
separate products in one package”. As pointed out by Luebeck (2009, p. 25), the 
authors “further define separate products as products for which separate markets 
exist. With this definition, they try to draw a distinct line between compositions and 
bundles to preserve the strategic importance of bundling”. Thus, bundling adds 
marketing aspects to aggregations. A bundle is not equivalent to an aggregation, as 
an aggregation does not possess additional properties (e.g. price) for the whole. 
Although a pure composition is also characterised by additional properties, it is not 
equivalent to a bundle, as a bundle consists of distinguishable components and a 
composition integrates its components to form a single new service. 
Whereas the distinction between aggregation/bundle and composition is quite 
apparent, in particular in the computer science domain (Evermann & Wand, 2005), 
the distinction between aggregation and bundle can sometimes be fuzzier. In the 
classical meaning, a bundle typically is characterised by a certain price for the whole 
set of its constituent elements. For example, burger, fries and a beverage are offered 
together for a certain discounted price, which characterises a bundle. But what if the 
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bundle does not comprise a price as the characteristic, emergent property as is 
typically the case with bundled offerings in the public sector? Although O’Sullivan, 
Edmond and ter Hofstede (2002) describe an aggregation as a collection of multiple 
services including their provision in a single location, the Researcher proposes that 
the selection of an appropriate delivery channel for the whole aggregation falls 
within the domain of marketing. Thus, if an aggregation is offered by one or more 
providers in a single location to be consumed by a targeted consumer group, it can 
also be seen as a representation of a bundle, thus obviating price as the only 
characterising, emergent property of a bundle.  
The latter perspectives on service bundles is also prevalent in the area of e-
government, as services are grouped together around topics, events, or consumer 
groups and then offered through a specific channel for a specific audience. The 
bundle components can take any form of aggregations. In the most evolved stage, all 
services within a service bundle are integrated in the back-end and arranged in a 
certain order, which brings the bundle concept closer to being a composition. 
However, the services are typically still distinctly identifiable. However, in order to 
identify services that should be integrated, services need to be classified along certain 
characteristics. These types of service bundles present services together that are 
related to a certain citizen need as explicated previously. These are the types of 
service bundles this study is focussed on. Once the services are identified, they can 
potentially be integrated, which is not in the scope of this study. 
3.2.4 The task of service bundling 
Having defined the notion of ‘services’ and ‘bundles’, the task of service bundling 
needs to be explicated further. Once the task is sufficiently conceptualised, the 
defining characteristics of the bundling environment and a potential method support 
can be provided.  
Various insights presented in the current body of knowledge on bundling are 
integrated into a framework, which the Researcher refers to as the 4-layer model of 
bundling (please refer to Fig. 8). It is structured into parts associated organisationally 
with the service provider, as well as parts associated with the service customer. This 
is in line with service being conceptualised as an activity based on a co-production 
between service providers and service customers, which is the most constitutive 
element for the creation of service (Edvardsson, Gustafsson, & Roos, 2005; Vargo & 
Lusch, 2004; Vargo, Maglio, & Archpru Akaka, 2008). As such, the scope of 
bundling has been momentarily widened to include bundles not only to be found in 
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the government domain, as the task of bundling is equally applicable for traditional 
services in the private domain. 
Source: Beverungen, Kohlborn, & Fielt (2011) 
Fig. 8: The 4-layer model of service bundling 
The layers conceptualised in the framework are described in the following, which is 
also enhanced by a running example from the business-to-consumer (B2C) domain: 
Atomic service portfolio on a type level (Layer 1): Service providers, no matter 
whether they are manufacturing companies, governments or service companies, offer 
value propositions to their clients (Vargo & Lusch, 2004). In order to do so, 
organisations strive to engineer a portfolio of goods and services that can together 
provide the service a customer requires. On layer 1, every service that provides an 
identifiable offering that is (or might be) of value to customers is defined on an 
atomic level of detail. These services are defined on a type level (Becker, 
Beverungen, Knackstedt, & Müller, 2009) since they are engineered as abstract value 
propositions without reference to any particular customer. Consider, for instance, the 
service Check Brakes as systematised on this layer. This service can be provided by a 
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car repair shop to any customer willing to buy this service. To increase its efficiency, 
the car repair shop might apply techniques for service engineering (Ganz, 2006) in 
order to streamline the service’s efficiency by designing the service tasks, the service 
business process, the resources consumed in the service process, and so forth. For the 
purpose of finding supporting approaches or methods, it is necessary to concentrate 
on the identification of possible atomic services. As shown in Fig. 8, the service 
provider is the main actor on this layer and can be supported by methods or 
approaches to identify and engineer potential services to generate a service portfolio. 
To support the service provider in deciding which strategy to choose, the 
identification of potential bundles needs to be supported.  
Service bundles on a type level (Layer 2): Service providers might want to bundle 
their goods and services on a type level without reference to any particular customer, 
in order to maximise their profits or create a competitive edge. In that way, service 
bundles are put into a service catalogue, containing all services that the service 
provider offers in the marketplace. Since not all service offered in this service 
catalogue need to be bundled from atomic services, the service catalogue can also 
contain unbundled atomic services. This corresponds to a mixed-bundling strategy 
(Guiltinan, 1987), whereas offering services solely in bundles would be a pure 
bundling strategy (Guiltinan, 1987). Many advantages to be realised from bundling 
services on a type level have been identified in the literature, for example the 
opportunity to increase competitive advantages for an organisation over rivals in the 
market (Lawless, 1991) or to create entry barriers for potential market penetrators 
(Nalebuff, 2004). In the example, the car repair shop might decide to offer the 
service Check Brakes solely together with other services (such as Check Engine and 
Refill Oil) as a Car Inspection service bundle. Consequently, only the bundle will be 
contained in the service catalogue. To support the service provider in deciding which 
strategy to choose, the identification of potential bundles needs to be supported. 
Without concentrating on a particular customer demand, methods and approaches 
which can be used for decision support with regard to what services to bundle are 
needed. 
Service bundles on an instance level (Layer 3): On an instance level (one might also 
say: at run time), services are bundled in order to fulfil a demand of a particular 
customer. At this point the service bundle is, therefore, no longer abstract. This 
process is sometimes called configuration. This is the stage where the demand of a 
customer is linked with goods and services offerings that might then create value-in-
use for a customer. Since the service now is associated with a particular customer, 
who needs to supply inputs into the service process (Becker, et al., 2009), this layer 
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also encapsulates the activities of value co-creation that are constitutive for any 
service. The configuration process itself can be supported by information technology 
(IT), based on defining sets of configuration rules that define, and at the same time 
constrain, the overall solution space that can be offered (Becker, et al., 2009). In the 
car maintenance example, bundling on an instance level could mean that a customer 
brings his/her car to the car repair shop for maintenance. At the reception desk, the 
mechanic identifies the goods and services needed to check and repair the car and 
thereby bundles them together into a coherent value proposition for the customer. 
Based on the knowledge of a specific demand of a client, methods and approaches 
are needed to identify a specific service bundle to fulfil the demand of the customer 
and to recommend customised solutions. 
Customer’s needs, wants, and demands hierarchy (Layer 4): Vargo & Lusch define a 
service “as the application of specialized competences (knowledge and skills) 
through deeds, processes, and performances for the benefit of another entity or the 
entity itself” (Vargo & Lusch, 2004, p. 2). The motivation to use a service has, 
therefore, been found to be rooted in a problem that the customer wants to have 
solved. Baida (2006) conceptualised a three-tiered hierarchy to reason about this 
phenomenon, by differentiating a customer’s needs, wants, and demands (Baida, 
2006). A need is “a state of felt deprivation of some basic satisfaction” (Kotler, 
1988, p. 5). Needs are usually abstract and difficult to grasp (Baida, 2006) and might 
therefore have to be identified in a systematic process. A want is a desire for specific 
satisfiers of deeper needs (Kotler, 1988). This means that a need (although possibly 
subconscious) becomes manifest in wants for something. An example might be the 
need for “mental advancement and self esteem” that manifests as a want for 
“education”. On an even more detailed level, wants become manifest as demands. A 
demand is a want for specific products (i.e., physical goods or services) that are 
backed up by an ability and willingness to buy them (Kotler, 1988). Therefore, a 
demand is a concrete intention of a customer to buy something that he perceives to 
be “on sale”. Other authors (Becker, et al., 2009) have outlined that the connection 
between customers and service offerings are based on “customer preferences”, 
which, in essence, corresponds to the want as proposed by Baida (2010). In the car 
repair example, the customer might feel the need for transportation which is 
translated into the want of having a functioning car at his disposal. Since the want is 
not in line with reality (the car is damaged), he develops a demand for a car repair 
service. As soon as this demand is satisfied with the services and goods offered by 
the car repair shop in exchange for money (value-in-exchange), the customer can use 
his car again to satisfy his needs (value-in-use) (Vargo, et al., 2008). To identify the 
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wants, needs, and demands of the customer, methods and approaches arising of the 
field from marketing research can be utilised (e.g. MR and segmentation methods). 
Although being of major importance for the creation of service bundles, the 
identification of atomic services related to Layer 1 is out of scope for this study. 
Similarly, the identification of needs, wants, and demands in Layer 4, although 
providing the basis for any consumption of services and bundles, is out of scope. 
Consequently, the following sections will solely detail available methods and 
approaches for the identification of service bundles on the instance and type levels. 
3.2.5 Characterising existing bundling methods 
3.2.5.1 Requirements for method selection 
In order to support the service provider as well as potential service consumers with 
sound decision support for bundling, potentially useable methods from portfolios of 
research can be identified.  
The analysis of decision problems and the design of IT artefacts for supporting 
decision processes have been extensively researched in the literature stream of 
Decision-Support Systems (DSS). DSS used to be the “area of the information 
systems (IS) discipline that is focused on supporting and improving managerial 
decision-making” (Arnott & Pervan, 2005, p. 67), comprising a set of sub-disciplines 
such as “personal decision support systems (PDSS), group decision support systems, 
executive information systems, online analytical processing systems, data 
warehousing, and business intelligence”. The evolution of the DSS field itself is, 
therefore, closely focused on providing the service provider with information such 
that better bundling decisions can be made.  
In addition, more recently, recommender systems (RS) constitute other types of DSS 
that support customer decision making. For instance, Todd & Benbasat (1992) 
reviewed literature on customer decision aids, which are online tools for enabling a 
customer to select an appropriate good or service on E-Commerce platforms. This 
kind of decision aid can be used to support potential service consumer or provider to 
identify and configure service bundles that fulfil a given demand.  
In the following subsections, methods that have been proposed in the DSS stream of 
literature (including RS) are presented in order to make visible what procedures a 
customer or service provider can access to support the particular decision problem. 
 
 
43 
 
3.2.5.2 Describing service bundle identification methods 
From a service consumer’s point of view, service bundling constitutes a decision 
problem that can be supported by traditional methods in the recommendation 
domain. Based on specific wants, needs, and demands, a customer selects services 
referring to his/her current activities, views, profile and decisions he/she made in the 
past. Therefore, some of the approaches offered by this stream of research are 
reviewed to outline their reliance on data that must be present for the methods to 
work. However, the service provider also faces a decision-problem that can be 
supported by RS as s/he either has to assume a certain demand to decide what kind of 
services should be bundled or identify pattern in historic consumption data or service 
descriptions that provide hints as to services that should be packaged together. 
RS have been an object of research in the last two decades (Hill, Stead, Rosenstein, 
& Furnas, 1995; Resnick, Iacovou, Suchak, Bergstrom, & Riedl, 1994; Shardanand 
& Maes, 1995). The most common typology of RS is based on their filtering method 
(Adomavicius & Tuzhilin, 2003; Ansari, Essegaier, & Kohli, 2000; Cosley, Lam, 
Albert, Konstan, & Riedl, 2003). In particular, the main methods are content-based 
recommendations and collaborative recommendations. Furthermore, some authors 
describe the use of hybrid or demographic techniques as additional types of 
recommendation systems. This leads to three different types of bundling that can be 
differentiated as part of this study, namely content-based bundling, collaborative 
bundling, and hybrid bundling. These three types of bundling will be described next. 
Content-based bundling 
In content-based bundling, services are recommended to be bundled if they are 
similar to each other, correspond to a user’s profile and are based on the consumers’ 
desired product attributes, or have been bundled for this user in the past. According 
to Adomavicius & Tuzhilin (2005), common approaches include the following: 
Information retrieval methods that are traditionally based on key words: This 
approach is often used to recommend web pages to users based on the keywords that 
are contained on the websites. By performing a direct inquiry, e.g. by using a 
keyword based search function the system presents websites, which are similar to 
those the user was searching for. Common metrics to assess similarity are the ratio of 
term frequency/inverse document frequency (Sajjanhar, Hou, & Zhang, 2004), the k-
nearest neighbour algorithm (Dasarathy, 1991), or cosine similarity measures that 
rely on putting documents as vectors into an n-dimensional vector space, based on 
which the similarity of two documents is assessed by measuring the angle α between 
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two vectors (Vapnik, 2000). In a service bundling context, this approach would, 
therefore, imply that a catalogue of services, in which each service is described with 
a set of attributes, can be created. According to these classifications, the service 
would then be inserted into an n-dimensional vector space, for example, where n 
corresponds to the number of unique keywords. Other approaches cluster services 
based on semantic similarities (Polčicová & Návrat, 2002). As this approach does not 
require any information about existing demand or user information, it more generally 
relates to the domain of pattern recognition. Based on generic data, patterns need to 
be identified that hint at the services that should be packaged into bundles (Jain, 
Duin, & Mao, 2000). Therefore, syntactic or statistical classifications can be applied 
as well as neural network based classification depending on the availability of data 
(Chen, 1995). Thus, this approach cannot only be conducted by the user, but also by 
the provider. 
Information retrieval methods augmented with user profiles that contain information 
about a user’s preferences, needs, wants, or demands: This approach extends the 
traditional information retrieval methods, with information about the user (e.g. user 
profiles) (Pazzani & Billsus, 2007). Examples are user profiles that contain the 
preference of users, the history of his/her past purchases, the items previously rated 
by the user, and the like. This extension will likely improve the recommendation 
results since the recommendations are made with reference to individual users 
instead of generally applicable similarities between services. In a service bundling 
context this approach would assume that user profiles would need to be set up for 
each customer, in which the preferences and other information about the customer 
are stored. During the actual recommendation task, this information contained in the 
profile would then be matched with the properties of the services. Still, a catalogue 
of service would need to be set up in order to perform the matching procedure. The 
problem of this approach is a customer will likely only be recommended services 
similar to bundles that he/she has rated positively in the past and might, therefore, 
suffer from overspecialisation (Adomavicius & Tuzhilin, 2005). In addition, this 
approach might suffer from a cold start problem of not having an adequate dataset 
available on which recommendations can be based (Schein, Popescul, Ungar, & 
Pennock, 2002). 
Information retrieval methods that have been trained with a model learned from 
underlying data: In case only limited data is available with regard to the user profile 
(e.g. new customers) it might be difficult to recommend certain services. To 
overcome this cold start problem the RS can utilise a model that has been trained 
“based on a model learned from the underlying data using statistical learning and 
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machine learning techniques” (Adomavicius & Tuzhilin, 2005, p. 737). In the realm 
of business-to-business (B2B) services, Backhaus et al. (2010) propose a RS that is 
set up with data obtained by means of a conjoint analysis after this data is processed 
in an approach of stepwise componential segmentation. The benefit of this approach 
is that it requires less data about the actual context in which the bundling task is 
performed since the inference mechanism can be run on any adequate collection of 
data that can be modelled in a reasonable way, such as by MR or social network 
analysis.  
Collaborative bundling 
In collaborative bundling (collaborative filtering mechanisms) services are 
recommended for bundling according to how they have been previously bundled for 
other users —so-called peers— with similar preferences in the past (Candillier, 
Meyer, & Boullé, 2007; Herlocker, Konstan, Terveen, & Riedl, 2004; Schafer, 
Frankowski, Herlocker, & Sen, 2007). A common manifestation of this type of 
recommendations is found on e-Commerce websites (such as on Amazon.com, 
outlining users who have bought a commodity also bought other commodities 
(Linden, Smith, & York, 2003)). A distinction between heuristic-based (or memory-
based) and model-based RS can be made (Adomavicius & Tuzhilin, 2005): 
Memory-based approaches rely on the ratings that have been performed by a set of 
(similar) other users of the same inquired item, for instance with the weighted sum 
approach (Resnick, et al., 1994) or preference-based filtering (Kai, Schwaighofer, 
Tresp, Xiaowei, & Kriegel, 2004). In this approach, multi-fold techniques from 
information retrieval are applied, however, not to reason about the similarity of 
service bundles, but rather to reason about the similarity of customers. With respect 
to the service bundling task, this approach requires having user profiles or transaction 
data on past service bundles available. Although this usually is the case for rather 
standardised services in the B2C realm, it might be a tough constraint in B2B settings 
such as in the high tech investment industries. In these industries, services are often 
bundled together to solve unique customer problem that cannot be addressed by 
compositions of pre-defined service modules. Therefore, these industries often lack 
adequate data on similar customers, which could render collaborative filtering 
approaches unsuccessful. For government-to-citizen (G2C) or government-to-
business (G2B) settings, legal constraints might make these approaches impossible to 
apply. 
Model-based approaches rely on learning a model from an adequate dataset 
(Hofmann, 2004). In particular, these methods use the collection of ratings in the past 
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to train a model, which is then used to make rating predictions to a specific customer 
who requests a service (Goldberg, Roeder, Gupta, & Perkins, 2001). Common 
probabilistic methods are cluster methods and Bayesian networks (Breese, 
Heckerman, & Kadie, 1998). In the first approach, customers are grouped together 
based on their similarities, based on common methods used in marketing research. 
For instance, companies could be put in similar clusters if they are situated in similar 
industries, are of a similar size in terms of their workforce or turnover, or are found 
to have a similar installed base of core products for which similar services are needed 
to keep them in good condition. In the second approach, each requested service is 
added as a node into a Bayesian network which is a directed acyclic graph that 
includes services (nodes) and interdependencies of the services with each other 
(edges). 
Collaborative recommendations have been found to suffer from various 
shortcomings such as the new user problem and the new item problem, since 
recommendations can only be made based on data from past transactions (Su & 
Khoshgoftaar, 2009). Therefore, setting up a new RS is particularly difficult, since it 
tends to suffer from a cold start problem, because in the beginning no 
recommendations can be made due to the lack of transaction data. In addition, the 
problem of sparsity denotes that only a quite small part of the entire solution space 
might be covered by past transactions. Therefore, the recommendations might remain 
limited even if bundling services would make sense from a functional point of view. 
For instance, Backhaus et al. (2010) have argued that service bundling decisions to 
be made in industrial B2B service scenarios often suffer from a lack of data since the 
bundles configured tend to be specialised solutions that suffer from a lack of data 
about similar purchases that have been performed in the past. On the credit side of 
collaborative recommendations, is that useful service bundles might be proposed 
even if they contain services that are not similar to each other. 
Hybrid bundling 
There are some RS using other techniques to recommend items or services to the 
user based on his demand and profile. Many systems use a hybrid approach, where 
the collaborative and the content-based methods are combined (Yu Li, Lu, & 
Xuefeng, 2005; Salter & Antonopoulos, 2006). A lot of different implementations 
exist trying to overcome the typical limitations resulting within the content-based and 
collaborative recommendation systems (Burke, 2002). For example, content-based 
characteristics can be added to a collaborative model. Thereby, the traditional 
collaborative technique is used and enhanced by the use of content-based profiles of 
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each user. Vice versa, collaborative characteristics can be added to content-based 
models or a combined approach can be implemented too (for detailed information 
see Adomavicius & Tuzhilin (2005)). 
3.2.5.3 Differentiating bundling methods 
Based on the review provided in the previous section, properties of the method types 
have been summarised in Tab. 1.  
Method 
properties  
Values References  
Method 
presupposes 
the 
availability 
of consumer 
information 
Consumer profile 
elicits 
demographic 
data  
Consumer 
profiles elicit 
needs, wants, 
demands 
Historic 
consumption 
data is 
available  
 Adomavicius 
& Tuzhilin 
(2005) 
Method 
presupposes 
the 
availability 
of service 
descriptions 
Services 
description is 
available in plain 
text  
Services are 
described 
with 
predefined 
sets of 
attributes 
Services are 
described 
with regards 
to the value 
propositions 
offered to 
customers 
 Adomavicius 
& Tuzhilin 
(2005) 
Method 
tolerates 
anomalies 
Sparsity of 
recommendations 
in the solution 
space 
New item 
problem 
New user 
problem 
 Adomavicius 
& Tuzhilin 
(2005) 
Method 
requires 
defining 
relations 
between 
components 
Method 
configures 
bundles of 
unrelated 
components 
Method 
configures 
bundles of 
similar 
services  
Method 
configures 
bundles of 
substitutive 
services 
Method 
configures 
bundles of 
complementary 
services 
Lee & Kwon 
(2011) 
Tab. 1: Characteristics to compare service bundling methods 
Availability of consumer information: Data about the customer must be available to 
support the bundling task. Information about the particular user within a profile can 
be analysed. With this information the wants, needs, demands, and preferences of a 
consumer can be specified. As Montaner et al. (2003, p. 288) state, “the system needs 
to know as much as possible from the user in order to provide him/her with 
satisfactory results from the very beginning”. Three data requirements are made by 
the identified bundling methods. Firstly, a description of a consumer can be restricted 
on demographic user profile information (e.g. the age, the date of birth, residence 
etc.). This leads to a possible demographical classification but does not elicit a 
customer’s needs, wants or demands. Secondly, costumer profiles might include 
preferences (de Kinderen & Gordijn, 2008). Thirdly, historic service consumption 
data of a customer might be available such that analyses about his/her further 
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interests are possible. Especially, within the field of e-commerce the provision of 
bundles based on an existing consumption or purchase data history is a common 
approach, i.e. Amazon provides “Your recent history” and recommendations for 
further products based on “Your amazon.com” (Linden, et al., 2003). 
Availability of service descriptions: Some methods require information about the 
service components, so called service description data. Service descriptions include 
the functional and/or non-functional characteristics of any components available in 
the portfolio. The representation of such descriptions can either be provided as plain 
text, as attributes, or in a vector space model depending on the linguistic ability of 
the matching algorithm, the classification scheme or the used method for the 
bundling purpose. According to de Kinderen & Gordijn (2008) “before we can 
actually reason about service bundles themselves, we first have to build [...] 
catalogues that describe the services and the needs, wants, demands, benefits and 
consequences, which can be satisfied by these services”. Hence, the focus of a 
service description is not directly on the attributes, but rather, on the attributes 
fulfilling the needs, wants or demands of the consumer.  
Toleration of anomalies: There are three types of anomalies that can influence the 
choice of decision support (Adomavicius & Tuzhilin, 2005). Firstly, if a new user is 
in need of a recommendation, a user profile will not yet exist (new user problem). 
Hence, this user will experience the “gray sheep” phenomenon as he/she does not fit 
with any group of other people (Claypool et al., 1999). Secondly, if a new service is 
added to the portfolio, no one will have bought or rated it yet (new item problem). In 
this case, no explicit ratings exist for this service to base predictions, and, hence, the 
“early rater problem” or “cold start problem” occurs, where an allocation to a value 
adding service as a bundle cannot be conducted by the system (Claypool, et al., 1999; 
Condliff, Lewis, Madigan, & Posse, 1999). Thirdly, services have been sparsely 
bought together and, therefore, the system suffers the “sparsity problem”, which 
means that a prediction of potential service bundles could be impossible in many 
cases (relation of possible combinations and orders).  
Relations between components: As Lee & Kwon (2011, p. 5728) point out 
“complementarity between services is one of the most frequently considered factors 
for successfully bundling services.” This statement supports Herrmann et al. (1997), 
who states that, “as the relationship among the components increased from ”not at 
all related” through ”somewhat related” to ”very related”, intention to purchase 
also increased” (p. 102). Also Bouwman & Fielt (2007) and Koukova & Kannan 
(2008) identify the importance of complementary relations between services and 
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proposed that customer are more likely to buy a bundle composed of complementary 
services than a bundle of unrelated services. Lee & Kwon (2011) also point out that 
research in the area of psychology analyses the nature of complementarity based on 
the similarity of objects (Lancaster, 1966; Tversky, 1977). Complementarity as used 
in the psychological approach, hints at substitutive relationship between objects. 
Hence, if two services are similar, their complementary as well as substitutive 
potential is high. Conversely, if two services are dissimilar, their substitutive 
potential may be low, but their complementarity can still be high and needs to be 
further assessed (N. Y. Lee & Kwon, 2011). 
Service bundles can differ with respect to the relations of the involved components. 
Historic consumption data and consumer profiles can be analysed for identifying 
complementary and substitutive relations between services. Both can be determined 
by analyzing the cross-price elasticity of demand (N. Y. Lee & Kwon, 2011): if the 
demand for one service decreases with an increase in the price level of another 
service, the services can be regarded to be complementary. If, however, the demand 
volume for one service increases when another service’s price level increases, both 
services are substitutive. In contrast to transaction data, service descriptions can only 
be used to identify substitute relationships. Nonetheless, the identification of similar 
services does not necessarily exclude complementary relationships. Dissimilar 
services that have a complementary or substitutive relationship might be discovered 
only if the underlying attributes and relationships are known to ‘cause’ 
complementarity. Finally, bundled services can consist of totally unrelated service 
descriptions which are based on similarities between the customer’s profiles with 
other profiles. 
3.2.6 Characterising the method environment 
A morphological box to describe, in a comprehensive manner, the characteristics of a 
service bundling scenario can be found in Beverungen et al. (2011). This section will 
only focus on the subset of characteristics of the environment and extend them to 
make them applicable for method selection (please refer to Tab. 2). In line with the 
Design Science paradigm, the socio-technical environment in which the service 
bundling task in carried out, impacts on the bundling methods’ utility in these 
scenarios. In the following, a set of key concepts is identified, which need to be 
elicited in each real-world setting, in which a method for service bundling needs to 
be selected. Since design itself is conceptualised as a search problem (Hevner, et al., 
2004), there can be no such thing as a complete set of ‘correct’ criteria, that remain 
 50 
 
finite over time. Therefore, the proposed set cannot be complete, but might need to 
be adapted further, to the particular needs encountered in special scenarios. 
Contextual 
Factors 
Values References  
Customer’s 
knowledge of 
preferences 
 
Customer is 
not aware of 
preferences  
Customer is 
aware of 
needs  
Customer is 
aware of 
wants 
Customer is 
aware of 
demands 
Franke, 
Keinz and 
Steger 
(2009) 
Identification 
of customers’ 
needs, wants, 
and demands 
From 
individual 
customer 
interviews and 
workshops 
From conjoint 
analyses or 
other survey 
data 
From analysis 
of transaction 
data  
From data on 
web-based 
searches 
(virtual-
adviser data) 
Urban and 
Hauser 
(2004); 
Franke, 
Keinz and 
Steger 
(2009) 
Service 
standardisation  
Low: 
Engineered-to-
order solution 
that cannot be 
described a 
priori 
Medium: 
Configuration 
from modules/ 
mass 
customization) 
for which the 
solution space 
can be 
described a 
priori 
High:  
Selection 
from off-the-
shelf offerings 
that can be 
described a 
priori 
 Mikkola 
(2007) 
Service 
innovation 
Low: New 
components 
are seldomly 
offered 
Medium: New 
components 
are offered 
regularly 
High: New 
component 
are offered 
with high 
frequency 
  
Change of 
customer base 
Low: New 
customers are 
seldom served 
Medium: 
Customer base 
is volatile 
High: 
Customer 
base is highly 
instable 
  
Customer 
demographics 
Demographics 
are elicited by 
the customer 
before 
bundling takes 
place 
Demographics 
are elicited by 
the customer 
after bundling 
is completed 
Demographics 
are elicited 
based on 
transaction 
data 
  
Relations 
between 
components  
Complex 
solutions need 
to be 
configured 
based on 
complementing 
modules 
 Focused 
solutions need 
to be 
configured 
based on 
substitutive 
modules 
  
Tab. 2: Characteristics to compare the method’s environment 
Customer’s knowledge of preferences: A customer’s understanding of his/her own 
preferences, needs, wants, and demands affects the utility of service bundling 
methods. Franke, Keinz & Steger (2009, p. 104) state that “true customer 
preferences may differ from expressed preferences on the basis of which the product 
is customized.” Therefore, they argue that the preferences stated by a customer 
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would contain a true component and an error term or random component (Simonson, 
2005). When this observation is mapped to the hierarchy of needs, wants, and 
demands as proposed by Baida (2006), this would mean that each of these constructs 
can potentially be known well or poorly by the customer. Whether a customer has 
sufficient knowledge about his or her own preferences, will impact on his or her own 
ability to identify or configure a bundle effectively. 
Identification of customer’s needs, wants, and demands: In order to bundle an 
offering that is of value to a customer requires a process of preference elicitation to 
be conducted. Urban & Hauser (2004) present an approach to identify new customer 
needs in order to engineer innovative bundles. They state that several strategies are 
viable to that end: Firstly, suppliers might identify customer requirements in 
qualitative or ethnographic interviews or workshops. Secondly, they may perform 
market research (such as conjoint analysis) and elicit the preferences (Backhaus, et 
al., 2010) of customer segments. Thirdly, they may analyse electronic business 
documents, such as orders, requests for proposals, in order to identify what a 
particular customer or sets of customers preferred in the past, to reason about their 
current preferences. Fourthly, suppliers can elicit customer preferences from 
interactions on virtual-adviser web-sites, as presented by Urban & Hauser (2004). 
The ways, in which this data can be obtained, are closely related to the way in which 
the bundling task is carried out. On the one hand, transaction data on service bundles 
can only be recorded and analysed electronically if the customer bundles services 
online. While this is reasonable in a Business-to-Consumer (B2C) setting, it might be 
quite unrealistic in a Business-to-Business (B2B) setting, in which service are mostly 
bundled offline and offered to the customer as tenders. In the latter case, service 
providers would have to resort to market research techniques, in order to elicit the 
customers’ needs, wants and demands. On the other hand, the same analogy holds 
true for the buying process itself, that is often conducted independent from E-
Commerce systems in a B2B context. 
Service standardisation: Bundles can be subject to different degrees of 
standardisation (Mikkola, 2007). Three categories are proposed here. Firstly, the 
bundle can be a custom-fit solution that needs to be provided in an engineered-to-
order fashion. Customer requirements here are complex and unique, such that 
suppliers cannot engineer pre-defined goods and services modules that are capable of 
satisfying customer demand. Secondly, the bundle might be put together using a 
mass customisation approach, based on fitting together suitable goods and services 
components that have been predefined by the supplier. This approach is usually 
carried out in a configuration process that might be supported by configuration 
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software tools. Thirdly, the bundle might have been set up at build time, such that it 
can only be selected as an off-the-shelf offering that cannot be adapted any further. 
The level of service standardisation can influence the extent to which a bundle can be 
described comprehensively. If a bundle represents a custom-fit solution, parts of the 
bundle, i.e. certain services, will have to be customised and to be configured 
specifically for the unique customer’s context. In these cases, bundles cannot be fully 
described prior to acquiring specific knowledge about the customer’s situation. 
Service Innovation: The portfolio of services can be relatively stable, or it can be 
dynamic. In case the portfolio is relatively dynamic, new services continuously 
extend the existing set of services. As a consequence, bundles, which group services 
contained in the portfolio together, consist of already existing, as well as newly 
developed, services. Thereby, service bundles are continuously evolving and are 
representing innovative solutions to new or existing customer problems. However, as 
new services have not been bundled together with other services in the past, 
knowledge about what kind of services are usually sought together by customer is 
not existing. In these cases, as past transaction data cannot be analysed to identify 
services, other sources of data needs to be utilised, to make an informed decision 
about the composition of a bundle. Additionally, as a service is new, users have not 
had the possibility to rate the service or disclose their preference for or against the 
service. 
Change of customer base: An organisation, deciding on what services to bundles, can 
either have a relatively stable, reliable customer base, or a very dynamic, 
continuously expanding customer base. The latter scenario requires an organisation 
bundling services for potentially new customer problems from customers with 
new/unknown characteristics and preferences, while the former scenario enables an 
organisation to include already known information about the customer into the 
decision about what services to bundle.  
Customer demographics: The environment for service bundling can also be 
characterised based on the specific point in time when customer demographic 
information is utilised for service bundling. Either customer demographic 
information is elicited before the actual bundling takes place, or the information can 
be made available after bundling is completed. In the former scenario, the elicited 
information can actively shape the bundling solution, while, in the latter scenario, the 
bundle needs to be configured (if possible) to match the specific characteristics and 
needs of the customer. In case the customer cannot directly be asked about specific 
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demographic information, the data can potentially be made available through past 
transaction data. 
Relations between components: Characteristics of the environment can also 
determine the relationships between components in a bundle. The focus of bundling 
can either be on the creation of complex solutions involving complementary services, 
or focussed on the creation of bundles that feature substitutive services. However, 
services are not per se complementary or substitutive, but their specific relationships 
need to be evaluated for a specific scenario.  
3.2.7 The morphology of service bundling methods 
From the insights presented earlier, a morphological box is designed that can be used 
to analyse the environment in which the service bundling task is performed. 
Morphology is the science of structure and form (Zwicky, 1962) and strives to 
“decompose a general problem or system into its basic variables, each variable 
becoming a contextual factor on a morphological box. When the values that each 
variable can assume are found, a set consisting of one value of each variable defines 
a solution to the problem or a species of the general system.” (Hall III, 1969, p. 156). 
In the scenario of bundling, the morphological box can be used by researchers and 
practitioners to analyse the environment in which a bundling process is performed, to 
evaluate viable design alternatives that can be applied in this scenario. In other 
words, it helps to create a structured field description (Alexander, 1970) of the 
environment, which can inform the design of IT artefacts to assist companies in the 
bundling task.  
Please refer to Tab. 3 for the instantiated values for each method type to its 
respective characteristic. The left column of the table provides the assumption, 
which, if true, leads to a method type being applicable, depicted by a ‘+’, or not 
applicable, depicted by a ‘-‘. In case the assumption has no influence on the method 
choice, a ‘/’ is used.  
For information retrieval methods that are traditionally based on key words, the 
availability of demographic information has no influence on method choice. In 
particular, these methods require service descriptions to be defined, either in a 
structured or unstructured manner. In addition, in order for these methods to work 
effectively, needs, wants, and demands typically need to be explicated prior, or 
concurrently, to the bundling task, as these need to be ‘mapped’ to key words. If it is 
unknown what kind of key words ‘complement’ each other, these methods are 
typically used, to identify services with similar attributes. Hence, similarity between 
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services hints at bundling potential. Finally, neither the number of already existing 
bundles, nor a dynamic customer base influences the utilisation of these methods, 
because of their sole reliance on service descriptions regarding the identification of 
service bundles. Hence, if services and/or bundles cannot be comprehensively 
described, these methods cannot be utilised.  
For information retrieval methods augmented with user profiles, the existence of 
demographics prior to bundling, as well as the existence of needs, wants, and 
demands, are requirements, which need to be fulfilled, in order for these methods to 
be applicable in a certain scenario. As the effectiveness of these methods relies on 
preferences and information stated in the customer profile, they cannot be used, if the 
customer base is very volatile.  
For information retrieval methods that have been trained with a model learned from 
underlying data, demographics do not necessarily have to be elicited by the customer 
prior to bundling; past transaction data can provide valuable insights into potential 
customer demographics, as well. As a model is built from this kind of data, these 
methods can also cope very well with new users and new services in the portfolio.  
Collaborative memory-based approaches do not rely on service descriptions. 
However, these methods typically rely on past transaction data, to recommend 
services, which have been purchased or consumed together by other customers, to a 
customer with similar demographics. In particular, these methods can be used to find 
truly complementary services by focussing on past consumption patterns. Similarities 
between services, indicating a substitutive relationship, cannot typically be identified 
by collaborative approaches. However, these methods do not perform well, if the 
customer base is volatile (user demographics unknown), services are volatile 
(services/bundles not previously rated or consumed), and other bundles have sparsely 
been created by other customers.  
The collaborative model-based approaches eliminate the three aforementioned 
limitations of collaborative memory-based approaches through the creation of a 
model that can be used for estimations, if respective information is missing.   
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Content-Based 
Bundling 
Collaborative 
Bundling 
Service Bundling Properties 13 24 35 Memory Model 
Availability of customer demographics      
Demographics are elicited by the customer before the 
bundling task is performed 
/ + + + + 
Demographics are elicited by the customer after the 
bundling task was performed 
/ – – – – 
Demographics are elicited based on transaction data of 
this user after the bundling task was performed 
/ – + – + 
Demographics are elicited based on comparing their 
transaction data with that of other customers 
/ – + + + 
      
Identification of needs, wants, demands      
Customers are able to state their demands, wants, and 
needs during the bundling process 
+ + + + + 
Customers are not able to state their demands, wants, and 
needs. These are…. 
     
…identified from individual customer interviews and 
workshops 
/ + + + + 
…identified from conjoint analyses and other survey 
data 
/ + + + + 
…identified from quantitative analysis of business 
documents 
/ + + + + 
…identified from data on web-based searches (virtual-
adviser data) 
/ + + + + 
      
Degree of standardization of service descriptions      
Service descriptions can be made available in plain text +7 +7 +7 / / 
Service descriptions can be on a component level based 
on a defined set of attributes 
+ + + / / 
Service descriptions can be made on a bundle level based 
on a defined set of attributes 
+ + + / / 
      
Relations between components      
Bundles must be configured based on combining 
complementary components 
– – + +6 +6 
Bundles must be configured based on combining 
substitutive components 
+7 +7 +7 – – 
      
Occurrence of anomalies      
The customer base is volatile / – + – + 
The services offered are volatile – – + – + 
The solution space is sparsely addressed by the number 
of bundles created by all customers 
/ / / – + 
Tab. 3: Morphological box for service bundle method selection 
3.2.8 Applying the artefact 
Initial remarks 
The utility of an extended box with regard to characteristics of the service bundling 
environment has been demonstrated in two application scenarios (Beverungen, et al., 
                                                          
3 Information retrieval methods that are traditionally based on key words. 
4 Information retrieval methods augmented with user profiles that contain information about a user’s 
preferences, needs, wants, or demands. 
5 Information retrieval methods that have been trained with a model learned from underlying data. 
6 Only possible if other users bought the same component/bundle. 
7 Depends on the descriptions of the services, which need to be analysed subsequently. 
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2011). In order to increase the validity and completeness of the extended box, the 
featured application scenarios were deliberately chosen from two industry sectors 
that have quite different properties. Specifically, the case from the government 
domain is re-used for this study to apply the morphological box for service bundle 
method selection in order to position the methods that are of relevance to QG in their 
situation. 
Queensland Government’s situation 
Citizens can typically create their own bundles, once government has reached a 
certain level of maturity with regard to electronic service provision (Accenture, 
2003). Each citizen creates his or her own user profile that can then potentially be 
utilised to recommend services. However, legislation needs to approve the utilisation 
of these approaches as data can be sensitive. As already pointed out by Kohlborn et 
al. (2012), legislative change is typically not enforced in the short-term, but needs 
careful planning and consideration, which is aligned with the level of maturity 
needed to implement electronic RS. In the case of QG, profiles of citizens were not 
established and were not intended to be established, due to legislative and 
technological constraints. Furthermore, past consumption or transaction data about 
the services consumed previously by citizens were not present due to multiple 
reasons similar to the ones mentioned above. Consequently, customer demographic 
information was not present, and neither was data regarding the needs wants and 
demands. However, services were described, to a certain extent, either with some 
attributes or with natural language.  
With regard to the occurrence of anomalies, the customer base can be considered as 
relatively stable, as well as the service portfolio. Of course, migrants, as well as 
newly born citizens, extend the customer base continuously, but, in general, services 
need to be delivered to all citizens of Queensland. In addition, the service portfolio is 
relatively stable, as most services, that are delivered, are mandated. 
Method choice 
One approach to service bundling, which is applicable in the QG scenario, is to rely 
fully on service descriptions. As the citizen is not primarily involved in this type of 
bundle identification, the method identifies as a provider-driven approach, in 
particular, the first type of content-based bundling. Thus, it was decided to use the 
expertise of domain experts to estimate needs, wants, and demand of the targeted 
audience, and build bundles accordingly. Consequently, new, additional data did not 
need to be gathered for this approach. However, in order to use service descriptions 
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most effectively, attributes (or dimensions) should be identified that are of relevance 
to bundling and act as key words. Otherwise, services might be bundled that have 
similar words in their description but are, however, irrelevant for creating effective 
bundles. Even if a structured description language does not exist, but the service is 
only described in natural language, the characteristics that are most important for 
bundling should be explicated to ensure bundles can be identified based on key 
words in the text. Regarding the relationships between services, no specific 
constraint was prescribed by QG. Consequently, it was decided to group services in a 
bundle that have similar values for the attributes and relationships. This decision was 
made in light of insufficient knowledge about specific characteristics of 
complementary services. Similarity, as previously explained, can hint at substitutive 
as well as complementary relationships between services. The development of a 
provider-driven method that supports the described scenario is envisaged in this 
study. As a first step, attributes need to be identified that are of relevance for service 
bundling. With regard to anomalies, the method is suitable to be used with a stable 
service portfolio and customer base. 
Based on the Transformational Government paradigm, citizen-centricity, with regard 
to the identification of service bundles, was a requirement for our case study partner. 
However, due to the previously mentioned constraints, citizens themselves could not 
execute the act of service bundling for the citizen-driven method of service bundle 
identification; it was not possible to involve each individual, living in Queensland, to 
elicit demographics, as well as needs, wants, and demands. It was, therefore, decided 
to involve a representative sample of the Queensland public specific to the target 
audience of a franchise, to elicit their needs, wants, and demands via workshops. The 
results could then be generalised to all citizens of Queensland. In fact, this type of 
citizen-driven approach can be classified as a hybrid bundling method, as it relies on 
specific characteristics of the target audience for a franchise, which is aligned with 
the requirements of content-based bundling. Additionally, as not all of Queensland’s 
citizen can be addressed to be asked what kind of services they would like to see 
bundled, the bundling recommendations derived from the involvement of a 
representative sample will need to be extrapolated to all Queenslanders, which is a 
characteristic of collaborative bundling. Here, service descriptions are not required, 
leading to bundles that comprise potentially complementary services. Again, with 
regard to anomalies, the method is suitable to be used with a stable service portfolio 
and customer base 
In summary, two very opposite approaches for service bundling will be 
conceptualised as part of this study. On the one hand, the provider-driven method for 
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service bundle identification has to rely on service descriptions, as other forms of 
information are not available. Attributes which are relevant for service bundling need 
to be identified. On the other hand, the citizen-driven method has to rely on 
workshops that elicit the needs, wants, and demands, with regard to what services 
should be bundled together. The results need to be representative, as they are 
aggregated, and identified bundles are to be offered to all potential citizens, i.e. the 
Queensland public. Whereas the provider-driven method utilises service descriptions 
to identify service bundles, the citizen-driven method primarily utilises elicited 
needs, wants, and demands, together with demographic information, for this task. 
3.2.9 Concluding remarks 
This chapter has discussed this study’s notion of service and bundles as well as a 
description of the service bundling task. Additionally, different methods from the 
area of DSS have been presented that can be used to identify bundles and to define 
different properties that allow their differentiation. The morphological box 
systematises a set of contextual factors that can influence the method selection of 
service bundling. In addition, the chapter has presented different properties of 
methods relevant for deciding on their suitability in different scenarios. With regard 
to this study, two methods have been identified to be relevant and applicable for the 
case study partner. These methods will be conceptualised and designed in the 
following chapters.  
3.3 Service bundle quality  
3.3.1 Overview 
Having the objective of developing an approach to identify service bundles, a way to 
evaluate the goodness of a bundle needs to be captured, i.e. the construct PSBQ 
needs to be defined and conceptualised. Therefore, relevant literature related to the 
unit of analysis needs to be reviewed, which is specified in the next section. 
3.3.2 Defining the unit of analysis 
Preliminary considerations 
The first stage of construct development with regard to PSBQ involves the 
specification of a premise, which relates to the purpose of the construct, and the 
conceptual definition of the construct, which relates to its description in general or 
theoretical terms (B. R. Lewis, et al., 2005).  
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A typical research method with regard to the first stage is content analysis, which 
describes an approach for drawing inferences from text. The analysed text typically 
relates to literature and interview transcripts, for example (Weber, 1985). Relevant 
sources should be analysed utilising an appropriate strategy which allows for a 
specification and definition of the construct of interest, as well as of its elements (B. 
R. Lewis, et al., 2005).  
As the scope of e-government not only includes the delivery of service through 
portals, but also through department websites or desktop applications, the different 
quality approaches for measuring quality all focus on specific application scenarios, 
as identified by (Kohlborn, et al., 2012). Some focus on single services or 
applications, others focus on a group of services, depending on their specific study 
objective. Thus, in order to develop an instrument for assessing the perceived quality 
of service bundles, one needs to look at multiple services and the structure they are 
contained in (i.e. an OSP).  
Analysing extant approaches, to structure the research context 
Firstly, one needs to specify and describe the unit of analysis and research context 
(the premise and its conceptual definition). Hence, two existing approaches found in 
the literature, that can be utilised to provide some more structure to the research 
context, are consolidated and extended.  
Halaris et al. (2007) provide an e-service quality model for e-government based on 
the analysis of 36 different quality approaches concerning public sector services, e-
services in general, and, more specifically, e-government services. Their study 
classifies the different approaches and derives the basic factors that a “complete 
quality model of e-government services” would need. The presented model has 4 
layers, each of which describe the relevant quality factors found in the literature 
(please refer to for a visualisation of the model in Fig. 9). The layers of quality 
assessment, presented by Halaris, et al. (2007), are built according to the way an e-
government portal is constructed.  
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Source: Halaris et al. (2007) 
Fig. 9: Layers of quality assessment 
The process performance layer includes factors that are mainly found in quality 
models for traditional government services. The technical performance layer 
addresses, for example, site reliability, security, etc., whereas the site quality layer 
relates to factors of the site usability and interface. The overall customer satisfaction 
addresses “the overall level of quality perceived by the user against the user’s 
expectations.” The four layers represent only one axis, while the other two axes 
relate to the type of assessment (subjective or objective), and the perspective of 
service quality assessment (consumer or provider). However, the authors solely focus 
on website quality. 
The other approach that differentiates between different units of analysis is provided 
by Leben et al. (2006), who differentiate between e-services, life-events, and the 
portal, each having different items for measurement as presented previously. The 
authors present a methodology for evaluating portals based on life events from the 
provider’s point of view. The methodology focuses on the level of sophistication, 
coverage, coordination, and accessibility of a service. The measurements are then 
combined into an overall portal score. The study utilises the methodology to compare 
12 international portals. Three multi-attribute models that are hierarchically 
connected were developed. On the lowest level, the quality of e-services is assessed. 
The middle layer addresses the quality of life events, whereas the top-level 
aggregates the scores to an overall portal quality score. In order to identify an overall 
score, all quality characteristics need to be measurable. The final score is calculated 
based on several business rules. Unfortunately, the source of attributes and scales is 
not entirely transparent to the reader. Furthermore, the model essentially employs a 
provider perspective.  
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Consolidating and extending extant approaches, to structure the research context 
Through consolidation and extension of both approaches, the perspectives and 
aspects of quality are conceptualised in a model, depicted in Fig. 10. The layer 
‘Behavioural Intentions’ has been added at the top of the pyramid, as this construct is 
typically the ultimate item of interest, at least for governments, as it aims at 
measuring the extent of retention of citizens who will reuse ‘the specific unit of 
analysis’. Consequently, the model by Halaris et al. has been extended by adding the 
three different units of analysis proposed by Leben et al. (2006). However, as life-
events represent just one specific type of service bundle, the Researcher generalised 
‘life-events’ as ‘bundles’. Adding this dimension changes the initial layer of ‘Site 
quality’ to ‘Quality’, since not only the portal’s or website’s quality is focussed on.  
However, it should be noted that the relationships between the layers are neither 
sequential nor unidirectional. There may be causal relationships between Satisfaction 
and ‘Quality’ and ‘Satisfaction’ and ‘Technical Performance’. The different layers 
are simply indicators of the relation to either the user or the organisation. For 
example, ‘Behavioural Intention’ is very user-focussed, whereas ‘Process 
Performance’ solely addresses the efficiency and effectiveness of processes internal 
to the organisation. 
 
Fig. 10: Framework for differentiating aspects and perspectives on quality  
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The Researcher also visualised the other two dimensions already mentioned by 
Halaris et al. (2007), namely the perspective of the assessment (consumer vs. 
provider) and the type of assessment (subjective vs. objective.).  
This framework can be used to position different quality assessment studies, which 
will ultimately benefit the academic community, as ambiguity between studies and 
their employed constructs and items can be reduced. 
Defining the unit of analysis 
For this study, as depicted in Fig. 10, bundle quality, i.e. PSBQ, is focussed on 
without including technical or organisational aspects, as these aspects focus on the 
realisation or implementation of the bundle(s) whereas this study focuses purely on 
the conceptual design of bundles. However, the Researcher is also interested in how 
bundle quality relates to citizen satisfaction and behavioural intentions, which will, 
therefore, be accounted for in the model and instrument. Bundle quality is studied 
from the perspective of the consumer, i.e. citizen, focussing on subjective measures, 
since the perception of quality is targeted.  
A bundle in this context contains at least two e-services that can be consumed by an 
end-user. Quality can commonly be defined as “degree of excellence” to denote the 
grade of an artefact (Merriam-Webster, 2012a). PSBQ refers to the overall 
assessment of the composition of multiple bundles based on the available service 
portfolio of an organisation and can be defined as follows8: 
“Perceived service bundle quality is an inferential belief about the degree of 
excellence of the division of services of an organisation’s service portfolio into 
bundles.” 
However, as the previously designed framework has not been utilised by researchers 
to position their studies adequately, the review on PSBQ needs to include a review of 
quality, related to e-services, portals, and bundles to ensure extended coverage of 
related concepts. Furthermore, as the discipline relating to quality and services is 
more advanced with regard to models focussing on the private domain, a 
comprehensive review should also include the private domain as well as the public 
domain. Thus, six literature reviews relevant to PSBQ are described below.  
                                                          
8 Further details underlying this definition will be provided in chapter 5.5.2. 
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3.3.3 E-service quality 
3.3.3.1 Overview 
In industry as well as in academia it has been acknowledged that measuring and 
monitoring service quality is important, for example in order to differentiate service 
offers or in building competitive advantages (e.g. Santos, 2003). Research on e-
service quality is still in its infancy. Thus, no commonly accepted conceptualisation 
has yet emerged to evaluate e-service quality (Santos, 2003).  
3.3.3.2 E-service quality for the private sector 
Overview 
Since the early work by Zeithaml (2000) and Rust & Lemon (2001), multiple 
researchers have tried to identify “dimensions of the e-service experience from the 
customer experience and evaluation perspective” (Rowley, 2006, p. 347). Different 
scales have been proposed as well, so that quantitative analysis methods can be 
applied. “Such dimensions are viewed both as antecedents to the adoption of e-
service, and as the parameters used in the judgement of e-service quality” (Rowley, 
2006, p. 347). 
Analysis and comparison 
As depicted in Tab. 4, the most prominent e-service quality models for the private 
sector, some of them identified by Chan et al. (2010), can be differentiated along the 
following dimensions: 
The column ‘Author (Year)’ details the last names of the authors of the related 
publication and the year the model was published. The column ‘Name’ provides the 
title of the model, if the model has been named. The column titled ‘Focus’ provides 
information with regard to the specific area or domain that has been used for 
assessing quality. The ‘Perspective’ differentiates between the provider (P) and 
consumer (C) perspective on quality. The provider perspective typically is based on a 
content analysis of the respective unit of analysis (e.g. website). In particular, the unit 
of analysis is analysed with regard to the provided features and characteristics, such 
as the existence of ‘contact information’ as part of a website, for example. The 
consumer perspective typically is based on utilising the consumer directly, to elicit 
the perception on quality via interviews, focus groups, or surveys. Although each 
quality model contains a construct that represents ‘quality’, the model itself might 
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focus on a different construct, e.g. behavioural intention. Information about the 
‘Construct of analysis’ is provided in the respective column. The quality construct is 
typically represented or measured via multiple dimensions or factors, each in turn 
measured by multiple items that, however, are not depicted in the following tables. 
The column ‘Dimensions of the quality construct’ lists the labels of these dimensions 
that have been used by the respective authors to evaluate quality. The last two 
columns, ‘Conceptualisation’ and ‘Validation’, provide information about the 
approach that has been taken in developing and testing the model. The 
conceptualisation of the model can, to a major extent, be based on theoretical 
approaches (T), which encompasses the review of related literature or theories. 
Alternatively, it can be based on empirical approaches (E), which encompass the 
involvement of people to identify dimensions and items of relevance to quality. 
Additionally, both approaches may have been utilised in conceptualising the model 
(B). The validation can also be differentiated on the basis of these three approaches 
(B, T, and E), although the research methods might differ with regard to the 
conceptualisation. For the theoretical validation, for example, formal approaches 
might be used (T), whereas for empirical validation, questionnaires and surveys 
might be appropriate (E). Sometimes, no statistical validation is made, but an 
application of the evaluation instrument can be focussed on (N/A (A)). 
 
 
 
65 
 
Author (Year) Name Focus 
Pers- 
pective 
Construct 
of analysis Dimensions of quality construct 
Concept- 
ualisation Validation 
Loiacono (2000) WebQual 
Internet 
CD/Bookshops C Quality 
Usefulness, ease of use, entertainment, complementary 
relationships  B E 
Yoo & Donthu 
(2001) SITEQUAL 
Internet shopping 
sites C Quality 
Ease of use, aesthetic design, processing speed, 
security E E 
Barnes & Vidgen 
(2002)  WebQual Internet Bookstores C Quality Usability, information, service interaction N/A E 
Li, Tan, & Xie 
(2002)    Website C Quality 
Responsiveness, competence, quality of information, 
empathy, web assistance, call back systems T E 
Wolfinbarger & 
Gilly (2003)  eTailQ Retailing website C Quality 
Fulfilment/reliability, website design, customer 
service, security/privacy E E 
Santos (2003)   Website C Quality 
Ease of use, appearance, linkage, structure & layout, 
content, reliability, efficiency, support, 
communication, security, incentives T N/A 
van Riel, Semeijn, 
& Janssen (2003)   
E-service (online 
flight reservation) C Quality 
User interface, reliability, security, customisation, 
responsiveness T E 
Parasuraman, 
Zeithaml, & 
Malhorta (2005) 
E-S-QUAL / 
E-RecS-
QUAL Website C 
Quality/ 
Satisfaction 
Efficiency, fulfilment, system availability, privacy, 
responsiveness, compensation, contact B E 
Fassnacht & 
Koese (2006)   E-service  C Quality 
Graphic quality, clarity of layout, attractiveness, 
information quality, ease of use, technical quality, 
reliability, functional benefit, emotional benefit T E 
Rowley (2006)    E-service 
 
Quality 
Site features (e.g. ease of use, ease of navigation), 
security, communication, reliability, customer support, 
responsiveness, information, accessibility, delivery, 
personalisation T N/A 
Bressolles & 
Nantel (2008) NetQual Canadian website C Quality 
Information, ease of use, site design, reliability, 
security/privacy N/A E 
Swaid & Wigand 
(2009)    Retailing   
Quality/ 
Loyalty 
Website usability, information quality, service 
reliability, responsiveness, assurance T E 
Tab. 4: E-service quality models for the private sector 
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Many of the proposed e-service quality frameworks start from quality dimensions 
identified as relevant for traditional services and add web interface quality 
dimensions in order to assess the gap between expected and perceived performance 
(Rowley, 2006). For example, in Grönroos’ work (2000), he proposes that the 
traditional analysis of core, facilitating and supporting services should be extended to 
include the user interface, for assessing services over the Internet. However, 
expectation of e-service performance is not yet as well formed as for traditional 
services. Technology readiness or maturity in e-service adoption might impact the 
experience and perception of e-service quality (Zeithaml, 2002). 
In the early days of e-service quality research, the SERVQUAL (Parasuraman, 
Zeithaml, & Berry, 1988) instrument was used to evaluate the quality of an electronic 
service (Devaraj, Fan, & Kohli, 2002; Kim & Lee, 2002; Y. F. Kuo, 2003; YN Li, et 
al., 2002). However, Riel et al. (2001) points out that caution should be applied when 
taking an instrument that was designed to measure quality of traditional services and 
applying it in an electronic service context.  
If these e-service quality models are compared against quality models that focus on 
traditional services, several differences and additions can be observed. 
‘Environment quality’ as an ‘old’ dimension, has a slightly different meaning in the 
context of e-services. The simultaneous production and consumption of traditional 
services is not directly applicable for e-services. Therefore, the concept of a 
servicescape is used to discuss the elements of the environment that impact on the 
behaviour, satisfaction and enjoyment of the service consumer (Hofacker, et al., 
2007). van Riel et al. (2001) emphasise that a differentiation should be made between 
the quality of the medium (website) and the quality of the content. However, both 
should be taken into consideration when defining e-service quality. Physical design 
choices of the servicescape, such as the structure, look and feel of the website, 
structure of individual elements appearing on certain pages, as well as wording and 
graphical representation at the level of individual links, have an impact on affective 
and attitudinal reactions on the part of customers (Hofacker, et al., 2007; Simons, 
Steinfield, & Bouwman, 2002). Stevenson, Bruner, & Kumar (2000) have shown that 
subtle elements, such as the background, have a pronounced impact on attitude. 
Similarly, Mandel & Johnson (2002) show that these elements also influence the 
choice of a consumer. As pointed out by Hofacker et al. (2007), previous research 
has shown that amongst other variables, colour, navigation structure, and links affect 
the decision to browse a website (Dailey, 2004; Menon & Kahn, 2002). Once the 
decision has been made, the whole design of a website influences online behaviour, 
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from navigation to purchase (Boulding, Staelin, Ehret, & Johnston, 2005). So, 
designing the servicescape, the environment for the service encounter, primarily 
focuses on how different design elements influence behaviour and attitude of the 
service consumers, while creating visually appealing interfaces.  
Due to the nature of e-services, new aspects, such as security and service recovery 
have been addressed in related quality models, as pointed out by Chan et al. (2010). 
These authors point out that security relates to the “perceived freedom from danger, 
risk, or doubt during the service process” (Chan, et al., 2010, p. 24) referring to 
Madu & Madu (2002) as well as Santos (2003). Service recovery comprises all 
activities of an organisation to rectify and restore the loss experienced by customers 
due to inadequate service performance (Hess Jr, Ganesan, & Klein, 2003). Service 
recovery has particularly been identified and addressed by Parasuraman et al. (2005) 
during their development of the E-S-QUAL scale and the associated E-RecS-QUAL 
scale. Especially in the online environment, switching costs for consumers is 
particularly low. Therefore, organisations are required to ensure that service recovery 
is managed appropriately in order to survive on the market (Chan, et al., 2010; 
Collier & Bienstock, 2006).  
As visualised in Tab. 4 all of the analysed models focus primarily on service quality 
from a consumer perspective. Whereas the validation has most often been 
empirically conducted, the conceptualisation is either based on literature reviews or 
empirical analysis.  
3.3.3.3 E-service quality for the public sector 
Overview 
Rowley (2006) as well as Hofacker et al. (2007) conclude in their literature review 
on e-services that a multitude of work has been conducted in the area of online 
retailing and banking; much less in other service contexts (see also Connolly, 
Bannister, & Kearney, 2010). Buckley (2003) agrees by pointing out that Internet 
marketing guides typically discuss the topic of e-service quality in light of 
relationship management instead of providing metrics of service quality. “The 
discussion of e-service quality in the public sector is even more limited” (Buckley, 
2003, p. 456). 
Whereas the section on e-service quality models for the private sector provides an 
overview of the most prominent models without claiming completeness, this section 
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will be founded on a structured literature review, as both the domain and the unit of 
analysis are of direct relevance.  
Research design 
The following description of the research design contains information about the 
selection of the sources and search strategy, the scope of the literature review and the 
structure that is used to provide a comprehensive view on present challenges and 
exemplary means to overcome them. The literature review presented in this study 
includes journals, as they typically publish mature, validated and peer-reviewed 
research findings. Rankings for journals within the domain of e-government do not 
yet exist. However, having identified this issue Scholl (2009), profiled the e-
government research community and identified core sources based on different 
criteria, which are included as sources for the literature review: 
• Government Information Quarterly (GIQ) 
• Electronic Government, an International Journal (EG) 
• Transforming Government: People, Process and Policy (TGPPP) 
• Information Polity: The International Journal of Government & Democracy in 
the Information Age (IP) 
• International Journal of Electronic Government Research (IJEGR) 
• Electronic Journal of e-Government (EJEG) 
• Journal of Information Technology & Politics (JITP) 
Additionally, the ProQuest and EBSCO databases have also been utilised for 
conducting the review.  
For the search strategy, it was decided to execute a systematic keyword search, 
following Leidner & Kayworth (2006). Thus, references to other studies made by the 
author(s) as well as other work published by the author(s) was analysed to identify 
potential new insights. After brainstorming on potential keywords and related 
synonyms, it was decided to use the search phrase ((“e-service* OR “electronic 
service”) AND (“public domain” OR “public administration” OR “public sector”) 
AND (satisfaction OR quality)) to conduct the search in the title, abstract and 
keywords of the publications for searching, within the ProQuest and EBSCO 
databases, which resulted in 32 (6 relevant) and 28 (5 relevant) hits respectively. A 
search within the journals proved to be more challenging.  
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For the EG journal, the search functionality was utilised as part of the publisher’s 
website, using the term “quality” and then “satisfaction”. These two searches resulted 
in 5 hits, 1 of them being relevant. For the EJEG journal, the search functionality of 
the website was utilised, as well, and the search terms “quality” and “satisfaction” 
used for the full text, which resulted in 35 and 17 hits respectively. After reading the 
abstract of these papers, only 4 were identified as relevant to this study. For GIQ, the 
search phrase (e-service* OR "electronic service*") AND (quality OR satisfaction) 
was used in the title, abstract, and keywords fields. This search resulted in 14 hits, of 
which 6 were relevant. The search was most difficult for the IJEGR, as the search 
functionality implemented as part of the website was found to be insufficient. 
Therefore, the Researcher manually went through all publications and identified the 
ones that could potentially be relevant for this study, based on the title and abstract. 
This search resulted in 16 hits, of which only 3 were relevant upon closer 
investigation. The journal IP is fully covered by the ProQuest search. For JITP, the 
phrase (e-service* OR "electronic service*") AND (satisfaction OR quality) was 
used in all fields and the 9 results were analysed manually, which resulted in none of 
them being relevant for this study. For TGPPP, the same search phrase as for JITP 
and GIQ was used, for all fields except full text, which resulted in 9 hits, 1 being 
relevant. 
From the conduct of the search, 180 results were received in total. After screening 
the initial results, the Researcher identified 26 publications that were of interest to 
this research. Below, e-service quality models for the public sector are listed and 
described.  
Analysis and comparison 
As depicted in Tab. 5, the most prominent e-service quality models for the public 
sector can be differentiated along the same dimensions as those introduced 
previously, in Tab. 4. 
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Author (Year) Name Focus 
Pers- 
pective 
Construct of 
analysis Dimensions 
Concept- 
ualisation 
Vali- 
dation 
Chatzopoulos & 
Economides (2009) GovQual 
Greek 
municipal- 
lity 
websites P Quality 
Content, Presentation, media & format, user interface, structure & 
organisation, navigation, orientation, interactivity & feedback, e-
services & applications, reliability & availability, maintainability, 
performance, openness, compatibility & interoperability, security T 
N/A 
(A) 
Connolly, 
Bannister, & 
Kearney (2010) 
E-PS-
QUAL 
Tax filing 
e-service / 
website 
Ireland C 
Quality/ 
satisfaction 
Efficiency, ease of completion, system availability, privacy, contact, 
perceived public value B E 
Verdegem & 
Verleye (2009)   
Flemish 
govt. 
website C Satisfaction 
Infrastructure, availability, awareness, cost, technical aspects, 
customer friendliness, security/privacy, content, usability B E 
Barnes & Vidgen 
(2004) E-Qual 
UK Inland 
Revenue 
govt. web 
site C Quality Usability, information quality, service interaction, overall B 
N/A 
(A) 
Chai, Herath, Park, 
& Rao (2006)   US website C Continuance Outcome, performance with regard to expected time N/A E 
Wangpipatwong, 
Chutimaskul, & 
Papasratorn (2008a)   
Thailand 
website C Continuance 
Information quality (information accuracy, timeliness, relevance, 
understandability, completeness), system quality (functionality, 
dependability, ease of use, usefulness), service quality (tangibles, 
reliability, empathy, responsiveness, assurance) T E 
Wangpipatwong, 
Chutimaskul, & 
Papasratorn (2008b)   
Thailand 
website C Continuance Perceived usefulness, perceived ease of use, computer self-efficacy T E 
Pinho & Macedo 
(2008)   
Taxation 
services 
through 
web-based 
electronic 
declaration 
system in 
Portugal C Intention 
Convenience, service quality(reliability, tangibility, empathy, 
security, responsiveness) T E 
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Author (Year) Name Focus 
Pers- 
pective 
Construct of 
analysis Dimensions 
Concept- 
ualisation 
Vali- 
dation 
Gouscos, Kalikakis, 
Legal, & 
Papadopoulou 
(2007)   
One-stop 
portal C/P 
Quality and 
performance 
End user metrics: Effort to learn, effort to remember, effort of 
location, effort of request, effort to delivery, number of technical 
support requests, time of location, time of input, time of delivery, 
number of errors, transparency of service, satisfaction from support E 
N/A 
(A) 
Kaisara & Pather 
(2011) 
e-
GovSqual 
Portal in 
South 
Africa C Quality 
Information quality, security, communication, website aesthetics, 
website design, navigation B E 
Sung, Liu, Liao, & 
Liu (2009)   
Portal in 
Taiwan C 
Continued 
use 
Total service quality, website design, reliability, responsiveness, 
personalisation, information quality, system quality T E 
Rotchanakitumnuai 
(2008) 
E-
GOVSQU
AL-RISK 
Tax e-
service in 
Thailand C 
Service 
Value 
Service design, web site design, technical support, customer support 
quality B N/A 
Toots (2006)   
Social 
security 
services 
website in 
Estland P Quality Content, interactivity, usability, aesthetics T 
N/A 
(A) 
Buckley (2003)   
Literature 
review C Quality 
Aesthetics, ease of learning, efficiency of use, memorability, user 
drop-out, error frequency and severity T N/A 
Halaris, Magoutas, 
Papadomichelaki, & 
Mentzas (2007)   
Literature 
review C Quality Site quality T N/A 
Magoutas, Schmidt, 
Mentzas, & 
Stojanovic (2010) QeGS 
Greek 
portal of 
Ministry of 
Interior  C Quality 
Forms interaction, services reliability, support mechanism, usability, 
quality of information, security T 
N/A 
(A) 
Leben, Kunstelj, 
Bohanec, & Vintar 
(2006)   
Internat. 
life event 
portals P Quality Portal, Life event, e-service N/A 
N/A 
(A) 
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Author (Year) Name Focus 
Pers- 
pective 
Construct of 
analysis Dimensions 
Concept- 
ualisation 
Vali- 
dation 
Kuk (2002)   
Govt. 
websites in 
UK P 
Service 
delivery ; 
Internet 
Access 
Information content standards 
Service quality incl. service breadth and the ease of use of the 
services T 
N/A 
(A) 
Parajuli (2007)   
Ministerial 
websites in 
Nepal P 
C2G 
interaction Transparency, interactivity, accessibility, usability N/A 
N/A 
(A) 
Mohamed, Hussin, 
& Hussein (2009)   
E-govt. 
systems in 
Malaysia C Satisfaction Content, accuracy, format, ease of use, timeliness B E 
Asiimwe & Lim 
(2010)   
Govt. 
websites in 
Uganda P Usability Design layout, navigation, legal policies T 
N/A 
(A) 
Chang, Li, Hung, & 
Hwang (2005)   
Internet tax 
file system 
in Taiwan C 
Behavioural 
intentions 
Perceived usefulness, perceived ease of use, information systems 
quality, information quality B E 
Baker (2009)   
E-govt. 
websites in 
the US P Usability 
Online services, accessibility accommodations, information 
architecture, legitimacy, navigation, user help T N/A 
Melitski, Holzer, 
Kim, Kim, & Rho 
(2005)   
Websites 
of interna-
tional 
cities P   Security & privacy, usability, content, services, citizen participation T 
N/A 
(A) 
Carrizales, Holzer, 
Kim, & Kim (2006)   
Websites 
of interna-
tional 
cities P   Security & privacy, usability, content, services, citizen participation T 
N/A 
(A) 
Esterling, Lazer, & 
Neblo (2005)   
Websites 
members 
of US 
congress P Quality Audience, contact, usability, interactivity, usability, innovation T 
N/A 
(A) 
Tab. 5: E-service quality models for the public sector 
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Having analysed the different models falling in this category, it is remarkable to find 
so many different foci among the different studies, in terms of country and unit of 
analysis. Again, the term e-service seems to be used quite loosely, so that website, 
portal site, Internet application etc. all fall in this category. Additionally, the earliest 
model was published in 2002 (Kuk, 2002), which underlines the infancy of the whole 
research domain.  
The quality construct is either explicitly focussed on or is only treated as part of a 
bigger model that focuses on continuance or loyalty. Most authors look at quality 
from the consumer perspective, which means that instruments are developed to ask 
users about their perceptions on quality. Models focussed on the provider side list 
various desired attributes and characteristics, which are then evaluated by a user or 
expert.  
Most authors derive their constructs on a theoretical basis, which typically involves 
the review of relevant literature. Some authors extend the theoretical 
conceptualisation of the quality model by empirical means, such as expert interviews 
or user focus groups. Some authors ‘start from scratch’ by purely employing 
empirical means to conceptualise the model. If a validation is in scope of the 
publication, most authors rely on empirical means to test the model.  
This kind of uniformity is, unfortunately, not found with regard to the utilised 
constructs, dimensions, and items. Superficially, the reason could be found in the 
different foci (units of analysis and country) as well as potentially different semantic 
understandings of the used items. However, an in-depth analysis would require the 
application of the same instruments in different contexts or different instruments in 
the same context, neither of which has been identified as part of this study. However, 
these constructs typically relate to a website, as this is the typical unit of analysis. As 
OSPs are investigated, a literature review will need to focus on a different unit of 
analysis.  
One publication, however, specifically describes how life-event portals in a 
government context could be evaluated, Leben et al. (2006) as referred to previously.  
3.3.3.4 Concluding remarks 
In spite of the vast numbers of potential variables that influence the service 
encounter, researchers seek to identify relevant dimensions and constructs to measure 
and analyse e-service quality. Hofacker, et al. (2007, p. 18) point out that research in 
the area of traditional service quality “converged reasonably well in terms of the 
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dimensions uncovered”, but “measuring e-service quality has so far resulted in only 
modest overlap from study to study”. As e-services are less interpersonal in nature 
compared to traditional services, some of the work on traditional service quality, 
which addresses the interpersonal nature of service encounters (Bauer, 
Hammerschmidt, & Falk, 2005; Parasuraman & Grewal, 2000), is not directly 
transferable, as pointed out by Rowley (2006). 
E-service quality models for the private sector primarily focus on websites that have 
been developed to facilitate the sale of products and services online. Although some 
of the dimensions occur in multiple models, the breadth and depth of these 
dimensions and related items is quite diverse. Some authors include construct that do 
not only focus on the website itself (Bressolles & Nantel, 2008), but also on the 
contact between provider and supplier (Parasuraman, et al., 2005).  
E-service quality models for the public sector are even more diverse than for the 
private sector. “However, we have yet to understand how service quality instruments 
should be applied in an e-Government context as extant literature focuses mainly on 
the e-Tailing sector” (Kaisara & Pather, 2011, p. 212). The development of a PSBQ 
model can be seen as a response to calls to extend measurement and evaluation 
paradigms into the e-Government arena (Jaeger & Thompson, 2003). 
Having analysed service and e-service quality models for the private and public 
sector, the Researcher can only be added to a long list of other researchers who 
identified a missing convergence of research in e-service quality assessment. A very 
apparent problem seems to be the missing conceptualisation of constructs related to 
quality, such as satisfaction, behavioural intentions, and value. Without a proper 
conceptualisation, further research convergence is hindered. For example, the e-
satisfaction model contains elements that are listed in e-quality models, such as 
financial security. Publications that compare different quality models leave certain 
publications out, as their scope is arguably different. Other quality models include 
the factor of emotions, which is typically more related to the satisfaction construct 
based on quality models for traditional services. 
In general, the quality models of e-services for the public and private sector are quite 
similar in the use of dimensions and constructs. However, in detail there are some 
subtle differences. For example, there is no ‘public model’ that looks at ‘fulfilment’, 
as this constructs is typically related to how quickly or reliably goods are delivered. 
In a government setting, this construct is typically not of much use. Similarly, 
security in a private setting is related to credit cards etc., whereas its use in the public 
setting is more concerned with identifiable information. 
 
 
75 
 
3.3.4 Portal quality  
3.3.4.1 Overview 
Mahdavi, Shepherd, & Benatallah (2004) characterise portals as Internet-based 
applications, which enable users to access information from different sources through 
a single interface. One definition of a portal is provided by the Oxford English 
Dictionary (Anonymous, 1989e): “a web site or service that provides access to a 
number of sources of information and facilities, such as a directory of links to other 
web sites, search engines, email, online shopping, etc.” 
Utilising a portal has several advantages for the user (Lim et al., 2002). On the one 
hand, portals are supposed to offer information from different sources in a well-
categorised manner, so that the user can relatively easily identify information that is 
of relevance to him/her. On the other hand, portals typically offer some sort of search 
capability that enables the user to query indexed resources. However, simply 
focussing on implementing some categorisation of information and search 
capabilities does not ensure the adoption of a portal by its intended target users. The 
quality of the portal has been put forward by some authors as the main reason why 
users return to a portal (Offutt, 2002). 
3.3.4.2 Portal quality in the private sector 
Overview 
The following publications are presented to provide a chronological overview of the 
studies related to the assessment of portals. Again, the list does not aim to be 
complete or exhaustive, but rather to provide a sufficient understanding of the 
research domain. 
Analysis and comparison 
As visualised in Tab. 6, the most prominent portal quality models for the private 
sector can be differentiated along the same dimensions as those introduced 
previously, in Tab. 4. 
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Author (Year) Name Focus 
Pers- 
pective 
Construct 
of analysis Dimensions 
Concept- 
ualisation 
Vali- 
dation 
van Riel, Liljander, & 
Jurriens (2001) 
 
Medical Internet portal C E-loyalty 
Tangibility, responsiveness, reliability, 
assurance, empathy (not tested systematically) B E 
Lin & Wu (2002) 
 
Multiple portal sites C 
Portal 
usage 
Information content, customisation, reliability 
and response, security, perceived ease of use, 
perceived usefulness T E 
Gounaris & Dimitriadis 
(2003) 
 
Business to Consumer portals C Quality 
Customers care and risk reduction benefit, 
information benefit, interaction facilitation 
benefit B E 
Morega, Calero, & 
Piattini (2004) 
 
Portal in Spain C Quality 
Tangibility, reliability, responsiveness, 
assurance, empathy, data quality T 
N/A 
(A) 
Yang, Cai, Zhou, & Zhou 
(2005) 
 
IP portals C Quality 
Information quality (adequacy of information, 
usability, usefulness of content), system quality 
(accessibility, privacy/security, interaction), 
overall service quality T E 
Sampson & Manouselis 
(2005) 
 
Portals in Greece C 
Satisfactio
n 
Web portal content, web portal design, web 
portal personalisation, web portal community 
support T 
N/A 
(A) 
Kuo, Lu, Huang, Wu 
(2005) 
 
Multiple portal sites C Quality 
Empathy, ease of use, information quality, 
accessibility B E 
Bauer, Hammerschmidt, 
& Falk (2005) 
 
E-banking portal C Quality 
Security/trust, basic service quality, cross-
buying service quality, added value, transaction 
support, responsiveness B E 
Tate, Evermann, Hope, & 
Barnes (2007) 
 
University portal C Quality 
Content quality, usability, service interaction 
quality, transaction quality and safety B N/A 
Tab. 6: Portal quality models for the private sector 
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In general, it is surprising to find a limited number of publications related to the topic 
using an unstructured search. Only one paper compares different portal quality 
models (Á. Moraga, Calero, & Piattini, 2006), which are also listed as part of Tab. 6. 
All models focus on the customer perspective rather than the provider perspective 
and all employ empirical methods for validating the model. Conceptualisation is 
either done empirically or theoretically. 
With regard to utilised constructs and dimensions, the models contain very similar 
items to the analysed e-service models in both domains. Some dimensions seem, 
however, to be of specific relevance to portals, such as ‘personalisation’, ‘added 
value’ and ‘data quality’. 
3.3.4.3 Portal quality in the public sector 
Overview 
As with the previous review, a structured approach was utilised to identify portal 
quality models for the public domain.  
Research Design 
The Researcher decided to use the same sources for conducting the literature review 
of portal quality in the public sector. Thus, the EBSCO and ProQuest databases were 
utilised, as well as the 6 journals that were identified as being of most importance in 
the area of e-government. After brainstorming on potential keywords and related 
synonyms, it was decided to use the search phrase ((portal) AND (government* OR 
"public domain" OR "public sector" OR" public administration") AND (satisfaction 
OR quality)) to conduct the search in the title, abstract and keywords of the 
publications within the ProQuest and EBSCO databases, which resulted in 36 (3 
relevant) and 23 (3 relevant) hits respectively. A search within the journals again 
proved to be more challenging.  
For the EG journal, the search functionality was utilised as part of the publisher’s 
website and the term “portal” was used as input. This search resulted in 1, irrelevant, 
hit. For the EJEG journal the search functionality of the website was also utilised and 
the search term “portal” was used for the full text, which resulted in 5 hits. After 
reading the abstract of these papers, only 1 was identified as relevant to this study. 
For GIQ, the search term “portal” was used, as well, in the title, abstract, and 
keywords fields. This search resulted in 5 hits, of which none were relevant. The 
search was most difficult for the IJEGR, as the search functionality implemented as 
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part of the website was found to be insufficient. Hence, the Researcher manually 
went through all publications and identified the ones that could potentially be 
relevant for this study, based on the title and abstract. This search resulted in 8 hits, 
of which only 1 was relevant upon closer investigation. The journal IP is fully 
covered by the ProQuest search. For JITP, the phrase (portal) AND (satisfaction OR 
quality) was used in all fields. The Researcher manually analysed the 48 results, 
which resulted in none of them being relevant to this study. The Researcher also used 
the term “portal” for the abstract, which resulted in 2 hits, also both not relevant. For 
TGPPP, the same search phrase as for JITP was used for all fields except full text, 
which resulted in 0 hits. When the Researcher just used the term “portal” in all fields 
except full text, 3 hits were received, of which none were relevant, though. 
Overall, from the Researcher’s conduct of the search, 112 results in total were 
received. After screening the initial results, the Researcher identified 8 publications 
that were of interest to this research. In the following, e-portal quality models for the 
public sector are listed and described. 
Analysis and comparison 
As visualised in Tab. 7, the most prominent portal quality models for the public 
sector can be differentiated along the same dimensions as those introduced 
previously, in Tab. 4. 
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Author (Year) Name Focus 
Pers- 
pective 
Construct of 
analysis Dimensions 
Concept-  
ualisation 
Vali- 
dation 
Sutherland, Wildemuth, 
Campbell, Haines (2005) 
 
Nutrition portal P Quality 
Content (accuracy, currency), usability (navigation, 
quality of links, aesthetics and affect)  T 
N/A 
(A) 
Choudrie, Ghinea, & 
Weerakkody (2004)  
 
Utilise web site 
diagnostic tools P Quality Accessibility, quality, and privacy N/A 
N/A 
(A) 
Tripathi, Gupta, & 
Bhattacharya (2011) 
 
E-government portal 
in India P Integration 
Process integration, data integration, 
communication integration B N/A 
Henriksson, Frost, & 
Middleton (2007) eGwet 
E-government 
website in Australia P Quality 
Security/privacy, usability, content, services, citizen 
participation, features B N/A 
Lai & Pires (2010) 
 
E-government portal 
in Macao C 
Satisfaction 
and adoption 
Information quality, perceived effectiveness, 
system quality, social influence T E 
Tab. 7: Portal models for the public sector 
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The Researcher encountered overlap in the results from the review of literature 
focussed on e-services, as most publications identified during the review did not 
distinguish between portals, e-services, IT systems, etc. Thus, publications that 
mainly focussed on evaluating portals, but were identified during the literature 
review on e-services, also appeared in the list of publications focussing on portal 
quality (for example Leben, et al., 2006; Magoutas, et al., 2010; Sung, et al., 2009). 
The identified models typically employ a provider perspective and none of them is 
purely built on empirical research methods. ‘Integration’ has been proposed as a 
major aspect in evaluating a quality model for the public sector.  
It is again interesting to note that no two models contain the same dimensions or 
focus on the same scope. However, overall, the search resulted only in limited 
numbers of results, which hints at either limited relevance in the domain or at a gap 
in the literature that should be addressed. As the whole notion of Transformational 
Government emerges and OSPs start to play a major role in the online delivery of 
services, the latter scenario seems to be the more probable one.  
3.3.4.4 Concluding remarks 
As observed from the different kinds of quality models for portals, the whole concept 
of a ‘portal’ and its use is not well defined and remains problematic (Smith, 2004).  
Including the concept of a portal has not provided deeper insights into how to 
evaluate the quality of bundles. However, from the insights gathered through the 
literature review, ‘integration’, ‘personalisation’, ‘added value’, and ‘data quality’ 
seem to be additional dimensions that are of importance for portals specifically. Data 
quality, in particular, is very much related to ‘integration’. 
One other reason for the limited number of results can be attributed to the ambiguity 
of the term ‘e-service’. As previously stated the quality models incorporate quite 
diverse units of analysis, portals being one of them. In light of this, the Researcher 
argues that for the benefit of both, academia and practice, there is a need, in 
considering quality assessment, to be precise in specifying both the unit of analysis 
and the relevant domain. 
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3.3.5 Bundle quality  
3.3.5.1 Overview 
Typically, portals do not contain e-services in an unstructured format, but categorised 
or bundled based on different factors, such as topics, demographics, or/and life 
events. A single study that includes the evaluation of life-event bundles has already 
been identified and described (Leben, Kunstelj, & Bohanec, 2004). As bundles are 
also the main unit of analysis of this study, it was decided to search specifically for 
any studies that aimed at evaluating bundles as a part of portals.  
3.3.5.2 Bundle quality in the private sector 
Overview 
Bundles in the private sector have typically been focussed on by marketing to 
identify product/service packages that can be sold to consumers using a single price 
tag. However, these kinds of studies might also provide some valuable insights that 
can be transferred to the domain in focus in this study. Below, studies that focus on 
the customer behaviour and perception on service bundles are listed, some of which 
have also been identified by Luebeck (2009). Publications are presented providing a 
chronological overview of studies related to the assessment of bundles. As the 
unstructured search resulted in the identification of no models that have, per se, been 
developed, the usual tabular overview has been omitted in this section. 
Analysis and comparison 
Adams & Yellen (1976) analysed ‘package selling’ with regard to pricing strategies. 
In particular, the authors explain how a monopolist, who produces two products, 
which are independent in terms of consumer demand and the purchase of a second 
item of either product does not result in increased utility, can use bundling as a price 
discrimination device. Additionally, different forms of bundling, such as mixed and 
pure bundles, are distinguished. 
Schmalensee (1984) builds upon these findings and analyses the different forms of 
bundling in more detail. In particular, the author imposes restrictions on the 
distribution of reservation prices in order to analyse profit, surplus, and welfare.  
Adams & Yellen (1976) as well as Schmalensee (1984) assume that the utility of the 
bundle is equal to the sum of the values of each individual element in the bundle. 
Although this restriction has been questioned by some authors (Guiltinan, 1987, for 
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example), Yadav (1994) empirically investigates how a bundle is evaluated. The 
author designed two computerised lab experiments with 153 and 127 participants and 
analysed the results statistically. With regard to the findings, one of the items in the 
bundle is considered to be the most important and, therefore, considered to be the 
‘anchor’. Other items are then evaluated in decreasing order of importance “making 
insufficient upward or downward adjustments to form the overall bundle evaluation” 
(Yadav, 1994, p. 351). In particular, if the anchor is considered to be poor, 
additional, moderate items are considered to be “gains”, but if the anchor is 
considered to be excellent, additional, moderate items are considered to be “losses”. 
Henceforth, Yadav emphasises the need for organisations to provide “consistent 
levels of quality in a bundle”. 
Johnson, Herrman, & Bauer (1999) show that concepts of mental accounting (Thaler, 
1985) play a role in evaluating service bundles. In particular, the study shows that 
organisations should aggregate the different component prices into one price, and de-
bundle or segregate discounts into a set of discounts in order to increase the 
likelihood of positive evaluations with regard to a bundle from their customers. Thus, 
it might be more profitable for organisations to price components separately, if they 
are discounted, in order for the consumer to perceive multiple gains (Kaicker, 
Bearden, & Manning, 1995).  
The interrelationships between the bundle’s components and the bundle itself has 
also been analysed by Wuebker (2002). In particular, the author examined if and how 
promoting components in a bundle separately, impacts on the purchase intentions of 
consumers with regard to the bundle. He states that “[...] studies have shown that as 
promotional activity increases on the individual items, buyers perceive less savings 
on the bundle, appear less inclined to purchase the bundle, and are less willing to 
pay for the bundle” (p. 9). 
Mixed bundling is specifically analysed by Hamilton & Koukova (2008). The 
authors investigate the influence of bundling impacts on the consumer behaviour 
with regard to choosing certain options. In particular, the authors can show that “as 
long as the seller’s motives for bundling options are not perceived to be negative by 
consumers, options offered both individually and in bundles are perceived to be more 
important and are more likely to be chosen than options offered only individually” 
(p. 423). 
Andrews, Benedicktus, & Brady (2010) study the effects of service bundle incentives 
on perceived value, search intentions, and switching intentions. The authors 
conducted two studies. The first study involved 293 respondents of an online 
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questionnaire that aimed at investigating the switching behaviour of consumers in the 
telecommunication industry. “Upon accessing the study, respondents were told an 
established telecommunications company was expanding its service to their area, 
and they must decide whether to switch services or remain with their current 
provider” (p. 73). Eight conditions were created that involved different incentives for 
choosing the bundle (switch to the new provider), such as no bundling at all, “the 
convenience of having one bill”, a free upgrade, 10% saving overall, etc. Results 
indicate that switching intentions are higher for bundled offers than unbundled 
offers. Furthermore, “combinations of convenience and cost savings or upgrades 
offer no advantage with respect to switching and search intentions over the mere 
convenience of consolidating services onto one bill” (p. 74). A second study 
replicates the key parts of the first study. 
Sharpe & Staelin (2010) assess the common practice of fast-food companies to offer 
a soft drink, French fries, and an entree as a bundle at a discounted price. The authors 
show that customers value the bundle higher than the individual items. The 
customers value the bundle not only because of the discount and the 
complementarity of the items, but also by reducing ordering costs and the 
promotional effects associated with the purchase of the bundle. Additionally, the 
authors found out that customers become more price-sensitive to all goods when 
bundles are offered. The findings are than applied to determine the impact of several 
public policy strategies focussing on reducing the consumer’s calorie intake.  
3.3.5.3 Bundle quality in the public sector 
Overview  
Bundles in the public sector typically appear in the context of one stop portals 
(Wimmer, 2002). As such, it is expected that relevant publications should already 
have been identified by the previous two literature reviews, but an explicit search for 
the term ‘bundles’ might result in additional sources. 
Research design 
The Researcher decided to use the same sources for conducting the literature review 
on portal quality in the public sector. Thus, the EBSCO and ProQuest databases were 
utilised as well as the 6 journals that were identified to be of most importance in the 
area of e-government. After brainstorming on potential keywords and related 
synonyms, it was decided to use the search phrase ((bundl*) AND (government* OR 
"public domain" OR "public sector" OR" public administration") AND (satisfaction 
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OR quality)) to conduct the search in the title, abstract and keywords of the 
publications within the ProQuest and EBSCO databases, which resulted in 39 and 16 
hits respectively. Both searches, however, did not result in identifying any relevant 
publications. A search within the journals proved to be more challenging, yet again.  
For the EG journal, the search functionality as part of the publisher’s website was 
utilised, and the term “bundl*” was used for the full text. This search resulted in 0 
hits. For the EJEG journal, the search functionality of the website was also utilised 
and the search term “bundle” and “bundling” was used for the title and abstract 
(wildcards are not supported by the search facility), which resulted in 1 hit, which 
proved not to be relevant to the study. For GIQ, the search term “bundl*” was used, 
as well in the title, abstract, and keywords fields. This search resulted in 1 hit, which 
again was not relevant. The search was most difficult for the IJEGR, as the search 
functionality implemented as part of the website was found to be insufficient. 
Therefore, the Researcher manually went through all publications and identified the 
ones that could potentially be relevant for this study, based on the title and abstract. 
No additional publications, apart from the ones already presented, could be 
identified. The journal IP is fully covered by the ProQuest search. For JITP, the 
phrase ((bundl*) AND (satisfaction OR quality)) was used in all fields and the 
Researcher manually analysed the 10 results, which resulted in none of them being 
relevant for this study. For TGPPP, the same search phrase as for JITP was used in 
all fields, except full text, resulting in 0 hits.  
Overall, from the Researcher’s conduct of the search, 66 results in total were 
received. After screening the initial results, the Researcher could not identify any 
publication that focussed on service bundles in the context of quality assessment. 
Due to the limited number of hits, the Researcher also used the term ‘categor*’ (or 
‘category’/’categories’ where applicable) to identify additional sources, but the 
search in the related e-government journals also resulted in no relevant hits.  
Analysis and comparison 
After conducting a search for publications relating to the assessment of quality of 
service bundles, the Researcher could not identify any publication, other than the 
ones already identified as part of the previous literature reviews.  
3.3.5.4 Concluding remarks 
The search for bundle quality models did not result in any usable instruments for this 
study. Some relevant publications were identified that relate to the private sector. 
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Unfortunately, most of them focus on price and sales strategies, which is not directly 
applicable for the public sector.  
3.4 Chapter conclusion 
This chapter sought to position the study and to set the context for these 
investigations. Hence, the Researcher detailed his understanding of ‘service’ for this 
study, detailed the bundling problem and available methods to identify service 
bundles, thereby providing initial insights for answering IQ1.1-IQ1.4. As it was also 
intended to analyse the goodness of service bundles, the literature on service, e-
service, portal, and bundle quality models was reviewed. Although no model could 
be identified to be reused for this study, the reviews can be regarded as a pool of 
dimensions, constructs, and items that can be drawn from in order to develop a 
PSBQ model, thereby providing initial answers for IQ2.1-IQ2.3.  
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4 Exploration 
This chapter is (partly) built upon the following publication: 
 Kohlborn, T.; & Poeppelbuss, J. (2012). “Designing the Information Architecture of Governmental 
One-Stop Portals: On the Application and Analysis of Card Sorting”. International Journal of 
Electronic Government Research (submitted).  
 Peters, C.; Kohlborn, T.; Korthaus, A.; Fielt, E.; & Ramsden, A. (2011). “Service Delivery in One-
Stop Government Portals – Observations Based on a Market Research Study in Queensland”. 22nd 
Australasian Conference on Information Systems (ACIS), Sydney, Australia. 
 Kohlborn, T.; Weiss, S.; Poeppelbuss, J.; Korthaus, A.; & Fielt, E. (2010). “Online Service 
Delivery Models – an International Comparison in the Public Sector”. 21st Australasian Conference 
on Information Systems, Brisbane, Australia. 
 Kohlborn, T.; Korthaus, A.; Peters, C.; & Fielt, E. (2012). “A Comparative Study of Governmental  
One-Stop Portals for Public Service Delivery”. International Journal of Intelligent Information 
Technologies (submitted). 
4.1 Chapter introduction 
Having positioned this study in the overall body of knowledge, in chapter 3, this 
chapter will empirically explore the context of the study in more detail. Several case 
studies were conducted with leaders in e-government to identify their approach to 
online service delivery and service bundling. The question of how quality and citizen 
satisfaction has been addressed by participating governments is posited. Data from a 
study commissioned by QG is drawn on to provide some further preliminary 
understandings and to supplement insights gained from the literature. The study, 
undertaken for QG, by a local market research company, had sought to identify high 
level service bundles that could be mapped to franchises relevant to the Queensland 
Government.  
4.2 Gaining insights from leaders in e-government 
As already indicated, in order to provide citizens with both an easy to use and a 
comprehensive view of the services they need, OSPs need to provide customer-
oriented structures of public services, independent of the fragmented structure of 
public administrations that deliver them. Although the emergence of OSPs for e-
government services has been discussed for about a decade, the target state, of 
integrated, virtual administrations offering a single portal for all public services, has 
been achieved by only a few jurisdictions. This chapter describes the efforts of five 
leaders in e-government with regard to their online service delivery models, 
including their work on bundle identification and quality assessment, as described in 
detail in Kohlborn et al. (2010) and Weiss (2011). 
The remainder of the chapter is structured as follows: Firstly, the research method is 
described, which outlines all five cases. The next section will elaborates on the three 
different models that are derived from the analysis of the five cases. A discussion of 
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the potential strengths and weaknesses of the various online service delivery models 
rounds off the analysis. In addition to the analysis of the online service delivery 
models, special emphasis is given to new insights into service bundle identification 
and quality / citizen satisfaction assessment.  
4.2.1 Research method 
In order to gain insights into the online service delivery models of leading e-
governments, case studies were conducted with five public administrations, from 
Canada, United Kingdom, Singapore, New Brunswick, and Utah.  
In the selection of participating governments, the Researcher primarily relied on 
convenience sampling. QG, being in the early stages of e-government maturity, was 
primarily interested to learn from successful approaches. Hence, the Researcher was 
provided with direct contacts from governments selected by the industry partner. 
Their selection aimed at covering a) case study participants with different service 
delivery models, some of which might coincide with the partner’s prospective 
approach, and b) case study participants that were generally known to be leading in 
e-government G2C service delivery, i.e. they were, for instance, highly ranked across 
international benchmarking studies. The following represent three such major 
international benchmarking studies: 
• Accenture (a global management consulting company) has analysed 20+ 
countries regarding their e-government efforts on a yearly basis, starting in 2000 
(Accenture, 2009). 
• Brown University (Prof. West and his team) conducted annual e-government 
studies starting in 2001(D. M. West, 2008). 
• The United Nations Department of Economic and Social Affairs assessed the 
readiness of its nations regarding e-government, starting in 2002 (United Nations, 
2010). 
All governments that were contacted agreed to participate, with the incentive of 
receiving a final report on the findings. Participants from Hong Kong, Singapore and 
the United Kingdom represent federal governments, whereas participants from New 
Brunswick (Canada) and Utah (United States of America) represent state level 
jurisdictions. The latter two participants could potentially be seen as proxies for their 
respective national government, which are both considered to be leaders in their e-
government efforts based on the reports referenced previously. For certain cases, the 
Researcher was redirected to other contacts who were directly involved in the service 
delivery projects of the respective governments; in such cases, this was done to 
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ensure that participants had extensive domain knowledge and would, therefore, 
provide insightful and accurate reflections on their respective service delivery 
approaches. 
As described in Kohlborn et al. (2010) and Weiss (2011), as a primary part of the 
case studies, semi-structured interviews were conducted. Each interview lasted for 
approximately one hour and followed a semi-structured interview protocol (please 
refer to Appendix A). This type of interview was chosen to be able to include and 
respond to emerging topics as part of the interview, in contrast to structured 
interviews, that require a strict adherence to the sequence of questions defined prior 
to the interview itself (M.D. Myers & Newman, 2007). The interview team consisted 
of two experienced empirical researchers, one in the role of the main interviewer and 
the other with a support role of note taking and further probing. The interviewers’ 
domain knowledge and expertise with the interview method is an essential element 
for success in these semi-structured interviews. In addition to the data gathered 
through the interviews, relevant publications were also analysed. These included 
publically available information as well as documents that were provided by our case 
study partners. However, while Hong Kong and New Brunswick make 
accompanying background documents available, this was not the case for the UK and 
Utah. The period of data collection lasted from 11/2009 to 03/2010. 
The semi-structured interview protocol was designed and discussed amongst 
researchers and QG to ensure the appropriateness of the questions related to the 
objectives of this study, as well as to ensure the free flow of information based on the 
form and type of the questions. The questions focussed on different themes, such as 
demographical information about the participants, internal structure of the service 
delivery models, experienced challenges, development and implementation steps of 
the OSP, involvement of citizens, and cultural issues. All interviews were transcribed 
before the data was analysed.  
4.2.2 Analysis of service delivery models 
The framework which was used for the analysis of these cases was inspired by the 
related work of Bent et al. (1999), who report on an analysis of single-window 
approaches in Canada. Single-window approaches are not limited to online portals 
but can also comprise other channels. Thus, while this study is more focussed, with 
regard to the unit of analysis, it has a broader scope in terms of the internationality of 
participating governments.  
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Bent et al. (1999) perform their analysis along two dimensions. In the analysis, the 
‘structure’ dimension was adopted, which distinguishes between forms of 
involvement of different entities for presenting, providing and delivering services for 
the online channel. The Researcher abstracted from the six different delivery modes 
introduced by Bent et al. (1999) in order to simplify classification and limited the 
possible values to: owner-delivered, shared delivery, and delegated delivery. The 
other dimension, ‘purpose’, appeared less useful, as its values are complementary 
and not mutually exclusive, so that a unique classification of the analysed cases is 
impeded. Instead, ‘functional integration’ was introduced as a second dimension 
referring to the level of front and back-end integration. In particular, this dimension 
allowed differentiation between ‘first-stop’ and ‘one-stop’ portals. On a ‘first-stop’ 
portal, information about, and links to, services are presented but for the actual 
service consumption citizens need to navigate to dedicated websites maintained by 
the service providing agencies or departments. ‘One-stop’ portals, on the other hand, 
integrate information about a service and the possibility for service consumption as 
part of the same portal.  
Additionally, two other dimensions are potentially identifiable, based on the third 
instantiation (‘seamless services’) of the dimension ‘purpose’ by Bent et al. (1999), 
namely ‘horizontal integration’ and ‘vertical integration’. Whereas ‘horizontal 
integration’ refers to the numbers of departments that are involved in offering their 
services as part of the portal (single department, multiple departments, all 
departments), ‘vertical integration’ refers to the different levels of government that 
are actually involved in the service provision (federal, state, local). The latter two 
dimensions can also be found in the maturity model by Layne & Lee (2001). The 
Researcher did not include these two dimensions in the classification, since all cases 
exhibited the highest level of horizontal integration and an analysis of the vertical 
integration would not have been very meaningful since the analysed portals belonged 
to governments at different government levels. Fig. 11 shows the resulting 
classification of the analysed cases. 
Functional
Integration
Structure
One-stop
First-stop
Delegated-
delivered
Owner-
delivered
UK
Hong Kong
Singapore 
Utah New Brunswick
-
Shared-
delivered
-
-
 
Fig. 11: Classification of the analysed cases 
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Based on the description of the different cases, three distinguishable online service 
delivery models have been identified, namely the one-stop/shared model, the first-
stop/shared model, and the first-stop/delegated model, utilising a bottom-up, 
inductive approach, based on the information from the respective cases.  
One-stop/shared model 
In case all government services are offered through the OSP, the one-stop/shared 
model is applicable. Applied to our case studies, Hong Kong and the UK have 
implemented this model, although differences exist with regard to the level of 
integration of content. In this regard, the UK portal can be considered to be more 
integrated, closely followed by Hong Kong.  
Additionally, the consistency of the website design is typically high as all services 
are provided through the portal. Services found within the portal provide both 
information and the ability to make a transaction. There are typically three entities 
involved in managing the OSP:  
• There is a high-level coordinating committee that is responsible for deciding 
what service bundles should be offered to the citizens and for coordinating the 
overall OSP management activities.  
• For each service bundle, a cross-departmental team is responsible for bundle-
specific activities. Hence, a service bundle can comprise services from multiple 
departments. Typically, one department that is most strongly affiliated with one 
service bundle will take the lead in managing the bundle.  
• On the lowest level are the different departments, themselves, that are responsible 
for the accuracy of the content in the bundles.  
In both cases, UK and Hong Kong, the one-stop service delivery model is publicly 
funded (Kohlborn, Weiss, et al., 2010; Weiss, 2011).  
First-stop/shared model 
The online service delivery models of Utah and Singapore are not pure one-stop 
models as they are distinctively different with regard to service integration.  
The eCitizen portal can be considered as a starting point for citizens looking for most 
popular services. Additionally, the customisable and personalised My eCitizen 
website is linked to the portal as well. As part of the portal, seven bundles are 
presented around certain topics; each is linked to other websites containing the 
content of relevance. Singapore essentially pursues a back-end system integration 
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approach and offers a personalised experience (i.e., My eCitizen) instead of an 
integrated OSP approach (Weiss, 2011).  
Utah.gov falls into the same category of a first-stop model, although website layout, 
search engine-oriented approach and environmental settings (e.g., multi-level 
government structure) in Utah’s case are very different from Singapore’s approach. 
However, Utah also provides only an initial entry point to online services (plus 
search capabilities for all other services) and links to the actual content web sites. 
Thus, the consistency of the websites is not as high as in the one-stop model, because 
the departmental websites might present their services using different layouts or 
structures. Furthermore, no informational or transactional services are offered 
through the portal as only links are provided, which limits the integration of different 
services. In both cases, the model has been publicly funded, as well. However, Utah 
generates some revenues through certain business services (Kohlborn, Weiss, et al., 
2010). 
First-stop/delegated model 
The first-stop/delegated model comprises the idea that government agencies or 
departments are not directly involved in the service delivery. In this case, a dedicated 
unit, Service New Brunswick, which is owned by the Government of New 
Brunswick, provides transactional services centrally. The unit needs to fund itself 
(virtually), while acting as an intermediary between citizens/customers and the 
government agency. In particular, services, which have been traditionally offered by 
a specific agency, can be offered by Service New Brunswick. More detailed 
information about services or other content is linked to from the portal itself (Weiss, 
2011).  
4.2.3 Reflection on service delivery models 
Based on the description of the observed service delivery models (Kohlborn, Weiss, 
et al., 2010; Weiss, 2011), the following section will provide a discussion of potential 
strengths and weaknesses. 
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 One-stop/shared First-stop/shared First-stop/delegated 
Strengths High information 
integration 
High design consistency 
Potential cost savings in 
the long run because of 
low redundancy 
High customer satisfaction 
through real one-stop 
shopping 
Lower complexity on 
portals 
Singapore: Advanced 
customisation, 
authentication and 
payment frameworks 
Potential for strong back-
end integration and 
policies  
 
Cost-effective 
Flexible 
Fostering innovation & 
efficiency 
Potential for quick 
expansion of offered 
services (vertically and 
horizontally) 
Weaknesses High complexity 
Probably high initial set-up 
costs 
Bringing all information 
onto one platform might 
become a long and 
complex task 
Potential barrier: 
Departments are typically 
hesitant to give up their 
websites 
No real one-stop 
convenience 
Multiple layers and 
designs for service 
delivery 
Potentially sinking 
customer satisfaction 
because of lower one-stop 
convenience 
 
Two entry point for public 
services 
Lower website consistency 
Sinking customer 
satisfaction because of 
lower one-stop 
convenience 
Potential of lock-in of 
clients 
Source: Adapted from Weiss (2011, p. 80) 
Tab. 8: Overview of the strengths and weaknesses of the different types of 
government portal approaches 
One-stop/shared model  
A one-stop/shared model, in its ideal state, integrates services for the whole-of-
government. Services are integrated vertically, involving federal government as well 
as local governments, as well as horizontally, involving different departments. 
Thereby, customers are guided seamlessly towards the services that they require. 
Consequently, a real one-stop shop experience is provided. This also means that the 
design of the portal needs to be consistent across portal sites. Cost savings can be 
achieved due to low levels of redundancy with regard to the offered services, 
although the initial set-up costs can be comparatively high. A seamless integration of 
services also requires managing the increased complexity with regard to transferring 
all online governmental services to the portal site; departments might be unwilling to 
surrender ownerships of ‘their’ websites and services. 
First-stop/shared model  
A first-stop/shared model provides a gateway to governmental services. Thus, the 
portal itself is not utilised to integrate services, but rather to group related services 
and to link to the respective content residing on other (governmental) websites. 
Consequently, compared to a fully integrated one-stop portal, the involved 
complexity of setting up the portal is lower. In the case of Singapore’s portal, 
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additional value can be added through advanced customisation and personalisation 
capabilities. Additionally, the website makes use of sophisticated back-end 
application integration with regard to payment and authentication features. Utah’s 
portal focuses rather on strong search capabilities, which are prominently displayed 
on the website. Although the complexity of the portal is comparatively lower, 
customer satisfaction might be diminished as the portal does not offer a real, 
seamless one-stop shopping experience.   
First-stop/delegated model  
A first-stop/delegated model requires a dedicated unit to deliver services on behalf of 
government / other departments. Therefore, these units will have to operate in a very 
cost effective manner, if they are self-funded. However, they can also decide rather 
flexibly with regard to the services that they take on board (either services from other 
departments or from other governmental levels). Theoretically a certain threat can 
exist for departments, if they are contractually locked in to use the external unit to 
deliver their services for a certain period of time. Although Service New Brunswick, 
for example, links to additional content and informational services, it remains to be 
seen if the lower level of one-stop shopping experience impacts on customer 
satisfaction.  
4.2.4 Reflection on bundle identification and quality 
One-stop/shared model  
With regard to the overall IA development process for the GovHK portal (one-
stop/shared model – following the franchise approach), first “customers’ 
expectations towards a new one-stop online government portal were explored with 
respect to government information and services, device lists, features and content” 
(Weiss, 2011, p. 40 f.). At the end of 2005 only the customer’s view on the brand 
proposition were assessed, whereas at the beginning of 2006 the view on the 
proposition with regard to the name and logo were estimated from the customer 
perspective.  
In order to identify the bundles, customers were given 80 content items on cards that 
needed to be grouped. Meanwhile, the project team grouped those items themselves, 
so that both outcomes could be compared and discrepancies addressed, for example 
the alignment of labels with citizen perceptions. Once the card sorting exercises 
(CSE) and the bundle identification were finalised, usability tests with customers 
were conducted (with and without graphics) in April 2006. The portal was then soft 
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launched in July 2006 and progressively rolled-out. In August 2007, GovHK was 
officially launched. However, the portal was only in full operation by January 2008 
(Weiss, 2011). 
Based on the grouping results, a central joint management team in cooperation with 
departments selected a specific department as owner a certain cluster. The owner 
typically delivers most of the services, contained in a cluster, to citizens and 
customers. The owner was also involved in the development of the cluster due to 
their domain expertise with regard to content. The content was sourced and 
aggregated from the involved departments by the owner of the cluster by setting up a 
CMB, which involved relevant participants. Next to a CMB, a CMT, which could 
also involve external specialists, was also created for managing the daily operations 
of a cluster (Weiss, 2011).  
Once the OSP went live, an overall satisfaction survey was conducted, which is 
repeated on a yearly basis in order to assess the overall satisfaction with GovHK. 
Additionally, the navigation, design, and content of the portal were also assessed 
with regard to customer satisfaction, as was the portal adoption. Also, comments and 
suggestions for improvement for GovHK, and the responses with regard to the idea 
of a personalised GovHK site were captured as part of the survey (Weiss, 2011).  
First-stop/shared model  
Singapore did not give consent to release information about the service bundle 
identification process. However, information with regard to measuring citizen 
satisfaction was provided. 
Singapore’s government assesses and improves its e-government activities based on 
internal and external sources. Customer input is sought through various means (e.g., 
focus groups and surveys). Additionally, annual citizen surveys capture citizens’ 
perception of their government’s efforts with regard to electronic service delivery in 
order to gather insights into where improvement efforts should be directed. 
Complementary to the surveys, focus groups are conducted to elicit verbatim 
comments about current e-government efforts and general satisfaction. “To get more 
quantitative and qualitative feedback, specific online channel measuring tools are 
also used, such as online polls and customer e-ratings. All these methods are used as 
well when gauging the interest for possible new services” (Weiss, 2011, p. 69). On 
the other hand, agencies assess themselves through a whole-of-government scorecard 
with regard to e-government progress (Weiss, 2011). Specifically for the IA and the 
contained bundles, explicit quality assessment tools are not in use. 
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First-stop/delegated model  
In the case of Service New Brunswick, stakeholder feedback and monitoring is 
conducted on a continuous basis nowadays through various means, such as focus 
groups and the Service Quality Support unit, which was specifically created to 
analyse stakeholder feedback (Weiss, 2011). The Service Quality Support unit 
introduced quality standards for the online, phone, and face-to-face channel, which 
are reviewed every 24-30 months jointly by customers, business partners, and SNB 
staff. The review involves self-assessment as well as customer focus groups. The 
results of these reviews can lead to customised service delivery based on regions, e.g. 
service centres might open at different times in different regions.  
Thus, the focus on, and involvement of, citizens to evaluate the performance of SNB 
is encouraged by its government. Even when bundles were first conceptually defined, 
citizens were involved as far as possible. In particular, focus group workshops were 
conducted, which involved ten to twelve citizens, who were asked to group services 
along multiple characteristics (i.e., functions, clients, events, or customer groups). As 
Weiss (2011, p. 56) points out “One finding was that not all demographic groups 
equally liked grouping by customer group. For example seniors liked senior services, 
but other services were not bundled by customer group as well, if there was no 
demand for it.” The outcomes of these workshops were used to identify the initial 
service bundles. For each of these bundles dedicated research sessions (i.e., focus 
groups) were organised by SNB to detail the content of each bundle in more depth. 
Testing the quality or satisfaction of the bundles was implicitly done as part of the 
overall client satisfaction surveys. 
In general, for service bundle identification, SNB follows a six-step approach 
(Weiss, 2011). In the case of SNB, a service package is treated as a synonym to 
service bundle: 
1. Identify package through various means, such as steering committees, feedback, 
or intuition. 
2. Identify relevant services and regulation through interviewing key contacts, for 
example. 
3. Identify internal components, such as forms, services and information, which are 
already available within SNB. Additionally, relevant content on other 
department’s websites is identified as well. 
4. Identify external components from federal websites, for example, in order to link 
the content appropriately.  
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5. Design the package along content, focussing on relevancy for the user, 
commerce, focussing on various types of transactions for the user, and 
community, focussing on providing links to other potentially relevant websites.  
6. Evolve the package once it has been approved after design and made available to 
the public.  
Concluding remarks 
The UK government and the Utah government did not give consent to share activities 
related to service bundle identification and quality assessment.  
With regard to service bundle identification card sorting is a method that was used in 
two instances to analyse how customers or citizens group services. How exactly the 
bundles have been created out of the card sorting results remains hidden, though. 
Hong Kong government utilised two methods: a rather citizen-driven approach 
involving citizens grouping services and then deriving bundles out of the outcomes, 
and a rather provider-driven approach, involving government staff creating bundles 
based on domain expertise. However, both methods are very unstructured and prone 
to the induction of subjective bias. In contrast to the integrated OSP targeted by 
Hong Kong, New Brunswick does not target delivering all services to the Canadian 
public, as they need to focus on profitable service delivery due to their business 
model. This requirement is also considered for the development of service bundles, 
as external parties are targeted for integration into their processes. 
Although PSBQ is regarded as an important and relevant aspect of the overall 
satisfaction with the IA, and consequently the website, none of the interviewed 
government representatives mentioned the use of quantitative quality assessment 
instruments. However, usability testing was done on the level of the IA.  
4.2.5 Concluding remarks 
This part of the study was designed to describe and discuss the current state of the 
practice of online service delivery models (including OSPs) with international 
leaders in the area of e-government. It has shown that among the analysed cases three 
distinct online service delivery approaches can be distinguished, based on a 
categorisation according to functional integration and structure. Based on the 
information collected from in-depth interviews and supporting documentation, this 
chapter characterised these three approaches and also discussed potential strengths 
and weaknesses of each model. These current findings enhance the understanding of 
existing practices in e-government and provide insights into the benefits and 
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challenges of different approaches. After all, none of the models seems to be 
obviously superior to the others, and all discussed approaches achieve high customer 
satisfaction. Which model fits best for a jurisdiction should therefore be evaluated on 
a case-by-case basis. In this respect, the presented findings can be of help.  
QG, based on its formulated strategy, focuses on the development of an integrated 
OSP, exemplified by the GovHK case. SSQ can be seen as the joint management 
team that supports departments as franchise owners to identify service bundles within 
their franchise. The case studies showed that there are other options that governments 
can pursue to deliver their service online. However, the case studies also showed that 
service bundle identification is typically done in an ad-hoc fashion. No systematic 
methods have been employed which can produce replicable, comprehensible results. 
Governments opt to measure quality and satisfaction once the portal has gone live. 
Required changes are then captured through feedback mechanisms. Changes, 
however, are typically difficult to implement once the portal has gone live. Thus, the 
need to assess quality and satisfaction during the development of the portal has been 
identified as relevant as has the importance of identifying the need for change as 
soon as possible.  
4.3 Gaining insights from local market research 
4.3.1 Overview 
During the same time as the conduct of the multiple case studies with leaders in e-
government was in progress, QG commissioned a market research company, which 
has been considered to be an expert in the field, to undertake the identification of 
franchises. The Researcher was given the access to the approach that was taken by 
the market research company. Therefore, a single case study is presented in the 
following, in which an expert market research company, commissioned by QG, 
applied one approach to developing an IA for the identification of top-level bundles, 
i.e. franchises.  
4.3.2 Research method 
SSQ decided to directly involve Queensland’s citizens in the conceptual design of 
the OSP in order to create a customer-oriented web presence. Thus, 30 Queensland 
citizens were invited as a representative sample to helping creating the initial IA, 
consisting of multiple service bundles. Card sorting was identified as a suitable 
technique to provide guidelines for creating such an IA. For the actual execution of 
the CSE, a contractor was approached, who had expert knowledge in the area of 
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usability studies. The contractor conducted the CSE in Brisbane and Rockhampton at 
the end of 2009 (Peters, 2010).  
The objective of the Researcher was to critically observe and reflect on the 
commissioned study by SSQ. Because of restricted availability of resources, only the 
card sorting session in Brisbane was physically observed. However, the contractor 
ensured that both sessions were executed in the same fashion. The Researcher was 
given access to the raw data, i.e. each individual card sort of each participant, as well 
as the final report that was given to QG by the contractor describing the results and 
their analysis (Peters, 2010). 
4.3.3 Data collection 
The scope of information presented on the cards was supposed to cover the whole of 
government. However, as card sorting imposes certain constraints in terms of the 
actual numbers of cards to be sorted, it was decided to create a set of only 100 cards 
that contained the names of government services. The cards were primarily chosen 
based on the experience of the contractor with different government web sites. 
Subsequently, the list of services to be grouped was shown to government 
departments in Queensland, who reviewed and extended the list if deemed necessary. 
The final list was then reviewed by SSQ and modified to include additional concepts 
(e.g., audio and visual content, legislation, community involvement). Once the list 
was finalised, each name of a service was written on a card, together with a unique 
identifier (Peters, 2010). 
Owing to time and resource constraints, it was decided to conduct 3 sessions with 10 
participants each. However, each participant conducted the CSE individually, so that 
the outcome of the session was not biased by group dynamics. One session was 
conducted within 60 minutes, although some participants needed less time (40 
minutes minimum). Prior to the CSE, participants were introduced to the activity by 
participating in a test CSE. After all participants could easily perform the exercise, 
the real CSE started. Each participant was given three batches (comprising 33,33, 
and 34 cards respectively), which needed to be grouped into bundles that made sense 
to them and that consisted of services that were regarded as being related. Each card 
was only to be grouped in one bundle; subcategories were not allowed. At the end of 
the session, each participant was asked to provide names for their developed bundles. 
In total, the exercise of 30 participants, sorting 100 cards each resulted in 446 
categories. The number of bundles per participant varied from 12 to 24 (Peters, 
2010). 
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4.3.4 Data analysis 
For analysing the card sorting data, the contracted third-party utilised a spreadsheet. 
Spencer (2007a) provides an elaborate spreadsheet template that can be used for 
analysing card sorting data. Such templates contain worksheets that calculate high 
and low card counts and provide percentage information about each card’s placement 
across the standardised categories. Based on such calculations, the relationship 
between cards, categories and participants can be disclosed. Due to the nature of the 
engagement, the Researcher was not involved in the actual identification of suitable 
service bundles. The results were conveyed to SSQ by the contractor in a report. The 
main bundles derived from the 100 services were: 
• Transport & motoring 
• Employment & jobs 
• Education & training 
• Environment, land & water 
• Health & wellbeing 
• Recreation, sports & arts 
• Homes & housing 
• Your rights, crime & the law 
• Emergency services & safety 
• About Queensland & its government 
• Community support 
• Business & industry 
• Information for Aboriginal & Torres Strait Islanders 
• Information for seniors 
• Information for parents & families 
• Information for people with a disability 
• Information for youth 
• Information for women 
As an example, the association of services to ‘Home & Housing’ and ‘Your rights, 
crime & the law’ are depicted in Tab. 9 and Tab. 10. The contractor also conducted 
workshops with participants to test the bundles by identifying certain scenarios and 
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asking participants where they would look for information regarding the scenario 
based on the previously identified bundles. The scenarios and the initial 100 services 
were regarded as ‘Indicative Content’. Only the ‘Indicative Content’ has been 
assigned to each bundle by the contractor. Based on this association, the relation to 
existing services was reconstructed by the Researcher.  
Indicative Content Service # Service name 
Courts 37 Going to court as a witness 
39 What to do if you receive a letter for Jury Duty 
Legal rights 34 Your rights if you are arrested. 
Legal advice 27 Getting legal advice & representation. 
Police   
Freedom of information 18 Rights to information - freedom of information. 
Victims of crime 36 Support for victims of crime. 
Fair trading & consumer 
rights 41 Consumer refund rights 
Rights of disabled   
Reporting child abuse 12 Reporting child abuse & protecting children. 
Birth, Death & Marriages 21 Registering a birth or adoption. 
22 Order a copy of a marriage certificate 
23 Register a death of a spouse, partner or relative 
Domestic violence support 55 Help for women suffering domestic violence 
Tab. 9: Services and content associated with ‘Your rights, crime & the law‘ 
Indicative Content Service # Service name 
Tenancy & landlord 
information 
51 Tenants rights and responsibilities 
74 
The Property and Motor Dealers Act to help you sell your 
home  
Housing assistance e.g. bond 
loans 7 Housing assistance. 
 
61 
Applying for a bond loan to help you pay your bond on a 
new rental property. 
Buying a home 64 Property title searches 
 43 First home owners grant 
Stamp duty on homes 
93 
Stamp duty calculator to determine how much you pay 
when purchasing a house 
Building a home 46 Building regulations in Queensland 
Transfer duty   
Pool fencing   
Tab. 10: Services and content associated with ’Home & Housing’ 
Thus, the bundles were created through the direct involvement of citizens. 
Participants were similar only in the sense that they were Queensland’s citizens. In 
addition to similarities in their profile, the individual groupings can be interpreted as 
indicators of past consumption data; groupings are taken to indicate the services that 
are deemed to be sought after together or consumed together. Therefore, the 
contractor can be seen to have utilised a citizen-driven hybrid approach to service 
bundling.  
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4.3.5 Concluding remarks 
This chapter described a commissioned study by SSQ for the identification of top-
level bundles / franchises. The Researcher illustrated how one specific citizen-driven 
approach for service bundle identification was utilised in this case.  
Owing to the setting, some decisions of the contractor, such as identification of 
bundles, labelling of bundles, number of participants involved, number of cards, 
number of card sorts, etc., remain undisclosed to the Researcher. Nonetheless, card 
sorting was utilised again for the identification of service bundles involving citizens 
in a similar way to that mentioned in the earlier case studies with leaders in e-
government. 
4.4 Chapter conclusion 
This chapter explored the context of service bundling empirically, mainly through 
the conduct of case studies.  
This initially involved conducting multiple case studies with multiple leaders in e-
government, such as Hong Kong and the United Kingdom, in order to identify 
different ways of delivering services online as well as the status of service bundle 
quality assessment in practice. From these, answers are provided to IQ1.4 and IQ2.1. 
A case study with SSQ was reported, which focussed on analysing the citizen-centric 
creation of service bundles by an external third-party organisation, thereby providing 
empirical insights into answering IQ1.4. Apart from analysing the conduct of card 
sorting in detail, valuable insights were gained into the application of a hybrid 
method for bundle identification. 
Based on the Literature Review and the Exploration phases, the next chapter will 
focus on detailing the design of the three major artefacts of this study, namely the 
two alternative service bundle identification methods and the PSBQ model.  
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5 Design 
This chapter is (partly) built upon the following publication: 
 Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; & Krcmar, H. (2010). 
“Conceptualizing a Bottom-Up Approach to Service Bundling”. 22nd International Conference on 
Advanced Information Systems Engineering (CAiSE'10), Hammamet, Tunisia.  
 Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; & Krcmar, H. (2010). 
“Identification and Specification of Relationships as the Foundation for Service Bundling”. 3rd 
International Workshop on Ontology, Conceptualization and Epistomology for Information Systems, 
Software Engineering and Service Science (ONTOSE), Hammamet, Tunisia. 
 Kohlborn, T.; Luebeck, C.; Korthaus, A.; Fielt, E.; Rosemann, M.; Riedl, C.; & Krcmar, H. (2010). 
“How Relationships Can Be Utilized For Service Bundling”. 16th Americas Conference on 
Information Systems (AMCIS), Lima, Peru. 
 Kohlborn, T. (2012). “Quality Assessment of Service Bundles for Governmental One-Stop Portals: 
A Literature Review". Government Information Quarterly (submitted). 
 Kohlborn, T.; & Poeppelbuss, J. (2012). “Designing the Information Architecture of Governmental 
One-Stop Portals: On the Application and Analysis of Card Sorting”. International Journal of 
Electronic Government Research (submitted).  
5.1 Overview 
The design of the artefacts is at the heart of DS, although its process is not well 
supported. Two artefact types, namely the service bundling methods and the PSBQ 
model, are designed based on research outcomes of the previous stages.  
5.2 Classifying the artefacts  
Overview 
Theory can be classified according to its purpose. Gregor (2002, 2006) provides such 
a classification. In particular, she differentiates between Theory for Analysis, Theory 
for Explanation, Theory for Prediction, Theory for Explanation & Prediction (EP), 
and Theory for Design & Action. The types of theories that are focussed on by a 
study depend very much on the research questions that the study sets out to answer. 
“Research begins with a problem that is to be solved or some question of interest. 
The theory that is developed should depend on the nature of this problem and the 
questions that are addressed” (Gregor, 2006). These groupings of theories by 
purpose will be described in the following and this study’s outcomes related 
accordingly.  
Theory for analysis 
These type of theories describe the “what is”. No effort is made to infer any 
causality or generalisability. Although Fawcett & Downs (1986) refer to these 
theories as descriptive theories, Gregor (2006) goes beyond the meaning of pure 
description as these theories can analyse and summarise salient attributes of 
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phenomena and relationship among phenomena. Typically “[V]ariants of this theory 
type are referred to as classification schema, frameworks, or taxonomies” (Gregor, 
2006, p. 623). 
This type of theory has been applied multiple times in this thesis. Firstly, the initial 
model of PSBQ, as it will be explained in chapter 5.5, builds upon the synthesised 
literature review of service bundle quality models described in chapter 3.3. The 
morphological box for service bundling scenarios in chapter 3.2 can be brought 
forward as another example of this type of theory. Different types of online service 
delivery models based on the five case studies with leaders in e-government, as 
described in chapter 4.2, are other examples of research outcomes of this thesis that 
relate to this type of theory. 
Theory for explanation 
Not aiming at predicting anything, Theory for Explaining aims at providing answers 
to ‘how’ and ‘why’ some phenomena occur. In particular, this theory type, also 
known as Theory of Understanding, can provide explanations of how, when, and 
why events occur. Two sub-types of this theory exist. On the one hand, the theory 
can be used as a “sensitizing device” (Klein & Myers, 1999, p. 391) “at a high level 
to view the world in a certain way” (Gregor, 2006, p. 624). Similarly, DiMaggio 
(DiMaggio, 1995, p. 391) describes this type of theory as enlightenment, as it can be 
“complex, defamiliarising, rich in paradox.” On the other hand, the second subtype 
of Theory for Explanation is targeted at a lower level of detail to explain “how and 
why things happened in some particular real-world situation” (Gregor, 2006, p. 
624). 
This type of theory is not used as part of this research study.  
Theory for prediction 
Theories for Prediction are primarily used to state what will be, but not why. Causal 
connections are, therefore, omitted from predictive theories, as parts of the 
underlying model are treated as black boxes (Gregor, 2006). A classical example of 
this type of theory is Moore’s law, which states that the number of transistors of an 
integrated circuit would double every two years, while the costs remain constant (G. 
E. Moore, 1965). While the reasons remain unknown, the theory has not been 
disconfirmed yet. 
This type of theory is not used as part of this research study.  
 104 
 
Theory for explanation & prediction 
“This type of theory says what is, how, why, when, and what will be, and 
corresponds to commonly held views of theory in both the natural and social 
sciences” (Gregor, 2006, p. 626). This theory requires an understanding of the 
underlying causes of certain phenomena and their prediction as well as the 
underlying theoretical constructs and their interrelationships. Classical examples in 
IS are the Technology Acceptance Model (TAM) (Davis, 1989) and the IS Success 
Model (Delone & McLean, 2003), as both aim to explain and predict. 
The aim of this thesis, amongst others, is to explain and predict the concept of PSBQ. 
In other words, what variables influence PSBQ? Therefore, the PSBQ model 
specifically targets this type of theory as it aims to explain and provide the means to 
understand what factors influence the quality perception of service bundles. The 
initial model will be described later in this chapter, while its evaluation and 
validation is described in chapter 6.  
Theory for design & action 
This type of theory states “how to do something” and prescribes the different steps, 
activities, and tasks that need to be completed to obtain a certain goal (Gregor, 2006, 
p. 628 f.). This type of theory is typically associated with DS (March & Smith, 1995) 
and “AR is seen as particularly appropriate” (Gregor, 2006, p. 629) as a research 
approach for this theory type.  
The two major DS artefacts of this study are the two service bundle identification 
methods, as they will be described in following sections. Both describe the activities 
and required inputs and outputs to identify service bundles for a governmental OSP. 
However, the research design of this study can also be regarded as an instantiation of 
this type of theory, as it builds upon existing theories (the current body of 
knowledge) and prescribes the different steps to answer the research questions.  
5.3 Provider-driven method for service bundling 
5.3.1 Overview 
Chapter 3.2 provided a morphological box for service bundling, which can be used to 
decide on a specific service bundling method in a given context. All of the 
introduced identification methods could potentially provide appealing insights for 
devising bundling methods. However, based on the motivation provided for the 
provider-driven method in chapter 3.2, a method that is based on service descriptions 
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is focussed on, which is described in Kohlborn et al. (2010a), Kohlborn et al. 
(2010b), Kohlborn et al. (2010c), and initially conceptualised in Luebeck (2009). 
In the following, the scope of bundling has been momentarily widened to include 
bundles not only to be found in the government domain, as the method itself can 
potentially be utilised in other domains. It is not only governments who seek to 
describe their services; organisations in the private domain also encounter similar 
needs (Cardoso, Barros, May, & Kylau, 2010). 
The provider-driven method is supposed to identify potential bundle candidates 
based on similarity considerations between services. The feasibility of these bundle 
candidates in a specific situation, for a specific organisation needs to be assessed by a 
domain expert. Nonetheless, the approach will be particularly useful if an 
organisation or business network has a sufficiently large number of services in the 
portfolio (Kohlborn, Korthaus, Riedl, et al., 2009; Riedl, Boehmann, Rosemann, & 
Krcmar, 2009). In particular, as it will be explained in the next section, the chosen 
approach relies on attributes defined as part of a service description language. 
Therefore, a tool, which evaluates these attributes automatically, can list the service 
bundles based on similarity considerations between service attributes. Therefore, the 
relationships are derived automatically, instead of being manually explicated by a 
domain expert (Baida, 2006). However, the approach requires that all services in a 
portfolio are consistently described with at least the attributes that are of relevance 
for bundling (Kohlborn, Luebeck, et al., 2010a; Kohlborn, Luebeck, et al., 2010b; 
Luebeck, 2009). The resulting bundle candidates can then be analysed further.  
5.3.2 Leveraging relationships between services 
Overview 
As depicted in Fig. 12, a relationship builds upon attributes from services’ 
descriptions and uses a predefined logic to evaluate them (Kohlborn, Luebeck, et al., 
2010a; Kohlborn, Luebeck, et al., 2010b; Luebeck, 2009). The service description is 
based on a certain language, such as the Universal Service Description Language 
(Barros et al., 2011) or the Web Service Description (Akkiraju et al., 2005) language, 
for example.  
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Source: Luebeck (2009, p. 33) and Kohlborn et al. (2010a, p. 2) 
Fig. 12: Concept of a relationship (in UML) 
Relationships can either be generic, which means they are of relevance across 
domains, or they can be domain-specific, which means they are of most relevance in 
one specific domain (Luebeck, 2009). Therefore, certain relationships might only be 
of value and importance in certain domains. In this context, the notion of domains 
refers to distinguishable spheres of knowledge that have their own distinct 
terminologies and semantics. Thus, a generic relationship relates to a concept that is 
similar across existing domains.  
Constraining the solution space  
Through the stepwise application of relationships, bundles can be identified that are 
of relevance and potential value for an organisation as described in (Kohlborn, 
Luebeck, et al., 2010a; Kohlborn, Luebeck, et al., 2010b; Luebeck, 2009). The idea 
is based on configuration, which can be defined as “a special type of design activity, 
with the key feature that the artefact being designed is assembled from a set of pre-
defined components that can only be connected together in certain ways” (Mittal & 
Frayman, 1989, p. 1395). In this context, the “pre-defined components” are 
represented by services, either on an atomic or composite level; the “artefact” is 
represented by the bundle.  
Configuration itself, can be conceptualised as a search problem based on ten Teije et 
al. (1998). The stepwise application of constraints and requirements leads from a 
possible configuration space, to a valid configuration space, to a suitable 
configuration space. Baida (2006) used this approach as well to conceptualise his 
approach to bundling. Henceforth, the idea has been utilised by Kohlborn et al. 
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(2010a; 2010b) and Luebeck (2009) to structure the bundling tasks into four specific 
stages:  
In the first stage, all services in a portfolio can be combined with each other to create 
all possible bundles. The next stage comprises a subset of bundles of the previous 
stage, as generic relationships are applied. As discussed, generic relationships are 
relevant across domains and their application leads to generic bundles, which are 
similar with regard to the relationship in focus (e.g., services in a bundle are offered 
at the same location). The subsequent stage features specific bundles, as domain-
specific relationships are ‘applied’ to generic bundles. The last stage encompasses 
feasible bundles, which have been analysed by a domain expert with regard to 
internal and / or external criteria, such as strategic alignment, for example. As 
mentioned previously, the last stage is not in scope of this thesis.  
Luebeck (2009) points out the approach can be modified based on the bundling 
objective and the situation. For example, domain-specific relationships might be 
applied first, or concurrently to generic relationships, to constrain the solution space.  
As described in Kohlborn et al. (2010c) and Luebeck (2009), multiple generic 
relationships between services across domains can be identified, namely co-location, 
co-occurrence, resource, event, consumer, and provider. Whether these relationships 
can also be found to be applicable in the public domain is focussed on in the next 
section.  
5.3.3 Identification of specific relationships 
Unfortunately, from the literature review and exploration no method for service 
bundle identification explicitly utilised service bundling attributes. Therefore, the 
attributes and associated relationships need to be identified from scratch. For this 
task, the service bundles identified by the 30 participants have been analysed. 
Relationships between services could only be derived from the available data, i.e. the 
CSEs, as the study design did not allow for actively interacting with participants. 
This design was prescribed by SSQ and the contractor. 
Based on the data, it seems that multiple generic relationships are also applicable in 
the public domain, such as consumer / customer group, co-location, resource, and 
event. In order to identify these relationships, the Researcher also analysed the raw 
data and the original labels of the groupings that were provided by each participant. 
For example, multiple participants introduced categories that targeted a certain 
citizen segment, such as ‘Children’ or ‘Seniors’. Difficulties seemed to have 
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occurred if a card could belong in two groups, such as 'Medical checks and support 
for over 50s'. This card could, for example, be grouped under ‘Health’, but also 
under ‘Seniors’, as topics and demographics are orthogonal to each other. However, 
the design did not allow for multiple placement of one card. Customer groups were 
also used by the contractor of SSQ to introduce labels such as ‘Information for 
people with a disability’.  
‘Co-location’ is another relationship that was applied by some participants indicated 
by ‘Home’ or ‘...in your area’. Two categories identified by the contractor hint at this 
relationship as well, namely ‘About Queensland & its government’ and ‘Community 
support’. The former includes services that are generally related to Queensland or 
regions within Queensland, whereas the latter typically includes services that are 
focussed on the area of interest of one citizen. 
‘Resources’ related to input and output might have been the underlying relationship 
why participants grouped ‘Registering a birth or adoption’, ‘Order a copy of a 
marriage certificate’, and ‘Register a death of a spouse, partner or relative’ together. 
These three services are always distinctively grouped together.  
The latter three services are, however, also strongly related to events. Most 
participants grouped those three services together and labelled them ‘Life Events’. 
Thus, all three types of service bundling as initially listed by Kernaghan & Berardi 
(2001) have been found to have been applied during the CSE, namely demographics, 
topics, and events. However, groupings based on events have not found their way 
into the final structure identified by the contractor of SSQ.  
With regard to new, specific relationships, the design allowed for limited new 
findings. Having analysed the bundles by each participant, Sort12 contained a bundle 
named ‘How to’ with the following services: 
• How to register your boat 
• Pay for a National Park camping permit 
• A mapping tool where you can search for information and services by location 
• How to get a topographic map (contour map) of your area 
• Get a freshwater fishing permit online for Queensland’s dams 
The underlying reason why this bundle was created seems to be the ‘service type’. 
Thus, the services are intended to be rather interactive instead of being purely 
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informational. Consequently, ‘Service type’ has been added to the set of relationships 
that potentially play a role in creating service bundles.  
In summary, the identified relationships, which had been found to be applicable 
across domains, are also applicable in the public domain, with the addition of the 
service type.  
5.3.4 Detailing identified relationships 
The identified relationships (generic and specific) are detailed in the following, 
referring to and building upon previous work of Kohlborn et al. (2010b; 2010c) and 
Luebeck (2009).  
5.3.4.1 Co-location 
Overview 
The activities conducted in the exploration phase and in the following analysis led to 
the identification of the relationship ‘co-location’ to be a possible motivation to 
bundle services. ‘Location’ is commonly utilised by recent description languages, 
such as USDL (Barros, et al.). In definitions referring to services as non-goods, the 
characteristic of a service to be consumed and provided at the same time typically 
requires the service provider and consumer to be at the same place as well (Ahlert & 
Evanschitzky, 2003; Carman & Langeard, 1980). This is also true for the process 
view of the service definition (C. Grönroos, 2007). 
Multiple standards and descriptions for ‘location’ exist (O‘Sullivan, 2006). For 
example, refer to Standards Australia (2003) for an address standard that is used in 
Australia and New Zealand. As described in Kohlborn et al. (2010c) and Luebeck 
(2009), a location can be described geographically or politically 
As indicated previously, definitions of services, which present services as non-goods 
point out that a service needs to be consumed at the place and time of provision. A 
service bundle that contains services that can be consumed in the same location 
might not be consumable at the same time. Thus, there is an interrelationship 
between the co-location and co-occurrence relationships, which will be detailed in 
the following sections. 
However, as reasons to bundle can be manifold, so can the interpretation of the co-
location relationship, particularly in light of different service types. Therefore, 
different perspectives can be articulated that analyse the relationship in different 
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ways, which will result in multiple attributes that need to be specified in order to 
reason about the suitability of a service to be included in a bundle. The perspectives 
on ‘co-location’ are described in the following.  
Consumption at a location  
Different perspectives on the relationship require different attributes. The location 
will play a major role if a service bundle is designed to offer services to consumers 
that have to be or shall be consumed in the same location. 
Thus, if a manager wants to analyse potential service bundles based on the 
information related to the point of service consumption, he/she can analyse the 
similarities of associated values of the location attribute connected with the services 
in the scope of the analysis. The reasons behind the bundling based on similarities in 
location might be related to specific local customer group, local resources that are 
utilised, or simply close proximity between the service consumption points. Thus, the 
location relationship is typically used in conjunction with other attributes to act as an 
enabler, but can also be used as the primary reason to bundle services. 
Examples of service bundles that are primarily based on the co-location relationships 
can typically found in the tourism domain, where they are advertised as “packages”. 
Hereby, services are bundled together that need to be consumed in the same location 
(e.g. in Sydney). Furthermore, a bundle that utilises the relationship as an enabler is a 
haircut bundle, which might include a haircut with an ear and neck shave as well as a 
hair wash and a full face shave. These services are all offered in a barber shop. 
However, the location is not the primary reason for the creation of the bundle.  
However, use does not typically equal consumption for e-services (Hofacker, et al., 
2007). If someone uses an e-service to get a camping permit for Fraser Island, the 
motivation for bundling is probably not the location related to the e-services (i.e. 
Queensland Government website), but rather the location related to the consumption 
of the ‘camping permit service’, i.e. Fraser Island. Thus, the specific facet for 
location is not ‘consumed-at’, but rather ‘related-to’. 
Related to a location 
Co-location as a relationship will also play a major role, if two (or more) services are 
only related to the same location, although they do not necessarily have to be 
consumed there. Thus, a manager might decide to include two services in a bundle as 
their functionalities are aimed for to the same location.  
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For traditional services, this perspective is typically identical to the previous 
perspective, as the relatedness to a location results in the requirement that the service 
needs to be consumed there as well. For example, a ‘city tour through Sydney’ is 
related to the capital of New South Wales as well as its point of consumption. 
However, there are exceptions to the rule. For example, a translation service, which 
translates English documents into German, can be bundled with a currency exchange 
service that converts Australian dollars into Euros. Although both can potentially be 
offered and consumed in different locations, they are related to the same place 
(Germany).  
However, typical examples for the ‘related-to’ perspective mainly focus on e-
services as the location of the service consumption plays an insignificant role for this 
service type. Consequently, for bundling e-services, the co-location relationship 
plays a much bigger role when analysed while applying the ‘related-to’ perspective. 
For example, the service ‘getting a camping permit for Fraser Island’ can be bundled 
with a weather service that informs the service consumer about current weather 
conditions at Fraser Island. 
Provision at a location 
In contrast to bundling services based on related consumption locations, services 
might be bundled if they are provided in related locations. This perspective will only 
be applicable, if service provision and consumption can be decoupled; otherwise, the 
provision and consumption perspective will be identical.  
Thus, on the one hand, for services that do not contain any product elements (e.g. 
teaching, consulting, and nursing) this perspective is not of interest because these 
services are consumed and provided simultaneously. However, if a product gets more 
prominent as part of the service provision, the applicability of this relationship 
increases equally. On the other hand, if services contain peripheral evidence then 
these types of evidence can decouple provision and consumption as well.  
The provision of a tailored suit can potentially be regarded as a service, in which the 
product element is more prominent than the service element (Shostack, 1993). The 
service provision is actually the creation of the unique piece of clothing, which is 
decoupled to a certain extent from the service consumption, which is the usage of the 
suit after it has been paid for. 
For example, a movie theatre offers multiple admission tickets for their shows on any 
specific date. No contract between consumer and provider has been established yet. 
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However, as soon as the consumer purchases the admission ticket (the peripheral 
evidence) the service is provided to the consumer. However, the actual consumption 
can happen later (watching the movie).  
5.3.4.2 Resource 
Overview 
Resources can also be the main driver for bundling services. Especially for bundling 
and reasons economies of scale and scope, this relationship is of relevance. 
Resources comprise everything that is needed to perform and execute the service, 
such as physical objects, knowledge and facilities. Thus, different perspectives on 
resources can be specified, such as ‘resource as input’, ‘research as output’, and 
‘research as target’. As described in Kohlborn et al. (2010c) and Luebeck (2009), 
resources can also have different levels of importance, which can be captured by a 
service description language.  
Resource as input 
Services might be bundled because they require related or the same resources as 
input, either from the service consumer or the provider. Having the same input 
requirements potentially indicates a strong functional relationship between services, 
as each service’s operation utilises the required input to a certain extent. Depending 
on the level of transformation that the input undergoes as part of the service 
execution, it may be sufficient to only provide the input once for the bundle, instead 
of multiple times for each service with the same input requirement. For service 
providers, economies of scale can be exploited if multiple services within a bundle 
require the same input that can be utilised multiple times during the course of the 
bundle’s execution.  
If a consumer needs to provide identification in order for the service to be invoked, 
such as renewing a driver’s license or registering a car, bundling these two services 
will result in the consumer only having to show his/her identification once. 
Eliminating duplicate activities on the service consumer side will positively impact 
on customer satisfaction.  
Resource as output 
Services can also be bundled because they produce the same output, indicating a 
potential substitutability of the services in a bundle. Services might differ with regard 
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to pricing and quality, though. Typically, this type of bundling is done by the 
provider, to present potential customers with a choice of different options.  
A typical example can be found in the logistics domain. In particular, organisations 
that offer transport services for international delivery of parcels, present all related 
services in a bundle (for example on a website) that all have the same outcome, i.e. 
the correct delivery of a parcel from one location to a specified location; they might 
differ, however, in terms of speed of delivery and price.  
Resource as target 
The facet ‘resource as a target’ is similar in nature to the facet ‘related-to’ for the 
‘co-location’ relationship. The resource itself is not an input or output but is targeted 
by the service. Consequently, services can be bundled together that aim at the same 
resource. 
For example, a car insurance service does not require the car either as an input, or as 
an output. However, it ‘targets’ the car as a resource, in a similar way to a service 
related to consulting. Thus, this facet is of particular interest when the service does 
not relate to any physical resources.  
5.3.4.3 Co-occurrence 
Overview 
A co-occurrence relationship exists, if two (or more) services are related with regard 
to temporal availability. In particular, a service description language needs to be 
sufficiently expressive to describe when a service can be consumed and how long 
service consumption takes, as described in Kohlborn et al. (2010c) and Luebeck 
(2009). So, not only anchored points time (occurring only once), but also recurring 
points in time (occurring more than once) can be described (O'Sullivan, 2006). 
As indicated previously, a special relationship exists between special and temporal 
availability due to the nature of service. Thus, for each location, timeframes or re-
occurrence patterns can be defined, to identify services that can be (or need to be) 
consumed concurrently or sequentially. Based on O’Sullivan (2006), this can be 
achieved by specifying temporal intervals, which can either be anchored or recurring. 
By defining, for example, a calendar date, a time, and an offset (related to a time 
zone) as well as the duration, an end date and time can be calculated. Alternatively, a 
start and end date and time can be provided to calculate the duration, or the duration 
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can be deducted from the end date and time to arrive at the starting date and time 
(O'Sullivan, 2006, p. 60). 
5.3.4.4 Event 
Overview 
If services are similar with regard to their relevance to certain incidents or 
occurrences, the ‘event’ relationship can be used to identify and conceptualise 
associated service bundles. Therefore, a service description needs to be sufficiently 
expressive to annotate a list of relevant events to each service, as described in 
Kohlborn et al. (2010c) and Luebeck (2009).  
Events have been of particular interest in the development of OSPs in the 
government domain (Wimmer & Tambouris, 2002). Specifically, the ‘life-event’ 
concept has been created to bundle services around life-events (Gouscos, et al., 
2002). For example, a government might bundle services around the event ‘getting 
married’. The bundle might involve all services that are required from a legal 
perspective (i.e. registration, etc.) as well as complementary services (e.g. license to 
have drinks in the park, etc.). 
5.3.4.5 Consumer 
Overview 
As Kernaghan & Berardi (2001) pointed out, services might be bundled because a 
certain demographic group consumes the contained services together or regard 
certain service to be related. This relationship between services can be captured by 
the ‘consumer’ relationship type.  
As described in Kohlborn et al. (2010c) and Luebeck (2009), a service description 
language needs to cover certain attributes regarding the consumer, such as the 
problem of the consumer or the goal that he or she has in mind prior to service 
consumption. Similarities in these attributes lead to similarities between different 
consumer groups. Additionally, information detailing the ‘consumer’ needs to be 
captured as well. Relevant attributes include, but are not limited to, income, gender, 
date of birth, current address, etc. Additionally, rather domain-specific information 
can be captured as well, such as airline preference, for example. In order to allow for 
aggregating certain values, either simple values can be used or intervals.    
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5.3.4.6 Provider 
Overview 
Similar to the ‘Consumer’ relationship, the ‘Provider’ relationship can be used to 
analyse services with regard to similarities of involved entities (Kohlborn, Luebeck, 
et al., 2010c; Luebeck, 2009). The provider relationship can, therefore, be used to 
analyse services that are offered by certain provider entities. Nonetheless, a 
differentiation can be made within organisations to denote different provider entities 
on a more granular level, such as business units or departments. On the lowest level, 
service providers can be differentiated on an individual level, denoting different roles 
and persons.  
The service description needs to provide the capability to describe relevant attributes 
applicable for service providers and their properties. These attributes can be of a 
similar nature to the attributes used for the service consumer. However, typically the 
provider is an organisation rather than an individual, which is the opposite to the case 
for the ‘consumer’ relationship. Again, simple values or ranges can be used to 
specify the attributes. 
5.3.4.7 Type 
Overview 
The ‘Type’ relationship has been identified to be relevant in the government domain 
where different types of services are to be offered as part of an OSP. In that specific 
context, a differentiation between different service types is feasible. As described 
previously, the Researcher follows Wimmer (2002), who proposes distinguishing 
four different kinds of e-service as relevant in the online domain for e-government, 
namely: information, communication, interaction, and transaction. For traditional 
services, such a distinct differentiation is more difficult. For example, a classification 
can be made into front-office and back-office services (Silvestro, Fitzgerald, 
Johnston, & Voss, 1992) or along the dimensions of customisation and the nature of 
a service (Kelley, Donnelly, & Skinner, 1990), just to name two examples. Others 
suggest positioning services on a continuum based on the level of tangibility and 
intangibility of the service (Gustofsson & Johnson, 2003). The attributes of the 
service description can be flexibly aligned with the classification that is used within 
an organisation.  
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5.3.5 Designing the provider-driven method for service bundling 
The provider-driven method cannot rely on citizen provided information with regard 
to how services should be bundled together. If no information about previous 
consumption patterns, profiles, or similarities to other citizens is available, a 
requirement for utilising methods associated with RS, a provider can only rely on the 
description of services to identify adequate service bundles. The exploration phase 
has suggested seven different relationships with different perspectives, as depicted in 
the previous sections. Similarities of services with regard to these relationships 
indicate relatedness and, consequently, can be identified as belonging to the same 
bundle. Building upon the stepwise approach presented in the previous section, the 
identified bundles then need to be assessed for feasibility by a domain expert.  
As shown in Fig. 13, the provider-driven method for the identification of service 
bundles can be conceptualised as described in the following. As this is still a citizen-
centric method, citizens should be involved in identifying the services that are 
required and of interest and should, therefore, be provided by government. Then, 
three broad steps need to be executed: 
1. The list of services is used as an input for the first activity, namely annotating 
each service with regard to the attributes. 
2. Once each service is annotated, services with similar values with regard to most 
relationships are then grouped together to be shortlisted for potential bundles.  
3. These bundles are then discussed with all involved stakeholders, to decide upon 
their suitability. The final outcome of the method is a set of service bundles that 
should be used to structure the content of the OSP. 
Consequently, the previously presented approach of treating the service bundling 
task as a configuration task is modified slightly, as it is not proposed to apply generic 
relationships first and specific relationships afterwards (i.e. service type), but, 
instead, all relationships are analysed in the same step. 
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Fig. 13: The provider-driven service bundle identification method 
5.3.6 Concluding remarks 
This chapter has positioned the service bundling task, based on relationships and 
service descriptions, as a configuration task. Identified relationships resulting from 
the exploration phase have been further detailed and modelled. From this, the 
provider-driven method for service bundle identification has been proposed and 
described. This provider-driven method will be applied, evaluated and refined during 
the AR cycles.  
5.4 Citizen-driven method for service bundling 
5.4.1 Overview 
Whereas the provider-driven approach primarily utilises attributes of, and 
relationships between, services, the citizen-driven approach instead utilises citizen 
input to derive potential needs wants and demands that can then be targeted with 
appropriate service bundles. Recent focus in participatory design (Maguire, 2001) 
especially, promoted the inclusion of citizens in the service bundle and IA design 
process. Proactive end-user involvement prior to portal launch has also been reported 
within government, but, nonetheless, the current situation has recently been 
described as “far from optimal” (Detlor, Hupfer, & Ruhi, 2010, p. 131), since 
citizens are consulted too late or remain unheard when it comes to website design 
and governance (Detlor, et al., 2010). Similarly, a literature review on all major e-
government outlets identified by Scholl (2009) revealed that the topic of IA 
development for governmental OSPs is not well covered Kohlborn et al (2012).  
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Card sorting is an approach applied to IA design for websites that offers the 
opportunity to focus on the target group’s (e.g., citizens’) terminology rather than 
that of experts (Fincher & Tenenberg, 2005). The card sorting approach has 
previously been mentioned in relation to the interviews conducted with multiple 
leaders in e-government (see chapter 4.2). The use of card sorting has also been 
reported in the literature for involving end-users in the design of government web 
sites (Detlor, et al., 2010). Again, Olmsted-Hawala (2008) presented the use of card 
sorting for the development of the U.S. Census Bureau web site. Both the 
administration of the CSE by researchers, and the subjects’ participation in it, is 
considered comparatively simple, since it does not place special cognitive burdens on 
participants (Fincher & Tenenberg, 2005). Moreover, it can help to elicit semi-tacit 
knowledge which the subject might be unable to articulate otherwise (Fincher & 
Tenenberg, 2005). However, the subsequent analysis of card sorting data represents a 
considerable challenge, as different methods can be used that, for instance, require 
sound statistical knowledge (Fincher & Tenenberg, 2005). The problem is even more 
challenging for the field of government web site design. Although card sorting has 
been considered useful and applied by governments, literature on how to actually 
make sense of card sorting data for this particular domain is very limited.  
In chapter 4.3, a case study was reported based on a commissioned study by SSQ 
concerning the identification of top-level bundles that can be mapped to franchises. 
A common starting point to elicit citizens’ expectations in structuring information 
and services is the utilisation of the card sorting technique. The case study reported 
on the application of a hybrid method of service bundle identification. Bundles were 
identified rather subjectively based on the use of spreadsheets, which aggregated the 
individual card sorting results. In other domains, more rigorous, statistical methods 
have been employed.  
In light of the situation, this chapter will first explicate card sorting and its use in 
more detail, since card sorting is used here as a starting point for deriving a rigorous 
citizen-driven service bundle identification method. Based on the case study and the 
experiences made with the hybrid approach, the analysis will be enriched by 
analysing the raw data of the card sorts with statistical methods. These methods, 
including a reflection on strengths and weaknesses, are described. Then, based on the 
results of the analysis, the new citizen-driven method for service bundle 
identification is conceptualised. 
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5.4.2 Variants of card sorting 
The card sorting method originated from Personal Construct Theory (Kelly, 1955), 
which is founded on the belief that “different people categorize the world differently, 
with enough commonality to let us understand each other but enough differences to 
make us individuals” (Upchurch, Rugg, & Kitchenham, 2001, p. 85). Generally, 
different entities can be sorted, such as pictures (picture sort), physical items (item 
sort) or names (card sort) (Rugg & McGeorge, 2005). Fincher & Tenenberg (2005) 
differentiate between open, closed, and repeated card sorts. Closed card sorting is 
typically used to validate a specific IA, as the structure and names of the bundles are 
provided to the participants, who are then asked to assign a number of cards to the 
given bundles. If cards can be easily assigned, the IA can be regarded as stable. 
Repeated card sorting utilises multiple criteria to be used for categorising cards. 
Thus, participants use a certain criterion in the first round to sort cards; subsequently 
they repeat the exercise with a different criterion, and so forth. As part of open card 
sorts participants are given the cards and asked to create new groupings that makes 
sense to them (Fincher & Tenenberg, 2005).  
5.4.2.1 Data collection 
When conducting CSEs, a major question revolves around the required number of 
participants. Existing studies propose different numbers. Tullis & Wood (2004) 
calculated the correlation coefficient of 168 similarity matrices.  
The relationship between the sample size and the average correlation is a negatively 
increasing function. The increase, however, is not dramatic in sample sizes beyond 
20-30, in comparison to the increase at small sample sizes. The variance is much 
greater for smaller samples. The authors then analysed the similarity of the tree 
structure (as an outcome of a hierarchical cluster analysis) of a small sample size, 
compared to the tree structure derived from all 168 participants and concluded that 
“structures derived from sample sizes above 30 are very similar to that derived from 
the full set of participants” (Tullis & Wood, 2004). The authors propose that 
reasonable structures can be obtained from 20-30 participants. Nielsen (2004) comes 
to the pragmatic recommendation to test only 15 users. “After fifteen users, 
diminishing returns set in and correlations increase very little: testing thirty people 
gives a correlation of .95 – certainly better, but usually not worth twice the money.”  
Another aspect that needs to be considered during the design of a CSE is whether or 
not the sorting should be done individually or in groups. To assure independence 
from any grouping strategies, card sorting should be done individually (Martin & 
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Kidwell, 2001). Ahlstrom & Allendoerfer (2004) argue similarly, as they point out 
that “individual approaches to the information organisation may be lost [if the 
participants worked as a group]”. This major shortcoming of group sorting has also 
been pointed out by Martin (1999): “In a multiple participant situation, participants 
may influence one another’s number of groups or sorting criteria.” However, 
individuals might find it difficult to sort large numbers of items and, therefore, 
provide less usable results (Spencer & Warfel, 2004). Spencer & Warfel (2004) also 
argue in favour of group sorts regarding the richness of information: Individuals 
might need to be prompted to think aloud, whereas members of a groups typically 
engage in discussion to assign items to a category. These discussions can also be 
used to identify different viewpoints, which will need to be taken into account when 
designing an IA (Robertson, 2001). 
In the literature, different numbers can be found for actual number of cards that 
should be provided for sorting. Some authors simply state a number, without 
providing any justification (Ahlstrom & Allendoerfer, 2004; Martin & Kidwell, 
2001); some provide context-specific reasons for having chosen the number of cards 
(Faiks & Hyland, 2000; Hahsler & Simon, 2000; McDonald, Dearholt, Paap, & 
Schvaneveldt, 1986; Nielsen & Sano, 1995); and some provide general 
recommendations (Spencer & Warfel, 2004; Zimmerman & Akerelrea, 2002). 
Spencer & Warfel (2004) argue that fewer than 30 cards is not sufficient for letting 
groupings emerge and more than 100 cards can be tiring for participants. However, 
they also state that they have successfully conducted card sorts with more than 200 
cards. McDonald, et al. (1986) also report successful card sorts with 219 cards. 
Contrastingly, Hahsler & Simon (2000) report that some participants lost patience 
when sorting 120 cards, resulting in partly unusable data. Hannah (2005) concludes 
that the majority of studies use between 50 and 100 cards, but if the participant 
knowledge of a certain domain is high, larger numbers of cards might be feasible.  
During the CSE, software tools can be used to facilitate the recording of results. Here 
participants sort virtual cards by utilising the capabilities of a software tool.9 Some 
tools may also provide data analysis capabilities. However, tools also introduce 
certain constraints that should be taken into account. Possible restrictions may be that 
cards cannot be assigned to multiple categories, or sub-categories cannot be created. 
Additionally, some tools have constraints with regard to the number of cards, 
                                                          
9 E.g., EZSort (http://www.stcsig.org/usability/topics/cardsorting.html), OptimalSort 
(http://www.optimalworkshop.com/optimalsort.htm), uzCardSort 
(http://uzilla.mozdev.org/cardsort.html), WebCAT 
(http://zing.ncsl.nist.gov/WebTools/WebCAT/overview.html), and SynCaps 
(http://www.syntagm.co.uk/design/cardsortintro.shtml), all accessed on 2011-09-09.  
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participants and/or categories. The largest degree of freedom is given by utilising 
traditional paper-based index cards in real-life workshops. The challenge when 
utilising index cards is the ability of the facilitator to provide the context and rules 
for the CSE. 
5.4.2.2 Data analysis 
Once the CSEs have been executed, the data needs to be analysed. Spencer & Warfel 
(2004) argue that “analyzing card sort data is part science, part magic. Analysis can 
be done in two ways: by looking for broad patterns in the data or by using cluster 
analysis software.” Accordingly, the question arises on whether to use statistical 
approaches or to rely on qualitative evaluations. In the following discussion, non-
statistical, statistical, and hybrid approaches are distinguished.  
Non-statistical approaches 
Many practical sources that provide guidance for analysing card sorting data can be 
found. They tend to provide generic advice or explain qualitative approaches. Such 
non-statistical approaches typically are based on the participants’ labels for 
categories or descriptions of the different groupings. The facilitator or another third-
party re-organises the individual groupings and reconciles the results to aggregated 
groupings. In the last step, these groupings are named, based on the different labels 
that have been provided by the participants.  
Robertson (2001), for example, recommends group sorts. Each group represents one 
target audience of the final IA. Once a group has finalised one of the categories, they 
are asked to provide a label. The facilitator then writes down the groupings including 
the name of the group. A mock-up structure is then developed and tested further, 
regarding its usability. Robertson (2001) states that “if a common structure appears 
across a wide range of users, you can be confident that this is the right way to go.” 
Hahsler & Simon (2000) describe a similar process: First the participants are asked to 
provide a label and description for the different groupings. Subsequently, “the 
project team compiles a preliminary navigation structure, a challenging task which 
requires a considerable degree of creativity.” The structure is finally evaluated by 
users, by conducting a survey.  
Similarly, Zimmerman & Akerelrea (2002) let participants label the groupings , 
before all groups are sorted into common piles based on the provided labels. The 
facilitator is then required to identify descriptive titles for the major groups, based on 
the labels provided by the participants. In the last step, the participants are brought 
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back and each card is read to them. They are then asked “under which label or labels 
they would look to find the idea.” 
In the first part of their study, Nielsen & Sano (1995) also utilise a non-statistical 
approach that is later on complemented by a statistical approach. However, in the 
first part they describe how users first have to group piles into larger groups and label 
them accordingly. This is done by working bottom-up in order to expand small 
groups into larger groups “by adding concepts that some users had sorted with most 
of the concepts in the group if the grouping made sense to us.” 
If the number of cards and participants is rather small, patterns in the data might 
emerge by simply putting the results of the CSEs on a big table or white board and 
analysing them from another angle (Spencer & Warfel, 2004).  
The U.S. Department of Health & Human Services advises using notes taken during 
the sessions, including the recording of the participant’s name and cards to find 
commonalities for a less detailed analysis, but leaves it completely open on how to 
conduct such an analysis. For a more detailed analysis, the use of spreadsheets is 
advised (U.S. Department of Health & Human Services, n/a). Other authors also 
simply mention the need to reconcile the results or to identify patterns, after the 
groups have been labelled by the participants, but omit providing any specific 
guidance (Fuccella, 1997; Zimmerman & Akerelrea, 2002). 
Hence, when using non-statistical approaches, the consolidation is typically based on 
subjective decisions regarding the perceived similarity of labels or groupings. 
Hybrid approaches 
Some of the non-statistical approaches refer to the utilisation of spreadsheets to 
record the outcomes of the CSE and to obtain support for deciding on the aggregated 
categorisation of elements. When utilising spreadsheets, typically the analysis starts 
by creating binary matrices for each participant, having the names of the cards on the 
vertical dimension and the chosen labels of the categories on the horizontal 
dimension. Here, the aim is simply to record the outcome of the CSE for each 
participant.  
Once the aggregation or reconciliation of information commences, different levels of 
‘statistical support’ can be exploited by spreadsheets. If spreadsheets are mainly used 
for recording and comparing the results, it is recommended by some authors to 
combine all labels that approximately mean the same, such as ‘About’, ‘About us’, 
‘Information about organisation’, etc. and to tally all the cards that fall under that 
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heading (Anonymous, 2009b). Subsequently, labels have to be identified that are 
similar in text, such as ‘Online resources’, ‘Online help’ etc. and the related 
categories need to be combined. While analysing the chosen labels, dominant 
categories can be identified as well as problem areas or areas of difference. The latter 
types of areas can provide insights into 
• content that is not well understood,  
• content that fits into multiple categories, 
• content that can be reachable through multiple paths, 
• different perspectives on the content by different types of participants (Spencer & 
Warfel, 2004). 
The final decision about what labels to choose for the aggregated categories is very 
much dependent on the person performing the analysis. Thus, the same type of 
subjective bias is introduced when using spreadsheets compared to the situation with 
non-statistical approaches.  
However, spreadsheet approaches can have higher levels of complexity. Lamantia 
(2003), for instance, provides a spreadsheet template that shows which category each 
card appears in, how often a card appears in a category, where cards appear by 
percentage, the number of unique cards in a category, with colour coding to facilitate 
interpretation, as well as summaries of category content. The user only has to paste 
the lists of cards and categories, enter the data and define rules for formatting. The 
author provides a detailed description or tutorial on how to use the spreadsheet, but 
also points out that for an open card sort, categories need to be standardised, which 
he considers to be a “very important but tricky” step. He proposes different steps. 
The first steps include creating an alphabetical list of all categories and deleting all 
prefixes as part of the label to expose the underlying theme. The second step involves 
scanning the list for labels that are similar (either by the root word, word order, or 
meaning) and combining these into one category. Category labels that are synonyms 
for others are combined in the third step. 
Lamantia (2003) stresses that the interpretation of the results of a card sort is largely 
context-specific. In comparison to statistical analysis tools, he admits that “time and 
resource constraints make this a practical alternative for quickly deriving insight 
from the results of this common but usually labour-intensive user research 
technique” (Lamantia, 2003). 
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Statistical approaches 
Two methods, which are instances of multivariate statistics techniques, are typically 
utilised for analysing card sorting data, namely cluster and factor analysis. ”Cluster 
analysis is an accepted form of quantitative analyses for card sorting data” (Hannah, 
2005, p. 51). Cluster analysis, in general, analyses the similarity between different 
elements of a given data set, to assign them to different subsets (or clusters). The idea 
is that elements in one cluster are more similar or related to each other than to 
elements in other clusters (Tan, Steinbach, & Kumar, 2005). Factor analysis is 
another statistical approach to analyse card sorting data. Here, instead of clustering 
cases, variables are ‘clustered’. Specifically, variables are clustered that share the 
same variance or, to put it differently, can be explained by the same underlying 
factor. Factor analysis is used when a latent variable needs to be measured that 
cannot directly be observed.  
Cluster analysis 
Hierarchical cluster techniques can be used for card sorting data, to develop a 
hierarchy of clusters, as described by Martin (1999). This technique can either be 
applied bottom-up (agglomerative) or top-down (divisive). In both cases, some 
measure for similarity or dissimilarity between clusters is needed in order to decide 
which cluster to split or to merge. Hair et al. (2006) differentiate between three 
different measures, namely correlation, distance and association, where the distance 
measure is the most commonly used. Hence, a metric is typically used as a measure 
of ‘distance’ between clusters as well as a linkage criterion. The linkage criterion is 
used to pair-wise analyse different clusters in order to identify the ones that will be 
merged (or split up). For agglomerative hierarchical clustering techniques, the single-
link, complete link, and or average-link are typically used, which stem from a graph-
based view of clusters (Tan, et al., 2005). Single-link identifies the proximity 
between the closest two points that are in different clusters. These two clusters will 
then be merged. Contrastingly, complete-link “takes the proximity between the 
farthest two points in different clusters to be the cluster proximity” (Tan, et al., 
2005). The two clusters with the highest proximity will then be merged. The last 
linkage criterion is a compromise between the complete and single-link, as it 
calculates the cluster proximity based on the average pairwise proximities of all pairs 
of points from different clusters. The two clusters with the closest average proximity 
will then be merged. 
If a prototype view is taken, then a technique called Ward’s method might be more 
appropriate. Here, a cluster is represented by a prototype. The proximity is measured 
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by analysing the squared distance of errors or variance, which Ward’s method tries to 
minimise in order to identify clusters that should be merged.  
The final outcome of the cluster analysis is a dendrogram or tree diagram that 
presents the structure of the hierarchy. However, the National Institute of Standards 
and Technology admits: “While drawing a tree is science, interpreting a tree is an 
art” (National Institute of Standards and Technology, 2002). Then, it has to be 
analysed when two clusters were merged (or divided), as this will tell how similar the 
clusters’ characteristics are and how tight or cohesive the emerging cluster(s) is/are. 
Factor analysis 
Typically, factor analysis is used when a latent variable needs to be measured that 
cannot directly be measured, such as ‘intelligence’, for example. Instead of trying to 
measure ‘intelligence’, facets of ‘intelligence’ might be measure, such as result in an 
IQ test, final grade in high school, number of friends, etc. These facets can be 
analysed with factor analysis in order to identify their explanatory contribution 
towards ‘intelligence’. Using the three facets mentioned above, one outcome of a 
factor analysis might be that ‘number of friends’ has nothing to do with the other two 
facets and might not be a factor that underlies ‘intelligence’. 
Factor analysis has recently also been applied to analyse card sorting data, in order to 
identify underlying factors that influence the categorisation of services (Capra, 2005; 
K. M. Lewis & Hepburn, 2010). “By reducing the data set from a group of 
interrelated variables to a smaller set of factors, factor analysis achieves parsimony 
by explaining the maximum amount of common variance [...] using the smallest 
number of explanatory constructs” (Field, 2009b, p. 629).  
Based on a correlation matrix, which depicts the correlation between each pair of 
variables, one can determine preliminary factors by identifying clusters of large 
correlation coefficients between variables. The original scores can then be plotted 
against the new factor dimensions, which lead to factor loadings and factor scores. 
Factor scores represent how one subject fares on a factor, whereas factor loadings 
show how much one variable correlates with a factor.  
In general, one has to distinguish between confirmatory factor analysis (CFA) and 
exploratory factor analysis (EFA). The former form of factor analysis is typically 
used to test certain hypotheses about structures of latent variables and their 
relationships, whereas the latter form of factor analysis is used to uncover the 
underlying structure of a set of variables without having an articulated theory prior to 
analysing the data. If the results of an EFA should be generalised to the population 
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(participants have been randomly selected and the variables measured constitute the 
population), then Alpha Factoring or the Maximum Likelihood method can be 
applied (Field, 2009b). However, if it is assumed that the sample of participants 
represents the population, so that results cannot be used for extrapolation to other 
samples, principal component analysis or image covariance analysis can be used to 
identify factors (Field, 2009b). The type of analysis is dependent on the way 
commonalities are used. Principal component analysis assumes that the total variance 
can be explained by the factors, whereas factor analysis assumes that error variance 
is present in the data (Rietveld & Van Hout, 1993). Field (2009b) reports that there 
are strong feelings about what method to use. From a theoretical perspective, factor 
analysis is more correct, but also more complicated. However, the solutions 
generated from both methods differ little (Field, 2009b). 
Finally, there are different criteria that can be used to determine the number of 
factors. Cattell (1966) proposed plotting the eigenvalues (Y-axis) against the factors 
with which they are associated. Only factors with high eigenvalues should be 
retained (as they represent high factor loadings). The resulting plot is called a scree 
plot, which typically visualises a couple of factors with relatively high eigenvalues 
and many factors with relatively low values. Cattell (1966) argues that the cut-off 
point for relatively important factors is right at the point of inflexion of the resulting 
curve, which is represented as an elbow as the slope changes significantly. Stevens 
(2002) argues that a scree plot provides a reliable criterion for the selection of the 
factors, if more than 200 participants are part of the sample. However, other criteria 
for factor selection can be used. Kaiser (1960), for example, proposes retaining all 
factors that have an eigenvalue greater than 1, as eigenvalues represent the amount of 
variation explained by a factor and an eigenvalue of 1 represents a substantial 
amount of variation. Jolliffe (1986) argues differently as he sees the Kaiser’s 
criterion as too strict. Instead of an eigenvalue of 1, the author proposes retaining all 
factors with an eigenvalue greater than .7. 
In order to improve the interpretation of the extracted factors, factor rotation can be 
applied. After the extraction, it is possible to calculate the loadings for each variable 
onto these factors. In general, two different types of rotation can be distinguished, 
namely orthogonal and oblique rotation. Applying orthogonal rotation ensures that 
factors remain uncorrelated. By contrast, oblique rotations allow factors to correlate, 
so that the axes are no longer orthogonal to each other. Field (2009b) argues that the 
choice of rotation depends on theoretical reasoning to suppose that the factors should 
be related or independent and about the position of the variables before rotation. 
Pedhazur & Schmelkin (1991) argue in favour of trying out both rotations and 
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analysing the differences in correlation between the extracted factors. If oblique 
rotation is used and the difference is minimal, then orthogonal rotation should be 
used instead. Contrarily, if the oblique rotation results in correlated factors, then the 
orthogonal rotation should consequently be discarded. 
However, “the major assumption in factor analysis is that these algebraic factors 
represent real-world dimensions, the nature of which must be guessed at by 
inspecting which variables have high loads on the same factors” (Field, 2009b). 
5.4.3 Statistical approaches for analysing card sorting data 
As the SSQ study involved 30 participants, 100 cards and resulted in 446 categories, 
simply ‘eyeballing’ the outcomes to identify patterns was not feasible. As the 
application of non-statistical methods was infeasible, the Researcher sought to extend 
the results presented by the contractor, which were based on a hybrid approach, as 
described, through the application of cluster and factor analysis.  
Cluster analysis 
It was decided to exclude from the statistical analysis 4 cases in which not all cards 
had been sorted by the participants (G. C. Moore & Benbasat, 1991). Owing to the 
nature of the variables, binary tables were created that were consolidated and then 
used as input for the statistical analysis. 
One of the traditional assumptions in calculating distance between variables is that 
these variables are continuous in nature (Anderberg, 1973). Consequently, the 
Euclidian distance is typically used for assessing the similarity between variables, as 
this distance measure assumes interval scaled variables. In this case, having 
dichotomous or binary variables, alternative measures were required (Dillon & 
Goldstein, 1984). The underlying idea is that “observations with more similar 
patterns of responses on the variables of interest are seen as closer to one another 
than are those with more disparate response patterns” (Finch, 2005). Numerous 
distance measures for binary variables can be found in the literature (Cheetham & 
Hazel, 1969; Faith, 1983). Choi, Cha, & Tappert (2010) reviewed the literature and 
identified 76 different measures, which had been applied in multiple different 
research fields, such as ethnology (Driver & Kroeber, 1932), biology (Hubalek, 
1982), and chemistry (Willett, Barnard, & Downs, 1998). 
One main differentiation of the measures, and an issue of ongoing debate in the 
literature, is based on the type of binary data or, specifically, the inclusion or 
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exclusion of negative data. Tab. 11 can be used to explain how different 
measurements work. 
 Subject 2 
Subject 1 1 0 
1 a b 
0 c d 
Source: Finch (2005) 
Tab. 11: 2x2 response table  
The rows in the table above represent the presence or absence (1,0) of a set of K 
traits for one observation i. The columns represent the same for a second observation 
j (j does not equal i). Cell a represents the count of the number for the K variables, 
which both subjects have present (e.g. both services are in the same category). Cells 
b and c represent the number of variables where the attribute is present for one 
subject but not for the other subject. Cell d contains the number of variables for 
which neither subject has the attribute present (Finch, 2005). Different measures 
make different use of the available information within these cells.  
For example, the Jaccard coefficient (Sneath, 1957) does not consider cases where 
both attributes are not present: 
𝑎
𝑎 + 𝑏 + 𝑐 
Another coefficient, introduced by Sokal and Michener in 1958 takes the information 
represented by d into special consideration (Sokal & Michener, 1958): 
𝑎 + 𝑑
𝑎 + 𝑏 + 𝑐 + 𝑑 
The latter coefficient is also called the matching coefficient, because it places the 
focus on cases where either both attributes are present or none.  
The main question that needs to be answered before deciding on a specific 
coefficient or measure is if the data is symmetric or asymmetric, or if the two binary 
states are equally important or not. The symmetric type of binary data treats both 
states as equally important (e.g. male/female). However, Sokal and Sneath propose 
that negative matches do not consequently mean that there is any similarity between 
two objects, as a potentially infinite number of attributes is lacking in two objects 
(Sokal & Sneath, 1963). If the positive state is more important than the negative, an 
appropriate coefficient should be used. It should be noted that it is also possible to 
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assign different weights to positive and negative matches (Cha, Tappert, & Yoon, 
2008).  
As the input data consisted of binary matrices for each participant and it was of 
particular interest to analyse the cases where both services were present in a category 
(1), it was decided to use the Jaccard Coefficient of Community to pairwise measure 
the similarity of two elements or cards across all participants, as this coefficient gives 
proportional emphasis on these cases (Faith, 1983). “The Jaccard score is the ratio 
of the commonality between two items to the spread of the two items, or the number 
of categories they have in common (intersection) to the total number of categories 
containing the items (union)” (Capra, 2005). 
It was decided to utilise the agglomerative hierarchical cluster approach, and Ward’s 
method was applied. This choice is mainly based on three factors. Firstly, as Finch 
(2005) points out, the method often performs best at population recovery (Blashfield, 
1976; Overall, Gibson, & Novy, 1993). Secondly, it has been identified as the best 
performing method at cluster extraction when used together with distance measures, 
such as the Jaccard coefficient (Hands & Everitt, 1987). Thirdly, the measure is 
based on the idea that one element represents the centroid of a cluster, which is 
consistent with to the type of data that were analysed. In particular, it was assumed 
that (at least) one service can be regarded as the core service of a cluster against 
which other services are measured. 
Provided with the described input, the first output of the cluster analysis is a 
proximity matrix, which describes how close services are to each other. Based on the 
proximity table, an agglomeration schedule can be calculated, which contains the 
order of merging clusters. Analysing the correlation coefficient, it was decided to 
‘cut’ at 15 clusters and a rescaled coefficient of approximately 11 (the ratio of the 
rescaled distances is, however, the same as the ratio of the original distances 
(Norušis, 2011)). This decision was made on the basis that for all resulting clusters, 
the next merge would result in a significantly higher coefficient.  
The identified bundles are shown in the list below. A shortcoming in using cluster 
analysis is the limited support for cluster labelling. It was decided to align the 
naming with the terms identified during the application of the hybrid approach, 
where applicable, in order to allow for better comparison between the different 
approaches: 
1. Recreation, sports and arts 
2. Going to court 
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3. Homes and housing 
4. Life events 
5. Information for Aboriginal and Torres Strait Islanders 
6. Health and well being 
7. Community Services 
8. Special Services 
9. Your rights, crime and the law 
10. Your local area 
11. About Queensland and its government 
12. Business and industry 
13. Jobs, Employment and Education 
14. Transport and motoring 
15. Environment, land and water 
As examples, the associations of the services to the clusters ‘Homes and housing’ 
(Tab. 12) and ‘Your rights, crime and the law’ (Tab. 13) are depicted. 
 
Cluster 3: Homes and Housing 
Service # Service name Merged at rescaled coefficient: 
7 
7 Housing assistance. 
61 Applying for a bond loan to help you pay your bond on a new 
rental property. 
51 Tenants rights and responsibilities 
43 First home owners grant 
93 Stamp duty calculator to determine how much you pay when 
purchasing a house 
74 The Property and Motor Dealers Act to help you sell your home  
46 Building regulations in Queensland 
64 Property title searches 
Tab. 12: Cluster 3: Homes and housing 
Cluster 9: Your rights, crime and the law 
Service # Service name Merged at rescaled coefficient:5 
38 Information regarding assigning power of attorney 
41 Consumer refund rights 
18 Rights to information - freedom of information. 
71 Immigrating to Queensland from overseas 
Tab. 13: Cluster 9: Your rights, crime and the law 
 
 
131 
 
Factor analysis  
The raw data (446 categories and 100 services) was utilised to conduct a factor 
analysis. This approach provides a means of finding the factors or reasons behind 
service bundling from a citizen perspective. Thus, the Researcher also aimed at 
identifying specific relationships that could be utilised by the conceptualised 
approach as part of the previous chapter. It was decided to apply the principal 
component analysis (PCA), as the sample was considered to be representative of the 
population. In order to check if the data is appropriate for such an analysis, the 
Kayser-Meyer-Olkin (KMO) Measure of Sampling Adequacy (please refer to Tab. 
14) was applied, which showed a value of .752 in this case. Field (2009b), referring 
to Hutcheson & Sofroniou (1999), states that values above .9 are superb; values 
between .8 and .9 are great; values between .7 and .8 are good, and values between .5 
and .7 are mediocre. Kaiser (1974) recommends a minimum of .5. Bartlett’s Test of 
Sphericity was also conducted in order to test if there are any relationships at all in 
the correlation matrix or if the matrix is an identity matrix (in an identity matrix all 
correlation coefficients would be zero). For the data at hand, Barlett’s Test gives a 
highly significant result, which is below .001. In conclusion, the data seemed 
appropriate for this kind of statistical analysis.  
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .752 
Bartlett's Test of 
Sphericity 
Approx. Chi-Square 34500.985 
df 4950 
Sig. .000 
Tab. 14: KMO and Bartlett’s Test for sampling adequacy 
For the actual calculation, it was decided to keep all factors in which eigenvalues 
were greater than 1 (Kaiser’s criterion). This constraint resulted in 25 factors, which 
together explain 74.141% of the variance in the data. This means that the remaining 
75 factors explain the remaining 25.859% of the variance.  
Furthermore, the communalities before and after the extraction of the factors were 
analysed. As previously explained, initially PCA assumes a shared variance of 1, 
which means that all variance can be explained by the factors. By constraining the 
number of factors, some factors are discarded and some information consequently 
lost. The communalities after extraction are represented by the variance of the 
variables that can be explained by the remaining factors. In this case, the remaining 
communalities extend from .973 to .429. 
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The oblique rotation algorithm was applied to these 25 factors in order to identify 
clearer factor loadings. This is based on the decision to explore the data without 
knowing whether certain factors are related in a specific way. Having analysed the 
structure and pattern matrix, the Component Correlation Matrix has also been 
analysed in order to inspect the correlation coefficients between the factors. 19 
correlations coefficients are higher than .1 including 4 higher than .2 and even 2 
higher than .3. As these correlations exist, it can be concluded that orthogonal 
rotation would not be appropriate for the data at hand. If all factors were independent 
from one another, the Component Correlation Matrix would be an identity matrix. 
All 25 factors with a factor loading greater than .4 are listed below.  
1. Environment 
2. Transport 
3. Businesses 
4. Legal rights and information 
5. Governmental information 
6. Housing regulations 
7. Recreation 
8. Jobs and education 
9. Information for Aboriginal people 
10. Life events 
11. Social services 
12. Employment 
13. Environment 
14. Health 
15. Sports 
16. Tools 
17. Children 
18. Housing support 
19. Services of cultural institutions 
20. Safety at home 
21. Transport information 
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22. Coming from overseas 
23. Your legal rights 
24. Activities in national parks 
25. Special services 
As examples, the factors ‘Housing regulations’ (Tab. 15) and ‘Your rights, crime and 
the law’ (Tab. 16) are tabulated below. In addition to the factor loadings, the tables 
also provide information about the cluster association, as it had resulted from the 
hierarchical cluster analysis. 
Factor 4: Your rights, crime and the law  
Service # Service name Factor loading Cluster # 
34 Your rights if you are 
arrested. 
.918 2 
39 What to do if you receive 
a letter for Jury Duty 
.886 2 
37 Going to court as a 
witness 
.870 2 
57 Information for prisoners 
and their families. 
.857 2 
27 Getting legal advice & 
representation. 
.741 2 
36 Support for victims of 
crime. 
.680 7 
48 Neighbourhood watch & 
reducing crime in your 
local area. 
.401 10 
38 Information regarding 
assigning power of 
attorney 
.551 9 
Tab. 15: Factor 4: Your rights, crime and the law 
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Factor 6: Housing regulations  
Service # Service name Factor loading Cluster # 
93 Stamp duty calculator to 
determine how much you 
pay when purchasing a 
house 
.888 3 
43 First home owners grant .883 3 
74 The Property and Motor 
Dealers Act to help you 
sell your home 
.834 3 
64 Property title searches .742 3 
46 Building regulations in 
Queensland 
.446 3 
61 Applying for a bond loan 
to help you pay your bond 
on a new rental property. 
.407 3 
7 Housing assistance. .412 3 
51 Tenants rights and 
responsibilities 
.410 3 
Tab. 16: Factor 6: Homes and housing 
5.4.4 Discussion 
Based on the description and application of the different approaches to analysing 
card sorting data, their strengths, weaknesses and applicability in specific situations 
are discussed in this section. The section concludes by providing a framework for 
practitioners to support the decision on which analysis technique to choose.  
5.4.4.1 Evaluating non-statistical approaches 
From analysing the usability of qualitative approaches, the Researcher concludes that 
they are very valuable where: the number of items to sort, the number of categories 
created, and the number of participants are manageable. Of course, it is difficult to 
postulate exact numbers, but as a rule of thumb: If the cards and categories do not fit 
on a whiteboard, qualitative approaches become difficult to execute, as one has to see 
the big picture to identify patterns.  
This proposition can also be found in the literature. Fuccella & Pizzolato (1998) 
opted for a qualitative approach ”due to low numbers of participants”. In their 
studies they mention 5-10 participants. Ahlstrom and Allendoerfer (2004) also 
mention small sample sizes as one of the primary reasons that qualitative methods 
can be more valuable than quantitative approaches, as the latter require a sufficiently 
large sample size. Further advantages mentioned by the authors are the 
straightforward execution of qualitative approaches, as they do not require any 
software tools, as well as the enhanced understandability by audiences that are ”not 
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experienced at interpreting multivariate statistics.” Faiks & Hylund (2000) agree 
that as long as the CSEs are not too extensive or complex, results can be gathered by 
”eyeballing” the data. Also, Spencer & Warfel (2004) support the proposition by 
stating: ”When performing analysis on a small number of cards, you may be able to 
see patterns by simply laying the groups out on a table.” Nielsen & Sano (1995) 
admit that the “subjective interpretation of the data is dubious if the objective ‘truth’ 
is desired, but in our case we were after a coherent design [...].” Martin (1999) 
points out the subjectivity of qualitative methods and argues: ”This method, if it were 
ever manageable, becomes unwieldy very quickly with the inclusion of more than a 
handful of topics or users.” 
The drawback in utilising qualitative methods lies in the potential bias based on 
subjectivity when identifying an aggregated solution or ’standardised categories’. If 
the numbers become too large (items, participants, categories), qualitative methods 
become resource intensive and ”extremely tedious” (Ahlstrom & Allendoerfer, 
2004). Kidwell & Martin (2001) also point out that bias can be introduced by the 
observer, when manually searching through the sorted card sets as outcomes of the 
CSEs, as s/he will recognize patterns more readily if they confirm his/her prior 
notions instead of ”less familiar mental constructs”. Additionally, qualitative 
methods examine the relationship of items to categories rather than items to other 
items (Ahlstrom & Allendoerfer, 2004). 
5.4.4.2 Evaluating hybrid approaches 
The use of spreadsheets for analysing card sorting data is widely popular amongst 
practitioners, as they are relatively easy to use and templates are freely available on 
the Internet, including instructions. Notably, a hybrid approach had been chosen by 
the contractor of SSQ to analyse the outcomes of the CSEs.  
Spreadsheets should be chosen initially to record the outcomes of the CSEs, to easily 
backup and save the results. As described above, one can then conduct preliminary 
statistical analysis of the data. Typically, the required knowledge of Excel or 
statistics is fairly limited, as all macros are already provided. Only the raw data needs 
to be copied into the spreadsheet, which will then calculate the specified measures. 
Some of these measures are very helpful in finding patterns in the data and in 
identifying problem areas. However, care should be taken to understand and interpret 
the measures correctly.  
Although spreadsheet templates are relatively easy to use, they are also prone to 
crash if any of the provided macros or functions are changed. It should be noted that 
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spreadsheets may come with certain limitations regarding sample size, etc., which 
necessitates making certain modifications to the initial template and, in turn, 
requires, a high level of literacy with regard to analysing spreadsheets.  
Moreover, participants in a CSE will typically label their categories differently and it 
is up to the person doing the analysis to decide what categories are the same, so that 
they can be merged. This activity is most commonly referred to as ‘standardising 
categories’. Although some guidelines are provided as part of most introductions on 
how to use the respective spreadsheet, this activity will lead to the inclusion of 
subjective bias.  
Thus, the Researcher recommends conducting the standardisation of the categories 
separately, with at least two coders, in order to have some reliability about the 
suitability of merged categories. Overall, the Researcher argues that spreadsheets are 
essential to record and store the outcome of the CSEs. Additionally, some useful 
statistical measures are available to analyse the relation of one card to a category. 
However, the means for establishing relationships between cards are typically not 
readily provided by spreadsheets.  
5.4.4.3 Evaluating statistical approaches 
Although one would expect to be able to identify numerous publications that value or 
discredit the use of quantitative methods, these are scarce in this context (Hannah, 
2005). Martin & Kidwell (2001, p. 58) just state that ”a more objective method of 
analysing card sorting data is cluster analysis [...] cluster analysis can reveal an 
aggregate representations of users’ internal models of the relatedness of data 
items.” As part of a case study described by Spencer (2007b), she states that “we find 
it [cluster analysis] extremely useful when analysing data from a large numbers of 
participants, as it can reveal patterns that would be undetectable if you were to sift 
through each participants’ data manually.” 
However, cluster analysis also has certain shortcomings. Hinkle (2008), for example, 
points out that “because hierarchical cluster analysis operates under the assumption 
of exclusive group membership, it is not possible to enter dual placement of items as 
part of the data. This requires that one keeps track of the dual placements by hand 
and incorporate this information when interpreting the results.” Tan et al. (2005) 
point out general issues with hierarchical clustering approaches. In particular, there is 
a lack of a global objective function. After each merging or division of clusters, the 
algorithm will locally decide what clusters are next to merge or divide. However, it 
can be shown that the general clustering problem for an objective function such as 
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minimise SSE [sum of squared errors] is computationally infeasible (Hair, et al., 
2006). The local optimisation criterion also results in the fact that merging decisions 
are final. Once a decision has been made to merge or split up clusters, one cannot go 
back later on and undo the action. However, the authors conclude their discussion 
about hierarchical clustering approaches by stating that “such algorithms are 
typically used because the underlying application, e.g. creation of a taxonomy, 
requires a hierarchy” (Hair, et al., 2006, p. 526), which is exactly the objective when 
analysing the outcomes of CSEs. For cluster analysis it is important to understand the 
raw data and the reason for clustering. In particular, the distance or similarity 
measure as well as the linkage criterion need to be understood sufficiently to make 
the right choices. Another limitation of cluster analysis concerns the stability of its 
output. If certain cases are dropped, the agglomeration schedule, for example, can 
look very different afterwards. Thus, the outcome of the cluster analysis is very much 
dependent on the input (Tan, et al., 2005). Furthermore, a sensible decision on how 
many clusters should be retained cannot be automated. It remains within the sphere 
of control of the domain expert to make sense of the data.  
In contrast to clustering, factor analysis allows for multiple card placements as well 
as for the creation of subcategories. While creating the binary table as the foundation 
for calculating the correlation matrix, each parent category will be marked with a 1, 
as well as the final subcategory. Thus, a subcategory will correlate highly with its 
parent categories. However, factor analysis is even more complex than cluster 
analysis for the layman, as the final outcome is not a nicely visualised dendrogram, 
but a table full of figures. Nevertheless, factor analysis works well with certain 
constraints, for example the size of the sample.  
Both cluster and factor analysis require the user to understand the method and the 
data. If one of those two parts is not fully understood, then the analysis and the final 
results will be questionable. In particular, for factor analysis, the user needs to 
understand the different methods (principal component analysis, for example) and 
their implications, as well as the data, in order to be able to decide what kind of 
rotation algorithms should be applied. Both methods also still require labelling of the 
resulting clusters/factors. Thus, a certain degree of subjectivity, in terms of labelling 
is still introduced. However, the choice of labelling will not result in assigning 
certain services to other clusters/factors. 
5.4.5 Comparison  
In the following, the strengths and weaknesses of the previously discussed methods 
are summarised. It is hoped that these insights can be used by practitioners to support 
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the decision on what analysis technique to choose when analysing card sorting data. 
Tab. 17 lists the three approaches described and analysed previously and compares 
them based on six different criteria that were identified during this study. These 
criteria are likely to be relevant for someone deciding on what analysis technique to 
choose. The scale of each criterion is based on a Likert scale (Likert, 1932) having 5 
different values (very low, low, medium, high, very high). 
 
Approach/ 
Criteria 
Subjectivity # of 
participants 
# of 
cards 
Required 
domain 
knowledge 
Required 
statistical 
knowledge 
Data 
constraints 
Non-
statistical 
approaches 
Very high Low Low High Very low Very low 
Hybrid 
approaches 
High Low-High Low-
High 
Medium Low Very low 
Statistical 
approaches 
Low High High Medium Very high High 
Tab. 17: Comparison of statistical analysis approaches for card sorting analysis 
The first criterion, subjectivity, describes the likelihood of the user inserting 
subjective bias into the analysis. Non-statistical approaches are very prone to this 
kind of bias as there is no tool or support for identifying suitable bundles. For hybrid 
approaches, the likelihood is still high, as the identified patterns are dependent on the 
individual user. The likelihood decreases if multiple coders are used. For statistical 
approaches, the likelihood can be considered to be low, as the only subjective input 
present is the labelling of resulting clusters or factors.  
As for the second and third criteria, the number of participants and number of cards 
have to be relatively low to apply non-statistical approaches. Otherwise, it is just not 
manageable to identify patterns without tool support. For hybrid approaches, the 
number of cards and participants is not very important as they can handle almost any 
number. Statistical approaches typically require high numbers of cards and 
participants to lead to reliable results.  
The domain knowledge required is relatively high when non-statistical approaches 
are utilised. This is because the analyst has no statistical support whatsoever and 
relies on his personal analytical competence. So, each decision is made based on 
manually screening the cards and applying individual domain knowledge. For hybrid 
approaches and statistical approaches, the required domain knowledge is a bit less, 
based on the statistical support that is typically provided by accompanying tools. 
However, one cannot, and should not, solely rely on the figures that result from these 
approaches, as they can be misleading. A sufficient understanding of the domain to 
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understand the most probable reasons why participants have put certain cards in the 
same bundle, is generally helpful for the meaningful interpretation of card sorting 
data.  
Considering methodological knowledge, statistical approaches should only be 
utilised when the method itself, as well as its foundation, is well understood. 
Statistical approaches can be used by anyone, but in order to derive meaningful and 
reliable results, the statistical knowledge needs to be very high. Some choices need to 
be made during the statistical analysis that can only been done where the subject 
matter is understood (e.g. what kind of rotation to use, what kind of similarity 
coefficient, etc.). For hybrid approaches, the required statistical knowledge is quite 
low, as all measures are provided in the template and are explained as part of the 
instructions. Only in cases where new measures need to be added, is sound statistical 
knowledge required. For non-statistical approaches, as the name suggests, no 
statistical knowledge is required.  
As already indicated, for non-statistical as well as hybrid approaches there are no 
minimal requirements in terms of data or numbers of card or participants. This is 
different for statistical approaches. In particular, for factor analysis certain thresholds 
need to be achieved in order to conduct a meaningful factor analysis in the first 
place.  
On the basis of this analysis of three different types of approaches that can be used to 
analyse card sorting data, it can be seen that the decision in favour of one of the 
approaches needs to be based on the specific situation and requirements. In general, 
the Researcher would suggest utilising all three approaches, if possible, in order to 
make use of their complementarities. Of course, non-statistical approaches can only 
be used if numbers of cards and participants are manageable, but hybrid and 
statistical approaches can complement each other relatively well. As the results of the 
CSEs need to be brought into a digital format, anyway, to conduct tool-supported 
statistical analyses, one could already utilise spreadsheet templates to record the 
outcomes initially. The interpretation of the measures provided by such spreadsheets 
is relatively easy, based on the provided instructions. Having the data in the 
spreadsheet, import functionalities of statistical tools can be exploited to bring the 
data into a suitable format. Subsequently, if the constraints and requirements are met, 
the statistical analysis can proceed.  
Hybrid approaches focus primarily on the relation between cards and categories 
(either provided a-priori or labelled by the participants), but miss out on analysing 
the relationships between the cards themselves (e.g. how similar are certain public 
 140 
 
services?). Cluster analysis addresses this issue by analysing similarities or 
proximities between the cards, but provides no measure for analysing why certain 
clusters should exist in the first place. Factor analysis tries to uncover these 
underlying reasons or factors, based on the data. Owing to the nature of the study, the 
outcomes of the CSEs were analysed to identify potential relationships between 
services.  
5.4.6 Designing the citizen-driven method for service bundling 
As the name suggests, a citizen-driven method for service bundle identification 
should exclude any subjective bias induced by the provider (i.e. QG) when analysing 
and interpreting the card sorting data. Based on Tab. 17, statistical approaches 
introduce only limited bias through the interpretation of the data and are, therefore, 
predestined to be utilised as part of the method. 
The method can be conceptualised as follows: The required input for the 
identification of service bundles are individual card sorts, as explained in the 
previous section. With regard to the required number of participants, it is 
recommended to invite at least 30 representative participants of the target audience to 
the CSE. The following three broad steps then should be executed. 
1. The individual card sorts are digitised using spreadsheets and used as input for 
the statistical analysis. Different tools can be used to support this step, such as 
SPSS or R.  
2. For the cluster analysis, the Jaccard coefficient has been utilised in previous 
studies and produced acceptable results. Ward’s method, as the hierarchical 
clustering algorithm, performed equally well. Thus, both should be used in the 
statistical analysis utilising cluster analysis. Cluster analysis can be effectively 
complemented by factor analysis. Again, the Jaccard coefficient should be used 
to calculate similarities. For factor extraction, Kaiser’s criterion can be used, as 
well as Direct Oblimin rotation, due to unknown interrelationships between the 
factors.  
3. The outcomes of both analyses need then to be discussed and modified in a 
workshop involving domain expters, though, as the final decisions about the 
number and type of service bundles cannot be made by the statistical tool.  
The method is visualised in Fig. 14. 
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Fig. 14: The citizen-driven service bundle identification method 
5.4.7 Concluding remarks 
This chapter described the application of different approaches for analysing card 
sorting data. The approaches were illustrated by means of real-life results from a 
study conducted in the e-government domain. After stating the background, problem 
and objective of the chapter, the card sorting technique was explained and possible 
approaches for analysing the resulting data were explored in detail. The case of SSQ 
was introduced, involving an initiative to introduce an OSP. The Researcher 
illustrated how the different approaches were utilised in this case organisation. Then, 
strengths and weaknesses of each approach were described and analysed in order to 
be able to compare the approaches. The section concluded with a discussion of 
potential benefits of a combined application of multiple approaches in sequential or 
simultaneous manner.  
Finally, the citizen-driven method for service bundle identification has been 
conceptualised, based on the literature review, insights gained during the case study, 
and experience from the application of the statistical methods for analysing card 
sorting data. This method presents one artefact, which has been employed and 
evaluated as part of the AR cycles.  
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5.5 Designing the perceived service bundle quality model 
5.5.1 Overview 
One of the aims of this study is to develop an artefact that can be utilised to assess 
the perceived quality of service bundles relevant to e-services on OSPs in the public 
sector. In the last 10 years, many studies have been published claiming to measure 
quality, but they are either too fuzzy with regard to the construct conceptualisation 
and definition, or they are only applied in a very specific context. Instead of trying to 
solve the overarching problem of measuring quality in the public sector for all e-
services (e.g. web sites, portals, applications that use the Internet, etc.), this study 
focuses on a very specific aspect that can be solved and that points out ways of 
applying the instrument in other contexts. 
In order to develop a standardised model for PSBQ, two phases need to be 
considered (K. D. Mackenzie & House, 1978). The first phase, or exploration phase, 
addresses the development of the hypothesised dimensions, while the second phase, 
or confirmation phase, focuses on the testing and validation of the dimensions 
empirically. The dimension development needs to be based on a consultation of the 
current body of knowledge. Thereby, the dimensions and the domain of the construct 
can be specified in a complete manner (Churchill, 1979). 
Lewis et al (2005) define three stages of construct development in IS research, 
extending the approach proposed by Churchill (1979). The first stage focuses on the 
establishment of the domain of the construct. The second stage focuses on the 
development of the instrument, including the conduct of a pre-test and pilot test. 
Finally, in the last stage, actual data is collected through the administration of the 
instrument to a sample population. Exploratory and confirmatory assessment then 
needs to be performed to validate the overall instrument. Thus, stage one and two as 
depicted by Lewis, et al. relate to the first phase as outlined by Mackenzie & House, 
whereas stage three relates to the second phase. The remainder of this chapter 
focuses on the first stage.  
5.5.2 Theoretical underpinnings 
5.5.2.1 Overview 
As reported by Tate & Evermann (2009), the development of theories in the IS 
discipline has recently been questioned by Seddon & Lyytinen (2008) with regard to 
usable IS theories of user perceptions and attitudes towards technology. Similarly, 
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Benbasat & Barki (2008) have challenged the cumulative research tradition on user 
perceptions and attitudes towards technology (Tate & Evermann, 2009). Building on 
these sentiments, Tate & Everman (2009) argue that theories of user attitudes 
towards technologies should explain not only how perceptions, but also how attitudes 
towards technological artefacts are formed “in sufficient detail to be salient for 
practice” (Tate & Evermann, 2009, p. 4). Furthermore, they argue that theory 
formation should be directed at specific technologies in specific contexts, focussing 
on “usefulness, accuracy, and salience to practice rather than the pursuit of 
theoretical parsimony and generalisability” (Tate & Evermann, 2009, p. 4). 
As this study set out to derive a theory of explanation and prediction regarding 
PSBQ, relevant theories in this context are described and reflected upon, as described 
by Tate (2010). Their impact upon the PSBQ model is described accordingly. 
Significantly, theory will be specific to the context of explaining and predicting the 
quality of service bundles for OSPs in the government domain. It is hoped that the 
theory can be used to derive normative strategies for practice to improve service 
bundles and, consequently, to increase customer satisfaction.  
Relevant theories that underpin this theory building process can be found in two 
research domains, namely IS and Service Marketing. Both will be analysed, below. 
5.5.2.2 Theory of Affordances 
The Theory of Affordances was first formulated by Gibson (1977), who argued that 
things in the environment possess inherent ‘values’ and ‘meaning’, which can be 
directly perceived. The perception of these values can be linked to possible actions 
that are offered by the environment. Thus, an affordance can be described as what is 
allowed by an object in an environment. A chair, for example, possesses certain 
physical affordances: typically, it is used by humans to sit on; sometimes, humans 
stand on it, for example to change light bulbs; seldom (hopefully), it is used as a 
weapon; but it is never used as a toothpick, which, consequently, is not an affordance 
of the chair. This notion of affordances has been applied in different fields, such as 
Ecological Psychology (Warren, 1984), Robotics (Duchon, Kaelbling, & Warren, 
1998), and Human-Computer Interaction and Design (Gaver, 1991; Norman, 1999). 
The latter is of special interest in the area of IS and e-services. 
As Tate (2010) points out, humans delivering traditional services can almost be 
infinitely adaptive. A service might be adapted at ‘run-time’ or extended or modified. 
For example, while getting a haircut, one could ask the hairdresser about the closest 
shopping mall. These kinds of ‘changes’ are not possible with e-services, which are 
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essentially IS, and programmed to perform a specific task. Thus, affordance theory is 
especially applicable in the area of electronic service delivery to “frame the 
differences between software and human agents” (Tate, 2010, p. 73). 
Hartson (2003) synthesises the terminology and extends different types of 
affordances proposed by McGrenere & Ho (2000), Gibson (1977), Norman (1999), 
and Gaver (1991). Furthermore, he describes their applicability in IS. In particular, 
he differentiates four types of affordances, namely physical affordance, cognitive 
affordance, sensory affordance, and functional affordance.  
“A physical affordance is a design feature that helps, aids, supports, facilitates, or 
enables physically doing something” (Hartson, 2003, p. 319). In designing an 
interface for a software tool, physical affordance relates to adequate size and location 
of a button as part of the interface, for example. 
“A cognitive affordance is a design feature that helps, aids, supports, facilitates, or 
enables thinking and/or knowing about something” (Hartson, 2003, p. 319). With 
regard to the interface design, the labels of the buttons should be easy to understand, 
as part of the underlying functionality. If that is the case, the button label is a 
cognitive affordance feature.  
“A sensory affordance is a design feature that helps, aids, supports, facilitates, or 
enables the user in sensing (e.g., seeing, hearing, feeling) something” (Hartson, 
2003, p. 322). Sensory affordance has a supporting role as “users must be able to 
sense cognitive affordances and physical affordance in order for them to aid to the 
user’s cognitive and physical actions” (Hartson, 2003, p. 322). 
Whereas a physical affordance gives access to functionality, the purpose of the 
physical affordance used to access it is termed ‘functional affordance’ (Hartson, 
2003, p. 321). Therefore, functional affordances relate to the purpose or objectives of 
objects in the environment. McGrenere & Ho (2000) point out that purposeful action 
is in fact a component of physical affordance, which substantiates the two-folded 
concepts of usability and usefulness (Landauer, 1995). “Usefulness stems from the 
utility of functional outcomes of user actions. In contrast, usability stems from the 
effectiveness of cognitive affordances for understanding how to use physical 
affordances, from the physical ease of using the physical affordances, and from the 
sensing of these via sensory affordances” (Hartson, 2003, p. 321 f.). 
Applying affordance theory to this research context allows for identifying aspects of 
service bundles as perceived by the users that are antecedents to the formation of 
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attitudes and perceptions. Therefore, the theory that explains the quality of service 
bundles will only be generalisable to other artefacts that have the same set of 
affordances. If affordances change, associated theories must change accordingly 
(Tate & Evermann, 2009). 
5.5.2.3 Theory of Reasoned Action 
The causal chain towards behavioural intentions 
The Theory of Reasoned Actions (TRA) (Fishbein & Ajzen, 1975) specifies the 
relationships between beliefs, attitudes, intentions, and behaviours. In particular, 
TRA theorises that a person’s voluntary behaviour can be predicted by the attitude 
toward that behaviour and the beliefs about what other people would think if they 
saw the person performing the behaviour. Thus, subjective norms, together with the 
person’s attitude towards the behaviour form behavioural intention.  
Fishbein & Ajzen (1975) also depict the formation of beliefs, as visualised in a 
simplified form in Fig. 15 
 
Source: Adapted from Tate (2010), based on Fishbein & Ajzen(1975) 
Fig. 15: Beliefs, attitudes, intentions, and behaviours  
A belief, which relates to cognition, represents the knowledge, opinions, and 
thoughts about an object. In particular, a belief relates an object, such as a service 
bundle, to some attribute, such as a property or characteristic. Attitude, which relates 
to affect, refers to the evaluation of some object, whereas behavioural intentions, 
which relate to conation, are formed by beliefs and attitudes (Fishbein & Ajzen, 
1975).  
Tate (2010) utilises TRA to reason about the conceptualisation of perceived online 
service quality, which will be adapted for this study. Therefore, in the following, it 
will be described how beliefs and attitudes, as part of TRA, can be used to 
conceptualise PSBQ, based on Tate (2010) and Fishbein & Ajzen (1975). 
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Beliefs at the core of PSBQ 
Beliefs form the foundation for the development of attitudes, intentions, and 
behaviours. Typically, two different types of beliefs can be differentiated. On the one 
hand, descriptive beliefs about an object are formed from direct observations and are, 
therefore, typically held with maximum certainty. For example, if I see that a baby is 
crying, I will believe that the baby is crying. On the other hand, inferential beliefs go 
beyond direct observations and can either be built upon other inferential beliefs, or 
be built upon descriptive beliefs. For example, if I see that a baby is crying, I will 
believe that the baby is hungry. However, these two different types of beliefs are not 
mutually exclusive. “At the descriptive end of the continuum, a person’s beliefs are 
directly tied to the stimulus, and at the inferential end, beliefs are formed on the 
basis of these stimuli as well as the residues of the person’s past experiences; the 
continuum may be seen as involving [a range from] maximal to minimal use of such 
past experiential residues” (Fishbein & Ajzen, 1975, p. 133). 
Descriptive and inferential beliefs are typically not distinguished in IS theories. Tate 
& Everman (2009) argue convincingly that, on the one hand, inferential beliefs are 
more generalised than descriptive beliefs, and, on the other hand, inferential beliefs 
tend to accumulate over time and with experience. With regard to the first argument, 
the authors state that navigability of a website is a rather descriptive belief that is 
probably well correlated with objective features such as the number of clicks etc. 
Whether a website is easy to use, is, however, a more inferential belief, as it might 
depend on other characteristics than navigability and is, consequently, more generic. 
The perceived degree of ‘Ease of Use’ can be sought for a coffee machine as well as 
for a web browser, although both most likely have different antecedents. As a logical 
consequence, it remains to be concluded that solely measuring inferential beliefs is 
not sufficient to provide clues for designing any of these technologies (Tate & 
Evermann, 2009). With regard to the second argument, let us imagine two users who 
intend to buy a book at an online bookshop. Although both will likely have similar 
descriptive beliefs with regard to the privacy and security features of the site, which 
can be considered as antecedents to trust in electronic commerce (Pittayachawan, 
Singh, & Corbitt, 2008), one user will most likely have a lower degree of trust in the 
website itself, if he or she has experienced credit card fraud in the past when trying to 
buy a book (Tate & Evermann, 2009). Consequently, measuring inferential beliefs is 
less reliable because of unmeasured causes. Tate & Everman (2009) postulate that 
descriptive beliefs need to be separated from inferential beliefs and attitudes. 
The scope and level of generalisability of these beliefs is referred to as ‘conceptual 
inclusiveness’ (Blalock, 1982). “The greater the inclusiveness and scope [of 
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indicators] the less likely that those indicators that are common to a diversity of 
actors and settings will also be identical or equivalent indicators across the full 
range of applicability of the concept” (Blalock, 1982, p. 74). In other words, forming 
beliefs about highly generalised constructs requires a greater degree of inference, so 
“that a greater proportion of the belief will be based on a person’s individual 
context and prior experience” (Tate, 2010, p. 88).  
Following this line of argumentation, Tate (2010) and Tate & Everman (2009) 
propose the following principles and heuristics, ones that are supported by the 
Researcher:  
• Relevant descriptive beliefs about an artefact should be derived from functional 
affordances of the artefact and used to develop descriptive beliefs in the theory 
• Perception measures (descriptive beliefs) can be precise, but are potentially not 
highly generalisable beyond artefacts of similar type with similar affordances. 
Henceforth, measuring perceptions about an artefact are rather specific to that 
artefact and might not be highly generalisable to other artefacts or other domains. 
• Attitude is caused by descriptive beliefs plus previous inferences based on 
knowledge and past experiences.  
• Perceptions are separate to attitudes, but cause the latter. Thus, if a theory is to 
explain the formation of affect towards an artefact, measures of perceptions 
should be separated from measures of affect and relevant causal links should be 
hypothesised. “In practice, this will result in a greater number of hypothesised 
variables, as many individual indicators are more correctly conceptualised as 
concepts representing descriptive beliefs (perceptions)” (Tate, 2010, p. 91). 
• Attitudes are more generalised and conceptually inclusive than perceptions, but 
are less reliable since there are more unmeasured causes. Attitudes (caused by 
beliefs) might be applied to classes of objects as well as to the object itself. 
These principles will be revisited during the theory conceptualisation process. 
5.5.2.4 Expectation Confirmation Theory 
Service Marketing theories with regard to assessing service quality as well as IS 
theories regarding predicting continued use of IT draw on the Expectation 
Confirmation Theory (ECT) (Oliver, 1977, 1980). The theory posits that expectations 
and perceived performance lead to satisfaction. The effect is mediated though 
positive or negative disconfirmation, as the difference between expected 
performance and perceived performance. Positive disconfirmation will result in post-
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purchase satisfaction, whereas negative disconfirmation will result in dissatisfaction 
(Tate, 2010).  
Consequently, before even purchasing a service the consumer has a certain 
expectation of a service, possibly through marketing activities or through word of 
mouth. Once the consumer has purchased the service and used it, they form a 
perception about the performance service. The performance is then compared to the 
expectation, which either leads to satisfaction or dissatisfaction. Hence, the overall 
attitude towards the service, based on the comparison between expectation and actual 
performance, is adjusted, which may lead to the intention to use the service in the 
future (Oliver, 1981). 
Well-known IS theories and models, such as the Technology Acceptance Model 
(TAM) (Davis, 1989) and its successor, the Unified Theory of Acceptance and Use 
of Technology (UTAUT) (Venkatesh, Morris, Davis, & Davis, 2003) rely on the 
TRA (Fishbein & Ajzen, 1975) and the Theory of Planned Behaviour (Ajzen, 1991), 
both having emerged in the field of social psychology. Both IS theories, however, 
also draw upon ECT. Venkatesh et al. (2003) applied ECT in the context of IS, by 
theorising about IS acceptance and continuance. When a user first uses an IS, his or 
her experiences will inform attitudes towards the future intentions to use the IS. 
Thus, the attitude towards using an IS is influenced by past experiences and is 
updated whenever the user actually uses the system. 
The IS continuance theory can be seen as an extension of the acceptance models 
(Classification of the State-of-the-Art Dynamic Web Services Composition 
Techniques, 2006, p. 67). Instead of focussing on the initial stages of technology 
adoption (will the user accept the system?), the IS continuance theory focuses on 
experienced, continuous users (Bhattacherjee, 2001). Here, the feedback loop from 
actual use to future use is of particular importance.  
5.5.2.5 Quality, value, and satisfaction  
Initial remarks 
Whereas the previous section focussed on theories in Social Psychology and IS, in 
the Service Marketing literature a certain convergence of opinions can be observed 
regarding the factors that influence behavioural intention, namely service value, 
service quality, and satisfaction. The general idea is that these factors are positively 
correlated: “favourable service quality perceptions lead to improved satisfaction and 
value attributions and that, in turn, positive value directly influences satisfaction” 
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(Cronin, Brady, & Hult, 2000, p. 195). Studies have not only focussed on the 
interrelationships between the constructs, but also on the conceptualisation of the 
constructs themselves (e.g. Roest & Pieters, 1997), which will be described below.  
Roest & Pieters (1997) are among the few researchers, who actually tried to 
conceptualise service quality, satisfaction, value, and attitude. All four constructs 
deal with behavioural intentions. Consequently, the authors analysed existing 
conceptualisations based on 6 dimensions: 
• time (pre- or post-purchase),  
• basis (trade-off between benefits (get) and sacrifices (give)), 
• object (service or consumer), 
• content (cognitive (person’s knowledge, opinions, beliefs, thoughts about the 
object), affective (feelings and evaluations of beliefs), conative (readiness to act 
or inclination to respond),  
• context (relative or absolute) 
• aggregation (single transaction and/or relationship, which is an aggregation of 
single transactions) 
Value and sacrifice 
The value construct was explored by Zeithaml in 1988, resulting in the identification 
of four distinct factors on which consumers appear to base their evaluation of the 
service encounter. Nevertheless, she argues that “[...] perceived value is the 
consumers’ overall assessment of the utility of a product based on perceptions of 
what is received and what is given” (Zeithaml, 1988, p. 14). Having analysed various 
conceptualisations of the construct “value”, Roest & Pieters (1997, p. 346) support 
Zeithaml’s argument by proposing “[C]omparing the quality received with the 
associated costs is the basis of perceived value”, which is similar to the statement by 
Rust & Oliver (1994, p. 10): “[...] value is equal to the utility of quality minus the 
disutility of price.”  
• Time: Value is a post-purchase construct. 
• Basis: The basis of value is a comparison between quality and cost (or perceived 
value). Thus, it is contains a give and a get component. 
• Object: Contrary to satisfaction, though, the object of satisfaction is the service, 
not the consumer. 
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• Content: Value is rather cognitive. 
• Context: Similar to quality and satisfaction, value is a relative construct. 
• Aggregation: Value can be relevant for one transaction or for multiple 
transactions. 
In this regard, sacrifice is another variable that impacts on the value perception of a 
service, as sacrifice can be defined as what is given up to acquire the service 
(Heskett, Sasser, & Hart (1990)as well as Zeithaml (1988)). Typically, the sacrifice 
construct is measured by items that focus on monetary as well as non-monetary 
sacrifices, such as time and effort (Cronin, et al., 2000).  
Quality 
The most common conceptualisation of quality is the difference between 
expectations and perceived performance of the service (Parasuraman, Zeithaml, & 
Berry, 1985). Different constructs have been identified that can be used to measure 
service quality. However, instead of calculating service quality based on a difference 
score, some authors suggest using direct measures of service quality (e.g. Cronin & 
Taylor, 1992; Oliver, 1997). 
“Perceived service quality is a relativistic and cognitive discrepancy between 
experience-based norms and performances concerning service benefits. Perceived 
quality can be transaction- and relationship-specific and is, with perceived costs, one 
of the antecedents of perceived value” (Roest & Pieters 1997, p. 345). With regard to 
the different dimensions, quality can be described in terms of the following factors:  
• Time: Perceived quality is a post-purchase construct. However, experience and 
norms already play a role prior to the purchase.  
• Basis: Quality represents the “get” component of a service consumption, which is 
compared to the costs or sacrifices (give) to service as an input for service value 
(give and get).  
• Object: Quality is primarily concerned with the service and not with the 
consumer. 
• Content: Quality is mainly related to the cognitive perception about the object of 
the service consumer.  
• Context: Assessments about service quality are relative, for example in relation 
to services offered by competitors. 
 
 
151 
 
• Aggregation: Quality can be relevant for one transaction or for multiple 
transactions. 
Satisfaction 
Hunt (1977, p. 460) describes satisfaction as being “an evaluation of an emotion”. 
Consequently, Rust & Oliver (1994) suggests that satisfaction reflects “the degree to 
which a consumer believes that the possession and/or use of a service evokes positive 
feelings” (Cronin, et al., 2000, p. 204). Roest & Pieters (1997, p. 345) regard 
satisfaction as an “affective self-evaluation, based on perceived cost and perceived 
quality trade-offs (perceived product value) of a transaction. Eventually, 
satisfactions may become or influence product attitude, which may be regarded as an 
aggregated but not relativistic construct involving a readiness to act, and which 
might be an input to perceived quality and perceived costs assessments”. With 
regard to the different dimensions, satisfaction can be described in terms of the 
following:  
• Time: Satisfaction is a post-purchase construct. 
• Basis: The basis of satisfaction is a comparison between quality and cost (or 
perceived value). Thus, it is contains a give and a get component. 
• Object: The object of satisfaction is the consumer, who evaluates the value of the 
consumed service (self-evaluation). 
• Content: Satisfaction can be cognitive or affective. Thus, satisfaction also focuses 
on emotions. 
• Context: Similar to quality, satisfaction is a relative construct. 
• Aggregation: Satisfaction is mainly focussed on a single transaction. However, 
eventually satisfaction may influence attitude, which is an aggregated construct. 
Attitude 
“Satisfaction may become or influence product attitude, which may be regarded as 
an aggregated, but not relativistic construct involving a readiness to act, and which 
might be an input to perceived quality and perceived costs assessment” (Roest & 
Pieters 1997, p. 345). With regard to the different dimensions, attitude can be 
described in terms of the following:  
• Time: In contrast to satisfaction, attitude is a pre-purchase construct, although 
some researchers treat it as a post-purchase construct.  
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• Basis: Attitude represents a ‘get’ and ‘give’ component of a service consumption, 
similar to satisfaction.  
• Object: The object of attitude reaches from consumer to product, as quality as 
well as satisfaction influence attitude. 
• Content: Attitude is the most complex construct as it is cognative, affective, and 
conative.  
• Context: Assessments about attitude are absolute. 
• Aggregation: Attitude is mainly based on multiple transactions. 
Interrelationships between constructs 
Although there is a consensus about the constructs that influence behavioural 
intentions, the specific interrelationships between those factors are not commonly 
agreed upon. A first call for further research in this area was made by Rust & Oliver 
(1994). Since then, many different models have emerged and have been evaluated, 
trying to depict how these factors influence behavioural intention. For example, 
Spreng & Mackoy (1996) analysed the relationship between service quality and 
satisfaction and concluded that they are indeed different constructs with different 
antecedents. Similarly, Sureshchandar, Rajendran, & Anantharaman (2002) analysed 
the interrelationship between quality and satisfaction and concluded, based on their 
study that the two constructs are indeed independent, but are closely related, 
implying that an increase in one is likely to lead to an increase in the other. 
Dabholkar, Shepherd, & Thorpe (2000) conducted a similar study and concluded that 
both constructs are distinct and highly correlated. Furthermore, their study showed 
that satisfaction has a mediating role between quality and behavioural intentions. 
However, an alternate model, which depicted quality and satisfaction as constructs 
influencing behavioural intentions directly, also showed merit. Herman (1997) also 
identified a general positive correlation between quality and satisfaction in her study 
focussing on evaluating family support services. 
Cronin, Brady, & Hult (2000, p. 196) analysed the models and concluded that there 
is “little uniformity which of the three variables, or combination therein, directly 
affect consequence measures. In fact, model structure appears highly dependent on 
the nature of the study.” The authors summarised the extant studies into three 
models, namely the Value Model, Satisfaction Model, and Indirect Model, as 
visualised in Fig. 16.  
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Source: Cronin et al. (2000) 
Fig. 16: Four competing service evaluation models 
The first model is based on literature related to service value (SV), as this is the only 
variable that directly affects behavioural intentions (BI), whereas the other variables, 
such as service quality (SQ), sacrifice (SAC), and satisfaction (SAT) directly impact 
on the value of the service (e.g. T. Z. Chang & Wildt, 1994; Sweeney, Soutar, & 
Johnson, 1999). The second model is based on the satisfaction literature. Satisfaction 
is the only variable that impacts on behavioural intentions. Service quality impacts 
on satisfaction and service value and the latter variable directly influences 
satisfaction as well (e.g. Athanassopoulos, 2000; Mohr & Bitner, 1995).  
There is also a fair amount of literature that concentrates on the relationships 
between service quality, satisfaction and behavioural intention. In particular, some 
publications suggest a direct relationship between service quality and behavioural 
intentions (e.g. Taylor & Baker, 1994; Zeithaml, Berry, & Parasuraman, 1996), 
whereas others propose an indirect relationship, as quality only impacts on value and 
satisfaction (e.g. Patterson & Spreng, 1997).  
Cronin, Brady, & Hult (2000) identified several gaps in the literature. In particular, 
few studies have analysed multiple direct links between the reported variables and 
behavioural intentions, as well as the unresolved relationship between service quality 
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and behavioural intentions. Based on these gaps, the authors propose a fourth model, 
the research model, which suggests that all three variables have a direct influence on 
behavioural intentions simultaneously. Furthermore, they suggest that service quality 
has an indirect effect on behavioural intentions via satisfaction and value. Finally, 
while this is not depicted in Fig. 16, the authors tested whether value also has an 
indirect effect via satisfaction. The authors tested the research models across six 
different service industries, involving multiple service providers per industry. The 
result of the study is that the research model outperformed the other competing 
models and had a better fit to the data. The authors point out that “these results add 
further evidence that service quality is an important decision-making criterion for 
service consumers“ and “not only does quality affect perceptions of value and 
satisfaction, it also influences behavioural intentions directly.“ They also point out 
that in order to improve customer service perceptions, value, satisfaction and quality 
needs to improve collectively, due to the complex indirect relationships between 
variables.  
In order to validate the model, Brady, Knight, Cronin, Hult, & Keillor (2005) tested 
the model in Australia, Hong Kong, Morocco, the Netherlands, and the United States 
across varied temporal and service settings. Again, the research model captured the 
identified variables and their interrelationships best. 
Concluding remarks 
After reviewing the literature, it seems that satisfaction is one of the main variables 
that influence behavioural intentions. However, satisfaction is typically measured by 
a self-evaluation of the customer or user. Thus, it is quite difficult for governments to 
influence this construct. One way of increasing satisfaction is to decrease 
expectations, which would result in a potentially better perceived service quality (and 
increased value), but this alone will hardly be sufficient to keep customers loyal to 
the online channel.  
However, instead of decreasing expectation, service quality, itself, can be increased. 
Service quality seems to influence behavioural intentions directly, along with the 
other constructs, namely value and satisfaction. Hence, the focus is on the object 
(service) itself. Thus, improving a service leads to higher satisfaction and loyal 
behavioural intentions.  
Value is a relativistic construct that compares quality to sacrifice. Thus, decreasing 
the sacrifice will lead to better perceived value and higher satisfaction (quality being 
equal). 
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In conclusion, to improve satisfaction, governments can decrease the sacrifice, 
decrease expectations, or improve service quality. As decreasing expectations does 
not appear to be a suitable option for raising awareness for the online service 
delivery channel, and sacrifice, in terms of monetary forfeit, is typically not 
applicable for government services, the last of these options seems the most 
promising one. Consequently, how quality can be measured and improved is 
focussed on in the following discussion. 
It should be noted that based on Bansal, McDougall, Dikolli, & Sedatole (2004), it 
can be reasonably stated that the antecedents and consequences of satisfaction with 
traditional services are equally applicable for e-services and, consequently, 
applicable for service bundles in the context of OSPs. 
5.5.2.6 Concluding remarks 
Targeted objectives for the introduction of an OSP for the citizen-centric delivery of 
online services, such as decreased costs (Torres, Pina, & Royo, 2005), can only be 
sustainably achieved when citizens intend to utilise the online channel for future 
transactions. As recent figures suggest, an online channel is the most cost-efficient 
channel to deliver a service, compared with the phone and over-the-counter channel. 
For example, Ebbers, Pieterson, & Noordman (2008, p. 187) state that “studies of the 
Canadian Customs and Revenue Agency have shown that electronic services are, on 
average, 20 times less expensive than in-person services.” 
This section reflected on existing theories that shed more light on the drivers behind 
behavioural intentions. Based on TRA, behaviour and intentions are formed through 
attitudes, which, in turn, are formed through beliefs, that can either be descriptive or 
inferential (or both). A feedback loop ensures that behaviour and attitudes inform 
beliefs over time. Together with the ECT, TRA underlies major IS theories, such as 
TAM and UTAUT. While these theories do not answer the question on how beliefs 
are formed, the Theory of Affordances can provide some answers. Based on the 
functional affordance or purpose of the artefact and cognitive affordances or 
perceived characteristics of the artefacts, descriptive and inferential beliefs can be 
derived. Consequently, the formation of attitudes can be visualised as follows (please 
refer to Fig. 17). 
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Source: Adapted from Tate (2009, p. 10) 
Fig. 17: Process of theory development 
Analysis of the Service Marketing literature reveals that, indeed, attitude influences 
behavioural intent, which, in turn, is influenced by service value, service quality, and 
satisfaction. Satisfaction is typically proposed second only to cost savings, as the 
basis to justify endeavours into the development of OSPs, as part of the TG 
approach. As satisfaction is based on self-evaluation, only quality focuses on the 
artefact (value does as well, but due to limited applicability of the construct 
‘sacrifice’ it is difficult for governments to change).  
Satisfaction can, therefore, be seen as a direct antecedent to attitude; it focuses on the 
emotions of the subject, whereas quality, focussing on the artefact, can be regarded 
as an inferential belief that influences both satisfaction and attitude. This 
conceptualisation is consistent with the nomological net of service quality in Service 
Marketing, as well as with the TRA and ECT that underlie prevalent IS theories.  
It should be noted at this stage that Tate (2010), who followed this same line of 
argumentation with regard to conceptualising perceived online service quality 
defined, it as “an overall attitude towards the service quality of a website that is built 
up from descriptive beliefs based on the affordances of the website, through 
inferential beliefs about the usefulness, trustworthiness, and ease of use of the 
website” (Tate, 2010, p. 367). However, based on analysis of the traditional 
nomological net of service quality, the Researcher cannot support this definition 
fully. The Researcher, however, supports the view that ‘quality’ is more conceptually 
inclusive than descriptive beliefs about the affordances of an artefact and, therefore, 
has a number of antecedents that have to be identified for each artefact separately. 
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5.5.3 Defining relevant antecedents 
Initial remarks 
As identified through the literature review, there is a missing convergence regarding 
the unit of analysis for quality models. This same lack of convergence is also evident 
with regard to the application context and the chosen dimensions. 
Only limited studies directly focus on the portal itself. None of them, though, 
specifically focus on the structure or bundles. Leben et al. (2006) are the only authors 
that could be identified through the literature review who focus on a life-event OSP. 
However, the process of conceptualising the constructs of quality remains 
undisclosed. Additionally, the quality model focuses on a fully developed portal that 
is already live and functional. Thus, certain constructs are included in the model that 
do not focus on the bundles, but rather on the portal, contained life-events, and 
contained services, which, again, results in fuzziness with regard to the intended 
application context of the instrument. It remains unknown whether the authors allow 
the application of only part of the overall model in a specific context. The model 
itself does not focus on citizen perceptions, either, but, rather, employs the provider 
centric view of a content or feature analyses (e.g. the existence of FAQs).  
However, since at least some current quality models that focus on fully developed 
portals or e-services exist, certain constructs and items focus on the structure of the 
portal and on bundles. Thus, a deeper analysis of different dimensions and constructs 
regarding the items had to be conducted, which is described in the following section. 
These constructs and items are then analysed with regard to their applicability for 
measuring PSBQ and are re-used once they are considered to be appropriate.  
In addition to the conceptual definition of PSBQ as described in chapter 3.3.2, one 
also needs to define a list of dimensions that describe the construct (B. R. Lewis, et 
al., 2005). Having defined PSBQ as an inferential belief that influences satisfaction, 
attitude, and ultimately behavioural intentions, the nature of the descriptive beliefs 
that influence PSBQ remain to be determined. Tate (2010) proposes commencing the 
identification these beliefs by analysing the affordances of the artefact in question. 
The functional affordance of service bundles or their purpose is mainly to structure 
and present services along citizen needs. The following section will focus on the 
derivation of potential cognitive affordances that relate to descriptive beliefs about 
the service bundles. These affordances can be seen as antecedents to PSBQ as 
similarly argued by Tate (2010). 
 158 
 
Focus group 
The focus group consisted of three researchers, who were familiar with the study, its 
objectives, and its context. A representative of the Department of Communities 
(DoC) of QG was consulted as well. Firstly, different constructs were brainstormed 
before they were evaluated with regard to their efficacy and applicability. The 
guiding question was, would two bundle structures potentially differ with regard to 
their perceived quality based on the specified construct.  
The first construct considered related to the organisation of the structure. 
Specifically, the logical cohesiveness of the contained services was named as one 
antecedent. Logical cohesiveness describes how related the services within a bundle 
are in comparison to each other. If services are related from the point of view of the 
citizen, the perceived quality of a bundle will be higher than a bundle containing 
unrelated services. Another construct is the perceived efficiency of the structure with 
regard to how quickly citizens can find the information they are looking for. 
Differences in perceived quality are due to potentially decreased search costs where 
citizens are interested in the consumption of related services. The ease of navigation 
was also a construct that was discussed, in the belief that it differed between different 
bundles. The labelling of the items in the structure will differ based on what kind of 
approach has been chosen in the first place to identify bundles. Labels can either by 
topical, such as ‘Health’ or ‘Transport’, or event driven ‘Living with an illness’ or 
‘Getting a driver’s licence’. It was assumed that labelling will also affect the 
perceived quality of the bundles.  
Literature review 
Complementing the results of the focus group session, the Researcher went back to 
the literature review described in chapter 3.3, to identify whether the constructs 
already identified as relevant are conceptualised in the literature.  
The literature review resulted in the finding that none of the identified models could 
be utilised in the context of measuring PSBQ. Furthermore, as pointed out by several 
authors, the whole domain can be considered to be in its infancy as convergence of 
the unit of analysis, constructs, and items is very low. Even the relations between 
items and their constructs are not uniformly defined. However, in order to utilise the 
current body of knowledge to its fullest extent, the Researcher analysed constructs as 
well as items of all identified models with regard to their potential applicability in a 
PSBQ context.  
The following criteria were used to analyse the models: 
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• Any constructs or items that are related to technical perspectives are irrelevant 
for this study. Service bundles represent a logical grouping of services based on 
underlying factors that are accessed through a certain medium. For example, 
service bundles on the online channel are accessed through a website, portal, or 
web application or another application utilising the Internet. Reliability, 
responsiveness, accessibility, and system quality are typical constructs found in 
models related to e-service quality or portal quality that address the technical 
influence on perceived quality. These are not considered as relevant for assessing 
service bundles per se. However, for assessing the overall portal quality 
(including service bundles) the Researcher believes these constructs are of major 
importance in assessing the perceived quality from the user’s perspective.  
• Any construct or item that is related to the design of the unit of analysis is 
irrelevant for this study. Aesthetic design, visual appeal, and user interface are 
typical constructs that are irrelevant for the bundle itself. It has been determined 
that, for example, background colour of a web page will influence the intention to 
buy an item using that specific website. Thus, colour and website design certainly 
play a role when it comes to assessing the overall quality of a portal or website. 
However, as indicated, for service bundles, as the unit of analysis in this study, 
constructs related to the appearance and design of the portal/website are 
considered irrelevant. 
• Any construct or item that is related to the security or privacy of the unit of 
analysis is irrelevant for this study. Security and privacy are two typical 
constructs, sometimes even considered as one construct, which are also rather 
focussed on the portal, website, or technical realisation. Topics targeted by these 
constructs typically relate to “How safe is my transaction?” or “Is the data that I 
submit secure?” Again, bundles in this study are conceptual groupings of services 
and information and are, thus, security and privacy agnostic. 
• Any construct or item that is related to the content accuracy or currency of the 
unit of analysis is irrelevant for this study. Content focuses rather on the specific 
service rather than on the logical groupings of services or portal. 
As visualised in Tab. 18, the Researcher found support for the constructs identified 
by the focus group. For each of these constructs, measures that have already been 
utilised previously were identified. However, the construct ‘Labelling’ was rephrased 
to ‘Ease of Understanding’, which better captures the intended semantic of the 
construct and has been utilised in prior studies. ‘Organisation’ has been utilised as a 
construct in prior studies as well, but the major items that were identified to be of 
special interest for this study (i.e. logical cohesiveness) have not been utilised 
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previously. Thus, two items have been added to this construct that are intended to 
measure the specific aspect of PSBQ. A new construct was identified, as well, that 
was decided to be of relevance in assessing the perceived online quality of bundles, 
namely ‘Familiarisation’. The conceptual definitions of each construct will be 
described below. 
It should be noted at this stage that PSBQ has been defined as follows (please refer to 
chapter 3.3.2):  
“Perceived service bundle quality is an inferential belief about the degree of 
excellence of the division of services of an organisation’s service portfolio into 
bundles.” 
Therefore, PSBQ does not seek to measure the quality of one single bundle, but the 
quality of the overall partitioning of the services in focus into bundles. As described 
previously, the partition can also be regarded as an IA, as the intent of the partition is 
to group information/services in a way that makes it easy for users or citizens to find 
information/services that they are looking for (Bussolon, 2009). A single definition 
of an IA, however, is difficult to find, as the concept is relatively broad (Morville & 
Rosenfeld, 2006). Morville & Rosenfeld (2006, p. 4) provide, for example, two 
definitions that capture the meaning of an IA for this study quite well. Thereby an IA 
is “[t]he structural design of shared information environments” and “[t]he 
combination of organization, labelling, search, and navigation systems within web 
sites and intranets.” As stated previously, an IA can be conceptualised as the 
container that encompasses relevant bundles. However, as indicated by the 
definitions above, an IA contains more than just bundles, e.g. search systems. PSBQ 
focuses, therefore, on evaluating the part of an IA that can be captured by the 
structure of the service portfolio. Additionally, the term ‘information architecture’ 
has been found to be too scientific and not necessarily understandable for the 
layman. Consequently, the term ‘structure’ has been used in the survey to describe 
the partition of services into bundles.10  
                                                          
10 For the description of the results and analysis, the more scientific term ‘information architecture’ or 
IA has been used, though. 
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Item Descriptions References 
Navigation 
(Baker, 2009; Bressolles & Nantel, 2008; I. 
Chang, 2005; Chatzopoulos & Economides, 
2009; Kaisara & Pather, 2011; Rowley, 2006; 
Toots, 2006) 
NAV1: I find the structure easy to navigate 
(Barnes & Vidgen, 2002; Barnes & Vidgen, 
2004; I. Chang, 2005; Chatzopoulos & 
Economides, 2009; Lai & Pires, 2010; Tate, et 
al., 2007) 
NAV2: I find the navigation intuitive 
(Chatzopoulos & Economides, 2009; M. Á. 
Moraga, et al., 2004) 
NAV3: Finding my way within the structure is 
easy 
(Gouscos, et al., 2002; Swaid & Wigand, 
2009) 
Efficiency 
(Buckley, 2003; Connolly, et al., 2010; 
Parasuraman, et al., 2005; Santos, 2003) 
EFF1: I find the structure reduces the time to 
find needed information (I. Chang, 2005; Loiacono, 2000) 
EFF2: The structure allows me to find 
information quickly 
(I. Chang, 2005; Wangpipatwong, et al., 
2008a) 
EFF3: The structure makes it easy to find what I 
need 
(Connolly, et al., 2010; Parasuraman, et al., 
2005) 
Familiarization (Buckley, 2003; Gouscos, et al., 2002) 
FAM1: I find the structure easy to learn 
(Barnes & Vidgen, 2002; Barnes & Vidgen, 
2004; Buckley, 2003; Gouscos, et al., 2002; 
Loiacono, 2000; Tate, et al., 2007) 
FAM2: I find the categories contain 
subcategories that I would anticipate  
FAM3: It would be easy for me to become 
skilful at using the structure. (Loiacono, 2000) 
Ease of Understanding 
(Loiacono, 2000; Loiacono, Watson, & 
Goodhue, 2007) 
EoU1: I find the elements are clearly labelled 
(Kuk, 2002; Mohamed, et al., 2009; 
Wangpipatwong, et al., 2008a) 
EoU2: Understanding the labels of the elements 
is easy. 
(Barnes & Vidgen, 2004; I. Chang, 2005; 
Loiacono, 2000; Magoutas, et al., 2010; 
Rotchanakitumnuai, 2008; Tate, et al., 2007; 
Wangpipatwong, et al., 2008a) 
EoU3: Labels are easy to read (Loiacono, 2000) 
Organisation 
(Magoutas, et al., 2010; Rowley, 2006; Santos, 
2003) 
ORG1: I find the structure is presented in a 
logical manner  
ORG2: I find the structure contains 
subcategories that are logically cohesive  
ORG3: I find the structure has sufficient breadth 
and depth for finding information 
(Bauer, et al., 2005; Mohamed, et al., 2009; 
Wangpipatwong, et al., 2008a) 
ORG4: The structure provides information on 
the right level of detail 
(Barnes & Vidgen, 2002; Barnes & Vidgen, 
2004; Swaid & Wigand, 2009; Tate, et al., 
2007) 
ORG5: The organisation of the structure is 
simple and straightforward 
(T. Kuo, et al., 2005; Wangpipatwong, et al., 
2008a) 
Quality (Sung, et al., 2009; Yang, et al., 2005) 
QUA1: Overall, I perceive the structure to be of 
high quality (Sung, et al., 2009) 
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QUA2: The quality of the structure of categories 
matches my expectations  (Yang, et al., 2005) 
QUA3: The quality of the structure is suitable 
for finding information  
Satisfaction 
(Buckley, 2003; Lai & Pires, 2010; Mohamed, 
et al., 2009; Pinho & Macedo, 2008; Sampson 
& Manouselis, 2005; Sung, et al., 2009; A. C. 
R. van Riel, et al., 2001; Yang, et al., 2005) 
SAT1: Overall, I am satisfied with the presented 
structure of categories 
(Connolly, et al., 2010; Sung, et al., 2009) 
(Yang, et al., 2005) 
SAT2: Utilising the presented structure was a 
pleasant experience (Pinho & Macedo, 2008) 
SAT3: The structure of categories fulfils my 
needs at this stage (Yang, et al., 2005) 
Behavioural Intentions 
(I. Chang, 2005; Connolly, et al., 2010; Lin & 
Wu, 2002; Parasuraman, et al., 2005; Sung, et 
al., 2009; A. C. R. van Riel, et al., 2001; 
Wangpipatwong, et al., 2008a) 
BI1: In the future, I would use a website 
utilising the presented structure 
(Connolly, et al., 2010; Sung, et al., 2009; 
Wangpipatwong, et al., 2008a) 
BI2: Given the presented structure, I would 
recommend the website to others (Connolly, et al., 2010) 
BI3: I would say positive things to others about 
the presented structure (Connolly, et al., 2010) 
Tab. 18: Item description for the PSBQ model 
Navigation: Navigation is a construct that relates to the ease of navigation within the 
unit of analysis (here: the structure of service bundles). ‘Navigation’ has been 
identified as being part of various quality models (Chatzopoulos & Economides, 
2009; Kaisara & Pather, 2011) It can be defined as the (inverse of the) effort that the 
user perceives is required to reach desired information or functionality within the 
structure. 
Efficiency: The degree to which the user believes the bundles increase the efficiency 
of carrying out the perceived purpose(s). Efficiency targets the ease of finding 
information quickly (Buckley, 2003; Santos, 2003). Therefore, it seems to be very 
much related to ‘Navigation’. However, as both have been utilised in previous 
quality models (although not together), it was decided to keep them at the outset. 
Analysis of the survey result would show if both are distinct constructs.  
Familiarisation: Familiarisation can be defined as the (inverse of the) effort that an 
individual perceives is required to acquire knowledge about the service bundles. The 
construct itself has been used in two studies (Buckley, 2003; Gouscos, et al., 2002); 
however, the item related to ease of learning has been applied in multiple contexts. 
For service bundles, the construct is of relevance, as bundles can be harder to 
become familiar with, owing to different combinations of services.  
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Ease of Understanding: The ease of understanding can be defined as the (inverse of 
the) effort that an individual perceives is required to comprehend the purpose of the 
service bundle. The construct was introduced by Loiacono (2000), but related items 
are commonly used in similar studies.  
Organisation: Organisation can be defined as the degree to which the user perceives 
that the information (content) is sufficiently organised to be useful. The construct has 
been utilised in the past, but is also known with synonymous labels, such as 
‘structure’, for example (Magoutas, et al., 2010; Rowley, 2006; Santos, 2003). 
Although multiple items could be identified in the literature that are related to this 
construct, focus group results lead to the inclusion of two items that have not been 
used previously.  
5.5.4 Model specification 
After the potential antecedents of PSBQ were identified in the previous section, this 
section sets out to derive a model that can explain and predict PSBQ. In particular, 
the relationships between items and constructs and between the constructs 
themselves need to be defined. 
Measure and construct 
As Edwards & Bagozzi (2000) point out, a theory typically consists of two parts. The 
first part specifies theoretical constructs and the relationships between them; the 
second part describes how the constructs will be measured (Bagozzi & Phillips, 
1982; Costner, 1969). The first part is typically called the ‘structural model’, whereas 
the second part is called the ‘measurement model’ (Jarvis, MacKenzie, & Podsakoff, 
2003).  
A construct, or latent variable, is “a theoretical concept that cannot be directly 
observed or measured, but can only be inferred from observed variables” (Polites, 
Roberts, & Thatcher, 2012, p. 3). The observed variable can be measured by 
conducting interviews, observations, or self-reporting. A measure is not an 
instrument itself, but a datum generated by the aforementioned procedures (Edwards 
& Bagozzi, 2000). Typically, each construct refers to a real-world phenomenon that 
can be unobservable, such as attitudes. Consequently, constructs are not real in an 
objective sense (Nunnally, 1978), but serve as surrogates for the phenomena of 
interest (Edwards & Bagozzi, 2000). The structural model visualises the 
hypothesised causation paths between latent constructs “estimating the extent to 
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which latent variables vary linearly with other latent variables in the model” (Gefen, 
Straub, & Boudreau, 2000, p. 24).  
Relationships between measures and constructs 
The relationships between constructs and measures are of utmost importance in 
model building because they bridge the gap between theoretical abstractions and real 
world observations, which Edwards & Bagozzi (2000) termed the auxiliary theory.  
Two distinct types of relationships between constructs and indicators are 
distinguished. A construct can be reflectively measured, if changes in the construct 
have an effect on the indicators (Bollen, 1989). Thus, the construct is reflected or 
manifested by its indicators (Diamantopoulos, Riefler, & Roth, 2008; Fornell & 
Bookstein, 1982). A reflective construct has reflective indicators. With regard to 
identifying suitable indicators for a construct, efforts have been made to improve the 
scale development process. Assessing the relationship between measures and 
constructs is based on classical test theory, which assumes that variance in scores of 
a measure is based on the true score plus error (S. B. MacKenzie, Podsakoff, & 
Jarvis, 2005), as visualised in Fig. 18. As already indicated, each measure 
imperfectly reflects the construct (Bollen, 1989). Consequently, “the latent construct 
is empirically defined in terms of common variance among the indicators” (S. B. 
MacKenzie, et al., 2005, p. 710). Therefore, indicators should be highly correlated as 
they reflect the same underlying construct. For a one-dimensional construct it is, 
hence, possible to drop one of two equally reliable indicators from the measurement 
model, as it should not alter the meaning of the construct (Bollen & Lennox, 1991; S. 
B. MacKenzie, et al., 2005).  
 
Source: MacKenzie et al. (2005) 
Fig. 18: A common latent factor model with reflective indicators 
Contrastingly, Bollen & Lennox (1991) noted that measures sometimes do not reflect 
a construct, but rather combine to form it, as visualised in Fig. 19. Thus, a construct 
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can be formed by its indicators, which, in combination, define the construct 
(Edwards & Bagozzi, 2000). Consequently, changes in the indicators will result in or 
cause changes in the construct (Petter, Straub, & Rai, 2008). A formative construct 
has formative indicators that, “when they are combined algebraically in some 
predetermined way” form the construct (Polites, et al., 2012, p. 3). However, they do 
not have to be correlated in any way (Bollen, 1989), which results in the fact that 
indicators of formative constructs cannot easily be dropped, as by comparison for 
reflective constructs (Jarvis, et al., 2003). The indicators define the constructs and if 
parts of a definition are left out, the to-be-defined object will potentially have another 
meaning. Therefore, particular attention must be paid to the nomological and/or 
criterion related validity of the indicators (S. B. MacKenzie, et al., 2005). It should 
also be noted that high multicollinearity can be an issue in formative models, as it is 
not easily possible to identify the unique effect of the measure on the construct (S. B. 
MacKenzie, et al., 2005). In comparison to reflective model, the error is represented 
at the construct level instead of the item level. Thus, the error captures the “invalidity 
of the set of measures – caused by measurement error, interactions among the 
measures, and/or aspects of the construct domain not represented by the measure – 
rather than the amount of error attributable to each individual measure” (S. B. 
MacKenzie, et al., 2005, p. 712). However, this also means that a formative 
measurement model assumes that no measurement error exists (Bagozzi, 2011). 
Additionally (not depicted in Fig. 19), if a formative model is conceptualised as a 
linear function, with the DV being the latent construct and the IVs representing a 
sum of weighted indicators plus an overall error, one option is to add reflective 
indicators to the model for identification. The other option is to include one more 
latent variable that the construct predicts (Bagozzi, 2011). 
 
Source: MacKenzie et al. (2005) 
Fig. 19: A composite latent structure model with formative indicators 
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Guiding criteria and approaches 
Different guidelines exist that are supposed to support researchers to decide about the 
type of relationships (reflective or formative) between constructs and measurements, 
as misspecification of the model can have an impact on the theoretical contributions 
of the model (Jarvis, et al., 2003; S. B. MacKenzie, et al., 2005). Polites, et al. 
(2012), for example, prescribe five steps that sequentially guide researchers, from the 
determination of concept domain, decisions about multidimensionality, 
conceptualisations of relationships between constructs and dimensions, 
conceptualisation of relationships forming the construct, to determining the nature of 
the algebraic function.  
Similarly, MacKenzie, et al. (2005) provide practical guidelines for the scale 
development processes for reflective and formative constructs, starting at the 
definition of the concept domain, via the purification or formative or reflective 
measures (which includes necessarily different activities and decisions, as pointed 
out by Diamantopoulos & Siguaw (2006)), to the evaluation of the nomological, 
discriminant, and criterion-related validity. The approach ends by proposing cross-
validation of scales using a new sample of data.  
Different procedures also exist specifically for the creation of items and the 
development of a scale (Churchill, 1979; Netemeyer, Bearden, & Sharma, 2003) for 
reflective constructs. Similarly, different approaches exist that can be used for the 
index construction associated with formative models (Diamantopoulos & 
Winklhofer, 2001; Law & Wong, 1999). Scale development procedures focus on 
intercorrelations among the items, common variance, and emphasise 
unidimensionality and internal consistencey, whereas index construction procedures 
focus on explaining unobserved variance, multicollinearity among the indicators, and 
the role of indicators as predictors (Diamantopoulos & Siguaw, 2006). 
Also, criteria have been proposed to help in deciding between the use of reflective or 
formative indicators, in the form of four guiding questions (S. B. MacKenzie, et al., 
2005). 
1. Are the indicators defining characteristics of the construct or manifestations of it? 
2. Are the indicators conceptually interchangeable? 
3. Are the indicators expected to covary with each other? 
4. Are all of the indicators expected to have the same antecedents and/or 
consequences? 
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The answers to these and related questions, as stated in Tab. 19, will determine if 
reflective or formative indicators should be utilised as part of the model. 
 Formative model Reflective model 
1. Direction of causality from 
construct to measure implied 
Direction of causality is from 
items to construct 
Direction of causality is from 
construct to items 
Are the indicators (items) (a) 
defining characteristics or (b) 
manifestations of the construct? 
Indicators are defining 
characteristics of the construct 
Indicators are manifestations of 
the construct 
Would changes in the 
indicators/items cause changes 
in the construct or not? 
Changes in the indicators 
should cause changes in the 
construct 
Changes in the indicator should 
not cause changes in the 
construct 
Would changes in the construct 
cause changes in the indicators? 
Changes in the construct do not 
cause changes in the indicators 
Changes in the construct do 
cause changes in the indicators 
2. Interchangeability of the 
indicators/items 
Indicators need not be 
interchangeable 
Indicators should be 
interchangeable 
Should the indicators have the 
same or similar content? Do the 
indicators share a common 
theme? 
Indicators need not have the 
same or similar 
content/indicators need not 
share a common theme 
Indicators should have the same 
or similar content/indicators 
should share a common theme 
Would dropping one of the 
indicators alter the conceptual 
domain of the construct? 
Dropping an indicator may alter 
the conceptual domain of the 
construct 
Dropping an indicator should 
not alter the conceptual domain 
of the construct 
3. Covariation among the 
indicators 
Not necessary for indicators to 
covary with each other 
Indicators are expected to 
covary with each other 
Should a change in one of the 
indicators be associated with 
changes in the other indicators? 
Not necessarily Yes 
4. Nomological net of the 
construct indicators 
Nomological net for the 
indicators may differ 
Nomological net for the 
indicators should not differ 
Are the indicators/items 
expected to have the same 
antecedents and consequences? 
Indicators are not required to 
have the same antecedents and 
consequences 
Indicators are required to have 
the same antecedents and 
consequences 
Source: Jarvis et al. (2003, p. 203) 
Tab. 19: Decision rules for determining whether a construct is formative or 
reflective 
For all of the constructs identified in the earlier section, the indicators do not 
necessarily form the construct, but manifest the construct. Thus, the indicators are 
reflective, based on answering the first questions outlined above. With regard to the 
second question, the indicators can be interchanged. They have been chosen with 
regard to their similarity to the underlying construct. Consequently, in answering the 
third question, indicators are expected to covary. If one indicator is perceived very 
positively, the other indicators are expected to be perceived very positively as well. 
The nomological net for the indicators is expected to be the same, further supporting 
the conceptualisation of the constructs with reflective indicators.  
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The indicators have not been defined to cover the whole domain of the construct, as 
would have been required for formative indicators, but rather to identify similar 
indicators that reflect the constructs uniformally.  
Specifying the initial research model 
Having positioned this study and its intention, the instrument can now be derived. 
 
Fig. 20: Initial research model for perceived service bundle quality 
It was decided to add the dimensions ‘Satisfaction’ and ‘Behavioural Intentions’ in 
order to analyse if the quality of the service bundles influence the perception of 
satisfaction and loyalty. Thus, the Researcher also added causal relationships 
between ‘Quality’ and ‘Satisfaction’, ‘Quality’ and ‘Behavioural Intentions’, and 
between ‘Satisfaction’ and ‘Behavioural Intentions’, based on Cronin et al. (2000). 
Thus, the following hypotheses can be derived: 
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H1: Perceived ease of navigation will positively affect PSBQ. 
H2: Perceived ease of understanding will positively affect PSBQ. 
H3: Perceived ease of familiarization will positively affect PSBQ.  
H4: Perceived positive degree of efficiency will positively affect PSBQ. 
H5: Perceived positive degree of organisation will positively affect PSBQ.  
H6: Perceived quality of service bundles will positively affect a user’s level of 
satisfaction. 
H7: The user’s level of satisfaction will positively influence a user’s intentions to 
continue using a website with the underlying IA of service bundles. 
H8: Perceived quality of service bundles will positively affect a user’s intentions with 
regard to continuing to use the website with the underlying IA of service bundles.  
5.5.5 Concluding remarks 
This section started by describing the theoretical underpinnings regarding the 
development of a theory that explains PSBQ. TRA, ECT, and the Theory of 
Affordances were used to explain the two reasons for governments to consider 
pursuing the TG idea with regard to the online service delivery via OSPs, namely 
decreasing costs and increasing customer satisfaction. It has been argued based on 
theories in IS and Service Marketing, that behavioural intentions are influenced by 
the attitude towards an artefact, which, in turn, is impacted by the relative 
satisfaction, perceived quality, and value. Consequently, the Researcher defined 
PSBQ as an inferential belief, which necessitated identifying more specific 
descriptive beliefs or cognitive affordances based on functional affordances of 
service bundles. Based on results derived from a focus group and an extensive 
literature review in the area of e-service, portal, and bundle quality, the constructs 
Navigability, Efficiency, Ease of Understanding, Familiarisation, and Organisation 
were defined and conceptualised as antecedents of PSBQ. The research model also 
includes constructs related to Behavioural Intentions and Satisfaction; all constructs 
are modelled reflectively, based on guidelines in the literature. Fig. 21 depicts the 
underlying theory building process.  
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Fig. 21: Developing the theory of perceived service bundle quality 
5.6 Chapter conclusion 
This chapter describes the design of the artefacts as part of DS. The major artefacts, 
namely the two alternative service bundle identification methods and the PSBQ 
model, as well as additional, minor artefacts, have been positioned within the overall 
taxonomy of theories for IS proposed by Gregor (2006); thus, IQ1.4 has been 
answered. A PSBQ model has been built upon existing knowledge and findings, in 
order to provide initial answers to IQ2.1-IQ2.3. 
In the first part of this chapter, the two service bundle identification methods were 
designed. The provider-driven method has to rely on available service descriptions, 
which can be used to derive relationships between services. The identified services 
can then be analysed with regard to their suitability for being part of the same 
bundle. The citizen-driven method relies on direct input from the citizens. Card 
sorting has been identified as a suitable technique to identify groups of cards/services 
that participants would like to see together. The aggregated outcome of these card 
sorts can be analysed statistically, and bundles can subsequently be identified.  
The second part of the chapter detailed the process of theory developing to explain 
and predict PSBQ. Therefore, TRA, ECT, and the Theory of Affordances in IS and 
Service Marketing were utilised to define and conceptualise PSBQ as an inferential 
belief. PSBQ was then further defined, before relevant antecedents to PSBQ were 
identified, representing descriptive beliefs. Finally, the research model has been 
defined, including eight latent constructs, with 3-5 reflective indicators. This model 
will be evaluated as part of the next chapter. 
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6 Evaluation  
6.1 Chapter introduction 
Having designed the artefacts in the last chapter, this chapter focuses on the 
evaluation of the artefacts through AR. Below, the phase model is presented. This 
model provides the means for applying the artefacts in a real-world setting. Next, the 
research method is presented in more detail and related to the phase model. 
Subsequently, the application and evaluation of the artefacts are described as part of 
the research activities of six franchises. 
6.2 Phase model 
Overview 
As current coordination efforts across industries, with regard to TG and the 
‘Franchise Marketplace’, do not provide sufficient detail to conceptualise the 
franchises, a methodology was created, together with SSQ, to apply the artefacts and 
to identify bundles that can be mapped to franchises.  
It was agreed that an IA containing different service bundles would be a final 
outcome or artefact of the research efforts. Its development would involve testing the 
quality of bundles, as well as identifying the bundles in the first place. The latter 
would require a list of services for applying the conceptualised provider-driven and 
citizen-driven method for service bundle identification. The identification of relevant 
services could have been done in numerous ways.  
However, it is clear that both approaches to service bundle identification should be 
aligned with the citizen-centric paradigm, in accordance with the TG paradigm. 
Hence, it was decided to involve the citizen as early as possible. Firstly, the different 
target audiences for the different franchises needed to be identified, in order to 
provide sufficient information to recruit participants for the subsequent activities. 
Secondly, a representative sample of the target audience needed to articulate their 
needs and requirements with regard to the government’s service delivery, in order to 
identify services that were of high relevancy for the target audience of the franchise, 
but were not then provided by the specific departments. The identified services were 
then complemented by services already provided, and marked by a governmental 
domain expert as relevant for the future service delivery of that specific department. 
Thirdly, based on the citizen- as well as provider-driven identification of relevant 
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services for the franchise, the methods for service bundling could then be applied and 
the outcome (i.e. the bundles) tested in regards to perceived quality. 
These thoughts and decisions were articulated and made more detailed in a 4-Phase 
Research Franchise Methodology presented in Fig. 22, which is described below. 
This methodology has been inspired by Design Science. For reasons of space, the 
detailed methodology description can be found in Appendix B. 
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Fig. 22: 4-Phase research franchise methodology 
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The different phases 
The main objectives of Phase 0 are the identification of the relevant customer 
segments for the specific franchise and understanding the reasons why these 
customers interact with government. Thus, key stakeholders are consulted consisting 
of internal experts and external sector representatives, customers, and peak bodies. 
The main objective here is to document the current understanding of their key 
customer groups. Additionally, market segment data is analysed for relevant QG 
online sources to help in determining potential key customer groups for the franchise. 
Phase I starts as soon as an initial understanding about the relevant customer groups 
has been developed. It aims at deriving a list of services that is of relevance for the 
target audience. Consequently, the main input is the documented list of customer 
groups that is used to recruit participants for this phase. The main output of this 
phase is a complete list of approximately 100-120 services, and information that is of 
current relevance for the franchise.  
Phase II starts as soon as the list of required information and services has been 
finalised and the customer groups have potentially been redefined in order to recruit 
participants that are aligned with the identified customer groups. The phase aims at 
deriving a set of service bundles that is of relevance for the target audience. 
Consequently, the main input is the list of services and information. Through the 
application of the two service bundle identification methods, the main outputs of this 
phase are two different IAs that structure services into multiple bundles. These will 
then be tested in the next phase. At this stage, it should be mentioned that that the 
bundle identification methods will (potentially) be modified based on the findings 
and experiences made after their application in each research cycle related to a 
specific franchise. Therefore, initially the methods as described in chapter 5.3 and 
chapter 5.4 will be applied in Phase II. Based on the experiences made during their 
application, changes will (potentially) be made to the methods. The reasons for the 
changes are described in the respective chapter and parts of the appendix. After the 
application of the methods on six action research cycles, the methods were found to 
be stable. Therefore, the final versions of the methods are described in detail in 
chapter 7.2. 
Phase III starts as soon as the two alternative IAs have been developed and the 
customer groups have potentially been redefined in order to recruit participants that 
are aligned with the identified customer groups. The phase aims at testing the 
architectures, analysing the results, and identifying a consolidated IA that inherits the 
identified strengths of both IAs tested previously. Consequently, the main inputs are 
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the two alternative IAs. One IA is based on a statistical analysis of the results of the 
content workshops (citizen-driven IA including citizen terminology). The alternative 
IA is based on the specific values of the attributes identified during the interviews 
and workshops (i.e. potential alternative groupings/labels and franchise knowledge). 
The results of testing the two IAs have the potential to lead to the development of a 
consolidated IA, which, however will not be discussed further here, as it is not of 
primary interest to this study. 
Application of the phase model 
The outcome of the commissioned development of the IA, as described in chapter 
4.3, was used by SSQ to assign a franchise owner to each identified franchise. Each 
franchise owner is responsible for designing its own IA, under the guidance of SSQ. 
As part of this study, the Researcher worked with the following franchises: 
• Information for Seniors 
• Emergency Services & Safety 
• Community Support 
• About Queensland and its Government 
• Information for Youth 
• Homes & Housing 
Each of the franchises had to follow the prescribed phase model, although having 
some degrees of freedom with regard to participant numbers and specific activities 
within the different phases. Differences are founded in different sizes of the 
franchises and the associated allocated resources to carry out the research activities. 
However, the overall phases, remained the same across all franchises.  
As will be described, the first five franchises were used to refine the artefacts 
presented in the previous chapter. In particular, it will be shown how the selected 
methods for identifying service bundles were applied during these activities. How the 
quality model was applied to assess the results of the methods is also described. 
Specifically, the lessons learned after each phase, and their impact on the 
methodology and the two artefacts, are described. The methodology changed at times 
as it was refined. However, for the last franchise a point of saturation was reached, as 
the methodology was not changed anymore from that stage. Consequently, 
‘Emergency Services & Safety’ was used to pre-test the quality model; ‘Community 
Support’ and ‘About Queensland and its Government’ were used as a pilot for a 
revised version of the quality model; ‘Information for Youth’ was used to 
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exploratively assess the validity of the instrument, while ‘Homes & Housing’ was 
used to confirmatively assess the PSBQ model. The methods for identifying service 
bundles were greatly refined, as part of applying them within the ‘Seniors’ franchise, 
but were consistently applied in subsequent phases (please refer to Tab. 20). The 
reason for having six AR cycles for each phase can be found in the evidence that the 
point of saturation was reached after the six cycles. The methodology did not change 
after five cycles and neither did the identification methods. The validity and 
reliability of the quality model was achieved after all six cycles.  
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 Information for Seniors                                                  
                                                                
                                                      
            Emergency Services & Safety                             
                                                         
   Phase I                                                  
   Phase II           Community Services                          
   Phase III                                                  
                                                         
                      About Queensland and its Government                          
   Phase Model                                                    
   Service Bundling Methods                                               
   Quality Model               Information for Youth                          
                                                                    
                                                   
                                                         Homes & Housing      
Phase Model Refinements  Phase Model Application  
Major Service Bundling Method Changes  Minor Service Bundling Methods Refinements  Service Bundling Methods Application  
Pre-test of Quality Model (QM)  Pilot of QM  Explorative Assessment of QM  Confirmative Assessment of QM  
Tab. 20: Overview of different AR cycles and franchises 
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Concluding remarks 
Although each franchise went through all four phases, the following sections are 
structured differently, in accordance with the RQs. The first research question 
focussed on conceptualising two different methods for the identification of service 
bundles, while the second research question focussed on the development of a model 
to assess the perception of citizens regarding service bundle quality. A short 
description about the franchise is provided in the ‘Overview’. Subsequently, the 
outcomes of Phase I and Phase II are reported on together, in one section (‘Applying 
Service Bundling Methods’) as they are both required to arrive at two IAs. Therefore, 
Phases I and II focus on the application of the service bundling methods, while Phase 
III describes the evaluation of the PSBQ and is described in a separate section 
(‘Evaluating Service Bundle Quality’). 
After each phase there was a process of reflection by the Researcher, 2-3 employees 
of SSQ, who were involved in the research activities, and 1-2 representatives of the 
project team within the respective department. Although a dedicated ‘lessons 
learned’ log is kept by QG, this study report can be seen as a representation of the 
log, as it has been reviewed and checked by SSQ.  
Although this study deals with just 6 franchises, the artefacts are still used by 
Queensland government to identify the bundles and assess their quality for the 
remaining 11 franchises.  
As this study primarily aims at the application and evaluation of the designed 
artefacts, descriptions of the activities related to all phases that are not directly 
related to this aim can be found in Appendix C.  
6.3 Research method 
Altrichter et al. (2002, p. 125 f.) refer to Kemmis & McTaggart (1988, p. 5), who 
define Action Research (AR) as follows:  
“Action research is a form of collective, self-reflective inquiry that participants in 
social situations undertake to improve: (1) the rationality and justice of their own 
social or educational practices; (2) the participants’ understanding of these 
practices and the situations in which they carry out these practices. […] The 
approach is action research only when it is collaborative and achieved through the 
critically examined action of individual group members.”  
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Action Research (AR) can be described as follows: 
“Action Research aims to contribute both to practical concerns of people in an 
immediate problematic situation and to the goals of social science by joint 
collaboration within a mutually ethical framework” (Rapoport, 1970, p. 499). Recent 
publications discuss AR in terms of rigor and relevance (Baskerville & Myers, 2004; 
Davison, Martinsons, & Kock, 2004; Kock, 2004; Lau, 1999; McKay & Marshall, 
2001).  
This section will provide a summary of the underlying principles of AR, as depicted 
by Iivari & Venable (2009). It is acknowledged that different versions of AR exist 
(Baskerville & Wood-Harper, 1998). Baskerville & Wood-Harper (1998) 
differentiate the multitude of different AR approach in IS research based on four 
characteristics, namely the process model, structure, typical involvement, and 
primary goals. The process model can either be iterative (repetitive diagnosis and 
action activities (Blum, 1955), reflective (focus on difference between theory-in-use 
and espoused theory) (Argyris & Schon, 1978), or linear (single sequence of 
activities). The structure can either be rigorous or fluid. Whereas a rigorous structure 
is characterised by distinct activities and stages, the fluid structure defines activities 
rather loosely (Baskerville & Wood-Harper, 1998). The researcher involvement can 
either be on a collaborative, facilitative, or expert basis. In a collaboration, the 
researcher is an equal co-worker and tasks are shared without distinction. Facilitative 
involvement considers the researcher to be an expert, which leads to distinctively 
different tasks between the researcher and other subjects. However, the final decision 
about what interventions to execute lies with the subjects, which is the major 
difference with expert involvement (researcher decides on the course of 
intervention). Finally, four different primary goals can be distinguished. 
‘Organisational development’ focuses on improving the human organisation to 
existing patterns of social interaction. ‘System design’ focuses on the creation or 
improvement of organisational systems, such as an accounting system, for example. 
Contrarily, ‘Scientific knowledge’ instead “implies a primary goal of contributing a 
generalisable understanding of the problem setting to the scientific literature in the 
field” (Baskerville & Wood-Harper, 1998, p. 95). Finally, ‘Training’ addresses the 
individual learning from the study.  
Applying the aforementioned characteristics of AR to this study, an iterative design 
was employed. In fact, each franchise went through the same phases and the artefacts 
were applied for each cycle. Each franchise went through 4 phases in accordance 
with the introduced research franchise methodology. For this study, each individual 
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phase can be considered as one AR cycle. For example, after the second phase for 
‘Information for Seniors’ was conducted, a workshop took place involving all 
stakeholders. The objective of the workshop was to reflect on what went well and 
what did not i.e. reflect on the activities conducted and artefacts used at that stage. 
Changes were then documented and the activities specified as part of the 
methodology for the next cycle of the second phase for ‘Emergency Services & 
Safety” specified. Three changes were implemented between the cycles, based on 
lessons learned. Firstly, changes to the overall methodology with regard to the 
activities or sequence of activities could be made. Secondly, changes to the service 
bundle identification artefacts could be made. And thirdly, changes to the PSBQ 
model could be implemented. The specific changes for each franchise and cycle will 
be detailed as part of this chapter.  
With regard to structure, a rigorous rather than a fluid design was followed, as the 4-
phase research methodology involved pointing out the actions and their sequence. 
Although the overall research method can be characterised as participatory action 
research (Zuber-Skerritt & Perry, 2002), the Researcher’s involvement can further be 
differentiated based on the artefact. The applied research methodology, excluding the 
artefacts (identification methods and quality model), was worked on collaboratively. 
The Researcher was involved as a quasi project member, who actively participated at 
the workshops etc. and provided feedback during the ‘Lessons learned’ sessions. 
With regard to the application and evaluation of the service bundle identification 
methods, the involvement style changed to ‘facilitative’. The Researcher had the 
necessary domain expertise in statistics regarding the analysis of the data, for 
example. However, the data was interpreted in a stakeholder workshop. Changes to 
the methods were mainly made based on the decision of QG, to ensure a high 
applicability of the methods in an organisational context. With regard to the service 
quality model, the involvement of the Researcher was more on an expert basis than 
as a facilitator. Although gathering the data for evaluating the model was done in 
collaboration, data analysis, interpretation and required changes were done purely by 
the Researcher, as the only outcome of interest to QG was the development of a valid 
instrument for assessing service bundle quality. 
There were two primary goals of the AR cycles. Additions to ‘Scientific knowledge’ 
were focussed on by the Researcher as well as by QG. However, as the overall 
research was primarily conducted to define IAs to be used for the portal 
development, the research also touched upon ‘Systems design’ as a goal.  
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Based on these characteristics of the study, ‘canonical AR’ is most applicable as a 
description of the method employed (Baskerville & Wood-Harper, 1998). Thus, in 
the following, the canonical version of AR is described further, as the most 
applicable for this research study (Davison, et al., 2004). 
Canonical AR builds upon five principles. The first principle addresses the presented 
definition’s underlying assumption that a concrete client is involved in AR (principle 
of researcher-client agreement). AR thereby claims to contribute to research and 
practice at the same time. The second principle addresses the existence of a cyclic 
process model that prescribes different steps to perform AR (principle of cyclic 
process model) (for example McKay & Marshall, 2001). The third principle focuses 
on the application of theory as part of AR (principle of theory). It has been proposed 
that AR may start relatively theory-free, but that theory is needed to guide and focus 
the activities of the participants (Davison, et al., 2004). The fourth principle 
addresses the change in the client’s situation (principle of change through action) 
(Davison, et al., 2004). Thus, it stresses the fact that the phases, as part of the cyclic 
process model, need to be executed successfully in order for AR to be successful. 
Success is here related to the change in the client’s situation. The last principle tries 
to ensure that researchers and the client explicitly, systematically and critically 
reflect on what has been learned in the researcher-client engagement (principle of 
learning through reflection) (Davison, et al., 2004).  
As previously indicated, each phase of each franchise was considered to reflect one 
AR cycle. The artefacts and the employed methodology were defined based on 
empirical and theoretical insights. Firstly, they were employed for the franchise 
‘Information for Seniors’. After the action for each phase was taken, a ‘lessons 
learned’ workshop was conducted with all major stakeholders, to identify issues, 
positive outcomes, and room for improvement. It should be noted that the workshop 
was not held at the end of the phase, but right after the specific activities related to 
each phase. Data analysis was focussed on after the workshop. Thus, before the next 
cycle started for a specific phase, the lessons learned were available for 
implementation from the previous phase. Consequently, changes to the methodology 
and the three main artefacts were made, reflecting lessons learned both for theory 
and for practice. The modified artefacts were then employed for the next phase for 
the next franchise, i.e. the next AR cycle. 
With regard to the position of DS to AR, it is currently debated how far both methods 
or paradigms overlap and can be used together(de Figueiredo & de Cunha, 2007; 
Järvinen, 2007; A. Lee, 2007; Sein, Henfridsson, Purao, Rossi, & Lindgren, 2011). 
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Sein et al. (2011) identify three different approaches. Some authors point out 
differences between AR and DS (Iivari & Venable, 2009), whereas others point out 
similarities (de Figueiredo & de Cunha, 2007; Järvinen, 2007; A. Lee, 2007). A 
meet-in-in-the-middle approach is also adopted by some authors, who focus on 
integrating certain principles of AR into DS (Baskerville, Pries-Heje, & Venable, 
2007) or a combination of the two (Sein, Rossi, & Purao, 2007). 
On the one hand, DS can be utilised without utilising AR as part of the artefact 
design and evaluation. On the other hand, AR can be utilised without focussing on 
the development of an innovative artefact as it is typical in the case of DS. However, 
there are certain situations when AR and DS research are very much aligned, i.e. a 
significant overlap exists. Such a situation can be described when both research 
approaches aim at solving a socio-technical problem by developing a new solution 
technology, which then needs to be evaluated in an organisational context. The 
design of the artefact potentially needs to be modified in order to achieve the design 
purpose of the artefact as part of the evaluation. Iivari & Venable (2009) conclude 
that AR and DS research can be applied together. This is especially true if “building 
an artefact and its evaluation are separate”, then AR can easily be applied in the 
evaluation (Iivari & Venable, 2009, p. 8). Hence, Iiavari (2007) suggests a sequential 
approach to combine DS and AR, which entails designing the artefact through DS 
and then assessing its utility and efficacy in an organisation through AR cycles.  
The presented study mainly follows Iivari's approach because, as will be described in 
chapter 6.2, the industry partner in the AR phase follows a sequential, cyclic process 
that is suited to Iiavari's approach. Consequently, the artefacts were developed under 
the DS paradigm. Additionally, the 4-phase research methodology has been inspired 
by DS and encompasses activities related to the application and evaluation of the 
artefacts. The research activities of each franchise are split into 4 phases, each phase 
representing one AR cycle. After each cycle, the artefacts and the methodology are 
reflected upon and changes proposed, that are then implemented for the next 
franchise and the next cycle. After six cycles, the artefacts and the methodology were 
stable. 
6.4 Information for Seniors 
6.4.1 Overview 
The franchise 'Information for Seniors' (Seniors) is owned by DoC. Key stakeholders 
who were involved in the research for this franchise were representatives of DoC, 
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SSQ, and QUT. Research activities were conducted between 3rd May and 11th July 
2011.  
6.4.2 Applying service bundling methods 
Participants 
For Phase I and II, 70 representative citizens from Brisbane (inner city), West End, 
Ipswich, Logan, and Toowoomba were engaged, based on the information derived 
from Phase 0. Tab. 21 provides demographic information about the participants 
involved throughout activities related to Phase I and II. Firstly, gender and age 
distributions are described, before background characteristics are listed. Participants 
were asked if they had a culturally diverse background (Cult. Diverse), identified as 
an Aboriginal or Torres Strait Islander (ATSI), were disabled or had a mobility 
impairment (Disability), and if they used English as a 2nd language at home (2nd 
language). Furthermore, participants were asked to state their highest level of 
education as well as the frequency of government contact in the last year.11 
                                                          
11 ‘Unknown’ typically relates to participants who left the respective question unanswered.  
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Gender - distribution for Phase I+II participants 
Age (in years) - distribution for Phase I+II 
participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 21: Demographic information of Phase I+II participants for ‘Seniors’  
Overall, these research activities, including content scan and content research 
workshop with 12 senior citizens, led to a list of 106 content items that were 
currently provided or should be provided by government as part of the franchise 
‘Information for Seniors’. The list was then used as an input for the next phase, to 
create the IAs, consisting of multiple bundles.  
Male 
40% 
Female 
59% 
Unknown 
1% 
26-34 
1% 
45-54 
1% 
55-59 
6% 
60-64 
21% 
65-79 
68% 
80 & 
above 
3% 
ATSI / Disability 
1% 
ATSI / Disability / 
2nd language 
1% 
2nd language 
5% 
2nd language / 
Cult. Diverse 
6% 
Disability / 2nd 
language 
3% 
Disability / 2nd 
language / Cult. 
Diverse 
2% 
Disability / Cult. 
Diverse 
15% 
N/A 
55% 
Cult. Diverse 
12% 
Bachelor 
degree 
11% 
Less than 
High-
school 
17% 
High-
school 
20% 
TAFE / 
Trade 
Cert. 
20% 
Post grad. 
29% 
Unknown 
3% 
None 
34% 
6-10 
times 
14% 
1-5 times 
40% 
10-15 
times 
9% 
15+ times 
3% 
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For the content grouping activity, five workshops in different regional areas of South 
East Queensland, with 10 -12 participants, were conducted. In particular, workshops 
in Brisbane and West End on the 23rd May, in Toowoomba on the 24th May, in 
Ispwich on the 25th May, and in Logan on the 27th May were conducted. All 
workshops were executed in the same fashion.  
Overall, the card sorting results of 58 participants were analysed for the citizen-
driven IA.  
Evaluating the citizen-driven service bundling identification method 
Although initially the Researcher proposed including factor analysis as part of the 
citizen-driven approach to identifying service bundles in order to uncover cross-
loadings of services onto multiple factors, the technique was instead used to 
complement the results of the cluster analysis, owing to limited ease-of-use of the 
visualised results. Consequently, factor analysis will potentially be used when it 
comes to finalising the IA and creating content items instead of conceptualising first 
drafts based on feedback from the industry partner.  
Evaluating the provider-driven service bundling identification method 
The Researcher anticipated applying the artefacts, namely the different service 
identification methods. However, in the case of the provider-driven method, a more 
generic problem emerged with regard to the final identification of bundles, as there 
was no standardised approach in place. If services were similar with regard to 
multiple attributes, it was not clear how to decide what services should be packaged 
together. As described in chapter 5.3, the method prescribes that feasible bundles can 
be identified through the application of domain knowledge. Strategic considerations 
and business rules play a role in identifying feasible bundles. For example, “We want 
to offer customer-centric bundles in relation to the Easter Holiday Season”. 
However, in the case at hand, these rules were not explicitly defined, which might be 
related to the nature of the bundling context (i.e. government). More specific issues 
emerged as well. Firstly, not all services could be populated with regard to attributes 
based on the nature of the service. For example, ‘Information about alternatives to 
the internet’ is totally independent of ‘Co-occurrence’ and ‘Co-location’. Secondly, 
the values for each cell (attribute x service) were not standardised, which made it 
difficult to populate the spreadsheet individually and to compute the inter-coder 
reliability. For example, ‘Information about getting a pet’ is related to the specific 
location one is living in, as the service describes potential restrictions associated with 
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getting a pet. Potential values might be ‘Home’, ‘Rental property’, ‘House’, 
‘Building’, etc.  
As all services seemed to be related to one or more events, it was decided to 
formulate a rule that targeted the relation of services to events. All other attribute 
values could not be instantiated for all services. Implicitly, therefore, the rule that 
services should be bundled together if they are related with regard to associated 
events, was defined. Next to the association of services to bundles, it was also 
decided to name provider-driven bundles differently. In particular, it was decided 
that an active label best represents a response to an event, as each event in a citizen’s 
life triggers an appropriate action. Internal stakeholders were contacted again to 
relate services on the list to events that they knew were related to seniors. 
Consequently, two IAs, based on the two different methods, were created. One 
citizen-driven IA was based on the consumer research involving card sorting 
workshops, and there was one provider-driven IA, which was inspired by events 
occurring in a citizen’s life associated with the scope of this franchise from the 
provider perspective. Both architectures were then utilised for Phase III. 
After each participant successfully finished the CSE, a facilitator conducted an 
individual debriefing. The debriefings aimed at gaining additional insights into the 
participant’s mental models and the reason behind their bundles. Implicitly, the 
Researcher wanted to analyse if the already identified attributes had been consciously 
or unconsciously used to create their respective bundles and if there were additional 
attributes that might have been missed initially. Thus, QUT identified an initial list of 
questions that could be asked at different points in time during the workshop in order 
to analyse the utilisation of attributes. However, as a result of a discussion with SSQ, 
it was decided to question participants only after they finished the sorting activity. 
Due to time issues resulting from the ratio between facilitators and participants, it 
was decided to discuss only 3-4 main bundles with each participant. In particular, 
participants were asked, for the bundle in focus, why they grouped those cards 
together and which cards represent the overall theme of the group best. Additionally, 
they were asked: 
• Did you follow any particular strategy when making your groups? 
• Were there any cards you found difficult to group? (Why?) 
• Were there any cards you found easy to group? (Why?) 
• What would you consider a good grouping? 
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The last question was especially interesting to assess if any of the factors of the 
PSBQ model, identified as part of the literature review, were explicitly mentioned by 
participants. Answers to the questions were noted by the facilitators and audio 
recorded whenever possible.  
One common problem that was faced was the different levels of details that were 
captured by different facilitators. A common theme, though, behind bundling of 
cards was the relatedness or similarity among them with regard to the topic. 
However, when asked directly if the services were related in any other way, 
participants struggled to find an answer. When explicitly asked if one of the already 
identified attributes, such as ‘Resource’, might have been used to bundle services 
together in a specific group, most of the participants agreed. In particular, ‘Service 
consumer’ was often used to group services together (e.g. ‘Family’), but, as already 
mentioned, participants were unaware that this attribute had effectively been used for 
bundling.  
These results hint at the fact that people unconsciously use these attributes to identify 
related services that should be bundled. Some participants also looked for keywords 
in the labels of the services and bundled services together with similar or related 
keywords, such as ‘Health’. 
Regarding what cards were difficult or easy to group, answers varied widely. If 
similar keywords were present in the label of different cards, some participants found 
them easier to group than other cards. However, overall the opinion on what card 
was difficult or easy to group seemed to be very much dependent on the individual. 
The last question with regard to what the participants perceived as being a good 
bundle was quite difficult to answer for most of them. Common answers ranged from 
“it has to make sense” to “level of importance”. The latter is difficult to achieve, as 
importance is very subjective and differs from participant to participant. However, 
some participants also mentioned criteria that can be related to the constructs of 
PSBQ as defined previously, such as “the grouping has to be cohesive” or “the 
bundle should be logical” or “services need to be related”. Unfortunately, these 
statements were the exceptions rather than the norm, as participants most often could 
not explicate what they considered to be a good grouping. However, as most of them 
grouped based on relatedness, a quality criterion seems to be the relatedness between 
services in a bundle, which is captured by the ‘Organisation’ construct in the PSBQ 
model.  
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In conclusion, it was found that only a minority of participants used attributes to 
consciously create service bundles, whereas the vast majority did not have an explicit 
segregation rule in place. However, prompting participants in regards to already 
identified attributes and their applicability for the created bundles typically resulted 
in positive feedback. 
6.4.3 Evaluating service bundle quality 
6.4.3.1 Applying the artefact 
Participants 
Phase III involved 36 participants, recruited based on the outcomes of Phase I. For 
Phase III DoC was able to recruit participants from Brisbane (inner city), North 
Queensland, Far North Queensland, South West Queensland, and Central 
Queensland. Tab. 22 provides information about the demographic background of 
participants for Phase III. Again, gender, age, background type, education, and the 
frequency of government contact in the last 12 months were included. For this 
franchise, the Internet usage behaviour of senior citizens was also decided to be of 
interest.  
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
  
Background type - distribution for Phase III 
participants 
Internet usage - distribution for Phase III 
participants 
  
Education - distribution for Phase III participants 
Frequency of contact with government -
distribution for Phase III participants in the last 
12 months 
Tab. 22: Demographic information of Phase III participants for ‘Seniors’  
Testing 
During testing, both IAs were evaluated by face-to-face meetings with participants, 
who each tested one of the two IAs individually and were asked to think aloud. 
Additionally, in the face to face testing, facilitators collected qualitative data by 
taking notes of participants’ thoughts, decision-making processes and problems they 
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encountered when completing the tasks. After the participants finished the tasks, a 
shorter version of the questionnaire presented in chapter 5.5 was provided to them, 
which was supposed to provide information about how participants perceive the 
quality of the service bundles and allows comparing of the IAs. Thus, the 
questionnaire was presented to the participant, which sought rated statements EFF1, 
EoU1, FAM2, NAV1, NAV2, ORG1, ORG2, ORG3, and SAT1on a 5-point Likert 
scale.  
Following Lewis, et al. (2005), the ‘Information for Seniors’ franchise was used as 
the means to pre-test the PSBQ instrument. A pre-test is used “to get empirical 
feedback from a highly controlled sample to assess the appropriateness of the 
original instrument” (B. R. Lewis, et al., 2005, p. 392), in order to assess its format, 
content, understandability, terminology, and ease and speed of completion. As the 
Researcher had no prior experience with introducing a questionnaire at this stage of 
the research, the administration of the full questionnaire was not considered, but only 
the provision of specifically chosen questions. The Researcher included questions in 
the questionnaire which were considered to incorporate potentially unclear 
terminology. Furthermore, the utilisation of a reduced set of questions was due to the 
specific audience of the franchise, as it was not known how long it would take a 
senior citizen to complete the overall set of activities associated with Phase III.  
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the unique resource identifier (URL) of the online IA test, which they completed at 
their own computer without a given timeframe. Here, they only had to go through 
one IA. However, the questionnaire was not included for remote users. 
11 participants were invited to test either one of the two IAs on 23rd June. Thoughts 
were recorded and the questionnaire was provided after the successful completion of 
the survey. Furthermore, 20 remote participants completed the testing for the first 
round. 
Subjective results 
Based on the analysis of the 11 questionnaires that were received from participants 
during the face-to-face sessions, the Researcher developed the following overview of 
the results (please refer to Tab. 23 and Tab. 24). The statements were rated by 
participants on a scale from 1 to 5 (‘Strongly disagree’ to ‘Strongly agree’).  
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Items N Minimum Maximum Mean Std. Deviation 
EFF1 5 3 5 4.00 .707 
EoU1 5 3 5 4.20 .837 
FAM2 5 2 4 3.60 .894 
NAV1 5 2 5 4.00 1.225 
NAV2 5 4 4 4.00 .000 
ORG1 5 3 5 4.40 .894 
ORG2 5 3 5 4.20 .837 
ORG3 5 3 4 3.60 .548 
SAT1 5 3 5 4.20 .837 
Valid N (listwise) 5     
Tab. 23: Descriptive statistics for the provider-driven IA for ‘Seniors’ 
Items N Minimum Maximum Mean Std. Deviation 
EFF1 6 2 5 4.00 1.095 
EoU1 6 2 4 3.67 .816 
FAM2 6 2 4 3.17 .983 
NAV1 6 2 5 4.17 1.169 
NAV2 6 2 5 3.67 1.033 
ORG1 6 2 5 3.67 1.033 
ORG2 6 2 5 3.50 1.225 
ORG3 6 2 4 3.17 .753 
SAT1 6 2 5 3.67 1.033 
Valid N (listwise) 6     
Tab. 24: Descriptive statistics for the citizen-driven IA for ‘Seniors’ 
Although any attempts to generalise the results would fail due to the very limited 
sample size, the provider-driven IA received higher scores with less variability in all 
except one case (i.e. NAV1), although the ‘Success’ rate was lower as described 
previously, which underlines the statement that the Directness and Success scores 
should not necessarily lead to the conclusion that one IA is better than the other 
(please refer to Appendix B). 
6.4.3.2 Evaluating the artefact 
Owing to the nature of the pre-test, the Researcher did not include the questionnaire 
as part of the survey for remote participants, as individual, face-to-face feedback on 
the format of the questionnaire was intended to be received. It turned out that 
sufficient time would have been available to administer the complete questionnaire, 
as completing the tasks went a lot quicker than expected.  
The questionnaire was printed out and completed with the participants. Although the 
format of the questionnaire (paper-based) was not commented on negatively by the 
participants, it was noted that the presence of the researcher might influence the 
unbiased feedback from the participant. Thus, it was decided to leave the participants 
alone while they were answering the questionnaire. Nonetheless, as the software 
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allows for the inclusion of a post-survey questionnaire, this option was exploited for 
the following franchises. With regard to wording and terminology, no negative 
comments were recorded, so that the wording of the original questionnaire was not 
changed.  
Additionally, it was agreed to utilise the full questionnaire as described in chapter 
5.5. The use of the questionnaire was considered to be helpful, but in order to derive 
statistically valid results the full questionnaire was to be applied for the following 
franchises.  
6.4.4 Additional lessons learned 
Overview 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged, as well as identifying opportunities to improve the activities 
within each phase. 
Phase 0 
Although different internal stakeholders were approached and asked for their 
respective customers, it was agreed that a workshop needed to be conducted to focus 
on the systematic elicitation of customer groups, typical situation individuals of the 
customer groups are in, and the services they typically access. 
Phase I 
As different stakeholders were present at the workshop, it was agreed that different 
roles needed to be distinguished, along with responsibilities and behavioural 
guidelines that were intended to limit the possibility of biasing the participants.  
Due to time constraints, the cards of each team were not discussed in a group, but all 
cards from all teams were merged for the prioritisation activity. This resulted in cards 
with fuzzy meanings, as labels were not commonly understood. Additionally, 
duplicate cards were part of the pile of cards that needed to be sorted, as some teams 
came up with similar services. Thus, it was decided that a consolidation activity 
needed to be part of Phase I. This activity allows for identifying cards with similar 
meanings and helps to clarify ones that are not clearly labelled or easy to understand.  
Additionally, it was agreed that the activity related to prioritising the services into 
different categories should be made part of Phase II, as participants will typically rate 
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‘their’ services as being very important. This was the reason that a majority of cards 
were associated with the ‘High’ and ‘Very high’ categories. Integrating the activity 
into Phase II would allow for another set of participants rating the importance of the 
services, without any emotional attachment. 
Furthermore, it was agreed to drop the activity related to the expectation of the 
organisation delivering the service. The content identified as relevant for a specific 
franchise in Phase I needed to be integrated in any case, as part of the final website. 
However, to what extent specific content would be part of the final web presence was 
to be decided later, when the actual content was being developed. In particular, if a 
certain service was simply linked to a NGO site or if it would be completely covered 
on the governmental site was a matter to be decided on later, when the actual content 
was produced.  
In conclusion, the content research workshop in Phase I was to completely focus on 
eliciting a consolidated list of services. 
Phase II 
The utilisation of a debriefing questionnaire was helpful in gaining a deeper 
understanding of the reasons for each participant’s bundling decision. Although the 
facilitator aimed at discussing only a limited number of groupings in about 10 
minutes, conversation typically went on for much longer. Therefore, it was decided 
to make the decision on whether citizens were to be debriefed, dependent on the 
resources of the specific franchise and the available time for the workshop itself.  
Phase III 
As indicated, it was decided to administer the full questionnaire for remote as well as 
for face-to-face testing by implementing it online. 
Furthermore, it was decided to leave out the comparative analysis of the alternative 
IA for the other franchises. Although it was interesting to discuss with participants 
differences and similarities, participants were typically heavily biased based on their 
prior activity. In general, if participants experienced difficulties with one IA, they 
would have rated the other IA higher and vice versa. Thus, results for the comparison 
were heavily confounded and difficult to analyse with regard to their true meaning.  
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6.5 Emergency Services & Safety 
6.5.1 Overview 
The franchise 'Emergency Services & Safety' (ESS) was owned by the Department of 
Community Safety (DCS). Key stakeholders who were involved in the research for 
this franchise were representatives of DCS, SSQ, and the research team from QUT. 
Research activities were conducted between 12th July and 10th October 2011.  
6.5.2 Applying service bundling methods 
Participants 
Tab. 25 provides demographic information about the 44 participants involved 
throughout activities related to Phase I and II. Again, the Researcher looked at 
gender, age, background type, education, and the frequency of government contact in 
the prior 12 months. 
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Gender - distribution for Phase I+II participants Age - distribution for Phase I+II participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 25: Demographic information of Phase I+II participants for ‘ESS’  
Overall, a content scan and content research workshop with 11 recruited citizens and 
10 volunteers/staff resulted in a list of 117 content items that were currently provided 
or should be provided by government as part of the franchise ‘Emergency Services & 
Safety’. The list was then used as an input for the next phase, to create the IAs.  
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Due to limited resources in comparison to DoC’s budget, 2 content grouping 
workshops were conducted in Brisbane on 25th July 2011. The first workshop was 
visited by 14 participants recruited by a MR company. The second workshop was 
visited by 9 volunteers/staff who were contacted by DCS to be invited to the 
workshop. Overall, the Researcher was able to analyse the card sorting results of 23 
participants.  
Evaluating the citizen-driven service bundling identification method 
In comparison with the last AR cycle, no changes were made to the artefact, so it was 
applied as specified previously.  
Evaluating the provider-driven service bundling identification method 
Due to resource constraints, it was decided by DCS not to conduct debriefings. 
Therefore, the Researcher could neither discuss the applicability of the already 
identified attributes and relationships, nor identify any ‘new’ attributes and 
relationships of relevance. 
6.5.3 Evaluating service bundle quality 
6.5.3.1 Applying the artefact 
Participants 
Phase III involved 35 participants, recruited based on the outcomes of Phase I. Tab. 
26 provides information about the demographic background of 33 out of 35 
participants, as the demographic information of 2 participants, who tested the citizen-
driven IA in the first round could not be analysed. Again, the Researcher looked at 
gender, age, background type, Internet usage behaviour, education, and the frequency 
of government contact in the prior 12 months.  
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
 
 
 
Background type - distribution for Phase III 
participants 
Internet usage - distribution for Phase III 
participants 
  
Education - distribution for Phase III participants 
Frequency of contact with government -
distribution for Phase III participants in the last 
12 months 
Tab. 26 Demographic information of Phase III participants for ‘ESS’  
Testing 
During testing, both IAs were evaluated by face-to-face meetings with participants, 
who each tested one of the two IAs individually and were asked to think aloud. 
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Additionally, in the face-to-face testing, facilitators collected qualitative data by 
taking notes of participant’s thoughts, decision-making processes and problems they 
encountered when completing the tasks. After the participants finished the tasks, the 
questionnaire was presented to them, which was supposed to provide information 
about how participants perceived the quality of the service bundles. Implementing 
the ‘Lessons Learned’ from the previous research related to the previous franchise, 
the 26-item questionnaire, which assesses the perceived quality of the bundles 
contained in the architecture on a 7-point Likert scale, was presented to each 
participant.  
Following Lewis et al. (2005), the ‘Emergency Services & Safety’ franchise was 
used as the means to pilot the PSBQ instrument to further “purify the instrument”. 
“The pilot test is a ‘dress-rehearsal’ of the instrument with a small sample” (B. R. 
Lewis, et al., 2005, p. 392). Participants were asked to comment on any items that 
were unclear and to state if anything were missing. Including the questionnaire as 
part of the online survey worked quite well from a technical perspective.  
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test, which they completed at their own computer. The 
questionnaire was also included for filling out by remote participants. 
12 participants were invited to test either one of the two IAs on the 7th and 8th of 
September 2011. Participants were recruited by a MR company, using the same 
constraints as those utilised previously. Thoughts were recorded and the 
questionnaire was provided after the successful completion of the survey. 
Furthermore, 14 remote participants completed the survey. More testing was 
focussed on at a later stage. 
Subjective results 
Although 12 participants evaluated the citizen-driven IA the Researcher was only 
able to use 10 questionnaires for further analysis. Tab. 27 visualises selected 
descriptive statistics for answers provided for the 26-item questionnaire. FAM2 and 
ORG2 are left out as they are only applicable for IAs containing bundles on more 
than two levels.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 10 4 7 5.80 .789 
NAV2 10 4 7 5.40 .966 
NAV3 10 4 7 5.70 .823 
EFF1 10 2 6 4.80 1.317 
EFF2 10 3 7 5.10 1.287 
EFF3 10 4 7 5.20 .919 
FAM1 10 4 7 5.90 .994 
FAM3 10 4 7 5.80 .919 
EoU1 10 2 7 5.20 1.874 
EoU2 10 2 7 5.20 1.687 
EoU3 10 5 7 6.00 .667 
ORG1 10 2 7 4.80 1.317 
ORG3 10 3 7 4.70 1.160 
ORG4 10 3 7 4.60 1.350 
ORG5 10 3 6 5.20 1.033 
QUA1 10 1 7 4.40 2.011 
QUA2 10 3 7 4.90 1.101 
QUA3 10 4 7 5.30 1.059 
SAT1 10 4 7 5.30 .949 
SAT2 10 2 7 4.70 1.494 
SAT3 10 4 7 5.20 1.033 
BI1 10 2 7 4.80 1.619 
BI2 10 2 7 4.60 1.506 
BI3 10 3 7 4.50 1.354 
Valid N (listwise) 10     
Tab. 27: Descriptive statistics regarding the citizen-driven IA for ‘ESS’ 
Based on 14 usable questionnaires the Researcher was able to calculate the following 
descriptive statistics (please refer to Tab. 28), that provide a condensed overview of 
the answers provided on the 26-item questionnaire for the provider-driven IA.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 14 1 6 5.14 1.406 
NAV2 14 1 6 4.86 1.562 
NAV3 14 2 7 5.00 1.468 
EFF1 14 2 7 4.86 1.610 
EFF2 14 1 6 4.93 1.592 
EFF3 14 2 7 4.86 1.512 
FAM1 14 2 7 5.29 1.326 
FAM2 14 2 6 4.43 1.555 
FAM3 14 2 7 5.36 1.277 
EoU1 14 3 7 5.36 1.082 
EoU2 14 2 7 4.64 1.393 
EoU3 14 3 7 5.79 1.122 
ORG1 14 1 7 4.71 1.939 
ORG2 14 2 6 4.71 1.383 
ORG3 14 2 6 4.71 1.590 
ORG4 14 2 6 4.57 1.505 
ORG5 14 2 7 4.93 1.542 
QUA1 14 2 6 4.57 1.697 
QUA2 14 1 6 4.29 1.729 
QUA3 14 1 7 4.29 2.054 
SAT1 14 1 6 4.36 1.781 
SAT2 14 1 7 4.57 1.742 
SAT3 14 2 6 4.64 1.598 
BI1 14 1 7 4.07 2.093 
BI2 14 2 7 4.50 1.829 
BI3 14 2 6 4.71 1.637 
Valid N (listwise) 14     
Tab. 28: Descriptive statistics regarding the provider-driven IA for ‘ESS’ 
Comparing both statistics, although not claiming any statistical generalisability, it 
can be seen that variability of answers with regard to the statements is, in general, 
lower for the citizen-driven IA, except for ‘Ease of Understanding’ and ‘Quality’. In 
analysing the means of the answers for the statements with regard to the two 
different IAs it can be seen that only ‘Navigation’ and ‘Familiarity’ are uniformly 
higher in the citizen-driven IA than in the provider-driven IA.  
However, it should be noted that having only one level of depth for the citizen-driven 
IA, as decided on by DCS, makes a fair comparison between the performances of the 
two IAs difficult. ‘Navigation’ is naturally expected to be perceived as better in the 
citizen-driven IA, as participants did not have to go back in the tree etc. The same is 
true for ‘Familiarity’, as the less complex structure is easier to learn and remember. 
However, in terms of the logical organisation of the bundles and ‘Ease of 
Understanding’, results were not as clear, hinting at potential shortcomings in the 
simpler IA.  
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6.5.3.2 Evaluating the artefact 
Re-scoping the instrument 
Although the Researcher was able to utilise the full 26-item questionnaire for 
evaluating the PSBQ, some participants commented on the length of the 
questionnaire in comparison to the length of the activity related to the tasks (25). 
Thus, it was decided to re-scope the instrument, which was initially targeted at 
quality, satisfaction and behavioural intentions. So, it was decided to omit questions 
related to satisfaction and behavioural intentions for future rounds of research. 
Consequently, the newest version of the instrument contains just 20 items, that focus 
on assessing the impact of five other constructs on PSBQ. Hypotheses were modified 
accordingly. 
Expert interviews 
After conducting the pilot for assessing the instrument, Lewis et al. (2005) 
recommend screening the items for content validity i.e. ensuring that the items 
represent the domain accordingly. Many different methods can be chosen to achieve 
this objective. The Researcher opted for interviewing different experts in the research 
domain with regard to the applicability, comprehensiveness, and understandability of 
the instrument.  
Five interviews with representatives from four different governments, namely South 
Australia, Canada, United Kingdom, and QG were contacted and a 1hour (telephone) 
interview scheduled. The interviews were transcribed where possible, were semi-
structured and the themes were aligned with the aforementioned objectives. 
Additionally, equivalent instruments utilised by the respective governments (if they 
existed) were discussed. All participants were sent the revised 20-item questionnaire 
well in advance, to get familiar with the model, and were able to prepare for the 
interview accordingly.  
The outcomes were very interesting: Although all representatives mentioned that 
citizens were involved in their research activities in one way or another, none of 
them had a comparable instrument in place to measure the PSBQ. Consequently, 
interest in the instrument was very high: “It is a very interesting research project! 
We might even introduce the questionnaire in our customer research once it is 
validated and tested.” 
Bundling is also done for different scenarios. For example, if citizen physically visit 
service centres, they are presented with a bundle that is of relevance in their 
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situation. Therefore, the decision on what services to bundle is based on the customer 
profile and domain expertise of the government staff at the service centre. “The goal 
is to identify the needs of clients and being able to offer them information about other 
services of which they ordinarily wouldn’t know about.” This scenario can also be 
mapped to the morphological box as described in chapter 3.2. In general, bundling 
itself was seen as very relevant: “I think bundling is the way to go. I even see some 
other private companies, like insurance companies and banks, doing it. It is 
definitely a key concept in service delivery!” 
With regard to the completeness or comprehensiveness of the questionnaire, no new 
items were mentioned that should be included in the questionnaire, nor was it 
proposed to drop any of the existing items. Overall, all interviewees were content 
about the scope of the questions. “It certainly seems to me to be a comprehensive 
questionnaire that covers all the areas of concern!” and “I really quite liked it! […] 
It is very comprehensive!” 
Therefore, through expert interviews, the applicability and relevance of the survey 
was supported. The survey is sufficiently comprehensive, as no new items were 
proposed to be included or existing items proposed to be dropped. 
6.5.4 Additional lessons learned 
Overview 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged, as well as to identifying opportunities to improve the activities 
within each phase. 
Phase 0 
In comparison with the ‘Seniors’ franchise, the conduct of an explicit stakeholder 
workshop, as part of Phase I of this franchise, to identify the target audience of the 
franchise was perceived as beneficial for recruitment as well as for understanding the 
context of the franchise itself. Thus, it was to be conducted for future franchises as 
well. 
Phase I 
With regard to using the services of a Market Research company for recruitment 
purposes, no disadvantages were experienced. Thus, for smaller franchises with 
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limited resources outsourcing the recruitment of participants can be regarded as a 
viable option. 
After the content research workshop it was discussed whether showing participants 
the list of all franchises was actually beneficial for scoping the domain of the 
franchise at hand. Some of the participants seemed to get distracted by all the other 
names of other franchises and others even misinterpreted the task itself. However, as 
‘Emergency Services & Safety’ can be regarded as a topic-related franchise, in 
comparison to a demographic-related franchise, such as ‘Information for Seniors’, a 
scoping activity was deemed to be beneficial for bringing participants on track. 
Therefore, it was agreed to discuss the scope of each topic-related franchise in Phase 
I as a group, prior to identifying specific information and services. 
With regard to the scoping activity it was also discussed whether it would be 
beneficial letting each team detail one part of the relevant context of the franchise 
separately and then, afterwards, as a group. Analysing participation during the 
discussion of each team’s findings, it seemed that giving each team the chance to 
discuss all relevant parts of the context relevant to the specific franchise might 
produce richer results. Furthermore, certain individuals in a team might not have 
been exposed to any services that were related to their assigned scope. Therefore, it 
was decided for future franchises that each team should discuss services from the 
overall scope of the franchise, and discuss the results afterwards in a group, to 
identify overlaps and gaps, as well as to generate additional content. 
Phase II 
In contrast to the activities conducted in Phase II for the previous franchise, it was 
decided to conduct a closed card sort to identify services that were associated with 
the realm of other franchises. Again, the result of the activity is rather important for 
content development as it needs to be decided what franchise is responsible for 
creating the content. However, in order to fit this activity into the timeframe 
dedicated to the activities, the activity related to identifying expected service delivery 
channels for each service was omitted. Although the closed card sort was deemed to 
be important for future content creation, channel expectation was also not to be 
completely omitted. Therefore, it was decided that some of the participants conduct 
the closed card sort, while the remaining participants sort the cards according to their 
expected delivery channel. 
As another activity in this phase, participants sorted the cards in accordance with 
their assigned subjective importance. As a relict from the research related to the last 
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franchise, participants were asked to sort the cards into the categories ‘Low’, 
‘Medium’, and ‘High’. Afterwards they assigned cards in the ‘High’ category into 
the categories ‘High’ and ‘Very High’. However, as the sample of participants who 
identified information and services in the first place was now different from the 
sample of participants who assigned subjective importance to each card, the activity 
could now simply ask participants to sort cards into ‘Very high’, ‘High’, ‘Medium’, 
‘Low’, and ‘Very Low’, in accordance with their personal assigned importance. 
Having the provider-driven IA initially drafted by the specific franchise owner 
without utilising any debriefing sheets, was judged to be inferior to the previously 
utilised approach, which involved citizens. Additionally, any chance to gain further 
insights into the applicability of the already identified attributes, or any additional 
attributes, was limited by omitting the individual debriefing of participants. 
Consequently, it was decided to always debrief citizens after the grouping activity. 
However, as the initial debriefing sheet resulted occasionally in quite extensive 
discussions, it was agreed to shorten the questionnaire to only three parts: 
• What strategy did you follow when grouping cards? 
• What are events in your life or in the life of someone close to you that required 
government interaction? 
• Do you have any other general comments? 
The first question primarily aimed at evaluating the existing attributes, and 
identifying potential new ones. As a typical answer to this question was anticipated 
to be “The services are related”, subsequent probing questions were prepared, such 
as “In what way are they related?” or “What makes them similar?” 
During the development of the citizen-driven IA, the stakeholders had to agree on 
proper labels for the bundles identified by analysing the dendrogram. It was decided 
to develop a tool, which would enable the stakeholders to look-up the labels that 
citizens had given bundles with similar contained services during the workshops. 
Here, citizen-centricity of the approach was further increased by aligning the labels 
properly.  
Phase III 
Other than the already mentioned changes to the artefacts, no further changes to the 
methodology were made. 
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6.6 Community Support 
6.6.1 Overview 
The ‘Community Support’ (CS) franchise was also owned by DoC. Thus, the project 
team of that specific department needed to develop a Community Support web 
franchise that would provide part of a new government approach for a consistent and 
seamless service delivery within the online channel. Therefore, key stakeholders that 
were involved in the research for this franchise were representatives of DoC, SSQ, 
and QUT. The research activities were conducted between 19th July and 3rd October 
2011.  
6.6.2 Applying service bundling methods 
Participants 
With regard to geographical coverage, representative customers from the following 
regions across Queensland were engaged for Phase I and II: Brisbane (inner city), 
Emerald, Rockhampton, and Ipswich.  
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Gender - distribution for Phase I+II participants Age - distribution for Phase I+II participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 29: Demographic information of Phase I+II participants for ‘CS’  
Tab. 29 provides demographic information about the 62 participants involved 
throughout activities related to Phase I and II. Again, the Researcher looked at 
gender, age, background type, education, and the frequency of government contact in 
the prior 12 months. 
Male 
34% 
Female 
63% 
Unknown 
3% 
26-34 
10% 
45-54 
23% 
55-59 
5% 35-44 
22% 
65 & 
above 
23% 
18-25 
5% 
60-64 
10% 
Unknown 
2% 
2nd language 
2% 2nd language / Cult. 
Diverse 
2% 
N/A 
67% 
Cult. Diverse 
13% 
Disability 
3% 
ATSI 
8% 
ATSI / Disability 
3% 
Unknown 
2% 
Bachelor 
degree 
36% 
Less than 
High-
school 
17% 
High-
school 
20% 
TAFE / 
Trade 
Cert. 
27% 
Post grad. 
15% 
Unknown 
2% 
1-5 
30% 
6-10 
15% 
10-15 
5% 
15+ 
45% 
None 
3% 
Unknown 
2% 
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Overall, these research activities led to a list of 119 services that were currently 
provided or should be provided by government as part of the franchise ‘Community 
Support’. The list was then used as an input for the next phase to create the IA. 
With regard to grouping the cards, 4 content grouping workshops were conducted, 
with 10-15 representative customers engaging a broad range of demographics in the 
CS target audience across regions in Queensland. On 12th August 2011 the first 
workshop was held in Brisbane, with 16 participants; on 15th August a workshop was 
held in Rockhampton, with 4 participants; on 16th August a workshop was held, with 
16 participants in Emerald; and on 18th August the last workshop was held in 
Ipswich, with 14 participants. 
Overall, the Researcher was able to analyse the card sorting results of 50 participants.  
Evaluating the citizen-driven service bundling identification method 
In comparison to the last AR cycle, no changes were made to the artefact and it was 
applied as specified previously.  
Evaluating the provider-driven service bundling identification method 
As for the last franchise, the Researcher asked the question “What strategy did you 
follow when making your groups and why?”, which addressed the evaluation of 
already existing attributes and relationships, as well as the identification of new ones. 
Answers to this question were diverse and unstructured. Furthermore, different 
facilitators debriefed different participants. Consequently, a certain level of 
subjectivity was introduced in analysing and interpreting the debriefing results, 
which makes a quantitative analysis less meaningful. Instead, it was decided to 
describe interesting results that were mentioned by at least two participants. 
Most participants, again, grouped services based on similarities, relatedness, and key 
words. Some of these participants were also able to explicate underlying attributes 
that they thought were the main reasons why they grouped certain services together. 
Other participants bundled unconsciously, as they put services “where they 
belonged”, so certain services “fell into categories”. However, grouping based on 
‘relevance’ was also mentioned, which is very subjective and differs from person to 
person.  
‘Service provider’ and ‘Service consumer’ seemed to be common relationships 
between services that were utilised for service bundling. For the former relationship, 
common examples included ‘Police’, respective government departments, and 
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specific ‘NGOs’. Commonly mentioned examples for ‘Service consumers’ or 
‘demographic groups’, were ‘women’, ‘children’, and ‘families’. Thus, cards were 
grouped by analysing who might be the person interested in consuming the specific 
service. 
‘Service type’ played an important role. Informational services (‘how to’) were 
distinguished from transactional or interactive services (‘have your say’), by putting 
them in different groups.  
Similarly, ‘Co-location’ was again mentioned several times, but its instantiation 
remained highly subjective, e.g. ‘about your location’ or ‘outdoors’. 
Two already identified attributes, but until now not mentioned by participants, were 
‘Resource’ and ‘Event’. As a resource, ‘IT’ or ‘communication resources’ were most 
often mentioned, whereas events related to ‘disasters’, like floods. 
In conclusion, attributes and relationships were again found to be used either 
consciously or unconsciously by participants. The relationships referring to ‘Service 
provider’, ‘Service consumer’, ‘Co-location’, and ‘Service type’ were found to be 
applicable, but, also, ‘new’ relationships, based on ‘Resource’ and ‘Events’, were 
used for creating service bundles. 
6.6.3 Evaluating service bundle quality 
6.6.3.1 Applying the artefact 
Participants 
Tab. 30 provides information about the demographic background information on 
Phase III participants for the Community Support franchise, namely about the 
gender, age, background type, marital status, education, and employment status of 
the participants. 
For testing and validation (Phase III), participants were recruited from Brisbane 
(inner city), Bundaberg, Gladstone, Nerang, Palm Beach, Childers, Mt Isa, Bayside, 
and Logan. 
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
  
Background type - distribution for Phase III 
participants 
Marital status - distribution for Phase III 
participants 
  
Education - distribution for Phase III participants 
Employment status -distribution for Phase III 
participants 
Tab. 30: Demographic information of Phase III participants for ‘CS’  
Testing 
During testing, both IAs were evaluated by face-to-face sessions. The participants 
each tested one of the two IAs individually and were asked to think aloud. 
Male 
29% 
Female 
71% 
18-25 
6% 
26-34 
40% 
35-44 
25% 
45-54 
11% 
55-59 
3% 
60-64 
9% 
65 & 
above 
6% 
N/A 
58% 
Unknown 
3% 
ATSI 
3% 
2nd 
language 
9% 
2nd 
language 
/ Cult. 
Diverse 
9% 
Disability / 
Cult. 
Diverse 
3% 
Disability 
6% Cult. 
Diverse 
9% 
Widowed 
3% 
Single 
26% 
Divorced 
8% 
Married / 
de- facto 
63% 
TAFE / 
Trade 
cert. 
37% 
Bachelor 
Degree 
12% 
Post 
grad. 
34% 
Less 
than 
High- 
school 
6% 
High- 
school 
11% 
Employed 
82% 
Unknown 
2% 
Un- 
employed 
2% 
Full- time 
student 
6% 
(Semi-) 
Retired 
8% 
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Additionally, in the face-to-face testing, facilitators collected qualitative data by 
taking notes of participant’s thoughts, decision-making processes and problems they 
encountered when completing the tasks. After the participants finished the tasks, the 
questionnaire was presented to provide information about how participants perceived 
the quality of the IAs and to allow comparison between them. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test, which they completed at their own computer without a 
given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire.  
11 participants were invited to test either one of the two IAs on 15th September 2011. 
Thoughts were recorded and the questionnaire was provided after the successful 
completion of the survey. In addition, 42 remote participants completed the survey 
for the first round. 
Subjective results 
As all participants, including remote and local participants, completed the 
questionnaire for the first round, the Researcher was able to analyse 53 
questionnaires. Tab. 31 and Tab. 32 visualise selected descriptive statistics for 
answers provided for the 20-item questionnaire, for the citizen-driven and provider-
driven IA respectively.  
Again, a 7-point Likert scale was used, with ascending numerical values of the 
scales, so that ‘Strongly agree’ reflected a 1 and ‘Strongly disagree’ reflected a 7.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 24 1 6 3.13 1.513 
NAV2 24 1 6 3.38 1.583 
NAV3 24 1 7 3.25 1.824 
EFF1 24 2 7 3.50 1.668 
EFF2 24 2 7 3.75 1.648 
EFF3 24 1 7 3.29 1.628 
FAM1 24 1 6 2.58 1.139 
FAM2 24 1 7 3.04 1.488 
FAM3 24 1 7 2.42 1.176 
EoU1 24 1 5 2.79 1.250 
EoU2 24 1 6 2.87 1.361 
EoU3 24 1 3 1.79 .588 
ORG1 24 2 7 3.37 1.555 
ORG2 24 2 7 3.42 1.501 
ORG3 24 2 7 3.63 1.498 
ORG4 24 2 7 3.42 1.472 
ORG5 24 1 7 3.00 1.719 
QUA1 24 2 7 3.46 1.503 
QUA2 24 2 7 3.37 1.813 
QUA3 24 2 7 3.54 1.793 
Valid N (listwise) 24     
Tab. 31: Descriptive statistics regarding the citizen-driven IA for ‘CS’ 
Items N Minimum Maximum Mean Std. Deviation 
NAV1 29 1 6 3.41 1.593 
NAV2 29 1 7 3.41 1.637 
NAV3 29 1 6 3.00 1.309 
EFF1 29 1 7 3.45 1.682 
EFF2 29 1 7 3.90 1.543 
EFF3 29 1 6 3.59 1.524 
FAM1 29 1 6 2.66 1.045 
FAM2 29 1 7 3.90 1.589 
FAM3 27 1 5 2.81 .962 
EoU1 28 1 7 3.07 1.386 
EoU2 28 1 7 3.07 1.386 
EoU3 27 1 6 2.26 1.023 
ORG1 28 1 6 3.43 1.476 
ORG2 28 1 6 3.39 1.397 
ORG3 28 2 7 3.61 1.257 
ORG4 28 2 6 3.71 1.384 
ORG5 28 1 6 3.18 1.416 
QUA1 27 1 6 3.26 1.430 
QUA2 28 1 7 3.32 1.442 
QUA3 28 1 6 3.39 1.524 
Valid N (listwise) 25     
Tab. 32: Descriptive statistics regarding the provider-driven IA for ‘CS’ 
Unfortunately, some of the participants using the provider-driven IA did not rate all 
statements, so that only 25 questionnaires were fully completed. 
Comparing the means of the items in respect to the two different IAs, it seems that 
only the indicators for ‘Ease of Understanding’ were uniformly lower for the citizen-
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driven IA, whereas all items reflecting quality were lower for the provider-driven IA. 
However, differences between the item scores are not significant. Also, for the 
variance in scores, Ease of Understanding was the only construct that showed lower 
scores for all items relating to the citizen-driven IA. The provider-driven IA showed 
lower scores regarding variance for ‘Organisation’ as well as for ‘Quality’. 
6.6.3.2 Evaluating the artefact 
Due to limited numbers of participants, the quality assessment instrument could not 
be evaluated in detail. Thus, the instrument was left in its current form and was again 
applied during the next AR cycle. 
6.6.4 Additional lessons learned 
General 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged, as well as to identify opportunities to improve the activities 
within each phase. 
Phase 0 
No changes were proposed for the activities related to Phase 0. 
Phase I 
Instead of conducting the closed card sort of identified services into the 17 different 
franchises in Phase II, SSQ and DoC decided to conduct this activity earlier, in Phase 
I, as sufficient time was available. Although asking participants to sort the cards into 
the different franchises in Phase II has the advantage that participants are not 
emotionally attached to the cards, influence of the attachment was deemed to be 
minimal. Thus, it was decided, as general practice, to conduct the respective closed 
card sort in either Phase I or Phase II, depending on the availability of time. Any 
impact of the activity’s influence on the evaluation of the artefacts could not be 
identified. 
Phase II 
No changes were proposed for the activities related to Phase II. 
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Phase III 
No changes other than the ones already reported with regard to refining the 
instrument were proposed for the activities related to Phase III. 
6.7 About Queensland and its Government 
6.7.1 Overview 
The franchise ‘About Queensland and its Government' (AQAG) was owned by the 
Department of Premier and Cabinet (DPC). Key stakeholders who were involved in 
the research for this franchise were representatives of DPC, SSQ, and the research 
team from QUT. Research activities were conducted between 26th July and 10th 
October 2011.  
6.7.2 Applying service bundling methods 
Participants 
Tab. 33 provides demographic information about the 45 participants involved in 
activities related to Phase I and II. Again, the Researcher looked at gender, age, 
background type, education, and the frequency of government contact in the prior 12 
months. 
 214 
 
  
Gender - distribution for Phase I+II participants Age - distribution for Phase I+II participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 33: Demographic information of Phase I+II participants for ‘AQAG’  
Overall, these research activities led to a list of 112 services that were currently 
provided or should be provided by government as part of the franchise ‘About 
Queensland and its Government’. The list was then used as an input for the next 
phase to create the IA.  
Male 
38% 
Female 
60% 
Unknown 
2% 26-34 
13% 
45-54 
20% 
55-59 
11% 35-44 
29% 
65 & 
above 
7% 
18-25 
18% 
60-64 
2% 
2nd language 
5% 
2nd language / Cult. 
Diverse 
4% 
None 
80% 
Cult. Diverse 
4% 
Disability 
7% 
Bachelor 
degree 
26% 
Less than 
High-
school 
17% 
High-
school 
20% 
TAFE / 
Trade 
Cert. 
18% 
Post grad. 
18% 
1-5 
62% 
6-10 
16% 
10-15 
4% 
15+ 
9% 
None 
9% 
 215 
 
Due to limited resources in comparison to DPC’s budget, only three workshops were 
conducted. The first was conducted in Sherwood in the afternoon of 22nd August 
2011, with 8 participants; the second was conducted in Indooroopilly on the same 
day in the evening, with 9 participants; the third, and last, workshop was conducted 
in Indooroopilly on 23rd in the evening, with 10 participants.  
Overall, the Researcher was able to analyse the card sorting results of 27 participants.  
Evaluating the citizen-driven service bundling identification method 
In comparison with the last AR cycle, no changes were made to the artefact and it 
was applied as specified previously.  
Evaluating the provider-driven service bundling identification method 
As mentioned in the ‘Lessons Learned’ section of ‘ESS’, it was decided to re-utilise 
debriefing sheets to discuss the groupings of the participants in more detail. 
However, as debriefing discussions went on for too long previously, the number of 
questions as part of the debriefing was constrained. Consequently, only the question 
“What strategy did you follow when making your groups and why?” addressed the 
evaluation of already existing attributes and relationships, as well as the 
identification of new ones. Again, answers to this question were diverse and 
unstructured.  
Four attributes and relationships seemed to be of relevance for some of the 
participants as part of this research, namely ‘Service consumers’, ‘Service provider’, 
‘Service type’, and ‘Co-location’.  
In general, grouping items based on similarity, relatedness, and keywords were often 
mentioned by participants as the generic strategy for structuring the pile of cards, 
which supports the assumptions underlying the utilisation of the provider-driven 
service bundling identification method. However, some participants seemed to make 
the bundling decision unconsciously: “things that should go together”. 
More specifically, some participants explicitly mentioned that they first grouped the 
cards based on the different responsibility levels within government, namely federal, 
state and local governments. Next to structuring the cards vertically along 
government responsibility levels, participants were also inspired by existing 
departments for grouping the cards, thereby dividing the cards horizontally. In any 
case, the service provider of the service seemed to be of relevance for bundling.  
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Contrarily, services were also grouped based on potential service consumer or 
different audiences, like ‘seniors’. Thus, the existence of the already identified 
relationships between services with regard to the service consumer was supported. 
‘Co-location’ of the service was also of relevance. However, it remained unclear 
what facet was specifically targeted, e.g. ‘consumed at’, ‘offered at’, or ‘related to’. 
Additionally, the specific ‘values’ of this relationship focused rather on the proximity 
of the participant instead of any landmarks etc. In general, the existence of ‘Co-
location’ as an underlying relationship was supported. 
The existence of ‘Service type’ as a relationship was also reported, as some 
participants grouped informational services together, in contrast to ‘interactive’ 
services that required the user to actually do something, e.g. fill-in a form. 
Some participants also looked at the interdependencies between services as a reason 
to put them in the same bundle. If services can be usefully accessed or consumed in a 
sequence, they should also be grouped together. 
In conclusion, some participants explicitly used a sub-set of the identified attributes 
for bundling, which supported the general assumption that attributes and 
relationships between services can be used to identify service bundles. Nevertheless, 
most participants made the bundling decision unconsciously. 
6.7.3 Evaluating service bundle quality 
6.7.3.1 Applying the artefact 
Participants 
Phase III involved 12 participants recruited based on the outcomes of Phase I. Tab. 
34 provides information about the gender, age, background type, marital status, 
education, and employment status of the participants.  
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
  
Background type - distribution for Phase III 
participants Internet usage - distribution for Phase III participants 
  
Education - distribution for Phase III participants 
Frequency of contact with government -distribution 
for Phase III participants 
Tab. 34 Demographic information of Phase III participants for ‘AQAG’  
Testing 
During testing, both IAs were evaluated by face-to-face sessions. The participants 
each tested one of the two IAs individually and were asked to think aloud. 
Additionally, in the face-to-face testing, facilitators collected qualitative data by 
Male, 
33% 
Female
, 67% 
45-54 
33% 
18-25 
42% 
35-44 
17% 
26-34 
8% 
None 
75% 
Disability 
9% 
Culturally 
diverse 
8% 
ATSI 
8% 
Daily 
100% 
Post 
Grad 
Degree / 
Diploma 
17% 
Bachelor 
Deg. 
25% 
TAFE / 
Trade 
Cert. / 
Diploma 
8% 
High-
school 
50% 
1-5 
59% 
6-10 
8% 
10-15 
17% 
15+ 
8% 
None 
8% 
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taking notes of participant’s thoughts, decision-making processes and problems they 
encountered when completing the tasks. After the participants finished the tasks, the 
questionnaire was presented to them, which provided information about how 
participants perceived the quality of the IAs. 
Remote IA testing was not conducted this time, as DPC had limited resources and 
tight timeframes.  
12 participants were invited to test either one of the two IAs on 6th and 7th of October 
2011. Thoughts were recorded and the questionnaire was provided after the 
successful completion of the survey.  
Subjective results 
As all participants completed the questionnaire for the first round, the Researcher 
was able to analyse 12 questionnaires. Tab. 35 and Tab. 36 visualise selected 
descriptive statistics for answers provided for the 20-item questionnaire for the 
citizen-driven and provider-driven IA respectively.  
In comparison to previous analyses, the Researcher again used a 7-point Likert scale, 
but switched the numerical values of the scales, so that ‘Strongly agree’ reflected a 1 
and ‘Strongly disagree’ reflected a 7.  
Items N Minimum Maximum Mean Std. Deviation 
NAV1 6 1 4 1.83 1.169 
NAV2 6 1 3 2.00 .632 
NAV3 6 1 3 1.83 .753 
EFF1 6 1 3 1.83 .753 
EFF2 6 1 4 2.33 1.033 
EFF3 6 1 4 2.17 1.169 
FAM1 6 1 2 1.50 .548 
FAM2 6 2 5 2.50 1.225 
FAM3 6 1 2 1.33 .516 
EoU1 6 1 2 1.67 .516 
EoU2 6 1 4 2.33 1.033 
EoU3 6 1 2 1.33 .516 
ORG1 6 1 3 2.17 .753 
ORG2 6 2 3 2.33 .516 
ORG3 6 1 6 3.33 1.633 
ORG4 6 3 6 3.67 1.211 
ORG5 6 1 2 1.83 .408 
QUA1 6 2 3 2.50 .548 
QUA2 6 1 3 2.00 .632 
QUA3 6 2 5 2.67 1.211 
Valid N (listwise) 6     
Tab. 35: Descriptive statistics regarding the citizen-driven IA for ‘AQAG’ 
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 6 2 6 2.83 1.602 
NAV2 6 1 3 2.33 .816 
NAV3 6 1 3 2.00 .894 
EFF1 6 1 6 2.67 1.751 
EFF2 6 2 6 3.00 1.549 
EFF3 6 1 6 2.33 1.862 
FAM1 6 1 6 2.17 1.941 
FAM2 6 2 4 2.83 .753 
FAM3 6 1 3 1.67 .816 
EoU1 6 1 7 3.00 2.098 
EoU2 6 1 7 2.83 2.401 
EoU3 6 1 2 1.50 .548 
ORG1 5 2 5 3.00 1.414 
ORG2 6 1 6 3.00 1.673 
ORG3 6 2 5 3.33 1.211 
ORG4 6 2 3 2.83 .408 
ORG5 6 2 6 3.17 1.472 
QUA1 6 2 6 2.67 1.633 
QUA2 6 2 6 2.83 1.602 
QUA3 6 1 5 2.67 1.366 
Valid N (listwise) 5     
Tab. 36: Descriptive statistics regarding the provider-driven IA for ‘AQAG’ 
Comparing the variance in scores given by participants for each item with regard to 
the two different IAs, it should be noted that scores for the citizen-driven IA are 
lower (except FAM2 and ORG4). The citizen-driven IA also has lower scores with 
regard to the means for each item (except EFF2 and ORG4).  
6.7.3.2 Evaluating the artefact 
Initial remarks 
At this stage, the Researcher aimed to evaluate the measurement properties of the 
instrument, as described by Lewis et al. (2005). Having utilised the same 
questionnaire for ‘Community Support’ and ‘About Queensland and its 
Government’, 34 valid questionnaires evaluating the citizen-driven IA and 30 valid 
questionnaires evaluating the provider-driven IA were gathered.  
In order to increase the statistical power of the explorative analysis, it was decided to 
analyse whether the Researcher had sufficient responses for analysing the validity of 
the instrument if the Researcher pooled all responses. This would involve neglecting 
potential underlying differences in questionnaires answered for evaluating the 
provider-driven IA and the citizen-driven IA. Thus, first the Researcher would need 
to assess if there were significant differences in the values of the completed 
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questionnaires used for evaluating the two types of IAs, before he could continue 
with the exploratory and confirmatory assessment of the instrument. 
In order to assess if there are differences between groups, a statistical technique 
called MANOVA can be used, or multivariate analysis of variance, which can cope 
with multiple independent variables (IVs) and dependent variables (DVs) and, thus, 
was employed in this case. One could argue for running separate ANOVAs for each 
DV, but problems with the error rate have to be taken into account. Additionally, 
MANOVA provides additional information that would otherwise be lost, as a 
MANOVA takes into account any existing relationships between DVs (and IVs). 
There are various assumptions of MANOVA that should briefly be mentioned at this 
stage, to appreciate the explanation of results (Field, 2009a): 
• Data should be randomly sampled at an interval level (random sampling) 
• Observations should be independent (independence) 
• DVs (collectively) have multivariate normality within groups (multivariate 
normality) 
• The variances within each group should be roughly equal for each DV, and any 
correlation between any two DVs is the same in all groups (homogeneity of 
covariance matrices) 
Conducting a parametric MANOVA 
Due to the nature of this study, observations were independent and randomly 
sampled.  
Assumed univariate and multivariate normality was analysed. Typically, there are 
two ways of analysing normality. Firstly, graphical tests plot data of empirical 
observations and their distribution in comparison to a theoretical distribution, to 
identify mismatches etc. Secondly, numerical tests can be used to derive the 
skewness and kurtosis statistics. Although graphical tests are more intuitive and 
potentially easier to interpret, numerical tests are more objective; therefore, 
numerical methods are primarily reported.  
Firstly, univariate normality was analysed by merging both groups and conducting 
the Kolmogorov-Smirnov D test and the Shapiro-Wilk test on the total factor 
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scores12, as visualised in Tab. 37 (Field, 2009c, pp. 144-148). Both tests analyse if 
the distribution as a whole deviates from a normal distribution. 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
NAV .148 64 .001 .935 64 .002 
EFF .187 64 .000 .929 64 .001 
FAM .164 64 .000 .910 64 .000 
EoU .145 64 .002 .914 64 .000 
ORG .135 64 .006 .932 64 .002 
QUA .188 64 .000 .891 64 .000 
Tab. 37: Tests of normality of the data for ‘CS’ & ‘AQAG’  
Both tests resulted in significant results, indicating that the data is not normally 
distributed. One way of potentially dealing with non-normal distribution is to 
transform the raw data (Field, 2009c). In order to analyse what kind of 
transformation is applicable for the data, descriptive statistics, which describe the 
plots and the underlying data, is provided to analyse the distribution in more detail 
(please refer to Tab. 38). 
Constructs N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
NAV 64 1.0000 6.3333 3.062500 1.4165499 .614 -.505 
EFF 64 1.0000 7.0000 3.322917 1.4764091 .625 -.596 
FAM 64 1.3333 6.6667 2.739583 1.0681682 1.155 1.764 
EoU 64 1.0000 5.6667 2.552083 1.0135219 1.052 1.273 
ORG 64 1.4000 7.0000 3.312500 1.1935674 .695 -.101 
QUA 64 1.0000 7.0000 3.229167 1.4252386 .853 -.267 
Valid N 
(listwise) 
64       
Tab. 38: Descriptive statistics of the data for ‘CS’ & ‘AQAG’  
The univariate skewness and kurtosis statistics for each individual item are not 
exceeding the thresholds (skewness < 2 and kurtosis < 7) suggested by Stevens 
(2002) and West, Finch, & Curran (1995), which have also been applied in similar 
studies (Recker, 2008) (please refer to Tab. 38). The gathered data is skewed to the 
right for all variables, which means that responses do not revolve around ‘4’ as the 
mean, but around ‘2-3’.  
Therefore, it was decided to apply a Log transformation (log(Xi)) to squash the right 
tail of the distribution, which can reduce the positive skew. Thus, the logarithmic 
function was applied to the values of all variables, which were then tested for 
normality again (please refer to Tab. 39). 
                                                          
12 The average total factor score of a construct j is computed as Constructj = ∑ (Measurement itemij)/i 
See Pallant (2005). 
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Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
logNAV .118 64 .028 .961 64 .041 
logEFF .121 64 .021 .967 64 .081 
logFAM .123 64 .018 .971 64 .131 
logLAB .107 64 .065 .970 64 .123 
logORG .096 64 .200* .968 64 .093 
logQUA .162 64 .000 .940 64 .004 
a. Lilliefors Significance Correction 
Tab. 39: Tests of normality of the transformed data for ‘CS’ & ‘AQAG’  
The transformations were significant at a .05 level (except ORG and EoU) with 
regard to the Kolmogorov-Smirnov test. Thus, the data was still slightly non-
normally distributed. The original data was altered by applying the square-root 
transformation, but the significance statistics got even smaller.  
However, a MANOVA is relatively robust against multivariate non-normality (Ito, 
1980). The ANOVA F-test which is derived under the assumptions of normality and 
homoscedasticity is “extremely robust under violations of these assumptions“(Ito, 
1980, p. 220). Accordingly, as the F-test is also used in the multivariate case, a 
MANOVA is robust against non-normality also for large sample sizes (Von Eye & 
Bogat, 2004). Although the sample size is not overly large, the slight non-normal 
distribution of the transformed data was acknowledged, but based on the 
aforementioned line of reasoning a MANOVA was conducted. 
For the fourth assumption that needs to be satisfied to conduct a MANOVA, the 
variance of covariance matrices needs to be analysed. Therefore, SPSS allows for 
conducting Box’s test. Unfortunately, Box’s test, which tests the null hypothesis that 
the observed covariance matrices of the DVs are equal across groups (assumption of 
MANOVA), returns a significant result (please refer to Tab. 40) using the non-
transformed data. 
Box's M 38.411 
F 1.638 
df1 21 
df2 13660.012 
Sig. .033 
Tab. 40: Box's test of equality of covariance matrices (‘AQAG & CS’) 
Field (2009d, p. 604) states that “[T]he effect of violating this assumption is 
unclear”, but can be ignored if sample sizes are equal. In particular, he states that 
“Box’s test looks at the assumption of equal covariance matrices. This test can be 
ignored when sample sizes are equal because when they are some MANOVA test 
statistics are robust to violations of this assumption. If group sizes differ this test 
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should be inspected. If the value of Sig. is less than .001 then the results of the 
analysis should not be trusted” (p. 614). Therefore, the most practical solution in this 
case is to equalise sample sizes. Hence, randomly 4 cases/questionnaires for the 
provider-driven IA were deleted, so that a MANOVA for two groups having 30 cases 
each could be run. 
Using Pillai’s trace, there was no significant difference between any of the DVs, 
V=.123, F(6, 53)=1.236, ρ=.303. Levene’s Test of equality of variances for each DV 
provided non-significant results. Separate univariate ANOVAs on the outcome 
variables revealed no significant differences between the constructs of each group: 
• NAV: F(1, 58)= .008, ρ=.928 
• EFF: F(1, 58)= .115, ρ=.735 
• FAM: F(1, 58)= 1.166, ρ=.285 
• EoU: F(1, 58)= .364, ρ=.549  
• ORG: F(1, 58)= .001, ρ=.974 
• QUA: F(1, 58)= .265, ρ=.609 
The results of the MANOVA showed insignificant results with regard to the 
distribution of data. A second MANOVA was conducted subsequently utilising the 
log-transformed data. However, all statistics resulted in the same significance values 
as previously, with the exception of Box’s test, which resulted in an insignificant 
statistic (ρ=.566). 
Conducting a non-parametric multivariate method 
As an alternative to MANOVA, which makes certain assumptions with regard to the 
underlying distribution of data (i.e. normal distribution), non-parametric tests can 
also be applied to test if distributions are significantly different. Unfortunately, SPSS 
does not provide any of these tests.13 Hence, the statistical program R was used to 
conduct robust, non-parametric tests to the data in order to analyse if distributions 
were similar across groups. One of these methods is the Munzel-Brunner method, 
which tests if all groups have identical distributions for each of the variables under 
consideration (R. R. Wilcox, 2005). By implementing the mulrank function as 
described by Wilcox (2005, p. 378), it can be shown that the distributions do not 
differ significantly, thereby supporting the MANOVA results (ρ=.575) with a test-
statistic of .515. 
                                                          
13 In the latest version, an add-on can be purchased that allows applying Bootstrap methods. 
Unfortunately, the add-on was not available at the time of data analysis. 
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Consequently, the answers of the questionnaires related to the two different IAs were 
consolidated and the instrument itself was analysed. 
Instrument analysis 
An EFA was conducted utilising principal component analysis (PCA) on the 20 
items of the questionnaire with orthogonal rotation (Varimax). As suggested by 
Lewis et al. (2005) the Kaiser-Meyer-Olkin (KMO) measure, as well as Bartlett’s 
test of sphericity were analysed first. The KMO measure verified the sampling 
adequacy for the analysis, KMO = .872 (‘great’ according to Field, 2009b) and all 
KMO values for individual items were >.714, which is well above the acceptable 
limit of .5 (Field, 2009b). Bartlett’s test of sphericity χ2 (190) = 1093.851, ρ<.001, 
indicated that correlations between the items were sufficiently large for PCA. The 
correlation matrix was screened for any items that have a correlation coefficient of 
>.9, which would indicate potential issues with multicollinearity within the data, but 
all item coefficients were below that threshold. An initial analysis was run to obtain 
eigenvalues for each component in the data. Three components had eigenvalues over 
Kaiser’s criterion of 1, and in combination explained 71.879% of the variance.  
Tab. 41 shows the factor loadings after rotation. A factor-loading threshold of .5 was 
used, as proposed in other MIS construct development studies (Straub, 1989).  
 Component 
1 2 3 
NAV3 .855     
NAV1 .799     
EFF2 .793     
NAV2 .751     
EFF1 .732     
EFF3 .719     
QUA1 .660 .582   
FAM1 .515     
ORG4   .800   
ORG1   .778   
FAM2   .750   
ORG2   .750   
QUA2 .594 .677   
ORG3   .647   
QUA3 .501 .646   
ORG5   .623   
FAM3   .586   
LAB2     .781 
LAB1     .723 
LAB3     .701 
Extraction Method: Principal Component 
Analysis. Rotation Method: Varimax with 
Kaiser Normalization. 
Tab. 41: Factor loadings of 20 items after rotation 
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The items that cluster on the same components suggest that component 1 represents 
the navigability of the structure, component 2 the organisation of the structure, and 
component 3 the labelling of the items, as part of the structure. The indicators related 
to ‘Quality’ seem to be more related to the organisation and navigation of the 
structure itself and do not represent a distinct construct themselves. However, this 
was expected, as the other constructs were supposed to ‘influence’ quality (Straub, 
Boudreau, & Gefen, 2004). QUA1, QUA2, and QUA3 load on 2 factors, as 
visualised in Tab. 41. Lewis et al. (2005) recommend dropping these items. Thus, the 
Researcher decided to drop all items related to quality, which resulted in the rotated 
component matrix, as visualised in Tab. 42.  
 Component 
1 2 3 
NAV3 .858     
EFF2 .802     
NAV1 .797     
NAV2 .750     
EFF1 .739     
EFF3 .725     
FAM1 .514     
ORG4   .803   
ORG1   .773   
ORG2   .748   
FAM2   .742   
ORG3   .639   
ORG5   .625   
FAM3   .606   
LAB2     .775 
LAB1     .735 
LAB3     .701 
Extraction Method: Principal Component 
Analysis. Rotation Method: Varimax with 
Kaiser Normalization. 
Tab. 42: Factor loadings of 17 items after rotation 
As the indicators are reflective in nature, the Researcher conducted another factor 
analysis with 9 items, namely, the first three items that loaded on each component as 
shown in Tab. 42. This resulted in the same identification of components, with the 
same relationships between items and components. However, here the Researcher 
followed Jolliffe, by using a less restrictive threshold for keeping components of .7, 
as Kaiser’s criterion can be too strict (Jolliffe, 1986).  
Reliability analysis 
Reliability refers to “the degree to which the observed variable measures the “true” 
value and is “error-free” “ (Hair, et al., 2006, p. 8). A typical measure of reliability 
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is Cronbach’s alpha “that is loosely equivalent to splitting data in two in every 
possible way and computing the correlation coefficient for each split” (Field, 2009b, 
p. 674). The measure should be applied to each factor separately (Cronbach, 1951). 
Kline (1999) states that values of .8 or higher are appropriate for cognitive tests, 
although a value of .7 should be used as a threshold for ability tests.  
In this case, the scale reliability test for ‘Navigation’ (NAV3, EFF2, NAV1, NAV2, 
EFF1, EFF3, and FAM1) results in a Cronbach’s α = .941. However, as the value of 
Cronbach’s alpha depends on the number of items on the scale (Cortina, 1993), only 
the first three items that loaded highly on the component (i.e. NAV3, EFF2, and 
NAV1) were analysed separately as well. This resulted in a value for Cronbach’s 
alpha of .910, which is still well above the threshold proposed by Kline (1999).  
The subscale related to ‘Organisation’ (ORG4, ORG1, ORG2, FAM2, ORG3, 
ORG5, and FAM3) results in Cronbach’s α = .910. Using only the first three items, 
results in Cronbach’s α = .865, which is also well above Kline’s threshold.  
The subscale related to ‘Ease of Understanding’ (EoU2, EoU1, and EoU3) results in 
Cronbach’s α = .659, which hints at potential problems of reliability with regard to 
this construct. A closer look at the specific items reveals that Cronbach’s alpha will 
be .669 if LAB3 is deleted. LAB3 is also the item that has the smallest loading on the 
respective factor (please refer to Tab. 42). Thus, as ‘Ease of Understanding’ still 
seems to be a distinct construct, it was decided to change the label of the third 
indicator for the following cycles.  
Although ‘Quality’ was excluded as a construct from the factor analysis, analysing 
the reliability of the three items resulted in Cronbach’s alpha of .921. Therefore, it 
was decided to leave these three items unchanged.  
Updating the instrument 
Based on the analysis of the first version of the instrument, the research team, 
consisting of representatives of the DoC, SSQ, and QUT, discussed changes to the 
instrument to increase its validity and reliability.  
Firstly, the analysis suggests that ‘Efficiency’ and ‘Navigation’ are essentially related 
to the same underlying factor. This finding is plausible, as navigation can directly be 
related to the efficiency of finding required information. If navigation is perceived to 
be very good, efficiency will, potentially, be very high as well. Consequently, it was 
decided to merge both constructs and to retain the first three items that loaded the 
highest on the underlying factor, namely NAV1, EFF2, and NAV3. However, the 
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Researcher also added a fourth question, which focussed directly on efficiency: “I 
can efficiently navigate the structure to find information.” Furthermore, the wording 
of NAV1 was slightly changed to align it more with the underlying concept of the 
construct: “I find the structure easy to navigate.”  
Secondly, the analysis suggests that ‘Organisation’ and ‘Familiarity’ are essentially 
related to the same underlying factor. Going back to the specific questions related to 
each construct, it was agreed that some of the items might not actually reflect the 
assumed underlying construct very well and that a certain overlap existed between 
the two constructs (as is reflected in the outcome of the analysis). In particular, 
FAM2 (“I find the categories contain subcategories that I would expect”) is really 
mainly related to the organisation of the structure itself rather than to 
‘Familiarisation’. Thus, it was agreed to keep the two constructs separate, while 
acknowledging to refine the ‘Familiarisation’ construct. Firstly, the wording of the 
construct was changed to ‘Ease of Learning’, as this label better captures the 
meaning of the construct. ‘Familiarisation’, as a term on its own, hints at how 
familiar someone is with something and not how easy it is to become familiar. 
Secondly, all involved stakeholders brainstormed about new indicators and discussed 
potential candidates after screening the potential pool of items. Thus, the following 
three statements were agreed on: 
1. “I find the structure and its items are easy to remember.” 
2. “As I progressed through the tasks, finding information became easier.” 
3. “I can easily explain the structure to someone else.” 
The second question is very much aligned with one of the questions that Fang & 
Holsapple (2011) used to analyse the impacts of navigation structure, task 
complexity, and users’ domain knowledge on website usability. It was also decided 
to keep FAM1 associated with the newly conceptualised construct. The construct 
‘Organisation’ is measured by ORG1, ORG2, ORG4, and FAM2 in the refined 
version of the questionnaire.  
Thirdly, during the discussion of the results of the exploratory analysis, the extended 
questionnaire, which has been used for the ‘Emergency Services’ franchise, was re-
assessed. It was decided to include the ‘Satisfaction’ construct again in the latest 
version of the instrument, to evaluate the conceptual difference between satisfaction 
and quality from a citizen’s perspective. Thus, including ‘Satisfaction’ allows 
evaluation of the nomological validity of the ‘Quality’ construct (B. R. Lewis, et al., 
2005; Straub, 1989). The construct has been used multiple times in related research 
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studies (e.g. Recker, 2011) and has been validated by Bhattacherjee & Premkumar 
(2004) and Spreng & Mackoy (1996). Thus, the following items are added to the 
questionnaire: 
1. “I feel contended about my overall experience of using the structure.” 
2. “I feel satisfied about my overall experience of using the structure.” 
3. “I feel delighted about my overall experience of using the structure.” 
Fourthly, the construct ‘Ease of Understanding’ was identified as a distinct construct, 
through the explorative analysis. However, the reliability analysis of the scale 
resulted in the identification of potential for improvement. The EoU3, especially, 
needed to be improved as it was the item that loaded the weakest onto the underlying 
factor and correlated worse in comparison to the other two items. Thus, it was 
decided to retain EoU1 and EoU2 and to include two additional items that were 
brainstormed within the research team: 
1. “I can easily associate the labels with the information I seek.” 
2. “The labels of the categories represent their content very well.” 
Fifthly, during the discussion, a representative of QG pointed out the need to 
measure the degree to which the language of the citizen had been utilised, as this 
would potentially influence the perceived quality of the overall service bundles as 
part of the structure. However, this item does not focus primarily on the 
understandability of the structure and contained bundles, but on the user-centricity of 
the bundles. Both approaches for service bundling are supposed to be ‘citizen-
centric’. However, based on the employed activities, the citizen-driven IA is more 
citizen-centric, measured by the citizen involvement, which could potentially impact 
on the perceived overall quality. Therefore, user-centricity was included as an 
additional construct. After following the guidelines for scale development as 
postulated by Lewis, et al. (2005), the following items, intended to measure the 
construct of interest, were added: 
1. “I find the structure was designed with the user’s needs in mind.” 
2. “From a user’s perspective, the language used was appropriate.” 
3. “I would have categorised the information in the same way.” 
4. “The structure conveyed information in a way that the user would understand.” 
Overall, the new questionnaire contains 26 items, measured on a 7-point Likert scale, 
as visualised in Tab. 43, which relates to the research model as visualised in Fig. 23.  
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1) NAV1: I find the structure easy to navigate.  
2) NAV2: The structure makes it easy to find what I need. 
3) NAV3: Finding my way within the structure is easy. 
4) NAV4: I can efficiently navigate the structure to find information. 
5) EoL1: I find the structure and its items are easy to remember. 
6) EoL2: I find the structure easy to learn  
7) EoL3: As I progressed through the tasks, finding information became easier. 
8) EoL4: I can easily explain the structure to someone else. 
9) EoU1: I find the items are clearly labelled. 
10) EoU2: Understanding the labels of the items is easy. 
11) EoU3: I can easily associate the labels with the information I seek. 
12) EoU4: The labels of the categories represent their content very well. 
13) ORG1: I find the structure is presented in a logical way. 
14) ORG2: I find the structure contains subcategories that fit well together. 
15) ORG3: I find the categories contain subcategories that I would expect. 
16) ORG4: The structure /provides information at the right level of detail. 
17) UC1: I find the structure was designed with the user’s needs in mind.   
18) UC2: From a user’s perspective, the language used was appropriate. 
19) UC3: I would have categorised the information in the same way.  
20) UC4: The structure conveyed information in a way that the user would understand. 
21) QUA1: Overall, I think the structure is of a high quality. 
22) QUA2: The quality of the structure is what I would expect. 
23) QUA3: The quality of the structure is suitable for finding information. 
24) SAT1: I feel contended about my overall experience of using the structure.  
25) SAT2: I feel satisfied about my overall experience of using the structure.  
26) SAT3: I feel delighted about my overall experience of using the structure.  
Tab. 43: The second version of the questionnaire with 26 items 
 
Fig. 23: Refined research model 
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Hypotheses have been modified accordingly:  
H1: Perceived ease of navigation will positively affect PSBQ. 
H2: Perceived ease of understanding will positively affect PSBQ. 
H3: Perceived ease of learning will positively affect PSBQ.  
H4: Perceived positive degree of user-centricity will positively affect PSBQ. 
H5: Perceived positive degree of organisation will positively affect PSBQ.  
H6: Perceived quality of service bundles will positively affect a user’s level of 
satisfaction. 
As new items were added, it was agreed that the measurement properties of the 
instrument would need to be evaluated again. Thus, another sample was taken to 
evaluate the new questionnaire and the results were to be evaluated using EFA 
techniques as well as reliability analysis techniques. 
6.7.4 Additional lessons learned  
Overview 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged, as well as identifying opportunities to improve the activities 
within each phase. 
Phase 0 
No changes were proposed for the activities related to Phase 0. 
Phase I 
No changes were proposed for the activities related to Phase I 
Phase II 
As the provider-driven IA was initially created by QUT and then discussed by all 
stakeholders, the results of the discussion were influenced by the existence of the 
initial draft event IA. This was the reverse of the way the provider-driven IA had 
been designed for the ESS franchise, when the initial draft was driven by DCS.  
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As a compromise between the two approaches, it was decided that domain experts of 
the involved departments, as well as QUT, develop the provider-driven IA 
independently. In a follow-up workshop, differences and commonalities were then 
discussed and the ‘final’ provider-driven IA conceptualised.  
Phase III 
Due to time constraints, further testing of the IA(s) was omitted in favour of content 
development. For future franchises, an appropriate timeframe would need to be 
explicitly defined to allow the building of a proper structure for content placement.  
6.8 Information for Youth 
6.8.1 Overview 
The ‘Information for Youth’ (Youth) franchise was also owned by DoC. Thus, the 
project team of that specific department needed to develop a Youth web franchise 
that would provide part of a new government approach for a consistent and seamless 
service delivery within the online channel.. Therefore, key stakeholders who were 
involved in the research for this franchise were representatives of DoC, SSQ, and the 
research team of QUT. Research activities were conducted between 6th September 
and 21st November 2011. 
6.8.2 Applying service bundling methods 
Participants 
With regard to geographical coverage, representative customers from the following 
regions across Queensland were engaged for Phase I and II: Brisbane (inner city), 
Cairns, Roma, and Logan City. Tab. 44 provides demographic information about the 
65 participants involved in activities related to Phase I and II. Firstly, gender and age 
distributions are described, before background characteristics are listed. Participants 
were asked if they had a cultural diverse background (Cult. Diverse), identified as 
ATSI, were disabled or had a mobility impairment (Disability), and if they used 
English as a 2nd language at home (2nd language). Participants were also asked to 
state their highest level of education and the frequency of government contact in the 
prior 12 months. 
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Gender - distribution for Phase I+II participants Age - distribution for Phase I+II participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 44: Demographic information of Phase I+II participants for ‘Youth’  
Overall, these research activities led to a list of 108 content items that were currently 
provided or should be provided by government as part of the franchise ‘Information 
for Youth’. The list was then used as an input for the next phase to create the IAs.  
With regard to grouping the cards, 5 content grouping workshops were conducted, 
with 6-15 representative customers incorporating a broad range of demographics in 
Male 
49% 
Female 
51% 
26-34 
16% 
45-54 
4% 
55-59 
2% 
12 and 
younger 
4% 
18-25 
33% 
13-17 
41% 
2nd language 
2% 
2nd language / Cult. 
Diverse 
4% 
N/A 
58% 
Cult. Diverse 
16% 
Disability 
3% 
ATSI 
15% 
ATSI / Cult. Diverse 
1% 
ATSI / 2nd language 
/ Cult. Diverse 
1% 
Bachelor 
degree 
7% Less than 
High-
school 
17% 
High-
school 
20% 
TAFE / 
Trade 
Cert. 
20% 
Post grad. 
12% 
Unknown 
3% 
Primary 
High- 
school 
31% 
1-5 
36% 
6-10 
12% 
10-15 
3% 
15+ 
22% 
None 
23% 
Unknown 
4% 
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the Youth target audience across regions in Queensland. Prior to these events, a dry-
run was conducted to test timing and understandability of the activities. On 26th 
September 2011 a workshop with 15 participants was conducted in Roma; on 27th 
September the workshop involved 11 participants at Brisbane Dockside; on 5th 
October a workshop at the Brisbane Youth Detention Centre in Wacol, involving 11 
participants was conducted; on 11th October a workshop with 11 participants was 
conducted in Cairns; and the final workshop was held in Brisbane, with 5 
participants, on 12th October. 
Overall, the Researcher was able to analyse the card sorting results of 50 participants.  
Evaluating the citizen-driven service bundling identification method 
In comparison to the last AR cycle, no changes were made to the artefact and it was 
applied as specified previously.  
Evaluating the provider-driven service bundling identification method 
As for the last franchise, the question asked was “What strategy did you follow when 
making your groups and why?”, which addressed the evaluation of already existing 
attributes and relationships, as well as the identification of new ones. Again, answers 
to this question were diverse and unstructured. Furthermore, different facilitators 
debriefed different participants. Consequently, a certain level of subjectivity was 
introduced in analysing and interpreting the debriefing results, which makes a 
quantitative analysis less meaningful. Instead, it was decided to describe interesting 
results that were mentioned by at least two participants. 
Also, youth seemed, in general, to bundle based on keywords, similarities, and 
relatedness between cards. However, asked about what specifically made the cards 
related, most participants could not provide an answer. Some participants created 
labels around well-known topics or common themes relevant for Youth, but some 
also grouped based on importance or relevance to them.  
Some participants (2-3) explicitly stated that they had grouped based on ‘Events’ or 
stages of life, such as school, university, work, etc. ‘Service consumer’ was again 
mentioned to be of relevance, as well as ‘Service provider’, such as federal and local 
government or specific departments.  
Overall, it seemed that the participants for this franchise were not explicitly aware 
how or why they grouped certain services together, other than relatedness or 
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similarities between cards. Some attributes that were already identified were 
mentioned, but no new relationships could be identified.  
6.8.3 Evaluating service bundle quality 
6.8.3.1 Applying the artefact 
Participants 
Tab. 45 provides information about the demographic background information on 
Phase III participants for the Youth franchise, namely about the gender, age, 
background type, marital status, education, and employment status of the 
participants. 
For testing and validation (Phase III), participants from the following regions in 
Queensland were recruited: Brisbane (northern suburbs), Logan City, Gold Coast, 
Cairns, Mount Isa, and Rockhampton. 
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
 
Background type - distribution for Phase III participants 
  
Education - distribution for Phase III participants 
Employment status -distribution for Phase III 
participants 
Tab. 45: Demographic information of Phase III participants for ‘Youth’  
Testing 
During testing, both IAs were evaluated by face-to-face sessions. The participants 
each tested one of the two IAs individually and were asked to think aloud. 
Male 
57% 
Female 
43% 
18-25 
41% 
26-34 
16% 
35-44 
3% 
45-54 
3% 
55-59 
1% 
10-12 
6% 
13-17 
30% 
N/A 
53% 
Disability 
1% 
ATSI 
10% 
ATSI / 2nd 
language 
3% 
2nd 
language 
14% 
2nd 
language / 
Cult. 
Diverse 
5% 
Cult. 
Diverse 
13% 
Unknown 
1% 
Bachelor 
Degree 
27% 
Post grad. 
13% 
Unknown 
4% 
Full time 
student 
30% 
Less than 
High- 
school 
1% 
High- 
school 
17% 
TAFE / 
Trade 
Cert. 
8% 
Full time 
student 
60% 
Full time 
work 
25% 
Un- 
employed 
13% 
Apprent. 
1% 
Full time 
student / 
Un- 
employed 
1% 
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Additionally, in the face-to-face testing, facilitators collected qualitative data by 
taking notes of participant’s thoughts, decision-making processes and problems they 
encountered when completing the tasks. After the participants finished the tasks, the 
questionnaire that provided information about how participants perceived the quality 
of the IAs was presented. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test, which they completed at their own computer without a 
given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire.  
For testing, 7 participants were invited to test either one of the two IAs, on 8th and 
10th November 2011 at Norris State School and the Air Force Cadets in Logan. 
Thoughts were recorded and the questionnaire was provided after the successful 
completion of the survey. 72 remote participants completed the survey for the first 
round. 
Overall, 35 participants completed the survey regarding the provider-driven IA, 
while 44 participants completed the survey regarding the citizen-driven IA. 
Subjective results 
As all participants, including remote and local participants, completed the 
questionnaire for the first round, the Researcher was able to analyse 76 
questionnaires.  
Tab. 46 visualise selected descriptive statistics for answers provided for the revised 
26-item questionnaire for the citizen-driven and provider-driven IA respectively. One 
questionnaire could not be analysed at all, owing to too many missing values for the 
provider-driven IA. As well, two questionnaires for the citizen-driven IA could not 
be analysed. 
Again, a 7-point Likert scale was used, as visualised in Tab. 46, with ascending 
numerical values of the scales, so that ‘Strongly agree’ reflected a 1 and ‘Strongly 
disagree’ reflected a 7. 
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 Items N Minimum Maximum Mean Std. Deviation 
C
iti
ze
n-
dr
iv
en
 IA
 
NAV1 41 1 7 3.00 1.581 
NAV2 42 1 7 3.40 1.531 
NAV3 41 1 7 3.20 1.677 
NAV4 42 1 7 3.38 1.637 
EoL1 42 1 7 3.24 1.722 
EoL2 42 1 7 3.24 1.985 
EoL3 42 1 7 2.83 1.622 
EoL4 42 1 7 3.19 1.612 
EoU1 41 1 7 2.98 1.525 
EoU2 41 1 7 2.83 1.548 
EoU3 42 1 7 3.05 1.481 
EoU4 42 1 7 3.00 1.343 
ORG1 42 1 7 3.07 1.351 
ORG2 42 1 7 3.10 1.411 
ORG3 42 1 7 2.98 1.405 
ORG4 42 1 7 3.31 1.801 
UC1 41 1 7 3.22 1.851 
UC2 41 1 7 2.90 1.300 
UC3 42 1 7 3.69 1.569 
UC4 40 1 7 3.25 1.629 
QUA1 42 1 7 2.98 1.630 
QUA2 42 1 7 3.12 1.533 
QUA3 42 1 7 2.90 1.322 
SAT1 41 1 7 3.29 1.632 
SAT2 42 1 7 3.07 1.472 
SAT3 42 1 7 3.43 1.451 
Pr
ov
id
er
-d
riv
en
 IA
 
NAV1 34 1 6 2.79 1.343 
NAV2 34 1 6 3.12 1.431 
NAV3 33 1 6 2.91 1.444 
NAV4 34 1 6 2.76 1.232 
EoL1 33 1 7 2.91 1.355 
EoL2 33 1 5 2.27 .944 
EoL3 34 1 5 2.53 1.161 
EoL4 34 1 7 2.91 1.712 
EoU1 34 1 6 2.74 1.442 
EoU2 34 1 4 2.35 .950 
EoU3 34 1 6 3.09 1.485 
EoU4 33 1 6 2.76 1.370 
ORG1 34 1 7 3.00 1.371 
ORG2 34 1 6 2.82 1.167 
ORG3 34 1 6 2.79 1.274 
ORG4 34 1 6 2.94 1.229 
UC1 34 1 6 2.74 1.263 
UC2 34 1 5 2.26 1.053 
UC3 34 1 7 3.44 1.727 
UC4 34 1 6 2.79 1.122 
QUA1 34 1 6 2.97 1.507 
QUA2 33 1 6 3.24 1.275 
QUA3 34 1 5 2.79 1.008 
SAT1 34 1 6 2.85 1.234 
SAT2 33 1 6 3.09 1.259 
SAT3 34 1 6 3.35 1.368 
Tab. 46: Descriptive statistics re. the citizen- and provider-driven IA for ‘Youth 
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Unfortunately, some of the participants did not rate all statements, so that only 31 
questionnaires were fully completed for the provider-driven IA and 35 for the 
citizen-driven IA. Comparing the different scores of the indicators against each other 
according to the two different IAs, all items related to ‘Navigation’ are smaller (and 
therefore ‘better’) with regard to the Mean and the Standard Deviation for the 
provider-driven IA. Items related to ‘Ease of Learning’, ‘Organisation’, and ‘User 
Centricity’, are only smaller with regard to the Mean, whereas ‘Quality’ and 
‘Satisfaction’ scores are smaller with regard to the Standard Deviation for the 
provider-driven IA. Scores for the other items are mixed. However, overall the 
provider-driven IA seems to be perceived to be much ‘better’ than the citizen-driven 
IA.  
After analysing the results of the first round, a second round of testing a 
consolidated, refined IA was conducted. Therefore, 6 participants were invited for a 
face-to-face session on 14th and 15th November 2011 at Stafford State School, 
Woodridge State School, and various other suburbs in Brisbane, for young adults, 
where they were asked to think aloud in order to discover any issues. Furthermore, 9 
remote participants completed the survey for the second round. As the testing of the 
consolidated IA is not of primary interest to this study, it is omitted at this stage. 
6.8.3.2 Evaluating the artefact 
Initial remarks 
Although 90 completed questionnaires were filled out by participants recruited by 
government, QUT decided to approach students at their own university to take part in 
the study and to provide further questionnaires for analysis, to increase the statistical 
power for the study. Students were part of the primary audience groups indentified 
during Phase 0.  
Therefore, on 17th November 10 unit coordinators were contacted and asked to 
support the study by forwarding the invitation to participate in the study to enrolled 
students. The invitation contained the link to the survey associated with one of the 
two IAs. Furthermore, the Faculty Research Administration Officers of QUT’s 8 
faculties were contacted to support the study by sending an invitation to the study to 
all Higher Degree Research students. Overall, invitations were sent out to 
approximately 2300 students, who were offered the chance to win an iPad 2 for their 
participation in the study. 
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Owing to technical difficulties on the side of the service provider who hosted the 
survey, because of some confusion during the process of inviting students on the 
QUT side, and simply unfortunate timing due to the beginning of the semester break, 
only 151 students took part in the study, which represents an approximate response 
rate of 6.6%. 68 participants filled-out the survey related to the citizen-driven IA, 
while 83 participants filled-out the survey related to the provider-driven IA. The 
respective descriptive statistics are visualised in Tab. 47. 
As with the result of the analysis of the two draft IAs previously, the provider-driven 
IA scores were, overall, better with respect to the Mean, than the citizen-driven IA 
(20/26 items scored lower). Items related to ‘Organisation’, ‘Ease of Understanding’, 
and ‘Quality’ scored uniformly lower. However, only 9 out of 26 items scored lower 
with regard to the scores for the Standard Deviation, which might be related to the 
higher number of participants who were asked to work with the provider-driven IA.  
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 Items N Minimum Maximum Mean Std. Deviation 
C
iti
ze
n-
dr
iv
en
 IA
 
NAV1 68 1 6 2.94 1.444 
NAV2 68 1 7 3.68 1.606 
NAV3 68 1 6 3.18 1.545 
NAV4 68 1 7 2.91 1.401 
EoL1 68 1 7 3.41 1.489 
EoL2 68 1 6 2.72 1.232 
EoL3 68 1 6 2.18 1.064 
EoL4 68 1 6 3.46 1.606 
EoU1 68 1 7 3.50 1.540 
EoU2 68 1 7 3.38 1.476 
EoU3 68 1 7 3.79 1.410 
EoU4 68 1 7 3.57 1.558 
ORG1 68 1 7 3.32 1.588 
ORG2 68 1 6 3.57 1.407 
ORG3 68 1 7 3.60 1.498 
ORG4 68 1 6 3.63 1.424 
UC1 68 1 7 3.54 1.520 
UC2 68 1 7 2.65 1.380 
UC3 68 1 7 4.43 1.642 
UC4 68 1 6 3.06 1.359 
QUA1 68 1 7 3.54 1.625 
QUA2 68 1 7 3.37 1.485 
QUA3 68 1 6 3.60 1.537 
SAT1 68 1 7 3.46 1.481 
SAT2 68 1 7 3.31 1.352 
SAT3 68 1 7 4.28 1.582 
Pr
ov
id
er
-d
riv
en
 IA
 
NAV1 83 1 7 3.07 1.651 
NAV2 83 1 7 3.55 1.467 
NAV3 83 1 7 3.14 1.578 
NAV4 83 1 6 3.11 1.371 
EoL1 83 1 7 3.41 1.522 
EoL2 83 1 7 2.81 1.461 
EoL3 83 1 6 2.16 1.234 
EoL4 83 1 7 3.24 1.701 
EoU1 83 1 7 3.31 1.717 
EoU2 83 1 7 3.11 1.623 
EoU3 83 1 7 3.40 1.481 
EoU4 83 2 7 3.46 1.425 
ORG1 83 1 7 3.29 1.566 
ORG2 83 1 7 3.17 1.488 
ORG3 83 1 7 3.18 1.280 
ORG4 83 1 6 3.12 1.347 
UC1 83 1 7 3.31 1.637 
UC2 83 1 7 2.20 1.187 
UC3 83 2 7 4.34 1.572 
UC4 83 1 7 3.23 1.459 
QUA1 83 1 7 3.31 1.732 
QUA2 83 1 7 3.18 1.415 
QUA3 83 1 7 3.20 1.536 
SAT1 83 1 7 3.34 1.508 
SAT2 83 1 7 3.33 1.563 
SAT3 83 2 7 4.12 1.678 
Tab. 47: Descr. statistics re. provider- and citizen-driven IA for ‘Youth’ (student) 
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Conducting a parametric MANOVA 
As with to the analysis of the previous 20-item questionnaire, a MANOVA was 
conducted containing two groups related to the specific IA that was utilised for 
filling-out the questionnaire (provider-driven or citizen-driven). This was done to 
analyse, if the Researcher was allowed to merge the results or, to put it differently, if 
any significant differences existed between the means of the scores in the different 
groups. To analyse the means of the three groups, a MANOVA was conducted with 
both groups on the average total factor scores of all constructs. But firstly, again, the 
underlying assumptions of MANOVA were checked. 
Owing to the nature of this study, observations were independent and randomly 
sampled.  
Firstly, univariate normality was analysed, by merging both groups and conducting 
the Kolmogorov-Smirnov D test and the Shapiro-Wilk test on the total factor 
scores14, as visualised in Tab. 48 (Field, 2009c, pp. 144-148). Both tests analyse 
whether the distribution as a whole deviates from a normal distribution. 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
NAV .143 227 .000 .943 227 .000 
EoL .129 227 .000 .933 227 .000 
EoU .129 227 .000 .949 227 .000 
ORG .128 227 .000 .951 227 .000 
UC .093 227 .000 .967 227 .000 
QUA .140 227 .000 .940 227 .000 
SAT .117 227 .000 .943 227 .000 
Tab. 48: Tests of normality of the data for ‘Youth’  
Both tests resulted in significant results, which indicate that the data is not normally 
distributed. However, since Field states that significance tests with sample sizes 
greater than 200 are sensitive to small violations to a normal distribution, the author 
suggests analysing plots. “[T]hey [both tests] have their limitations because with 
large sample sizes it is very easy to get significant from small deviations from 
normality, and so a significant test doesn’t necessarily tell us whether the deviation 
from normality is enough to bias any statistical procedures that we apply to the 
data” (Field, 2009c, p. 144). One way of dealing with non-normal distribution is to 
transform the raw data (Field, 2009c). In order to analyse what kind of 
transformation is applicable for this data, descriptive statistics, which describe the 
plots and the underlying data, are provided to analyse the distribution in more detail. 
                                                          
14 The average total factor score of a construct j is computed as Constructj = ∑ (Measurement itemij)/i 
See Pallant (2005). 
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Constructs N Minimum Maximum Mean Std. Deviation Skewness Kurtosis 
NAV 227 1.0000 7.0000 3.1637 1.3396 .685 -.292 
EoL 227 1.0000 7.0000 2.9163 1.1995 .996 .986 
EoU 227 1.0000 7.0000 3.2345 1.3251 .668 -.239 
ORG 227 1.0000 7.0000 3.2335 1.2161 .704 .016 
UC 227 1.0000 7.0000 3.2471 1.2207 .519 -.123 
QUA 227 1.0000 7.0000 3.2349 1.3792 .656 -.330 
SAT 227 1.0000 7.0000 3.4853 1.3895 .637 -.332 
Valid N (listwise) 227       
Tab. 49: Descriptive statistics of the data for ‘Youth’  
The reported univariate skewness and kurtosis statistics for each item do not exceed 
the thresholds (skewness < 2 and kurtosis < 7) suggested by Stevens (2002) and 
West, Finch, & Curran (1995). This has also been applied in similar studies (Recker, 
2008) (please refer to Tab. 49). The data is slightly skewed to the right for all 
variables, which means that responses do not revolve around ‘4’ as the mean, but 
around ‘3’.  
Therefore, it was decided to apply a Log transformation (log(Xi)) to squash the right 
tail of the distribution, which can reduce the positive skew. Thus, the logarithmic 
function was applied to the values of all variables, which were then tested for 
normality again (please refer to Tab. 50). 
 
Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
logNAV .074 227 .005 .979 227 .002 
logEoL .066 227 .019 .989 227 .084 
logEoU .080 227 .001 .983 227 .007 
logORG .090 227 .000 .981 227 .004 
logUC .095 227 .000 .977 227 .001 
logQUA .118 227 .000 .971 227 .000 
logSAT .092 227 .000 .975 227 .000 
a. Lilliefors Significance Correction 
Tab. 50: Tests of normality of the transformed data for ‘Youth’  
The transformations had little effect on the distribution, as all constructs are still 
significantly non-normally distributed. The Researcher also altered the original data 
by applying the square-root transformation, but the significance statistics got even 
smaller.  
However, a MANOVA is relatively robust against multivariate non-normality (Ito, 
1980). The ANOVA F-test, which is derived under the assumptions of normality and 
homoscedasticity, is “extremely robust under violations of these assumptions“(Ito, 
1980, p. 220). Accordingly, as the F-test is also used in the multivariate case, a 
MANOVA is robust against non-normality also for large sample sizes (Von Eye & 
Bogat, 2004). Although the sample size was not overly large, the Researcher 
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acknowledged the slight non-normal distribution of the transformed data and 
continued in conducting the MANOVA. 
For the fourth assumption that needs to be satisfied to conduct a MANOVA, the 
variance of covariance matrices needs to be analysed. SPSS allows for conducting 
Box’s test. Unfortunately, Box’s test, which tests the null hypothesis that the 
observed covariance matrices of the DVs are equal across groups (assumption of 
MANOVA), returns a significant result (please refer to Tab. 51) using the non-
transformed data. 
Box's M 47.773 
F 1.650 
df1 28 
df2 175008.164 
Sig. .017 
Tab. 51: Box's test of equality of covariance matrices (‘Youth’) 
Field (2009d, p. 604) states that “[T]he effect of violating this assumption is 
unclear”, but can be ignored if sample sizes are equal. In particular, he states that 
“Box’s test looks at the assumption of equal covariance matrices. This test can be 
ignored when sample sizes are equal because when they are some MANOVA test 
statistics are robust to violations of this assumption. If group sizes differ this test 
should be inspected. If the value of Sig. is less than .001 then the results of the 
analysis should not be trusted” (p. 614). Therefore, the most practical solution in this 
case was to equalise sample sizes. Hence, 7 cases/questionnaires for the provider-
driven IA were randomly deleted, so that a MANOVA for two groups, having 30 
cases each, could be conducted. 
Using Pillai’s trace, there was no significant difference between any of the DVs, 
V=.034, F(7, 212)= 1.057, ρ=.392. Levene’s Test of equality of variances for each 
construct provided non-significant results. Separate univariate ANOVAs on the 
outcome variables revealed no significant differences between the constructs of each 
group: 
• NAV: F(1, 218)= .204, ρ=.652 
• EoL: F(1, 218)= 1.375, ρ=.242 
• EoU: F(1, 218)= 1.029, ρ=.312 
• ORG: F(1, 218)= 2.828, ρ=.094  
• UC: F(1, 218)= 1.789, ρ=.183 
• QUA: F(1, 218)= .515, ρ=.474 
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• SAT: F(1, 218)= .091, ρ=.763 
The results of the MANOVA showed insignificant results with regard to the 
distribution of data.  
Conducting a non-parametric multivariate method 
As an alternative to MANOVA, which makes certain assumptions with regard to the 
underlying distribution of data (i.e. normal distribution), non-parametric tests can 
also be applied to test whether distributions are significantly different. Unfortunately, 
SPSS does not provide any of these tests. Hence, the statistical program R was used 
to conduct robust, non-parametric tests to the data in order to analyse if distributions 
were similar across groups. One of these methods is the Munzel-Brunner method, 
which tests if all groups have identical distributions for each of the variables under 
consideration (R. R. Wilcox, 2005). By implementing the mulrank function as 
described by Wilcox (2005, p. 378), it can be shown that the distributions do not 
differ significantly, thereby supporting the MANOVA results (ρ=.349) with a test-
statistic of 1.024. 
Consequently, the Researcher consolidated the answers of the questionnaires related 
to the two different IAs and analysed the instrument itself. 
Instrument analysis 
An EFA was conducted utilising PCA on the 26 items of the questionnaire with 
orthogonal rotation (Varimax). As suggested by Lewis, et al. (2005), the KMO 
measure as well as Bartlett’s Test of sphericity were analysed first. The KMO 
measure verified the sampling adequacy for the analysis, KMO = .955 (‘superb’ 
according to Field, 2009b) and all KMO values for individual items were >.905, 
which is well above the acceptable limit of .5 (Field, 2009b). Bartlett’s test of 
sphericity χ2 (325) = 4873.725, ρ<.001, indicated that correlations between the items 
were sufficiently large for PCA. The correlation matrix was screened for any items 
that had a correlation coefficient of >.9, which would indicate potential issues with 
multicollinearity within the data, but all items coefficient were below that threshold. 
An initial analysis was run to obtain eigenvalues for each component in the data. 
Three components had eigenvalues over Kaiser’s criterion of 1 and, in combination, 
explained 66.781% of the variance.  
Tab. 52 shows the factor loadings after rotation. A factor-loading threshold of .4 was 
used at this stage.  
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 Component 
1 2 3 
ORG3 .767     
UC3 .720     
QUA3 .703   .416 
ORG2 .697     
QUA1 .681   .421 
UC4 .676     
UC1 .674     
ORG1 .643   .459 
QUA2 .640 .438   
NAV2 .607 .522   
SAT1 .605 .429 .456 
SAT2 .599 .411 .454 
ORG4 .575     
UC2 .565     
SAT3 .558   .538 
EoL3   .742   
EoL2   .728   
NAV4 .421 .692   
NAV1 .408 .692   
NAV3 .483 .671   
EoL4   .526 .519 
EoU2     .771 
EoU1     .739 
EoU3 .432   .648 
EoU4 .537   .603 
EoL1   .494 .566 
Extraction Method: Principal Component 
Analysis. Rotation Method: Varimax with 
Kaiser Normalization. 
a. Rotation converged in 10 iterations. 
Tab. 52: Factor loadings of 26 items after rotation 
Items related to ‘Satisfaction’ and ‘Quality’ load on all 3 identified components. 
Therefore, as in the previous analysis, they were excluded from further analysis to 
concentrate on the IVs of the research model. This was expected, as the other 
constructs were supposed to ‘influence’ quality as well as satisfaction (Straub, et al., 
2004). Lewis et al. (2005) recommend dropping these items. Thus, it was decided to 
drop all items related to quality, which resulted in the rotated component matrix 
visualised in Tab. 53.  
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 Component 
1 2 3 
ORG3 .769     
UC3 .720     
ORG2 .704     
UC1 .684     
UC4 .660 .405   
UC2 .627     
ORG1 .624   .482 
NAV2 .606 .564   
ORG4 .572     
EoL3   .731   
NAV1 .407 .719   
EoL2   .708   
NAV3 .473 .703   
NAV4   .694   
EoL4   .526 .523 
EoU2     .753 
EoU1     .723 
EoU3 .437   .656 
EoL1   .463 .617 
EoU4 .560   .609 
Extraction Method: Principal Component 
Analysis. Rotation Method: Varimax with 
Kaiser Normalization. 
a. Rotation converged in 11 iterations. 
Tab. 53: Factor loadings of 20 items after rotation 
The first component seems to relate to ‘Organisation’ and ‘User Centricity’, whereas 
the second component refers to ‘Navigation’ and ‘Ease of Learning’. Items load 
relatively well on these components, whereas items for the third component, related 
to ‘Ease of Understanding’, do not load very highly. In order to find a more 
meaningful distribution of items to components, a more lenient value for the 
eigenvalue was set, to be used to extract relevant components. Thus, .7 as an 
eigenvalue was used, as proposed by Jolliffe (1986), instead of a value of 1, proposed 
by Kaiser (1960). The resulting rotated component matrix is visualised in Tab. 54. 
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 Component 
1 2 3 4 5 
ORG3 .785         
ORG2 .692         
ORG4 .669     .404   
UC1 .625         
ORG1 .581 .480       
UC3 .574 .467       
EoU2   .792       
EoU1   .767       
EoU3   .683       
EoU4 .427 .658       
EoL4   .463 .442 .422   
NAV3     .807     
NAV1     .770     
NAV4     .736     
NAV2 .405   .706     
EoL2       .739   
EoL3       .703 .421 
EoL1       .676   
UC2         .761 
UC4 .452       .480 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 8 iterations. 
Tab. 54: Rotated component matrix with eigenvalue of .7 
The analysis resulted in 5 components (same as the conceptual model), but ‘User 
Centricity’ seemed not to be conceptualised sharply enough, as the four items load 
on different constructs. As indicated previously, ‘User Centricity’ was included in 
the research model based on a discussion with QG, with no solid foundation in the 
literature related to service bundle quality. Although the construct itself might be of 
relevance to the domain, empirical data shows that the identified items do not 
represent the construct itself very well. Thus, further research is needed, which is 
beyond the scope of this study. Hence, the construct ‘User Centricity’ was dropped 
from further analysis, which resulted in a rotated component matrix as visualised in 
Tab. 55.  
 248 
 
 Component 
1 2 3 4 
EoU2 .807       
EoU1 .782       
EoU3 .706       
EoU4 .693   .405   
EoL4 .466 .410   .436 
NAV3   .816     
NAV1   .769     
NAV2   .730     
NAV4   .728     
ORG3     .813   
ORG2     .725   
ORG4     .699   
ORG1 .496   .554   
EoL3       .767 
EoL2       .755 
EoL1 .436     .652 
Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 
a. Rotation converged in 7 iterations. 
Tab. 55: Rotated component matrix with 15 items 
Using the threshold proposed by Straub (1989) of .5, all items except EoL4 load on 
only one component. However, ORG1 and EoL1 were flagged for reconsidering the 
wording, to ensure a more distinct loading in the future.  
Reliability analysis 
In this case, the scale reliability test for ‘Ease of Understanding’ (EoU2, EoU1, 
EoU3, and EoU4) resulted in a Cronbach’s α = .897, which is well above the 
threshold proposed by Kline (1999). The subscale related to ‘Navigation’ (NAV3, 
NAV1, NAV2, and NAV4) resulted in a Cronbach’s α = .908. The subscale related 
to ‘Organisation’ (ORG3, ORG2, ORG4, and ORG1) resulted in a Cronbach’s α = 
.857. The subscale related to ‘Ease of Learning’ (EoL3, EoL2, and EoL1) results in 
Cronbach’s α = .780, which is around the threshold defined by Kline (1999). Thus, it 
was decided to revisit the wording of the respective items and add a fourth item.  
Although ‘Quality’ and ‘Satisfaction’ were excluded as constructs from the factor 
analysis, analysing the reliability of the three items resulted in Cronbach’s alpha of 
.893 and .906 respectively. Therefore, it was decided to leave these items unchanged.  
Updating the instrument 
Based on the analysis of the results the following changes were made:  
1. Add item EoL4 
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2. Revisit wording of EoL1, EoL2, and EoL3 
3. Revisit wording of ORG1 
With regard to the first point, the research team of QUT and DoC discussed potential 
items and decided to add  
• EoL4: Familiarizing myself with the structure and the groupings of items is easy 
With regard to the second point, the wording of the items was slightly changed. 
• EoL1: Remembering the structure and its groupings of items is easy. 
• EoL2: I find the structure easy to learn. 
• EoL3: As I progressed through the tasks, finding items within the structure 
became easier. 
With regard to the third point, the wording of the item was slightly changed: 
• ORG1: I find the structure groups items in a logical way. 
Thus, the third version of the PSBQ evaluation instrument contains 22 items as 
visualised in Tab. 56. 
1) NAV1: I find the structure easy to navigate.  
2) NAV2: The structure makes it easy to find what I need. 
3) NAV3: Finding my way within the structure is easy. 
4) NAV4: I can efficiently navigate the structure to find information. 
5) EoL1: Remembering the structure and its groupings of items is easy. 
6) EoL2: I find the structure easy to learn  
7) EoL3: As I progressed through the tasks, finding items within the structure became easier. 
8) EoL4: Familiarizing myself with the structure and the groupings of items is easy. 
9) EoU1: I find the items are clearly labelled. 
10) EoU2: Understanding the labels of the items is easy. 
11) EoU3: I can easily associate the labels with the information I seek. 
12) EoU4: The labels of the categories represent their content very well. 
13) ORG1: I find the structure groups items in a logical way. 
14) ORG2: I find the structure contains subcategories that fit well together. 
15) ORG3: I find the categories contain subcategories that I would expect. 
16) ORG4: The structure /provides information at the right level of detail. 
17) QUA1: Overall, I think the structure is of a high quality. 
18) QUA2: The quality of the structure is what I would expect. 
19) QUA3: The quality of the structure is suitable for finding information. 
20) SAT1: I feel contended about my overall experience of using the structure.  
21) SAT2: I feel satisfied about my overall experience of using the structure.  
22) SAT3: I feel delighted about my overall experience of using the structure.  
Tab. 56: The third version of the questionnaire with 22 items 
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Thus, the following revised hypotheses can be derived: 
H1: Perceived ease of navigation will positively affect PSBQ. 
H2: Perceived ease of learning will positively affect PSBQ. 
H3: Perceived ease of understanding will positively affect PSBQ.  
H4: Perceived positive degree of organisation will positively affect PSBQ.  
H5: Perceived quality of service bundles will positively affect a user’s level of 
satisfaction. 
6.8.4 Additional lessons learned  
Overview 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged as well as to identify opportunities to improve the activities 
within each phase. 
Phase 0 
No changes were proposed for the activities related to Phase 0. 
Phase I 
No changes were proposed for the activities related to Phase I. 
Phase II 
Again, the debriefing sheet was utilised after the content grouping activity, to discuss 
with participants the reasons and strategies utilised behind their groupings. 
Furthermore, participants were asked to describe any events that were related to the 
scope of the franchise that required the participant to contact or interact with 
government. These events were utilised to create the provider-driven IA. For the next 
franchise, it was decided to also gather further input from government internal 
stakeholders (similar to the Phase 0 activities). Thus, the consolidated list of events 
gathered from the debriefing and telephone interviews would be sent to stakeholders, 
who were then asked to list any missing events that were important from their point 
of view. 
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Phase III 
No changes other than the ones already reported with regard to refining the 
instrument were proposed for the activities related to Phase III. 
6.9 Home and Housing 
6.9.1 Overview 
The ‘Homes & Housing’ (HH) franchise was also owned by DoC. Thus, the project 
team of that specific department needed to develop a web franchise that would 
provide a new government approach for a consistent and seamless service delivery 
within the online channel. Therefore, key stakeholders who were involved in the 
research for this franchise were representatives of DoC, SSQ, and the research team 
from QUT. Research activities were conducted between 15th November 2011 and 
30th January 2012.  
6.9.2 Applying service bundling methods 
Participants 
With regard to geographic coverage, representative customers from the following 
regions across Queensland were engaged for Phase I and II: Brisbane (inner city), 
Gladstone, Townsville, and Logan City. Tab. 57 provides demographic information 
about the 49 participants involved in activities related to Phase I and II.  
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Gender - distribution for Phase I+II participants Age - distribution for Phase I+II participants 
 
Background type - distribution for Phase I+II participants 
  
Education - distribution for Phase I+II 
participants 
Frequency of contact with government -
distribution for Phase I+II participants in the last 
12 months 
Tab. 57: Demographic information of Phase I+II participants for ‘HH’  
Overall, these research activities led to a list of 90 services that were currently 
provided or should be provided by government as part of the franchise ‘Homes & 
Housing’. The list was then used as an input for the next phase to create the IA. 
Phase II aimed at bringing structure to these 90 content items. Thus, 5 content 
grouping workshops were conducted, with 4-14 representative customers, 
Male 
37% 
Female 
63% 
26-34 
10% 
45-54 
24% 
55-59 
5% 35-44 22% 
65 & 
above 
24% 
18-25 
5% 
60-64 
10% 
2nd language 
4% 2nd language / Cult. 
Diverse 
2% 
N/A 
59% 
Cult. Diverse 
8% 
Disability 
15% 
ATSI 
8% 
ATSI / Disability 
4% 
Bachelor 
degree 
16% 
Less than 
High-
school 
17% High-
school 
20% 
TAFE / 
Trade 
Cert. 
22% 
Post grad. 
8% 
Unknown 
2% 
1-5 
37% 
6-10 
16% 10-15 
6% 
15+ 
31% 
None 
10% 
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encompassing a broad range of demographics in the target audience across regions in 
Queensland. On 28th November 2011 a workshop with 14 participants was conducted 
in Townsville; on 29th November 10 participants were invited to a workshop in 
Gladstone; 4 participants were present at the workshop in Logan on 1st December; on 
5th December another workshop, with 7 participants, was conducted in Brisbane; the 
final workshop was held in West End on 11th January 2012 with 4 participants.  
Overall, the Researcher was able to analyse the card sorting results of 39 participants.  
Evaluating the citizen-driven service bundling identification method 
In comparison to the last AR cycle, no changes were made to the artefact and it was 
applied as specified previously.  
Evaluating the provider-driven service bundling identification method 
As with the last franchise, the question was asked “What strategy did you follow 
when making your groups and why?”, which addressed the evaluation of already 
existing attributes and relationships as well as the identification of new ones. Again, 
answers to this question were diverse and unstructured. Furthermore, different 
facilitators debriefed different participants. Consequently, a certain level of 
subjectivity was introduced in analysing and interpreting the debriefing results, 
which makes a quantitative analysis less meaningful. Instead, it was decided to 
describe interesting results that were mentioned by at least two participants. Only a 
few participants explicitly stated that they grouped based on similarities, relatedness, 
or keywords between services. Typically, participants stated that put services where 
they logically belonged (although the differentiation is not necessarily mutually 
exclusive). By far most often mentioned was similarities based on the ‘Service 
consumer’ types, e.g. tenants, landlords, etc. However, similarities of attributes with 
regard to ‘Service provider’ (i.e. level of government and departments), ‘Co-
location’, and ‘Events’ were also mentioned as the reason for bundling certain 
services together. 
6.9.3 Evaluating service bundle quality 
6.9.3.1 Applying the artefact 
Participants 
For testing and validation (Phase III), participants from the following regions in 
Queensland were recruited: Brisbane (inner city, north, south-west), Logan City, 
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Gold Coast, Sunshine Coast, Cairns, Moreton Bay, Ipswich, Gladstone, Townsville, 
Mackay, Rockhampton, Maryborough, Bundaberg, Mount Isa, and Toowoomba. 
Tab. 58 and Tab. 59 provide information about the demographic background 
information on Phase III participants, namely about the gender, age, background 
type, education, and employment status. Specifically, Tab. 58 relates to the 
background information of participants working with the provider-driven IA, while 
Tab. 59 relates to the background information of participants working with the 
citizen-driven IA. 
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
 
Background type - distribution for Phase III participants 
  
Education - distribution for Phase III participants 
Employment status -distribution for Phase III 
participants 
Tab. 58: Demographic information of Phase III participants for ‘HH’ working with 
the provider-driven IA 
Male 
62% 
Female 
37% 
Unknown 
1% 
18-25 
14% 
26-34 
16% 
35-44 
16% 
45-54 
19% 
55-59 
6% 
60-64 
9% 
65 or 
above 
19% 
Unknown 
1% 
None 
84% 
Disability 
4% 
Disability / 
Cult. 
Diverse 
1% 
2nd 
language 
2% 
2nd 
language 
/ Cult. 
Diverse 
2% 
Cult. 
diverse 
6% 
Unknown 
1% 
ATSI / 
Disability 
1% 
Bachelor 
Degree 
19% 
Post 
grad. 
10% 
Less than 
High- 
school 
9% 
High- 
school 
30% 
TAFE / 
Trade 
Cert. 
30% 
Unknown 
2% 
Employed 
60% 
Full-time 
student 
4% 
Retired 
27% 
Un-
employed 
8% 
Unknown 
2% 
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Gender - distribution for Phase III participants Age - distribution for Phase III participants 
 
Background type - distribution for Phase III participants 
  
Education - distribution for Phase III participants 
Employment status -distribution for Phase III 
participants 
Tab. 59: Demographic information of Phase III participants for ‘HH’ working with 
the citizen-driven IA 
Based on these categories of demographic information, one can conclude that both 
groups contain similar and comparable participants, who do not differ notably 
between groups. 
Male 
62% 
Female 
37% 
Unknown 
1% 
18-25 
6% 
26-34 
20% 
35-44 
15% 
45-54 
20% 
55-59 
10% 
60-64 
7% 
65 or 
above 
21% 
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1% 
None 
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7% 
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language 
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2nd 
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2% 
Cult. 
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6% Unknown 
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1% 
Bachelor 
Degree 
15% 
Post 
grad. 
13% 
Less than 
High- 
school 
15% 
High- 
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TAFE / 
Trade 
Cert. 
35% 
Unknown 
0% 
Employed 
61% Full-time 
student 
3% 
Retired 
28% 
Un-
employed 
8% 
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Testing 
During testing, both IAs were evaluated by face-to-face sessions. The participants 
each tested one of the two IAs individually and were asked to think aloud. 
Additionally, in the face-to-face testing, facilitators collected qualitative data by 
taking notes of participant’s thoughts, decision-making processes and problems they 
encountered when completing the tasks. After the participants finished the tasks, the 
questionnaire that provided information about how participants perceived the quality 
of the IAs was presented to the participants. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test, which they completed at their own computer without a 
given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire.  
11 participants were invited to test either one of the two IAs, starting on 16th January 
2012 until 22nd January. Thoughts were recorded and the questionnaire was provided 
after the successful completion of the survey. In addition, 25 remote participants 
completed the survey for the first round. These participants were recruited by DoC, 
aligned with the target audience of the franchise. However, in order to statistically 
evaluate the questionnaire, additional participants were needed. Thus, a MR 
company was contacted to recruit approximately 150 participants for each IA. 
Participants were to be living in Queensland and there was to be an equal mix of 
gender and age groups. Finally, 161 participants, sourced from the panel provided by 
the MR company, worked with the citizen-driven IA, while 163 participants worked 
with the provider driven IA.  
Overall, 177 participants completed the survey dealing with the provider-driven IA, 
while 183 participants completed the survey regarding the citizen-driven IA. 
Subjective results 
As 6 participants went through the tasks, but did not fill out the questionnaire, only 
354 results could be analysed further. From these results, 4 had missing values. 
Consequently, the Researcher was able to analyse 175 valid questionnaires for the 
citizen-driven, and 175 for the provider-driven IA.  
Tab. 60 and Tab. 61 visualise selected descriptive statistics for answers provided for 
the revised 26-item questionnaire for the citizen-driven and for the provider-driven 
IA respectively. Again, a 7-point Likert scale with ascending numerical values of the 
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scales was used, so that ‘Strongly agree’ reflected a 1 and ‘Strongly disagree’ 
reflected a 7.  
Items N Minimum Maximum Mean Std. Deviation 
NAV1 175 1.0000 7.0000 2.760000 1.4058989 
NAV2 175 1.0000 7.0000 3.028571 1.4118895 
NAV3 175 1.0000 7.0000 2.845714 1.4794265 
NAV4 175 1.0000 7.0000 2.725714 1.3192524 
EoL1 175 1.0000 7.0000 2.948571 1.3865884 
EoL2 175 1.0000 7.0000 2.685714 1.3427418 
EoL3 175 1.0000 7.0000 2.342857 1.2020781 
EoL4 175 1.0000 7.0000 2.577143 1.2519148 
EoU1 175 1.0000 7.0000 2.800000 1.4894263 
EoU2 175 1.0000 7.0000 2.971429 1.4677709 
EoU3 175 1.0000 7.0000 3.062857 1.4429945 
EoU4 175 1.0000 7.0000 3.131429 1.4222718 
ORG1 175 1.0000 7.0000 3.022857 1.4140278 
ORG2 175 1.0000 7.0000 2.971429 1.3236512 
ORG3 175 1.0000 7.0000 2.982857 1.3063694 
ORG4 175 1.0000 7.0000 3.097143 1.4169511 
QUA1 175 1.0000 7.0000 3.120000 1.5133126 
QUA2 175 1.0000 7.0000 3.022857 1.4541035 
QUA3 175 1.0000 7.0000 3.028571 1.4280787 
SAT1 175 1.0000 7.0000 3.045714 1.4887206 
SAT2 175 1.0000 7.0000 3.045714 1.4964216 
SAT3 175 1.0000 7.0000 3.565714 1.6063707 
Valid N (listwise) 175     
Tab. 60: Descriptive statistics regarding the citizen-driven IA for ‘HH’ 
Items N Minimum Maximum Mean Std. Deviation 
NAV1 175 1.0000 7.0000 2.611429 1.1734054 
NAV2 175 1.0000 7.0000 2.931429 1.3112623 
NAV3 175 1.0000 7.0000 2.777143 1.3224598 
NAV4 175 1.0000 6.0000 2.720000 1.2578032 
EoL1 175 1.0000 7.0000 3.022857 1.3259318 
EoL2 175 1.0000 7.0000 2.800000 1.3476246 
EoL3 175 1.0000 7.0000 2.445714 1.2392858 
EoL4 175 1.0000 7.0000 2.742857 1.2897219 
EoU1 175 1.0000 7.0000 2.885714 1.3639747 
EoU2 175 1.0000 7.0000 2.925714 1.3979342 
EoU3 175 1.0000 7.0000 3.017143 1.3368099 
EoU4 175 1.0000 7.0000 3.165714 1.4703864 
ORG1 175 1.0000 7.0000 3.080000 1.3872987 
ORG2 175 1.0000 7.0000 2.965714 1.3556910 
ORG3 175 1.0000 7.0000 3.005714 1.2887539 
ORG4 175 1.0000 7.0000 3.125714 1.4448368 
QUA1 175 1.0000 7.0000 2.988571 1.3687337 
QUA2 175 1.0000 7.0000 2.920000 1.2884991 
QUA3 175 1.0000 7.0000 3.028571 1.3621677 
SAT1 175 1.0000 7.0000 3.022857 1.4580505 
SAT2 175 1.0000 7.0000 2.994286 1.4121686 
SAT3 175 1.0000 7.0000 3.605714 1.5421180 
Valid N (listwise) 175     
Tab. 61: Descriptive statistics regarding the provider-driven IA for ‘HH’ 
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After an analysis of the results of the first round, a second round of testing a 
consolidated, refined IA was conducted. Therefore, 27 participants tested the 
consolidated IA, starting at 23rd January 2012. However, as the consolidated IA is 
not of primary interest to this study, results are omitted at this stage. 
6.9.3.2 Evaluating the artefact 
6.9.3.2.1 Overview 
From the 360 participants who went through the tasks, only 350 questionnaires could 
be used for further analysis in validating the PSBQ instrument, because of missing 
values. Having 175 completed questionnaires to analyse for the events-driven IA as 
well as for the citizen-driven IA, the data met the requirements with regard to the 
statistical power, which requires at least five times the number of free parameters in 
the model for structural equation modelling (SEM) (Hatcher, 1994). In this case, 110 
(4 scales with 4 items and 2 scales with 3 items) responses for each IA were 
required.15  
In previous AR cycles, the Researcher also tested for multivariate normality and 
equality of underlying distributions, in order to consider merging related responses, 
which were associated with analysing the provider-driven or citizen-driven IA. As 
has been done previously, the equality of underlying distributions was assessed 
again, but his time, due to sufficient responses from participants, the Researcher 
could go one step further and conduct structural equation modelling to discover 
relationships between the survey results in both groups, beyond the mere underlying 
distributions. 
The approach for evaluating the artefact, described subsequently, follows the 
approach taken by Rabaa’i (2012) and Recker (2008). 
6.9.3.2.2 Data analysis with structural equation models 
Following Recker (2008), especially for data analysis of survey data, SEM represents 
the state of the art for high quality research when it comes to statistical conclusion 
validity (Cook & Campbell, 1979). In particular, two types of SEM have emerged in 
recent years, namely Covariance-based SEM (CB-SEM) and Partial Least Squares 
(PLS), which are regarded as second generation data analysis methods (Bagozzi & 
Phillips, 1982). In behavioural science research, SEM been used to causally model 
                                                          
15 During the previous research cycles the Researcher met the requirement as the responses could be 
consolidated due to results of the respective MANOVAs. Additionally, the KMO measure of the 
factor analyses confirmed a sufficiently large sample size.  
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multivariate data sets (Hair, et al., 2006), as well as to validate an instrument and the 
proposed linkages between the constructs (Chin, 1998a; Gefen, et al., 2000). 
Contrary to first generation data analysis methods, such as regression analysis of 
variance (ANOVA) or covariance (ANCOVA), which could only analyse one level 
of relationships between dependent variables (DV) and independent variables (IV), 
SEM methods allow for the modelling of complex interrelationships (including 
hierarchical, non hierarchical, recursive, and non-recursive) between DV and IV, in a 
single and comprehensive analysis (Gerbing & Anderson, 1988). In particular, SEM 
can be used to assess the structural model, which represents the assumed causation 
between constructs, as well as the measurement model, which is used for assessing 
the loadings of observed items on their expected variables in the same analysis 
(Gefen, et al., 2000). In comparison to first generation analysis methods, Recker 
(2008), following Garson (1998), lists amongst others the following advantages of 
SEM: more flexible assumptions, the use of CFA to reduce measurement error by 
defining more than one indicator per latent construct, a graphical modelling interface, 
the capability to assess the overall model rather than each coefficient independently, 
the capability to analyse models with multiple DVs, the capability to model error 
terms, and the capability to analyse coefficients across multiple groups. 
Straub was one of the first IS researcher, who successfully applied SEM in the IS 
context (Straub, 1990). From then onwards, the data analysis technique gained 
popularity over the years. In three of the major IS journals (Information Systems 
Research, Information & Management, and Management Information Systems 
Quarterly) between the years 1994 and 1997, 18% of all articles made use of SEM. 
PLS and LISREL (a technique based on CB-SEM) (Linear Structural Relations) are 
used most widely based on (Gefen, et al., 2000).  
As already indicated, SEM is used for two major tasks. On the one hand, the 
validation of the measurement model, and on the other hand, the fitting of the 
structural model, is focussed on by SEM techniques. Fig. 24 visualises an example of 
a SEM path diagram combining the structural model and the measurement model. 
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Source: Gefen et al. (2000, p. 21) 
Fig. 24: Generic SEM path diagram with constructs and measures 
Following the explanations of Recker (2008) based on Gefen et al. (2000), the 
structural model contains two exogenous latent constructs called Ksi (ξA and ξB), 
three endogenous latent constructs called Eta (ηC, ηD, and ηE). Exogenous variables 
represent constructs that are proposed to explain (or predict) the behaviour of 
endogenous variables (Kelloway, 1995). Endogenous variables, contrarily, represent 
constructs for which explanation (or prediction) is sought. Paths connecting ξ and η 
are represented by Gamma (γ) coefficients, which suggest the existence of causal 
relationships between endogenous and exogenous variables. Endogenous variables 
can, themselves, be utilised to explain (or predict) other endogenous variables. The 
paths, which connect η to each other, are called Beta (β), while the shared correlation 
matrix for ξ is called Phi (Φ). The shared correlation matrix amongst the error terms 
of η is called Psi (ψ), and the error terms as Zeta (ζ) (in case η cannot be explained 
by ξ). These are the elements of the structural model (Gefen, et al., 2000).  
Additionally, measurement variables (i.e., X and Y) are comprised by the 
measurement model, which are depicted as rectangles in Fig. 24, and represent 
observations (i.e., data that was actually collected). The X associated with one ξ 
should load onto that construct, whereas each Y should load onto its respective η. 
The item loading onto the observed variable’s (X or Y) latent construct (respectively 
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ξ or η) is represented by Lambda (λ). The error variance Theta Delta (θδ) is associated 
with each observed measurement X, while Theta Epsilon (θε) assigns the error 
variance, which is related to an observed measurement Y (Gefen, et al., 2000). 
Thus, the measurement model defines latent variables by assigning observed 
measurement indicators to each latent variable, and the structural model defines 
causal relationships between latent variables (Recker, 2008). 
Both models need to be validated to analyse the support for the stated hypotheses. In 
contrast to CB-SEM approaches, PLS does not provide grounded goodness-of-fit 
criteria (Götz, Liehr-Gobbers, & Krafft, 2010; Henseler, Ringle, & Sinkovics, 2009; 
Urbach & Ahlemann, 2010). As a consequence, PLS analyses have to rely on other 
criteria to evaluate the models (Chin, 1998b). These criteria are applied first to the 
measurement model and subsequently to the structural model. Only if the reliability 
and validity criteria for the measurement model are met, should the structural model 
should be evaluated (Götz, et al., 2010; Henseler, et al., 2009; Urbach & Ahlemann, 
2010; Vinzi, Trinchera, & Amato, 2010). 
Two alternative SEM techniques 
A SEM model, consisting of measurement and structural model, can be evaluated 
with two different techniques, as already indicated. Either the CB-SEM approach is 
used, which is implemented in LISREL, AMOS, and EQS, or component-based PLS 
is used, which is implemented in SmartPLS or PLS-Graph, amongst others.  
The choice of technique to use is based on the specific objectives, assumptions, 
parameter estimates, latent variable scores, implications, epistemic relationships 
between latent variables and their respective measures, model complexity, and 
sample size (Chin & Newsted, 1999). Tab. 62 visualises the differences between PLS 
and CB-SEM in more detail. 
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Criteria PLS CB-SEM 
Objective Prediction-oriented Parameter-oriented 
Approach Variance-based Covariance-based 
Assumptions Predictor specification (non-
parametric) 
Typically multivariate normal 
distribution and independent 
observations (parametric) 
Parameter estimates Consistent as indicators and 
sample size increases  
Consistent 
Latent variable scores Explicitly estimated Indeterminate 
Epistemic relationship between 
latent variables and their 
measures 
Can be modelled either 
formative or reflective 
Typically only with reflective 
indicators (formative is 
supported, though) 
Implications Optimal for prediction accuracy Optimal for parameter accuracy 
Model complexity  Large complexity  Small to moderate complexity 
Sample size Power analysis based on the 
portion of the model with the 
largest number of predictors. 
Minimal recommendations 
range from 30 – 100 cases. 
Ideally based on power analysis 
of specific model. Minimal 
recommendations range from 
200 – 800. 
Type of optimisation Locally iterative Globally iterative 
Significance test Only by means of simulations; 
restricted validity 
Available 
Availability of global 
Goodness-of-fit metrics. 
Under development Established metrics available 
Source: Urbach & Ahlemann (2010, p. 13) 
Tab. 62: Comparison of PLS and CB-SEM 
LISREL became popular in the social sciences and can still be considered the 
technique of reference in most articles about SEM, and also in IS research (Goodhue, 
2007). Basically LISREL performs a multivariate covariance analysis, which tests if 
the given research model is plausible in light of the sample data (Gefen, et al., 2000). 
Thus, LISREL calculates the “model parameters that will minimise the difference 
between the calculated and the observed covariance matrices” (Rabaa'i, 2012, p. 
189), which finally results in a measure of goodness of fit, represented by the 
difference of the matrices (Andreev & Maoz, 2009). Consequently, LISREL is 
typically used to test a theory (Gefen, et al., 2000). Contrastingly, PLS tries to 
maximise the explained variance by minimising the residual variance of all DVs, 
latent variables, and indicators (Chin, 1998b; Gefen, et al., 2000). PLS analyses rely 
on high R2 and significant t-values to reject the null hypothesis of no-effect (Barclay, 
Higgins, & Thompson, 1995). Consequently, PLS is mainly used in predictive 
applications and theory building (Gefen, et al., 2000). In conclusion, whereas CB-
SEM tries to analyse how well the model fits to the given data, PLS tries to best 
predict the latent variables by its DV (Recker, 2008). 
As will be shown, gathered data was not normally distributed. However, some CB-
SEM approaches provide robust estimators that can deal with non-normally 
distributed data, such as the Robust Maximum Likelihood estimator (S. G. West, et 
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al., 1995). Nonetheless, bigger sample sizes are typically needed to derive consistent, 
reliable results utilising such estimators. Curran et al. (1996), for example, suggest 
using at least 200 participants to apply the Robust Maximum Likelihood estimator.  
As none of these requirements for a robust estimator for CB-SEM was met, this 
study, as will be shown, utilised the PLS approach (implemented in SmartPLS) for 
data analysis of the survey data to test the research model, which is presented as part 
of this section. 
6.9.3.2.3 Analysing underlying distributions  
To analyse the distribution of the two groups, a MANOVA was conducted with both 
groups, i.e. questionnaires related to the provider-driven and the citizen-driven IA. 
Again the four main assumptions of MANOVA were checked: due to the nature of 
this study, observations were independent and randomly sampled.  
Assumed univariate and multivariate normality was analysed. Typically, there are 
two ways of analysing normality. Firstly, graphical tests plot data of empirical 
observations and their distribution in comparison to a theoretical distribution, to 
identify mismatches etc. Secondly, numerical tests present analyses of skewness and 
kurtosis statistics, or conduct statistical tests of normality. Although, graphical tests 
are more intuitive and potentially easier to interpret, numerical tests are more 
objective; therefore, numerical methods are primarily reported (Recker, 2008).  
Firstly, univariate normality was analysed by merging both groups and conducting 
the Kolmogorov-Smirnov D test and the Shapiro-Wilk test, as visualised in Tab. 63 
(Field, 2009c, pp. 144-148). Both tests analyse whether the distribution as a whole 
deviates from a normal distribution. 
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Kolmogorov-Smirnova Shapiro-Wilk 
Statistic df Sig. Statistic df Sig. 
NAV1 .285 350 .000 .844 350 .000 
NAV2 .244 350 .000 .866 350 .000 
NAV3 .270 350 .000 .859 350 .000 
NAV4 .284 350 .000 .854 350 .000 
EoL1 .229 350 .000 .871 350 .000 
EoL2 .273 350 .000 .837 350 .000 
EoL3 .301 350 .000 .828 350 .000 
EoL4 .264 350 .000 .837 350 .000 
EoU1 .260 350 .000 .851 350 .000 
EoU2 .232 350 .000 .873 350 .000 
EoU3 .231 350 .000 .870 350 .000 
EoU4 .244 350 .000 .881 350 .000 
ORG1 .231 350 .000 .874 350 .000 
ORG2 .231 350 .000 .876 350 .000 
ORG3 .216 350 .000 .897 350 .000 
ORG4 .216 350 .000 .889 350 .000 
QUA1 .210 350 .000 .884 350 .000 
QUA2 .243 350 .000 .877 350 .000 
QUA3 .235 350 .000 .864 350 .000 
SAT1 .239 350 .000 .875 350 .000 
SAT2 .242 350 .000 .872 350 .000 
SAT3 .165 350 .000 .923 350 .000 
a. Lilliefors Significance Correction 
Tab. 63: Tests of normality of the data for ‘HH’ 
Both tests resulted in significant results, which indicate that the data is not normally 
distributed. However, since Field states that significance tests with sample sizes 
greater than 200 are sensitive to small violations to a normal distribution, the author 
suggests analysing plots (Field, 2009c, p. 144). In the following, descriptive 
statistics, which describe the plots and the underlying data, are provided to analyse 
the distribution in more detail.  
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 N Minimum Maximum Mean 
Std. 
Deviation Skewness Kurtosis 
NAV1 350 1.0000 7.0000 2.685714 1.2951624 1.142 .985 
NAV2 350 1.0000 7.0000 2.980000 1.3614210 .927 .204 
NAV3 350 1.0000 7.0000 2.811429 1.4015488 .949 .146 
NAV4 350 1.0000 7.0000 2.722857 1.2870494 .983 .380 
EoL1 350 1.0000 7.0000 2.985714 1.3551648 .922 .232 
EoL2 350 1.0000 7.0000 2.742857 1.3444752 1.196 1.031 
EoL3 350 1.0000 7.0000 2.394286 1.2201608 1.313 1.849 
EoL4 350 1.0000 7.0000 2.660000 1.2718463 1.290 1.743 
EoU1 350 1.0000 7.0000 2.842857 1.4266770 1.101 .683 
EoU2 350 1.0000 7.0000 2.948571 1.4314061 .981 .447 
EoU3 350 1.0000 7.0000 3.040000 1.3891103 1.018 .619 
EoU4 350 1.0000 7.0000 3.148571 1.4445573 .914 .275 
ORG1 350 1.0000 7.0000 3.051429 1.3990114 .918 .253 
ORG2 350 1.0000 7.0000 2.968571 1.3378492 .910 .312 
ORG3 350 1.0000 7.0000 2.994286 1.2957818 .750 .112 
ORG4 350 1.0000 7.0000 3.111429 1.4289819 .816 .041 
QUA1 350 1.0000 7.0000 3.054286 1.4422688 .925 .394 
QUA2 350 1.0000 7.0000 2.971429 1.3727957 .907 .385 
QUA3 350 1.0000 7.0000 3.022857 1.3812261 .996 .418 
SAT1 350 1.0000 7.0000 3.034286 1.4713974 .896 .118 
SAT2 350 1.0000 7.0000 3.020000 1.4530474 .912 .166 
SAT3 350 1.0000 7.0000 3.585714 1.5724423 .506 -.467 
Valid N 
(listwise) 350       
Tab. 64: Descriptive statistics of the data for ‘HH’ 
The reported univariate skewness and kurtosis statistics for each item did not exceed 
the thresholds (skewness < 2 and kurtosis < 7) suggested by Stevens (2002) and 
West, Finch, & Curran (1995). These thresholds have also been applied in similar 
studies (Recker, 2008) (please refer to Tab. 64). However, analysing the significance 
of kurtosis and skewness for each indicator as indicated in Tab. 65 shows that all 
items are significantly non-normal with regard to skewness, but perform relatively 
well with regard to kurtosis. The multivariate statistic for non-normality shows 
significant results as well. Based on Tab. 64 and Tab. 65 it becomes obvious that the 
data is skewed to the right for all variables, which means that responses do not 
revolve around ‘4’ as the mean, but around ‘2-3’.  
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Test of Univariate Normality for Continuous Variables 
 
Skewness Kurtosis Skewness and Kurtosis 
Variable Z-Score P-Value Z-Score P-Value Chi-Square P-Value 
NAV1 7.277 .000 2.820 .005 60.908 .000 
NAV2 6.221 .000 .852 .394 39.430 .000 
NAV3 6.332 .000 .657 .511 40.532 .000 
NAV4 6.508 .000 1.394 .163 44.296 .000 
EoL1 6.196 .000 .944 .345 39.279 .000 
EoL2 7.523 .000 2.909 .004 65.063 .000 
EoL3 8.033 .000 4.190 .000 82.093 .000 
EoL4 7.932 .000 4.049 .000 79.313 .000 
EoU1 7.085 .000 2.175 .030 54.931 .000 
EoU2 6.499 .000 1.581 .114 44.732 .000 
EoU3 6.686 .000 2.024 .043 48.794 .000 
EoU4 6.153 .000 1.079 .280 39.027 .000 
ORG1 6.175 .000 1.012 .312 39.155 .000 
ORG2 6.130 .000 1.193 .233 38.995 .000 
ORG3 5.243 .000 .538 .591 27.778 .000 
ORG4 5.621 .000 .279 .780 31.669 .000 
QUA1 6.209 .000 1.434 .152 40.604 .000 
QUA2 6.116 .000 1.407 .159 39.386 .000 
QUA3 6.572 .000 1.502 .133 45.448 .000 
SAT1 6.056 .000 .558 .577 36.986 .000 
SAT2 6.141 .000 .726 .468 38.241 .000 
SAT3 3.722 .000 -2.257 .024 18.951 .000 
SAT1 6.056 .000 .558 .577 36.986 .000 
SAT2 6.141 .000 .726 .468 38.241 .000 
SAT3 3.722 .000 -2.257 .024 18.951 .000 
Test of Multivariate Normality for Continuous Variables 
Skewness Kurtosis Skewness and Kurtosis 
Value Z-Score P-Value Value Z-Score P-Value Chi-Square P-Value 
157.459 62.579 .000 891.323 27.831 .000 4690.710 .000 
Tab. 65: Test of uni- and multivariate normality of the data for ‘HH’ 
One way of dealing with non-normal distribution is to transform the raw data (Field, 
2009c). In particular, it was decided to apply a Log transformation (log(Xi)) to 
squash the right tail of the distribution, which can reduce the positive skew. Thus, the 
Researcher applied the logarithmic function to the values of all variables and tested 
for normality again. As shown in Tab. 66, the transformation resulted in non-
significant results for most variables (except SAT3), but although univariate 
normality can be shown by data transformation, tests of multivariate normality still 
produce significant results.  
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Test of Univariate Normality for Continuous Variables 
 
Skewness Kurtosis Skewness and Kurtosis 
Variable Z-Score P-Value Z-Score P-Value Chi-Square P-Value 
logNAV1 -.065 .949 -.639 .523 .412 .814 
logNAV2 -.375 .708 -.877 .381 .909 .635 
logNAV3 -.365 .715 -2.013 .044 4.184 .123 
logNAV4 -.456 .648 -1.135 .256 1.497 .473 
logEoL1 -.738 .460 -.558 .577 .857 .651 
logEoL2 .242 .808 -.347 .729 .179 .914 
logEoL3 .426 .670 -1.737 .082 3.201 .202 
logEoL4 -.278 .781 .155 .877 .101 .951 
logEoU1 -.003 .997 -1.104 .269 1.220 .543 
logEoU2 -.855 .393 -1.097 .273 1.934 .380 
logEoU3 -.770 .441 -.008 .994 .594 .743 
logEoU4 -1.318 .187 -.187 .851 1.773 .412 
logORG1 -.612 .540 -.918 .359 1.217 .544 
logORG2 -.991 .322 -.543 .587 1.277 .528 
logORG3 -2.201 .028 -.417 .677 5.019 .081 
logORG4 -1.348 .178 -1.152 .250 3.143 .208 
logQUA1 -1.335 .182 -.809 .419 2.436 .296 
logQUA2 -1.114 .265 -1.015 .310 2.273 .321 
logQUA3 -.413 .679 -.252 .801 .235 .889 
logSAT1 -.809 .418 -1.639 .101 3.34 .188 
logSAT2 -.724 .469 -1.472 .141 2.692 .260 
logSAT3 -3.721 .000 -.060 .952 13.847 .001 
Test of Multivariate Normality for Continuous Variables 
Skewness Kurtosis Skewness and Kurtosis 
Value 
Z-
Score P-Value Value Z-Score P-Value Chi-Square P-Value 
124.784 50.792 .000 798.051 25.06 .000 3207.87 .000 
Tab. 66: Test of uni- and multivariate normality with transformed data for ‘HH’ 
However, a MANOVA is relatively robust against multivariate non-normality (Ito, 
1980). The ANOVA F-test, which is derived under the assumptions of normality and 
homoscedasticity, is “extremely robust under violations of these assumptions“(Ito, 
1980, p. 220). Accordingly, as the F-test is also used in the multivariate case, a 
MANOVA is also robust against non-normality for large sample sizes (Von Eye & 
Bogat, 2004). Thus, for large sample sizes, normality can be assumed under 
reservation (R. R. Wilcox, 2005). 
For the fourth assumption that needs to be satisfied to conduct a MANOVA, the 
variance of covariance matrices needs to be analysed. Therefore, SPSS allows for the 
conduct of Box’s test. Unfortunately, Box’s test is sensitive to deviations from 
multivariate normality (Field, 2009d) and with large sample sizes Box’s test could be 
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significant even when covariance matrices are relatively similar. Field (2009d) 
suggests disregarding Box’s test if sample sizes are equal, as the results are not 
reliable. 
Using the non-transformed data, this time, Box’s test, which tests the null hypothesis 
that the observed covariance matrices of the DVs are equal across groups 
(assumption of MANOVA), returned a non-significant result (please refer to Tab. 
67). However, following Field’s suggestion, the result of Box’s test was 
acknowledged but was disregarded as equal sample sizes for both groups were 
present.  
Box's M 57.940 
F 2.709 
df1 21 
df2 445420.314 
Sig. .000 
Tab. 67: Box's test of equality of covariance matrices (‘HH’) 
Having fulfilled the assumptions of MANOVA with certain reservations with regard 
to the multivariate normal distribution, a MANOVA between both groups could be 
conducted. 
Using Pillai’s Trace, there was no significant difference between any of the DVs, 
V=.017, F(6, 343)= .992, ρ=.431. Levene’s Test of equality of variances for each 
construct provided non-significant results. Nor did separate univariate ANOVAs on 
the outcome variables reveal any significant differences between the constructs of 
each group: 
• NAV: F(1, 348)= .376, ρ=.540 
• EoL: F(1, 348)= .896, ρ=.344 
• EoU: F(1, 348)= .003, ρ=.959 
• ORG: F(1, 348)= .038, ρ=.845  
• QUA: F(1, 348)= .288, ρ=.592 
• SAT: F(1, 348)= .011, ρ=.940 
The results of the MANOVA showed insignificant results with regard to the 
distribution of data. A second MANOVA was conducted subsequently, utilising the 
log-transformed data. However, all statistics resulted in the same significance values 
as previously, with the exception of Box’s test, which resulted in an insignificant 
statistic (ρ=.139). 
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As an alternative to MANOVA, which makes certain assumptions regarding the 
underlying distribution of data (i.e. normal distribution), non-parametric tests can 
also be applied to test if distributions are significantly different. Unfortunately, SPSS 
does not provide any of these tests.16 Hence, the statistical program R was used to 
conduct robust, non-parametric tests to the data in order to analyse if distributions 
were similar across groups. One of these methods is the Munzel-Brunner method, 
which tests if all groups have identical distributions for each of the variables under 
consideration (R. R. Wilcox, 2005). By implementing the mulrank function, as 
described by Wilcox (2005, p. 378), it can be shown that the distributions do not 
differ significantly, thereby supporting the MANOVA results (ρ=.776). 
The KMO measure of sampling adequacy as well as Bartlett’s test of sphericity, as 
described previously, should be analysed at this stage to test the suitability of the 
dataset for statistical tests. Tabachnick & Fidell (2007) suggest a KMO measure of 
above .6 and Bartlett’s test of sphericity should be significant at p < .05. Both 
thresholds were met for each group, as visualised in Tab. 68. 
 
Provider
-driven 
IA 
Citizen-
driven IA 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .955 .952 
Bartlett's Test 
of Sphericity 
Approx. Chi-Square 4384.024 4295.169 
df 231 231 
Sig. .000 .000 
Tab. 68: KMO and Bartlett’s test for both IAs (‘HH’) 
It was shown that the variables in both groups do not have a difference in distribution 
that is statistically significant. However, using structural equation modelling, 
relationships between constructs can be disclosed on a more detailed level. As 
previously discussed, the measurement model needs to be assessed first, before the 
structural model can be evaluated.  
6.9.3.2.4 Measurement model provider-driven IA 
Firstly, the measurement model of the provider-driven IA was analysed. Scale 
validation was performed using SmartPLS and SPSS 19, following the guidelines of 
Urbach & Ahlemann (2010), Vinzi et al. (2010), Henseler et al. (2009), Lewis et al. 
(2005), Gefen et al. (2011), Gefen & Straub (2005), Straub et al. (2004), and Götz et 
al. (2010).  
                                                          
16 In the latest version, an add-on can be purchased that allows the application of Bootstrap methods. 
Unfortunately, the add-on was not available at the time of data analysis. 
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The reader may wonder why the Researcher used the original data for SEM and not 
the log-transformed data. In general, a transformation performs an operation on the 
values of variables that preserve the order of the values, but changes their distances 
to other values. Whereas linear transformation have no effect on the distribution of 
variables or results of SEM, non-linear transformations can alter the distribution and 
relations between variables as well as potentially eliminating effects and interactions 
between variables (S. G. West, et al., 1995). A logarithmic transformation is a non-
linear transformation. Consequently, in order not to bias any results by transforming 
the original data, the Researcher instead chose to utilise an adequate estimator for the 
characteristics of the data set. 
The scale items were modelled as reflective indicators of their respective latent 
constructs.  
Tab. 69, Tab. 70, and Tab. 71 summarise statistics relevant for analysing the 
measurement model. The subsequent paragraphs describe the results of the scale 
validation as followed by Recker (2008).  
Construct Item Item loading t-statistic (for λ) 
Navigation NAV1 .881 23.354 
 NAV2 .919 51.728 
 NAV3 .939 88.834 
 NAV4 .921 69.973 
Ease of 
Understanding  
EoU1 .851 27.347 
 EoU2 .905 52.998 
 EoU3 .894 49.434 
 EoU4 .895 61.315 
Ease of Learning EoL1 .840 31.605 
 EoL2 .916 59.294 
 EoL3 .738 15.769 
 EoL4 .911 45.561 
Organisation ORG1 .909 59.162 
 ORG2 .889 38.059 
 ORG3 .887 39.792 
 ORG4 .927 82.317 
Quality QUA1 .944 116.858 
 QUA2 .908 37.189 
 QUA3 .942 93.609 
Satisfaction SAT1 .966 123.403 
 SAT2 .970 151.602 
 SAT3 .949 120.418 
Tab. 69: Item loadings as part of the provider-driven IA’s measurement model 
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Construct Number of items Cronbach’s α ρc AVE 
Navigation 4 .935 .954 .838 
Ease of 
Understanding 
4 .909 .936 .786 
Ease of Learning 4 .875 .915 .730 
Organisation 4 .925 .946 .816 
Quality 3 .923 .951 .967 
Satisfaction 3 .960 .974 .926 
Tab. 70: Scale properties as part of the provider-driven IA’s measurement model 
 NAV EoL EoU ORG QUA SAT 
NAV 1 - - - - - 
EoL .759 1 - - - - 
EoU .761 .790 1 - - - 
ORG .826 .770 .821 1 - - 
QUA .779 .758 .859 .806 1 - 
SAT .759 .743 .775 .743 .871 1 
Tab. 71: Factor correlation as part of the provider-driven IA’s measurement model 
Based on the data gathered and presented in Tab. 69, Tab. 70, and Tab. 71, multiple 
tests can be performed.  
Content validity  
Content validity was established through the conduct of an extensive literature 
review on e-service, portal, and bundle quality. Interesting and relevant constructs 
were identified and discussed within the research team. Additionally, the items and 
constructs were discussed with practitioners within QG, to understand their 
applicability in a practical context. A pre-test, a pilot, and an explorative round of 
surveys were conducted, to sharpen the items and constructs. Additionally, experts 
from different governments were interviewed regarding the comprehensiveness and 
applicability of the initial questionnaire. Throughout the refinement of the 
instrument, ongoing discussions, involving QG, helped to ensure the 
understandability and applicability of the survey items. 
Reliability 
Reliability refers to the degree to which measures are free of error and, therefore, 
lead to consistent results (Ravichandran & Rai, 2000). Typically, two tests can be 
performed to assess the internal consistency of a scale. Firstly, the most-widely and 
long-established test for assessing the reliability of a scale is Cronbach’s Alpha (α), 
which should be higher than .8. A high Alpha means that indicators have the same 
range and meaning (Cronbach, 1951). Secondly, the composite reliability (ρc) 
measure can be calculated to assess the reliability of a scale (Werts, Linn, & 
Jöreskog, 1974). The composite reliability measure, compared to Cronbach’s Alpha, 
 273 
 
takes into account the different loadings of the individual indicators (Götz, et al., 
2010; Henseler, et al., 2009). Chin (2010b)and Vinzi et al. (2010), therefore, 
recommend the use of the composite reliability measure to measure internal 
consistency in contrast to Cronbach’s alpha. In order for a scale to be considered 
reliable, ρc needs to be greater than .5.  
Tab. 70 shows that all constructs obtained α of at least .875 and ρc of at least .915, 
thereby exceeding the proposed thresholds. Consequently, the results suggest 
adequate internal consistency of all six constructs. 
Additionally, indicator reliability analyses the degree to which indicators are 
consistent with what they intend to measure (Urbach & Ahlemann, 2010). For 
reflective constructs, the absolute standardised outer loadings need to be significant 
at the .05 level and greater than .707 (≈  √. 5) (Chin, 2010b; Götz, et al., 2010; 
Urbach & Ahlemann, 2010). These thresholds should be met, as they indicate that 
the shared variance between the construct and its indicators is larger than the 
variance of the measurement errors (Götz, et al., 2010). Chin (2010a) proposes using 
bootstrapping to assess the significance of the indicator loadings (Rabaa'i, 2012). 
In the present study, Tab. 69 shows that all indicators load on their respective 
constructs with at least .738 and all loadings are significant at the .005 level. 
Consequently, the results suggest adequate reliability of all six constructs. 
Convergent validity 
Convergent validity indicates to what extent hypothesised related measures are, in 
fact, related in comparison with other measures, related to other variables 
(Ravichandran & Rai, 2000). Fornell & Larcker (1981) suggest three criteria to test 
convergent validity. Firstly, all indicator loadings (α) should exceed .6 and be 
significant. Secondly, construct composite reliabilities (ρc) should exceed .8. Thirdly, 
the average variance extracted (AVE)17 of the individual constructs should exceed 
the variance, which is based on measurement error for that specific construct. 
Consequently, the AVE should exceed a value of .5, thereby explaining more than 
50% of the variance of its indicators (Henseler, et al., 2009; Urbach & Ahlemann, 
2010). 
In the present study, Tab. 69 and Tab. 70 show that all constructs obtained factor 
loadings greater than .738, composite reliabilities of at least .915, and AVEs of at 
                                                          
17 AVE can be calculated as the square root of the average communality of the construct’s variables. 
Communality is the proportion of each construct’s variance that can be explained by the 
principal components (i.e. 1 – variance of residual error terms). 
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least .730. Thus, the recommended thresholds have all been exceeded, which leads to 
the conclusion that the requirements for convergent validity have been met. 
Discriminant validity 
Discriminant validity complements convergent validity, as it refers to the degree to 
which items of different constructs are different from each other (Recker, 2008). 
Traditionally, discriminant validity has been assessed by conducting a series of chi-
square tests. Due to sensitivity to non-normality etc., Fornell & Larcker (1981) 
recommend a stronger assessment regarding discriminant validity, also 
recommended by MacKenzie et al. (2011): The AVE of each construct needs to be 
larger than the squared correlations between latent variables.  
In the present study, Tab. 71 depicts the factor correlation scores of all constructs. In 
the following, the largest squared correlations between each pair of constructs of the 
measurement model are reported. The construct NAV, representing ‘Navigation’ has 
an AVE .838, with the highest squared correlation of .682 with the construct 
pertaining to ‘Organisation’ (ORG). The construct ‘Ease of Learning’ (EoL) has a 
calculated AVE of .730, with the highest squared correlation of .624 with ‘Ease of 
Understanding’ (EoU). The EoU construct has an AVE of .786, with the highest 
squared correlation of .738 related to ‘Quality’ (QUA). ‘Organisation’ has an AVE 
of .816 and correlates most with ‘Navigation’ (squared correlation of .682). The 
constructs ‘Quality’ and ‘Satisfaction’ are on distinct causal stages, but should be 
taken into account as well in SEM approaches, in contrast to PCA, where only 
constructs on the same causal stage are analysed concurrently (Straub, et al., 2004). 
‘Quality’ has an AVE of .967 and correlates most with ‘Satisfaction’ (SAT), with a 
squared correlation of .759. ‘Satisfaction’ has an AVE of .926 and correlates most 
highly with Quality. As depicted previously, ‘Satisfaction’ and ‘Quality’ were 
expected to correlate very highly. Based on Fornell & Larcker’s test, discriminant 
validity between the IVs could be established.  
Another criterion, which also focuses on assessing discriminant validity, focuses on 
the crossloadings between the constructs. Here, the loading of each indicator needs to 
be greater than all of its cross-loadings (Chin, 1998b; Götz, et al., 2010; Rabaa'i, 
2012; Urbach & Ahlemann, 2010).  
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   EoL  EoU  NAV  ORG  QUA  SAT 
EoL1 .840 .679 .718 .679 .674 .644 
EoL2 .916 .743 .689 .691 .706 .708 
EoL3 .738 .565 .476 .560 .507 .468 
EoL4 .911 .696 .680 .690 .682 .689 
EoU1 .682 .852 .594 .660 .676 .612 
EoU2 .697 .905 .677 .703 .758 .673 
EoU3 .703 .894 .704 .732 .768 .714 
EoU4 .717 .895 .713 .803 .831 .740 
NAV1 .668 .643 .881 .749 .636 .625 
NAV2 .716 .733 .919 .774 .748 .748 
NAV3 .729 .705 .939 .762 .723 .696 
NAV4 .664 .699 .922 .741 .738 .703 
ORG1 .715 .773 .804 .909 .763 .730 
ORG2 .700 .703 .700 .889 .683 .624 
ORG3 .634 .715 .692 .887 .655 .589 
ORG4 .725 .768 .778 .927 .795 .723 
QUA1 .753 .826 .784 .791 .944 .858 
QUA2 .627 .737 .635 .710 .908 .751 
QUA3 .730 .832 .748 .747 .942 .818 
SAT1 .695 .727 .747 .724 .855 .967 
SAT2 .738 .776 .761 .708 .851 .971 
SAT3 .711 .734 .682 .712 .806 .949 
Tab. 72: Cross-loading for the provider-driven IA 
All indicators also pass the cross-loading criteria, as none of them loads higher on 
another construct than the one intended. However, both criteria are needed to assess 
the discriminant validity: the Fornell-Larcker criterion evaluates the validity on the 
construct level, whereas the cross-loading criterion evaluates the validity on the 
indicator level (Gefen & Straub, 2005; Henseler, et al., 2009; Rabaa'i, 2012). 
6.9.3.2.5 Structural model for provider-driven IA 
The next step was to validate the revised model of PSBQ illustrated in chapter 6.8, 
and specified hypotheses outlined in chapter 5.5. Therefore, the hypotheses were 
tested simultaneously using SmartPLS. The measurement items were modelled in a 
reflective manner; the respective constructs were associated with each other based on 
the stated hypotheses. 
The validity assessments of the structural model include: estimates for path 
coefficients, determination of coefficient, estimates for total effects, effect size, 
prediction relevance, and the contribution power (Rabaa'i, 2012). Fig. 25 depicts the 
results for the structural model. 
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Fig. 25: Model of perceived service bundle quality for the provider-driven IA 
Estimates of path coefficients 
The path coefficient’s magnitude, sign, and significance should be investigated for 
assessing the structural model (Chin, 2010b; Götz, et al., 2010; Henseler, et al., 
2009). The algebraic sign of the coefficient is important to empirically validate the 
theoretically assumed relationship. Algebraic signs that are in line with the 
postulated hypothesis support the relationship; signs that conflict with the hypothesis 
do not support the relationship. The coefficient’s magnitude mirrors the strengths of 
the relationship between two constructs (Götz, et al., 2010; Henseler, et al., 2009; 
Rabaa'i, 2012; Urbach & Ahlemann, 2010). 
Urbach & Ahlemann (2010) proposed that coefficients need to exceed at least .1 to 
show a certain impact of a construct. Henseler et al. (2009), additionally, propose 
that these coefficients should be significant at the .05 level. Significance in PLS can 
be tested by conducting re-sampling procedures, such as bootstrapping (Chin, 2010a; 
Tenenhaus, Vinzi, Chatelin, & Lauro, 2005). There is no consensus on the size of the 
bootstrap sample (Rabaa'i, 2012). However, Chin (1998b) states that most studies use 
a sample size that is equal to the original sample. For large sample sizes, the 
 277 
 
bootstrap sample could even be smaller than the original sample (Arcones, 2003; 
Bickel & Sakov, 2008). 
As shown in Fig. 25, only three out of the five hypothesised paths in the model were 
statistically significant at least at p < .05. ‘Quality’ (β = .871) impacted on 
‘Satisfaction’ with a high magnitude, as previously predicted by the literature. Thus, 
hypothesis five is supported and the nomological validity of the construct is achieved 
(Straub, et al., 2004). The ‘Quality’ was explained by ‘Navigation’ (β = .192) and 
‘Ease of Understanding’ (β = .518). Consequently, for the provider-driven IA 
hypotheses two and four need to be rejected. PSBQ can solely be explained through 
‘Ease of Understanding’ and ‘Navigation’. ‘Ease of Learning’ does not even exceed 
the threshold postulated by Urbach & Ahlemann (2010) of .1. Thus, it does not 
impact on ‘Quality’ in the present model. 
Determination of coefficients  
R2 values represent “the amount of variance in the construct in question that is 
explained by the model” (Chin, 2010b, p. 674). Rabaa’i (2012, p. 206), referring to 
Chin, “considers R2 values of approximately .67, .33, and .19 as substantial, 
moderate and weak, respectively” (Chin, 1998b). These values should be sufficiently 
high to have a minimum of explanatory power (Chin, 1998b; Götz, et al., 2010; 
Henseler, et al., 2009; Urbach & Ahlemann, 2010; Rabaa'i, 2012). 
The R2 value of satisfaction is .758; the value of quality is .785, both exceeding the 
thresholds for being ‘substantial’. 
Estimates of total effects 
Henseler et al. (2009) also propose analysing the sum of all direct and indirect effects 
of specific constructs on another construct in the structural model, in addition to 
analysing the significance of the inner path model (the Beta, please refer to Fig. 24) 
(Rabaa'i, 2012). 
Tab. 73 visualises the direct and indirect effects of the exogenous constructs on the 
endogenous constructs. In both cases, ‘Ease of Understanding’ is the dominant 
construct with regard to effect. 
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Latent variables Quality Satisfaction 
Navigation .192 .167 
Ease of Learning .080 .070 
Ease of Understanding .518 .451 
Organisation .161 .140 
Quality - .871 
Tab. 73: Total effects for the provider-driven IA 
Effect size 
In order to make statements about the magnitude of the effect of one construct on 
another construct, Cohen (1988) proposed the f2 measure to calculate the effect size 
of each path in the structural model. The effect size measures the impact of an 
independent construct on a dependent construct (Götz, et al., 2010; Henseler, et al., 
2009). f2 is calculated as the increase in R2 of the construct to which the path is 
connected, relative to the construct’s proportion of unexplained variance (Chin, 
1998b; Rabaa'i, 2012). The following equation can be used: 
𝑓2 =  𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2 −  𝑅𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑 21 −  𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2  
The explained variance of the dependent construct is represented by 𝑅𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2  
containing the particular independent construct, which effect is investigated. 
𝑅𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑
2  represents the explained variance, when the particular independent 
construct is removed. Cohen (1988) proposes three different values for f2, namely 
.02, .15, and .35, to represent small, medium and large effects, respectively (Rabaa'i, 
2012). 
Tab. 74 visualises the effect sizes of the four different independent constructs on 
Quality. ‘Ease of Understanding’ has a large effect on ‘Quality’, whereas the other 
three constructs have only a small effect.  
Test #1 Test #2 Test #3 Test #4 Test #5 
Navigation Navigation Navigation Navigation  
Ease of Learning Ease of Learning Ease of Learning  Ease of Learning 
Ease of 
Understanding 
Ease of 
Understanding 
 Ease of 
Understanding 
Ease of 
Understanding 
Organisation  Organisation Organisation Organisation 
QUA R2 = .785 QUA R2 = .779 QUA R2 = .715 QUA R2 = .783 QUA R2 = .774 
f2 = n/a f2 = .028 f2 = .326 f2 = .009 f2 = .051 
Tab. 74: Effect sizes for the provider-driven IA 
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Prediction relevance 
The Stone-Geisser (Q2) test (Geisser, 1975a, 1975b; Stone, 1974) can be used to 
assess how well collected data can be reconstructed, based on the underlying model 
and PLS parameters (Fornell & Cha, 1994), and, therefore, can be regarded as a 
goodness of reconstruction index (Chin, 1998b; Rabaa'i, 2012). 
As Chin (2010b) explains, for PLS the test can be utilised with a blindfolding 
procedure. Here, an omission distance D is chosen that specifies the number of 
partitions of the empirical data. Then, for each case, one partition is omitted from the 
analysis, which is then to be reconstructed by the other partitions. This is to be done 
D times (Tenenhaus, et al., 2005). The equation for the test is as follows (Chin, 
2010b):  
 𝑄2 = 1 −  ∑ 𝑆𝑆𝐸𝐷𝐷
∑ 𝑆𝑆𝑂𝐷𝐷
 
∑ 𝑆𝑆𝐸𝐷𝐷  represents the sum of squares of prediction errors for partition D and 
∑ 𝑆𝑆𝑂𝐷𝐷  represents the sum of squares of the original empirical data. If the test 
results in a positive value, this implies that the model has predictive relevance, 
whereas a negative value represents a lack of predictive relevance (Chin, 1998b; 
Götz, et al., 2010; Henseler, et al., 2009; Urbach & Ahlemann, 2010). Chin (2010b) 
points out that two different Q2 can be obtained depending on the nature of the 
prediction. “A cross-validated communality (added: CC) Q2 is obtained if prediction 
of the data points is made by the underlying latent variable score, whereas a cross-
validated redundancy (added: CR) Q2 is obtained if prediction is made by those LVs 
(added: latent variables) that predict the block in question” (Chin, 2010b, p. 680). 
Consequently, CR is typically used to examine the predictive relevance of the 
theoretical or structural model. A CR above .5 is indicative of a predictive model 
(Chin, 2010b). Additionally, the predictive relevance’s relative impact can be 
assessed (Rabaa'i, 2012): 
𝑞2 =  𝑄𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2 −  𝑄𝑒𝑥𝑐𝑙𝑢𝑑𝑒𝑑 21 −  𝑄𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑2  
Values of .02, .15, and .35 relate to small, medium, and large predictive relevance for 
a certain independent construct (Urbach & Ahlemann, 2010). Thus, q2 can be used to 
assess the relative impact of the structural model on the observed measures of each 
dependent construct.  
For this study an omission distance of D = 6 has been chosen, in line with the 
recommendations of Chin (2010b). As the table visualises all Q2 values are greater 
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than 0, predictive relevance can be granted. Additionally, the CR Q2 values are above 
.5. Therefore, the model can be classified as a predictive model. 
Latent variables SSO SSE 1-SSE/SSO 
(Q2) - CC 
1-SSE/SSO 
(Q2) - CR 
Navigation 700.000 203.003 .838  
Ease of Learning 700.000 314.846 .729  
Ease of 
Understanding 
700.000 259.310 .785  
Organisation 700.000 227.690 .816  
Quality 525.000 162.755 .867 .671 
Satisfaction 525.000 107.630 .926 .646 
Tab. 75: Predictive relevance of constructs for the provider-driven IA 
Tab. 76 visualises the results for the calculations of q2. Only ‘Ease of Understanding’ 
has a large impact on ‘Quality’, whereas the other constructs only have small 
predictive relevance for the dependent construct.18  
Test #1 Test #2 Test #3 Test #4 Test #5 
NAV NAV NAV NAV  
EoL EoL EoL  EoL 
EoU EoU  EoU EoU 
ORG  ORG ORG ORG 
Q2 = .776 Q 2 = .767 Q 2 = .707 Q 2 = .774 Q 2 = .765 
q2 = n/a q2 = .040 q2 = .308 q2 = .009 q2 = .049 
Tab. 76: Differences in predictive relevances for the provider-driven IA 
Contribution power 
Tenenhaus et al. (2005) provide another test that can be used to evaluate the 
structural model. In particular, the weighted effect of an independent construct on a 
dependent construct can be used to assess the contribution power of the explanatory 
constructs. The following equation can be used for calculations if and only if the path 
coefficient and the related correlation between two constructs have the same sign 
(Rabaa'i, 2012): 
𝑅𝑥𝑗
2 =  �𝛽𝑖𝑗  𝑐𝑜𝑟 (𝑥𝑗 ,𝑦𝑖)𝑛
𝑖=1
 
In the equation above, 𝛽𝑖𝑗 depicts the standardised coefficient between the dependent 
construct (j) and the independent construct (i); 𝑐𝑜𝑟 (𝑥𝑗 ,𝑦𝑖) describes the respective 
correlation between the two constructs.  
                                                          
18 It should be noted at this stage that SmartPLS has a bug in its current version that hinders the 
calculation of q2 (http://www.smartpls.de/forum/viewtopic.php?t=944 Last accessed 
27.03.2012). Therefore, the PLS software tool WarpPLS was used to calculate the relevant 
measures. The underlying PLS algorithm was used in both tools.  
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In the present study, the R2 value of ‘Quality’ is .785 and the R2 value of Satisfaction 
is .758. ‘Quality’ is positively affected by ‘Navigation’, ‘Ease of Learning’, ‘Ease of 
Understanding’, and ‘Organisation’, whereas ‘Satisfaction’ is only positively 
affected by ‘Quality’. Therefore, the contribution power of each independent 
(explanatory) construct in predicting the dependent construct can be calculated.19 As 
visualised in Tab. 77, ‘Navigation’ contributes to the prediction of ‘Quality’ with 
19.1%, whereas ‘Ease of Learning’ contributes with 7.7%, ‘Ease of Understanding’ 
contributes with 56.7%, and ‘Organisation’ contributes with 16.5%. 
Independent 
construct 
𝜷 Correlation Contribution to R2 
(%) 
Navigation .192 .779 19.1 
Ease of Learning .080 .758 7.7 
Ease of Understanding .518 .859 56.7 
Organisation .161 .806 16.5 
Tab. 77: Contribution power test for the provider-driven IA 
6.9.3.2.6 Quality index of the provider-driven IA 
In comparison to CB-SEM approaches like LISREL, PLS does not provide a 
commonly agreed upon, global goodness-of-fit criterion that provides insights about 
the validity and quality of the model (Rabaa'i, 2012). As PLS is a variance-based 
model, which mainly focuses on prediction, the model validation primarily focuses 
on the predictive capabilities of the model (Götz, et al., 2010; Tenenhaus, et al., 
2005; Vinzi, et al., 2010). Rabaa’i (2012), referring to Tenenhaus et al. (2005) as 
well as Vinzi et al. (2010), proposes evaluating each part of the PLS model 
separately, i.e. the measurement model, the structural model, and the overall model. 
Tenenhaus et al. (2005) as well as Vinzi et al. (2010) further propose cross-validating 
the results by utilising re-sampling methods, such as bootstrapping or blindfolding 
(Chin, 1998b). Three different indices can be used, namely the communality index, 
the redundancy index, and the goodness-of-fit index (GoF) (Rabaa'i, 2012). 
The communality index 
Tenenhaus et al. (2005) defines the communality index for block j as  
𝑐𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦𝑗 =  1𝑝𝑗  �𝑐𝑜𝑟2(𝑥𝑗ℎ ,𝑦𝑗)𝑝𝑗
ℎ=1
 
and the average communality, which is the average of all 𝑐𝑜𝑟2(𝑥𝑗ℎ ,𝑦𝑗), as 
                                                          
19 The calculation of the contribution power of ‘Quality’ on ‘Satisfaction’ is omitted at this stage, as 
the former construct is the only independent construct affecting the dependent construct.  
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𝑐𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝚤𝑡𝑦������������������ =  1
𝑝
 �𝑝𝑗𝑐𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦𝑗𝐽
𝑗=1
 
where p is the total number of indicators in all blocks. “The communality index 
measures the quality of the measurement model for each block” (Tenenhaus, et al., 
2005, p. 173). In particular, the communality index for the j-th block is the average 
of the squared correlation between the indicators and the correspondent scores of the 
constructs. 
The redundancy index 
“The redundancy index measures the quality of the structural model for each 
endogenous block, taking into account the measurement model” (Tenenhaus, et al., 
2005, p. 173). For a block j, it can be defined as follows: 
𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦𝑗 =  𝑐𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝑖𝑡𝑦𝑗 ∗  𝑅2(𝑦𝑗, �𝑦𝑗′𝑠 𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑖𝑛𝑔 𝑦𝑗�) 
Here, the predictive performance of the measurement model is linked to the 
structural model. “The redundancy index computed for the j-th endogenous block, 
measures the portion of variability of the manifest variables connected to the j-th 
endogenous latent variable explained by the latent variables directly connected to 
the block” (Vinzi, et al., 2010, p. 58). As with the average communality score, a 
global quality measure of the structural model can be calculated: the average 
redundancy index (Rabaa'i, 2012; Tenenhaus, et al., 2005; Vinzi, et al., 2010) as: 
𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦����������������� =  1
𝑝
 �𝑝𝑗𝑟𝑒𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦𝑗𝐽
𝑗=1
 
The goodness-of-fit index 
As PLS does not optimise a global scalar function, it naturally lacks an index for 
providing information on the global validation of the model (Tenenhaus, et al., 
2005). As an operational solution to this problem, Amato et al. (2004) propose a 
global criterion of the goodness-of-fit (GoF) of the overall model, which includes a 
representative metric for the quality of the measurement model as well as of the 
structural model. It can be defined as the geometric mean of the average 
communality and the average R2 (Chin, 2010b; Rabaa'i, 2012; Tenenhaus, et al., 
2005): 
𝐺𝑜𝐹 =  �𝑐𝑜𝑚𝑚𝑢𝑛𝑎𝑙𝚤𝑡𝑦������������������ ∗  𝑅2���� 
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The value, therefore, is purely descriptive, as statistical significance cannot be 
derived (Vinzi, et al., 2010). However, Wetzels et al. (2009) propose that .1, .25, and 
.36 be considered to be small, medium, and large values for GoF, respectively 
(Rabaa'i, 2012). They argue that: “Because communality equals AVE in the PLS path 
modeling approach, we propose a cut-off value of 0.5 for communality, as suggested 
by Fornell and Larcker (1981). Moreover, in line with the effect sizes for R2 (small: 
0.02; medium: 0.13; large: 0.26) proposed by Cohen (1988), we derive the following 
GoF criteria for small, medium, and large effect sizes of R2 by substituting the 
minimum average AVE of 0.50 and the effect sizes for R2 in the equation defining 
GoF (GoF = �𝐴𝑉𝐸������ ∗  𝑅2����); GoFsmall = 0.1, GoFmedium = 0.25, and GoFlarge = 0.36. These 
may serve as baseline values for validating the PLS model globally” (Wetzels, et al., 
2009, p. 187) 
For this study, the GoF measures .796 (please refer to Tab. 78), which is well above 
the threshold proposed by Wetzels et al. (2009).  
Block R2 Communality Average 
Communality 
Redundancy Average 
Redundancy 
Number 
of 
indicators 
Communality 
* number of 
indicators 
Navigation  .838 .210   4 3.352 
Ease of 
Learning 
 .730 .183   4 2.920 
Ease of 
Understanding 
 .786 .197   4 3.144 
Organisation  .816 .204   4 3.264 
Quality .785 .867 .289 .099 .033 3 2.601 
Satisfaction .758 .926 .309 .702 .234 3 2.778 
 Aver. 
= .772 
    Sum = 22 Sum = 18.059 
GoF       .796 
Tab. 78: Communality, Redundancy, and GoF of the provider-driven IA 
Furthermore, Tab. 75 also visualises the results of cross-validating the measurement 
model (CV-Communality) and structural model (CV-Redundancy). These measures 
are also used for analysing the predictive relevance. As all values are considerably 
larger than 0, the quality of the measurement model and structural model can be 
considered as high (Tenenhaus, et al., 2005). 
6.9.3.2.7 Measurement model citizen-driven IA 
The statistics in Tab. 79, Tab. 80, and Tab. 81 have been calculated for use in the 
assessment of the second measurement model related to citizen-driven IA.  
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Construct Item Item loading t-statistic (for λ) 
Navigation NAV1 .843 19.906 
 NAV2 .921 59.724 
 NAV3 .944 87.351 
 NAV4 .923 73.640 
Ease of 
Understanding  
EoU1 .915 55.469 
 EoU2 .922 49.457 
 EoU3 .926 50.105 
 EoU4 .925 67.401 
Ease of Learning EoL1 .858 30.480 
 EoL2 .916 50.946 
 EoL3 .858 25.106 
 EoL4 .913 45.774 
Organisation ORG1 .891 37.804 
 ORG2 .914 37.724 
 ORG3 .891 39.881 
 ORG4 .891 39.040 
Quality QUA1 .945 87.171 
 QUA2 .888 22.088 
 QUA3 .929 70.666 
Satisfaction SAT1 .953 106.752 
 SAT2 .946 71.817 
 SAT3 .913 60.913 
Tab. 79: Item loadings as part of the citizen-driven IA’s measurement model 
Construct Number of items Cronbach’s α ρc AVE 
Navigation 4 .930 .950 .825 
Ease of 
Understanding 
4 .941 .958 .850 
Ease of Learning 4 .908 .935 .784 
Organisation 4 .919 .943 .805 
Quality 3 .910 .944 .848 
Satisfaction 3 .931 .956 .879 
Tab. 80: Scale properties as part of the citizen-driven IA’s measurement model 
 NAV EoL EoU ORG QUA SAT 
NAV 1 - - - - - 
EoL .724 1 - - - - 
EoU .724 .658 1 - - - 
ORG .692 .797 .775 1 - - 
QUA .775 .747 .794 .815 1 - 
SAT .768 .783 .777 .807 .874 1 
Tab. 81: Factor correlation as part of the citizen-driven IA’s measurement model 
The content validity of the model was established concurrently with the first 
measurement model. With regard to the reliability of the indicators, in the present 
study, Tab. 80 shows that all constructs obtained α of at least .908 and ρc of at least 
.935, thereby exceeding the proposed thresholds for internal consistency. With regard 
to indicator reliability, all outer loadings were higher than .843 and significant at a 
.005 level. Consequently, the results suggest adequate reliability of all six constructs. 
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With regard to convergent validity, Tab. 79 and Tab. 80 show that all constructs 
obtained factor loadings greater than .843, composite reliabilities of at least .935, and 
AVEs of at least .784. Thus, the recommended thresholds have all been exceeded, 
which leads to the conclusion that the requirements for convergent validity have been 
met. With regard to discriminant validity, the construct NAV, representing 
‘Navigation’, has an AVE .825, with the highest squared correlation of .601, with the 
construct pertaining to ‘Quality’ (QUA). The construct ‘Ease of Learning’ (EoL) has 
a calculated AVE of .784, with the highest squared correlation of .630, with 
‘Organisation’ (ORG). The latter construct pertains an AVE of .805, with the highest 
squared correlation of .664, related to ‘Quality’. ‘Ease of Understanding’ has an 
AVE of .850 and correlates most with ‘Quality’ (squared correlation of .630). 
‘Quality’ has an AVE of .848 and correlates most highly with ‘Satisfaction’ (squared 
correlation of .764). ‘Satisfaction’ exhibits an AVE of .879, which is also higher than 
the squared correlation with ‘Quality’ of .764. Consequently, based on Fornell & 
Larcker’s test, discriminant validity between the IVs could be established. In 
addition, the cross-loadings were analysed as visualised in Tab. 82. 
    EoL   EoU   NAV   ORG   QUA   SAT 
EoL1 .858 .515 .648 .643 .598 .645 
EoL2 .916 .587 .650 .747 .686 .727 
EoL3 .853 .517 .532 .665 .587 .627 
EoL4 .913 .689 .650 .756 .752 .759 
EoU1 .603 .915 .700 .706 .773 .729 
EoU2 .605 .922 .630 .718 .719 .677 
EoU3 .579 .926 .655 .700 .716 .704 
EoU4 .640 .925 .683 .734 .716 .756 
NAV1 .560 .520 .843 .538 .578 .602 
NAV2 .612 .676 .921 .646 .716 .708 
NAV3 .674 .707 .944 .640 .755 .718 
NAV4 .693 .705 .923 .677 .749 .750 
ORG1 .725 .738 .634 .891 .732 .719 
ORG2 .696 .702 .568 .914 .722 .695 
ORG3 .688 .661 .621 .891 .683 .681 
ORG4 .747 .676 .655 .891 .779 .793 
QUA1 .753 .781 .766 .808 .945 .867 
QUA2 .572 .635 .631 .653 .888 .711 
QUA3 .721 .764 .735 .777 .929 .824 
SAT1 .758 .734 .747 .792 .852 .953 
SAT2 .774 .761 .756 .795 .810 .946 
SAT3 .669 .691 .654 .681 .796 .913 
Tab. 82: Cross-loadings for the citizen-driven IA 
 286 
 
With regard to the indicator reliability, Tab. 79 shows that all indicators load on their 
respective constructs with at least .843 and all loadings are significant at the .005 
level. Consequently, the results suggest adequate reliability of all six constructs. 
6.9.3.2.8 Structural model citizen-driven IA 
Again, the Researcher modelled the structural model in SmartPLS, with all 
hypotheses. The respective constructs were associated with each other as 
hypothesised previously. Fig. 26 shows the standardised path coefficients and path 
significance as reported by SmartPLS. Again, the validity assessments of the 
structural model include: estimates for path coefficients, determination of coefficient, 
estimates for total effects, effect size, prediction relevance, and the contribution 
power (Rabaa'i, 2012). 
 
Fig. 26: Model of perceived service bundle quality for the citizen-driven IA 
Estimates of path coefficients 
As shown in Fig. 26, four out of the five hypothesised paths in the model were 
statistically significant, at least at p < .01. ‘Quality’ (β = .874) impacted on 
‘Satisfaction’ with a high magnitude, as previously predicted by the literature. Thus, 
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hypothesis five is supported and the nomological validity of the construct is achieved 
(Straub, et al., 2004). The ‘Quality’ was explained by ‘Navigation’ (β = .275), ‘Ease 
of Understanding’ (β = .265), and ‘Organisation’ (β = .321). Consequently, for the 
provider-driven IA, hypothesis two needs to be rejected. PSBQ can solely be 
explained through the ‘Ease of Understanding’, ‘Organisation’, and ‘Navigation’. 
Although ‘Ease of Learning’ exceeds the postulated threshold of .1, the coefficient is 
not significant to at least the .05 level. 
Determination of coefficients  
The R2 value of satisfaction is .764; the value of quality is .777, both exceeding the 
thresholds for being ‘substantial’ as per the proposed thresholds of Chin (1998b). 
Estimates of total effects 
Tab. 83 visualises the direct and indirect effects of the exogenous constructs on the 
endogenous constructs. In both cases is ‘Organisation’ the dominant construct with 
regard to effect. 
Latent variables Quality Satisfaction 
Navigation .275 .241 
Ease of Learning .123 .108 
Ease of Understanding .265 .232 
Organisation .325 .282 
Quality - .871 
Tab. 83: Total effects for the citizen-driven IA 
Effect size 
Tab. 84 visualises the effect sizes of the four different independent constructs on 
‘Quality’. ‘Navigation’, ‘Organisation’, and ‘Ease of Understanding’ have a medium 
effect on ‘Quality’, whereas ‘Ease of Learning’ has only a small effect.  
Test #1 Test #2 Test #3 Test #4 Test #5 
Navigation Navigation Navigation Navigation  
Ease of Learning Ease of Learning Ease of Learning  Ease of Learning 
Ease of 
Understanding 
Ease of 
Understanding 
 Ease of 
Understanding 
Ease of 
Understanding 
Organisation  Organisation Organisation Organisation 
QUA R2 = .777 QUA R2 = .751 QUA R2 = .754 QUA R2 = .772 QUA R2 = .748 
f2 = n/a f2 = .117 f2 = .103 f2 = .022 f2 = .130 
Tab. 84: Effect sizes for the citizen-driven IA 
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Prediction relevance 
For this study an omission distance of D = 6 has been chosen, in line with the 
recommendations of Chin (2010b). Since Tab. 85 visualises all Q2 values as greater 
than 0, predictive relevance can be granted. Additionally, the CR Q2 values are above 
.5. Therefore, the model can be classified as a predictive model. 
Latent variables SSO SSE 1-SSE/SSO 
(Q2) - CC 
1-SSE/SSO 
(Q2) - CR 
Navigation 700.000 122.137 .825  
Ease of Learning 700.000 151.367 .784  
Ease of 
Understanding 
700.000 104.920 .850  
Organisation 700.000 136.525 .805  
Quality 525.000 79.785 .848 .651 
Satisfaction 525.000 63.705 .879 .666 
Tab. 85: Predictive relevance of constructs for the citizen-driven IA 
Tab. 86 visualises the results for the calculations of q2. ‘Ease of Understanding’ 
‘Organisation’, and ’Navigation’ have a medium impact on ‘Quality’, whereas ‘Ease 
of Learning’ has only a small predictive relevance for the dependent construct. 
Test #1 Test #2 Test #3 Test #4 Test #5 
NAV NAV NAV NAV  
EoL EoL EoL  EoL 
EoU EoU  EoU EoU 
ORG  ORG ORG ORG 
Q2 = .765 Q 2 = .740 Q 2 = .743 Q 2 = .760 Q 2 = .736 
q2 = n/a q2 = .106 q2 = .094 q2 = .021 q2 = .123 
Tab. 86: Differences in predictive relevances for the citizen-driven IA 
Contribution power 
In the present study, the R2 value of ‘Quality’ is .777 and the R2 value of Satisfaction 
is .764. ‘Quality’ is positively affected by ‘Navigation’, ‘Ease of Learning’, ‘Ease of 
Understanding’, and ‘Organisation’, whereas ‘Satisfaction’ is only positively 
affected by ‘Quality’. Therefore, the contribution power of each independent 
(explanatory) construct in predicting the dependent construct can be calculated.20 As 
visualised in Tab. 87, ‘Navigation’ contributes to the prediction of ‘Quality’ with 
26.1%, whereas ‘Ease of Learning’ contributes with 12.0%, ‘Ease of Understanding’ 
contributes with 27.6%, and ‘Organisation’ contributes with 34.3%. 
                                                          
20 The calculation of the contribution power of ‘Quality’ on ‘Satisfaction’ is omitted at this stage, as 
the former construct is the only independent construct affecting the dependent construct.  
 289 
 
Independent 
construct 
𝜷 Correlation Contribution to R2 
(%) 
Navigation .275 .724 26.1 
Ease of Learning .123 .747 12.0 
Ease of Understanding .265 .794 27.6 
Organisation .321 .815 34.3 
Tab. 87: Contribution power test for the citizen-driven IA 
6.9.3.2.9 Quality index of the provider-driven IA 
Three different indices can be used, namely the communality index, the redundancy 
index, and the goodness-of-fit index (GoF) (Rabaa'i, 2012). 
For this study, the GoF measures .799 (please refer to Tab. 88), which is well above 
the threshold proposed by Wetzels et al. (2009).  
Block R2 Communality Average 
Communality 
Redundancy Average 
Redundancy 
Number 
of 
indicators 
Communality 
* number of 
indicators 
Navigation  .825 .210   4 3.300 
Ease of 
Learning 
 .784 .183   4 3.136 
Ease of 
Understanding 
 .850 .197   4 3.400 
Organisation  .805 .204   4 3.220 
Quality .777 .848 .289 .143 .048 3 2.544 
Satisfaction .764 .879 .309 .671 .234 3 2.637 
 Aver. 
= .771 
    Sum = 22 Sum = 18.237 
GoF       .799 
Tab. 88: Communality, Redundancy, and GoF of the citizen-driven IA 
Furthermore, Tab. 85 also visualises the results of cross-validating the measurement 
model (CV-Communality) and structural model (CV-Redundancy). These are the 
same measures used for analysing the predictive relevance. As all values are 
considerably larger than 0, the quality of the measurement and structural model can 
be considered as high (Tenenhaus, et al., 2005). 
6.9.3.2.10 Comparison and discussion 
Overview 
This study set out to derive an initial instrument for PSBQ. Thus, the responses from 
both groups who worked with the provider-driven and with the citizen-driven method 
were analysed independently with regard to the underlying distributions and 
characteristics of the measurement model and structural model.  
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Comparing results 
Both models passed the reliability and validity tests for the measurement model. 
Therefore, the indicators are internally consistent, meaning that they are free of error 
and lead to consistent results. Additionally, the indicators are reliable, as they are 
consistent with what they intended to measure. With regard to convergent validity, 
all measures are more related to each other for measuring a certain construct, in 
comparison to other measures conceptualised for measuring other constructs. 
Complementarily, discriminant validity, which focuses on analysing whether 
indicators for different constructs are in fact different, has also been achieved, 
through the Fornell & Larcker’s test and the cross-loading test. 
As both measurement models had been established as valid, the structural models 
were assessed. The differences between the two models with regard to the path 
coefficients could be compared on a descriptive level, as visualised in Tab. 89.  
Path Provider-driven IA Citizen-driven IA 
 Path coefficient Significance level Path coefficient Significance level 
NAV  QUA .192 .05 .275 .01 
EoL  QUA .080 Not significant .123 Not significant 
EoU  QUA .518 .01 .265 .01 
ORG  QUA .161 Not significant .321 .005 
QUA  SAT .871 .005 .874 .005 
Tab. 89: Differences between the structural models 
It is interesting to note, firstly, that ‘Ease of Learning’ is insignificant in both models. 
The measured magnitude is so low that impact on ‘Quality’ is almost not existent 
(Urbach & Ahlemann, 2010). Secondly, ‘Organisation’ is shown as not significant 
for the provider-driven IA, but it is highly significant for the citizen-driven IA (at a 
.005 level). Thirdly, ‘Satisfaction’ and ‘Quality’ are found to be highly correlated 
and the impact of ‘Quality’ on ‘Satisfaction’ is very high, while meeting the required 
threshold for establishing validity and reliability of the constructs. This is very much 
aligned with the literature contrasting and analysing both constructs as depicted in 
chapter 5.5.2.5. Fourthly, all algebraic signs keep in line with the postulated 
hypotheses.  
The following analysis examines whether these differences between the path 
coefficients of the two structural models are statistically significant. For analysing 
differences in the structural models, different approaches can be undertaken in PLS 
(Sarstedt, Henseler, & Ringle, 2011). Henseler (2007) introduced an approach that 
does not make any requirements on the data as compared with the approach 
introduced by Chin (2000). Chin requires the data to be normally distributed, but 
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Henseler’s approach is more easily applied as it relies on bootstrapping data that can 
be evaluated with available spreadsheet software applications (Sarstedt, et al., 2011). 
As with Chin’s approach, both groups are first analysed separately. The 
bootstrapping outcomes of this approach are then, however, used to test for group 
differences by analysing the observation of the bootstrap outcomes (Henseler, et al., 
2009). This approach can be regarded as a Mann-Whitney-Wilcoxon test applied 
only to the values created by bootstrapping, corrected for the original parameters 
(Mann & Whitney, 1947; Wilcoxon, 1947). The idea behind the approach is as 
follows: “Each centered bootstrap estimate of the second group is compared with 
each centered bootstrap of the first group across all the bootstrap samples. The 
number of positive differences divided by the total number of comparisons […] 
indicates the probability that the second group’s population parameter will be 
greater than that of the first group” (Sarstedt, et al., 2011, p. 202). Due to its ease of 
use compared with the permutation based approach and the flexibility regarding the 
underlying data distribution, this approach was chosen to analyse differences in the 
structural model.  
Tab. 90 visualises descriptively the differences in the path coefficients, as well as the 
outcome of the approach suggested by Henseler (2007), to calculate the statistical 
significance of differences. 
Coefficient Provider-driven 
IA 
Citizen-driven 
IA 
Absolute 
difference 
Significance 
NAV  QUA .192 .275 .083 p = .245 
EoL  QUA .080 .123 .043 p = .350 
EoU  QUA .518 .265 .253 p = .867 
ORG  QUA .161 .321 .160 p = .205 
QUA  SAT .871 .874 .003 p = .488 
Tab. 90: Analysing path coefficient differences between groups 
As visualised, none of the path coefficients are significantly different from each 
other, as none is above a p value of .95 or below .05. 
With regard to the R2 values, the provider-driven IA exhibits values of .758 for 
satisfaction and .785 for quality, while the citizen-driven IA exhibits values of .764 
and .777 respectively. Therefore, the amount of variance in the constructs that is 
explained by the model can be considered as substantial (Chin, 2010b; Rabaa'i, 
2012). 
With regard to total effects, for the provider-driven IA, ‘Ease of Understanding’ has 
the highest direct effect on ‘Quality’ as well as the highest indirect effect on 
‘Satisfaction’, while for the citizen-driven IA direct effects on ‘Quality’ and indirect 
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effects on ‘Satisfaction’ are similarly high for ‘Navigation’, ‘Ease of Understanding’, 
and ‘Organisation’.  
A similar picture can be drawn by analysing the different effect sizes. For the 
provider-driven IA, ‘Ease of Understanding’ has a large effect on ‘Quality’, whereas 
the other three constructs have only a small effect. For the citizen-driven IA, 
‘Navigation’, ‘Organisation’, and ‘Ease of Understanding’ have a medium effect on 
‘Quality’, whereas ‘Ease of Learning’ has only a small effect. 
Analysing the contribution power of the IVs towards the R2 value of ‘Quality’ 
confirms this view. For the provider-driven IA, ‘Ease of Understanding’ contributes 
almost 60% towards ‘Quality’, and ‘Navigation’ almost 20%. Contrastingly, for the 
citizen-driven IA ‘Ease of Understanding’ contributes only about 30% towards 
‘Quality’, whereas ‘Navigation’ contributes about 25% and ‘Organisation’ about 
35%.  
With regard to the relative predictive relevance of each construct, only ‘Ease of 
Understanding’ has a large impact on ‘Quality’, whereas the other constructs have 
only small predictive relevance for the dependent construct in the case of the 
provider-driven IA. For the citizen-driven IA, ‘Ease of Understanding’ 
‘Organisation’, and ’Navigation’ have a medium impact on ‘Quality’, whereas ‘Ease 
of Learning’ has only a small predictive relevance for the dependent construct.  
With regard to the quality of the measurement and structural model and the 
predictive relevance, both IAs show similar results, as visualised in Tab. 91. Both are 
considerably above 0 and even above .5, which is the threshold for being a predictive 
model (Chin, 2010b). 
1-SSE/SSO - (Q2) - CC 1-SSE/SSO - (Q2) - CR 
Provider-driven IA Citizen-driven IA Provider-driven IA Citizen-driven IA 
.838 .825   
.729 .784   
.785 .850   
.816 .805   
.867 .848 .671 .651 
.926 .879 .646 .666 
Tab. 91: Comparing both structural models 
The overall quality of both models is very similar: The GoF of the provider-driven 
IA is .796, while for the citizen-driven IA it is .799. 
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Interpreting the results 
Overall, the models related to both IAs are valid and reliable and exhibit similar 
values for measures regarding their respective quality. Major differences can be 
found in an analysis of the structural models and their respective constructs: 
Ease of Learning: The construct does not have a significant relationship towards 
‘Quality’ in either model. The impact is limited at best, which is also shown by small 
values for the effect size, contribution power, relative predictive relevance, and total 
effects. As a consequence, the second hypothesis needs to be rejected: ‘Ease of 
Learning’ has an insignificant effect on ‘Quality’.  
Familiarisation with the bundles does not significantly impact on quality. More 
specifically, it has almost no impact on ‘Quality’ at all. Analysing the descriptive 
results, it can be seen that the means of the four indicators (2.99, 2.74, 2.39, and 
2.66) are all relatively ‘positive’, meaning that participants, in general, found it 
relatively easy to get familiar with the structure, but this fact had limited impact on 
the perception of ‘Quality’.  
Navigation: This construct has a significant relationship towards ‘Quality’ in both 
models. However, the effect on ‘Quality’ is rather small in the case of the provider-
driven IA, but contrastingly, a rather medium effect for the citizen-driven IA. 
Analysing the predictive relevance, again, ‘Navigation’ has a rather small impact in 
the case of the provider-driven IA, but contrastingly a medium effect in the case of 
the citizen-driven IA. Both metrics, i.e. effect size and predictive relevance, only 
provide certain thresholds, which need to be exceeded in order for the value to be 
considered ‘large’, ‘medium’ or ‘small’. However, for both metrics, the relative 
value of ‘Navigation’ exceeds the threshold for being considered ‘small’, but does 
not reach the threshold for being considered ‘medium’, for both IAs. Therefore, the 
effect and predictive relevance sits somewhere between ‘small’ and ‘medium’. The 
contribution towards R2 of ‘Quality’ is very similar, with about 20% for the provider-
driven IA, and 25% for the citizen-driven IA. Consequently, ‘Navigation’ can be 
considered to be equally important and relevant in both models, which supports the 
first hypothesis: ‘Navigation’ has a positive, significant impact on the perception of 
‘Quality’. 
Therefore, both methods can be used to develop IAs that can be easily navigated and 
be efficiently utilised to find information quickly. ‘Navigation’ has a similar impact 
on ‘Quality’ in both models.  
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Ease of Understanding: This construct has a significant relationship with ‘Quality’ in 
both models (at different significance levels, though). However, in analysing the 
effect sizes, relative predictive relevance, and contribution power, ‘Ease of 
Understanding’ can be seen to have a large impact on ‘Quality’ for the provider-
driven IA in contrast to a medium impact for the citizen-driven IA. 
One could argue that citizens ‘understand quality better when it is shown to them’. 
The domain expertise of people involved in creating the provider-driven IA seems to 
be an important factor in developing easy-to-understand service bundles. For the 
citizen-driven IA, labels for the bundles were very much aligned with the labels 
provided by the workshop participants (owing to the developed tool). As observed 
through the individual debriefing sessions after the CSE, most participants had some 
difficulty in developing suitable labels for their bundles. In contrast, the labels of the 
provider-driven IA were provided by domain experts and phrased in an active style, 
instead of a topical style, which seems to have positively influenced the impact of 
‘Ease of Understanding’ on ‘Quality’. It seems that ‘active’ labels provided by the 
domain experts are more easily understood compared to labels that were given to 
bundles by citizens; this fact seems to be reflected in the respective values for ‘Ease 
of Understanding’.  
In conclusion, the active labelling of the bundles as part of the provider-driven IA 
has a larger impact on quality than the topical labelling used for the citizen-driven 
IA. It, nevertheless, does not result in an absolute, higher perceived quality of the 
provider-driven IA. 
Organisation: This construct is the only one that differs significantly between the 
two models with regard to its impact on ‘Quality’. In particular, for the citizen-driven 
IA the construct is significant at a .0002 level, whereas for the provider-driven IA it 
is only significant at a .2225 level. However, although the path coefficients differ 
considerably, the difference is not statistically significant. This finding is not 
contradictory, as significance, in general, can be claimed in analysing the structural 
model when certain thresholds have been met (typically at a .05 level) with regard to 
the relationship between two constructs. However, comparing whether the absolute 
difference between two path coefficients is statistically significant is done without 
analysing the relationship between the two constructs and related thresholds. With 
regard to relative predictive relevance, effect size, and contribution power, 
‘Organisation’ has a medium effect on ‘Quality’, whereas the effect is ‘small’ for the 
other IA.  
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The construct focuses on the structure of the bundles, since the indicators refer to the 
logical cohesiveness of items (items are related or fit well together) and the right 
level of detail of the bundle. Based on the analysis of the debriefing sheets, it can be 
seen that participants primarily grouped cards together that were “similar”, “related”, 
and belonged “logically” together. However, from all identified relationships and 
attributes which were used by participants to bundle, ‘Events’ was one of the seldom 
used ones. The statistical findings support these observations.  
The citizen-driven IA was built upon individual card sorts that participants 
considered to be logically cohesive. Consequently, the findings show that 
‘Organisation’ of the bundles in the citizen-driven IA had a significant impact on 
‘Quality’. In contrast, the provider-driven IA explicitly grouped services based on 
similarities regarding values for the ‘Event’ relationship. However, the grouping was 
done without any statistical support, which might be the reason why ‘Organisation’ is 
shown as relatively less significant in the impact of ‘Quality’. Nevertheless, it can be 
conjectured that as long as the label represents the content reasonably well (‘Ease of 
Understanding’), bundles do not necessarily have to be logically cohesive or at the 
right level of detail. It would be very interesting to use the active labelling style of 
the provider-driven IA and apply it to the structure of the citizen-driven IA to 
investigate the interplay between these two constructs in more depth.  
Quality: Although ‘Organisation’ is not significant for the provider-driven IA, the 
amount of variance explained by the endogenous constructs is almost identical 
between the two IAs. Therefore, it can be concluded that ‘Ease of Understanding’ 
‘compensates’ for the lack of ‘Organisation’ for the provider-driven IA. On a very 
pragmatic level this means that in order to explain high quality services in a bundle 
do not necessarily have to be logically cohesive as long as the bundle itself is 
labelled adequately.  
Satisfaction: This construct barely differs across IAs. ‘Quality’ explains a very large 
amount of the variance of ‘Satisfaction’. Other potential influencing constructs could 
be ‘Value’ or ‘Sacrifice’, but their identification can be examined by future research. 
This study found that ‘Quality’ and ‘Satisfaction’ are two different constructs that are 
highly correlated, thereby supporting the fifth hypothesis. 
Preference of service bundle identification method 
With regard to the question as to what approach provides higher quality service 
bundles, the answer is that both provide high quality bundles but that there is no 
discernible difference in the quality of bundles arising from the two approaches. 
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Going back to the analysis of underlying distributions, parametric tests, such as 
MANOVA, as well as non-parametric tests, such as the Munzel-Brunner method, 
showed that the distribution of each construct is not significantly different. Thus, the 
means and variances across both groups are comparable (without taking into account 
additional relationship information between items, that SEM makes use of). In 
addition, SEM analysis showed that the explained variances regarding ‘Quality’ and 
‘Satisfaction’ are not greatly different between models. Participants found that the 
quality of the IAs and resultant bundles was similar for the two IAs, and they were 
almost equally satisfied with the structure of each. Nevertheless, the reasons for the 
level of ‘Quality’ and ‘Satisfaction’ are different for each of the two IAs. 
So what approach should governments choose when identifying service bundles or 
conceptualising the specific IA for their OSPs, given that both approaches lead to 
comparable quality outcomes? The answer to that question depends on various 
factors, some of which have also been described as part of the morphological box in 
chapter 3.2.  
Objective: One of the major differences between the two methods is the required 
input. The citizen-driven method requires the conduct of content grouping or card 
sorting workshops in order to elicit the needs, wants, and demands of a representative 
sample of the Queensland public. However, workshops are not used solely to 
determine service groupings. They also elicit the importance that each participant 
places on each card, as well as their expectations of each service’s delivery channel. 
Furthermore, these workshops provide valuable insight into which franchise 
participants most strongly associate certain services with. 
By including the inputs described above, the developed 4-phase methodology added 
immense value to the design of a citizen-centric service delivery approach. Before 
deciding which method of service bundle identification to use, a decision needs to be 
made regarding what other activities should be pursued to support the citizen-centric 
paradigm. In cases where a deeper understanding of citizens is needed, workshops 
are highly beneficial.  
Resources: Where the sole objective of the research is to identify potential service 
bundles without directly involving citizens in more depth, the two methods can be 
differentiated with respect to further characteristics, such as ‘resources’. 
For the CSE, which provides the input for the identification of the citizen-driven IA, 
at least 30 participants should be invited. Depending on the lengths of the workshops 
and the locations (in this study, different locations within Queensland were visited to 
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ensure the involvement of a representative sample for the respective franchise’s 
clientele), recruiting participants and conducting workshops can be relatively 
resource intensive. By comparison, the provider-driven IA relies on information 
gathered through telephone interviews and questioning workshop participants.21 
Hence, the content-grouping workshop, as part of Phase II, could potentially be 
omitted, if the sole purpose is to identify the IA, neglecting all other valuable insights 
that are gained through workshops. 
As with most projects, time was always an issue. For some franchises (e.g. About 
Queensland and its Government), testing the IAs could not be finalised—there was 
no time for additional rounds because the project plan prescribed certain deadlines. 
Again, if the sole purpose was to identify a citizen-centric IA, the provider-driven 
method is, generally, more time efficient (where there are no content-grouping 
workshops or citizen involvement).  
For some franchises (e.g. Emergency Services and Safety), limited research 
resources (people) meant only a limited amount of work could be handled at any 
point in time—creating bottlenecks. From experience, at least 3 facilitators are 
needed to conduct content-grouping workshops with 10 participants. When 
workshops for a franchise are conducted at multiple locations, the associated 
research activities become very human resource intensive. If the human resources are 
limited, the provider-driven approach to service bundle identification might be more 
suitable, keeping in mind all the implications and disadvantages that come with 
omitting workshops. 
Visibility: Although the development of the provider-driven IA might be less 
resource intensive, other factors might favour the research-driven approach. DoC, 
especially, relied on their contacts with NGOs to connect with their target audiences 
for specific franchises. In turn, these NGOs contacted their members and clients to 
invite them to the workshops. During the debriefing discussions as part of the content 
grouping workshops, many citizens commented very positively on the efforts to 
improve the content and structure of the governmental web presence and were glad 
to be involved. These workshops increased visibility of government’s efforts to 
improve their online channel—not only with citizens, but also with NGOs, who 
might use the new content to serve their respective clients. The increased visibility 
comes with the complimentary advertisement of the future governmental OSP as a 
by-product—the value of which cannot be underestimated.  
                                                          
21 The relevant question about recent events in the life of the participant could also be asked in 
previous workshops (e.g. the content identification workshop in Phase I). Thus, identifying 
events is not necessarily dependent on the content grouping workshop. 
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The choice of approach used to identify service bundles must be made carefully. 
Some characteristics that need to be taken into account have been mentioned in 
chapter 3.2. The above three characteristics of service bundling methods specifically 
apply to differentiating the two approaches used, but could also be used to support 
the decision to use the preferred service bundling identification method. If resources 
are limited, the provider-driven approach for service bundle identification might be 
more suitable. One needs to be aware, though, that the citizen-driven approach comes 
with increased visibility about government’s efforts to become more citizen-oriented. 
Additionally, workshops can include multiple activities (not just card sorting) to 
further understand and involve the citizen; this is a great advantage, leading to truly 
citizen-centric service bundles.  
Perceived service bundle quality as a multi-dimensional formative construct 
Compared with other research models, the resulting R2 values are very high. One 
could argue that PSBQ is a multi-dimensional second-order formative, first-order 
reflective construct.22 Thus, the quality construct would be defined by its dimensions 
‘Navigation’, ‘Ease of Understanding’, ‘Ease of Learning’, and Organisation. Quality 
would, hence, exhibit an R2 value of 1. 
There are three main reasons why this course of action has not been taken, namely 
issues with multidimensional models, issues with formative measurement, and the 
use of existing ‘theories’. 
1) Issues with multi-dimensional models 
Polites et al. (2012) discuss the three reasons that are typically brought forward to 
criticise multidimensional constructs, namely ambiguity, explanatory power, and 
reliability:  
Ambiguity: Edwards (2001, p. 145) states that multidimensional constructs are 
conceptually ambiguous. Aggregate constructs, for example, result from the 
dimensions, but it remains challenging to postulate a theory that explains the 
relationship between aggregate constructs and any outcome variables, as different 
                                                          
22 Due to the definition of perceived online service bundle quality as an inferential belief, the construct 
cannot reasonably be modelled as a first-order reflective, second-order reflective construct as it 
does not ‘cause’ changes in descriptive beliefs, but only vice versa. Also, the way the scale has 
been developed for the instrument used in this study, the research model cannot be 
conceptualised as a first-order formative (and either second-order formative or second-order 
reflective) model as the indicators have not been chosen to cover the complete conceptual 
domain of the construct, but, rather, have been chosen with regard to their substitutability. Thus, 
only a first-order reflective, second-order formative model can be potentially regarded as an 
alternative to the specified research model in this study.  
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explanations may apply to different dimensions (Edwards, 2001; Polites, et al., 
2012). This is true not only for aggregate constructs, but also for superordinate 
constructs (Johns, 1998; Paunonen, Rothstein, & Jackson, 1999). 
Explanatory power: “[I]it is possible for a multidimensional construct to explain less 
variance in an outcome variable than its individual dimensions [...] (Edwards, 2001, 
p. 145)” (Polites, et al., 2012, p. 36). The predictive power of multi-dimensional 
constructs can also be limited, based on a typical mismatch between the levels of 
analysis between the often more specific outcome variables and the often broader 
multi-dimensional construct (Chin & Gopal, 1995; Nunnally, 1978). 
Reliability: As already discussed, reliability refers to consistent measurements of the 
indicators, but because multi-dimensional constructs comprise unique facets, 
estimating the respective reliability can be problematic (Edwards, 2001). Either 
reliability is low because heterogeneous dimensions do not necessarily have to 
correlate (Sellers, Rowley, Chavous, Shelton, & Smith, 1997), or it is artificially high 
due to many items necessary to measure their dimensions (Paunonen, et al., 1999) 
(for further insights, please refer to Polites et al. (2012)). 
2) Issues with formative models 
Despite the application of formative measurement models in multiple research areas, 
a debate recently has started in the literature questioning the appropriateness of the 
use of formative models (Bagozzi, 2007; Borsboom, 2005; Edwards, 2011; Howell, 
Breivik, & Wilcox, 2007a, 2007b; Iacobucci, 2010; J. B. Wilcox, Howell, & Breivik, 
2008). Some of the criticism brought forward as part of these publications will be 
shared in the following, to argue the structure and background of the measurement 
and structural model utilised in this study. Edwards (2011) critically compared 
reflective and formative measurement models based on dimensionality, internal 
consistency, identification, measurement error, construct validity, and causality, 
thereby integrating and extending already expressed concerns about formative 
measurements from the aforementioned researchers. Thus, his publication can be 
regarded as the most recent and complete collection of discussions and thoughts 
about the use and applicability of formative and reflective models. After critically 
comparing reflective and formative measurements models, Edwards (2011) 
concludes that “formative measurement is not a viable alternative to reflective 
measurement” (Edwards, 2011, p. 384) and “[t]he shortcomings of formative 
measurement lead to the inexorable conclusion that formative measurement models 
should be abandoned” (Edwards, 2011, p. 382). Although Edwards had regarded 
formative measurement models as a viable alternative to reflective measurement in 
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the past (Edwards & Bagozzi, 2000), his opinion changed during the course of 
research and he hopes that other researchers “will discover the fallacy of formative 
measurement” (Edwards, 2011, p. 385). This hope is shared by other researchers as 
“traditional reflective measurement is a better option for researchers in theory 
testing” (Howell, et al., 2007a, p. 238). 
An alternative model that replaces formative measures with facet constructs and 
multiple reflective measure has been proposed by Edwards & Bagozzi (2000) and 
recognised by Borsboom, et al. (2003), Diamantopoulos (2006), and MacKenzie, et 
al. (2005). An extended version of the model is described by Edwards (2011). 
However, the ‘multi-dimensional ‘construct, then, is nothing more than a label for its 
dimensions, i.e. a dimension set. Although dimension sets are quite common in IS 
(Polites, et al., 2012), there is an ongoing discourse about their usefulness. Whereas 
Edwards (2001) pointed out the strengths of dimension sets in comparison to multi-
dimensional construct models, Wong et al. (2008) take a strong stance against these 
“pseudo-multidimensional constructs”. In light of this discourse, Polites et al. (2012, 
p. 38) suggests that dimension sets “should be used with caution by IS researchers.” 
3) The use of existing ‘theories’ 
Some authors who discuss how to identify if a construct is multi-dimensional, 
suggest consulting existing theory to aid in the decision about how to conceptualise a 
certain construct (Polites, et al., 2012). The present study faced the issue that there is 
no existing theory about service bundling. One could argue that SERVQUAL is a 
theory and some of the constructs of SERVQUAL represent formative dimensions of 
the quality construct. As the research model used in this study reuses indicators and 
constructs from models that have primarily been built upon SERVQUAL, the 
research model could be viewed as a multi-dimensional formative construct as well.  
However, Tate (2010) very comprehensively and convincingly points out that the 
SERVQUAL model, which represents the basis for most quality models reviewed as 
part of this study, builds on a theory that is “inconclusive and unproven” (Tate, 
2010, p. 99). Further, “[T]he [SERVQUAL] instrument, (and subsequent service 
quality measurement instruments such as eQual that look back to [SERVQUAL] for 
their provenance) is frequently disconnected from its original theory net, and has 
taken on something of a life of its own, as a stand-alone measurement instrument”. 
Again, a valid theory that underpins service quality and can be adopted for e-services 
does not exist. Tate proposes conceptualising perceived online service quality as an 
overall attitude that the user holds towards the service quality provided by the 
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website “rather than being a “multi-dimensional” construct, or a set of several 
factors” (Tate, 2010, p. 334).  
The Researcher supports this line of argumentation. However, due to the analysis of 
the nomological net of service quality in chapter 5.5.2, PSBQ is, instead, 
conceptualised as an inferential belief that can lead to an attitude. The decision to 
model PSBQ with four antecedents instead of a multi-dimensional formative 
construct or a dimension set, is thereby taking into account the latest developments in 
IS research.  
6.9.4 Additional lessons learned  
Overview 
After each phase, a debriefing was conducting in order to identify challenges or 
issues that emerged as well as identifying opportunities to improve the activities 
within each phase. 
Phase 0 
No changes were proposed for the activities related to Phase 0. 
Phase I 
No changes were proposed for the activities related to Phase I. 
Phase II 
No changes were proposed for the activities related to Phase II. 
Phase III 
No changes were proposed for the activities related to Phase III. 
Consequently, the methodology can be regarded as being stable.  
6.10 Chapter conclusion 
This chapter set out to describe the efforts to evaluate the design artefacts, namely 
the two service bundle identification methods and the perceived online service 
quality model. Firstly, the 4-Phase Research Franchise Methodology was presented. 
Phase 0 focussed on identifying the target audience for the specific franchise, which 
was used as an input for the subsequent phases in terms of recruiting relevant 
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participants. Phase I contained activities that set out to define a list of services of 
relevance to the target audience and which should be provided by the franchise. This 
list was then taken as an input for Phase II, which focuses on identifying bundles to 
structure the services. Finally, Phase III includes activities that evaluate the bundles 
with respect to the perceived quality.  
The methodology was applied six times for six different franchises owned by three 
different departments as part of QG. Each franchise was subject of an AR cycle that 
focussed on applying and evaluating the designed artefact described in chapter 5. As 
required for AR, the lessons learned for theory and practice were identified after each 
cycle. Overall, three different types of artefacts have been applied and refined.  
Firstly, the research methodology itself, comprising different methods, was refined 
multiple times. However, during the last AR cycle no further changes were identified 
as necessary, which indicates a level of robustness and stability in the approach.  
Secondly, the designed service bundle identification methods were applied and 
evaluated. Changes to both methods were made after their first application related to 
the research for the franchise ‘Information for Seniors’. The citizen-driven service 
bundle identification method proposed utilising factor analysis as well as cluster 
analysis to statistically aggregate and analyse the results of the content grouping 
workshops. However, during the workshops discussing the results of the analysis it 
soon became clear that factor analysis was not easily utilised by stakeholders owing 
to its limited visualisation capabilities. Although the Researcher was knowledgeable 
in the application of factor analysis and the interpretation of its results, factor 
analysis was seen rather to play a secondary role. It was felt that factor analysis 
might be more useful once content for the IA was created. The provider-driven 
service bundling identification method, relying on service attributes and 
relationships, was also applied for the research associated with the franchise 
‘Information for Seniors’. Difficulties in instantiating standardised values for each 
attribute and each service, as well as missing business rules guiding the identification 
of service bundles, made it necessary to re-scope the method’s application. As all 
services could be related to one or more events, it was decided that the provider-
driven method would purely focus on the identification of provider-driven bundles. 
Both methods were then consistently refined throughout the research associated with 
the remaining franchises. After the card grouping workshops, participants were 
debriefed, to identify attributes and relationships that they had consciously or 
unconsciously used to bundle cards, which have not previously been described in 
chapter 5.3.3, and to test if the already identified attributes were applicable. It was 
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found that most participants bundle because they think that cards are in fact related 
or similar. However, explicitly stating the objects of relatedness seemed to be more 
complex. Throughout the debriefing of all six AR cycles, no new relationships or 
attributes could be identified other than the ones already specified in chapter 5.3.3. 
With regard to the latter, ‘Service provider’ and ‘Service consumer’ were most often 
mentioned throughout all AR cycles. However, ‘Co-location’, ‘Event’, and 
‘Resource’ were mentioned as well, but not as often, and not as regularly across all 
franchises. ‘Co-occurrence’ was never mentioned. This might be due to the fact that 
government services are relevant at any time. There were no services listed that were 
of relevance only for a certain time.  
Thirdly, the PSBQ instrument was pre-tested, piloted, externally assessed, 
exploratively assessed, and confirmatively assessed. The final model is applicable for 
both types of service bundles, but, for each type, different antecedents of bundling 
quality were identified. The quality of the citizen-driven IA can be solely explained 
through the constructs ‘Navigation’, ‘Ease of Understanding’, and ‘Organisation’. 
The quality of the provider-driven IA, by contrast, can solely be explained through 
‘Ease of Understanding’ and ‘Navigation’. Therefore, the labelling of services and 
bundles in an active form plays a major role for explaining and predicting quality for 
the provider-driven IA. For the citizen-driven IA, labelling was mainly topical, 
aligned with the labels provided by citizens. ‘Ease of Understanding’, for the citizen-
driven IA, still has a significant impact on quality, but less in comparison to the 
provider-driven IA. ‘Organisation’ has only a significant impact for the citizen-
driven IA. With regard to the preferred choice of service bundling method, both 
methods do not differ significantly in regards to their absolute performance: the 
means of the variables do not differ statistically at a significant level.  
As the research outcomes were treated as DS artefacts, guidelines for rigorous 
research were applied (Hevner, et al., 2004): The viable artefacts produced comprise 
the two service bundle identification methods as well as the PSBQ model. These 
artefacts were produced to address the academic and practical problems outlined in 
the previous chapters. Once the artefacts were developed, their utility, quality and 
efficacy were tested in practice. They were applied in multiple AR cycles in a real 
world setting. Both artefacts were stable, as changes to the methods were not 
required, and solved the issue of not having an appropriate method for the 
identification of bundles. The quality model was validated, as well, as part of the AR 
cycles and it can, therefore, be used for further research to assess the quality of 
service bundles. During construction and evaluation of the artefacts, rigorous 
methods were applied. As it is acknowledged that design requires a search process, 
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the development, application, evaluation and modification of the artefact was 
iteratively applied, with the AR paradigm. Finally, the result of this DS research will 
be, and already has been, to a certain extent, presented to technology-oriented as well 
as to management-oriented audiences, to confirm its utility. The artefacts including, 
their utility and efficacy were evaluated, thereby validating answers provided for 
IQ1.4 and IQ2.1-IQ2.3. Additionally, differences between the two methods led to 
answers for IQ2.4 and IQ2.5. Consequently, all stated research questions has been 
answered at that stage.  
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7 Closure 
7.1 Chapter introduction 
This chapter concludes the thesis. The thesis is summarised by reflecting on the 
answers provided for the research questions. Contributions and implications to 
practice as well as to academia are also provided. As with any other research study, 
certain limitations applied, which lead into the conclusion of the thesis.  
7.2 Reprise 
This thesis started out by reflecting on the current paradigm shift in the public 
domain from internally-facing standardisation and rationalisation efforts towards an 
externally-facing, citizen-centric approach for service delivery, coined 
‘Transformational Government’, which targets a decrease in costs and an increase in 
citizen satisfaction across all channels of government.  
For the online channel, the introduction of One-Stop Portals enables citizens to find 
all available government information in one place, structured along their needs. 
Latest coordination efforts across industries with regard to Transformational 
Government efforts propose the development of franchises that are aligned with 
these citizen needs. These franchises can be mapped to service bundles as part of a 
One-Stop Portal, each representing one specific part of government that targets 
citizen needs. Each bundle can further be subdivided, to address more specific needs 
and wants.  
The first research question asks about the identification of suitable service bundle 
identification methods. A literature review was conducted, to, initially, conceptualise 
the service bundling task in general. As a consequence, a 4-layer model of service 
bundling and a morphological box were created, detailing characteristics that are of 
relevance when identifying service bundles. Furthermore, the literature review of 
Decision-Support Systems was conducted to identify the approaches of relevance in 
different bundling scenarios. These initial findings were complemented by 
conducting multiple studies of leading governments in the e-government domain, as 
well as with a local expert in the field. Here, the aim was to identify the current status 
of online service delivery and service bundling in practice. These findings allowed 
for conceptualising two service bundle identification methods, applicable in the 
context of Queensland Government: On the one hand, a provider-driven approach, 
based on service description languages, attributes, and relationships between services 
was conceptualised. On the other hand, a citizen-driven approach, based on analysing 
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outcomes of content identification and grouping workshops with citizens, was also 
conceptualised. Both methods were then applied and evaluated in a practice.  
The conceptualisation of the provider-driven method for service bundling required 
the initial specification of relevant attributes, which could be used to identify 
similarities between services, and, consequently, to reason about the identification of 
service bundles. This study conceptualised and defined seven relationships, namely 
‘Co-location’, ‘Resource’, ‘Co-occurrence’, ‘Event’, ‘Consumer’, ‘Provider’, and 
‘Type’. The relationships between services and the method itself were applied and 
refined, as part of six Action Research cycles in collaboration with the Queensland 
Government. The findings and changes made to the methodology and artefacts are 
depicted in Tab. 92. 
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Franchise / Phase 
Phase 0 Phase I Phase II Phase III 
Methodology Methodology Methodology Provider-driven 
method 
Citizen-driven method Methodology PSBQ model 
Information for 
Seniors 
- Identified need to 
conduct stakeholder 
workshop 
- Distinction of roles 
and responsibilities  
- Consolidation of cards 
needs to be done in 
Phase I 
- Prioritising cards needs 
to be done in Phase II 
- Drop activity related to 
the expectation of the 
organisation delivering 
the service 
- As debriefing took 
much longer than 
expected, it was 
decided to conduct 
debriefing on a case-
by-case basis 
- Focus on ‘Event’ as 
the sole relationship 
utilised to identify 
bundles 
- Amend debriefing 
questions 
- Most participants do 
not have an explicit 
segregation rule in 
place to identify 
bundles 
- Factor analysis plays 
rather complementing 
role 
- Leave out comparative 
analysis of alternative 
IA due to obvious bias 
- AR Cycle used to pre-
test questionnaire 
- Filling out the 
questionnaire without 
the researchers being 
present 
- Implement full 
questionnaire online 
Emergency Services & 
Safety 
- Stakeholder workshop 
was found to be 
beneficial and will be 
conducted for next 
franchises as well 
- Market research 
company can be used 
to recruit participants 
- Other franchises 
should not be shown to 
participant 
- Scoping activity 
regarding the franchise 
should be conducted 
prior to workshop 
- Some participants 
conducted closed card 
sort on franchises; 
some participants 
sorted cards according 
to the expected 
delivery channel 
- For the prioritisation 
activity, all classes 
should be given at the 
beginning of activity 
- Debriefing was 
decided to be 
important and was re-
introduced for the next 
franchises (questions 
were amended to make 
debriefing shorter) 
- No debriefing was 
conducted   
- Re-scope questionnaire 
to shorten it (omit 
Satisfaction and 
Behavioural 
Intentions)  
- Conducted expert 
interviews  
Community Support  
- Closed card sort on 
franchises was 
conducted in Phase I to 
overcome emotional 
attachment to cards to 
be used for other 
activities in Phase II 
 
- Relationships were 
used consciously or 
unconsciously 
  
- Due to limited 
participants, 
instrument was left as-
is. 
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About Queensland 
and its Government 
 
- - Domain experts and 
QUT develop 
provider-driven IA 
independently to limit 
influence  merge 
then discussed in 
workshop 
- Relationships were 
used consciously or 
unconsciously 
 
- Detailed testing of the 
IA was omitted to 
create further content 
 appropriate 
timeframe needs to be 
explicitly defined to 
ensure development of 
robust IA 
- ‘Efficiency’ and 
‘Navigation’ are 
essentially related to 
the same underlying 
factor based on factor 
analysis  merge 
constructs 
- Some further changes 
to wording of items 
- ‘Organisation’ and 
‘Familiarity’ are 
essentially related to 
the same underlying 
factor  leave as two 
constructs but rephrase 
items/constructs 
- Re-introduce 
‘Satisfaction’ 
- Introduce ‘User-
centricity’ 
Information for Youth   
- Gather further 
information about 
‘events’ from internal 
stakeholders 
- Youth rather bundled 
cards unconsciously of 
any relationships in 
general 
- No new relationships 
were identified 
  
- Omit ‘User centricity’ 
- Add and rephrase 
items 
Home and Housing    
- Relationships were 
used consciously or 
unconsciously 
   
Tab. 92: Findings and changes related to the methodology and artefacts after each cycle 
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The findings, related to the identification methods for service bundles, show that 
attributes and relationships can be used effectively as a means for bundle 
identification, if distinct decision rules are in place to prescribe how services are to 
be identified.  
Fig. 27 visualises the provider-driven method applied and validated as part of this 
study. 
1) All relevant relationships need to be identified. A matrix, listing all services 
and relationships of relevance, is then used for bundle identification. In this 
study, the application of the method during the first Action Research cycle, 
led to the decision to rely on the ‘event’ relationship.  
2) In order to effectively utilise the matrix, decision rules need to be in place, 
which specify when services are to be grouped together in a bundle. If more 
than one rule is specified, priorities between the rules need to be specified for 
certain cases. In this study, if services featured a similar relationship with 
regard to the associated ‘Event’, they were considered to be grouped in the 
same service bundle. 
3) For each relationship, a taxonomy of possible values need to be established. 
In this study, potential events for each franchise were sourced from multiple 
sources to still ensure citizen-centricity. Firstly, during card grouping 
activities, participants were asked about any recent events in their lives that 
required the consumption of services in the scope of that specific franchise.23 
Secondly, telephone interviews were conducted with citizens who were 
identified as part of the target audience of the franchise in focus. Thirdly, 
internal stakeholders were asked about events in ‘their’ customers’ lives that 
typically required them to contact government. These events were listed and 
aggregated in a workshop involving relevant stakeholders.  
4) Once relevant services, relationships, and values for the relationships have 
been identified, each service needs to be analysed and one or more of these 
values need to be associated with the service. This activity is best performed 
by different stakeholders to capture diverse, and potentially different, 
perspectives. In this study, the Researcher, as well as a representative of the 
                                                          
23 As it was argued previously that card grouping workshops might be omitted based on time, cost, 
and human resource constraints, relevant values for the specified relationships can be sourced 
from other workshops or telephone interviews, which are still less intensive with regard to the 
identified characteristics than card sorting workshops. 
 310 
 
franchise owner, associated each of the services in question with values for 
the ‘Event’ relationship.  
5) Based on the association of values for relevant relationships with each 
service, bundles then need to be identified, utilising the rules, which have 
been specified previously. In this study, services were grouped based on 
similarity in values for the ‘Event’ relationship.  
6) The results of each stakeholder’s association matrix then need to be discussed 
among all stakeholders to identify differences and commonalities. In this 
study, QUT as well as the other party discussed their results and flagged 
differences.  
7) Differences between individual results need to be discussed and a final 
solution needs to be agreed upon. Finally, bundles are identified. For this 
study, QUT and the involved franchise owner discussed differences and, 
occasionally, involved representatives of Smart Services Queensland to gain 
additional insights and opinions on the final bundle structure. 
 
Fig. 27: The validated provider-driven service bundle identification method  
For the conceptualisation of the citizen-driven method, insights from the case studies 
led to the decision to involve citizens through card sorting activities. Based on an 
initial list of services, relevant for a certain franchise, participating citizens grouped 
services according to their liking. The card sorting activity, as well as the required 
analysis and aggregation of the individual card sorting results, was analysed in depth 
as part of this study. A framework was developed, which can be used as a decision-
support tool regarding the choice of card sorting analysis method. The characterising 
features of utilising card sorting in a government context led to the decision to utilise 
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statistical analysis approaches, such as cluster analysis and factor analysis, to 
aggregate card sorting results.  
Fig. 28 visualises the citizen-driven method that was applied and validated as part of 
this study. 
1) The physical card sorting results need to be digitised to allow statistical 
evaluation. In this study, the outputs of the card sorting exercises were 
digitised and stored into binary spreadsheets, so that each cell contained 
either a 1 or a 0 depending on whether the card, depicted in a row, was part of 
a certain bundle, depicted in a column, or not.  
2) Once all the data is contained in one spreadsheet, the data needs to be 
“cleansed”. Categories labelled ‘unsorted’, ‘misc’, or ‘others’ need to be 
deleted, as they do not reflect meaningful bundles.  
3) The outcome of the cleansing activity can then be used for statistical analysis. 
In this study, initially factor analysis, then cluster analysis were applied to 
analyse the card sorting results. It was shown, through extending the case 
study conducted with Queensland Government during the exploration phase, 
that factor analysis and cluster analysis complement each other. Although 
both methods were applied, it was found that cluster analysis was preferable 
in terms of better visualisation and understandability of the results. On the 
other hand, factor analysis was found to be more useful when the real content 
of the One-Stop Portal was developed. 
In this study, for conducting cluster analysis, it was decided to utilise an 
agglomerative, hierarchal cluster analysis method using the Jaccard 
coefficient and the Ward algorithm. 
4) Additionally, an Explorative Factor Analysis can be conducted concurrent 
with the cluster analysis. In this study, Kaiser’s criterion for factor extraction 
and Direct Oblimin for factor rotation were used. 
5)  Subsequently, the results of the statistical analysis approaches need to be 
analysed and discussed in a workshop involving all stakeholders. In this 
study, the results of the analyses were discussed among QUT, representatives 
of the franchise owner and Smart Services Queensland. 
6) Once the results have been discussed and explained to everyone involved, the 
final scope and structure of the bundles need to be specified. In this study, as 
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explained previously, the dendrogram, as an outcome of the cluster analysis, 
was primarily used to scope potential bundles. For labelling the identified 
bundles, a tool was developed to identify labels that participants had given to 
groups that contained similar services. In order to further integrate citizen-
input into the identified bundles, this tool was used for labelling.  
 
Fig. 28: The validated citizen-driven service bundle identification method 
The second research question asked how the quality of service bundles could be 
assessed. An extensive literature review was conducted focussing on bundle, portal, 
and e-service quality. It was found that different studies use different constructs, 
terminology, and units of analysis, which makes comparing these models a rather 
difficult task. As a direct result, a framework was conceptualised that can be used to 
position past and future studies in this research domain.  
Complementing the literature review, interviews conducted as part of the case studies 
with leaders in e-government, showed that satisfaction is evaluated for the overall 
portal once the portal is online, but quality tests were not conducted during the 
development phase. Consequently, a research model, which appropriately defines 
perceived service bundle quality (PSBQ), needed to be developed from scratch. 
Based on existing theory, such as Theory of Reasoned Action, Expectation 
Confirmation Theory, and Theory of Affordances, PSBQ was defined as an 
inferential belief. PSBQ was positioned within the nomological net of services. 
Based on the literature analysis on quality and on the following work of a focus 
group, the hypothesised antecedents (descriptive beliefs) of the construct and the 
associated question items were defined and the research model conceptualised. The 
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model was then tested, refined, and finally validated during six Action Research 
cycles. The final version is depicted in Fig. 29.  
 
Fig. 29: The final research model 
Results show that neither the provider-driven method nor the citizen-driven method 
was superior to the other in terms of producing higher quality or higher satisfaction 
among users. The decision on which method to choose, it was found, should be based 
on contextual factors, such as objectives, resources, and the need for visibility.  
While the quality of bundles identified through the citizen-centric approach could be 
explained through the constructs ‘Navigation’, ‘Ease of Understanding’, and 
‘Organisation’, bundles identified through the provider-driven approach could be 
explained solely through ‘Navigation’ and ‘Ease of Understanding’. The active 
labelling style for bundles, as part of the provider-driven information architecture 
(IA), had a larger impact on ‘Quality’ than the topical labelling style used in the 
citizen-centric IA. However, ‘Organisation’, reflecting the internal, logical structure 
of the IA, was a significant factor impacting on ‘Quality’ only in the citizen-driven 
IA. Hence, it was concluded that the active labelling seems to compensate for a lack 
of logical structure. Further studies are needed to test this conjecture. Such studies 
may involve building alternative models and conducting additional empirical 
research (e.g. active labelling style for the citizen-driven IA).  
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7.3 Contributions  
The contributions of this study are several. One of the main contributions is the 
conceptualisation of two methods for the identification of service bundling in the 
context of One-Stop Portal development in the governmental domain. Both methods 
have been positioned in the body of knowledge, conceptualised and evaluated. The 
provider-driven method relies on attributes defined in terms of service descriptions. 
The attributes that are of relevance have been evaluated in the context of the 
government domain. Therefore, although the method itself can be used in different 
domains and contexts, the relevant attributes for that specific domain or context will 
need to be identified prior to the application of the method. The citizen-driven 
method relies on numerous individual card sorting results that are aggregated by 
statistical approaches and analysed in a workshop to determine the bundle’s 
suitability. This method can then be utilised in different domains and contexts as 
long as the input requirements are met, as well as the requirements for the statistical 
analysis, such as having a large number of cards and participants (please refer to 
chapter 5.4.4 and 5.4.5). 
In addition, a model has been developed and validated to explain and predict PSBQ, 
based on existing theories in IS and Service Marketing. This model represents the 
first attempt to explain the underlying reasons (descriptive beliefs) that can be linked 
to cognitive and functional affordances of service bundles. In addition, the model is 
not restricted to the evaluation of service bundles as outcomes of the two 
conceptualised methods, but to all methods that support the identification of service 
bundles. The model also represents a first step to assist the overarching goal of 
governments to decrease costs and to increase citizen satisfaction; the study points to 
quality as a strong precursor for satisfaction.  
Next to these aforementioned main contributions, a number of further contributions 
to IS research and practice can be obtained from this study. These are summarised in 
Tab. 93, structured along the four stages of research underlying this study. 
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Stage of 
research 
Level of 
contribution 
Discussion 
Stage 1  
 
Methodology This study employed two common approaches to literature analysis, 
namely a narrative review and a structured review according to the 
analysed domains. The main area of interest (public domain) has been 
reviewed following the latter approach, whereas adjacent, secondary 
interest areas (private domain) have been reviewed using the former 
approach, resulting in a complete picture of the research area with 
prioritised focus on the domain of interest. The study thereby sets an 
example to follow for fellow researchers who need to analyse a large 
body of knowledge without compromising the scope of analysis. 
 
Results As part of this study, two distinct literature reviews were conducted. 
Firstly, relevant service bundling methods were analysed by 
conceptualising the task of service bundling through a 4-layer 
framework. Additionally, a morphological box has been derived to list 
relevant characteristics that can influence the choice for a certain 
bundling method. Both artefacts can be used to structure and guide 
future research, as well as providing relevant support for practitioners. 
Secondly, a review of the e-service, portal, and bundle quality 
literature has been conducted to describe the current state and point out 
gaps relevant to this study. A framework has been developed that can 
be used to position related quality studies in the overall body of 
research, thereby providing the means to bring more structure and 
coherence to existing and future work in that research area. 
 
Stage 2 
 
Results As part of the exploration phase, multiple case studies were conducted 
with leading governments in the area of e-government. As a 
consequence, a framework of different online service delivery models 
was created, complemented by a list of strengths and weaknesses of 
each approach.  
The framework provides insights into five of the leading international 
governments in online service delivery and classifies their approaches 
in three different models, each having different comparative 
advantages and disadvantages. This framework is of value for 
practitioners who are currently thinking about the implementation of 
online service delivery models. For research, the model provides an 
anchor-point that can be used to test the applicability of the framework 
and its extension for different governments.  
 
As part of analysing the citizen-centric approach for service bundle 
identification through a case study with Smart Services Queensland, 
several contributions to practice and academia can be offered. Firstly, 
the development of one-stop portals in a government context is gaining 
interest in efforts to increase citizen satisfaction and to decrease cost of 
service delivery. However, documented approaches that detail how 
such a portal can be developed are scarce. The case study reports the 
exemplary case of Queensland Government’s Smart Services 
Queensland. This evidence can be used by other governments to 
reflect on their specific approach to web site administration and 
redesign. 
 
Stage 3 Theory Although service quality has been addressed for decades, substantiated 
theories can neither be found in the area of e-services nor in e-
government (Tate, 2010). The research domain is characterised by 
studies that are hardly comparable due to the use of different 
terminology and different research foci. This study provides a 
theoretical, sound conceptualisation of PSBQ based on Expectation 
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Confirmation Theory, Theory of Reasoned Action, and Theory of 
Affordances. As such, it is the first step in an area that needs further, 
theoretical, sound research to understand citizen behaviour. 
 
 Results Two methods for the identification of service bundles have been 
conceptualised to extend the current body of knowledge. As part of 
their design, potential relationships have been identified that can be 
used to reason about the identification of certain bundles. Additionally, 
the comparison of different approaches for analysing card sorting data 
can inform practitioners in making their decisions about the suitability 
of such an approach, according to relevant criteria. The comparison 
provides the corresponding guidance and explains the basic attributes 
and requirements of each approach.  
Furthermore, the study gives an overview of the currently most 
prominent approaches to analyse card sorting data and analyses them 
according to their applicability. Hence, it can serve as the basis for 
future studies that may focus on which method actually offers the most 
useful results to the citizens.  
 
Stage 4 Methodology For the evaluation of artefacts, Action Research has been paired with 
Design Science, as proposed by various researchers. As such, the study 
represents an example of how it can be done. In addition, survey 
research has been conducted. The survey was refined in each Action 
Research cycle. Therefore, this study represents a successful case 
narrative about how different research methods can be merged to 
exploit each other’s strengths and advantages.  
 
The final validation of the survey instrument employed a not 
commonly used approach, namely the utilisation of PLS. This 
approach, as well, can be regarded as a successful case narrative about 
the management of non-normal data in a multi-group setting. The 
success of the chosen approach might motivate other researchers to 
design their research approaches around these techniques. 
 
 Results The central contributions of this study relate to the results from this 
stage. Both methods have been found to be applicable and useful. 
Analysis of the survey data has shown that preference on the method 
to choose cannot be made on the basis of differences in resulting 
quality, but, rather, with regard to contextual factors. The underlying 
factors of PSBQ should further stimulate future research in the area. 
All artefacts are still in use in Queensland Government’s research 
efforts. 
 
Tab. 93: Contributions of the study 
7.4 Implications 
7.4.1 Implications for research 
Popper (1959) stated that no theory can ever be proven true from data; it can only be 
corroborated. Consequently, the developed theory should be used as a reference point 
to guide further empirical studies. The model could be applied for different kinds of 
One-Stop Portals already identified, in different countries, and with a variety of 
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different services. Besides insights into the validity of the model, these studies would 
provide important findings with regard to the underlying reasons for quality for 
different independent variables. Many governments have already identified the 
online channel as an important and cost-effective way to deliver online services. As 
governments have different characteristics, it remains an interesting challenge to find 
out if and how these characteristics influence PSBQ.  
Secondly, although alternative models have been tested as part of this research, 
models that have not been tested include a multi-dimensional second-order formative 
model. Despite the ongoing debate and obvious limitations of formative models, the 
results could be compared with those from the current models, to identify 
differences. Additionally, instead of relying on factor analyses and structural 
equation modelling, Tate & Evermann (2009) propose utilising multi indicator 
structural models as used in psychometrics. Hayduk (1996) is a strong proponent for 
this type of modelling. She argues that all arrows in a structural equation model 
indicate a relationship and need to be supported by theory; no differentiation is made 
between the relationships from indicators to constructs or between relationships from 
constructs to other constructs. Therefore, even the loading of an indicator on a 
construct can be considered a truth claim. As this study demonstrated that factors are 
invariant for the two different ‘groups’, the loadings on the factors are different. 
Thus, the meaning of the factor might be different. A more detailed approach to 
modelling the relationships between the different variables might results in valuable 
insights and should be pursued in the near future. 
Thirdly, this study showed how different theories in IS and Service Marketing can be 
used to conceptualise perceived service quality for bundles. This is of particular 
importance, as previous research has shown that the theoretical soundness of 
research in service quality is rather questionable (Tate, 2010). This study can, 
therefore, guide the stream of research that is focussed on quality, acceptance, and 
usage studies in the area of e-government.  
Fourthly, an extended research design, which focuses on applying the active labelling 
style (as used for the provider-driven IA), for the development of the citizen-driven 
IA may result in interesting insights with regard to the relationship between 
‘Organisation’ and ‘Ease of Understanding’.  
Fifthly, a theory that has not been applied and tested relates to the Task-Technology 
Fit theory. Instead of relying more on Theory of Reasoned Action and Expectation 
Confirmation Theory, Task-Technology Fit could provide some interesting insights. 
Depending on the task, PSBQ could change. In this study, participants had to 
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perform a number of tasks and then provide aggregated feedback on the general 
perception of the quality. The feedback could also be gathered after each task to 
identify characteristics of tasks that favour a certain bundling structure. As a 
consequence, a Task-Bundle Fit model can potentially be developed. 
Sixthly, for the provider-driven method, relationships and associated attributes have 
been identified and modelled that need to be provided by a service description 
language with regard to service bundling for a governmental One-Stop Portal. As a 
short recapitulation, it is recommended to bundle services where there are similar 
values for at least one of the attributes of two different services has similar values. 
This method has been evaluated using Action Research as a research method. Action 
Research is suitable for evaluating an artefact collaboratively in a real world context. 
In the context of Queensland Government developing a One-Stop Portal, the 
provider-driven method was modified as part of the first Action Research cycle, as 
its initial conceptualisation did not solve the problem at hand. Consequently, out of 
the seven initial relationships, only the ‘Event’ relationship was used for the rest of 
the study with regard to the provider-driven method for service bundle identification. 
The reason for the decision was detailed in chapter 6.4. Although the debriefing 
sessions described for all franchises in chapter 6, indicate that all attributes (except 
‘Co-occurrence’) play a role for citizens when grouping services, future research is 
needed to properly detail, extend, and validate the attributes. 'Intent', for example, is 
a very interesting relationship that could potentially be relevant as well. However, 
the idea behind the provider-driven method is that the provider (i.e., a specific role in 
the organisation) annotates services in accordance with the relationships. The 
annotations can then be used to reason about the association of services to certain 
bundles. In order for 'intent' being part of the list of relationships, the provider needs 
to know about the intent of the customer, which, in certain cases might be difficult. 
Nevertheless, the extension and validation of the relationship needs to be focussed on 
by future research. Additionally, future research needs to focus on existing service 
description languages and evaluate them with regard to their coverage of the 
identified attributes and their potential extensibility. The Unified Service Description 
Language, for example, is intended to cover e-services as well as traditional services 
and aims at providing extensibility capacities for different domains (Barros, et al., 
2011). The relationships, described by a certain description language, can then be 
used to identify services that should be bundled and/or can simply be used to find 
services within a service ecosystem (Kohlborn, Korthaus, Riedl, et al., 2009), thereby 
contributing to the field of service discovery (Zhu, Mutka, & Ni, 2005). 
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Seventhly, the idea behind the citizen-driven method for bundle identification utilises 
a very explorative approach in order to be able to capture all potential techniques 
used by citizens for bundling services. The Researcher did not want to limit himself 
to prescribe citizens how to bundle, but left this up to the participants to bundle 
however they wanted to. Indeed, it would now be interesting to compare bundles that 
have been identified by citizens utilising a certain relationship as the underlying 
theme. For example, participants could be given a set of cards and let them 
sort/bundle the cards based on having the 'co-location' relationship as the basis. The 
different sets of bundles could then be compared and evaluated. 
Finally, as service bundles represent packages that contain services that are somehow 
more related to each other within each package than to services outside each 
package, service bundling might be considered as a preparatory stage to service 
modularity. Consequently, future research might focus on the implications of the 
insights from service bundling for service architectures (Voss & Hsuan, 2009). 
7.4.2 Implications for practice 
Firstly, although it is not of utmost relevance for research due to limited 
comparability and rigour regarding its evaluation, the 4-phase research methodology 
is of particular interest for governments, which want to follow the Transformational 
Government paradigm and become more citizen-centric. The methodology involves 
the citizen right from the start in this development approach for a One-Stop Portal. 
The methods themselves are scientifically rigorous and result in service bundles 
associated with a high level of quality leading to high satisfaction. Current 
coordination efforts across industries with regard to Transformational Government 
do not adequately describe how bundles, or franchises for that matter, can be 
identified and detailed properly. Thus, the methodology can be used as a guide for 
other governments.  
Secondly, the study also points out alternative approaches for the creation of service 
bundles based on the morphological box presented in chapter 3.2. This framework 
can help governments in deciding what methods can be used which and are most 
applicable for their specific scenario. The box can be extended by characteristics of 
the scenario that might not have been initially captured. In addition, applying the 
PSBQ model on service bundles that have been created by different methods might 
also provide some interesting results.  
Thirdly, of the two approaches that were contrasted as part of this study, both result 
in similar levels of quality and satisfaction, leading to the conclusion that the 
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decision about what method to use should not be made based on targeted levels of 
quality and satisfaction, but rather based on further contextual factors, such as 
available budget, human resources, time, and desired level visibility.  
Fourthly, the PSBQ model is a practical tool for governments to analyse the 
underlying factors that impact on the quality of service bundles and their relative 
weights. Where governments decide not to involve citizens directly into the 
development of the IA, particular focus should be laid on the labelling of the bundles 
to ensure their ease of understanding.  
7.5 Limitations 
As with any other research, this study offers only a certain perspective on the 
problem domain. This view is shaped through explicitly and implicitly made choices 
with regard to the scope, design, and level of depth of the research methods 
employed. Some limitations have already been discussed throughout this thesis, but 
are summarised in Tab. 94.  
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Stage of 
research 
Limitation Discussion 
Research 
Design 
Meta-
theoretical 
assumptions 
Although not explicitly discussed, this thesis adopted a relaxed 
positivist view. The study could have also been conducted taking an 
interpretivist or criticalist stance, which would have led to another 
research design and research outcomes.  
 
 Research 
objective 
In the development of the quality model, the goal was to develop a 
theory for explaining and predicting service quality. This thesis could 
have also adopted a normative objective, such as ‘design and action’. 
However, the theory of explaining and predicting PSBQ can be seen as 
a first step that can be followed-up by future research in analysing 
normative strategies to achieve high-quality bundles. 
 
 Scope of 
inquiry 
This study chose to investigate the concept of service bundles, in the 
government domain, for the development of an One-Stop Portal. 
However, the concept of a service bundle emerged in Service 
Marketing with ‘traditional’ services and focussed on pricing 
mechanisms. How far parts of this study are applicable in the wider 
context of service bundling in the private and public domain is subject 
for further research. 
 
 Research 
Methods 
Different research methods, such as ethnography or grounded theory, 
could have been utilised in this study. However, this study utilised 
research methods that were suited for theory building (e.g. case 
studies) and theory testing (e.g. survey). Thus, qualitative methods 
complemented quantitative methods to exploit their relative strengths 
and advantages. 
 
 
Stage 1 Scope of 
inquiry 
The literature reviews conducted in the preparation phase had to be 
scoped to ensure the practicality and suitability of analysing the 
results. As with any other literature review, it is possible that certain 
publications were missed that might led to other conclusions and 
results. However, the search processes as well as the sources have 
been stated wherever possible to ensure rigour and repeatability. 
Stage 2 Nature of 
inquiry  
The exploration phase has certain limitations, which are typical for 
qualitative research methods: 
 
Regarding the conduct of the case study, a common limitation is the 
potential to induce subjective bias as the observations are interpreted 
in a certain way. However, a final report was produced by the involved 
party, which was used as a basis for the description and reflection, 
thereby limiting the induction of subjective bias as far as possible. 
 
Regarding the multiple case studies with leading public 
administrations in the area of e-government, certain limitations are 
related to the conduct of semi-structured interviews. Typical problems, 
such as construct validity, internal validity, and external validity as 
well as reliability, are also present in this study. However, efforts were 
made to conduct high-quality interviews, as proposed by leading 
academics in the field. For example, two researchers were typically 
present; one person made notes and prepared probing questions, while 
the other person conducted the interview. Additionally, the research 
design prescribed the use of complementary research methods to 
overcome limitations associated with the conduct of interviews. 
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 Limited 
scope 
The scope of the case studies was restricted. The amount of 
information available for the analysis of the five different objects of 
study varied, thus exacerbating comparability. For example, while 
Hong Kong and New Brunswick provided access to accompanying 
background documents, this was not the case for the UK and Utah. 
Comparability is probably also affected by several other factors, such 
as the different levels of government the analysed One-Stop Portals 
covered (e.g. state vs. whole-of-government), different historical 
situations and cultures etc. Moreover, the approach of conducting 
semi-structured interviews with a limited sample size of participants, 
while leading to more in-depth insights, might also have hindered 
comparability of the information provided. 
 
Stage 3 Selected 
theoretical 
frameworks 
The model building process is characterised by the selected theoretical 
foundations. Consequently, the developed model inherits limitations 
regarding scope, focus, and applicability of the underlying theories. 
However, different theories have been included to overcome 
limitations from focussing solely on one perspective. Additionally, the 
theories have been applied in similar research with regard to 
conceptualising perceived online service quality (Tate, 2010). 
 
 Factors 
considered 
Only a limited number of antecedents are included in the model, which 
have been identified through an extensive literature review and focus 
group results. Although the value for explained variance is quite high, 
PSBQ, as well as satisfaction, is not fully explained by the defined 
antecedents. It is, therefore, possible that some factors are missing that 
influence the aforementioned latent constructs quite highly. 
 
 Instrument 
development 
The research field around service quality can be considered to be quite 
diverse, with academics using different terminology, constructs, and 
definitions to conceptualise their respective unit of analysis. Therefore, 
a convergent body of knowledge that builds and forms a research 
tradition is not present for building a theory for this study. In order to 
re-use these already defined constructs and items as well as possible, 
published studies were analysed with regard to their conceptualised 
variables. Thereby, a certain degree of subjectivity might have been 
induced in interpreting the variables and identifying semantic 
relatedness. However, as the antecedents of PSBQ (inferential belief) 
are conceptualised as descriptive beliefs, they were defined to be very 
specific and narrow in scope, which makes them quite accurate, but 
not overly generalisable. Thus, theory has been used to conceptualise 
the constructs of interest, sourced from focus group discussions and 
literature.  
 
 Relationships 
considered 
For the provider-driven method for service bundle identification only a 
limited number of relationships were initially identified as relevant for 
bundling. It was envisaged to further detail these attributes and 
potentially identify new attributes of relevance. However, during the 
first Action Research cycle, the provider-driven method was refined to 
just rely on the ‘Event’ relationship. Thus, the utility and applicability 
of the other attributes could not be tested rigorously. The debriefing 
discussions were able to shed some light on their applicability, but due 
to different facilitators conducting the debriefing the findings are 
subject to interpretative bias. However, as the findings indicate that all 
attributes are potentially of relevance, future research can build upon 
these and evaluate their applicability and utility in more depth.  
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Stage 4 Common 
method 
variance 
The developed survey focussed on self-reported measures, which 
represent beliefs towards the included variables, similar to most other 
studies of adoption and usage behaviour. As only one method was 
employed to capture the data, the results are subject to bias related to 
common method variance (Straub & Burton-Jones, 2007). This 
limitation of the study has been acknowledged as it set out to measure 
the beliefs and attitudes of an individual. Therefore, the measurements 
needed to relate to the same person. 
 
 Data analysis 
strategy 
Regarding the evaluation of the methods, the Researcher also analysed 
the applicability of the other identified relationships based on notes 
taken as part of individual debriefing sessions after the content 
grouping exercise. Due to the nature of the study, different facilitators 
took notes. Therefore, a certain level of subjectivity was introduced 
during the analysis of all debriefing sheets by the Researcher. 
However, prior to the actual debrief, all facilitators were made aware 
of the debriefing objective and potential probing questions. Thereby, a 
certain level of uniformity in taking notes could be achieved.  
 
Regarding the analysis of the quality model, PLS techniques were 
employed for data analysis. Other quantitative approaches could have 
been employed as well (e.g. CB-SEM), which could have led to 
different outcomes. However, justification for the selected approach 
was presented in chapter 6.  
 
Tab. 94: Limitations of the study 
7.6 Conclusion 
This study set out to analyse the status of One-Stop Portals in the government 
domain in light of recent developments in Transformational Government, to analyse 
potential method support for the identification of service bundles, and to describe an 
attempt to develop a research model for explaining and predicting Perceived Service 
Bundle Quality as part of a One-Stop Portal. All three goals have been achieved. As 
part of this study, hundreds of Queenslanders have been involved in various parts of 
the research to help achieve the goals of the study and to set in place a first stone to 
improve how millions of people interact with governments online. 
Contributions, limitations, and ideas for (immediate) future research have been 
described in the hope that they may provide inspiration for other researchers to 
conduct research in the area. It has been shown that research in the area is of 
immediate relevance and, yet, in dire need of more rigorous work. Overall, the 
research carried out as part of this study can only represent a first attempt to establish 
a body of knowledge around the selected unit of analysis. More research is required, 
as are complementary levels of analysis (e.g. focussing on the portal itself). If all this 
thesis can achieve is to lure other researchers into pursuing such an endeavour, it was 
worth the effort.  
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9 Appendix  
A Interview Protocol    
Smart Service Queensland (SSQ) and Smart Services CRC 
Project Business Service Management (BSM) 
 
Service Portfolio Management 
Interview Guideline for other jurisdictions 
implementing the franchise and other government web delivery models 
-V3- 
 
Introduction 
This document provides the interview guideline that is intended to be followed for 
interviewing participants of other jurisdictions based on the contacts that are 
provided through SSQ. The outcomes of these interviews will reflect a major aspect 
of the ‘state-of-the-art report on the (inter) national experience with government web 
delivery models’ that QUT will deliver to SSQ. 
Depending on the knowledge of the interview partner(s) and depending on the 
concrete service delivery model a particular jurisdiction implemented (or is 
implementing), QUT will seek for answers to the questions as lined out in the 
Franchise Report Requirements document.  
It is anticipated that many of these questions can initially be answered based on the 
documentations that will be provided by the other jurisdictions. Thus, the guideline 
represents the scope of information that we would like to address in the franchise 
report. 
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1. Introduction 
• Introducing ourselves 
• What is the purpose, what is the background of this interview 
• Information about confidentiality and possibility to interrupt at any time 
(interview recording, possible anonymisation) 
 
2. About our interviewee 
• Who are you, where from, background, current position/role 
• What was/is your involvement in the government transformation process? (Involvement 
and actions taken) 
 
3. Background 
• How was the situation before starting the implementation of the new model? 
• What was the motivation for change? (Drivers) 
• Which were the positive / negative parts of the old (service delivery) model? 
 
4. Selection of new model / methodology 
• How did you come up with the chosen methodology? What is it? 
• Were there any alternative methodologies? 
• If yes, which and how did you choose the current one?  
• Did you consider the franchise model used by direct.gov.uk? If you did consider it, but 
chose not to go down that path, why?  
 
 
MAIN QUESTIONS 
 
• How does the model work in the back-end, i.e. internally? 
• Governance - Who is steering the project? - Who decides which projects to implement? - What degree of ownership exists at the executive level of 
government for the initiative? 
• Structure - How many departments or other government bodies, how many 
levels? - How far has the organisational structure needed to be changed? - Who manages the franchises / other government web sites? - Do departments compete for shared services from a central portal 
team? What is done with duplicative services? 
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- Are private sector entities involved in the service delivery? (e.g. 
subcontracting, outsourcing) 
• Departmental functions / responsibilities - What are the departments’ responsibilities related to providing 
content and functionality in this model? - Where and how do departments collaborate? 
• IT-Infrastructure - Has a shared infrastructure been established? - Centralized database? - Common, open exchange standards? - Common enabling tools across government (eg web analytics, Web 
2.0 etc) 
• Online Portal - Who manages the portal? - Who is responsible for particular content / functionality? - Which devices? (e.g. computer , mobile, TV) - Which channels? (e.g. web, E-Mail, phone, personal) - Which services? (e.g. payment, secure authentication, 
personalisation, information, transactions) - Which web features? (e.g. e-mail, post comments, chat rooms, live 
broadcast, newsletter, push technology) 
• Finance - How are the franchises / other government websites and the online-
portal funded? (e.g. self-financed) - How cost effective is the model (from a whole of enterprises 
perspective) and what have been the learnings? 
• Assessment - How has the outcome of the new delivery model been assessed and 
what are the results with respect to e.g. 
• Customer satisfaction 
• Cost savings 
• Responsiveness 
• Reduction of complexity / required steps  
• Dispersed websites 
• Transparency ( Corruption / Fraud) 
• Compliance and conformity 
• Security 
 
• How are user needs addressed? 
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• How does the model address customer information discovery from 
external sources? (eg search engine optimisation, pay per click 
advertising, marketing/brand awareness and recognition) 
• What has been the impact on customer satisfaction and time/cost savings 
to the customer? 
• How does the model respond to changing customer needs? 
 
• What were the implementation steps? 
• Order (what in sequence, what in parallel?) 
• Time frame 
• Other jurisdiction or model as template? 
• External consultants involved?  
• What approaches to risk management have been effective in the model. 
What learnings occurred? 
 
• What were particular challenges (positives, negatives)? - IT - Culture - Project Management - … 
• What would you do differently if you had to run such a transformation 
project again? 
• Do you have particular recommendations (for other governments)? E.g. 
what to be aware of? 
• Recent movements to Web 2.0 by enabling citizens and businesses to 
access information they want, in the way they want, can challenge 
government’s centrally controlled publishing processes and access to 
information. How are you addressing this issue to move the power over 
information from government to the citizen? 
 
• How was the franchise (or customer or life-event) grouping done? 
• Which stakeholders were taken into account? 
• Which (market research) method has been applied? 
 
• What was done to foster cultural shift so that departments work together 
and embrace a (new) citizen-centric view? 
• Where were (cultural) resistances? 
• Where and how could resistances be overcome? 
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- Were there e.g. forums, meetings, trainings, skilling seminars to 
share experiences and best practices? - What were incentives to collaboration and commitment? - How have people been motivated; how was trust gained? 
 
Main contact Smart Service Queensland 
Natalie Lloyd-Jones 
Manager Strategy and Portfolio Office 
Smart Service Queensland 
Brisbane 4000 
Phone: +61 7 3006 2443  
Email: Natalie.Lloyd-Jones@smartservice.qld.gov.au 
 
Main contacts Queensland University of Technology 
Dr. Axel Korthaus 
Postdoctoral Research Fellow 
Queensland University of Technology 
Level 5, 126 Margaret Street  
Brisbane QLD 4000 Australia 
Email: axel.korthaus@qut.edu.au 
Thomas Kohlborn 
PhD Candidate 
Queensland University of Technology 
Level 5, 126 Margaret Street  
Brisbane QLD 4000 Australia 
Email: t.kohlborn@qut.edu.au 
B Phase Model 
B.a Phase 0  
Description 
The main objectives of Phase 0 are the identification of the relevant customer 
segments for the specific franchise and understand the reasons why they interact with 
government. Thus, key stakeholders are consulted, who consist of internal experts 
and external sector representatives, customers, and peak bodies, in order to document 
the current understanding of their key customer groups. 
Additionally, market segment data will be analysed for relevant QG online sources to 
determine potential key customer groups for the franchise. 
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Methods 
Stakeholder interviews 
Key internal government stakeholders individually or in groups will be interviewed 
to document current understanding of customer needs. The interviews will be semi-
structured to allow for capturing emerging themes and requirements that cannot be 
anticipated beforehand. The outcome will be documented to be used in the next 
phase. 
Outputs: 
• List of business drivers and requirements 
• List of customer needs (current understanding) 
The interview will be solely conducted by SSQ as they represent the beginning of the 
research activities for the involved department as well as the collaboration with SSQ. 
As such, QUT24 will not be directly involved in the related activities. As the 
interviews do not directly lead to the evaluation of the artefacts and, thus, to the core 
of this chapter, preparation, activities, and results of this activity will not be 
presented further.  
Customer group workshop 
Next to interviewing key stakeholders, workshops will be held in order to draw out 
key attributes of the target customers of the franchise that will be conceptualised in 
multiple personas. Personas allow for understanding the different audiences for the 
web presence to be created and keeping these in mind to ensure they are represented 
in all research activities. Furthermore, the workshop will facilitate the understanding 
of the drivers for the personas to interact with government.  
In general, a customer group workshop also includes front-line staff, who interact 
with citizens and, therefore, know what kinds of situations require offered services 
and information. The main activity of the workshop is a brainstorming session that 
requires participants to reflect on key drivers, such as: 
• A goal a citizen has in mind when accessing relevant services, 
• A belief citizens have expressed or might have, 
                                                          
24 The use of ‘QUT’ is rather stylistic as the Researcher was (if not otherwise stated) the main 
representative of QUT as part of the research. However, main decisions have been made with the 
involvement of the supervisory team.  
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• A behaviour or behavioural trait of a citizen, 
• An activity a citizen has undertaken that required interaction with government, 
• A problem that a citizen needed to solve. 
Each participant is asked to write one of those drivers associated with a customer 
group on index cards, which are discussed in the following in order to capture the 
broad range of their understanding of customers. Each card is read out aloud and if 
another participant has put down the same goal, belief, behaviour, activity, or 
problem the respective cards are collated. The discussion of each card continues until 
all cards are read out. During the workshop, personas are formed based on the cards, 
which are then presented to the stakeholders for feedback. 
Outputs:  
• Documented personas for high-level key customer groups (approximately 5-8 
personas) 
The customer group workshop will be organised by the project team related to the 
specific franchise owner under the guidance of SSQ. Thus, the involved franchise is 
responsible for inviting relevant stakeholders to the workshop itself. Thus, QUT has 
no involvement in the recruitment and conduct of the workshop. However, as the 
outcome of the workshop in this phase influences the number of and activities within 
the workshops in the following phases, QUT was present as an observer whenever 
possible to understand the clientele of the franchise in focus and the potential 
implications for evaluating the artefacts. However, as QUT took no active part in any 
of the activities, they will not be described in detail for the following description of 
the different AR cycles. 
B.b Phase I 
Description 
Phase I starts as soon as an initial understanding about the relevant personas and 
customer groups has been developed. It aims at deriving a list of services that is of 
relevance for the target audience.  
Consequently, the main input is the list of personas that is used to recruit participants 
for this phase. The main output of this phase is a complete list of approximately 100-
120 services and information that is of current relevance for the franchise.  
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Methods 
Content scan 
A content scan or content analysis needs to be performed to identify what kind of 
government content (information and services) is already available for the identified 
personas. Hereby, not only the online channel should be analysed, but also other 
communication channels, such as the phone channel. 
Outputs: 
• List of existing information and services 
The content scan is performed by the project team of each franchise owner as they 
can consult with relevant stakeholder within the department about the relative 
importance of each content item for the new web presence. 
Content research workshop 
In addition to the content scan, a content research workshop with 12-15 
representatives will be conducted during this phase. The main objective is to identify 
gaps between the information that has been identified during the content scan of the 
online and phone information and the requirements and expectations that are not 
captured by currently existing content.  
In general, two major activities are part of the workshop. Firstly, participants are 
asked to reflect individually on the scope of the workshop by analysing the name and 
nature of the respective franchise. Then participants discussed their findings, initially 
in small groups then all together. Secondly, participants are asked to think about 
recent events and what’s going on in their life, and write down: 
• What’s important to them now 
• What challenges have they faced (relating to that topic) 
• The services they access (either government or non-government) 
• Their plans for the future (relating to that topic). 
Again, first the index cards are discussed in small groups then all together to get 
potential feedback from all participants and identify synonymous and homonymous 
cards. After the workshop, the items are translated into information and service 
topics. In case of duplicates, the customer wording was typically used instead of the 
wording of the service identified by government.  
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Outputs: 
• Full list of citizen-driven information and services topics 
The workshop is facilitated by SSQ and by the franchise owner. Thus, the 
recruitment of the relevant participants in accordance to the identified personas and 
customer groups is the responsibility of QG. However, as the activities focus on 
citizens and events in their lives, QUT took an active part the workshops to 
understand bundling in the context of each specific franchise. 
B.c Phase II  
Description 
Phase II starts as soon as the list of required information and services has been 
finalised and the personas have potentially been redefined in order to recruit 
participants that are aligned with the identified personas. The phase aims at deriving 
a set of service bundles that is of relevance for the target audience.  
Consequently, the main input is the list of services and information that is of 
relevance for the identified target audience of the franchise. The main outputs of this 
phase are two different Information Architectures (IAs) that structure services into 
multiple bundles. These will then be tested in the next phase. 
Methods 
Content grouping workshops 
In order to create customer-centric IAs, 4 – 6 content grouping workshops with 10 – 
12 representative customers per session will be conducted. This number of 
participants (50+) allows for a robust statistical analysis with a high degree of 
confidence (Tullis & Wood, 2004). Each workshop consists of at least 3 activities 
that involve gaining insights into the expectations of customers with regard to the 
structure, importance, and potential delivery channel of the relevant services. 
The structure will be elicited by conducting individual card sorts with the involved 
participants. Each participant sorts the topic cards into associated groupings that 
make sense to them. This activity helps to understand how people think about 
content groupings and potential bundles. Participants can put a card into multiple 
groups, reword a label on a card, and label groups and sub-groups until satisfied. The 
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main output of this activity is the analysis' results in proposed IAs, which contains 
bundles specific to the franchise’s context.25 
The importance of the services for each participant will be captured by conducting a 
closed card sort of the topic cards into five pre-defined categories, namely ‘Very 
high’, ‘High’, ‘Medium’, ‘Low’, and ‘Very Low’. The outcome is a full list of 
information and services prioritised by customer need. Although not directly relevant 
for the development of the IA itself, the prioritisation information helps in later 
stages to prioritise the development of content for the final web presence. However, 
the results of this activity are not relevant for the focus of this study and will not be 
discussed further. 
The expected delivery channel will be identified by representative customers as they 
will individually categorise identified information and services into three ‘expected’ 
access channels: ‘Online’, ‘Phone’, or ‘Both’.26 Thus, the outcome will be a full list 
of information and services sorted into categories of customer channel expectations. 
Similar to the previous activity, its results are not directly relevant to the focus of this 
study and will not be discussed further.27  
Customer interviews 
The one-on-one customer interview is a method for discovering opinions, beliefs and 
facts about the customers of a product. Individual customer interviews give a deep 
level of understanding and detail about a potential customer in addition to qualitative 
data.  
Between three and six representative customers (aligned with the identified personas 
and customer groups) will be interviewed during this phase. The interviews will be 
semi-structured to allow for capturing emergent themes as well as for detailing 
certain conversational themes. The main focus will lay on the current situation of the 
representative customer group and the expectation of different channels. As the 
contact details for these interviewees were taken from participants attending the 
content grouping workshops, deeper questions with regard to the underlying reasons 
for particular groupings were answered.  
 
                                                          
25 Later a debriefing session was introduced, which focuses on discussing individual groupings with 
participants to gain a deeper understanding of their groupings. 
26 Later the category ‘Social Media’ was added. 
27 Later a closed card sort was added focussing on the relation between the cards and identified 
franchises.  
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Outputs: 
• Refined customer personas 
• Understanding of customer perceptions and expectations about different channels 
Similar to the workshop as part of the previous phase, the recruitment of the 
participants invited to the workshops in this phase is the responsibility of Queensland 
Government. The workshop itself is typically co-facilitated by SSQ and the relevant 
franchise owner. QUT is actively involved in the conduct of the workshop whenever 
possible. The analysis of the workshop’s results is jointly carried out by SSQ, the 
franchise owner and QUT. 
B.d Phase III  
Description 
Phase III starts as soon as the two alternating IAs have been developed and the 
personas have potentially been redefined in order to recruit participants that are 
aligned with the identified personas. The phase aims at testing the architectures, 
analyse the results, and identify a consolidated IA that inherits the identified 
strengths of both IAs tested previously.  
Consequently, the main inputs are the two alternating IAs. One IA is based on a 
statistical analysis of the results of the content workshops (citizen-driven IA 
including citizen terminology). The alternative IA is based on the specific values of 
the attributes that have been identified during the interviews and workshops (i.e. 
potential alternative groupings/labels and franchise knowledge). The results of 
testing the two IAs will potentially lead into the development of a consolidated IA, 
which, however will not be discussed further as it is not of primary interest to this 
study. 
Methods 
The IA testing and validation can be conducted using two concurrent methods, 
namely Lab Testing or Remote Testing: 
For testing the IA in a lab, two rounds of IA testing in a usability testing lab where 
participants will be asked to complete several tasks using a proposed IA will be 
conducted. The lab provides the means for the facilitator to record any challenges, 
comments, and thoughts that are mentioned by the participant as s/he is asked to 
think aloud during the testing session. The developed questionnaire will be provided 
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at the end of the session to capture the perceived quality of the IA and their contained 
bundles by the participants. 
Remote IA testing can be utilised for additional quantitative validation of the 
outcomes from the IA testing lab sessions. The participants will receive an email 
with the URL of the online IA test which they can conduct at their own computer 
without a given timeframe. As the questionnaire can be adapted for online use, it can 
be filled-out after participants have completed the tasks.  
For the testing of the IAs, the software Treejack was used28. The software uses a 
“tree testing” method for testing an IA as a hierarchical tree without the distractions 
of graphics and other navigation features. Treejack recorded each participant’s 
unique navigation path for each task. The order of the tasks was randomised to 
exclude any learning bias that might stem from the specific order of the tasks. 
Treejack can produce the following metrics: 
• Participant success: percentage of participants who followed a path defined as 
‘correct’. 
• Average speed of their response: percentage of participants who completed a task 
within 2 standard deviations of their average task time for the test. 
• Directness: percentage of participants who did not backtrack (i.e. who went back 
up the tree to follow a different path) when completing a task. 
The objective of testing the two IAs was to discover major design problems and 
identify a consolidated IA by incrementally improving the IA based on the identified 
issues until a satisfactory solution was found. As these objective results are not used 
to cross-analyse the subjective results as outcomes of analysing the questionnaire, 
they are omitted at this stage, but can be found in the Appendix C in the respective 
section.  
Outputs: 
• Consolidated and refine proposed IAs resulting in the validated IA for franchise 
launch 
Again, recruitment is primarily done by Queensland Government and testing sessions 
are either conducted under the guidance of or facilitated by SSQ. However, as QUT 
is primarily responsible for designing and administrating the questionnaire, active 
participation was sought after for each session.  
                                                          
28 http://www.optimalworkshop.com/treejack.htm Accessed 18/09/2011 
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C Action Research Cycles 
C.a Information for Seniors 
Overview 
The franchise 'Information for Seniors' (Seniors) is owned by the Department of 
Communities (DoC). Key stakeholders that were involved in the research for this 
franchise were representatives of DoC, SSQ, and QUT.  
As described previously, Phase 0 aims at identifying relevant personas or citizen 
groups that can be used to guide the participant recruitment process for the 
subsequent phases and activities. For this franchise, an explicit stakeholder workshop 
was not conducted, but demographic information was gathered from a range of data 
sources, such as: 
• Hitwise (online market research / competitive intelligence) 
• Whole-of-government customer groups and personas 
• Office for Seniors 
• Seniors Enquiry Line 
Based on the gathered information associations, action groups and organisations 
were identified that had access to representative customers of the seniors 
demographic. The following organisations were engaged to recruit participants: 
• Australian Pensioners’ and Superannuants’ League  
• University of the 3rd Age  
• SeniorNet  
• Association of Independent Retirees  
• Multilink  
• Australian Men’s Shed Association 
Applying service bundling methods 
Once the demographic characteristics of the target audience of the franchise and the 
appropriate contacts to reach the target audience were identified several activities 
were conducted to identify a comprehensive list of information and services that are 
currently provided and identified to be sought after by the target audience of this 
franchise.  
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Content scan 
Firstly, a content scan and analysis of the current online information with regard to 
senior information and services has been conducted to identify a list of services that 
are currently provided. Thus, the current website29 for seniors managed by the Office 
of Seniors within the Department of Communities was analysed by a representative 
of the department, which resulted in 37 distinct content items.  
Content research workshop 
Description 
Secondly, a workshop with 12 senior participants was conducted in Brisbane on the 
6th of May 2011 for 2 hours that aimed at identifying current events in their lives, 
future plans, and services that they currently access in order to identify existing 
needs towards government. Prior to this event, a dry-run was conducted to test timing 
and understandability of the activities. On the day of the workshop participants were 
asked to form four teams of three and discuss recent events in their lives as a senior 
or as someone who supports a senior. Each service or issue was then written on a 
card and teams were asked to discuss if they expect the associated service to be 
delivered by QG or a Non-Government Organisation (NGO). They could also decide 
to relate the specific service to a ‘Not sure’ category. 
During the following break, all services generated by all teams were typed up and 
mixed with the already identified content. Subsequently, a set of cards was printed 
out for each team for the following activity. 
New teams were formed around similar personalities, so that strong personalities 
would not dominate the discussion within a team. Participants were then already 
asked in this phase about their subjective priorities with regard to the services and 
information in accordance to their needs. Each team received a set of cards and they 
were asked to sort the cards in three categories, which represent different levels of 
importance (‘High’, ‘Medium’, and ‘Low’). As most of the teams grouped cards in 
the ‘High’ category, they were further asked to differentiate these cards into ‘High’ 
and ‘Very High’. 
Analysis 
The results of the first activity were discussed amongst all involved stakeholders, so 
that synonyms could be identified. Overall, these research activities lead to a list of 
                                                          
29 Please refer to http://www.communityservices.qld.gov.au/seniors/ Accessed 24.10.2011 
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106 content items that are currently provided or should be provided by government 
as part of the franchise ‘Information for Seniors’. The list was then used as an input 
for the next phase to create the IAs consisting of multiple bundles.  
Content grouping workshops 
Description 
Prior to inviting seniors to participate in the workshops for Phase II, a workshop was 
conducted as a dry-run to fine-tune timing and activities. Additionally, QUT 
consulted with the Office of Seniors with regard to the labels used for the 106 
services. Certain items needed to be reworded as they did not describe a service, but 
rather an event or a situation. Once the wording of all content items was discussed 
and approved by the appropriate domain expert, the list was used to print multiple 
sets of cards for the following workshop. 
Overall 5 workshops were conducted in different regional areas of South East 
Queensland with 10 -12 participants. In particular, a workshop was conducted in 
Brisbane and West End on the 23rd of May, in Toowoomba on the 24th of May, in 
Ispwich on the 25th of May, and in Logan on the 27th of May. All workshops were 
executed in the same fashion. After an introductory exercise, which introduced 
participants to the concept of card sorting, participants were individually asked to 
group the 106 cards containing information and services into associated groupings 
that made sense to them. Typically this exercise took 60-90 minutes and was 
followed-up with individual debriefings of participants by the facilitators. The 
debriefings aimed at gaining additional insights into the participant’s mental models 
and the reason behind their bundles. Implicitly, the Researcher wanted to analyse if 
the already identified attributes have been consciously or unconsciously used to 
create their respective bundles and if there are additional attributes that might have 
been missed initially. Thus, QUT identified an initial list of questions that can be 
asked at different points in time during the workshop in order to analyse the 
utilisation of attributes. However, as a result of a discussion with SSQ, it was decided 
to only question participants after they finished the sorting activity to not influence 
the sorting activity. Due to time issues resulting from the ratio between facilitators 
and participants, it was decided to discuss only 3-4 main bundles with each 
participant. In particular, participants were asked for the bundle in focus why they 
grouped those cards together and which cards represents the overall theme of the 
group the best. Additionally, they were asked: 
• Did you follow any particular strategy when making your groups? 
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• Were there any cards you found difficult to group? (Why?) 
• Were there any cards you found easy to group? (Why?) 
• What would you consider a good grouping? 
Especially the last question was interesting to assess if any of the factors of the 
PSBQ model identified as part of the literature review were explicitly mentioned by 
participants. Answers to the questions were noted by the facilitators and audio 
recorded whenever possible.  
Participants were also asked to group the services based on their own priority into 
three predefined categories (‘High’, ‘Medium’, and ‘Low’). Once all cards had been 
sorted, participants were asked to further distinguish the cards in the ‘High’ category 
into ‘High’, and ‘Very high’. Furthermore, they were asked to group the services in 
three expected access channels (‘Online’, ‘Phone’, ‘Both’). Participants could either 
conduct the latter two activities individually or in pairs. 
Analysis 
Overall the Researcher was able to analyse the card sorting results of 58 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
Consequently, hierarchical clustering utilising the Ward's Algorithms and the Jaccard 
Coefficient to measure the similarity between two clusters has been applied to the 
data to analyse the resulting dendrogram as visualised in Fig. 30. The results were 
discussed in a workshop involving different stakeholder groups in order to 
commonly agree on groupings and labels. Factor analysis has also been conducted, 
but due to the inherent, limited visualisation of the results associated with this 
approach, results were not the primary source to identify service bundles. Thus, it 
was decided to primarily utilise the results of the cluster analysis during the initial 
conceptualisation of the bundles and revisit the results of the factor analysis during 
the creation of the final IA and the creation of content. At the end of the workshop a 
draft IA containing different bundles was identified as visualised in Fig. 31. 
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Fig. 30: Partial dendrogram for ‘Seniors‘ 
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Fig. 31: Citizen-driven draft information architecture for ‘Seniors‘  
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Alternatively, it was agreed to apply the provider-driven approach to service bundle 
identification to compare the purely citizen-driven architecture with an attribute-
driven architecture to evaluate differences in the perception of performance by 
citizens. Thus, initially all stakeholders tried to populate a spreadsheet that contained 
all attributes and their different facets on the horizontal dimensions and the 106 
services on the vertical dimension as visualised partly in Tab. 95. That endeavour 
turned out to be much more difficult than anticipated. Firstly, not all services could 
be populated with regard to attributes based on the nature of the service. For 
example, ‘Information about alternatives to the internet’ is totally independent from 
‘Co-occurrence’ and ‘Co-location’. Secondly, the values for each cell (attribute x 
service) were not standardised, which made it difficult to populate the spreadsheet 
individually and compute the inter-coder reliability. For example, ‘Information about 
getting a pet’ is related to the specific location one is living in as the service 
describes potential restrictions associated with getting a pet. Potential values might 
be ‘Home’, ‘Rental property’, ‘House’, ‘Building’, etc. The latter challenge could be 
managed by having one person populating the spreadsheet and discussing the values 
in a workshop.  
 
Service Name Location Type 
    Related-to Offer Consumption   
            
1 Information about hospital transfers Hospital Hospital Hospital Text 
2 
Getting access to an ambulance in 
emergencies Hospital Hospital NOT hospital Text 
3 
Information about alternatives to the 
internet       Text 
4 
Information for grandparents raising 
grandchildren       Text 
5 Support animals       Text 
6 Information about getting a pet Home     Text 
7 Being a grandparent       Text 
8 
Information about banking on the 
internet       Text 
9 Report discrimination       
Electronic 
form 
10 
Community, aged and disability 
services and carer support Home Home   Text 
11 
Car seat cost for grandchildren, or 
hire service       Text 
12 Information about financial services   Bank   Text 
Tab. 95: Service description based on already identified attributes 
However, a more generic problem emerged with regard to the final identification of 
bundles as there was no standardised approach in place. If services were similar with 
regard to multiple attributes, it was not clear how to decide, what services should be 
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packaged together. As described in chapter 5, the method prescribes that feasible 
bundles can be identified through the application of domain knowledge. Strategic 
considerations and business rules play a role in identifying feasible bundles. For 
example, “We want to offer customer-centric bundles in relation to the Easter 
Holiday Season”. However, in this case at hand these rules were not explicitly 
defined, which might be related to the nature of the bundling context (i.e. 
government). 
Nonetheless, based on the filled-out spreadsheet, it became obvious that all services 
could be associated with Events that everybody agreed on. Thus, primarily the 
stakeholders focussed on the identification of event-driven bundles. Implicitly, 
therefore, the rule was created that services should be bundled together, if they are 
related with regard to associated events, which were discussed as a group. Next to 
the association of services to bundles, it was also decided to name provider-driven 
bundles differently. In particular, it was decided that an active label best represents a 
response to an event as each event in a citizen’s life triggers an appropriate action. 
Internal stakeholders were contacted again to relate services on the list to events that 
they knew were related to seniors. Hereby, a provider-driven architecture was 
developed as visualised in Fig. 32. 
Therefore, two IAs were created based on the two different methods. One citizen-
driven IA based on the consumer research involving card sorting workshops and one 
provider-driven IA, which was inspired by events occurring in a citizen’s life 
associated with the scope of this franchise from the provider perspective. Both 
architectures were then utilised for Phase III. 
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Fig. 32: Provider-driven draft information architecture for ‘Seniors’  
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Customer interviews 
With regard to having a more detailed conversation about seniors’ interaction with 
government, their beliefs and expectations, 3 interviews were conducted with seniors 
on the 2nd of June and the 6th of June by DoC. Outcomes were irrelevant to the 
objective of this study. 
Evaluating service bundle quality 
Task creation 
Phase III aims at evaluating and testing the two different IAs and their contained 
bundles. Therefore, tasks or scenarios were developed that put the participant into a 
situation, in which s/he needed to find information about a certain topic. Ideas were 
created based on two sources. On the one hand, if the analysis of the dendrogram 
resulted in sensible clusters, but which contained an unexpected service, the service 
has been flagged to be tested further. Thus, the service was used to identify a task, 
which would make it necessary to find required information. On the other hand, a 
representative of DoC identified typical tasks that were of relevance for the specific 
customer segment, i.e. seniors. The tasks were then discussed with SSQ as well as 
QUT researcher to evaluate their suitability to test the IAs. 
The following tasks were identified to be of relevance and should be tested as listed 
in Tab. 96:  
ID Task 
1 You received an email from your bank asking you to complete a transaction online. You are 
unsure whether the email is authentic or not. Where would you find information to assist 
you? 
2 You have just turned 65 and your friend has told you to sign up for a Seniors Card. He said if 
you get a card, you will be able to get discounts for a range of products and services. Where 
would you go to apply for a Seniors Card? 
3 You are concerned about your elderly friend living alone with little human contact during the 
week. Find out whether there are any social groups in her area for senior citizens. 
4 Someone you are close to requires temporary respite care due to a recurring sickness. Where 
would you go to find out what services are available? 
5 You want to upgrade the bathroom to help your mobility but the cost is beyond what you can 
afford. Where would you go to find out what services are available to assist you?  
6 You have recently moved house and would like to find out where the nearest doctors and 
hospitals are located in your area. Where would you go to find this information?  
7 You recently inherited some money from a deceased relative and wish to discuss your 
options with a lawyer. Where would you go to find help?  
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8 You suspect a good friend of yours may be suffering from depression. Where would you go 
to find what help is available? 
9 You are approaching retirement and are considering moving into a unit near the beach. You 
would like to find some advice about downsizing after retirement. Where would you find 
this? 
10 You are caring for a sick friend at her home. You want to keep the correct ambulance and 
emergency phone numbers within easy reach. Where would you find these? 
11 You recently lost your Seniors Go Card and need to find out how to get a replacement. 
Where would you expect to find this information? 
12 You are thinking about getting a part time job to supplement your superannuation income. 
It’s been 5 years since you’ve worked. Where would you find information to about what 
training you may need? 
13 You would like to find some information about changing your will. Where would find expect 
to find this? 
14 Your son is the primary carer of his 2 children. He has asked you to take care of them 4 days 
a week because he can’t afford childcare. Where would you go to find out if there is any 
support available for you? 
15 You would like to become more involved in your community by offering to help out at a 
homeless shelter once a week. Where would you find information about this? 
16 You want to find out if there is a Neighbourhood Watch program for your street. Where 
would you find this? 
17 You need to ring the police about suspected criminal activity in your street. Where would you 
find the right number to call? 
18 You would like to talk to someone about investment options for your superannuation. Where 
would you expect to find this information? 
19 You recently purchased an expensive but faulty product. The company you bought it from is 
refusing to give you a full refund. Where can you go to find assistance? 
20 Your elderly friend has asked for help with some weekly cooking & cleaning chores. Where 
can you go to find out if there are any services available? 
21 You are caring for your elderly friend who is needing more and more assistance every day. 
Where would you find out about assistance available for carers? 
22 You want to join a self-defence course for seniors. Where would you find this information? 
23 You want to get fit and would like to find a good exercise program to get you started. Where 
would you find this? 
24 You want to find out what events are happening around Brisbane on the weekend. Where 
would you find this? 
25 You are interested in learning how to use email so you can stay in touch with family. Where 
would you expect to find information on this? 
26 You want to go on a holiday in North Queensland. Where would you find information about 
popular locations? 
Tab. 96: Tasks for testing the draft IAs for ‘Seniors’  
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Testing 
The testing was done in two rounds. During the first round, both IAs were evaluated 
by face-to-face meetings with participants, who each tested one of the two IAs 
individually and were asked to think aloud. Additionally, in the face to face testing, 
facilitators collected qualitative data by taking notes of participant’s thoughts, 
decision-making processes and problems they encountered when completing the 
tasks. After the participants finished the tasks, a shorter version of the questionnaire 
presented in chapter 5.5 was provided to them, which was supposed to provide 
information about how participants perceive the quality of the service bundles. Thus, 
the questionnaire was presented to the participant, which rated statements EFF1, 
EoU1, FAM2, NAV1, NAV2, ORG1, ORG2, ORG3, and SAT1on a 5-point Likert 
scale.  
Following Lewis, et al. (2005), the ‘Information for Seniors’ franchise was used as 
the means to pre-test the PSBQ instrument. A pre-test is used “to get empirical 
feedback from a highly controlled sample to assess the appropriateness of the 
original instrument” (B. R. Lewis, et al., 2005, p. 392), in order to assess its format, 
content, understandability, terminology, and ease and speed of completion. As the 
Researcher had no prior experience with introducing a questionnaire at this stage of 
the research, the administration of the full questionnaire was not considered, but only 
the provision of specifically chosen questions. The Researcher included questions in 
the questionnaire, which were considered to incorporate potentially unclear 
terminology. Furthermore, the utilisation of a reduced set of questions was due to the 
specific audience of the franchise as it was not known how long it would take a 
senior citizen to complete the overall set of activities associated with Phase III.  
Once the participants finalised the questionnaire, the alternative IA was presented 
that they did not use for finding information related to the tasks. Again, they were 
asked to fill out the questionnaire. However, they did not go through the tasks again. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test which they completed at their own computer without a 
given timeframe. Hereby, they only had to go through one IA. However, the 
questionnaire was not included for remote users. 
Testing 
For the first round, 11 participants were invited to test either one of the two IAs on 
the 23rd of June. Thoughts were recorded and the questionnaire was provided after 
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the successful completion of the survey. Furthermore, 20 remote participants 
completed the testing for the first round. 
Objective results 
Overall, the citizen-driven draft IA had a higher success rate than the provider-driven 
draft IA. However, the provider-driven draft IA had a higher overall directness score. 
This indicates that participants were more confident answering tasks using the 
provider-driven draft IA but had lower success when choosing their answer 
compared with the citizen-driven draft IA. 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 97. 
IA Metric Overall Upper limit Lower limit 
Citizen-driven Success 71% 76% 65% 
Citizen-driven Directness 76% 81% 70% 
Provider-driven Success 55% 60% 50% 
Provider-driven Directness 80% 84% 76% 
Tab. 97: Success and Directness scores of the IAs for ‘Seniors’ 
However, it should be noted that the overall success and directness scores serve only 
as a guide to the robustness of the IA. These do not necessarily indicate that one IA 
is ‘better’ than the other. ‘Success’ depicts in how far the designer’s opinions about 
where certain content should live is congruent with the citizen’s opinion. 
‘Directness’ is very much influenced by each individual’s behaviour with regard to 
deciding where certain content should live. During the face-to-face sessions it 
become quite obvious that some participants like to explore all possible locations for 
the content in question (i.e. they clicked around), which influences the directness 
score very much, but does not per se lead to the conclusion that the IA is ‘bad’. 
Granular analysis of individual task results is the most effective method for 
identifying and resolving problems and issues in an IA. 
Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 98 for the citizen-driven and 
provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
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times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability.  
IA Lowest observed 
time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-driven 13.53 16.23 25.48 28.57 42.3 
Provider-driven 7.8 13.4 18.56 22.25 32.93 
Tab. 98: Time taken to complete tasks related to the provider-driven IA for ‘Seniors’ 
As such, the presented values regarding the time taken to complete the tasks related 
to the two IAs should only be analysed with great care. 
Subjective results 
Based on the analysis of the 11 questionnaires that were received from participants 
during the face-to-face sessions, the following overview of the results was developed 
(please refer to Tab. 99 and Tab. 100). The statements were rated by participants on a 
scale from 1 to 5 (‘Strongly disagree’ to ‘Strongly agree’).  
Items N Minimum Maximum Mean Std. Deviation 
EFF1 5 3 5 4.00 .707 
EoU1 5 3 5 4.20 .837 
FAM2 5 2 4 3.60 .894 
NAV1 5 2 5 4.00 1.225 
NAV2 5 4 4 4.00 .000 
ORG1 5 3 5 4.40 .894 
ORG2 5 3 5 4.20 .837 
ORG3 5 3 4 3.60 .548 
SAT1 5 3 5 4.20 .837 
Valid N (listwise) 5     
Tab. 99: Descriptive statistics for the provider-driven IA for ‘Seniors’ 
Items N Minimum Maximum Mean Std. Deviation 
EFF1 6 2 5 4.00 1.095 
EoU1 6 2 4 3.67 .816 
FAM2 6 2 4 3.17 .983 
NAV1 6 2 5 4.17 1.169 
NAV2 6 2 5 3.67 1.033 
ORG1 6 2 5 3.67 1.033 
ORG2 6 2 5 3.50 1.225 
ORG3 6 2 4 3.17 .753 
SAT1 6 2 5 3.67 1.033 
Valid N (listwise) 6     
Tab. 100: Descriptive statistics for the citizen-driven IA for ‘Seniors’ 
Although any tries to generalise the results would fail due to the very limited sample 
size, the provider-driven IA received higher scores with less variability in all except 
one case (i.e. NAV1), although the ‘Success’ rate was lower as described previously, 
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which underlines the statement that the Directness and Success scores not necessarily 
should lead to the conclusion that one IA is better than the other. 
After key design changes were applied to a single, refined IA, second round testing 
commenced on the 28th of June with 5 face-to-face participants. No remote testing 
were conducted at this stage. As the testing of the consolidated IA is not of primary 
interest to this study, it is omitted at this stage. 
C.b Emergency Services & Safety 
Overview 
The franchise 'Emergency Services & Safety' (ESS) is owned by the Department of 
Community Safety (DCS). Key stakeholders that were involved in the research for 
this franchise were representatives of DCS, SSQ, and the research team of QUT.  
As described previously, Phase 0 aims at identifying relevant personas or citizen 
groups that can be used to guide the recruitment process participants for the 
subsequent phases and activities. For this franchise, an explicit stakeholder workshop 
was conducted at the Emergency Services Complex at Kedron on the 12th of July 
2011. Goals, beliefs, behaviours, activities, or problems of representative citizens 
were identified by 21 staff of DCS and were then noted individually on index cards. 
As soon as no new cards were created anymore, each card was discussed as a group 
and duplicates were identified. After each card was read out and discussed, the 
workshop session was brought to a closure and the research team identified 
appropriate personas and citizen groups, which were then presented to the 
stakeholders for feedback. 
Based on the workshop it was decided that the following Phases should include two 
primary target audience groups that are addressed independently, namely citizens, 
and volunteers/staff, so people who require certain services and people who 
potentially provide some of these services.  
Applying service bundling methods 
Once DCS and SSQ identified the demographic characteristics of the target audience 
of the franchise and the appropriate contacts to reach the target audience, several 
activities were conducted to identify a comprehensive list of information and services 
that are currently provided and identified to be sought after by the target audience of 
this franchise and derive two alternative IAs. 
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Content scan 
A content scan and analysis of the current online information with regard to 
information relevant for emergency and safety information and services has been 
conducted by DCS to identify a list of services that are currently provided. Thus, the 
current website30 for emergency and safety managed by DCS was analysed, which 
resulted in 88 distinct content items.  
Content research workshop 
Two workshops have been conducted in Brisbane on the 15th of July 2011 for 2 
hours each that aimed at identifying current events in participants’ lives, future plans, 
and services that participants currently access in order to identify existing needs 
towards government. The first workshop invited 11 citizens, who were recruited by a 
MR company. Based on the identified characteristics of the target audience in Phase 
0 workshop participants represent age ranges 26-65+ with a even spread in regards to 
gender and online usage experience. However, at least 50% of the participants have 
some experience with regard to interacting with government online. Participants with 
disabilities and who identify with Indigenous background were also included.  
For the first activity, three groups were created and participants were randomly 
assigned one of the groups. Each participant was then given a list with all franchises 
(incl. ESS) and was asked to discuss in their groups the meaning of ESS, as well as 
what kind of information and services they would expect to be associated with that 
subject while avoiding topics and services that they felt are more strongly associated 
with a different subject area listed.  
After discussions in the groups reached a consensus the results were presented to the 
room and collated on a whiteboard. During the following break broad topic areas 
were identified based on participant contributions and presented to the room 
afterwards. Broad topic areas were ‘Before a disaster’, ‘During a disaster’, and ‘After 
a disaster’ as well as ‘Information about disasters’. The first three topic areas were 
then distributed amongst the three groups and each group was asked to think about 
recent events and the current situation in one’s life, and write down: 
• What’s important to you now 
• What challenges have you faced (relating to that topic) 
• The services you access (either government or non-government) 
                                                          
30 Please refer to http://www.emergency.qld.gov.au/ Accessed 06.12.2011 
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• Your plans for the future (relating to that topic) 
The identified services were then discussed in the groups and noted on index cards. If 
participants felt not comfortable discussing, or writing down an issue, they were 
asked to let a facilitator know and these cards were collected separately and kept 
private. Subsequently, the results of each team were presented to the room and the 
other teams were asked if they identified similar items or services and if anything is 
missing from their perspective. Responses were collected and after the discussion, 
the session was brought to an end. 
For the second workshop, 10 volunteers were invited through internal contacts within 
DCS to identify their needs and expectations. Activities were exactly the same and 
resulted in similar findings.  
Overall, these research activities lead to a list of 116 services that are currently 
provided or should be provided by government as part of the franchise ‘Emergency 
Services & Safety’. The list was then used as an input for the next phase to create the 
IA consisting of multiple bundles. 
Content grouping workshops 
Description 
Prior to inviting citizens and volunteers to participate in the workshops for Phase II, 
representatives of DCS labelled the 117 topic cards, so that there readability and 
understandability (from the point of view of DCS) could be ensured. Representatives 
of SSQ then checked the labels to ensure their citizen-centricity.  
Due to limited resources in comparison to DoC’s budget, 2 workshops were 
conducted in Brisbane on the 25th of July 2011. The first workshop was visited by 14 
participants recruited by a MR company along the same constraints as already 
presented in the previous section for the workshop in Phase I. The second workshop 
was visited by 9 volunteers/staff that were contacted by DCS to be invited to the 
workshop.  
After an introductory exercise, which introduced participants to the concept of card 
sorting, participants were individually asked to group the 117 information and 
services into associated groupings that made sense to them. They were allowed to put 
cards in more than one group by creating duplicates, to re-word cards if they thought 
they should be labelled differently, to re-word labels for groupings, and to create sub-
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groupings. Typically this exercise took 90 minutes. An explicit debriefing was not 
conducted due to DCS’s limited resources. 
Additionally, participants in the Phase II were asked to conduct a closed card sort 
utilising the titles of the 17 franchises as categories. It was intended to analyse in 
how far the services and topics created by participants in Phase I were perceived by 
another sample of participants as being relevant to ESS.  
Participants were also asked to group the services based on their own priority into 
three predefined categories (‘High’, ‘Medium’, and ‘Low’). Once all cards had been 
sorted, participants were asked to further distinguish the cards in the ‘High’ category 
into ‘High’, and ‘Very high’. 
Analysis 
Overall the Researcher was able to analyse the card sorting results of 23 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
Consequently, hierarchical clustering utilising the Ward's Algorithms and the Jaccard 
Coefficient to measure the similarity between two clusters has been applied to the 
data to analyse the resulting dendrogram as visualised in Fig. 33. Again, factor 
analysis was conducted, but not utilised for the conceptualisation of the IAs, but 
potentially for the following creation of content.  
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Fig. 33: Partial dendrogram for ‘ESS‘  
The results have been discussed in a workshop involving different stakeholder 
groups in order to commonly agree on groupings and labels. At the end of the 
workshop a draft IA containing different bundles has been identified as visualised in 
Fig. 34. As DCS assumed at this stage that the content within each bundle does not 
need to be structured further, the citizen-driven IA has only 1 level.  
As an alternative, a provider-driven architecture has been identified as well. DCS 
created an initial architecture containing multiple bundles that related to events that 
commonly lead to citizens contacting DCS. The initial draft has then been discussed 
with all stakeholders with regard to potential gaps, labelling, and understandability. 
The outcome of the discussion is visualised in Fig. 35. Both architectures have been 
used as an input for Phase III.  
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Fig. 34: Citizen-driven draft IA for ‘ESS’  
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Fig. 35: Provider-driven draft IA for ‘ESS’  
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Customer interviews 
As indicated, due to limited resources DCS did not conduct customer interviews to 
details citizen’s beliefs and attitudes towards ESS.  
Evaluating service bundle quality 
Task creation 
Phase III aims at evaluating and testing the two different IAs and their contained 
bundles. Therefore, tasks or scenarios were developed by DCS that put the 
participant into a situation, in which s/he needed to find information about a certain 
topic. Again, ideas were created based on two sources. On the one hand, if the 
analysis of the dendrogram resulted in sensible clusters, but which contained an 
unexpected service, the service has been flagged to be tested further. Thus, the 
service was used to identify a task, which would make it necessary to find required 
information. On the other hand, a representative of the DCS identified typical tasks 
that were of relevance for the specific customer segment. The tasks were then 
discussed with SSQ as well as QUT researcher to evaluate their suitability to test the 
IAs. 
The following tasks were identified to be of relevance and should be tested (please 
refer to Tab. 101:  
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ID Task 
1 How can I hire a baby capsule through the Ambulance service? 
2 Where can I find maps showing areas close to where I live that flooded in the past? 
3 Who can I contact to organise a workplace health and safety inspection? 
4 How do I get a permit to light a campfire? 
5 What type of smoke alarms should I buy and where I should install them?  
6 Where can I find contact details for my local community neighborhood watch group? 
7 In what circumstances should I call Triple Zero, and what will happen when I call? 
8 How can I get details of roads that are closed as a result of emergency situations? 
9 Where can I find out about emergency services career options? 
10 How do I register to become a volunteer with my local SES group? 
11 Which agency is responsible for cleaning up large chemical spills? 
12 I’m working on a school project about extreme weather and need some general information 
about recent cyclones and how they have affected Queensland. 
13 What can I do to make my home safer in the lead up to bushfire season? 
14 What are the chances of a major earthquake and tsunami affecting coastal areas of 
Queensland? 
15 How do I put together an emergency evacuation plan for my family? 
16 What should I gather together to include in a household emergency kit? 
17 How I can find out what the safest evacuation route is? 
18 What is the most effective way to sandbag my home in preparation for a possible flood? 
19 How can I make a donation to support volunteer emergency response groups in my area? 
20 What is the process for reporting missing family members after a disaster? 
21 Who should I contact to arrange removal of debris from around my home following a severe 
storm or cyclone? 
22 How do I apply for financial support after a disaster? 
23 How do I register to get SMS disaster alerts through the Early Warning Network? 
24 What are the categories of bushfire warnings and what actions should be taken for the most 
severe categories? 
25 What is the role of Queensland Police during a disaster? 
Tab. 101: Tasks for testing the draft IAs for ‘ESS’  
Testing 
The testing was again done in two rounds. During the first round, both IAs were 
evaluated by face-to-face meetings with participants, who each tested one of the two 
IAs individually and were asked to think aloud. Additionally, in the face to face 
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testing, facilitators collected qualitative data by taking notes of participant’s 
thoughts, decision-making processes and problems they encountered when 
completing the tasks. After the participants finished the tasks, the questionnaire that 
was supposed to provide information about how participants perceive the quality of 
the service bundles was presented. Implementing the ‘Lessons Learned’ from the 
previous research related to the previous franchise, the participant was presented 
with a 26-item questionnaire that assessed the perceived quality of the bundles 
contained in the architecture on a 7-point Likert scale. In comparison to the research 
related to the previous AR cycle the second IA was not presented to the participants 
as results have been found to be heavily biased based on the previous experience 
with the alternative structure/questionnaire.  
Following Lewis, et al. (2005), the ‘Emergency Services & Safety’ franchise was 
used as the means to pilot the PSBQ instrument to further “purify the instrument”. 
“The pilot test is a ‘dress-rehearsal’ of the instrument with a small sample” (B. R. 
Lewis, et al., 2005, p. 392). Participants were asked to comment on any items that 
were unclear or if anything was missing. Including the questionnaire as part of the 
online survey worked quite well from a technical perspective.  
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test which they completed at their own computer. The 
questionnaire was also filled out by remote participants. 
Testing 
For the first round, 12 participants were invited to test either one of the two IAs on 
the 7th and 8th of September 2011. Participants were recruited by a MR company 
along the same constraints as utilised previously. Thoughts were recorded and the 
questionnaire was provided after the successful completion of the survey. 
Furthermore, 14 remote participants completed the survey for the first round. More 
testing was focussed on at a later stage.  
Objective results 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 102. 
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IA Metric Overall Upper limit Lower limit 
Citizen-driven Success 60% 65% 54% 
Citizen-driven Directness 100% 100% 98% 
Provider-driven Success 61% 66% 56% 
Provider-driven Directness 77% 81% 72% 
Tab. 102: Success and Directness scores of the IAs for ‘ESS’ 
The Directness score is naturally higher for the citizen-driven IA as the IA just 
contained one level. Thus, no participant had to go back up the tree, when he wanted 
to change his answer. Henceforth, comparing the Directness scores for both IAs is 
rather meaningless. Regarding the Success scores of both IAs, the provider-driven IA 
performed slightly better, although being more complex with two levels. However, 
as already mentioned previously, in order for the system to calculate this score, the 
designer of the survey needs to define the ‘right’ branch of the tree with regard to 
each task. Thus, the Success score rather represents the relative consensus between 
what the designer and the user regard to be ‘correct’.  
Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 103 for the citizen-driven and 
provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability.  
IA Lowest observed 
time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-driven 6.35 14.12 20.43 42.23 53.82 
Provider-driven 12.2 15.55 22.72 34.92 74.35 
Tab. 103: Time taken to complete tasks related to IAs for ‘ESS’ 
As such, the presented values regarding the time taken to complete the tasks related 
to the two IAs should only be analysed with great care. However, as the statistical-
riven IA just contained one level, participants finished in general a little earlier 
utilising the citizen-driven IA in comparison to the provider-driven IA. 
Subjective results 
Although 12 participants evaluated the citizen-driven IA, the Researcher was only 
able to use 10 questionnaires for further analysis. Tab. 104 visualises selected 
descriptive statistics for answers provided for the 26-item questionnaire. FAM2 and 
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ORG2 are left out as they are only applicable for IAs containing bundles on more 
than two levels.  
Items N Minimum Maximum Mean Std. Deviation 
NAV1 10 4 7 5.80 .789 
NAV2 10 4 7 5.40 .966 
NAV3 10 4 7 5.70 .823 
EFF1 10 2 6 4.80 1.317 
EFF2 10 3 7 5.10 1.287 
EFF3 10 4 7 5.20 .919 
FAM1 10 4 7 5.90 .994 
FAM3 10 4 7 5.80 .919 
EoU1 10 2 7 5.20 1.874 
EoU2 10 2 7 5.20 1.687 
EoU3 10 5 7 6.00 .667 
ORG1 10 2 7 4.80 1.317 
ORG3 10 3 7 4.70 1.160 
ORG4 10 3 7 4.60 1.350 
ORG5 10 3 6 5.20 1.033 
QUA1 10 1 7 4.40 2.011 
QUA2 10 3 7 4.90 1.101 
QUA3 10 4 7 5.30 1.059 
SAT1 10 4 7 5.30 .949 
SAT2 10 2 7 4.70 1.494 
SAT3 10 4 7 5.20 1.033 
BI1 10 2 7 4.80 1.619 
BI2 10 2 7 4.60 1.506 
BI3 10 3 7 4.50 1.354 
Valid N (listwise) 10     
Tab. 104: Descriptive statistics regarding the citizen-driven IA for ‘ESS’ 
Based on 14 usable questionnaires the Researcher was able to calculate the following 
descriptive statistics (please refer to Tab. 105) that provide a condensed overview of 
the provided answers regarding the 26-item questionnaire for the provider-driven IA.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 14 1 6 5.14 1.406 
NAV2 14 1 6 4.86 1.562 
NAV3 14 2 7 5.00 1.468 
EFF1 14 2 7 4.86 1.610 
EFF2 14 1 6 4.93 1.592 
EFF3 14 2 7 4.86 1.512 
FAM1 14 2 7 5.29 1.326 
FAM2 14 2 6 4.43 1.555 
FAM3 14 2 7 5.36 1.277 
EoU1 14 3 7 5.36 1.082 
EoU2 14 2 7 4.64 1.393 
EoU3 14 3 7 5.79 1.122 
ORG1 14 1 7 4.71 1.939 
ORG2 14 2 6 4.71 1.383 
ORG3 14 2 6 4.71 1.590 
ORG4 14 2 6 4.57 1.505 
ORG5 14 2 7 4.93 1.542 
QUA1 14 2 6 4.57 1.697 
QUA2 14 1 6 4.29 1.729 
QUA3 14 1 7 4.29 2.054 
SAT1 14 1 6 4.36 1.781 
SAT2 14 1 7 4.57 1.742 
SAT3 14 2 6 4.64 1.598 
BI1 14 1 7 4.07 2.093 
BI2 14 2 7 4.50 1.829 
BI3 14 2 6 4.71 1.637 
Valid N (listwise) 14     
Tab. 105: Descriptive statistics regarding the provider-driven IA for ‘ESS’ 
Comparing both statistics, although not claiming any statistical generalisability, 
variability of answers with regard to the statements is in general lower for the 
citizen-driven IA except for ‘Ease of Understanding’ and ‘Quality’. Analysing the 
means of the answers for the statements with regard to the two different IAs only 
‘Navigation’ and ‘Familiarity’ are uniformly higher in the citizen-driven IA than in 
the provider-driven IA.  
However, it should be noted that having only one level of depth for the citizen-driven 
IA as decided on by DCS, makes a fair comparison between the performances of the 
two IAs difficult. ‘Navigation’ is naturally expected to be perceived to be better in 
the citizen-driven IA as participants did not have to go back in the tree etc. The same 
is true for ‘Familiarity’, as the less complex structure is easier to learn and 
remember. However, in terms of the logical organisation of the bundles and ‘Ease of 
Understanding’, results were not as clear, hinting at potential shortcomings of the 
simpler IA.  
After key design changes were applied to a single, refined IA, second round testing 
commenced on the 5th of October with 9 remote participants. Face-to-face meetings 
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were not scheduled at this stage. As the testing of the consolidated IA is not of 
primary interest to this study, it is omitted at this stage. 
C.c Community Support 
Overview 
The ‘Community Support’ (CS) franchise is also owned by the Department of 
Communities (DoC). Thus, the project team of that specific department needed to 
develop a Community Support web franchise that will provide part of a new 
government approach for a consistent and seamless service delivery within the online 
channel. Therefore, key stakeholders that were involved in the research for this 
franchise were representatives of DoC, SSQ, and QUT. 
As Phase 0’s intended outcome is an understanding of existing personas and 
customer group that are relevant to the franchise in focus. Thus, a stakeholder 
customer group workshop was conducted with 9 relevant stakeholders in government 
in Brisbane on the 24th of June 2011. As part of this workshop participants were ask 
to think about some of their clients and the reasons why they engage with 
government. The intent was to elicit beliefs, goals, and events that are related to the 
reason why relevant clients contact government with regard to community services. 
Each participant was given time to note relevant drivers on sticky notes. After 
saturation was reached the facilitator asked each participant to present one of his 
notes, which was then discussed as a group to identify similar notes. Once no more 
notes were open for discussion, all notes were collated and aggregated after the 
session. Complementing the workshop relevant demographic information was 
gathered from Hitwise and whole-of-government customer groups and personas. 
Based on these sources, relevant personas and customer groups were identified and 
approved by stakeholders. 
Subsequently, DoC and SSQ identified associations, action groups and organisations 
that had access to representative customers of the Community support target 
audience. The following organisations were engaged to recruit participants: 
• Lifeline 
• Anglicare 
• Max Employment 
• Children of Dreaming 
• Open Doors Youth Service 
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• Gladstone Regional Council 
• Red Cross 
• Uniting Care 
• Neighbourhood Centres in regional areas 
Applying service bundling methods 
Once DoC and SSQ identified the demographic characteristics of the target audience 
of the franchise and the appropriate contacts to reach the target audience, several 
activities were conducted to identify a comprehensive list of information and services 
that are currently provided and identified to be sought after by the target audience of 
this franchise and derive two alternative IAs. 
Content scan 
Activities contained in Phase I aim at identifying a relevant list of information and 
services that are relevant for the identified customer group of Phase 0. Thus, DoC 
conducted a content scan of the existing CS web presence31 to identify items that the 
franchise will be required to provide also as part of the franchise and content that is 
accessed regularly by citizens, which resulted in 72 distinct content items.  
Content research workshop 
Description 
In addition to the content scan, a content research workshop was conducted with 12 
participants in Brisbane on the 20th of July 2011, which lasted for approximately 2 
hours.  
Firstly, a scoping activity was conducted. Participants were asked what ‘community’ 
means to them in order to get familiar with the topical scope of the workshop. Thus, 
this activity was conducted similar to a brainstorming session. They called out 
multiple understandings of the term, which were collated on a white board. After 
several minutes, when the facilitators felt that a point of saturation was reached, the 
activity was stopped and participants were asked to focus on the kinds of services, 
information or assistance that they would expect to access from their community and 
what the government’s role is in the community.  
                                                          
31 http://www.communities.qld.gov.au/communityservices/community-support Last accessed 
29.12.2011 
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Each participant was asked to note their ideas on index card; one idea per card, such 
as “Local walking groups to meet new people”. Each card should contain only a 
short phrase to get the point across. After participants could not generate more ideas, 
each card was discussed with the group and cards were collated that had the same 
meaning. If cards needed clarification, they were discussed as a group, so everybody 
had the same understanding of each card for the next activity after the break. 
During the break, all cards with unique meaning were converted into an electronic 
format and printed 12 times, so that at the end of the break, 12 piles of cards were 
received, which contained services and information identified as part of the content 
scan as well as the services generated during the last activity. 
One pile of cards was then given to each participant, who was asked to conduct a 
closed card sort. The categories reflected all of the QG’s franchises. This activity, 
therefore, intended to elicit if participants felt that services are really related to the 
‘Community Support’ franchise or if it is rather related to another franchise.  
Analysis 
Overall, these research activities lead to a list of 119 services that are currently 
provided or should be provided by government as part of the franchise ‘Community 
Support’. The list was then used as an input for the next phase to create the IA 
consisting of multiple bundles. 
Content grouping workshops 
Description 
Prior to inviting citizens to participate in the workshops for Phase II, representatives 
of DoC labelled the 119 topic cards, so that there readability and understandability 
(from the point of view of DoC) could be ensured. Representatives of SSQ and QUT 
then checked the labels to ensure their citizen-centricity.  
Phase II aimed at bringing structure to these 119 content items. Thus, 4 content 
grouping workshops with 10-15 representative customers engaging a broad range of 
demographics in the CS target audience across regions in Queensland were 
conducted. On the 12th of August 2011 the first workshop was held in Brisbane with 
16 participants; on the 15th of August a workshop was held in Rockhampton with 4 
participants; on the 16th of August a workshop was held with 16 participants in 
Emerald; and on the 18th of August the last workshop was held in Ipswich with 14 
participants. 
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After a short introductory exercise that ensured participant’s understanding of card 
sorting, participants were asked to group the 119 information and services (topic 
cards) into associated groupings that made sense to them. They were allowed to put 
cards in more than one group by creating duplicates, to re-word cards if they thought 
they should be labelled differently, to re-word labels for groupings, and to create sub-
groupings. This activity helped understanding how people think about content 
groupings and categories. 
After the card sorting activity, facilitators asked each participant about the strategy 
they used for grouping the topics. They were also asked about key events in their life 
which prompted them to access community support services. Furthermore, they had 
the opportunity to remark or comment on any other parts of the exercise that was 
easy, difficult, etc. 
Subsequently, the relative importance that each participant contributed to each 
individual card was also assessed. Therefore, participants conducted a closed card 
sort with the same 119 cards having to sort the cards into 5 categories, namely ‘Very 
high’, ‘High’, ‘Medium’, ‘Low’ and ‘Very low’. This activity was also conducted 
individually except in cases when participants rather desired to conduct the activity 
in pairs. In those cases, participants were told to reach a consensus before relating 
one card to one group. 
Finally, participants were asked to categorise (in pairs) the topic cards into three 
expected access channels: ‘Online (including social media)’, ‘Phone’, or ‘Both’.  
Analysis 
Overall the Researcher was able to analyse the card sorting results of 50 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
Consequently, for the first method hierarchical clustering utilising the Ward's 
Algorithms and the Jaccard Coefficient to measure the similarity between two 
clusters has been applied to the data to analyse the resulting dendrogram as 
visualised in Fig. 36. Additionally, factor analysis has been conducted, but as before, 
the results were only complementary and will rather be used in the next stage of 
research. 
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Fig. 36: Partial dendrogram for ‘CS‘  
The results have been discussed in a workshop involving different stakeholder 
groups in order to commonly agree on groupings and labels. At the end of the 
workshop a draft IA containing different bundles has been identified as visualised in 
Fig. 37.  
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Fig. 37: Citizen-driven draft IA for ‘CS’ 
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As an alternative, a provider-driven architecture has been identified as well. As 
especially citizens were asked about events in their life or someone close to them that 
required services in the scope of CS, the provider-driven IA was built very much 
aligned with the user-centric paradigm. In addition, DoC and QUT conducted several 
telephone interviews with citizens to deepen the understanding about relevant events 
and the associated services utilised (please refer to next section). Again, services 
were associated with the identified events and the alternative IA was developed. The 
initial draft has then been discussed with all stakeholders with regard to potential 
gaps, labelling, and understandability. The outcome of the discussion is visualised in 
Fig. 38. 
Customer interviews 
The project team conducted 5 customer telephone interviews between the 1st of 
September 2011 and the 15th of September 2011. Participants were selected based on 
the documented personas from Phase 0. 
Participants were asked questions regarding the following: 
1. Major events in their lives that prompted them to access community support 
services 
2. Steps they took to access those services 
3. Beliefs and opinions about government and non-government organisations 
4. Preferred interaction channels with government  
5. Internet and technology use and experience 
From the customer interviews and participant debriefings, a list of events was 
collected, which prompted participants to access community support services: 
• Natural disasters (flood, cyclone, storms, drought) 
• Divorce or separation 
• Becoming a carer (of children or adults) 
• Becoming homeless or needing public housing 
• Living with a disability 
• Immigration 
• Dealing with an addiction 
• Losing a job 
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• Being diagnosed with a health problem 
• Adopting a baby 
• Gender transition 
• Counselling (depression, flood de-briefing counselling) 
• Working at a non-government organisation 
An events-based IA model has been utilised successfully in some government 
websites in Australia and abroad. 
Testing with the events-based draft IA provided a valuable comparative analysis into 
how customers find information and services and the pathways they take to reach 
their goals.
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Fig. 38: Provider-driven draft IA for ‘CS’ 
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Evaluating service bundle quality 
Task creation 
As for the other franchises, Phase III aims at testing the two alternative IAs 
containing different bundles of services. Therefore, tasks or scenarios were 
developed that put the participant into a situation, in which s/he needed to find 
information about a certain topic. Ideas were created based on two sources. On the 
one hand, if the analysis of the dendrogram resulted in sensible clusters, but which 
contained an unexpected service, the service has been flagged to be tested. Thus, the 
service was used to identify a task, which would make it necessary to find required 
information. On the other hand, a representative of DoC identified typical tasks that 
were of relevance for the specific customer segment related to community support. 
The tasks were then checked by QUT and SSQ with regard to their applicability and 
understandability. 
The following tasks were identified to be of relevance and should be tested as 
visualised in Tab. 106: 
ID Task 
1 You are feeling the pressure of cost of living increases and are looking for ways to save 
money. Where would you look for energy concession schemes? 
2 You want to set up an area for local artists to work together to produce some public artwork. 
Where can you find out what building space is available? 
3 You are a coordinator of a non-government organisation. You would like to know how to 
apply for new, faster computers for your staff to use. 
4 A friend of yours was affected emotionally by the January floods and would like to talk to 
someone about it. Where could he go for help? 
5 A co-worker of yours is undergoing a gender transition from male to female and is looking 
for legal advice about how to get some documentation altered. Where would you go to find 
this information for her? 
6 You know that a child is experiencing physical violence at home. Where would you go to 
report abuse? 
7 You would like to know which local medical centres are open 24 hours in your area. How 
would find this information? 
8 You are conducting a uni research project about young people where you will be interacting 
with kids under 18. Where would you go to sign up for a Blue Card? 
9 You would like to give your time to help others in your local area. Where would you go to 
find volunteering opportunities? 
10 You organisation is funding a new service to help young people at risk of self harm or 
suicide. Where would you look to read about similar programs that are currently running? 
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11 You have recently moved to a new city in Queensland. Where would you find a list of your 
nearest libraries? 
12 You are assisting a young Sudanese couple settle into their new neighbourhood. Where 
would you go to find services available to them? 
13 You and your partner are interested in becoming carers for young people. Find out what 
eligibility criteria you will have to meet. 
14 Where would you look for child care rebates? 
15 You want to meet new people by joining a walking group. How would you find out what’s 
available? 
16 You are supporting a single father who has a gambling addiction. Where would you go to 
find help for him? 
17 You receive a letter in the mail saying a new road could be built right through your local 
park. You are against this and would like to have your voice heard. Where would you go? 
18 You are passionate about helping at-risk young people and would like to start a non-
government organisation to provide services. What steps do you have to take? 
19 A member of your family is currently going through a divorce and would like to get a second 
opinion on some legal advice they were given. Where could they look for this? 
20 As a manager of a non-government organisation (NGO), you are trying to build better 
relationships with other local NGOs to improve services for your clients. Where would you 
look to find some networking opportunities? 
21 You are a youth worker and need to help a 16 yr old boy who has run away from home. 
Where can you find details for safe places he can spend the night? 
22 You want to find out where the mobile phone towers are in your local area. Where would you 
find this information? 
23 Where would you find information about how to avoid social isolation? 
24 Where would you find support services for victims of domestic violence? 
25 You work at a non-government organisation. You want to express your opinion on a new law 
that the Queensland Government has passed that affects your work. How would you do this? 
Tab. 106: Tasks for testing the draft IAs for ‘CS’  
Testing 
The testing was again done in two rounds. During the first round, both IAs were 
evaluated by face-to-face sessions. The participants each tested one of the two IAs 
individually and were asked to think aloud. Additionally, in the face to face testing, 
facilitators collected qualitative data by taking notes of participant’s thoughts, 
decision-making processes and problems they encountered when completing the 
tasks. After the participants finished the tasks, the questionnaire was presented. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test which they completed at their own computer without a 
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given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire at the end.  
Testing 
For the first round, 11 participants were invited to test either one of the two IAs on 
the 15th of September 2011. Thoughts were recorded and the questionnaire was 
provided after the successful completion of the survey. Furthermore, 42 remote 
participants completed the survey for the first round. 
Objective results 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 107. 
IA Metric Overall Upper limit Lower limit 
Citizen-driven Success 60% 64% 56% 
Citizen-driven Directness 60% 64% 56% 
Provider-driven Success 58% 61% 55% 
Provider-driven Directness 76% 79% 73% 
Tab. 107: Success and Directness scores of IAs for ‘CS’ 
Comparing these scores for the two IAs, it can be noted that they have similar 
Success scores; the citizen-driven IA being slightly higher. However, the Directness 
score for the provider-driven IA is 16 percentage points higher than the respective 
score for the citizen-driven IA. Thus, participants seem to be more confident using 
the provider-driven IA. 
The initial success of the events-based IA may be attributed to participants strongly 
identifying with events in their own lives that have led them to seek community 
support services. Another reason could be the ‘direct action’ style of wording of the 
events-based IA (e.g. Finding housing & accommodation) which may have instilled 
more confidence in the participants to choose certain paths. A major risk of 
implementing a strictly events-based IA is that all possible events in every person’s 
life cannot be covered in a single IA, resulting in some customers feeling their 
unique experience is not supported. This risk could be mitigated by using a 
combination of specific events (e.g. Disasters & emergencies) and more generalised 
events (e.g. Getting support for a health or social issue) in the IA. 
Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 108 for the citizen-driven and 
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provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability.  
IA Lowest observed 
time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-driven 13.3 20.75 29.92 38.46 69.23 
Provider-
driven 
9.58 14.73 20.87 32.02 68.75 
Tab. 108: Time taken to complete tasks related to the IAs for ‘CS’ 
The higher Directness score of the provider-driven IA is reflected in the time taken 
by participants to complete the tasks as participants needed roughly 9 minutes less 
using the provider-driven IA. 
Subjective results 
As all participants, including remote and local participants, completed the 
questionnaire for the first round, the Researcher was able to analyse 53 
questionnaires. Tab. 109 and Tab. 110 visualise selected descriptive statistics for 
answers provided for the 20-item questionnaire for the citizen-driven and provider-
driven IA respectively.  
Again, the Researcher used a 7-point Likert scale, with ascending numerical values 
of the scales, so that ‘Strongly agree’ reflects a 1 and ‘Strongly disagree’ reflects a 7.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 24 1 6 3.13 1.513 
NAV2 24 1 6 3.38 1.583 
NAV3 24 1 7 3.25 1.824 
EFF1 24 2 7 3.50 1.668 
EFF2 24 2 7 3.75 1.648 
EFF3 24 1 7 3.29 1.628 
FAM1 24 1 6 2.58 1.139 
FAM2 24 1 7 3.04 1.488 
FAM3 24 1 7 2.42 1.176 
EoU1 24 1 5 2.79 1.250 
EoU2 24 1 6 2.87 1.361 
EoU3 24 1 3 1.79 .588 
ORG1 24 2 7 3.37 1.555 
ORG2 24 2 7 3.42 1.501 
ORG3 24 2 7 3.63 1.498 
ORG4 24 2 7 3.42 1.472 
ORG5 24 1 7 3.00 1.719 
QUA1 24 2 7 3.46 1.503 
QUA2 24 2 7 3.37 1.813 
QUA3 24 2 7 3.54 1.793 
Valid N (listwise) 24     
Tab. 109: Descriptive statistics regarding the citizen-driven IA for ‘CS’ 
Items N Minimum Maximum Mean Std. Deviation 
NAV1 29 1 6 3.41 1.593 
NAV2 29 1 7 3.41 1.637 
NAV3 29 1 6 3.00 1.309 
EFF1 29 1 7 3.45 1.682 
EFF2 29 1 7 3.90 1.543 
EFF3 29 1 6 3.59 1.524 
FAM1 29 1 6 2.66 1.045 
FAM2 29 1 7 3.90 1.589 
FAM3 27 1 5 2.81 .962 
EoU1 28 1 7 3.07 1.386 
EoU2 28 1 7 3.07 1.386 
EoU3 27 1 6 2.26 1.023 
ORG1 28 1 6 3.43 1.476 
ORG2 28 1 6 3.39 1.397 
ORG3 28 2 7 3.61 1.257 
ORG4 28 2 6 3.71 1.384 
ORG5 28 1 6 3.18 1.416 
QUA1 27 1 6 3.26 1.430 
QUA2 28 1 7 3.32 1.442 
QUA3 28 1 6 3.39 1.524 
Valid N (listwise) 25     
Tab. 110: Descriptive statistics regarding the provider-driven IA for ‘CS’ 
Unfortunately, some of the participants using the provider-driven IA did not rate all 
statements, so that only 25 questionnaires were fully completed. 
Comparing the means of the items in respect to the two different IAs, it seems that 
only the indicators for Ease of Understanding are uniformly lower for the citizen-
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driven IA, whereas all items reflecting quality are lower for the provider-driven IA. 
However, differences between the item scores are not significant. Also for the 
variance in scores, Ease of Understanding is the only construct that shows lower 
scores for all items relating to the citizen-driven IA. The provider-driven IA shows 
lower scores regarding variance for Organisation as well as Quality. 
After analysing the results of the first round, a second round of testing was conducted 
with a consolidated, refined IA. Therefore, 3 participants were invited for a face-to-
face session on the 19th and 20th of September 2011. As the testing of the 
consolidated IA is not of primary interest to this study, it is omitted at this stage.  
C.d About Queensland and its Government 
Overview 
The franchise ‘About Queensland and its Government' (AQAG) is owned by the 
Department of Premier and Cabinet (DPC). Key stakeholders that were involved in 
the research for this franchise were representatives of DPC, SSQ, and the research 
team of QUT.  
As described previously, Phase 0 aims at identifying relevant personas or citizen 
groups that can be used to guide the participant recruitment process for the 
subsequent phases and activities. For this franchise, an explicit stakeholder workshop 
was conducted. Goals, beliefs, behaviours, activities, or problems of representative 
citizens were identified by staff of DPC and were then noted individually on index 
cards. As soon as no new cards were created anymore, each card was discussed as a 
group and duplicates were identified. After each card was read out and discussed, the 
workshop session was brought to a closure and the research team identified 
appropriate personas and citizen groups, which were then presented to the 
stakeholders for feedback. 
Based on the workshop it was again decided that the following phase should include 
two primary target audience groups that are addressed independently, namely 
citizens, and volunteers/staff, so people who require certain services and people who 
potentially provide some of these services.  
Applying service bundling methods 
Once DPC and SSQ identified the demographic characteristics of the target audience 
of the franchise and the appropriate contacts to reach the target audience, several 
activities were conducted to identify a comprehensive list of information and services 
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that are currently provided and identified to be sought after by the target audience of 
this franchise and derive two alternative IAs. 
Content scan 
Firstly, a content scan and analysis of the current online information with regard to 
information relevant for QG information and services has been conducted by DPC to 
identify a list of services that are currently provided. Thus, the current website32 
managed by DPC was analysed. 
Content research workshops 
Secondly, two workshops were conducted. The first workshop was conducted in 
Brisbane on the 26th of July 2011 for 2 hours each that aimed at identifying current 
events in participants’ lives, future plans, and services that participants currently 
access in order to identify existing needs towards government. The first workshop 
invited 11 citizens, who were recruited by a MR company. Based on the identified 
characteristics of the target audience in Phase 0 workshop participants represent age 
ranges 26-65+ with a even spread in regards to gender and online usage experience. 
However, at least 50% of the participants have some experience with regard to 
interacting with government online. Participants with disabilities and who identify 
with Indigenous background were also included. The second workshop was also 
conducted in Brisbane on the 1st of August in the same fashion with 7 
volunteers/staff.  
For the first activity, groups were created and participants were randomly assigned 
one of the groups. Each participant was then given a list with all franchises (incl. 
AQAG) and was asked to discuss in their groups the meaning of AQAG, as well as 
what kind of information and services they would expect to be associated with that 
subject while avoiding topics and services that they felt are more strongly associated 
with a different subject area listed.  
After discussions in the groups reached a consensus the results were presented to the 
room and collated on a whiteboard. During the following break broad topic areas 
were identified based on participant contributions and presented to the room 
afterwards. Each group was asked to think about recent events and the current 
situation in one’s life, and write down: 
• What’s important to you now 
                                                          
32 http://www.premiers.qld.gov.au/index.aspx Accessed 04.01.2012 
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• What challenges have you faced (relating to that topic) 
• The services you access (either government or non-government) 
• Your plans for the future (relating to that topic) 
The identified services were then discussed in the groups and noted on index cards. If 
participants felt not comfortable discussing, or writing down an issue, they were 
asked to let a facilitator know and these cards were collected separately and kept 
private. Subsequently, the results of each team were presented to the room and the 
other teams were asked if they identified similar items or services and if anything is 
missing from their perspective. Responses were collected and after the discussion, 
the session was brought to an end. 
Overall, these research activities lead to a list of 112 services that are currently 
provided or should be provided by government as part of the franchise ‘About 
Queensland and its Government’. The list was then used as an input for the next 
phase to create the IA consisting of multiple bundles.  
As the identified services and information for the two groups differed little, DPC 
decided not to differentiate between citizens and volunteers/staff for the following 
phases.  
Content grouping workshops 
Description 
Prior to inviting citizens and volunteers to participate in the workshops for Phase II, 
representatives of DPC labelled the 112 topic cards, which were then checked 
together with SSQ and QUT to ensure their readability and understandability.  
Due to limited resources in comparison to DPC’s budget, only three workshops were 
conducted. The first was conducted in Sherwood in the afternoon of the 22nd of 
August 2011 with 8 participants; the second was conducted in Indooroopilly on the 
same day in the evening with 9 participants; the third and last workshop was 
conducted in Indooroopilly on the 23rd in the evening with 10 participants. The 
participants were recruited by a MR company along the same constraints as already 
presented in the previous section for the workshop in Phase I. As an incentive $90 
AUD were provided to each participant. All workshops were run in the same fashion: 
After an introductory exercise, which introduced participants to the concept of card 
sorting, participants were individually asked to group the 112 information and 
services into associated groupings that made sense to them. They were allowed to put 
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cards in more than one group by creating duplicates, to re-word cards if they thought 
they should be labelled differently, to re-word labels for groupings, and to create sub-
groupings. Typically this exercise took 90 minutes and was followed up with 
individual debriefings of participants by the facilitators. Each participant was asked 
about the strategy they used for sorting and the associated reasons behind the 
groupings. Furthermore, participants were asked to describe any events that occurred 
in their lives when they needed government support. Finally, participants had the 
opportunity to provide any general comments. Answers to the questions were noted 
by the facilitators and audio recorded whenever possible. 
Additionally, participants in the Phase II were asked to conduct a closed card sort 
utilising the titles of the 17 franchises as categories. It was intended to analyse in 
how far the services and topics created by participants in Phase I were perceived by 
another sample of participants as being relevant to AQAG.  
Participants were also asked to group the services based on their own priority into 5 
predefined categories (‘Very high’, ‘High’, ‘Medium’, ‘Low’, and ‘Very Low’).  
Analysis 
Overall the Researcher was able to analyse the card sorting results of 27 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
Consequently, the first method for the citizen-centric identification of service 
bundles utilised hierarchical clustering with Ward's Algorithms and the Jaccard 
Coefficient to measure the similarity between two clusters has been applied to the 
data to analyse the resulting dendrogram as visualised in Fig. 39. 
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Fig. 39: Partial dendrogram for ‘AQAG‘  
The results have been discussed in a workshop involving different stakeholder 
groups in order to commonly agree on groupings and labels. In addition, SSQ 
developed a tool that allowed looking up the labels that citizens have used for 
bundles identified with the dendrogram by providing the related, contained services. 
Thus, the citizen-driven IA has successfully been further aligned with the citizen-
centric paradigm. At the end of the workshop a draft IA containing different bundles 
has been identified as visualised in Fig. 40. 
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Fig. 40: Citizen-driven draft IA for ‘AQAG’  
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As an alternative, a provider-driven architecture has been identified as well. QUT 
analysed the debriefing sheets and consolidated the different events that were 
mentioned and detailed by citizens. Subsequently, services were associated with the 
identified events. The associations were again discussed in a workshop with SSQ and 
DPC to ensure consensus amongst involved stakeholder. Thus, the initial draft has 
then been discussed with all stakeholders with regard to potential gaps, labelling, and 
understandability. The outcome of the discussion is visualised in Fig. 41. 
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Fig. 41: Provider-driven draft IA for ‘AQAG’  
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Customer interviews 
As indicated, due to limited resources DPC did not conduct customer interviews to 
details citizen’s beliefs and attitudes towards AQAG.  
Evaluating service bundle quality 
Task creation 
Phase III aims at evaluating and testing the two different IAs and their contained 
bundles. Therefore, tasks or scenarios were developed that put the participant into a 
situation, in which s/he needed to find information about a certain topic. Ideas were 
created based on two sources. On the one hand, if the analysis of the dendrogram 
resulted in sensible clusters, but which contained an unexpected service, the service 
has been flagged to be tested further. Thus, the service was used to identify a task, 
which would make it necessary to find required information. On the other hand, a 
representative of DPC identified typical tasks that were of relevance for the specific 
customer segment. The tasks were then discussed with SSQ as well as QUT 
researcher to evaluate their suitability to test the IAs (please refer to Tab. 111). 
ID Task 
1 You are an experienced builder, and looking for a change of scene. You want to move to a 
regional area of Queensland that is growing and has good job opportunities for you. Where 
would you look to find information about this? 
2 You grandparents are about to celebrate their 70th wedding anniversary and you would like 
to arrange a letter from the Queen. Where would you look? 
3 You live overseas and are planning a holiday to Queensland next year and need to find out 
information about Queensland's climate and leisure activities. Where would you look? 
4 You have some free time and like helping people. You want to know what type of 
volunteering opportunities are available? 
5 You are a student at high school working on a school project on the history of Queensland 
and Brisbane. Where would you look? 
6 Your local community centre, built with a government grant, is almost completed and you 
would like to know how to invite the Premier to its opening. 
7 Where can you find information about jobs currently available in the Queensland 
Government? 
8 You live overseas and want to know what incentives the Queensland Government is offering 
for you to move your small business to Queensland. 
9 You think you have a lot of common sense and business knowledge that would be helpful to 
government. You would like to know how to be nominated to be a member of a government 
board. 
10 The local creek near your house has been contaminated by chemicals and you want to find 
out which minister is responsible for environmental issues so you can write to them. 
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11 You are a farmer and want to know if the new legislation about land clearing will affect your 
property. Where would you look to find out? 
12 You want to find out how much was spent last year on roads in Queensland. Where would 
you look? 
13 You are unhappy about about a new road going through your area and want to start an online 
petition. Where would you look? 
14 You have recently been the victim of an internet scam. Where can you find information about 
which Government Department you should report this to? 
15 You recall seeing an advertisement in the local paper for a Community Cabinet in your area 
and would like to find out more about what happens in a Community Cabinet and if there is 
any registration required to attend. Where would you look? 
16 You live near a flying fox colony and want to find information on the Hendra virus. 
17 You live in Mackay and were recently flooded. You need to visit the nearest Queensland 
Government office to collect an information kit. Where would you look to find the nearest 
office to you? 
18 Your uncle wants to start work again after retiring a few years ago and you want to find out if 
there are any government training programs for people re-entering the workforce. Where 
would you look? 
19 You run a small business and are interested in what grants and funding Queensland 
Government provides for business. How would you find this information? 
20 You are turning 18 and need to find out about enrolling to vote. 
21 You own a small IT company that specialises in computer animation, and you want to know 
if there are any government initiatives that provide support for creative industries like yours. 
22 Queensland Week is coming up and you want to find out what free activities might be 
suitable for your children. 
23 You are a teacher preparing material for your Grade 9 class. Where do you look to find 
information on 'how Parliament works'? 
24 You are a self-funded retiree currently living in Queensland. Where would you look to find 
out what government concessions and discounts you are eligible for? 
25 You saw on the TV news that a large residential development near your home was recently 
debated in Parliament. Where can you find a record of what was said in Parliament? 
26 You are moving to Queensland and need to find out about school locations. Where would 
you look? 
27 You receive a letter saying that a new road could be built through your local park. You want 
to find out what your rights are to access information held by the government about how this 
decision was made. Where would you look for this? 
Tab. 111: Tasks for testing the draft IAs for ‘AQAG’  
Testing 
The testing was again done in two rounds. During the first round, both IAs were 
evaluated by face-to-face sessions. The participants each tested one of the two IAs 
individually and were asked to think aloud. Additionally, in the face to face testing, 
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facilitators collected qualitative data by taking notes of participant’s thoughts, 
decision-making processes and problems they encountered when completing the 
tasks. After the participants finished the tasks, the questionnaire that provided 
information about how participants perceive the quality of the IAs was provided to 
the participants.  
Remote IA testing was not conducted this time, as DPC had limited resources and 
tight timeframes.  
Testing 
For the first round, 12 participants were invited to test either one of the two IAs on 
the 6th and 7th of October 2011. Thoughts were recorded and the questionnaire was 
provided after the successful completion of the survey.  
Objective results 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 112. 
IA Metrik Overall Upper limit Lower limit 
Citizen-driven Success 49% 57% 41% 
Citizen-driven Directness 69% 76% 61% 
Provider-driven Success 49% 57% 41% 
Provider-driven Directness 45% 53% 38% 
Tab. 112: Success and Directness scores of the IAs for ‘AQAG’ 
Comparing these scores for the two IAs, it can be noted that they have the same 
Success scores. However, the Directness score for the provider-driven IA is 24 
percentage points lower than the respective score for the citizen-driven IA. Thus, 
participants seem to be more confident using the citizen-driven IA. 
Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 113 for the citizen-driven and 
provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability. 
 410 
 
IA Lowest observed 
time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-driven 21.48 23.57 30.09 43.3 45.1 
Provider-
driven 
28.38 30.25 31.55 40.32 74.53 
Tab. 113: Time taken to complete tasks related to the IAs for ‘AQAG’ 
Although the Directness score for the citizen-driven IA is substantially lower than 
the counterpart for the provider-driven IA, time scores are similar. This is grounded 
in the fact that all participants for the first round were invited to a face-to-face 
meeting including discussions. As they were all recruited by a MR company for 30-
45 minutes, the sessions were all of similar length.  
Subjective results 
As all participants completed the questionnaire for the first round, the Researcher 
was able to analyse 12 questionnaires. Tab. 114 and Tab. 115 visualise selected 
descriptive statistics for answers provided for the 20-item questionnaire for the 
citizen-driven and provider-driven IA respectively.  
In comparison to previous analyses the Researcher, again, used a 7-point Likert 
scale, but switched the numerical values of the scales, so that ‘Strongly agree’ 
reflects a 1 and ‘Strongly disagree’ reflects a 7.  
Items N Minimum Maximum Mean Std. Deviation 
NAV1 6 1 4 1.83 1.169 
NAV2 6 1 3 2.00 .632 
NAV3 6 1 3 1.83 .753 
EFF1 6 1 3 1.83 .753 
EFF2 6 1 4 2.33 1.033 
EFF3 6 1 4 2.17 1.169 
FAM1 6 1 2 1.50 .548 
FAM2 6 2 5 2.50 1.225 
FAM3 6 1 2 1.33 .516 
EoU1 6 1 2 1.67 .516 
EoU2 6 1 4 2.33 1.033 
EoU3 6 1 2 1.33 .516 
ORG1 6 1 3 2.17 .753 
ORG2 6 2 3 2.33 .516 
ORG3 6 1 6 3.33 1.633 
ORG4 6 3 6 3.67 1.211 
ORG5 6 1 2 1.83 .408 
QUA1 6 2 3 2.50 .548 
QUA2 6 1 3 2.00 .632 
QUA3 6 2 5 2.67 1.211 
Valid N (listwise) 6     
Tab. 114: Descriptive statistics regarding the citizen-driven IA for ‘AQAG’ 
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 6 2 6 2.83 1.602 
NAV2 6 1 3 2.33 .816 
NAV3 6 1 3 2.00 .894 
EFF1 6 1 6 2.67 1.751 
EFF2 6 2 6 3.00 1.549 
EFF3 6 1 6 2.33 1.862 
FAM1 6 1 6 2.17 1.941 
FAM2 6 2 4 2.83 .753 
FAM3 6 1 3 1.67 .816 
EoU1 6 1 7 3.00 2.098 
EoU2 6 1 7 2.83 2.401 
EoU3 6 1 2 1.50 .548 
ORG1 5 2 5 3.00 1.414 
ORG2 6 1 6 3.00 1.673 
ORG3 6 2 5 3.33 1.211 
ORG4 6 2 3 2.83 .408 
ORG5 6 2 6 3.17 1.472 
QUA1 6 2 6 2.67 1.633 
QUA2 6 2 6 2.83 1.602 
QUA3 6 1 5 2.67 1.366 
Valid N (listwise) 5     
Tab. 115: Descriptive statistics regarding the provider-driven IA for ‘AQAG’ 
Comparing the variance in scores given by participants for each item with regard to 
the two different IAs, it should be noted that scores for the citizen-driven IA are 
lower (except FAM2 and ORG4). The citizen-driven IA also has lower score with 
regard to the means for each item (except EFF2 and ORG4).  
Due to resource and time constraints a second round of testing was not conducted. 
However, the testing of the consolidated IA was planned to be completed at a later 
stage. 
C.e Information for Youth 
Overview 
The ‘Information for Youth’ (Youth) franchise is also owned by the Department of 
Communities (DoC). Thus, the project team of that specific department needed to 
develop a Youth web franchise that will provide part of a new government approach 
for a consistent and seamless service delivery within the online channel. Therefore, 
key stakeholders that were involved in the research for this franchise were 
representatives of DoC, SSQ, and the research team of QUT. 
As Phase 0’s intended outcome is an understanding of existing personas and 
customer group that are relevant to the franchise in focus. Thus, a customer group 
workshop was conducted with 12 relevant stakeholders in government in Brisbane on 
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the 23rd of August 2011. As part of this workshop participants were ask to think 
about some of their clients and the reasons why they engage with government. The 
intent was to elicit beliefs, goals, and events that are related to the reason why 
relevant clients contact government with regard to community services. Each 
participant was given time to note relevant scenarios on sticky notes, which were 
collated and aggregated after the session.  
Subsequently, DoC identified associations, action groups and organisations that had 
access to representative customers of the Youth target audience. The following 
organisations were engaged to recruit participants: 
• Open Doors Youth Service 
• Smart Artz 
• Visible Ink 
• The Edge Digital Culture Centre 
• Norris Road State School 
• Stafford State School 
• Woodridge State High School 
• Merrimac State High School 
• Pioneer State High School 
• Cairns State High School 
• Roma Regional Council 
• Cairns Tropical North TAFE 
• Queensland University of Technology 
• Australian Air Force Cadets 
• Brisbane Youth Detention Centre 
• Brisbane Youth Forum 
Applying service bundling methods 
Content scan 
Activities contained in Phase I aim at identifying a relevant list of information and 
services that are relevant for the identified customer group of Phase 0. Thus, DoC 
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conducted a content scan of the existing Youth web presence33 to identify items that 
the franchise will be required to provide also as part of the franchise and content that 
is accessed regularly by citizens, which resulted in 74 distinct content items. 
Content research workshops 
Description 
A workshop with 12 participants has been conducted on the 10th of September 2011 
for approximately 2 hours that aimed at identifying current events in their lives, 
future plans, and services that they currently access in order to identify existing 
needs towards government. Prior to this event, a dry-run was conducted to test timing 
and understandability of the activities.  
Representatives of the main customer groups were recruited, but as the web presence 
of the ‘Youth’ franchise also targets 10-12 year old kids, it was decided to have 
different activities for that group. On the day of the workshop 3 kids between 10 and 
12 years old were invited with their parents to a separate room, whereas the other 
participants were asked to think about what government means to them and what 
government provides for Youth.  
Once the scope was set for the main activity, participants were asked to discuss 
recent events in their lives as a Youth and the services and information they require 
or seek from government. Each participant was asked to note their ideas on index 
card; one idea per card. Each card should contain only a short phrase to get the point 
across. After participants could not generate more ideas, each card was discussed 
with the group and cards were collated that had the same meaning. If cards needed 
clarifications, they were discussed as a group, so everybody had the same 
understanding of each card. Participants were also allowed to create new cars if one 
card triggered new ideas or required services.  
The three kids went through a similar process (but more visual process) without 
having to create index cards, though. 
Analysis 
Overall, these research activities lead to a list of 108 content items that are currently 
provided or should be provided by government as part of the franchise ‘Information 
for Youth’. The list was then used as an input for the next phase to create the IAs 
consisting of multiple bundles.  
                                                          
33 http://www.communities.qld.gov.au/communityservices/youth Last Access 30.12.2011 
 414 
 
Content grouping workshops 
Description 
Prior to inviting citizens to participate in the workshops for Phase II, representatives 
of DoC labelled the 108 topic cards, so that there readability and understandability 
(from the point of view of DoC) could be ensured. Representatives of SSQ and QUT 
then checked the labels to ensure their citizen-centricity.  
Phase II aimed at bringing structure to these 108 content items. Thus, 5 content 
grouping workshops were conducted with 6-15 representative customers engaging a 
broad range of demographics in the Youth target audience across regions in 
Queensland. Prior to these events, a dry-run was scheduled to test timing and 
understandability of the activities. On the 26th of September 2011 a workshop with 
15 participants was conducted in Roma; on the 27th of September the workshop 
involved 11 participants at Brisbane Dockside; on the 5th of October the workshop at 
the Brisbane Youth Detention Centre in Wacol involved 11 participants; on the 11th 
of October a workshop with 11 participants was conducted in Cairns; and the final 
workshop was held in Brisbane with 5 participants on the 12th of October. 
All workshops employed the same activities and methods. After a short introductory 
exercise that ensured participant’s understanding of card sorting, participants were 
asked to group the 108 information and services (topic cards) into associated 
groupings that made sense to them. They were allowed to put cards in more than one 
group by creating duplicates, to re-word cards if they thought they should be labelled 
differently, to re-word labels for groupings, and to create sub-groupings. This 
activity helped understanding how people think about content groupings and 
categories. 
After the card sorting activity, facilitators asked each participant about the strategy 
they used for grouping the topics. They were also asked about key events in their life 
which prompted them to access community support services. Finally, general 
comments could be provided as well to receive feedback from participants about 
what cards were easy to sort, etc. 
Subsequently, the relative importance that each participant contributed to each 
individual card was also assessed. Therefore, participants conducted a closed card 
sort with the same 108 cards having to sort the cards into 5 categories, namely ‘Very 
high’, ‘High’, ‘Medium’, ‘Low’ and ‘Very low’. This activity was also conducted 
individually except in cases when participants rather desired to conduct the activity 
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in pairs. In those cases, participants were told to reach a consensus before relating 
one card to one group. 
Finally, participants were asked to categorise (in pairs) the topic cards into three 
expected access channels: ‘Online (including social media)’, ‘Phone’, or ‘Both’.  
One workshop was conducted slightly differently, due to the specific audience and 
location. One workshop was conducted in the Brisbane Youth Detention Center, 
which required the physical separation of male and female participants. However, the 
activities were similar. Firstly, the participants were asked to sort the cards into five 
categories, which reflected the different priorities. Once they finished and were 
willing to do another activity, they were asked to sort the cards with the highest 
priority into groups that made sense to them and label the groups subsequently. Then 
cards with the next lower priority were sorted etc. 
Analysis 
Overall the Researcher was able to analyse the card sorting results of 50 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
Consequently, as part of the citizen-driven method to service bundling, hierarchical 
clustering utilising the Ward's Algorithms and the Jaccard Coefficient to measure the 
similarity between two clusters has been applied to the data to analyse the resulting 
dendrogram as visualised in Fig. 42. 
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Fig. 42: Partial dendrogram for ‘Youth‘  
The results have been discussed in a workshop involving different stakeholder 
groups in order to commonly agree on groupings and labels. In addition, the tool 
developed by SSQ that allowed looking up the labels that citizens have used for 
bundles identified with the dendrogram by providing the related, contained services, 
was utilised. At the end of the workshop a draft IA containing different bundles has 
been identified as visualised in Fig. 43. 
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Fig. 43: Citizen-driven draft IA for ‘Youth’  
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As an alternative, a provider-driven architecture has been identified as well. Youth 
were especially asked about events in their life or someone close to them that 
required services in the scope of CS. Consequently, the provider-driven IAwas built 
very much aligned with the user-centric paradigm. Representatives of DoC and QUT 
independently assigned services to identified events. Results were discussed and 
consolidated later on to build the provider-driven IA. In addition, several telephone 
interviews were conducted with citizens to deepen the understanding about relevant 
events and the associated services utilised (please refer to next section). The initial 
draft has then been discussed with all stakeholders with regard to potential gaps, 
labelling, and understandability. The outcome of the discussion is visualised in Fig. 
44. 
Customer interviews 
The project team conducted 4 customer telephone interviews between the 28th of 
October 2011 and the 4th of November 2011. Selection of participants was based on 
the documented personas from Phase 0 to ensure the consultation was with 
representative customers for the Youth web franchise. 
Participants were asked questions regarding the following: 
1. Major events in their lives that prompted them to access government services 
2. Steps they took to access those services 
3. Beliefs and opinions about government and non-government organisations 
4. Preferred interaction channels with government  
5. Internet and technology use and experience 
From the customer interviews and participant debriefings after card sorting, a list of 
events was collected which prompted participants (or their parents, carers or support 
workers) to access government services: 
• Getting a driver license or 18+ card 
• Starting high school 
• Tertiary study or training courses available 
• Transport to uni or jobs (concessions) 
• Becoming a volunteer 
• Pregnancy & parenting 
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• Leaving home under the age of 18 
• Being a young refugee 
• Leaving detention 
• Diagnosed with epilepsy 
• Depression 
• Finding a job 
• Joining a youth forum 
• Enrolling to vote 
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Fig. 44: Provider-driven draft IA for ‘Youth’  
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Evaluating service bundle quality 
Task creation 
As for the other franchises, Phase III aims at testing the two alternative IAs 
containing different bundles of services. Therefore, tasks or scenarios were 
developed that put the participant into a situation, in which s/he needed to find 
information about a certain topic. Ideas were created based on two sources. On the 
one hand, if the analysis of the dendrogram resulted in sensible clusters, but which 
contained an unexpected service, the service has been flagged to be tested. Thus, the 
service was used to identify a task, which would make it necessary to find required 
information. On the other hand, a representative of DoC identified typical tasks that 
were of relevance for the specific customer segment related to ‘Youth’. The tasks 
were then discussed with SSQ as well as QUT researcher to evaluate their suitability 
to test the IAs. 
The following tasks were identified to be of relevance and should be tested as 
visualised in Tab. 116. 
ID Task 
1 Where would you find help for kids experiencing violence at home? 
2 Find information about sun safety tips for school children. 
3 Where would you find support services for teenage parents? 
4 Where would you find information to help you choose which high school to go to? 
5 You would like some advice about saving money. Where would you find this? 
6 Where would you go to find out how to join the Youth Parliament? 
7 Where would you go to apply for an 18+ card? 
8 Where would you go to read about safe driving tips? 
9 Where would you go to find advice on how to get a part time job while you are still 
at high school? 
10 Where would you go to find help if you need to go to court? 
11 Where would you find information about getting money from the government to 
help you study at university? 
12 Where would you find out what events are happening in Youth Week? 
13 Where would you look to help a homeless teenager find a place to stay for the night? 
14 Where would you look for information about how much money you should be 
getting paid at your part time job? 
15 Where would you find places where young people can hang out and get advice about 
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issues affecting them? 
16 Where would you go to get help for depression? 
17 Where would you find advice on dealing with cyber bullying? 
18 You and your friends want to start a community art project. Where would you go to 
apply for money to do this? 
19 Where would you find support to help kids who are struggling to finish school? 
20 Where would you find information about bus and train discounts for students? 
21 Where would you go to find information about using a health care card? 
22 Where would you go to find out how to help people affected by floods? 
23 Where would you find information about police education workshops? 
24 Where would you find safety guidelines for jet skiing on the gold coast? 
25 Where would you find a support group for gay and lesbian teenagers? 
Tab. 116: Tasks for testing the draft IAs for ‘Youth’  
Testing 
The testing was again done in two rounds. During the first round, both IAs were 
evaluated by face-to-face sessions. The participants each tested one of the two IAs 
individually and were asked to think aloud. Additionally, in the face to face testing, 
facilitators collected qualitative data by taking notes of participant’s thoughts, 
decision-making processes and problems they encountered when completing the 
tasks. After the participants finished the tasks, the questionnaire was presented. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test which they completed at their own computer without a 
given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire at the end.  
Testing 
For the first round, 7 participants were invited to test either one of the two IAs on the 
8th and 10th of November 2011 at Norris State School and the Air Force Cadets in 
Logan. Thoughts were recorded and the questionnaire was provided after the 
successful completion of the survey. Furthermore, 72 remote participants completed 
the survey for the first round. 
Overall, 35 participants completed the survey regarding the provider-driven IA, 
whereas 44 participants completed the survey regarding the citizen-driven IA. 
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Objective results 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 117. 
IA Metric Overall Upper limit Lower limit 
Citizen-driven Success 45% 48% 42% 
Citizen-driven Directness 73% 76% 70% 
Provider-driven Success 40% 43% 37% 
Provider-driven Directness 76% 79% 73% 
Tab. 117: Success and Directness scores of the IAs for ‘Youth’ 
Comparing these scores for the two IAs, it can be noted that they have similar 
Success scores; the citizen-driven IA being slightly higher. However, the Directness 
score for the provider-driven IA is slightly higher than the respective score for the 
citizen-driven IA. Thus, participants seem to be more confident using the provider-
driven IA. 
Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 118 for the citizen-driven and 
provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability.  
IA Lowest observed 
time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-driven 6.88 14.19 18.71 24.98 51.45 
Provider-
driven 
5.75 12.52 16.53 25.37 50.62 
Tab. 118: Time taken to complete tasks related to the IAs for ‘Youth’ 
The higher Directness score of the provider-driven IA is reflected in the time taken 
by participants to complete the tasks as participants needed roughly 9 minutes less 
using the provider-driven IA. 
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Subjective results 
As all participants, including remote and local participants, completed the 
questionnaire for the first round, the Researcher was able to analyse 76 
questionnaires.  
Tab. 119 and Tab. 120 visualises selected descriptive statistics for answers provided 
for the revised 26-item questionnaire for the citizen-driven and provider-driven IA 
respectively. One questionnaire could not be analysed at all due to too many missing 
values for the provider-driven IA. Two questionnaires for the citizen-driven IA could 
not be analysed either. 
Again, the Researcher used a 7-point Likert scale with ascending numerical values of 
the scales, so that ‘Strongly agree’ reflects a 1 and ‘Strongly disagree’ reflects a 7.  
Items N Minimum Maximum Mean Std. Deviation 
NAV1 41 1 7 3.00 1.581 
NAV2 42 1 7 3.40 1.531 
NAV3 41 1 7 3.20 1.677 
NAV4 42 1 7 3.38 1.637 
EoL1 42 1 7 3.24 1.722 
EoL2 42 1 7 3.24 1.985 
EoL3 42 1 7 2.83 1.622 
EoL4 42 1 7 3.19 1.612 
EoU1 41 1 7 2.98 1.525 
EoU2 41 1 7 2.83 1.548 
EoU3 42 1 7 3.05 1.481 
EoU4 42 1 7 3.00 1.343 
ORG1 42 1 7 3.07 1.351 
ORG2 42 1 7 3.10 1.411 
ORG3 42 1 7 2.98 1.405 
ORG4 42 1 7 3.31 1.801 
UC1 41 1 7 3.22 1.851 
UC2 41 1 7 2.90 1.300 
UC3 42 1 7 3.69 1.569 
UC4 40 1 7 3.25 1.629 
QUA1 42 1 7 2.98 1.630 
QUA2 42 1 7 3.12 1.533 
QUA3 42 1 7 2.90 1.322 
SAT1 41 1 7 3.29 1.632 
SAT2 42 1 7 3.07 1.472 
SAT3 42 1 7 3.43 1.451 
Valid N (listwise) 35     
Tab. 119: Descriptive statistics regarding the citizen-driven IA for ‘Youth’ 
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 34 1 6 2.79 1.343 
NAV2 34 1 6 3.12 1.431 
NAV3 33 1 6 2.91 1.444 
NAV4 34 1 6 2.76 1.232 
EoL1 33 1 7 2.91 1.355 
EoL2 33 1 5 2.27 .944 
EoL3 34 1 5 2.53 1.161 
EoL4 34 1 7 2.91 1.712 
EoU1 34 1 6 2.74 1.442 
EoU2 34 1 4 2.35 .950 
EoU3 34 1 6 3.09 1.485 
EoU4 33 1 6 2.76 1.370 
ORG1 34 1 7 3.00 1.371 
ORG2 34 1 6 2.82 1.167 
ORG3 34 1 6 2.79 1.274 
ORG4 34 1 6 2.94 1.229 
UC1 34 1 6 2.74 1.263 
UC2 34 1 5 2.26 1.053 
UC3 34 1 7 3.44 1.727 
UC4 34 1 6 2.79 1.122 
QUA1 34 1 6 2.97 1.507 
QUA2 33 1 6 3.24 1.275 
QUA3 34 1 5 2.79 1.008 
SAT1 34 1 6 2.85 1.234 
SAT2 33 1 6 3.09 1.259 
SAT3 34 1 6 3.35 1.368 
Valid N (listwise) 31     
Tab. 120: Descriptive statistics regarding the provider-driven IA for ‘Youth’ 
Unfortunately, some of the participants did not rate all statements, so that only 31 
questionnaires were fully completed for the provider-driven IA and 35 for the 
citizen-driven IA. Comparing the different scores of the indicators against each other 
according to the two different IAs, all items related to ‘Navigation’ are smaller (and 
therefore ‘better’) with regard to the Mean and the Standard Deviation for the 
provider-driven IA. Items related to ‘Ease of Learning’, ‘Organisation’, and ‘User 
Centricity’, are only smaller with regard to the Mean, whereas ‘Quality’ and 
‘Satisfaction’ scores are smaller with regard to the Standard Deviation for the 
provider-driven IA. Scores for the other items are mixed. However, overall the 
provider-driven IA seems to be perceived to be way ‘better’ than the citizen-driven 
IA.  
After analysing the results of the first round, a second round of testing a 
consolidated, refined IA was conducted. Therefore, 6 participants were invited for a 
face-to-face session on the 14th and 15th of November 2011 at Stafford State School, 
Woodridge State School, and various other suburbs in Brisbane for young adults, 
where they were asked to think aloud in order to discover any issues. Furthermore, 9 
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remote participants completed the survey for the second round. As the testing of the 
consolidated IA is not of primary interest to this study, it is omitted at this stage. 
C.f Home and Housing 
Overview 
The ‘Homes & Housing’ (HH) franchise is also owned by the Department of 
Communities (DoC). Thus, the project team of that specific department needed to 
develop a web franchise that will provide part of a new government approach for a 
consistent and seamless service delivery within the online channel. Therefore, key 
stakeholders that were involved in the research for this franchise were representatives 
of DoC, SSQ, and the research team of QUT. 
As Phase 0’s intended outcome is an understanding of existing personas and 
customer groups that are relevant to the franchise in focus. Thus, a customer group 
workshop with 19 participants was conducted in Brisbane on the 6th of June 2011. As 
part of this workshop participants were ask to think about some of their clients and 
the reasons why they engage with government. The intent was to elicit beliefs, goals, 
and events that are related to the reason why relevant clients contact government 
with regard to ‘HH’. Each participant was given time to note relevant scenarios on 
sticky notes, which were collated and aggregated after the session.  
Subsequently, DoC identified associations, action groups and organisations that had 
access to representative customers of the target audience. The following 
organisations were engaged to recruit participants: 
• Department of Communities Housing Service Centres 
• Residential Tenancies Authority 
• MICAH Projects 
• Ticketek 
Applying service bundling methods 
Content scan 
Activities contained in Phase I aim at identifying a relevant list of information and 
services that are relevant for the identified customer group of Phase 0. Thus, DoC 
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conducted a content scan of the existing Homes & Housing web presence34 to 
identify items that the franchise will be required to provide also as part of the 
franchise and content that is accessed regularly by citizens, which resulted in 49 
distinct content items.  
Content research workshops 
Description 
A workshop with 10 participants has been conducted on the 13th, 15th, and 16th of 
November 2011 for approximately 2 hours that aimed at identifying current events in 
their lives, future plans, and services that they currently access in order to identify 
existing needs towards government. Certain primary target audience groups, such as 
homeless people, were interviewed separately to ensure the unbiased elicitation of 
the needs and wants. Prior to this event, a dry-run was scheduled to test timing and 
understandability of the activities.  
Firstly, a scoping activity was conducted. Participants were asked what ‘Homes & 
Housing means to them in order to get familiar with the topical scope of the 
workshop. Thus, this activity was conducted similar to a brainstorming session. They 
called out multiple understandings of the term, which were collated on sticky notes. 
After several minutes, when the facilitators felt that a point of saturation was 
reached, the activity was stopped and participants were asked to focus on the kinds of 
services, information or assistance that are of relevance for them within the set scope. 
Therefore, once the scope was set for the main activity, participants were to discuss 
recent events in their lives and the services and information they require or seek from 
government. Each participant was asked to note their ideas on index card; one idea 
per card. Each card should contain only a short phrase to get the point across. After 
participants could not generate more ideas, each card was discussed with the group 
and cards were collated that had the same meaning. If cards needed clarifications, 
they were discussed as a group, so everybody had the same understanding of each 
card. Participants were also allowed to create new cars if one card triggered new 
ideas or required services.  
Analysis 
Overall, these research activities lead to a list of 90 services that are currently 
provided or should be provided by government as part of the franchise ‘Homes & 
                                                          
34 http://www.communities.qld.gov.au/housing Last Access 30.12.2011 
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Housing’. The list was then used as an input for the next phase to create the IA 
consisting of multiple bundles. 
Content grouping workshops 
Description 
Phase II aimed at bringing structure to these 90 content items. Thus, 5 content 
grouping workshops with 4-14 representative customers engaging a broad range of 
demographics in the target audience across regions in Queensland were conducted. 
On the 28th of November 2011 a workshop with 14 participants was conducted in 
Townsville; on the 29th of November 10 participants were invited to a workshop in 
Gladstone; 4 participants were present at the workshop in Logan on the 1st of 
December; on the 5th of December another workshop was conducted with 7 
participants in Brisbane; the final workshop was held in West End on the 11th of 
January 2012 with 4 participants.  
All workshops employed the same activities and methods. After a short introductory 
exercise that ensured participant’s understanding of card sorting, participants were 
asked to group the 90 information and services (topic cards) into associated 
groupings that made sense to them. They were allowed to put cards in more than one 
group by creating duplicates, to re-word cards if they thought they should be labelled 
differently, to re-word labels for groupings, and to create sub-groupings. This 
activity helped understanding how people think about content groupings and 
categories. 
After the card sorting activity, facilitators asked each participant about the strategy 
they used for grouping the topics. They were also asked about key events in their life 
which prompted them to access housing services.  
Subsequently, the relative importance that each participant contributed to each 
individual card was also assessed. Therefore, participants conducted a closed card 
sort with the same 90 cards having to sort the cards into 5 categories, namely ‘Very 
high’, ‘High’, ‘Medium’, ‘Low’ and ‘Very low’. This activity was also conducted 
individually except in cases when participants rather desired to conduct the activity 
in pairs. In those cases, participants were told to reach a consensus before relating 
one card to one group. 
Finally, participants were asked to categorise (in pairs) the topic cards into three 
expected access channels: ‘Online (including social media)’, ‘Phone’, or ‘Both’. 
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Analysis 
Overall the Researcher was able to analyse the card sorting results of 39 participants. 
The results were recorded in binary spreadsheets that could be used for statistical 
analyses as described in chapter 5.4.  
For the citizen-centric service bundling identification method, hierarchical clustering 
utilising the Ward's Algorithms and the Jaccard Coefficient to measure the similarity 
between two clusters has been applied to the data to analyse the resulting 
dendrogram as visualised in Fig. 45. 
 
Fig. 45: Partial dendrogram for ‘HH‘  
The results have been discussed in a workshop involving different stakeholder 
groups in order to commonly agree on groupings and labels. In addition, the tool 
developed by SSQ was utilised that allowed looking up the labels that citizens have 
used for bundles identified with the dendrogram by providing the related, contained 
services. At the end of the workshop a draft IA containing different bundles was 
identified as visualised in Fig. 46. 
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Fig. 46: Citizen-driven draft IA for ‘HH’  
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As an alternative, a provider-driven architecture has been identified as well. As the 
HH target audience has especially been asked about events in their life or someone 
close to them that required services in the scope of ‘HH’, the provider-driven IA was 
built very much aligned with the user-centric paradigm. Representatives of DoC and 
QUT independently assigned services to identified events. Results were discussed 
and consolidated later on to build the provider-driven IA. In addition, several 
telephone interviews were conducted with citizens to deepen the understanding about 
relevant events and the associated services utilised (please refer to next section). The 
initial draft has then been discussed with all stakeholders with regard to potential 
gaps, labelling, and understandability. The outcome of the discussion is visualised in 
Fig. 47. 
Customer interviews 
The project team conducted 2 customer telephone interviews. Selection of 
participants was based on the documented personas from Phase 0 to ensure the 
consultation was with representative customers for the HH web franchise. 
Participants were asked questions regarding the following: 
1. Major events in their lives that prompted them to access government services 
2. Steps they took to access those services 
3. Beliefs and opinions about government and non-government organisations 
4. Preferred interaction channels with government  
5. Internet and technology use and experience 
From the customer interviews and participant debriefings after card sorting, a list of 
events was collected which prompted participants (or their parents, carers or support 
workers) to access government services: 
• Rising rent / cost of living pressures 
• Divorce or relationship breakdown 
• Health problems of partner or self 
• Injury of partner or self 
• Single parent family 
• Leaving home under the age of 18 
• People with a disability 
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• Death of a partner 
• Refugees and immigrants 
• Loss of job or business 
• Eviction (e.g. owner selling) 
• Student living away from home 
• Buying a home or investment property 
• Building a home 
• Becoming a landlord 
• Selling your home 
• Becoming a housing provider 
• Entering the National Rent Affordability Scheme 
• Non-government organisations seeking funding 
• Domestic violence/abuse 
• Raising grandchildren 
• Forced out of home by partner or family 
• Natural disasters 
• Aged care 
• Drug & alcohol addiction 
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Fig. 47: Provider-driven draft IA for ‘HH’  
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Evaluating service bundle quality 
Task creation 
As for the other franchises, Phase III aims at testing the two alternative IAs 
containing different bundles of services. Therefore, tasks or scenarios were 
developed that put the participant into a situation, in which s/he needed to find 
information about a certain topic. Ideas were created based on two sources. On the 
one hand, if the analysis of the dendrogram resulted in sensible clusters, but which 
contained an unexpected service, the service has been flagged to be tested. Thus, the 
service was used to identify a task, which would make it necessary to find required 
information. On the other hand, a representative of DoC identified typical tasks that 
were of relevance for the specific customer segment related to community support. 
The tasks were then checked by QUT and SSQ with regard to their applicability and 
understandability. 
The following tasks were identified to be of relevance and should be tested as 
visualised in Tab. 121: 
ID Task 
1 You would like to apply for public housing near your child’s school. Where would you go to 
do this? 
2 Where would you go to find businesses that offer free meals to homeless people? 
3 Where would you find how to get your bond back when you leave a rental property? 
4 Your friend had to leave their home because of flooding. Where can they find temporary 
accommodation? 
5 You would like to build your own home. Where would you find advice about hiring a 
building contractor? 
6 Where would you go to find out what home solar energy concessions are available? 
7 You own a large 5 bedroom house. Where would you find information about turning it into a 
boarding house? 
8 The government has hired your company to build a block of units for public housing. Where 
would you go to find out the design standards you need to follow? 
9 Your friend has retired and wants to buy a mobile home in a residential park. Where would 
he find information about this? 
10 Your neighbour is experiencing domestic violence and wants to leave her home. Where 
would she go to find accommodation options? 
11 Your landlord is raising your rent before your lease is finished. Where would you go to find 
out if she is allowed to do this? 
12 Your uncle wants to install hand rails in his bathroom to help him move around. Where 
would you find out what financial help is available for him? 
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13 Your son is starting uni and wants to find low cost accommodation near his uni. Where 
would you look for this information? 
14 You are supporting a 16 year old boy who doesn’t want to live at home. Where would you go 
to find a suitable place to stay for people under 18? 
15 Your partner has a health issue that means they cannot work for 6 months. Where would you 
go to apply for rent assistance? 
16 You cannot afford to pay a rental bond to move into a new house. Where would you go to get 
a government loan for this? 
17 You would like to join a social group with other public housing tenants in your block. Where 
would you find this information? 
18 Your friend has been out of work for two months. Where can he find financial help from the 
government to keep paying his mortgage? 
19 You would like to buy a house with a loan from the government. Where would you go to find 
this information? 
20 You are a landlord. Where would you go to find out the right way to perform a rental 
inspection? 
21 Your friend is looking for housing options for his elderly mother who can no longer care for 
herself at home. Where would he go to find this information? 
22 Where would you go to find interpreter services to help people who don’t speak English 
apply for public housing? 
23 You work at an organisation that provides housing to the community. Where would you go to 
apply for more government funding? 
24 You are supporting a man who has recently left prison and is staying in temporary 
accommodation. Where would you find counselling services for him? 
25 Where would you go to find the phone number for a Queensland Government Housing 
Officer? 
Tab. 121: Tasks for testing the draft information architectures for ‘HH’  
Testing 
The testing was again done in two rounds. During the first round, both IAs were 
evaluated by face-to-face sessions. The participants each tested one of the two IAs 
individually and were asked to think aloud. Additionally, in the face to face testing, 
facilitators collected qualitative data by taking notes of participant’s thoughts, 
decision-making processes and problems they encountered when completing the 
tasks. After the participants finished the tasks, the questionnaire was presented to 
them that provided information about how participants perceive the quality of the 
IAs. 
Remote IA testing was conducted for additional quantitative validation of the 
outcomes from the IA lab testing sessions. The participants received an email with 
the URL of the online IA test which they completed at their own computer without a 
 436 
 
given timeframe. Participants had to fill out demographic questions, complete the 
activity, and finally answer the questionnaire at the end.  
Testing 
For the first round, 11 participants were invited to test either one of the two IAs 
starting on the 16th of January 2012 until the 22nd of January. Thoughts were 
recorded and the questionnaire was provided after the successful completion of the 
survey. Furthermore, 25 remote participants completed the survey for the first round. 
These participants were recruited by DoC aligned with the target audience of the 
franchise. However, in order to statistically evaluate the questionnaire, additional 
participants were needed. Thus, a MR company was contacted to recruit 
approximately 150 participants for each IA. Participants should be living in 
Queensland and it should be an equal mix of gender and age groups. Finally, 161 
participants sourced from the panel provided by the MR company worked with the 
citizen-driven IA, whereas 163 participants worked with the provider driven IA.  
Overall, 177 participants completed the survey regarding the provider-driven IA, 
whereas 183 participants completed the survey regarding the citizen-driven IA. 
Objective results 
With regard to evaluating the performance of the two different bundle structures as 
part of the two separate IAs, the Success and Directness can be measured including 
the upper and lower limit representing the 95% confidence interval using the 
Adjusted Wald method (Sauro, 2005) as visualised in Tab. 122. 
IA Metric Overall Upper limit Lower limit 
Citizen-driven Success 31% 36% 27% 
Citizen-driven Directness 76% 80% 71% 
Citizen-driven (panel) Success 41% 43% 39% 
Citizen-driven (panel) Directness 78% 79% 77% 
Provider-driven Success 45% 51% 40% 
Provider-driven Directness 78% 82% 73% 
Provider-driven (panel) Success 55% 57% 53% 
Provider-driven (panel) Directness 82% 83% 81% 
Tab. 122: Success and Directness scores of the IAs for ‘HH’ 
Comparing these scores for the two IAs, it can be noted that they have similar 
Success scores; the citizen-driven IA being slightly higher. However, the Directness 
score for the provider-driven IA is slightly higher than the respective score for the 
citizen-driven IA. Thus, participants seem to be more confident using the provider-
driven IA. 
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Additionally, the time taken by the participants to complete the different task can be 
analysed (measured in minutes) as visualised in Tab. 123 for the citizen-driven and 
provider-driven IA respectively. Outliers greater than four standard deviations from 
the mean have been removed for the purposes of these calculations. This is 
particularly useful as the observed values can be heavily distorted by the fact that 
remote participants can leave the browser window open after answering the last 
question or take a break in between. Even for face-to-face evaluations the observed 
times can be distorted as participants were asked to think aloud and potentially 
elaborate on perceived issues regarding usability.  
IA Lowest 
observed time 
Lower 
Quartile 
Median Upper 
Quartile 
Highest observed 
time 
Citizen-drive 6.97 14.04 18.33 31.45 107.45 
Citizen-driven (panel) 6.10 14.12 18.08 23.44 50.58 
Provider-driven 11.38 23.28 38.02 50.81 1456.83 
Provider-driven (panel) 4.95 14.78 18.52 24.90 53.57 
Tab. 123: Time taken to complete tasks related to the IAs for ‘HH’ 
The higher Directness score of the provider-driven IA is reflected in the time taken 
by participants to complete the tasks as participants needed roughly 9 minutes less 
using the provider-driven IA. 
Subjective results 
As 6 participants went through the tasks, but did not fill out the questionnaire, only 
354 results could be analysed further. From these results 4 had missing values. 
Consequently, the Researcher was able to analyse 175 valid questionnaires for the 
citizen-driven, as well as for the provider-driven IA.  
Tab. 124 and Tab. 125 visualises selected descriptive statistics for answers provided 
for the revised 26-item questionnaire for the citizen-driven and provider-driven IA 
respectively. Again, the Researcher used a 7-point Likert scale with ascending 
numerical values of the scales, so that ‘Strongly agree’ reflects a 1 and ‘Strongly 
disagree’ reflects a 7.  
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Items N Minimum Maximum Mean Std. Deviation 
NAV1 175 1.0000 7.0000 2.760000 1.4058989 
NAV2 175 1.0000 7.0000 3.028571 1.4118895 
NAV3 175 1.0000 7.0000 2.845714 1.4794265 
NAV4 175 1.0000 7.0000 2.725714 1.3192524 
EoL1 175 1.0000 7.0000 2.948571 1.3865884 
EoL2 175 1.0000 7.0000 2.685714 1.3427418 
EoL3 175 1.0000 7.0000 2.342857 1.2020781 
EoL4 175 1.0000 7.0000 2.577143 1.2519148 
EoU1 175 1.0000 7.0000 2.800000 1.4894263 
EoU2 175 1.0000 7.0000 2.971429 1.4677709 
EoU3 175 1.0000 7.0000 3.062857 1.4429945 
EoU4 175 1.0000 7.0000 3.131429 1.4222718 
ORG1 175 1.0000 7.0000 3.022857 1.4140278 
ORG2 175 1.0000 7.0000 2.971429 1.3236512 
ORG3 175 1.0000 7.0000 2.982857 1.3063694 
ORG4 175 1.0000 7.0000 3.097143 1.4169511 
QUA1 175 1.0000 7.0000 3.120000 1.5133126 
QUA2 175 1.0000 7.0000 3.022857 1.4541035 
QUA3 175 1.0000 7.0000 3.028571 1.4280787 
SAT1 175 1.0000 7.0000 3.045714 1.4887206 
SAT2 175 1.0000 7.0000 3.045714 1.4964216 
SAT3 175 1.0000 7.0000 3.565714 1.6063707 
Valid N (listwise) 175     
Tab. 124: Descriptive statistics regarding the citizen-driven IA for ‘HH’ 
Items N Minimum Maximum Mean Std. Deviation 
NAV1 175 1.0000 7.0000 2.611429 1.1734054 
NAV2 175 1.0000 7.0000 2.931429 1.3112623 
NAV3 175 1.0000 7.0000 2.777143 1.3224598 
NAV4 175 1.0000 6.0000 2.720000 1.2578032 
EoL1 175 1.0000 7.0000 3.022857 1.3259318 
EoL2 175 1.0000 7.0000 2.800000 1.3476246 
EoL3 175 1.0000 7.0000 2.445714 1.2392858 
EoL4 175 1.0000 7.0000 2.742857 1.2897219 
EoU1 175 1.0000 7.0000 2.885714 1.3639747 
EoU2 175 1.0000 7.0000 2.925714 1.3979342 
EoU3 175 1.0000 7.0000 3.017143 1.3368099 
EoU4 175 1.0000 7.0000 3.165714 1.4703864 
ORG1 175 1.0000 7.0000 3.080000 1.3872987 
ORG2 175 1.0000 7.0000 2.965714 1.3556910 
ORG3 175 1.0000 7.0000 3.005714 1.2887539 
ORG4 175 1.0000 7.0000 3.125714 1.4448368 
QUA1 175 1.0000 7.0000 2.988571 1.3687337 
QUA2 175 1.0000 7.0000 2.920000 1.2884991 
QUA3 175 1.0000 7.0000 3.028571 1.3621677 
SAT1 175 1.0000 7.0000 3.022857 1.4580505 
SAT2 175 1.0000 7.0000 2.994286 1.4121686 
SAT3 175 1.0000 7.0000 3.605714 1.5421180 
Valid N (listwise) 175     
Tab. 125: Descriptive statistics regarding the provider-driven IA for ‘HH’ 
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After analysing the results of the first round, a second round of testing a 
consolidated, refined IA was conducted. Therefore, 27 participants tested the 
consolidated IA starting at the 23rd of January 2012. However, as the consolidated IA 
is not of primary interest to this study, results are omitted at this stage. 
 
 
