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The rapid worldwide spread of severe viral infections, often involving novel modifications of vir-
uses, poses major challenges to our health care systems. This means that tools that can efficiently
and specifically diagnose viruses are much needed. To be relevant for a broad application in local
health care centers, such tools should be relatively cheap and easy to use. Here we discuss the bio-
physical potential for the macroscopic detection of viruses based on the induction of a mechanical
stress in a bundle of pre-stretched DNA molecules upon binding of viruses to the DNA. We show
that the affinity of the DNA to the charged virus surface induces a local melting of the double-helix
into two single-stranded DNA. This process effects a mechanical stress along the DNA chains leading
to an overall contraction of the DNA. Our results suggest that when such DNA bundles are incor-
porated in a supporting matrix such as a responsive hydrogel, the presence of viruses may indeed
lead to a significant, macroscopic mechanical deformation of the matrix. We discuss the biophysical
basis for this effect and characterize the physical properties of the associated DNA melting trans-
ition. In particular, we reveal several scaling relations between the relevant physical parameters of
the system. We promote this DNA-based assay for efficient and specific virus screening.
PACS numbers: 87.15.A-,36.20.Ey,87.64.Dz
I. INTRODUCTION
Modern means of transportation, civil aviation traffic
in particular, effect extremely rapid global spreading of
diseases [1, 2], contrasting the much slower spreading dy-
namics by traveling fronts, for instance, during the Black
Death in Europe [3]. Concurrently, new infectious dis-
eases keep emerging constantly, driven by human or eco-
logic reasons [4], while disease-causing microorganisms
are developing various forms of multiple drug resistance
[5]. This development puts considerable strain on mod-
ern health care systems, requiring rapid, reliable, and
specific diagnosis of infectious agents.
There exist a number of modern techniques to detect
viral and bacterial pathogens. However, most of these
methods require considerable time and resources. Thus,
for the detection of bacteria typical techniques include
the polymerase chain reaction and bacterial culture tests
[6]. For viruses, on which we focus in this work, the
detection methods include electrochemical [7], optical [8],
surface plasmon resonance [9], and biosensor devices [10,
11]. Some of them reveal a high single-virus sensitivity
and high selectivity to the virus type.
Several successful examples of viral detection by
bioanalytical chemistry setups have indeed been repor-
ted. One of them is the macroscopic swelling of a poly-
meric acrylamide hydrogel, that is cross-linked by spe-
cially designed and folded ssDNA molecules, upon spe-
cific binding of influenza viruses [12, 13]. As demon-
strated in that experiment, upon binding of a specific
H5N1 influenza strain to the aptamer-containing hydro-
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gel, which coats the surface of a quartz crystal microbal-
ance biosensor, the linkages of DNA aptamers incor-
porated in the hydrogel become disrupted and the en-
tire gel structure swells measurably. This highly specific
and sensitive detection method for aptamer-based sensors
has a number of advantages, as compared to the viral
antibody-coated sensors, which are widely implemented
for rapid detection of viruses, see, for instance, the assess-
ment in Ref. [14]. Biosensor setups implementing surface
plasmon resonance platforms based on antibody-antigen
interactions were also shown to be efficient for a selective
detection of various influenza, hepatitis B, and HIV vir-
uses [15]. Surface plasmon resonance detection of avian
influenza strains with a selectively-binding DNA aptamer
immobilized directly on the sensor surface was developed
in Ref. [16], combined with the a dot blot assay for a
visual detection of viruses in tracheal swab samples.
Applications for use in local health care centers or even
as mobile diagnostic tools require the miniaturization of
the detection device, should provide a real-time signal
without a prior amplification step, be easy to use, guaran-
tee reproducible signals—and be relatively inexpensive.
Physical instead of biochemical and biological techniques
may indeed lead the way towards novel diagnosis meth-
ods. Thus, a relatively inexpensive and compact atomic
force microscope setup to quickly and relatively cheaply
test for bacteria and their response to drugs was recently
proposed [17].
Could we come up with a method to detect viruses via
a physical signal, for instance, a mechanical contraction
of a matrix such as a responsive polyelectrolyte hydro-
gel, simply based on molecular interaction of the matrix
with the surface of the virus shell? In what follows, from
extensive computer simulations and statistical mechan-
ical calculations we demonstrate that viruses may cause
2z
0
R
lss/4
Figure 1: Schematic of ssDNA-virus binding with the definition of model parameters. Red and blue monomers on the shell
correspond to attractive and neutral patches on the ”raspberry” surface of the viral capsid. We show one of two ssDNA
fragments of a partially denatured, linear DNA (green), at its extremities we indicate intact dsDNA. A real chain configuration
as obtained in simulations for lss = 100σ, p = 1/2, R = 6σ, and ǫA = 4kBT is shown. This corresponds to a strong adsorption
limit with a progressive wrapping of the flexible ssDNA chain around the attractive sphere. The shell is composed of a spiral
running from the pole of the sphere along its surface, with red-blue monomers positioned according to the fraction p. See text.
a partial melting of double-stranded DNA (dsDNA) mo-
lecules due to the binding affinity of the viral shell for
single-stranded DNA (ssDNA), see the illustration in
Fig. 1. This partial melting of the double-helix leads to
an overall contractile, entropic force between the two ex-
tremities of the linear DNA chain of the order of several
pN. Our results demonstrate that the reaction of viruses
with DNA chains embedded in a hydrogel indeed leads
to a significant, detectable contraction of the hydrogel.
We therefore promote such DNA based technology for
the rapid and inexpensive detection of viruses.
In our analysis we show that there exists a sharp phase
transition of the underlying DNA melting, as function of
the binding affinity of ssDNA to the surface of the virus.
We establish a phase diagram for the denaturation and
reveal a scaling relation for the fraction of intact base-
pairs as function of the ssDNA-virus binding affinity. Fi-
nally we obtain the contractile force per virus-DNA pair
as function of the binding affinity. Upscaling of these res-
ults leads us to our central finding of the effective con-
traction of a hydrogel equipped with a bundle of DNA
chains arranged in parallel in the presence of viruses.
II. VIRUS-INDUCED DNA MELTING AND
TENSION FORMATION
In the established thermodynamic models of DNA
melting an alternating sequence of double-helical and de-
natured segments of different length form a partially mol-
ten DNA [18–22]. Once a denaturation bubble is nucle-
ated after overcoming a free energy barrier Fs associ-
ated with the cooperativity parameter Ω = e−Fs/(kBT ) ≈
10−5, base-pairs unzip (and zip close again) sequentially.
DsDNA can be stabilized by some DNA binding cations
(protamine, alkaline earth cations) and large ligands [23],
cationic lipids and surfactants, crowding agents such as
Ficoll-70 [24], basic poly-peptides, and DNA-binding pro-
teins (histones), as well as DNA-DNA attractive interac-
tions [25]. Conversely, dsDNA is destabilized by DNA
unwinding proteins (gene 32 protein) [26], external DNA
twist and super-coiling [27, 28], and stretching [29, 30],
as well as by single-strand DNA binding proteins and
intercalators [31].
The generation of an entropic force upon melting of
pre-stretched, linear DNA fibers was demonstrated pre-
viously. Thus, for highly oriented dense DNA fibers, pre-
stretched by picoNewton forces, the thermally or chem-
3ically induced melting transition of double-helical DNA
was shown to trigger macroscopic changes of the fiber
length. This melting-induced fiber contraction can reach
up to 70-90% in such mechano-chemical studies, solely
due to the entropically favored shrinking of the mol-
ten segments [32–34]: the highly flexible ssDNA seg-
ments have a much smaller equilibrium end-to-end dis-
tance compared to the much stiffer dsDNA fragments
[35]. Depending on the exact conditions of the solution
(salt concentration, temperature, etc.) and the degree of
torsional freedom, DNA entropic forces can indeed reach
10 to 40 pN per single DNA molecule in the fiber.
How do viruses come into play? The electrical charge
of viruses was already studied in the 1920ies [36]. Today
we know that the external surface of the viral capsid, the
protein-based shell of viruses, for a number of virus spe-
cies features strongly non-uniform distributions of elec-
tric charges [37–40]. DNA binding to such shells can
thus be based purely on electrostatic interactions. For
instance, upon infection by an influenza virus, highly
cationic haemo-glutinin HA glycoproteins domains, that
form protrusions on the viral surface, anchor to negat-
ively charged sialic acid receptors on the host cell surface
[41, 42]. A number of modern anti-flu drugs impede the
viral infection proliferation via preventing these electro-
static contacts from forming.
In such a scenario, the DNA-virus binding affinity, the
elastic parameters of DNA, and the energy difference
between the molten and double-helical states of DNA
are all delicately sensitive to the salt concentration and
temperature of the ambient solution. For instance, in the
range of 0.01 to 0.2 Molar of monovalent salt the DNA
melting temperature Tm exhibits a logarithmic depend-
ence on the salt molarity of the solution [43], leveling off
at very large salinities [44]. The electrostatic repulsion
of interwound ssDNA strands becomes more pronounced
at lower salt, thus effectively reducing Tm. The effects
of electrostatic interactions onto the thermodynamics of
the DNA melting transition near a charged interface were
analyzed in Refs. [45, 46].
Without external forces, the electrostatically driven
adsorption-desorption transition of unconstrained
polyelectrolyte chains such as DNA onto oppositely
charged curved surfaces has been examined in detail
theoretically [47, 48] and by computer simulations [49].
The scaling laws for the critical adsorption transition
were obtained experimentally as functions of polyelec-
trolyte chain-surface adhesion strength, salt conditions,
surface curvature, and chain stiffness [50]. To tackle such
a transition for patchy curved surfaces and adsorbing
polymers, as considered here numerically, remains a
challenge.
Apart from these solution-sensitive, direct electrostatic
attractions between DNA and the surface of the virus,
there exists an alternative method to effect binding
between ssDNA and the virus capsid. Namely, function-
alized, chemically engineered viral shells can bind both
dsDNA and ssDNA with different propensity via chem-
Figure 2: Schematic of the parallel arrangement of DNA
chains with centered virus particles. Thermodynamically, the
presence of the virus particles triggers the partial melting of
the DNA chains, leading to configurations as shown in Fig. 1.
ical linkers. For instance, ssDNA can bind better to viral
shells covered with ssDNA-binding proteins, as used by
viruses to dock to their host cells [41, 42]. Thus, by
various chemical and biochemical methods, the binding
of ssDNA to virus shells may be effected experimentally.
Using biochemical linkers, the ssDNA binding may in-
deed be rendered specific to certain virus types such as
influenza, norovirus, HIV, or herpes. At the same time
the binding affinity may reach relatively high values such
that the bonds will not dissociate over fairly long times-
cales.
The presence of viruses can thus favor the (partial)
melting of DNA chain. How can we combine the DNA-
virus system with a hydrogel matrix? Hydrogels [51–53]
are extensively used in both industrial and medical ap-
plications, for instance, for tissue engineering purposes.
These cross-linked polymeric materials feature a highly
responsive behavior to various external stimuli such as
temperature [54], solvent quality, pH as well as for de-
tection of various substances [55–58]. The volumetric
changes of up to 100 times in some hydrogels are repor-
ted [52] due to electro-osmotic swelling in low-salt solu-
tions (cation accumulation). Viscoelastic hydrogels such
as agarose feature a number of rubbery characteristics
[59].
We assume that in the hydrogel individual DNA chains
are supported in a pre-stressed, almost linear configura-
tion, and that they are aligned in parallel, as sketched
in Fig. 2. Perpendicular to their longitudinal axis, the
DNA chains occupy a square or hexagonal lattice. We
further assume that after adding viruses to the solution,
each square or triangular “elementary cell” contains a
virus particle. Thus, on average each virus is associated
with one to two DNA double-helices, or two to three
ssDNA strands after partial denaturation of the DNA
chain, compare Fig. 1. Given the realistic parameters
we use in our quantitative analysis below, this means
that each ssDNA strand has sufficient accessible area to
4bind to the surface of the virus capsids, without signific-
ant overlap with competing ssDNA segments. In what
follows we consider the interaction of a single dsDNA
strand with a given virus capsid. Due to the approxim-
ate independence of ssDNA binding to the virus capsids
in all cells, we will then be able to upscale our results for
the entire DNA bundle-virus assembly in the hydrogel.
In this approach the position of the virus is fixed, re-
flecting the symmetry of the DNA-capsid configuration.
We find that viral particles in the hydrogel-DNA system
destabilize dsDNA and effect a macroscopic contraction
of the hydrogel matrix.
III. RESULTS
A. DNA melting effects contraction of the hydrogel
As shown in our model configuration in Fig. 1 the sur-
face of the virus is the distance z0 away from the axis
connecting the two end-points of the DNA that are fixed
in the hydrogel. The separation between the axis of the
DNA molecule from the center of the virus is thus given
by s2 = (z0 + R), where, for simplicity, the virus capsid
is taken to be spherical with radius R, and that it is
centered with respect to the longitudinal mid-point of
the DNA chain between its two extremities incorporated
in the hydrogel (Fig. 2). In our DNA-virus pair, due
to the binding affinity of ssDNA to the capsid the part
of the double-helix close to the virus capsid will melt
(Fig. 1). The entire DNA molecule is thus composed of
two dsDNA segments and two ssDNA segments resulting
from the molten middle part.
For now we concentrate on one of these ssDNA seg-
ments, whose length lss = lb + 2lf , in turn, is made up
of the portion lb bound to the viral shell and the two
vicinal, unbound ssDNA fragments of length lf each of
which connects the bound portion with the two intact
dsDNAs. Once such a configuration is established, the
resulting entropic strain will be transferred to the end-
points of the DNA chain. Since the base-pair to base-
pair distance is approximately 0.34 nm in dsDNA, and
the phosphate-phosphate distance 0.7 nm in ssDNA, the
maximal ssDNA length available for binding to the virus
is approximately two times the length of the correspond-
ing dsDNA, provided that the dsDNA fragments can un-
twist freely upon melting which may be achieved by the
specific anchoring in the hydrogel or by adding a nick
close to the extremities of the DNA chain.
In our simulations, already denatured ssDNA chains
are equilibrated and their most probable configurations
are analyzed. We distribute positive electric charges on
the capsid such that they occupy an area fraction p. The
interaction free energy F with the virus capsid due to
electrostatic binding between the DNA chain and the
positively charged sites on the capsid as well as the res-
ulting contraction force f acting on the chain ends is
computed, for different virus radii R, DNA separations
z0 from the virus surface, and ssDNA-virus attraction
strengths ǫA. This attraction strength is measured for
one monomer of the ssDNA chain that corresponds to a
sphere of diameter σ = 4nm accommodating ≈ 12 base-
pairs of the dsDNA or 6 unpaired bases of the ssDNA.
The DNA melting transition necessary for ssDNA form-
ation, triggered by the free energy gain from binding to
the viral surface, is analyzed below as a function of these
parameters.
B. Free energy, forces, and adsorption transition
The relaxation time to reach the equilibrium increases
with the length of the simulated ssDNA and for de-
creasing ssDNA-virus attraction strength. For an ssDNA
chain consisting of n = 101 monomers the equilibration
takes typically ≈ 106 simulation steps, corresponding to
approximately 10 min on a 3 GHz workstation. For poly-
mer chains of 201 and 401 monomers, the equilibration
time takes ≈ 3× 106 and ≈ 107 simulation steps. Every
point in the figures below is calculated as an average over
at least 104 polymer configurations, after equilibration of
the system.
It is natural to expect that for large DNA-virus capsid
binding strengths the thermal fluctuations of both the
ssDNA and dsDNA chain domains become suppressed.
They are effectively pulled out by the binding-mediated
force, fA, directed towards the viral particle. For dif-
ferent virus dimensions and DNA-virus separations, this
force contains a geometric correction factor C and turns
out to follow the simple law
fA = CǫA/σ, (1)
see below for details. Appendix A contains further in-
formation on the model potentials used in the simulations
that act between the chain monomers as well as between
the polymer chain and the virus surface.
The total free energy of a partially molten DNA double
helix is comprised of the sum of entropic and energetic
contributions along the equilibrated chain, the interac-
tion energy of the polymer chain with the virus surface
U , and the DNA melting free energy Fmelt. The DNA-
virus attraction energy scales with the length of bound
ssDNA
U = B(p)ǫAlb/σ. (2)
The constant B(p) accounts for multiple contacts that
the chain monomers can establish with the attractive
sphere monomers, where p quantifies the surface frac-
tion of attractive binding spots on the virus, see below.
The DNA melting free energy consists of the free energy
cost for base-pair unstacking, ∆F , and the initiation free
energy Fs for nucleation of a denaturation bubble,
Fmelt = Fs +∆Flss/(6σ). (3)
For simplicity, all the DNA-related energies are assumed
to be independent of the DNA base-pair sequence, its
5GC content [60], and, most crucially, the length of the
ssDNA fragments. In the simulations presented below we
use ∆F = 0.3− 0.5kBT and Fs = 10kBT . The relatively
small ∆F values mimic a system away from equilibrium,
where the values of ∆F ∼ 1kBT are typically used.
The denaturation equilibrium of dsDNA and the fluc-
tuation spectrum of ssDNA become altered by the ssDNA
binding to the viral capsid. The optimal length of the
molten DNA loptss is determined self-consistently from the
minimum of the total free energy functional. As order
parameter for the DNA adsorption transition we use the
fraction of DNA base-pairs adsorbed to the viral shell,
θ = lb/lss. (4)
The position of the phase transition boundary crucially
depends on the strength of the DNA-virus attraction,
the DNA density in the bundle, scaling as 1/[π(s/2)2],
and the virus dimensions, R. It will be instructive to
account for the maximal fraction of ssDNA, θmax, to be
adsorbed due to geometrical constraints of the system,
see below. In this state, the flanking ssDNA fragments
are fully stretched (strong adsorption limit). The value
of θmax is a function of the virus size and the DNA-capsid
separation.
We implement the (standard) dynamical criterion for
adsorption of a ssDNA chain monomer to the virus.
When a monomer stays in contact with the surface for
more than 50% of the simulation time, it is considered
adsorbed. We assume that a portion 0 < p < 1 of the
spherical virus surface, composed of monomeric patches
as indicated in Fig. 1, is attractive to ssDNA. Fig. 1 shows
a typical configuration of the virus surface with adsorbed
DNA. Generally, attractive monomers may form a single
attractive patch or be distributed randomly on the sur-
face, as implemented below. Another possibility is to
form a structure of interconnected ridges mimicking a
non-uniform distribution of attractive capsid proteins on
the virus surface. Note that for partially attractive sur-
faces, the ssDNA monomers proximal to both attractive
and neutral capsid monomers are equally counted ad-
sorbed by the above criterion.
The contractile force f along the DNA axis acting on
the dsDNA extremities connected to the hydrogel is due
to both entropic ssDNA fluctuations tending to coil up
the chain and (partial) adsorption to the virus capsid.
To find f for a fixed length lss of ssDNA and for dif-
ferent overall DNA end-to-end distance y0, we compute
the binding energy U(y0) using the weighted histogram
analysis method (WHAM) [61]. The latter is a particular
implementation of the umbrella sampling method. Then,
we evaluate the force as
f = −
d
dy0
[U(y0) + Fmelt(y0)] = kyδl. (5)
Here the elastic constant ky for the displacement δl of
the DNA ends varies in the range ky ∼ 0.1 . . . 1kBT/nm
2
for different DNA densities and for the Young modulus
of a hydrogel, E ∼ 20kPa. This value of E is due to
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Figure 3: Fraction θ of bound DNA base-pairs as function
of ssDNA-virus attraction ǫA for uniformly attractive viral
particle (p = 1) and varying capsid radius R. Parameters:
DNA-virus distance z0 = 8σ, number of ssDNA monomers
n = 101, ssDNA end-to-end separation y0 = (n − 1)σ/2 =
50σ. Inset: the residual fraction of non-adsorbed monomers
reveals the scaling 1/ǫA (full line). Error bars are comparable
to the symbol size.
other polymeric components of the hydrogel supporting
the incorporated, regular lattice of DNA interacting with
viral particles [62].
For a typical DNA density (s ∼ 70 . . .150nm), we com-
pute the cross-section area per DNA in our cell model as
S ≈ π(z0+R)
2. Then, the microscopic contraction of one
DNA in the cell via the Young modulus can be related
to the relative contraction of the entire material via
δl
lss
≈
f
Eπ(z0 +R)2
. (6)
This contraction is triggered by ssDNA adsorption to the
virus surface and represents the macroscopically meas-
ured quantity.
C. Fixed ssDNA length
We now present the results of our extensive molecu-
lar dynamics computer simulations. To that end we first
obtain the statistical behavior for the DNA-virus inter-
action for a fixed length of the available ssDNA frag-
ment, before determining the optimal ssDNA length self-
consistently. We note that the relatively high initiation
barrier Fs for DNA bubble formation prohibits the cre-
ation of short molten stretches of ssDNA. Only longer
ssDNA fragments are stabilized by binding to the viral
capsid.
We find that the fraction θ of adsorbed segments in-
creases with the adsorption strength ǫA once a critical
value ǫ⋆A is exceeded. After this transition the amount
of adsorbed ssDNA segments increases up to a satura-
tion plateau given by θmax, see Fig. 3. As mentioned
above, the geometry of our setup influences the shape
of this transition, in particular, the distance z0 between
6Figure 4: Probability density function of the radial distance of
ssDNA monomers from the capsid surface for different values
of the adsorption strength ǫA, ranging from weak (black) over
intermediate (red) to strong binding (green). Parameters are
the same as in Fig. 3, and R = 6σ.
the central DNA axis and the surface of the capsid, see
below. Due to the transition as a function of the adsorp-
tion strength, the standard sigmoidal DNA melting curve
θ(T ) known from thermal melting in our adsorption-
induced melting scenario acquires a kink. According to
Fig. 3 the transition of θ = θ(ǫA) appears to be of second
order. For large viruses and strong ssDNA-virus attrac-
tion, nearly all chain monomers are adsorbed and non-
adsorbed ssDNA fragments are therefore fully stretched.
For a fixed DNA-virus separation z0, the fraction θ in-
creases with the capsid radius R as the overall number of
available attractive patches on the viral shell increases.
In the limit of strong binding affinity ǫA, the fraction θ
saturates to the geometry-dependent value θmax(R, z0).
We observe that smaller viral particles naturally require
larger attraction strength for the onset of the denatur-
ation adsorption and yield smaller fractions of bound
ssDNA bases, as shown in Figs. 3 and S1 (Supplementary
Material).
Interestingly, the decrease of the fraction of non-
adsorbed ssDNA bases with the attraction strength ful-
fills the scaling relation
θmax − θ
θmax
∼
kBT
ǫA
, (7)
for sufficiently large values of ǫA. This universal de-
pendence is illustrated in the inset of Fig. 3. The scal-
ing relation (7) is fully consistent with the extension of
a polymer chain in a limit of strong stretching forces.
This follows from the relative chain extension r/L0 =
coth[fσ/(kBT )]−1/[fσ/(kBT )] ≈ 1−1/[fσ/(kBT )] of a
worm-like polymer at large applied forces fσ/(kBT )≫ 1.
Here the chain contour length is L0 = (n − 1)σ. As
the stretching force is due to ssDNA adsorption to the
viral capsid, we have f = ǫA/σ and (L0 − r)/L0 ∼
(θmax − θ)/θmax ∼ kBT/ǫA.
In line with our expectations, the distribution of the
chain monomers adjacent to the attractive viral capsid
surface becomes strongly localized at larger binding af-
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Figure 5: Critical adsorption strength ǫ⋆A for the onset of
ssDNA adsorption, plotted at varying DNA-DNA separation
s and virus sizes R. The maximal DNA-DNA separation at
which the adsorption strength diverges is indicated as s⋆.
Inset: same set of data sampled at constant s values re-
veal a scaling ǫ⋆A ∼ s/R. Parameters: DNA-shell distance
z0 = (s− 2R)/2, other parameters as in Fig. 3.
finities, see Fig. 4. For the case ǫA = 2kBT the width of
this distribution is indeed very narrow. This distribution
significantly broadens and its maximum shifts away from
a monomeric distance from the capsid surface when |ǫA|
decreases. This is an obvious tradeoff between entropic
and enthalpic effects when ǫA is comparable to thermal
energy.
A natural question to ask is whether, similar to the
thermal melting transition, the sharpness of the binding-
induced DNA melting transition increases with DNA
length. We study the effect of ssDNA length in Fig. S2,
observing that shorter chains require larger adsorption
strengths to initiate the DNA-virus binding (at a con-
stant DNA-virus distance). We also observe faster sat-
uration to the geometry-limited value θmax. However,
the transition does not appear sharper for longer ssDNA
molecules: approximately the same number of adsorbed
polymer segments is detected at the onset of ssDNA bind-
ing at the critical attraction strength ǫA = ǫ
⋆
A.
We also find that the critical value ǫ⋆A decreases for
larger radii R of the capsid, as shorter DNA-virus sep-
arations need to be bridged by the molten DNAs, thus
facilitating the adsorption process, see Fig. 5. In com-
parison, the critical ǫ⋆A for different R with same z0 is
nearly identical (not shown). This indicates small effects
of the shell surface curvature on the onset of the adsorp-
tion transition. For adsorption strengths well above the
adsorption transition, in contrast, the surface curvature
effects are vital because they regulate the number of sites
available for adsorption for a given chain length lss and
shell-DNA separation z0, as seen from Fig. 3.
At a critical DNA-DNA separation s⋆ = s⋆(R) the
length of the ssDNA segment is insufficient to allow ad-
sorption to the capsid. The critical attraction strength at
this adsorption-desorption transition of the ssDNA nat-
urally diverges, as shown in Fig. 5. Well above the ad-
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Figure 6: Fraction of bound ssDNA segments growing with
the virus surface coverage by attractive monomers, p. Inset:
fraction of segments remaining non-bound exhibiting the uni-
versal scaling (7). Other parameters as in Fig. 3, and R = 6σ.
sorption transition (e.g., at relatively small s values) the
data reveal a distinct scaling of the critical adsorption
strength with the capsid radius,
ǫ⋆A(R) ∼ s/R = 2z0/R+ 2. (8)
This asymptote, shown in the inset of Fig. 5, reveals the
geometric competition between the DNA-virus separa-
tion s and the radius R.
In Fig. 6 we present the results for the fraction θ
of bound ssDNA monomers with varying fraction p of
attractive, randomly-distributed capsid monomers. For
larger ssDNA-virus attraction strengths ǫA, smaller p val-
ues are sufficient to trigger the DNA adsorption, that
is, the parameter p of the surface coverage by attract-
ive capsid monomers is complementary to the adsorption
energy ǫA per monomer [63]. The DNA adsorption re-
veals an apparent second-order continuous transition in
the variable p. It is thus natural to introduce the gen-
eralized parameter pǫA and to re-examine relation (7)
obtained above for the uniformly-attractive sphere. We
observe that the fraction of unbound ssDNA monomers
exhibits the analogous scaling behavior (7), substituting
pǫA for ǫA.
D. Optimal ssDNA length and hydrogel
contraction
In the previous subsection, we studied the adsorp-
tion transition at a fixed ssDNA length. Physically, this
length is determined self-consistently from the competi-
tion of DNA-virus attraction and DNA melting free en-
ergy, as detailed here.
As the DNA length lss of the overall ssDNA segment is
varied, we find an optimal length loptss , that corresponds
to the minimum of the total free energy. With progress-
ing DNA adsorption the attractive energy U decreases
almost linearly for short ssDNA and appears to saturate
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for longer chains. This slower increase of |U | is due to
a self-repulsion of the segments already adsorbed on the
sphere. The melting energy cost grows linearly with the
length of molten DNA, see Eq. (3) and Fig. S3.
In Fig. S4 we show the optimal ssDNA length for three
energy differences ∆F between ssDNA and dsDNA. The
melting transition only takes place if the total free energy
in the molten-adsorbed state is lower than that in the
helical-desorbed state. This defines the minimal bubble
size when DNA virus-induced melting becomes energet-
ically beneficial. Below a critical adsorption strength ǫ⋆⋆A
, no DNA melting takes place and loptss = 0. For ǫA > ǫ
⋆⋆
A
the value loptss starts to grow from a finite value with ǫA,
as shown in Fig. S4. This jump-like behavior is indicative
of a first-order transition, in contrast to the continuous
change in θ presented in Fig. 6. Smaller ∆F values favor
bubble formation and an earlier onset of DNA opening,
and thus shift the equilibrium towards the molten DNA
state.
The dependence of the optimal ssDNA length on the
model parameters defines the onset of a longitudinal con-
traction in the system. Starting from the adsorption
strength ǫ⋆⋆A , the contraction force per DNA increases
nearly linearly with the ssDNA-virus adhesion strength,
Fig. 7. The contraction force acting on the DNA ends
follows the linear scaling with ǫA given by Eq. (1). For
larger ∆F values the equilibrium length of the ssDNA
decreases, while its effect on the gel contraction becomes
stronger.
Collecting our previous results we arrive at the main
conclusion of this work, the relative contraction δl/lss of
the hydrogel. According to Eq. (6), this relative con-
traction δl/lss scales linearly with the contraction force
f and is inverse-proportional to the Young modulus E.
According to Fig. 7, the force f is approximately pro-
portional to the attraction strength ǫA, thus confirming
Eq. (1). The right axis in Fig. 7 shows the corresponding
relative contraction δl/lss effected by a single ssDNA-
virus interaction within one of the ‘elementary cells’ of
8our setup. Accordingly, for the value E = 20kPa of the
hydrogel Young modulus, this would give rise to a con-
traction of 3 . . . 5%. Assuming that at least two ssDNA
per ‘elementary cell’ contribute, the contraction of the
entire hydrogel would reach almost 10%. This, however,
is a conservative estimate with respect to the relatively
high value for the Young modulus E that we chose here.
Using softer hydrogels, E can easily be reduced consid-
erably, thus leading to a much stronger response to the
viral binding. This macroscopic hydrogel contraction is
thus immediately detectable.
IV. CONCLUSION
Based on extensive computer simulations and statist-
ical analyses we explored the thermodynamic properties
of DNA melting induced by binding of single-stranded
DNA to viruses and the effected longitudinal tension
build-up in the involved DNA chains. In particular, we
determined how a preferable adhesion of ssDNA frag-
ments to the surface of the virus shifts the DNA melting
equilibrium and alters the character of the DNA melting
transition. We found the critical adsorption strength of
ssDNA chains to the attractive viral shell under the con-
ditions of DNA confinement in an elastically-responsive
polymer matrix of a hydrogel. The statistical proper-
ties of the partially molten and partially adsorbed DNA
chains obtained from computer simulations are in line
with the theoretical expectations. We found several scal-
ing relations for the fraction of adsorbed DNA, the crit-
ical adsorption strength, and, most importantly, the rel-
ative shrinkage of the suspending hydrogel.
As a proof of concept we demonstrated that the pres-
ence of viruses in a liquid solution may be detected dir-
ectly by mechanical response of a hydrogel, transduced
by pre-stretched DNA chains suspended in the hydro-
gel. These DNAs partially melt and thus expose single-
stranded DNA, that itself binds to the virus shell. This
binding can, in principle, be made specific for certain
types and sizes of viruses. All ingredients are fairly inex-
pensive to produce, and such a setup can easily be mini-
aturized. We believe that this setup is a good candidate
for mobile use or for use at local health care centers. Al-
ternative to measuring the mechanical deformation of the
hydrogel, one could also envision optical signals due to
either DNA melting (similar to molecular beacon setups
[64]) or strong local hydrogel deformation. The binding
to DNA located in separate domains of the hydrogel can
be made specific to certain virus types by biochemically
specific functionalized units on the virus.
We believe that the effects determined herein may
form an alternative basis for miniaturized and inexpens-
ive viral detection under non-clinical conditions.
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Appendix A: Simulations scheme
We consider the adsorption of ssDNA onto an attract-
ive surface of a viral particle in a simplified model. The
ssDNA is modeled by Lennard-Jones (LJ) particles inter-
connected by finitely extensible nonlinear elastic (FENE)
springs of the potential
UFENE(r) = −
k
2
r2max ln
(
1−
r2
r2max
)
, (A1)
where k is the FENE spring constant and rmax is
the maximum allowed separation between neighboring
monomers. Excluded-volume interactions between the
monomers are given by the short-ranged truncated LJ
repulsion,
ULJ(ǫ, r) =
{
4ǫ[(σ/r)12 − (σ/r)6] + ǫ, r < 21/6σ
0, otherwise
(A2)
Here, r is the monomer-monomer distance, σ is the
monomer diameter, and ǫ is the strength of the poten-
tial. We set the parameters to k = 30, rmax = 1.5σ, and
ǫ = 1. The monomer size is σ = 4nm, close to the Kuhn
length of a highly flexible ssDNA. In contrast to dense
DNA fibers [34], here we can neglect DNA-DNA interac-
tions because the intermolecular separations exceed the
diameter of a typical virus, 2R ∼50-100 nm, and the elec-
trostatic forces between individual DNA chains are well
screened.
Performing simulations of a free chain, we checked
that the effective ssDNA persistence length in this model
agrees well with the known estimate of lp =1-4 nm
[65, 66], and the chain gyration radius follows the Flory
R2g ∼ n
3/5 law for an excluded-volume/self-avoiding
polymer as function of the number n of monomers.
The spherical viral shell of radius R is modeled by a
densely packed assembly of LJ beads of size σ. A fi-
nite fraction 0 < p < 1 of the monomers, distributed
either in a random or ordered fashion on the viral surface,
is attractive for ssDNA segments in their vicinity. The
ssDNA-virus attraction is modeled via the same spheric-
ally symmetric LJ potential,
UPV(r) = ULJ(ǫA, r), (A3)
but with a larger cutoff-distance r⋆ = 2.5σ to ensure
the existence of an attractive potential branch at larger
distances and with varying attraction strength ǫA. The
9dynamics of the ith chain monomer is described in our
molecular dynamics analysis by the Langevin equation
m
d2ri(t)
dt2
= −ξvi(t) + F
R
i (t)−
∑
j,j 6=i
∇
(
ULJ(ri − rj)
+UFENE(ri − rj) + UPV (ri − rV )
)
, (A4)
where m is the monomer mass, ξ the friction coeffi-
cient, vi the monomer velocity, and F
R
i represents zero-
mean Gaussian noise with component-wise δ-correlation,〈
F
R
i (t)F
R
j (t
′)
〉
= 6ξkBTδi,jδ(t − t
′). The positions of
the two polymer ends, (0, 0, z0) and (0, y0, z0), and of the
virus center rV = (0, y0/2,−R) are fixed, see Fig. 1. In
the simulations, we set m = 1, ξ = 1, and kBT = 1. The
equation of motion is integrated using the velocity Verlet
algorithm [67] with a time step ∆t = 0.01.
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