In prior papers the following question was considered: which classes of computable sets can be learned if queries about those sets can be asked by the learner? The answer depended on the query language chosen. In this paper we develop a framework (reductions) for studying this question. Essentially, once we have a result for queries to [S, <] 2 , we can obtain the same result for many different languages. We obtain easier proofs of old results and several new results. An earlier result we have an easier proof of: the set of computable sets cannot be learned with queries to the language [+, <] (in notation: COM P / ∈ QEX[+, <]). A new result: the set of computable sets cannot be learned with queries to the language [+, <, POW a ] where POW a is the predicate that tests if a number is a power of a.
Introduction
In [10, 11] the following question was considered: how much can an inductive inference machine learn if it is augmented with the ability to make queries (about the computable set it is trying to learn)? The queries must be in some query language L; so L is one of the parameters of learning. The other parameters of learning are (1) the number of quantifier alternations allowed in the queries, and (2) the type of inference being used (e.g., the number of mindchanges may be bounded).
1. For certain values of the parameters, what classes of computable sets could be learned? A key theme that emerges is that the less expressive a query language is, the fewer classes of computable sets can be learned using it. Of particular interest is when COM P (the class of all computable sets) can be EX-learned with queries in L; which is written as COM P ∈ QEX [L] . In [10, 11] it was shown that, for some query languages L, COM P / ∈ QEX[L], while for others COM P ∈ QEX[L].
2. How do the resulting learning paradigms compare to each other? In [12] it was shown that, for several query languages L, there were classes of computable sets that could be learned with no queries (just receiving data) and n + 1 mindchanges, that could not be learned with queries to L and n mindchanges; this is written EX n+1 − QEX n [L] = ∅. As a corollary we obtain
In [11] ω-regular sets were used to obtain COM P / ∈ QEX[S, <] (queries can use symbols < and S where S stands for the Successor function). In this case the machinery needed was already in the literature. In [10] the (complicated) machinery of k-good sets was developed to help obtain COM P / ∈ QEX[+, <]. In [12] k-good sets were used to show that EX n+1 −QEX n [+, < ] = ∅. In this paper we obtain COM P / ∈ QEX[L] and EX n+1 −QEX n [L] = ∅ for several query languages L, including L = [+, <]. Our proofs are considerably simpler than those in [10] and [12] and do not use k-good sets. (A recent result by Frank Stephan [19] seems to require the use of k-good sets.)
The main point of this paper is that we can now obtain results by reducing queries about QEX[L] to queries about QEX[S, <] 2 (the "2" means that we can use second order quantifiers).
We now give a precise summary of our results. The non-query learning classes (those that do not begin with a Q) have been defined in [3, 18] , and the query learning classes have been defined in [11] ; we review these definitions in Section 2.2. The query languages mentioned are standard and are reviewed in Section 2.1.
Theorems about query languages in general.
(a) Niceness. We define what it means for a query language to be nice (Definition 2.12). We then show that if L is nice then (∀a, n)[P EX n+1 − QEX 
2 ⇒ L is QCD. (QCD is a decidability criteria on languages. It will be defined in Section 2.3.)
2. Theorems about particular query languages. Let (c) For a large class of predicates P , [S, <, P ] 2 ≤ wb [S, <] 2 . The class of predicates P includes FAC, POW b , and POLY b .
(d) Using 1b and 2a, 2b, 2c we obtain many results about query inference classes.
For the reader who just wants to see the easier proof of COM P / ∈ QEX[+, <] do the following: Read the proof that COM P / ∈ QEX[S, <] from [11] and adjust it to work for COM P / ∈ QEX[S, <] 2 (this is easy). Then read Theorem 4.4.3 and Lemma 6.1 of this paper.
Some of the ideas in this paper are similar to those of Semenov [17] .
Definitions 2.1 Query Languages
For this paper we will only consider learning classes of computable sets (as opposed to functions). Hence in the definitions below the queries are about sets. This restriction does not affect our results since, for example, if the set of computable sets cannot be inferred by some machine, then certainly the set of all computable functions cannot either.
Definition 2.1 A query language consists of the usual logical symbols (and equality), symbols for first and second order variables, symbols for every element of N, and symbols for some functions and relations on N. A query language is denoted by the symbols for these functions and relations. We will use a superscript 2 to indicate that we allow quantification over second order variables. For example we refer to 'the query language [+, <]' or 'the query language [S, <] 2 .' A well-formed formula over L is defined in the usual way.
Convention 2.2 Small letters are used for first order variables which range over N. Capital letters are used for second order variables which range over subsets of N. Definition 2.3 Let L be a query language. A query over L is a formula φ(X) such that the following hold.
1. φ(X) uses symbols from L.
2. X is a free set variable and is the only free variable in φ.
3. If L does not allow quantification over second order variables then X (which is not quantified over) is the only second order variable in φ(X).
We think of a query φ(X) as asking a question about an as yet unspecified set X ⊆ N. If A ⊆ N then φ(A) will be either true or false.
Notation 2.4 Let b ∈ N, b ≥ 2. We will be using the following symbols in some of our query languages 1. S stands for the successor function S(x) = x + 1.
2. POW b is the unary predicate that determines if a number is in the set {b n : n ∈ N}.
3. POLY b is the unary predicate that determines if a number is in the set
4. FAC is the unary predicate that determines if a number is in the set {n! : n ∈ N}.
Inductive Inference
We briefly review concepts from both passive and query inference. For a fuller treatment see Case and Smith [3] , and Smith [18] , for passive inference; and see Gasarch and Smith [11] for query inference. We will only be concerned with learning classes of computable sets and our definitions will reflect this.
Notation 2.5
We assume that Turing machines are coded into natural numbers in some fixed computable fashion. We assume that all of our Turing machines compute partial computable sets (on all inputs either output 0 or 1 or diverge). Let ϕ e be the partial computable set computed by the Turing machine that is coded by e. We refer to e as a program.
An inductive inference machine (IIM) is a total Turing machine M . We interpret M as trying to learn a computable set A as follows. M is presented with the values A(0), A(1), A(2), . . . and will, over time, output conjectures e indicating that M thinks A is decided by ϕ e . (ϕ e need not be total. In this case M 's guess is wrong.) M has no other way of obtaining additional information about A. A query inference machine (QIM) is a total Turing machine that can make queries about the computable set A in a particular query language (and magically get the answers). Note that a QIM gets all of its information from making queries and does not see any data; however it can request whatever data it wants (i.e., the QIM can ask '17 ∈ A?').
Let M be either an IIM or a QIM. Both query and passive inductive inference deal with inference in the limit; that is, we think of M as executing forever. From time to time, M may make a conjecture about the set A, in the form of a program e such that M thinks (at least for now) that A is decided by ϕ e . The guess can be null, denoted ⊥. If M guesses the same program from some point on, and that program is correct, then we say that M EX-inferred the set A. A concept class is a subset of COM P ; we say that M EX-infers the concept class S if it EX-infers every A ∈ S. EX is the set of concept classes which are inferred by some IIM. The term EX stands for 'explains.' The idea is that we are looking at data and we wish to explain it by producing an index for a machine that behaves just like the data. (This motivation is from [3] .)
QEX[L] is the set of concept classes that are inferred by some QIM that makes queries in the query language L.
is the set of concept classes of computable sets which can be inferred in the limit by a QIM that makes queries in the query language L, where the queries are restricted to i alternations of quantifiers.
We define several variations on inference. Let M be an IIM, A be a computable set, c, d, n ∈ N with c, d ≥ 1, and a ∈ N ∪ { * }. [3] . If M infers A and makes ≤ n + 1 different conjectures then M EX n -infers A. S ∈ EX n if there is an IIM M such that, for every A ∈ S, M EX n -infers A. QEX n [L] and Q i EX n [L] can be defined similarly. (The name 'mindchange' comes from the fact that if n + 1 different programs are output then the conjecture changes at most n times. The change from ⊥ to a non-null guess is not counted.)
Mindchanges
If ϕ e and A differ on at most a points then ϕ e is an a-variant of A. If M is trying to infer A and, from some point on, always outputs e where ϕ e is an a-variant of A, then M EX a -infers A. If A and ϕ e differ on at most a finite number points then ϕ e is is a finite variant of A. If M is trying to infer A and, from some point on, always outputs e where ϕ e is a finite variant of A then M EX * -infers A. In either case (a ∈ N or a = * ) S ∈ EX a if there exists an IIM M such that, for every A ∈ S, M EX [7] . We will deal with the combinations P EX n , P EX a n , QEX a n , and [ 
. We may use phrases like "M Q i EX a ninfers A" which should be understood. (We do not consider BC * since COM P ∈ BC * . Case and Smith present Harrington's proof of this in [3] .) Definition 2.6 COM P is the class of all computable subsets of N. Let E ∈ COM P . COM P E is the set of all computable subsets of E. COM P is the largest possible concept class of sets. Theorem 9, 10] ). In [11, Theorem 23 ] it was shown that COM P / ∈ QEX[S, <]. In [10] it was shown that COM P / ∈ QEX[+, <]. In [12] it was shown that, for all n, P EX n+1 −QEX n [+, <] = ∅. These last two results had rather complicated proofs.
It is known that
In this paper we will often show a result about team learning and then obtain from that a result about learning with anomalies via the following lemma. The proof is similar to Theorem 6.1 of [18] .
Lemma 2.7 Let a, d ∈ N. Let I be any of {EX, BC, EX m }. Let I a be the notion I allowing at most a anomalies. Let QI and QI a be the corresponding query notions. Then
Variants of Second Order Decidability
We define the notions of Cardinality Decidable and Quasi Cardinality Decidable. These notions played an important role in the proofs that COM P / ∈ QEX[S, <] and COM P / ∈ QEX[+, <], and are also of independent interest. As an easy consequence of our reductions we will obtain that several query languages are quasi cardinality decidable.
Definition 2.8
We identify a query φ(X) with the set {A : φ(A)}. Hence a query φ is uncountable if {A : φ(A)} is uncountable. Let E be an infinite set. A query φ(X) is E-uncountable if {A ⊆ E : φ(A)} is uncountable. We abbreviate this E-unc. Note that the information that φ(X) is E-unc does not tell us anything about ¬φ(X) being E-unc or N-unc. Definition 2.9 Let L be a query language. Let E be an infinite subset of N.
1.
L is E-cardinality decidable (abbreviated E-CD) if the following set is decidable:
2. L is quasi cardinality decidable (abbreviated QCD) if there is a partial computable function which behaves as follows. If ψ is a query then the function returns φ ∈ {ψ, ¬ψ} such that φ is uncountable. Note that even though we know that φ is uncountable we do not know if ¬φ is uncountable.
Using properties of ω-regular sets it is easy to show that [S, <] is CD (see [11, Lemma 21] ). It is known [6] that [+, <] is not second order decidable and not CD. However, in [10] it was shown that [+, <] is QCD. Hence even if a language is not second order decidable it may still be QCD.
The proof that [+, <] is QCD was somewhat difficult in that it used the machinery of k-good sets. In this paper we will prove that [S, <] 2 is CD (easily) and from that show that [+, <] and several other query languages are QCD. These proofs will be easier than those in [10] in that they avoid the use of k-good sets.
Nice Query Languages
In this section we define what it means for a query language to be nice. The definition will be unnatural. However it will be just what we need because simultaneously (1) we will be able to prove theorems in inductive inference for nice query languages, and (in Section 3) (2) we will be able to prove that several query languages are nice. 
In [12] it was shown (implicitly) that [+, <] is (N, ACK, 1)-nice where ACK is the range of a fast growing function (e.g., a 1-variable version of Ackerman's function). This proof was somewhat difficult in that it used the machinery of k-good sets from [10] . It was also the first proof that [S, <] is nice. In this paper we will show [S, <] 2 is nice (see Lemma 5.22 ) and then derive from this using reductions that several other query languages, including [+, <], are nice. Our proofs are easier than those in [12] in that we use ω-regular sets instead of k-good sets.
Convention and Definition
The following convention and definition are used throughout this paper.
Convention 2.13 Let L be a query language. Let φ 1 , φ 2 , φ 3 , . . . be all possible queries in that query language in some fixed computable order. We will assume that if M is a query inference machine that is using query language L then the ith query M makes is φ i . This entails no loss of generality since all queries the machine wanted to make are eventually made.
Definition 2.14 Let L be a query language, t ∈ N, and c ∈ {0, 1} t . We think of c as answers to the first t queries. For 1 ≤ i ≤ t let
where COM P E is the class of all computable subsets of E (see Definition 2.6).
Proof:
(See Definition 2.10 for the definition of = =ci .) Note that since W is computable S ⊆ COM P E . We show that S ∈ P EX n+1 − QEX n [L]. S is in P EX n+1 by the following process. (Let A denote the set being observed. Note that A and W differ on a multiple of c points.)
1. Initially output e 0 , an index for W . Set i = 0. ϕ e i and W differ in a multiple of c places. Since A ∈ S, A and W differ in a multiple of c places. Hence A and ϕ e i differ in a multiple of c places. This will be true inductively.
2.
As long as A agrees with ϕ e i we keep outputting e i . This can be checked since ϕ e i will always be total.
3. If an x is observed such that A(x) = ϕ e i (x) then we do the following.
(a) Keep observing A until c points a = a 1 , . . . , a c are found such that
. (This must happen since A and ϕ e i differ on a multiple of c places, and we have just observed one more place where A and ϕ e i differ.) (b) Let g be defined by
Set e i+1 to be a program for B. Let i = i + 1.
(c) Go to step 2.
Assume A ∈ S and i is such that A = =ci W where i ≤ n+1. Clearly A will be properly P EX-inferred with i ≤ n+1 mindchanges. Hence S ∈ P EX n+1 .
We show that S / ∈ QEX n [L]. Assume, by way of contradiction, that S ∈ QEX n [L] via QIM M . We construct a set A ∈ S that M does not infer. Our construction is non-effective; however the set produced in the end is in
and A i ∈ S. These statements will be true throughout. 3. Let ψ be the query that captures all the query answers thus far (see Definition 2.14). Because of how part 2 executed we have ψ(A i ). Inductively we have
4. There are two cases.
(a) If i < n then let i = i + 1 and go to step 2. Note that we have A i = =ic W , A 0 ⊆ E, and A i ∈ S. Also note that we have ψ(A i ); hence the simulation in step 2 can continue.
(b) If i = n then n mindchanges have occurred so no more queries can be made. Let A be A n+1 and terminate the construction.
END OF CONSTRUCTION
The following can be proven inductively. If 0 ≤ i ≤ n then, at the end of step 3, A i+1 = =ci+c W and ϕ e i does not decide A i+1 . Hence A = A n+1 ∈ S. Note that if M tries to infer A then its sequence of guesses is e 0 , e 1 , . . . , e n . Since ϕ en does not decide A, M does not infer A.
Proof:
Let L be (E, W, c)-nice with W computable. By iterating the definition of niceness we can assume that c ≥ 2a + 1. Let
as in the proof of Theorem 3.1. The construction to show S / ∈ QEX a n [L] is identical to the one above except that we wait for a conjecture e i such that ϕ e i is an a-variant of A i . Note that A i and A i+1 differ in exactly c ≥ 2a + 1 places. Since ϕ e i decided an a-variant of A i , ϕ e i must differ from A i+1 in at least c − a ≥ a + 1 places. Hence a new conjecture is required.
Reductions
In this section we define reductions ≤ and ≤ w between query languages L and L $ . We will also define two refinements of them, ≤ N and ≤ wb respectively, which will be the ones we actually use.
$ be infinite subsets of N, and f be a bijection between E and E $ . We extend the definition of f to P(E) and to E * by f (A) = {f (n) : n ∈ A} and f (n 1 , . . . , n a ) = (f (n 1 ), . . . , f (n a )). Note that f (and its extensions) is a bijection between E and E $ (P(E) and P(E $ ), E * and E $ * ). We will use f for all three of these functions. The meaning will be clear from context.
Definition 4.2 Let L, L
$ be query languages and E, E $ be infinite computable subsets of N. Let f be a computable bijection from E to E $ . Formally everything in this definition is parameterized by E, E $ , and f ; however we
there exists a computable function with the following properties.
1. The input is a query ψ(X) over L and the output is a query
(This is called the equivalence condition.)
We will be most interested in reductions when
(Note that since f is a computable bijection and N is computable, E is forced to be computable.)
The following theorem will be used in Section 5.1.
$ with parameters (E, E $ , f ) then the following hold.
1. Let I, J be any of the passive notions of inference discussed in Section 2.2. Let QI be the corresponding query notion. For all A ⊆ COM P E the following hold.
(a) A ∈ I iff f (A) ∈ I.
Proof: Throughout this proof ψ will denote a query over L and ψ $ will denote the corresponding (using L ≤ L $ ) query over L $ . Note that from ψ we can effectively obtain ψ $ .
1a) This is obvious since f and f −1 are both computable. 1b) We prove this for QEX [L] . The other proofs are similar. Assume
2. Let ψ be the query M asks upon seeing the vector b of answers.
3. Ask ψ $ and let b ∈ {0, 1} be the answer. Note that 
END OF ALGORITHM
Since in the limit e stabilizes and ϕ e decides A, we have that the output of this process stabilizes and the output decides f (A). 1c) This follows from 1b since
2) This follows from 1a and 1b 3) This follows from 1c and 1d 
By part 2 and the definition of reduction
.
6) This follows from 5 and Theorem 3.2. 7) Let ψ be a query over L. f restricted to {A :
we can determine which of these is E $ -unc (it could be both). If it is ψ $ then output ψ, else output ¬ψ. (Note that we only get partial information-if a formula φ $ is not E $ -uncountable, we are not entitled to conclude that φ is N-countable.)
In the definition of ≤ we fixed E,E $ , and f . In the next definition we let E $ and f vary to an extent. The resulting definition is weaker and will not yield a theorem as strong as Theorem 4.4. , however we will not make this explicit. L is weakly reducible to L $ , written L ≤ w L $ , if there exists a computable function with the following properties.
1. The input is a query ψ(X) over L. The output is a pair: a query ψ $ (X) over L $ , and a number d (indicating that we are concerned with
We will be most interested in reductions when the singleton sets {E
$ with these parameters and {E
is well behaved. (The wb stands for well behaved.)
, and W such that for every d
If
ψ is a query over L and ψ maps to (ψ $ , d) then [ψ is E-unc iff ψ $ is E $ d -unc]. 5. If L $ is uniformly E $ d -CD then L is QCD.
Proof:
The proofs of parts 1,4,5 are similar to the proofs of parts 2,6,7 of Theorem 4.4 and are hence omitted. We prove parts 2 and 3. 2) Since W $ , E, and
Let W ⊆ E, W = =ce W , and ψ(W ). Let ψ get mapped to (ψ $ , d). By part 1 and the definition of reduction
By part 1 and the definition of reduction
3) This follows from 2 and Theorem 3.2.
Consequences of
In this section we show that, for all a, d, n ∈ N, with d ≥ 1, the following hold.
We first show that COM P / ∈ QBC[S, <] 2 and then use Theorem 4.4.3 to
. While proving COM P / ∈ QBC[S, <] 2 we will need to pick points to diagonalize on very carefully. The next subsection contains lemmas that will help us to do that.
ω-Regular Sets
The language L = [S, <]
2 is related to ω-regular sets. We review this relation. See [20] for a survey of automata on infinite objects and their relation to logic.
Notation 5.1 Let Σ be a finite alphabet.
1. If V ⊆ Σ * then let V ω be the set of all infinite sequences of nonempty strings chosen from V .
2. If σ ∈ Σ * and τ ∈ Σ * ∪ Σ ω then σ τ means that σ is a prefix of τ , and σ ≺ τ means that σ is a proper prefix of τ 3. If A ⊆ N and σ ∈ {0, 1} * then σ ≺ A means that σ is a prefix of the characteristic string of A (i.e., σ = A(0)A(1) · · · A(n) for some n).
Let
is a nondeterministic finite automaton A = Q, Σ, ∆, s, F where Q is the set of states, Σ is the alphabet, ∆ maps Q × Σ to 2 Q , s ∈ Q (the start state), and F ⊆ Q, the accepting states. A Büchi Automaton will differ from a nondeterministic finite automaton in that we intend to run A on elements of
Definition 5.3 A subset of Σ ω is ω-regular if there exists a Büchi automaton that accepts it. (There are many equivalent definitions of ω-regular sets [4, 13] .) Convention 5. 4 We identify a Büchi automaton with the ω-regular set it accepts. In Definition 5.9 we will use this to formulate some very useful notation.
By representing sets of natural numbers via their characteristic sequences (which are elements of {0, 1} ω ) we can think of an ω-regular set over the alphabet Σ = {0, 1} as a subset of P(N). By representing a k-tuple of sets of natural numbers via an element of ({0, 1} k ) ω we can think of an ω-regular set over the alphabet Σ = {0, 1} k as being a subset of P(N) × · · · × P(N) (there are k copies of P(N)). We denote the input to a Büchi automaton over the alphabet Σ = {0, 1} k by (A 1 , . . . , A k ) where A i is the set whose characteristic string is the projection of the input onto the ith coordinate.
The following theorems from the literature link Büchi automata with formulas over [S, <] 2 .
The following are equivalent.
1. C is ω-regular.
There exists a formula
2 such that, using our convention that the x i range over N while the X i range over subsets of N, (a 1 , . . . , a k 1 , A 1 , . . . , A k 2 )}.
There are regular sets
Note that if C is uncountable then we can assume without loss of generality that V ω 1 is uncountable.
Moreover these equivalences are constructive: given any of the objects { Büchi automaton, formula, the sets
} one can effectively find the other two.
Definition 5.6 Let φ(X) be a formula over [S, <]
2 . Then AU T (φ) is a Büchi automaton that recognizes {A : φ(A)}. Such an automaton exists by Proposition 5.5. Note that it can be effectively found from φ.
Definition 5.7 Let x ∈ Σ
ω and a ∈ Σ. The expression rm(a, x) denotes the string that results from removing every occurrence of a from x. Note that rm(a, x) could be finite, hence rm(a, x) ∈ (Σ − {a})
Since we identify a Büchi automaton A with the set {A : A accepts A } ⊆ Σ ω the notation rm(a, A) make sense.
k , then Π i (A), rm(σ, A), A ∪ B, A ∩ B, and A are ω-regular. One can obtain the automaton for A ∩ B (and the others) effectively by using a cross-product construction. (Büchi [2] showed that the class of ω-regular sets is closed under union, intersection, and complementation. See [4] for an exposition and see [16] for a more efficient proof.) Definition 5.9 We identify a Büchi automaton A with both the ω-regular language that it accepts and the query over [S, <] 2 that it is equivalent to by Proposition 5.5. Let A be a Büchi automaton.
1. If A uses alphabet {0, 1} and A ⊆ N then A(A) will mean that A accepts the characteristic string of A.
2.
A is uncountable if the corresponding ω-regular set is uncountable.
3. If A and B are Büchi automaton over {0, 1} then A∩B is the automaton that accepts only those elements of {0, 1} ω accepted by both A and B. This automaton exists by Proposition 5.8.
If φ(X) is a query over [S, <]
2 and A uses alphabet {0, 1} then A∩φ(X) is the Büchi automaton that accepts only those elements of {0, 1} ω that are both accepted by A and satisfy φ. This automaton exists by Propositions 5.5 and 5.8. We may use the notation A ∩ φ at times.
5. Let σ be a finite string. If there is a run of A on σ that contains an accepting state n times then σ is n-accepted by A. Note that if A ∩ B n-accepts σ then both A n-accepts σ and B n-accepts σ.
Proposition 5.10 ([11])
Let A be a Büchi automaton, n ∈ N, and σ ∈ Σ * be such that {A : (A accepts A) ∧ (σ ≺ A)} is uncountable. Then there exists σ such that
} is uncountable, and 3. A n-accepts σ .
The string σ can be found from (σ, A, n) in a uniform effective fashion.
Definition 5.11 Let EXT be a partial computable function that takes a Büchi automaton A, a string σ, and the number n = |σ|, and returns the σ from Proposition 5.10. be elements of Σ * such that the following are true.
3. There exists an increasing sequence n 1 < n 2 < n 3 · · · such that for all s, A s n s -accepts σ s .
Then the string A = lim s→∞ σ s ∈ Σ ω is accepted by all A s . In addition, if the sequence σ 1 , σ 2 , . . . is computable then A is computable (this is obvious).
Proof:
Fix s. We show that A is accepted by A s . For any t ≥ s, A s − A t is ω-regular by Proposition 5.8. Hence A t can be built by intersecting A s with a Büchi automaton. Hence, any finite string that A t n-accepts is also n-accepted by A s . Therefore σ t is n t -accepted by A s . By an easy application of König's infinite lemma one can construct a run of A that shows A s accepts A.
Proposition 5.13 (Lemma 16 of [11])
If V is a regular set such that |V ω | ≥ 2 then V * contains two distinct strings of the same length.
Lemma 5.14 Let a ∈ N. There is a partial computable function that, given an uncountable Büchi automaton A, returns n ∈ N such that
(See Definition 5.9 for the definition of A ∩ φ.)
Proof:
Let A be uncountable. By Propositions 5.5 and 5.13, applied to A, we can find DFA's for regular sets U and V such that the following hold.
2. V = V * . Fix u ∈ U . Let |u| = r (so u determines membership for {0, . . . , r − 1})
Definition 5.15 F IN D is the partial computable function that was shown to exist in Lemma 5.14, i.e., the n in the proof of Lemma 5.14.
Lemma 5.16
There is a computable function REST RICT that behaves as follows.
1. The input to REST RICT is an ordered pair (A, φ) where A is a Büchi automaton and φ is a query over [S, <] 2 .
2. REST RICT (A, φ) is a Büchi automaton. (In essence REST RICT picks out which of φ or ¬φ has an uncountable intersection with A and then produces the automaton that accepts that intersection.) Proof:
REST RICT (A, φ) is computed as follows. By Proposition 5.5, Proposition 5.8, (of this paper) and Lemma 21 of [11] one can effectively construct Büchi automaton for each of A ∩ φ and A ∩ ¬φ and determine, for each one, if it is uncountable. If A ∩ φ is uncountable then output the automaton for it, else output the automaton for A ∩ ¬φ. Clauses 1,2, and 3 are clearly satisfied. If A is uncountable then one of {A ∩ φ, A ∩ ¬φ} is uncountable, hence clause 4 is satisfied.
COM P ∈ QBC[L]
The proof of the following theorem is similar to the proof that COM P / ∈ QEX[S, <] from [11] (in that paper it was called REC / ∈ QEX[S, <]). We include the proof for completeness and because we are going to discuss variants of it.
Given a QIM M that asks queries in [S, <] 2 we try to construct a computable set A that is not QBC-inferred by M . By Convention 2.13 the ith query M asks is φ i .
We use the functions AU T (from Definition 5.6), EXT (from Definition 5.11), and F IN D (from Definition 5.15) in the construction. We will need F IN D because when we diagonalize we want either choice (using 0 or 1) to still leave an uncountable number of functions.
We use the function REST RICT (from Lemma 5.16) in the proof that the construction works. We will also use the computable function BIT defined as follows.
We construct A in stages. At every stage s we will have the following.
1. t s ∈ N and c s ∈ {0, 1} ts . c s represents answers to the first t s queries over L, which will be φ 1 , . . . , φ ts by our convention.
2. An uncountable Büchi automaton A s which captures c s (see Definition 2.14). It will be used to make the set A satisfy the query answers given.
3. σ s ∈ {0, 1} * . A s (X) implies σ s X, so σ s is an initial segment of A.
Either every stage of this construction terminates or the very failure of a stage to terminate allows us to construct a computable set B that is not QBC-inferred by M .
CONSTRUCTION
Stage 0: t 0 = 0, c 0 = λ, and A 0 accepts {0, 1} ω , and σ 0 = λ.
Stage s + 1: We can inductively assume that A s is uncountable and captures c s . Dovetail the following procedure for all (t, c) ∈ N × {0, 1} * such that t ≥ 1 and c ∈ {0, 1} t . If any of them terminate with success then its actions determine how the construction should proceed. No parameter is changed until this happens.
1. We will simulate what happens if t more queries (namely φ ts+1 , . . . , φ ts+t ) are asked and φ ts+i is answered with
If A is countable or finite then terminate with failure.
(A is uncountable and captures c s c.)
Let e = M ( c s c), the conjecture that M makes upon getting answers c s c. Hence we try to diagonalize against ϕ e .
Let n = F IN D(A).
Run ϕ e (n).
4.
If ϕ e (n) ↓ then we can terminate with success. Proceed as follows.
We have caused ϕ e and A to disagree on n, A s+1 to be uncountable, and A s+1 to capture c s+1 . (Note that if step 4 is never reached then either some other choice of (t, c) terminated with success first or ϕ e fails to converge on n.)
END OF CONSTRUCTION
There are two cases. 
satisfy the premise of Proposition 5.12. Let B be the resulting computable set. We show that M does not QBC-infer A. Let d be the limit of d i . Imagine M trying to infer B. For all t = t + t s let e t be the guess made by M after t queries are made and answered. Let d[1.
.t ] = c s · c. During stage s+1 (t, c) was considered. By the construction of B i we know that the resulting automaton A is uncountable. Hence step 3 (of stage s + 1 of the main construction) was reached. Note that e t = ϕ M ( c[t] ) . Since stage s + 1 never terminated there is a point n such that ϕ et (n) ↑. Hence ϕ et is not an index for B. Since this reasoning holds for any t > t s ,
We first show that, for
We then use Lemma 2.7 to obtain, for all a, d,
Proof:
We use the same conventions as in Theorem 5.17. REST RICT , BIT , and F IN D are as in Theorem 5.17.
QIMs that asks queries in L, we try to construct a computable set A that is not QBC-inferred by any M m . By Convention 2.13, for 1 ≤ m ≤ d, the ith query that M m makes is φ i .
The construction will proceed in stages. At every stage s we will have t s ∈ N, c s ∈ {0, 1} ts , an uncountable Büchi Automata A s , σ s , and P OSS s ⊆ {1, . . . , m}. The parameters c s , A s , and σ s are similar to their counterparts in Theorem 5.17. P OSS s represents the set of machines that might infer A.
The construction may fail to terminate. If this occurs then there exists m, σ and A such that any set with initial segment σ that is accepted by A is not inferred by M m . We will then (noncontructively) restart our construction such that (1) we no longer care about M m and (2) the set we construct has initial segment σ and is accepted by A. The construction may fail again, in which case we can eliminate another machine and restart again.
If less than m stages of the construction fail to terminate then the construction will produce a computable set A that is not BC inferred by any M m . The algorithm for A will need some finite information about which stages did not terminate along with the code for the construction. If m stages of the construction fail to terminate then these m failures will allow us to construct a computable set B that is not QBC-inferred by M .
ω , σ 0 = λ, and P OSS 0 = {1, . . . , d}. is computable, but the algorithm for it needs finite information about which stages did not terminate. Even so, the set A is computable. We show that, for all m, M m does not QBC-infer A. There are two cases.
1. m ∈ lim s→∞ P OSS s . A cannot be QBC-inferred by M m by reasoning similar to that of Case 1 of Theorem 5.17 specialized to the stages s ≡ m (mod d).
2. m / ∈ lim s→∞ P OSS s . Let s be such that m ∈ P OSS s − P OSS s+1 . Imagine M m trying to infer A. For all t = t + t s let e t be the guess made by M after t queries are made and answered. Let c be the correct set of answers to the first t queries and let c = c s · c. The rest of this proof is similar to Case 2 of Theorem 5.17.
Case 2:
There exists s such that P OSS s = ∅. A new computable set B can be constructed that is not BC inferred by the team. This can be proven with reasoning similar to Case 2 of Theorem 5.17.
2 is nice.
Lemma 5.22 [S, <]
Proof:
Let W be the computable set whose characteristic sequence is 0 1 10
We show that
(See Definition 2.10 for the definition of = =a .)
Let the characteristic sequence of W be 0
By Proposition 5.5 there exists regular sets U and V such that 0 m 1 10 m 2 · · · ∈ U · V ω and V = V * . Let the DFA for V be Q, {0, 1}, δ, s, F . Note that δ : Q×{0, 1} → Q. Let δ be the natural extension of δ to domain Q×{0, 1} * .
Our plan is to represent 0 m 1 10 m 2 10 m 3 1 · · · as uv 1 v 2 v 3 · · · where u ∈ U and v i ∈ V and then to replace one of the v i with v i ∈ V such that v i = =2 v i . In order to find such a v i we will need x, y, z 1 , z 2 such that v i = z 1 xz 2 , v i = z 1 yz 2 , |x| = |y|, and the DFA cannot tell x and y apart.
We define an equivalence relation on {0, 1} * . Associate to every x ∈ {0, 1} * the set
Note that there are ≤ |Q| 2 equivalence classes.
We assume that x ∼ y and z 1 xz 2 ∈ V and show that z 1 yz 2 ∈ V . Let q 1 and q 2 be such that δ(s, z 1 ) = q 1 and δ(q 1 , x) = q 2 . Since
The number of equivalence classes is ≤ |Q| 2 . Let n > |Q| 2 . Consider the n strings {0 i 10 j : i + j = n}. Two of these must be equivalent, say 0 i 1 10
and 0 i 2 10 j 2 . We intend to replace some occurrence of the substring 0 i 1 10
in the characteristic string of W with 0 i 2 10 j 2 . To ensure the result is still in U · V ω this must be done carefully. Since (∀ ∞ i)[m i = i] the string 0 n 10 n is a substring of W infinitely often. Since W ∈ U · V ω , W = =2e W , and V = V * there exists u ∈ U , v 1 , v 2 , . . . ∈ V , and i 0 ∈ N such that the following happens.
1. W has characteristic string uv 1 v 2 v 3 · · ·.
(∀j
Since n ≥ i 1 , j 1 we can rewrite v i as z 1 0
and v i ∈ V we have v i = z 1 0 i 2 10 j 2 z 2 ∈ V . Let W be the set whose characteristic string is
Since v i ∈ V the characteristic string of W is in U · V ω . Hence ψ(W ) holds.
Since |v i | = |v i | and v i = =2 v i we have W = =2 W . Since i > i 0 the two places where W and W disagree are also places where W and W disagree.
(This is an easy consequence of part 1.)
We need a slightly stronger version of Lemma 5.22 , in what follows.
The set E restricted to W is {e i : i ∈ W }. We denote this by E W . Intuitively E W is obtained by using the characteristic sequence of W to determine which members of E to put into our set. Note that E ⊆ E W .
Lemma 5.25 Let W be as in Lemma 5.22. Let E be such that the singleton set {E} is ω-regular. Then [S, <] 2 is (E, E W, 2)-nice.
Proof:
The definition of (E, E W, 2)-nice deals with subsets of E. Rather than deal with such subsets directly, we will deal with sets W ⊆ N and look at E W .
Let e ∈ N. Assume
Since {E} is ω-regular A is ω-regular (use Proposition 5.8). Since A is ω-regular B = Π 2 (rm(00, A)) is ω-regular (use Propositions 5.8). Note that W ∈ B.
We now find a set W in a manner identical to that of Lemma 5.22. Formally we end up with E W as our desired set.
2 then the following are true.
) be the well behaved parameters. We show that the conditions of Theorem 4.8.2 hold with L as above,
Since the parameters are well behaved the singleton set {E
These are all the conditions needed.
By Theorem 4.8.2, L is (P, W, 2)-nice. Since P and W are computable, L is nice. By Theorem 3.2,
Proof: 
Apply Theorem 5.27
We will use some ideas from the proof that first order Presburger arithmetic is decidable by a reduction to the weak second order theory with successor (see [15] ).
2 with parameters (POW 2 , f ) where f is the function that maps 2 i to i.
Let φ(X) be a query over [+, <] . Our only concern is when X ⊆ POW 2 . We intend to replace X by a variable X such that as X ranges over POW 2 , X ranges over N. The statement 2 i ∈ X will be coded by i ∈ X . We will replace the original first order variables with second order variables. These second order variables will be constrained to be finite sets. We will code numbers into finite sets by the following convention.
We denote this number by code(Y ). Note that code is a bijection from finite subsets of N to N. Example 6.3 The set {3, 5} represents the number 2 3 + 2 5 = 40. We will think of it as the string which has a 1 in the 3rd and 5th place, namely 10100.
We will then be able to replace + by S and quantifiers as explained below. At that point we will have a query in [S, <] 2 .
Definition 6.4 Let Y, Z be second order variables. F IN (Y ) is the formula that states that Y is finite, namely
ON E(Y, Z) is the formula that states |Y | = 1 and the one element in Y is also in Z, namely
The following reduction transforms a formula φ of [
2 , abbreviated RED Let place and carry be the functions from {0, 1} 3 to {0, 1} 1 such that for b 1 , b 2 , b 3 ∈ {0, 1} the sum b 1 + b 2 + b 3 , when written in base 2, is carry (b 1 , b 2 , b 3 )·place(b 1 , b 2 , b 3 ). (Note that here and elsewhere · means concatenation, not multiplication.)
Replace y 1 + y 2 = y 3 by the formula that begins with (∃C)(∀i) and then has the conjunction of the following.
(a) C(0) = 0.
8. Output the formula obtained.
END OF REDUCTION
We need to show that the above algorithm is a reduction. The domain condition is clearly satisfied. We show the equivalence condition.
A formula φ(x 1 , . . . , x n , X) will map to a formula φ $ (X 1 , . . . , X n , X). One can show by induction on the formation of a formula that for any a 1 , . . . , a n ∈ N and A ⊆ POW 2 φ(a 1 , . . . , a n , A) iff φ $ (code −1 (a 1 ), . . . , code −1 (a n ), f (A)).
Hence for queries φ(X) we obtain
Hence the equivalence condition is satisfied.
2 with parameters (POW 2 , N, f ) where f maps 2 i to i.
Proof:
We modify the proof of Lemma 6.1 by saying where to map the new atomic formulas that may occur. The formula POW 2 (x) maps to |X| = 1.
We extend the results of the last section by adding predicates to test powers.
2 with parameters (P OW b , f ) where f maps b i to i.
Let φ(X) be a query over [+, <]. Our only concern is when X ⊆ POW b . We intend to replace X by a variable X such that as X ranges over POW b , X ranges over N. The statement b i ∈ X will be coded by bi + 1 ∈ X . We will replace the original first order variables with second order variables. These second order variables will be constrained to be finite sets that are also proper (to be defined later). We give some examples of how we do the coding before giving a formal definitions.
Example 7.2 Let b = 5. All strings mentioned are infinite with the unrepresented part being an infinite string of 0's going off to the left. These infinite strings will later be thought of as characteristic sequences for a set (reading from right to left, which is the reverse of the usual convention).
The infinite string
A = · · · 10000 00001 00010 00100.
will represent, in base 5, the number 4012. This is because the numbers in the 0th, 1st, 2nd and 3rd block are 2,1,0,4 respectively. We will also view A as representing a set. This set has A(0) = 0, A(1) = 0, A(2) = 1, A(3) = 0, and A(4) = 0. For this purpose we read the string from right to left, so we have that A(x + 1) is to the left of A(x).
· · · 00010 00000 00000 00000 00000 represents 10000 in base 5 which is 5 4 in base 10. More generally a string represents a power of 5 iff there is only one 1 in it, and that place is n ≡ 1 (mod 5). Note that the string that represents 5 i to us looks like 5i + 1 the normal way of looking at strings.
· · · 10001 00000 00000 does not represent anything. Given a string we can test for this kind of property by insisting that if two bit places x > y are both one then there is a number z ≡ 0 (mod 5) such that x ≥ z > y.
4. Any infinite string whose first five bits are 00100 must be ≡ 2 (mod 5).
More generally, for any b, the first b bits of x determine the i such that We will be able to replace + by S and quantifiers. We will then turn X back into a second order variable. At that point we will have a query in [S, <] 2 .
Definition 7.5 Let M OD be the formula with prefix (∃C 0 , . . . , C b−1 ) and body
This formula asserts the existence of C 0 , . . . ,
They will of course be helpful for coding the MOD b functions, however they will also be helpful for ensuring that a finite set is proper. See the examples to see why this works. 4. φ is n ∈ X for some natural number n. If n / ∈ POW b then replace this with 1 = 1. If n = b i then replace with bi + 1 ∈ X .
5. φ is y = n for some natural number n. Replace with Y = code −1 (n).
6. φ is y ∈ X. Replace this with POW b (Y ) ∧ ON E(Y, X ). We are saying that Y is a set that codes a power of b, say b i (hence bi + 1 ∈ Y ) and b i ∈ X, coded by having bi + 1 ∈ X .
Notation 8.1 Throughout this section P is computable, infinite, and coinfinite. We use P to denote the set P , the predicate that tests if numbers are in P , and the characteristic string of P .
Some of our techniques are based on [5] .
Definition 8.2 Let d ∈ N, Σ be a finite alphabet, σ ∈ Σ. The partial function thin d,σ : Σ ω → Σ ω is defined as follows. If X = σ p 1 τ 1 σ p 2 τ 2 · · · (p 1 = 0 is allowed) where, for all i, τ i ∈ Σ − {σ}, then let
If X is not of the correct form then thin d,σ (X) is undefined. This only occurs when X ∈ Σ * σ ω ∪ Σ * (Σ − σ) ω .
The function thin d,0 is a partial function from P(N) to P(N). The only elements not in the domain are finite and co-finite sets. The set thin d,0 (P ) will be very important.
Notation 8.3 If Σ = {0, 1}
m then we denote A ∈ Σ * by (A 1 , A 2 , . . . , A m ) where A i = Π m (A). The term thin d,00 (A, P ) means that we have Σ = {00, 01, 10, 11}, A and P are subsets of N, and the input to thin d,00 is the x ∈ Σ ω such that Π 1 (x) is the characteristic string for A, and Π 2 (x) is the characteristic string for P . Note that 00 is a character in this context. We define a computable bijection f d,P from P to thin d,0 (P ), with computable inverse, as follows. Let x be the input. If x / ∈ P then diverge. (This can be tested since P is computable.) Otherwise:
1. Find a, b such that x is the ath element of the bth block of 1's in P .
(Formally x = a − 1 + Since A ⊆ P , if x / ∈ P then x / ∈ A. Hence if x / ∈ P then 00 is in the xth place of (A, P ). If x ∈ P then clearly 00 is not in the xth place of (A, P ). Hence 00 is in the xth place of (A, P ) iff x / ∈ P , so 9 Corollaries Corollary 9.1 Let L be any of the following languages.
• [S, <] 2 .
• [+, <].
• For any b, [+, <, POW b ].
Let a, d, n ∈ N such that d ≥ 1. Then the following are true.
3.
5. L is QCD. • For any b, [S, <, POW b ]
2 .
• For any b, [S, <, POLY b ] 2 .
• [S, <, FAC] 2 .
P EX
n+1 − QEX n [L] = ∅. 2. QEX n [L] ⊂ QEX n+1 [L].
