We apply the generalized sphere-packing bound to two classes of subblock-constrained codes, in which each codeword is divided into smaller subblocks, and each subblock satisfies a certain application-dependent constraint.À la Fazeli et al. (2015), we make use of automorphisms to significantly reduce the number of variables in the associated linear programming problem. For the class of constant subblock-composition codes (CSCCs), we show that the optimization problem is equivalent to finding the minimum of N variables, where N is independent of the number of subblocks. We then provide closed-form solutions for the generalized spherepacking bounds for single-and double-error correcting CSCCs. For the more general class of subblock energy-costrained codes (SECCs), we provide closed-form solutions for the generalized sphere-packing bounds for single errors in certain special cases. *
I. INTRODUCTION
Subblock-constrained codes are a class of constrained codes where each codeword is divided into smaller subblocks, and each subblock satisfies a certain application-dependent constraint. Subblock-constrained codes have recently gained attention as they are suitable candidates for applications such as simultaneous energy and information transfer [1] , visible light communication [2] , low-cost authentication methods [3] , and powerline communications [4] .
In this paper, we discuss two important subclasses of subblockconstrained codes. The first subclass of subblock-constrained codes that we study are the constant subblock-composition codes (CSCCs). Binary CSCCs have varied applications [2] , [3] , [5] , and are characterized by the property that each subblock in every codeword has the same weight, i.e., each subblock has the same number of ones. The second subclass are the subblock energy-constrained codes (SECCs) which ensure that the energy content in every subblock of each codeword exceeds a certain threshold [1] . SECCs have application in simultaneous energy and information transfer [1] , and binary SECCs are characterized by the property that the number of ones in each subblock is at least w. Bounds on the capacity and error exponent for SECCs and CSCCs over noisy channels were presented in [1] , [6] , while bounds on the SECC and CSCC code size and asymptotic rate, with minimum distance constraint, were analyzed in [7] .
In this paper, we study a modified version of the generalized sphere-packing bound a la Fazelli et al. [8] . A specialized version of the generalized bound was first introduced by Kulkarni and Kiyavash [9] in the context of deletion-correcting codes and since then, variants of their method have been applied to a myriad of coding problems (see [8] for a survey). Fazeli et al. then studied their method in a general setup and provided what is called the generalized sphere-packing bound. Now, the generalized spherepacking bound is essentially given by the optimal solution of a linear programming problem and in most cases, determining its exact value is difficult. Nevertheless, we apply the symmetry techniques in [8] to significantly reduce the size of the linear program and our main contributions are the closed-form solutions of the generalized sphere-packing bound in certain cases for CSCCs and SECCs. Due to space constraints, certain technical proofs are omitted and we refer the interested readers to the full version of the paper [10] .
II. GENERALIZED SPHERE-PACKING BOUND
We give a modified version of the sphere-packing bound in full generality, and then specialize it to the class of codes that we are interested in.
Let τ be a distance metric defined over Σ n and pick some constrained space S ⊆ Σ n . A subset C ⊆ S is an (n, d; S)code if d = min{τ (x, y) : x, y ∈ C, x = y} and we are interested in determining the value A(n, d; S) max{|C| : C is an (n, d; S)-code}.
Fix d and set t =
In other words, T is the set of all words whose distance is at most t from some word in S.
We consider a binary matrix M whose rows are indexed by S and columns are indexed by T. Set
Theorem 1 (Fazeli et al. [8] , Cullina and Kiyavash [11] ). For d ≤ n, set t and M as above. Then
Usually, we consider spaces S whose size is exponential in n. Therefore, determining the exact value of (1) by solving the linear program directly is computationally prohibitive. Hence, most authors [8] , [11] chose certain feasible points in the linear program (1) and evaluated the objective functions to obtain upper bounds on A(n, d; S). In particular, Cullina and Kiyavash [11] introduced the local degree iterative algorithm to pick "good" feasible points. In our companion paper [12] , we picked feasible points by judiciously choosing constrained spaces and estimating the corresponding ball sizes. This is motivated by Freiman's and Berger's methods [13] , [14] that improve the usual sphere-packing bounds for constant weight codes.
Formally, we chooseS ⊆ Σ n , a subset possibly different from S. For x ∈ S, define BS(x, t) {y ∈S : τ (x, y) ≤ t} and set V min S,S (t) min{|BS(x, t)| : x ∈ S}.
Theorem 2 (Tandon et al. [12] ). Set t = (d − 1)/2 . For anỹ
.
(2)
In [12] , we also demonstrate that for each choice ofS, the value in (2) corresponds to the objective value of some feasible point in the linear program (1) . Observe that there are exponentially many choices for the constained spaceS. Nevertheless, in this paper, for the class of CSCCs, we provide a small family of constrained spaces and show that the optimal solution to (1) must be correspond to one of these constrained spaces. Furthermore, the number of these constrained spaces depends only on t and is independent of the length n.
Another approach to make the linear program (1) tractable exploits symmetries in the linear program. The approach essentially uses the symmetric structure of the linear program (1) to define another linear program that has significantly lesser variables and constraints, while ensuring the solution to the latter program is the same as the former. The method is formally summarised in Theorem 3 and we remark that similar methods can be found in linear programming literature (see Margot [15] , and Bődi and Herr [16] ). Independently, Fazelli et al. obtained Theorem 3 in the specialized setting of finding a fractional transversal in hypergraphs and applied it to various coding problems. Here, we describe the method in the language of metric spaces.
Recall that τ is a distance metric defined over Σ n . We say that the permutations π : Σ n → Σ n is an automorphism with respect to τ if for all x, y ∈ Σ n , we have that τ (x, y) = τ (π(x), π(y)). It is known that the set G of all automorphisms with respect to τ form a subgroup of the symmetric group on the set Σ n . Consider
Recall that T is subset of Σ n defined by the constrained space S and radius t. Suppose that T is H-closed and let O 1 , O 2 , . . . , O N be the orbits under the group action of H. Theorem 3 (Fazeli et al. [8] ). Given n, d, S, we define t, T and O 1 , O 2 , . . . , O N as above. Then
where M * is a matrix whose rows are indexed by S, columns are indexed by [N ], and its entries are given by
Note that M * (x, j) is also the size of the ball B Oj (x, t).
A. Subblock-Constrained Codes
In this paper, we focus on the Hamming metric and the following two constrained spaces. Our constrained spaces are parameterized by integers m, L and w with L/2 ≤ w ≤ L. We consider words of n mL, where each word is partitioned into m subblocks, each of length L. The CSCC space is the space of all words that have constant weight w in each subblock and is denoted by C(m, L, w). On the other hand, the SECC space is the space of all words that have weight at least w in each subblock and is denoted by S(m, L, w). The quantities of interest are hence C(m, L, d, w) A (mL, d; C(m, L, w)) , S(m, L, d, w) A (mL, d; S(m, L, w)) .
Our contributions are the exact solutions to the optimization problem given by (1) . (A) For CSCCs, we show that (1) can computed by finding the minimum amongst a set of at most N (t) values. We demonstrate that N (t) is independent of m and L and provide a combinatorial interpretation of this value in Section III. Furthermore, each of these N (t) values corresponds to choice of constrained spaceS in Theorem 2. Using this fact, we provide closed-form solutions for the case t ∈ {1, 2}. (B) For SECCs, we show that (1) can computed by solving a linear program in at most L m N (t) variables. For t = 1, we provide closed-form solutions for (1) in the following cases:
III. CLOSED-FORM SOLUTIONS FOR (1) FOR SUBBLOCK-CONSTRAINED CODES
For words of length mL, we consider the following subgroup of automorphisms on {0, 1} mL with respect to the Hamming metric. Let H be the set of automorphisms that permute the m subblocks and then permute the L coordinates within each block. Let H act on the words {0, 1} mL . Then under this group action, we can index each orbit with an m-tuple in To apply Theorem 3, we have to compute the orbit sizes and determine the number of orbits under the action of H.
First, we determine the number of words in the orbit corresponding to some m-tuple u = [u 1 , u 2 , . . . , u m ]. To do so, we introduce the following notation for a multinomial. Let µ = (µ 1 , µ 2 , . . . , µ ) be a vector of length such that
For u ∈ P(m, L), set
Then the size of O u is given by
To determine the number of orbits, we look at the respective classes of subblock-constrained codes.
A. Constant Subblock-Composition Codes
First, we consider the space S = C(m, L, w) and set t = (d − 1)/2 . Let T be the resulting space and our task is to determine the number of orbits that are contained in T. Now, the orbits in T are indexed by the m-tuples in the set P(m, L; w, t) {u ∈ P(m, L) :
Hence, our task is to determine the size of P(m, L; w, t). The next proposition states that this number is upper bounded by a value independent of m, L, and w. Its proof is combinatorial in nature and is detailed in [10] . 
and p(i) is the partition number of i. Furthermore, we have equality, or |P(m, L; w, t)| = N (t), whenever m ≥ t and t ≤ min{w, L − w}.
Next, we set w [w, w, . . . , w] and observe that C(m, L, w) = O w . Applying Theorem 3, we reduce (1) to the following optimization program.
M * is the matrix indexed by {w} × P(m, L; w, t) whose entries are given by
The general expression for M * w,u can be obtained as such
where = { [5, 5, 5] , [6, 5, 5] , [5, 5, 4] , [7, 5, 5] , [6, 6, 5] , [6, 5, 4] , [5, 4, 4] , [5, 5, 3] }.
Then M * is given by Notice that there are eight variables and the feasible region is described by nine constraints (including the eight nonnegative constraints). Hence, each vertex of the feasible region has exactly seven zero components. Therefore, the optimal value of the linear program is given by More generally, we provide a closed formula for the exact solution to (5) , or equivalently (1).
Proposition 5. For all m, L, w, t, the exact solution to (1) for CSCCs is given by
: u ∈ P(m, L; w, t) .
Furthermore, since |P(m, L; w, t)| ≤ N (t), the solution can be computed in time independent of m, L, and w. (ii) When t is proportional to n, the collection S is exponential in n and hence, it remains computationally prohibitive to check through all possible constrained spaces. Cullina and Kiyavash [11] introduced the local degree iterative algorithm to iteratively improve the objective value of (1) by suitable modifying the current feasible point. Unfortunately, the algorithm fails to improve all feasible points that correspond to spaces in S.
To conclude, we apply Proposition 5 to the case t ∈ {1, 2}.
Corollary 6.
(i) When t = 1 and 1 ≤ w ≤ L − 1, we have that
(ii) When t = 2, 2 ≤ w ≤ L − 2, and m ≥ 2, we have that
Proof. When t = 1, we have three m-tuples in the set P(m, L; w, 1). We list the m-tuples in P(m, L; w, 1) below with their corresponding orbit sizes and entries in the matrix M * . Algebraic manipulations then yield Corollary 6(i).
For t = 2, we proceed as before. The eight m-tuples in P(m, L; w, 2) below with their corresponding orbit sizes and entries in the matrix M * . 
As before, (7) and algebraic manipulations yield Corollary 6(ii).
B. Subblock Energy Constrained Codes
Consider the space S = S(m, L, w) and set t = (d − 1)/2 . Let T be the resulting space and again, our task is to determine the number of orbits that are contained in T. To this end, we set The next proposition states that N (t) (defined in (4)) is an upper bound for P(m, L; v, t). This in turn provides an upper bound for P col (m, L; w, t), the number of variables in the reduced program. The proof of Proposition 7 is deferred to [10] .
Proposition 7. For all m, L, v, t, we have |P(m, L; v, t)| ≤ N (t). Therefore, P col (m, L; w, t) ≤ L m N (t).
Applying Theorem 3, we reduce (1) to the following optimization program.
M * is the matrix indexed by P row (m, L; w) × P col (m, L; w, t) whose entries are given by Then M * is given by Since the number of orbits contained in S(m, L; w) is at most L m , the optimization problem (8) for SECCs has at most L m N (t) variables and at most L m constraints. Therefore, we have the following proposition.
Proposition 8. For all m, L, w, t, the exact solution to (1) for SECCs can be computed in time polynomial in L m and N (t).
Even though we reduce the number of variables from Ω(2 mL ) to O(L m N (t)), the number of variables remains exponential in m. Nevertheless, when t = 1, we are able to provide closed-form solutions for the optimization problem (8) .
To solve the linear program, we introduce the notion of optimality certificates. (i) When m ≡ 0 (mod 4), the solution is
(ii) when m ≡ 1 (mod 4), the solution is
(iii) when m ≡ 2 (mod 4), the solution is 
IV. CONCLUDING REMARKS
We study the generalized sphere-packing bound for two classes of subblock-constrained codes, namely, CSCCs and SECCs. Using automorphisms, we significantly reduce the number of variables in the associated linear programming problem.
For CSCCs, to determine the upper bound for C(m, L, d, w), we show that the generalized sphere-packing bound can be obtained by finding the minimum of N (t) values, where t = (d − 1)/2 and N (t) is independent of m, L and w. We then provide closed-form solutions for the generalized spherepacking bounds for single-and double-error correcting CSCCs in Corollary 6.
In contrast, for SECCs, the generalized sphere-packing bound for S(m, L, d, w) is obtained via a linear program involving at most L m N (t) variables. Nevertheless, in the special cases, we solved the linear program and closed-form solutions are provided in Propositions 11 and 12.
