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Abstract
This article studies the dynamics of the strong solution of a SDE driven by a discontinuous
Le´vy process taking values in a smooth foliated manifold with compact leaves. It is assumed
that it is foliated in the sense that its trajectories stay on the leaf of their initial value for
all times a.s.. Under a generic ergodicity assumption for each leaf, we determine the effective
behaviour of the system subject to a small smooth perturbation of order ε > 0, which acts
transversal to the leaves. The main result states that, on average, the transversal component
of the perturbed SDE converges uniformly to the solution of a deterministic ODE as ε tends
to zero. This transversal ODE is generated by the average of the perturbing vector field with
respect to the invariant measures of the unperturbed system and varies with the transversal
height of the leaves. We give upper bounds for the rates of convergence and illustrate these
results for the random rotations on the circle. This article complements the results by Gargate
and Ruffino for SDEs of Stratonovich type to general Le´vy driven SDEs of Marcus type.
Keywords: averaging principle; Le´vy diffusions on manifolds; foliated spaces; Marcus canonical
equation
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1 Introduction
This article generalizes an averaging principle established for continuous semimartingales in Gonza´les
and Ruffino [5] to Le´vy diffusions containing a jump component. The system under consideration is
the strong solution of a stochastic differential equation (SDE) driven by a discontinuous Le´vy noise
with values in a smooth Riemannian manifold M equipped with a foliation structure M. That
means there exists an equivalence relation on M , which defines a family of immersed submanifolds
of constant dimension n, which cover M . The elements of M are called the leaves of the foliation.
Moreover the solution flow of the SDE is assumed to respect the foliated structure M in the sense
that each of the discontinuous solution paths of the SDE stays on the corresponding leaf of its
initial condition for all times almost surely. We further assume the existence of a unique invariant
measure for the SDE on each leaf.
If this system is perturbed by a smooth deterministic vector field εK transversal to the leaves
with intensity ε > 0, the foliated structure of the solution is destroyed due to the appearance of
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a (smooth) transversal component in the trajectories. We study the effective behaviour of this
transversal component in the limit as ε tends to 0.
The main idea is the following. Consider the solution along the rescaled time t/ε, its foliated
component approximates the ergodic average behaviour for small ε. Hence the essential transversal
behaviour is captured by an ODE for the transversal component driven by the vector field K
instead of εK, which is averaged by the ergodic invariant measure on the leaves. Note that the
intensity of the original perturbation εK cancels out by the time scaling t/ε. This is the result of
Theorem 2.2 and will be referred to as an averaging principle. Our calculations here also determine
upper bounds for the rates of convergence and a probabilistic robustness result.
The heuristics of an averaging principle consists in replacing the fine dynamical impact of a
so-called fast variable on the dynamics of a so-called slow variable by its averaged statistical static
influence. For references on the vast also classical literature on averaging for deterministic systems
see e.g. the books by V. Arnold [2] and Saunders, Verhulst and Murdock [16] and the numerous
citations therein. For stochastic systems among many others we mention the book by Kabanov
and Pergamenshchikov [6] and the references therein which gives an excellent overview on the
subject. See also [3, 8]. An inspiration for this article also goes back to the work [12] by Li, where
she established an averaging principle for the particular case of completely integrable (continuous)
stochastic Hamiltonian systems. In Gonza´les and Ruffino [5] these results have been generalized
to averaging principles for perturbations of Gaussian diffusions on foliated spaces. This article
completes this result for general Le´vy driven foliated diffusions.
The article is organized as follows. In the next Section we present the main result and an
example to illustrate the averaging phenomenon. Section 3 is dedicated to the fundamental technical
Proposition 3.1, where the stochastic Marcus integral technique is applied and whose estimates
turn out to be the basis for the rates of convergence of the main theorem. Section 4 deals with the
averaging on the leaves. In Section 5 we prove the main theorem. Further details of the calculations
in the example of Section 2.3 are provided in an Appendix.
2 Object of study and main results
2.1 The set up
Let M be a connected smooth Riemannian manifold with an n-dimensional smooth foliation M.
Given an initial condition x0 ∈M , we assume that there exists a bounded neighbourhood U ⊂M of
the corresponding compact leaf Lx0 such that there exists a diffeomorphism ϕ : U → Lx0×V , where
V ⊂ Rd is a connected open set containing the origin. The neighbourhood U is taken small enough
such that the derivatives of ϕ are bounded (say, U is precompact in M). The second coordinate,
called the vertical coordinates of a point q ∈ U will be denoted by the projection Π : U → V with
Π(q) ∈ V , i.e. ϕ(q) = (u,Π(q)) for some u ∈ Lx0 . Hence for any fixed v ∈ V , the inverse image
Π−1(v) is the compact leaf Lx, where x is any point in U such that the vertical projection satisfies
Π(x) = v. The components of the vertical projection are denoted by
Π(q) =
(
Π1(q), . . . ,Πd(q)
)
∈ V ⊂ Rd,
for any q ∈ U .
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We are interested in a Le´vy driven SDE with values in M embedded in an Euclidean space,
whose solutions respect the foliation. Since such a solution necessarily satisfies a canonical Marcus
equation, also known as generalized Stratonovich equation in the sense of Kurtz, Pardoux and
Protter [10], we consider the stochastic differential equation
dXt = F0(Xt)dt+ F (Xt) ⋄ dZt, X0 = x0, (1)
which consists of the following components.
1. Let F ∈ C1(M ;L(Rr;TM)), such that the map x 7→ F (x) is C1 such that for each x ∈M the
linear map F (x) sends a vector z ∈ Rr 7→ F (x)z ∈ TxLx to the respective tangent space of
the leaf. Furthermore we assume that F and (DF )F are globally Lipschitz continuous on M
with common Lipschitz constant ℓ > 0. We write Fi(x) = F (x)ei, for ei the canonical basis
of Rr.
2. Here Z = (Zt)t>0 with Zt = (Z
1
t , . . . , Z
r
t ) is a Le´vy process in R
r with respect to a given filtered
probability space (Ω,F , (Ft)t>0,P) with characteristic triplet (0, ν, 0). It is assumed that the
filtration satisfies the usual conditions in the sense of Protter [13]. It is a consequence of the
Le´vy-Itoˆ decomposition of Z that Z is a pure jump process with respect to a Le´vy measure
ν : B(Rr) → [0,∞] which satisfies ν{0} = 0 and permits the existence of an exponential
moment of order κ > ℓ given by∫
Rr
(
eκ‖y‖ ∧ ‖y‖2) ν(dy) <∞. (2)
where ℓ the Lipschitz constant of the function x 7→ F (x) introduced in point 1. For details
we refer to the monographs of Sato [14] or Applebaum [1].
3. Equation (1) is defined as
Xt = x0 +
∫ t
0
F0(Xs)ds+
∫ t
0
F (Xs−)dZs +
∑
0<s6t
(ΦF∆sZ(Xs−)−Xs− − F (Xs−)∆sZ), (3)
where the function ΦFz(x) = Y (1, x;Fz) and Y (t, x;Fz) stands for the solution of the ordi-
nary differential equation
d
dσ
Y (σ) = F (Y (σ))z, with initial condition Y (0) = x ∈M, z ∈ Rr. (4)
This article studies the situation where a foliated SDE is perturbed by a transversal smooth vector
field εK with ε > 0 in the limit for εց 0.
4. For K : M → TM a smooth, globally Lipschitz continuous vector field we denote by Xε,
ε > 0 the solution of the perturbed system
dXεt = F0(X
ε
t )dt+ F (Xt) ⋄ dZt + εK(Xεt )dt, Xε0 = x0. (5)
Theorem 2.1 ([10], Theorem 3.2 and 5.1) 1. Under the previous assumptions notably item
1.- 3., there is a unique semimartingale X which is a strong global solution of (1) in the sense
of equation (3). It has a ca`dla`g version and is a (strong) Markov process.
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2. Under the previous assumptions in particular item 1.-4., there is a unique semimartingale
Xε which is a strong global solution of equation (5) in the sense of equation (3), where F0
is replaced by F0 + εK. The perturbed solution X
ε has ca`dla`g paths almost surely and is a
(strong) Markov process.
With the previously mentioned embedding results in mind we are now in the position to apply
Proposition 4.3 in Kurtz, Pardoux and Protter [10], which states the following support theorem.
Under the aforementioned conditions P(X0 ∈ M) = 1, it implies that P(Xt ∈ M, ∀t > 0) = 1.
The same result applied again on the leaves yields in particular that each solution is foliated in
the sense that it stays on the leaf of its initial condition, i.e. P(X0 ∈ Lx0) = 1 implies that
P(Xt ∈ Lx0 , ∀t > 0) = 1. We shall call an SDE of the type (1) which admits a foliated solution
a foliated stochastic differential equation.
2.2 The main results
We assume that each leaf Lq ∈M passing through q ∈M has associated a unique invariant measure
µq of the unperturbed foliated system (1) with initial condition x0 = q.
Let Ψ : M → R be a differentiable function. We define the average of Ψ with respect to µq in
the following way. If v is the vertical coordinate of q, that is ϕ(q) = (u, v), we define
QΨ(v) :=
∫
Lq
Ψ(y)µq(dy). (6)
With respect to the coordinates given by ϕ, the perturbing vector field K is written as
dΠ(K) =
(
dΠ1(K), . . . , dΠd(K)).
Hypothesis 1: For i = 1, . . . , d the function
v 7→ QdΠiK(v) (7)
is globally Lipschitz continuous.
This ensures in particular that for each w ∈ Rd the ordinary differential equation
dw
dt
(t) = (QdΠ1(K), . . . , QdΠd(K)) (w(t)) , w(0) = w (8)
has a unique global solution.
We are going to consider the average on the leaves of each real valued functions dΠi(K), with
i = 1, . . . , d. In general, there is no standard rate of convergence in the ergodic theorem, see e.g.
Krengel [9], Kakutani and Petersen [7]. We are going to consider a prescribed rate of converge in
time average, following the classical approach as in Freidlin and Wentzell [4, Chap. 7.9], where
they deal with an averaging principle with convergence in probability.
Hypothesis 2: For any x0 ∈M and p > 2 there exists a positive, bounded, decreasing function
η : [0,∞) → [0,∞) which estimates the rate of convergence of the ergodic unperturbed
dynamic in each leaf Lx0 in the sense that for all i ∈ {1, . . . , d}(
E
∣∣∣∣1t
∫ t
0
dΠiK(Xs(x0)) ds −QdΠi(K)(Π(x0))
∣∣∣∣
p) 1
p
6 η(t), for all t > 0. (9)
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For ε > 0 and x0 ∈ M let τ ε be the first exit time of the solution Xε(x0) of equation (5) from
the aforementioned foliated coordinate neighborhood U .
Theorem 2.2 Assume that the unperturbed foliated system (1) on M satisfies Hypothesis 1 and 2.
Let w be the solution of the deterministic ODE in the transversal component V ⊂ Rn.
dw
dt
(t) = (QdΠ1(K), . . . , QdΠd(K)) (w(t)) , (10)
with initial condition w(0) = Π(x0) = 0. Let T0 be the time that w(t) reaches the boundary of V .
Then we have that:
1. For all 0 < t < T0, β ∈ (0, 12), p > 2 and λ < 1(
E
[
sup
s6t
|Π(Xεs
ε
∧τε
)− w(s)|p]) 1p 6 t [ελh(t, ε) + η (t| ln ε| 2βp ) exp {Ct}] ,
where h(t, ε) is continuous and converges to zero, when ε or t do so and C is a positive
constant.
2. For γ > 0, let
Tγ := inf{t > 0 | dist(w(t), ∂V ) 6 γ}.
The exit times of the two systems satisfy the estimates
P(ετ ε < Tγ) 6 γ
−pT pγ
[
ελh(Tγ , ε) + η
(
Tγ | ln ε|−
2β
p
)
eCTγ
]p
.
The second part of the theorem above guarantees the robustness of the averaging phenomenon in
transversal direction.
2.3 Example. Perturbed random rotations: The Gamma process on the circle
As a simple but illustrative example of the phenomenon, consider M = R3 \ {(0, 0, z), z ∈ R}
with the 1-dimension horizontal circular foliation of M where the leaf passing through a point
q = (x, y, z) is given by the (non-degenerate) horizontal circle at height z:
Lq = {(
√
x2 + y2 cos θ,
√
x2 + y2 sin θ, z), θ ∈ [0, 2π)}.
This foliation (cf. [5]) is an example where the transversal space is richer than the leaves themselves,
hence the range of the impact for different perturbations is relatively large.
Let the process Z = (Zt)t>0 be a Gamma process in R with characteristic triplet (0, ν, 0), where
ν(dy) = e
−θ|y|
|y| is the corresponding Le´vy jump measure with a rate parameter θ > 0. It satisfies
the integrability condition
∫
R
(eκ|y| ∧ |z|2)ν(dz) < ∞ required in (2). The Le´vy-Itoˆ decomposition
of Z yields the almost sure decomposition
Zt =
∫ t
0
∫
|y|61
yN˜(ds, dy) +
∫
|y|>1
yN(ds, dy), (11)
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where N is the random Poisson measures with intensity measure dt⊗ν. N˜ denotes its compensated
counterpart. Consider the foliated linear SDE on M consisting of random rotations:
dXt = ΛXt ⋄ dZt, X0 = q0 = (x0, y0, z0), (12)
where
Λ =

 0 −1 01 0 0
0 0 0

 .
Equation (12) is defined as follows: First note that Λ2 = diag(−1,−1, 0). Secondly, note that for
z ∈ R, z 6= 0 the solution flow Φ of the equation
d
dσ
Y (σ) = F (Y (σ))z, Y (0) = q where F (q¯) = Λq¯
is obtained by a simple calculation as
ΦFz(q) = Y (1; q) =

 x cos(z) − y sin(z)x sin(z) + y cos(z)
z

 ,
such that
Xt = q0 +
∫ t
0
ΛXs−zN˜(ds, dz) +
∑
0<s6t
(ΦF∆sZ(Xs−)−Xs− − F (Xs−)∆sZ).
We ignore for the moment the constant third component X3t = z0 for all t > 0 almost surely
and write X¯ = (X1,X2) for convenience. Using the chain rule of the Marcus integral, as stated in
Proposition 4.2 in [10], we verify for χ(x, y) := x2 + y2 we get
dχ(X¯t) = −2X¯t−ΛX¯t− ⋄ dZt = 0. (13)
In fact, X¯ε can be defined equally as the projection of Z on the unit circle. If we identify the plane,
where X¯ takes its values, with the complex plane C, one verifies easily that
X¯t = e
iZt .
In fact we obtain the well-known Le´vy-Chinchine representation of the characteristic function for
any p ∈ R:
E[X¯pt ] = E[e
ipZt ] = exp(tΨ(p)),
Ψ(p) =
∫
Rd
(eipy − 1− iyp1{|y| 6 1})dν(y).
It is a direct consequence of Lemma 6.1 that for any uniformly distributed random variable on a
circle in the complex plane centered in the origin we have Zt
d−→ U as t → ∞. The invariant
measures µq in the leaves Lq passing through points q ∈ M are therefore given by normalized
Lebesgue measures in the circle Lq centered in 0 with radius |(x, y)|. We investigate the effective
behaviour of a small transversal perturbation of order ε:
dXεt = ΛX
ε
t ⋄ dZt + εK(Xεt ) dt
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with initial condition q0 = (1, 0, 0). In this example we shall consider two classes of perturbing
vector field K.
(A) Constant perturbation εK. Assume that the perturbation is given by a constant vector field
K = (K1,K2,K3) ∈ R3 with respect to Euclidean coordinates in M . Then, the horizontal average
of the radial component
QdΠrK(r0, z0) =
∫
Lq
〈(K1,K2)T , y〉dµq(y) = 0, q = (θ0, r0, z0)
and the vertical z-component is constant QdΠzK = K3. We verify (9) and obtain with the help of
(13) the rate function η ≡ 0. In fact trivially:
(
E[|1
t
∫ t
0
(dΠrK)(Xs)ds−QdΠrK(r0, z0)|p]
) 1
p
= 0,
and (
E[|1
t
∫ t
0
(dΠzK)(Xs)ds −QdΠzK(r0, z0)|p]
) 1
p
= K3 −K3 = 0.
Hence the transversal component in Theorem 2.2 for initial condition q0 = (1, 0, 0) is given by
w(t) = (1,K3t) for all t > 0. Theorem 2.2 establishes a minimum rate of convergence to zero of
the difference between each of the transversal components. Hence for the radial component of the
perturbed systems w1(t) ≡ 1 and Πr(Xεt
ε
∧τε
) it holds that, for p > 2 and γ ∈ (0, 1)
[
E
(
sup
s6t
∣∣∣Πr(Xεt
ε
∧τε
)− 1
∣∣∣p)]
1
p
6 εγt.
For the second transversal component, we have that
|Πz
(
Xεt
ε
∧τε
)
− w2(t)| ≡ 0
for all t > 0 and the convergence of the theorem is trivially verified.
(B) Linear perturbation εK(x, y, z) = ε(x, 0, 0). For the sake of simplicity, we consider a one
dimensional and horizontal linear perturbation, which in this case can be written in the form
K(x, y, z) = (x, 0, 0). The z-coordinate average vanishes trivially. For the radial component, we
have that dΠrK(q) = r cos
2(θ), where θ is the angular coordinate of q = (θ, r, z) whose distance to
the z-axis (radial coordinate) is r. Hence the average with respect to the invariant measure on the
leaves is given by
QdΠrK(θ, r, z) =
1
2π
∫ 2pi
0
r cos2(θ)dθ =
r
2
for leaves Lq with radius r. We verify the convergence (9) of Hypothesis 2 for the radial component
and p = 2. Elementary calculations, which can be found in the Appendix after Lemma 6.1, show
that
E
[∣∣∣1
t
∫ t
0
dΠrK(Zs, 0, 0)ds −QdΠrK(q0)
∣∣∣2]
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= E
[∣∣∣1
t
∫ t
0
r cos2(Zs)ds − r
2
∣∣∣2]
=
(r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos
2(Zσ)
]
dsdσ +
r2
t
∫ t
0
1
2
exp(−Cs)ds− r
2
4
,
where the first term can be estimated by constants a, b > 0(r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos
2(Zσ)
]
dsdσ 6
(r
t
)2 1
4
(a+ bt+ t2)
tր∞−→ r
2
4
.
Combining the previous two results and taking the square root, the rate of convergence is of order
η(t) = C/
√
t for a positive consant C as tր∞.
For an initial value q0 = (x0, y0, z0) = (r0 cos(u0), r0 sin(u0), z0) the transversal system stated in
Theorem 2.2 is then w(t) = (e
t
2 r0, z0). Hence the result guarantees that the radial part Πr
(
Xεt
ε
∧τε
)
must have a behaviour close to the exponential e
t
2 in the sense that[
E
(
sup
s6t
∣∣∣Πr(Xεt
ε
∧τε
)− e t2 ∣∣∣2)]
1
2
6 Ctελ + C
√
t exp(Ct)| ln ε|−βp ,
tends to zero when εց 0.
3 Transversal perturbations
Next proposition gives information on the order of which the perturbed trajectories approach the
unperturbed trajectories when ε goes to zero.
Proposition 3.1 For any Lipschitz test function Ψ : M → R there exist positive constants k1, k2
such that for all T > 0 we have(
E
[
sup
t6T∧τε
|Ψ(Xεt (x0))−Ψ(Xt(x0))|p
]) 1
p
6 k1 ε T exp (k2 T
p) . (14)
The constants k1 and k2 depend on the upper bounds of the norms for the perturbing vector field
K in U , on the Lipschitz coefficient of Ψ and on the derivatives of the vector fields F0, F1 . . . , Fr
with respect to the coordinate system.
Proof: First we rewriteXε andX, the solutions of equation (1) and (5), in terms of the coordinates
given by the diffeomorphism ϕ:
(ut, vt) := ϕ(Xt) and (u
ε
t , v
ε
t ) := ϕ(X
ε
t ).
Exploiting the regularities of Ψ and ϕ we obtain
|Ψ(Xεt )−Ψ(Xt)| = |Ψ ◦ ϕ−1(uεt , vεt )−Ψ ◦ ϕ−1(ut, vt)|
6 C0|(uεt − ut, vεt − vt)| 6 C0(|uεt − ut|+ |vεt − vt|). (15)
for C0 := Lip(ψ) supy∈U |ϕ−1(y)|. The proof of the statement consists in calculating estimates for
each summand on the right hand side of equation above. We define
Fi := (Dϕ) ◦ Fi ◦ ϕ−1 for i = 0, . . . , n,
8
K := (Dϕ) ◦K ◦ ϕ−1,
which all together with their derivatives are bounded. Considering the components in the image
of ϕ we have:
K = (KH ,KV ),
with KH ∈ TLx0 and KV ∈ TV ≃ Rd. The chain rule proved in Theorem 4.2 of [10] yields for
equation (5) the following form in ϕ coordinates, written componentwise as
duεt = F0(u
ε
t , v
ε
t )dt+ F(u
ε
t , v
ε
t ) ⋄ dZt + εKH(uεt , vεt )dt with uεt ∈ Lx0 , (16)
dvεt = εKV (u
ε
t , v
ε
t )dt with v
ε
t ∈ V. (17)
We start with estimates on the transversal components |vε− v|. Let |K| and hence |K| be bounded
by a universal constant, C1 > 0, say. Therefore equation (17) yields the estimate
sup
t6T∧τε
|vεt − vt| 6 ε sup
t6T∧τε
∫ t
0
|KV (uεs, vεs)| ds 6 C1εT. (18)
We continue with estimates on the difference of the ‘horizontal’ component. Recall that for t < τ ε
formally
uεt − ut =
∫ t
0
(F0(u
ε
s, v
ε
s)− F0(us, vs))ds+
∫ t
0
(F(uεs, v
ε
s)− F(us, vs)) ⋄ dZs + ε
∫ t
0
KH(u
ε
s, v
ε
s)ds.
This equality is defined as
uεt − ut =
∫ t
0
[F0(u
ε
s, v
ε
s)− F0(us, vs)]ds
+
∫ t
0
[F(uεs−, v
ε
s−)− F(us−, vs−)]dZs
+
∑
0<s6t
[
(ΦF∆sZ(uεs−, v
ε
s−)− ΦF∆sZ(us−, vs−))
− (uεs− − us−)− (F(uεs−, vεs−)− F(us−, vs−))∆sZ
]
+ ε
∫ t
0
KH(u
ε
s, v
ε
s)ds.
Since p > 2 this leads to
|uεt − ut|p 6 4p−1
∣∣∣ ∫ t
0
F0(u
ε
s, v
ε
s)− F0(us, vs)ds
∣∣∣p + 4p−1Cp1εptp
+ 4p−1
∣∣∣ ∫ t
0
[F(uεs−, v
ε
s−)− F(uεs−, vεs−)]dZs
∣∣∣
+ 4p−1
∣∣∣ ∑
0<s6t
ΦF∆sZ(uεs−, v
ε
s−)−ΦF∆sZ(us−, vs−)− (uε,is− − uis−)
− (F(uεs−, vεs−)− F(us−, vs−))∆sZ
∣∣∣p. (19)
We now estimate the terms of the right-hand side in (19). The first term on the right-hand side is
dominated by Jensen’s inequality and equation (18)∣∣∣ ∫ t
0
F0(u
ε
s, v
ε
s)− F0(us, vs)ds
∣∣∣p 6 (∫ t
0
C2|(uεs − us, vεs − vs)|ds
)p
9
6 Cp2
(∫ t
0
(|uεs − us|+ |vεs − vs|)ds
)p
6 Cp2 (2t)
p−1
(∫ t
0
|uεs − us|pds+
∫ t
0
|vεs − vs|pds
)
6 Cp2 (2t)
p−1
(∫ t
0
|uεs − us|pds+ Cp1εptp+1
)
6 Cp2 (2t)
p−1
∫ t
0
|uεs − us|pds+ (2C1C2)pt2pεp.
The term in the second line has the following representation with respect to the random Poisson
measure associated to Z∫ t
0
[F(uεs−, v
ε
s−)− F(us−, vs−)]dZs =
∫ t
0
∫
Rr\{0}
[F(uεs−, v
ε
s−)− F(us−, vs−)]zN˜ (ds, dz).
By Kunita’s first inequality for the supremum of integrals with respect to the compensated random
Poisson measure integrals, as stated for instance in Theorem 4.4.23 in [1], and inequality (18) we
obtain
E
[
sup
t∈[0,T ]
∣∣∣ ∫ t
0
∫
Rr
[F(uεs−, v
ε
s−)− F(us−, vs−)]zN˜ (ds, dz)
∣∣∣p
]
6 C3
(∫
Rr
‖z‖2ν(dz)
)p/2
E
[(∫ T
0
|F(uεs−, vεs−)− F(us−, vs−)|2ds
)p/2 ]
+ C3
∫
Rr
‖z‖pν(dz) E
[(∫ T
0
|F(uεs−, vεs−)− F(us−, vs−)|pds
)]
6 (2C2)
pC3(C4T
p
2
−1 + C5)
∫ T
0
E
[
sup
s∈[0,t]
|uεs − us|p
]
ds+ (2C1C2)
pC3(C4 + C5)T
p+1εp (20)
6 (2C2)
pC3(C4 + C5)(T
p
2
−1 + 1)
∫ T
0
E
[
sup
s∈[0,t]
|uεs − us|p
]
ds+ (2C1C2)
pC3(C4 + C5)(T
3p
2 + T p+1)εp.
(21)
Note that C4 and C5 are finite due to the existence of an exponential moment (2). Since the vector
fields F and (DF)F are globally Lipschitz continuous, we apply the estimates in Lemma 3.1 of [10],
which yields a constant C6 = C6(p) > 0, then apply once again (18)
It :=
∣∣∣ ∑
0<s6t
ΦF∆sZ(uεs−, v
ε
s−)− ΦF∆sZ(us−, vs−)
− (uεs− − us−, vεs− − vs−)− (F(uεs−, vεs−)− F(us−, vs−))∆sZ
∣∣∣p
6
(
C6
∑
0<s6t
|(uεs− − us−, vεs− − vs−)|eC6‖∆sZ‖‖∆sZ‖2
)p
6 (C6)
p
( ∑
0<s6t
(|uεs− − us−|+ |vεs− − vs−|)eC6‖∆sZ‖‖∆sZ‖2
)p
6 (2C6)
p
[( ∑
0<s6t
|uεs− − us−|eC6‖∆sZ‖‖∆sZ‖2
)p
+
(
C1εt
∑
0<s6t
eC6‖∆sZ‖‖∆sZ‖2
)p]
. (22)
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We go over to the representation with the random Poisson measure. For the first summand we
obtain∑
0<s6t
|uεs− − us−|eC6‖∆sZ‖‖∆sZ‖2
=
∫ t
0
∫
‖y‖61
|uεs− − us−|eC6‖y‖‖y‖2N˜(dsdy) +
∫ t
0
∫
‖y‖61
|uεs− − us−|eC6‖y‖‖y‖2 ν(dy) ds
+
∫ t
0
∫
‖y‖>1
|uεs− − us−|eC6‖y‖‖y‖2N(dsdy)
=
∫ t
0
∫
Rr
|uεs− − us−|eC6‖y‖‖y‖2N˜(dsdy) +
∫ t
0
∫
Rr
|uεs− − us−|eC6‖y‖‖y‖2 ν(dy) ds (23)
and ∑
0<s6t
eC6‖∆sZ‖‖∆sZ‖2 =
∫ t
0
∫
‖y‖61
eC6‖y‖‖y‖2N˜(dsdy) +
∫ t
0
∫
‖y‖61
eC6‖y‖‖y‖2 ν(dy) ds
+
∫ t
0
∫
‖y‖>1
eC6‖y‖‖y‖2N(dsdy)
=
∫ t
0
∫
Rr
eC6‖y‖‖y‖2N˜(dsdy) +
∫ t
0
∫
Rr
eC6‖y‖‖y‖2 ν(dy) ds. (24)
Hence
E[It] 6 (2C6)
p
{
E
[∣∣ ∫ t
0
∫
Rr
|uεs− − us−|eC6‖y‖‖y‖2N˜(dsdy)
∣∣p]
+ E
[∣∣ ∫ t
0
∫
Rr
|uεs− − us−|eC6‖y‖‖y‖2 ν(dy) ds
∣∣p]}
+ (2C1C6εt)
p
{
E
[∣∣ ∫ t
0
∫
Rr
eC6‖y‖‖y‖2N˜(dsdy)∣∣p]+ ∣∣ ∫ t
0
∫
Rr
eC6‖y‖‖y‖2 ν(dy) ds∣∣p}
=: J1 + J2 + J3 + J4. (25)
Kunita’s first theorem [1] provides a constant C7 = C7(p) for the estimate of the p-th moment for
integrals with respect to compensated random Poisson measure in J1 and J4.
J1 6 (2C6C7)
p
{
E
[ ∫ t
0
∫
Rr
|uεs− − us−|peC6p‖y‖‖y‖2pν(dy)ds
]
+ E
[( ∫ t
0
∫
Rr
|uεs− − us−|2eC62‖y‖‖y‖4ν(dy)ds
) p
2
]}
6 (2C6C7)
p
{∫
Rr
eC6p‖y‖‖y‖2pν(dy) E
[ ∫ t
0
|uεs− − us−|pds
]
+
(∫
Rr
e2C6‖y‖‖y‖4ν(dy)
) p
2
E
[( ∫ t
0
|uεs− − us−|2ds
) p
2
]}
6 (2C6C7)
p(C8 + C9)(T
p
2
−1 + 1)
∫ T
0
E
[
sup
s∈[0,t]
|uεs− − us−|p
]
dt. (26)
Jensen’s inequality estimates the remaining summands. We get
J2 6 (2C6)
p
∫
Rr
eC6p‖y‖‖y‖2pν(dy) T p−1
∫ T
0
E
[
sup
s∈[0,t]
|uεs− − us−|p
]
dt
11
= (2C6C10)
pT p−1
∫ T
0
E
[
sup
s∈[0,t]
|uεs− − us−|p
]
dt (27)
J3 6 (2C1C6C7εT )
p
{
T
p
2
∣∣ ∫
Rr
e2C6‖y‖‖y‖4ν(dy)
∣∣ p2 + T ∫
Rr
epC6‖y‖‖y‖pν(dy)
}
6 (2C1C6C7)
p(C11 + C10)ε
p
{
T
3p
2 + T p+1
}
(28)
J4 6 (2C1C6C7)
pC12ε
pT 2p (29)
Taking the supremum and expectation in inequality (19) we combine (21), (23) and (24) with (26),
(27), (28) and (29). Further we use p + 1 6 3p2 6 2p and 0 6
p
2 − 1 6 p − 1 and obtain positive
constants C13 and C14
E
[
sup
t∈[0,T ]
|uεt − ut|p
]
6 C13(T
2p + T p+1)εp + C14
(
T p−1 + 1
) ∫ T
0
E
[
sup
s∈[0,t]
|uεs − us|p
]
dt
=: aε(T ) + b(T )
∫ T
0
E
[
sup
s∈[0,t]
|uεs − us|p
]
dt.
A standard integral version of Gronwall’s inequality, as stated for instance in Lemma D.2 in [15],
yields that
E
[
sup
t∈[0,T ]
|uεt − ut|p
]
6 aε(T )(1 + b(T )T exp (b(T )T ))
6 C13T
p+1(1 + T p−1)εp
[
1 + C14T (1 + T
p−1) exp
(
C14T (1 + T
p−1)
) ]
6 C13T
p(1 + T )pεp exp (C15T
p)) .
Hence (
E
[
sup
t∈[0,T ]
|uεt − ut|p
]) 1
p
6 C13 ε T (1 + T ) exp (C15 T
p) . (30)
Eventually Minkowski’s inequality and the estimates (15), (18) and (30) yield the desired result
(
E
[
sup
s6T∧τε
|Ψ(Xεt (x0))−Ψ(Xt(x0))|p
]) 1
p
6 C0
(
E
[
sup
s6T∧τε
|uεs − us|p
]) 1
p
+ C0
(
E
[
sup
s6T∧τε
|vεs − vs|p
]) 1
p
6 C0C13 ε T (1 + T ) exp (C15 T
p) + C0C1Tε
6 C16 ε T exp (C17 T
p) .
This finishes the proof.
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If Z has a continuous component, the solution of equation (1) also contains a continuous
Stratonovich component, see [10]. Combining the proof above with the proof of Lemma 2.1 in
[5] we conclude the following.
Corollary 3.2 Let Z be a Le´vy process with characteristic triplet (b, ν,A) in Rr for a drift vector
b ∈ Rr and the covariance matrix A and ν as in Proposition 3.1. Then estimate (14) of Proposition
3.1 holds true with an appropriate choice of the constants k1 and k2.
Proof: The estimates of E
[
supt∈[0,T ] |uεt − ut|p
]
in both cases -continuous and pure jumps- just
before applying Gronwall’s lemma yields polynomial estimates in T and ε of the same degree. Hence
Gronwall’s inequality guarantees the same estimates modulo constants. 
4 Averaging functions on the leaves
We recall that for a fixed x0 ∈ M and ε > 0, τ ε denotes the exit time of Xε· (x0) from the open
neighbourhood U ⊂M , which is diffeomorphic to Lx0 × V .
Proposition 4.1 Given Ψ : M → R differentiable and QΨ : V → R its average on the leaves given
by formula (6). For t > 0 we denote by
δΨ(ε, t) :=
∫ t∧ετε
0
Ψ(Xεr
ε
(x0))−QΨ(Π(Xεr
ε
(x0)))dr.
Then δΨ(ε, t) tends to zero, when t or ε tend to zero. Moreover, if QΨ is α-Ho¨lder continuous with
α > 0, then for any λ < α, p > 2 and any β ∈ (0, 12 ) we have the following estimate(
E
[
sup
s6t
|δΨ(ε, s)|p
]) 1
p
6 t
[
ελh(t, ε) + η
(
t| ln ε| 2βp
)]
,
where h(t, ε) is continuous in (t, ε) and tends to zero when t or ε do so.
Proof: (First part.) For ε sufficiently small and t > 0 we define the partition
t0 = 0 < t
ε
1 < · · · < tεNε 6
t
ε
∧ τ ε
as long as Xε has not left U with the following step size
∆ε := t| ln ε|2
β
p
by
tεn := n∆ε for 0 6 n 6 N
ε where N ε = ⌊(ε| ln ε|2βp )−1⌋.
We now represent the first summand of δΨ by
∫ t∧ετε
0
Ψ(Xεr
ε
(x0))dr = ε
∫ t
ε
∧τε
0
Ψ(Xεr (x0))dr
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= ε
Nε−1∑
n=0
∫ tn+1
tn
Ψ(Xεr (x0)) + ε
∫ t
ε
∧τε
tn
Ψ(Xεr (x0))dr.
We lighten notation and omit for convenience in the sequel all super and subscript ε and Ψ as well
as the initial value x0. We denote by θ the canonical shift operator on the canonical probability
space Ω = D(R,M) of ca`dla`g functions. Let Ft(·, ω) the stochastic flow of the original unperturbed
system in M . The triangle inequality yields
|δΨ(ε, t)| 6 |A1(t, ε)| + |A2(t, ε)|+ |A3(t, ε)| + |A4(t, ε)|, (31)
where
A1(t, ε) := ε
N−1∑
n=0
∫ tn+1
tn
[Ψ(Xεr )−Ψ(Fr−tn(Xεtn , θtn(ω)))] dr
A2(t, ε) := ε
N−1∑
n=0
∫ tn+1
tn
[Ψ(Fr−tn(X
ε
tn , θtn(ω)))−∆Q(Π(Xεtn))] dr
A3(t, ε) :=
N−1∑
n=0
ε∆Q(Π(Xεtn ))−
∫ t∧ετε
0
Q(Π(Xεr
ε
)) dr
A4(t, ε) := ε
∫ t
ε
∧τε
tn
Ψ(Xεr (x0))dr.
The following four lemmas estimate the preceding terms. This being done the proof is finished.
Lemma 4.2 For any γ ∈ (0, 1) there exists a function h1 = h1(γ) such that
(
E
[
sup
s6t
|A1(s, ε)|p
]) 1
p
6 k1tε
γh1(t, ε),
where h1 is continuous in ε and t and tends to zero when ε and t do so.
Proof: The proof is identical to Lemma 3.2 in [5], since Proposition 3.1 provides the same asymp-
totic bounds as Lemma 2.1 in [5], which enters here. Furthermore, only the Markov property of
the solutions of equation (5) is exploited. 
Lemma 4.3 Let η(t) be the rate of time convergence as defined in expression (9). For the process
A2 in inequality (31) we have:
(
E
[
sup
s6t
|A2(s, ε)|p
]) 1
p
6 t η
(
t| ln ε|− 2βp
)
.
Proof:
We have
(
E
[
sup
s6t
|A2(s, ε)|p
]) 1
p
6 ε
N−1∑
n=0
[
E
∣∣∣∣
∫ tn+1
tn
Ψ(Fr−tn(X
ε
tn , θtn(ω)))dr −∆Q(Π(Xεtn))
∣∣∣∣
p] 1
p
14
= ε ∆
N−1∑
n=0
[
E
∣∣∣∣ 1∆
∫ tn+1
tn
Ψ(Fr−tn(X
ε
tn , θtn(ω)))dr −Q(Π(Xεtn))
∣∣∣∣
p] 1
p
.
For all n = 0, . . . , N − 1, by the ergodic theorem, the two terms inside the modulus converges to
each other when ∆ goes to infinity with rate of convergence bounded by η(∆). Hence, for small ε
we have (
E
[
sup
s6t
|A2(s, ε)|p
]) 1
p
6 ε N ∆ η(∆)
6 ε
[
ε−1| ln ε|− 2βp
]
t| ln ε| 2βp η
(
t| ln ε| 2βp
)
= t η
(
t| ln ε| 2βp
)
.

Lemma 4.4 Assume that QΨ is α-Ho¨lder continuous with α > 0. Then the process A3 in inequality
(31) satisfies
(
E
[
sup
s6t
|A3(s, ε)|p
]) 1
p
6 K2t
1+αεα| ln(ε)| 2αβp
for a positive constant K2 > 0.
Proof: We lighten notation Q = QΨ. We consider the interval [0, t] with the partition 0 < εt1 <
· · · < εtN 6 t
|A3(t, ε)| =
∣∣∣N−1∑
n=0
ε∆Q(Π(Xεtn ))−
∫ t∧ετε
0
Q(Π(Xεr
ε
)) dr
∣∣∣
6 ε
N−1∑
n=0
∆ sup
εtn6s<εtn+1
|Q(Π(Xεs ))−Q(Π(Xεtn))|
6 εC1∆N sup
εtn6s<εtn+1
|vεs − vεtn |α
6 εC2∆N(εh)
α
6 K2ε
1+αt1+α| ln(ε)|(1+α) 2βp ε−1| ln(ε)|− 2βp
= K2t
1+αεα| ln(ε)| 2αβp .

Lemma 4.5 The process A4 satisfies
E
[
sup
s6t
|A4(s, ε)|p
]
6 K3tε| ln ε|
2β
p ,
where K3 = ‖Ψ‖∞,U .
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The proof follows straightforward, see also the proof of Lemma 3.5 in [5].
(Final step of Proposition 4.1) Collecting the results of the previous lemmas yields with the
help of Minkowski’s inequality the desired result
(
E
[
sup
s6t
|δΨ(ε, s)|p
]) 1
p
6 t
(
k1ε
γh1(ε, t) + η
(
t| ln ε|− 2βp
)
+ k2t
αεα| ln(ε)| 2αβp +K3 ε | ln ε|
2β
p
)
=: t
[
ελh(t, ε) + η
(
t| ln ε| 2βp
)]
,
where h(t, ε) tends to zero if ε or t does so, for all λ < α. 
5 Proof of the main result
The gradient of each Πi is orthogonal to the leaves. Hence by Itoˆ’s formula for canonical Marcus
integrals, see e.g. [10] Proposition 4.2, we obtain for i = 1, . . . , d that
Πi
(
Xεt
ε
∧τε
)
=
∫ t∧τε
ε
0
dΠi(εK)(X
ε
r )dr =
∫ t∧τε
0
dΠi(K)(X
ε
r
ε
)dr. (32)
We may continue and change the variable
|Πi
(
Xεt
ε
∧τε
)− wi
(
t
)| 6 ∫ t∧τε
0
|QdΠi(K)(Xεr
ε
)−QdΠi(K)(w(r))|dr + |δdΠi(t, ε)|
6 C1
∫ t∧τε
0
|Πi(Xεr
ε
)− wi(r)|dr + |δdΠi(t, ε)|
6 C2
∫ t∧τε
0
|Π(Xεr
ε
)− w(r)|dr +
N∑
i=1
|δdΠi(t, ε)|.
Since the right-hand side does not depend on i, we can sum over i at the left-hand side and apply
Gronwall’s lemma. This yields
|Π(Xεt
ε
∧τε
)− w(t)| 6 eC2t d∑
i=1
|δdΠi(t, ε)|.
An application of Proposition 4.1 finishes the proof of the first statement. For the second part we
calculate with the help of Chebyshev’s inequality
P
(
ετ ε < Tγ) 6 P
(
sup
s6Tγ∧ετε
|Π(Xεt
ε
∧τε
)− w(s)| > γ)
6 γ−pE
[
sup
s6Tγ∧ετε
|Π(Xεt
ε
∧τε
)−w(s)|p
]
6 γ−pT pγ
[
ελh(Tγ , ε) + η
(
Tγ | ln ε|−
2β
p
)
eCTγ
]p
.
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6 Appendix
Lemma 6.1 For any uniformly distributed random value in [0, 2π) and p ∈ C the Gamma process
defined in (11) satisfies
E[eipe
iZt
]→ E[eipeiU ] as t→∞.
Proof: The marginal densities of the Gamma process are well-known to be pt(x) =
θt
Γ(t)x
t−1e−θxdx
such that
E[ei(ue
iLt )] =
∫
R
eiue
x θt
Γ(t)
xt−1e−θxdx.
Using the oddness of the imaginary part, the evenness of the real part and the 2π-periodicity of
x 7→ eiuex for any u ∈ C we obtain
E[ei(ue
iLt )] = 2
∞∑
n=1
∫ 2pi
0
ℜeiuey θ
t
Γ(t)
(2πn + y)t−1e−θ(2pin+y)dy
= 2
∫ 2pi
0
ℜeiuey θ
t
Γ(t)
( ∞∑
n=1
(2πn + y)t−1e−θ(2pin+y)
)
dy.
We continue for fixed y with the density. It behaves as
∞∑
n=1
(2πn + y)t−1e−θ(2pin+y) ∼
∫ ∞
0
(2πv + y)t−1e−θ(2piv+y)dv
=
1
2π
∫ ∞
y
zt−1e−θzdz
=
Γ(t)
2πθt
−
∫ y
0
zt−1e−θz
2π
dz.
Hence
E[ei(ue
iLt )] = 2
∫ 2pi
0
ℜeiuey θ
t
Γ(t)
( Γ(t)
2πθt
− y
te−θy
2π
)
dy
= 2
∫ 2pi
0
ℜeiuey
2π
dy − 2 θ
t
Γ(t)
∫ 2pi
0
eiue
y
∫ y
0
σte−θσ
2π
dσdy.
For the remainder term we use large Stirling’s formula of Γ(t) ≈ √2πt
(
t
e
)t
for large t and the
Beppo-Levi theorem
1
Γ(t)
∫ 2pi
0
ℜeiueyθt
∫ y
0
σte−θσ
2π
dσdy 6
∫ 2pi
0
ℜeiuey (2πθ)
t
Γ(t)
dy → 0, as t→∞.
This concludes the proof. 
Calculations: In the sequel we verify (9) for the radial component using the elementary identity
cos2(z) = ℜ 12(ei2z + 1), z ∈ R.
E
1
t
∫ t
0
dΠrK(Xs(x0)) ds = E
1
t
∫ t
0
r cos2(Zs)ds
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=
r
t
∫ t
0
E cos2(Zs)ds
=
r
t
∫ t
0
1
2
ℜ E[exp(i2Zs)]ds + r
t
∫ t
0
1
2
ds
=
r
t
∫ t
0
1
2
exp(−Cs)ds+ r
2
tր∞−→ r
2
.
This yields the convergence in p = 1. For p = 2 we continue
E
[∣∣∣1
t
∫ t
0
r cos2(Zs)ds − r
2
∣∣∣2]
= E
[(r
t
)2( ∫ t
0
cos2(Zs)ds
)2
− r
2
t
∫ t
0
cos2(Zs)ds+
r2
4
]
=
(r
t
)2
E
[ ∫∫ t
0
cos2(Zs) cos
2(Zσ)dsdσ
]
− r
2
t
∫ t
0
E
[
cos2(Zs)
]
ds+
r2
4
=
(r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos
2(Zσ)
]
dsdσ +
r2
t
∫ t
0
1
2
exp(−Cs)ds− r
2
4
.
Using the elementary identity cos2(x) cos2(y) = cos(2(x+y))+cos(2(x−y))+2 cos(2x)+2 cos(2y)+2
we continue with the first term(r
t
)2
2
∫ t
0
∫ σ
0
E
[
cos2(Zs) cos
2(Zσ)
]
dsdσ
=
(r
t
)2 1
4
∫ t
0
∫ σ
0
(
E
[
ei2(Zσ−Zs)
]
+ E
[
ei2(Zσ+Zs)
]
+ 2E
[
ei2Zσ
]
+ 2E
[
ei2Zs
]
+ 2
)
dsdσ
=
(r
t
)2 1
4
∫ t
0
∫ σ
0
(
E
[
ei2(Zσ−Zs)
]
+ E
[
ei2(Zσ−Zs)
]
E
[
ei4Zs
]
+ 2E
[
ei2Zσ
]
+ 2E
[
ei2Zs
]
+ 2
)
dsdσ
=
(r
t
)2 1
4
∫ t
0
∫ σ
0
(
e−C(σ−s) + e−Cσe(C4−C)s) + 2e−Cσ + 2e−Cs + 2
)
dsdσ
=
(r
t
)2 1
4
∫ t
0
(
e−Cσ
1
C
(eCσ − 1) + e−Cσ 1
C
(e(C−C4)σ − 1) + 2σe−Cσ + 2
C
(1− e−Cσ) + 2σ
)
dσ
=
(r
t
)2 1
4
∫ t
0
(
1
C
(1− e−Cσ) + 1
C
(e−C4σ − e−Cσ) + 2σe−Cσ + 2
C
(1− e−Cσ) + 2σ
)
dσ
6
(r
t
)2 1
4
(a+ bt+ t2)→ r
2
4
.
Combining the previous two results and and taking the square root, the rate of convergence is of
order η(t) = C/
√
t as tր∞.
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