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Abstract
We study the excitation energy transfer (EET) for a simple model in which a massless scalar
particle is exchanged between two molecules. We show that a finite-size effect appears in EET
by the interaction energy due to overlapping of the quantum waves in a short time interval. The
effect generates finite-size corrections to Fermi’s golden rule and modifies EET probability from
the standard formula in the Fo¨rster mechanism. The correction terms come from transition modes
outside the resonance energy region and enhance EET probability substantially.
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I. INTRODUCTION
Excitation energy transfer (EET) phenomena between molecules by exchange of a virtual
photon play an important role in science and technology, such as photosynthesis and bio-
sensors. EET occurs as a molecule (donor) makes the transition from an excited state to
a lower-energy state and a neighboring molecule (acceptor) is excited to a higher-energy
state by exchange of a photon. The transfer time between the two molecules that are a few
nanometers away is less than a few picoseconds.
Recent development of experimental technology (x-ray crystallography, ultrafast spec-
troscopy, etc.) makes it possible to clarify considerably the microscopic mechanism of EET
in the photosynthesis system. In conventional theory, the static Coulomb potential between
the two molecules is used with Fermi’s golden rule [1] for the calculation of EET [2–5], and
global features of EET were understood. The Fo¨rster mechanism [4] is the standard theory
for EET in the weak-coupling regime in which the back transfer from the acceptor to the
donor is suppressed by quantum decoherence due to the interaction with the environment. In
this mechanism, the dipole–dipole potential, which comes from the direct Coulomb term, is
used in the point-particle limit. However, this standard theory fails to explain the extremely
high efficiency of EET in the photosynthesis system, such as the light-harvesting complex of
purple bacteria. Many approaches to this problem have been proposed in experimental and
theoretical works before now, and have revealed the important role of the exciton modes in
the enhancement of the EET rate [6–15]. These works focused on the EET in the resonance
energy region.
We investigate a new possibility for solving the high efficiency problem by taking into
account the effect of the photon exchange between the molecules. The interaction energy
due to overlapping between the photon and the electron waves causes a finite-size correction
to Fermi’s golden rule [16–18]. This correction has been mostly overlooked until recently.
We study a simple model in which EET is caused by exchange of a massless scalar particle,
which is an analog of the photon, and electron wave functions are assumed to be one-particle
states and a Gaussian function. In the transition probability, in addition to the resonance
energy peak due to Fermi’s golden rule, a broad bump due to the finite-size correction
appears outside the resonance energy region. The resonance peak is hardly dependent on
the molecular size except for the dipole moment dependence, but the broad bump is strongly
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dependent on the molecular size. While the resonance peak always increases with the time
interval, the broad bump rapidly increases for a short time interval and remains constant
for a long time interval.
The extremes of the rapid-rise and constant behavior are characteristics of the finite-size
effect. The finite-size correction enhances not the transition rate but the transition probability
by the constant correction term for a long time interval. Thus, the energy transfer through
the correction term is totally different from the standard one in the resonance energy region.
The estimation in a photosynthesis system indicates that the transition probability for EET
could be enhanced by the finite-size effect.
The continuum modes of the scalar-particle cause the transition to the broad bump
energy region. The broad bump and the rapid-rise behavior are related to the energy-time
complementarity. We use time-dependent perturbation theory, and the finite-size effect
appears at the tree level. Since the rapid-rise time interval is very short, the back transfer
can be ignored in the perturbation theory, which is usually used in the weak-coupling regime.
We verify the validity of the perturbation theory by calculating the higher-order effect.
We estimate the lifetime effect and the renormalization of the finite-size correction in the
higher-order perturbation. It is shown that the natural line width is hardly dependent on
the finite-size correction.
The paper is organized as follows. We review the basic concept of the finite-size correc-
tions to Fermi’s golden rule in Sec. II. A massless scalar interaction model is introduced,
and the spontaneous emission probability is obtained in Sec. III. The transition amplitude in
EET is derived in the second-order perturbation theory in Sec. IV. We discuss the relation
between our theory and standard theory in Sec. V. Various numerical results for EET are
given in Sec. VI. A summary is given in Sec. VII. In this paper, we use the natural unit
(~ = c = 1).
II. BASIC CONCEPT FOR FINITE-SIZE CORRECTIONS TO FERMI’S GOLDEN
RULE
In this section, we review a basic concept in the quantum mechanics underlying our
theory. We consider a Hamiltonian that is decomposed into a free Hamiltonian H0 and an
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interaction Hamiltonian Hint as
H = H0 +Hint. (2.1)
We assume thatH0 does not change the number of particles but thatHint does. For example,
Hint creates or annihilates a massless particle. Let us introduce energy eigenstates of the
free Hamiltonian as
H0|n〉 = En|n〉, 〈n|n′〉 = δnn′. (2.2)
We assume that the eigenstates of H0 are also particle number eigenstates. Then, we have
the relation
〈n|H|n′〉 = Enδnn′ + 〈n|Hint|n′〉(1− δnn′). (2.3)
Time evolution of the quantum state is governed by Schro¨dinger’s wave equation,
i
d
dt
|ψ(t)〉 = H|ψ(t)〉. (2.4)
We consider a nonstationary wave function that is expanded by energy eigenstates as
|ψ(t)〉 = c0(t)e−iE0t|0〉+
∑
n 6=0
cn(t)e
−iEnt|n〉, cn(0) = δn0, (2.5)
where |0〉 is the initial state and cn(t) is the transition amplitude for the final state |n〉.
Following von Neumann’s fundamental principle of quantum mechanics [19], the transition
probability to the state |n〉 at t = T is given by Pn(T ) = |〈n|ψ(T )〉|2 = |cn(T )|2. The
transition amplitude cn(T ) is given by
cn(T ) = 〈n|T e−i
∫
T
0
HI
int
(t)dt|0〉, (2.6)
where HIint(t) = e
iH0tHinte
−iH0t and T stands for the time-ordering product. In the time-
dependent perturbation approximation, the transition amplitude is calculated by expanding
the exponential in the above equation.
The energy conservation law is written as
d
dt
〈ψ(t)|H|ψ(t)〉 = 0, (2.7)
which is easily proven by using Eq. (2.4). The orthogonality condition is also conserved as
d
dt
〈n(t)|n′(t)〉 = 0 for |n(t)〉 = e−iHt|n〉. By using the normalization condition 〈ψ(t)|ψ(t)〉 = 1
and Eq. (2.3), the expectation value of the total energy at t = T is written as
〈ψ(T )|H|ψ(T )〉 = E0+
∑
n 6=0
(En−E0)|cn(T )|2+
∑
n 6=n′
c∗n(T )cn′(T )e
i(En−En′ )T 〈n|Hint|n′〉. (2.8)
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Since the expectation value of the total energy at t = 0 is 〈ψ(0)|H|ψ(0)〉 = E0, the energy
conservation law means that the second term and third term cancel each other out in the
right-hand side of Eq. (2.8). The second term is the expectation value of the energy increase
for H0 at t = T and corresponds to finite-size corrections to Fermi’s golden rule. The third
term is the expectation value of Hint, which is the overlap of different final states through
Hint and corresponds to the interference term due to diffraction. Since Hint changes a particle
number, the overlap occurs at the region where a particle is emitted or absorbed. In these
regions, the wave nature of quanta remains and the interaction cannot be disregarded.
For large T , the energy for H0 is conserved approximately and the transition amplitude
is dominant for |En − E0| . 2π/T , which we call the resonance energy region. In this
region, the transition probability P is approximately proportional to T as P = ΓT . Then,
the transition rate can be calculated by Fermi’s golden rule in the resonance energy region.
However, a finite-size correction P (d), which hardly depends on T , could appear outside the
resonance energy region as P = ΓT + P (d) for a large but finite T [16–18]. The transition
probability rapidly increases to P (d) at small T . This rapid rise time-region corresponds to
the overlapping time of the wave functions. This rapid time dependence implies a broad
energy spectrum contributing to P (d). In the present paper, we investigate the property of
the finite-size correction for EET phenomena in a simple model.
III. MASSLESS SCALAR INTERACTION MODEL
We consider electron states in molecules as bound states in confining potentials induced
by nuclei. We assume that the interaction between the bound states is generated by a
massless scalar field, which is an analog of the photon field. The model Hamiltonian is given
by
H = H0 +Hint, (3.1)
H0 = H
A
0 +H
D
0 +H
φ
0 ,
HA0 =
p2A
2m
+ VA(rA, qA) +H
A
nucl(qA),
HD0 =
p2D
2m
+ VD(rD, qD) +H
D
nucl(qD),
Hφ0 =
∫
d3k
(2π)3
Eka
†
kak, Hint = gφ(rA) + gφ(rD),
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where rA, pA and rD, pD are electron coordinates and momenta, and VA and VD are
confining potentials for electrons in molecules A (Acceptor) and D (Donor) respectively,
Ek = k, [ak, a
†
k′] = (2π)
3δ3(k − k′), m is the electron mass, and g is a coupling constant.
We assume that electron states are one-particle states that are well separated and regarded
as two distinct particles. THe terms HAnucl(qA) and H
D
nucl(qD) are the Hamiltonian for the
nuclear coordinates qA and qD. Details of confining potentials and nuclear Hamiltonians are
not necessary for the present calculation. The scalar field φ is expanded as
φ(r) =
∫
d3k
(2π)3
1√
2k
(ake
ik·r + a†ke
−ik·r). (3.2)
We assume that the nuclear mass is heavy enough to treat the nuclear coordinates qA
and qD as the adiabatic coordinates in the Born-Oppenheimer approximation. Then, the
initial state |ψi〉 and the final state |ψf〉 for EET are given by
|ψi〉 = |0〉|A0〉|nucl〉A0|D1〉|nucl〉D1, (3.3)
|ψf 〉 = |0〉|A1〉|nucl〉A1|D0〉|nucl〉D0
where |0〉 is the number 0 state for φ; |A0〉, |D0〉 and |A1〉, |D1〉 are ground states and excited
states for electrons in molecules A and D respectively; and |nucl〉A0, |nucl〉D0 and |nucl〉A1,
|nucl〉D1 are nuclear states for ground states and excited states of electrons in molecules A and
D respectively. We ignore the nuclear coordinate dependence of the electron states (Condon
approximation). The electron states satisfy orthogonality: 〈A1|A0〉 = 〈D0|D1〉 = 0. The
overlap of nuclear states SA =A1〈nucl|nucl〉A0 and SD =D0〈nucl|nucl〉D1 are called Franck-
Condon factors. Then, |ψi〉 and |ψf〉 are regarded as eigenstates of H0 approximately.
Let us introduce the energy eigenvalues of HA0 , H
D
0 as E
0
A, E
0
D for ground states and E
1
A,
E1D for excited states in the molecules A and D respectively. That is,
HA0 |A0〉|nucl〉A0 = E0A|A0〉|nucl〉A0, (3.4)
HA0 |A1〉|nucl〉A1 = E1A|A1〉|nucl〉A1,
HD0 |D0〉|nucl〉D0 = E0D|D0〉|nucl〉D0,
HD0 |D1〉|nucl〉D1 = E1D|D1〉|nucl〉D1.
The energy eigenvalues of |ψi〉 and |ψf〉 are given by E0A + E1D and E1A + E0D respectively.
Transition energies are defined as EA = E
1
A − E0A and ED = E1D − E0D. Then, the energy
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change from |ψi〉 to |ψf〉 is given by EA − ED. We assume that corresponding energy
eigenstates for electrons in the molecules are given by
〈rA|A0〉 = NA0e−σ2A(rA−r¯A)2/2, (3.5)
〈rA|A1〉 = NA1µˆA · (rA − r¯A)e−σ
2
A
(rA−r¯A)
2/2,
〈rD|D0〉 = ND0e−σ2D(rD−r¯D)2/2,
〈rD|D1〉 = ND1µˆD · (rD − r¯D)e−σ
2
D
(rD−r¯D)
2/2,
where µˆA and µˆD are unit vectors for the transition dipole moments, and r¯A, r¯D and 1/σA,
1/σD correspond to positions and sizes of the molecules A andD respectively. Normalization
constants are given by
NA0 = (σA/
√
π)3/2, NA1 =
√
2σA(σA/
√
π)3/2, (3.6)
ND0 = (σD/
√
π)3/2, ND1 =
√
2σD(σD/
√
π)3/2.
The transition dipole moments are calculated as
µiA = g
∫
d3rA〈A1|rA〉riA〈rA|A0〉 = µˆiAg/
√
2σA, (3.7)
µiD = g
∫
d3rD〈D0|rD〉riD〈rD|D1〉 = µˆiDg/
√
2σD.
The dipole approximation corresponds to taking the limit σA, σD → ∞ with µA and µD
fixed. Note that the transition dipole moments are O(g).
A. Nonstationary state
In this section, we study the property of the nonstationary state of the present model
according to Sec. II. The nuclear states are not considered here for simplicity. We obtain a
nonstationary state in Eq. (2.5) up to O(g2) in the present model as
|ψ(t)〉 = (1+c(2)i (t))e−i(E
0
A
+E1
D
)t|ψi〉+
∫
d3k
(2π)3
c
(1)
k
(t)e−i(k+E
0
A
+E0
D
)t|ψk〉+c(2)f (t)e−i(E
1
A
+E0
D
)t|ψf 〉
(3.8)
where |ψi〉 = |0〉|A0〉|D1〉, |ψk〉 = |k〉|A0〉|D0〉, and |ψf〉 = |0〉|A1〉|D0〉. Also, |0〉 is the
number 0 state and |k〉 is a one-particle state with a wave number k for the scalar particle
φ. We consider only main states in the present paper and omit the other states, i.e., two-
particle emission state, |k〉|A1〉|D1〉, etc. The time-dependent coefficient c(2)i (t) is O(g2) and
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c
(1)
k
(t) is a spontaneous particle emission amplitude of O(g). The term |ψf〉 is the final state
for EET and c
(2)
f (t) is the EET transition amplitude of O(g
2).
Since |ψ(0)〉 = |ψi〉 at t = 0, the initial condition is given by c(2)i (0) = c(1)k (0) = c(2)f (0) = 0.
Time evolution of the nonstationary state is governed by Schro¨dinger’s wave equation (2.4).
The transition amplitude for the spontaneous scalar-particle emission, c
(1)
k
(T ), is given by
c
(1)
k
(T ) = −i
∫ T
0
dt〈ψk|HIint(t)|ψi〉 = −i
∫ T
0
dtei(k−ED)t〈ψk|Hint|ψi〉
= −iei k−ED2 T 2 sin(
k−ED
2
T )
k −ED 〈ψk|Hint|ψi〉 (3.9)
where HIint(t) = e
iH0tHinte
−iH0t.
We obtain the relation
|1 + c(2)i (t)|2 +
∫
d3k
(2π)3
|c(1)
k
(t)|2 = 1, (3.10)
up to O(g2). This relation corresponds to the normalization condition 〈ψ(t)|ψ(t)〉 = 1.
The expectation value for H0 at t = T is given by
〈ψ(T )|H0|ψ(T )〉 = (E0A + E1D)|1 + c(2)i (T )|2 +
∫
d3k
(2π)3
(k + E0A + E
0
D)|c(1)k (T )|2
= E0A + E
1
D +
∫
d3k
(2π)3
(k − ED)|c(1)k (T )|2 (3.11)
up to O(g2), where we used Eq. (3.10). The initial energy is E0A+E
1
D. Therefore, the energy
increase for H0 at t = T is given by∫
d3k
(2π)3
(k − ED)|c(1)k (T )|2 =
∫
d3k
(2π)3
(k − ED)
(
2 sin(k−ED
2
T )
k − ED
)2
|〈ψk|Hint|ψi〉|2, (3.12)
where we used Eq. (3.9). In the following section, we show that the transition probability
for k > ED contributes to the energy increase of H0 for a finite T .
The expectation value for Hint at t = T is given by
〈ψ(T )|Hint|ψ(T )〉 =
∫
d3k
(2π)3
{c(1)
k
(T )e−i(k−ED)T 〈ψi|Hint|ψk〉+ c(1)∗k (t)ei(k−ED)T 〈ψk|Hint|ψi〉}
= −
∫
d3k
(2π)3
{2 sin(k−ED
2
T )}2
k −ED |〈ψk|Hint|ψi〉|
2, (3.13)
up to O(g2). Here, we used Eq. (3.9). The above interaction energy between the initial state
and the emission state cancels out the energy increase for H0 in Eq. (3.12). Therefore, it is
shown that the total energy H0 +Hint is conserved up to O(g
2). Using a similar procedure,
we can prove energy conservation in a higher order of g.
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B. Finite-size correction of the spontaneous scalar-particle emission
Let us calculate the probability of spontaneous scalar-particle emission for the transition
of |ψi〉 → |ψk〉. The nuclear states are not considered here for simplicity. Using Eqs. (3.5)
and (3.9), we obtain the transition amplitude as
c
(1)
k
(T ) = −iei k−ED2 T 2 sin(
k−ED
2
T )
k − ED 〈ψk|gφ(rD)|ψi〉 (3.14)
= −ei k−ED2 T 2 sin(
k−ED
2
T )
k −ED
√
k
2
(µD ·
k
k
)e
− k
2
4σ2
D
−ik·r¯D
,
and the transition probability is given by
|c(1)
k
(T )|2 = k
2
(µD ·
k
k
)2e
− k
2
2σ2
D
(
2 sin(k−ED
2
T )
k −ED
)2
. (3.15)
The transition probability without observing the emitted scalar particle is given by summing
k as
Prad(T ) =
∫
d3k
(2π)3
|c(1)
k
(T )|2 = µ
2
D
6π
E2D
∫ ∞
0
dk
2πED
frad(k, T ), (3.16)
where
frad(k, T ) =
k3
ED
e
− k
2
2σ2
D
(
2 sin(k−ED
2
T )
k −ED
)2
. (3.17)
This equation shows that σD behaves as a cutoff for the higher energy of the emitted scalar
particle.
In Fig. 1, frad(k, T ) is plotted. The peak at k/ED = 1 is the resonance peak and the broad
bump at k/ED > 1 is the finite-size correction. This broad bump increases the expectation
value of the energy for H0. The height of the peak is proportional to T
2 and the broad
bump is almost independent of T except for the rapid oscillation. As shown in the inset of
Fig. 1, the bump becomes wide for large σD. The width of the bump is roughly estimated
by ∆E ≈ σD. In the limit of T →∞, the spontaneous emission rate becomes
Γrad = lim
T→∞
Prad(T )
T
=
µ2D
6π
E3De
−
E
2
D
2σ2
D . (3.18)
Then, in the limit of σD → ∞ (dipole approximation), the spontaneous emission rate be-
comes (µ2D/6π)E
3
D, which corresponds to Einstein’s A coefficient for spontaneous photon
emission.
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FIG. 1. The figure shows frad(k, T ) for TED = 20, σD/ED = 5 (=15 for the inset), and 0 <
k/ED < 10.
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FIG. 2. The figure shows Prad(T ) (solid lines) and Pi(T ) = 1− Prad(T ) (dashed lines) are plotted
for σD/ED = 5, 10, 15, ED/Γrad = 250, and 0 < TED < 10.
In Fig. 2, the transition probability Prad(T ) and the survival probability Pi(T ) = 1 −
Prad(T ) are plotted for ED/Γrad = 250. As seen in Fig. 2, Prad(T ) increases to P
(d)
rad rapidly
at small T and is approximately given by
Prad(T ) = ΓradT + P
(d)
rad (3.19)
for TED > 1. The rapid-rise time region of the probability is roughly estimated by ∆t ≈
1/∆E ≈ 1/σD, where ∆E is the width of the bump. Note that ∆t corresponds to the
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overlapping time of electrons and scalar-particle wave functions. For σD/ED = 15, the
typical time is estimated as P
(d)
rad = 86.3Γrad/ED = 0.35, where P
(d)
rad is a finite-size correction
to Fermi’s golden rule, Prad(T ) = ΓradT . If we scale the parameter as ED/Γrad = 250α, then
the correction becomes P
(d)
rad = 0.35/α. For a large scale parameter α, P
(d)
rad ≪ 1 and the
lowest-order perturbation is good. For a small scale parameter α, P
(d)
rad becomes larger than
1. In this case, the lowest-order perturbation is not good and the higher-order effect must
be included. In the next section, we show that the finite-size correction P
(d)
rad is renormalized
as P˜
(d)
rad = P
(d)
rad/(1 + P
(d)
rad) in the higher-order approximation [20–23].
The result obtained in this section means that the emitted scalar particle has a higher
energy than the donor excitation energy ED due to the interaction energy. This suggests
that the acceptor energy delivered by the scalar particle in EET phenomena has a higher
energy than ED due to the interaction energy. Actually, in the following sections, it is shown
that similar bump structure appears at a higher energy than ED in EET calculation.
C. Higher-order corrections
In this section, we estimate the finite-size effect and the lifetime effect in the higher-
order corrections. We use Weisskopf–Wigner theory [20, 21] to include the higher-order
corrections. For simplicity, we consider only a Hilbert space spanned by |ψi〉 = |0〉|D1〉
and |ψk〉 = |k〉|D0〉. The interaction Hamiltonian Hint is assumed to be projected into this
restricted Hilbert space. The nonstationary state is given by
|ψ(t)〉 = ci(t)e−iE1Dt|ψi〉+
∫
d3k
(2π)3
ck(t)e
−i(k+E0
D
)t|ψk〉. (3.20)
The initial conditions are ci(0) = 1 and ck(0) = 0. Using Eq. (2.6), we obtain the following
differential equations for the coefficients.
dci(t)
dt
= −i
∫
d3k
(2π)3
〈ψi|Hint|ψk〉e−i(k−ED)tck(t), (3.21)
dck(t)
dt
= −i〈ψk|Hint|ψi〉e−i(ED−k)tci(t). (3.22)
In order to include the finite-size effect and the lifetime effect, we use the following ansatz
[22, 23], which is derived by considering the higher-order perturbation theory:
ci(t) = A(t)e
−γt/2, (3.23)
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where A(t) (≤ 1) satisfies A(0) = 1 and A(t) = A(d) for t ≥ ∆t. Here, A(d) and γ are
constants and ∆t is the rapid-rise time interval (∆t≪ 1/ED). Substituting this ansatz into
Eq. (3.22) and integrating both sides of the equation, we obtain
ck(t) = A
(d)〈ψk|Hint|ψi〉e
−i(ED−k−iγ/2)t − 1
ED − k − iγ/2 , (3.24)
for t ≥ ∆t, where we omit a contribution from the rapid-rise time region [0,∆t]. Substituting
Eqs. (3.23) and (3.24) into Eq. (3.21), we obtain
− γ
2
A(d)e−γt/2 = −iA(d)
∫
d3k
(2π)3
|〈ψk|Hint|ψi〉|2 e
−γt/2 − e−i(k−ED)t
ED − k − iγ/2 . (3.25)
For 1/ED ≪ t≪ 1/γ, the above equation approximately leads to
γ =
∫
d3k
(2π)3
|〈ψk|Hint|ψi〉|2(2π)δ(k −ED). (3.26)
The right-hand side results in the same form as Eq. (3.18) and we obtain γ = Γrad. Note
that the finite-size correction A(d) is factored out in Eq. (3.25) and γ is independent of A(d).
Thus, the natural line width γ of the resonance energy is not affected by the finite-size effect.
The finite-size correction A(d) is determined by the normalization condition
|ci(t)|2 +
∫
d3k
(2π)3
|ck(t)|2 = 1. (3.27)
Substituting Eqs. (3.23) and (3.24) into this equation, we obtain
|A(d)|2e−Γradt
(
1 +
∫
d3k
(2π)3
|〈ψk|Hint|ψi〉|2 |1− e
−i(k−ED+iΓrad/2)t|2
(ED − k)2 + Γ2rad/4
)
= 1. (3.28)
For 1/ED ≪ t ≪ 1/Γrad, the second term in the parentheses becomes P (d)rad approximately.
Thus, |A(d)|2 is given by |A(d)|2 = 1/(1+P (d)). The survival probability Pi(T ) and the decay
probability Prad(T ) for 1/ED ≪ t≪ 1/Γrad are given by [22]
Pi(T ) =
1
1 + P
(d)
rad
e−ΓradT , (3.29)
Prad(T ) =
P
(d)
rad
1 + P
(d)
rad
+
1
1 + P
(d)
rad
(1− e−ΓradT ).
Therefore, the finite-size correction P
(d)
rad is renormalized as P˜
(d)
rad = P
(d)
rad/(1 + P
(d)
rad) in the
higher order corrections. The lifetime of the initial state |i〉 is calculated by
TD =
∫ ∞
0
Pi(t)dt =
1
(1 + P
(d)
rad)Γrad
. (3.30)
For small P
(d)
rad, we obtain TD ≈ 1/Γrad−P (d)rad/Γrad. Then, the lifetime decreases from 1/Γrad
by P
(d)
rad/Γrad because of the finite-size effect.
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IV. TRANSITION AMPLITUDE IN THE SECOND-ORDER PERTURBATION
In the second-order time-dependent perturbation, the transition amplitude is given by
c
(2)
f (T ) = (−i)2
∫ T
0
dt1
∫ t1
0
dt2〈ψf |HIint(t1)HIint(t2)|ψi〉, (4.1)
where HIint(t) is written as
HIint(t) = e
iH0t{gφ(rA) + gφ(rD)}e−iH0t. (4.2)
This transition amplitude corresponds to the following process. At t = 0, the initial state is
given by |ψi〉, a scalar particle is emitted at t = t2, the scalar particle is absorbed at t = t1,
and the final state |ψf〉 is observed at t = T . Using the initial state |ψi〉 and final state |ψf 〉
given in Sec. III, the transition amplitude is written as
c
(2)
f (T ) = SASD
∫
d3rAd
3rD〈A1|rA〉〈rA|A0〉VAD(rA − rD)〈D0|rD〉〈rD|D1〉, (4.3)
where
VAD(r) = −g2
∫ T
0
dt1
∫ t1
0
dt2∆(r, t1 − t2)(eiEAt1−iEDt2 + e−iEDt1+iEAt2), (4.4)
and
∆(r, t) =
∫
d3k
(2π)3
1
2k
eik·r−iEkt−ǫk. (4.5)
The terms SA and SD are Franck–Condon factors defined under Eq. (3.3). ∆(r, t) is the
propagator of the massless scalar field. The regularization factor e−ǫk is introduced to make
the propagator well defined. The limit ǫ → +0 should be taken after the coordinates inte-
gration in Eq. (4.3). In fact, we obtain the same result by integrating the coordinates before
the k-integration without the regularization factor. Owing to Gaussian form of electron
wave functions, the transition amplitude can be analytically calculated as
c
(2)
f (T ) = −iei(EA−ED)T/2SASDµiAµjD
∂2
∂Ri∂Rj
{
1
4πR
f(R, T )
}
, (4.6)
where R = r¯A − r¯D and f(R, T ) = f1(R, T ) + if2(R, T ), which is given by
f1(R, T ) =
2σ√
π
∫ T
0
dt
sin(EA−ED
2
(T − t))
EA −ED cos(
EA + ED
2
t){e−σ2(t−R)2 − e−σ2(t+R)2}, (4.7)
f2(R, T ) = −4σ
π
∫ T
0
dt
sin(EA−ED
2
(T − t))
EA − ED cos(
EA + ED
2
t){D(σ(t−R))−D(σ(t+R))}.
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To obtain the above result, we transformed the variables of integration as t = t1− t2, t′ = t1
and integration with respect to t′ was carried out. The function D(x) is the Dawson function
defined by
D(x) = e−x
2
∫ x
0
ez
2
dz, (4.8)
and σ is defined by
σ−2 = σ−2A + σ
−2
D . (4.9)
Using the derivative of the function f(R, T ), the transition amplitude is written as
c
(2)
f (T ) = iSASDµ
i
Aµ
j
D
ei(EA−ED)T/2
4πR3
fij(R, T ), (4.10)
fij(R, T ) = {f(R, T )− RfR(R, T )}(δij − 3RiRj
R2
)− R2fRR(R, T )RiRj
R2
,
where fR and fRR are the first and second partial derivatives of f(R, T ) with respect to
R. By using integration by parts, R derivative of f(R, T ) generates a factor EA − ED or
EA + ED in Eq. (4.7). These factors result in finite-size corrections that appear mainly in
fRR(R, T ).
The function f(R, T ) is well approximated for T > R by
fapprox(R, T ) =
2σ√
π
∫ T
0
dt
sin(EA−ED
2
(T − t))
EA − ED e
i
EA+ED
2
t{e−σ2(t−R)2 − e−σ2(t+R)2}. (4.11)
In the following numerical calculations, we use this approximated function and check its
validity by comparing with the analytic function numerically. Note that the integral variable,
t = t1 − t2, is the flight time of the scalar particle. The Gaussian function in the curly
brackets means that the classical trajectory of the massless particle, t = R, is dominant in
the transition amplitude. This implies that the scalar particle propagates as a wave packet
along the classical trajectory and interacts with electrons in the region of size 1/σ. In this
region, the wave nature of quanta remains and the interaction cannot be ignored. Then,
finite-size corrections could be generated in this region.
V. RELATION TO THE STANDARD FORMULA
The standard formula for EET is derived by using Fermi’s golden rule and the dipole
approximation of the transition amplitude. To compare the present result to the standard
14
formula, we take the limit σ →∞ (dipole approximation) and T →∞ (see Appendix A for
the limit σ →∞ with a finite T ). In this limit, the transition probability rate becomes
|c(2)f (T )|2
T
→
∣∣∣∣∣SASDµ
i
Aµ
j
D
4πR3
{
(1− iEDR)(δij − 3RiRj
R2
) + (EDR)
2RiRj
R2
}∣∣∣∣∣
2
2πδ(EA −ED).
(5.1)
A similar result was obtained in photon interaction theory [24, 25]. In photon interaction
theory, the last term in the curly brackets becomes a transverse component. In the short-
range region, the first term in the curly brackets is dominant and reads
∣∣∣∣∣SASDµ
i
Aµ
j
D
4πR3
(δij − 3RiRj
R2
)
∣∣∣∣∣
2
2πδ(EA − ED). (5.2)
This R−6 behavior and the dipole moment dependence coincide with the standard formula
of the Fo¨rster mechanism [4] in which EET occurs through the direct Coulomb term (cf.
the Dexter mechanism [5] due to the exchange Coulomb term). This is reasonable because
donor and acceptor electrons are well separated in the present model. Dirac’s delta function
in Eq. (5.2) represents the resonance between two transition energies of the molecules.
As seen in the above derivation, the T -linear term in the transition probability is taken
into account but the T -independent term is ignored in the standard formula. Namely,
the finite-size correction P (d), which is named after “diffraction”, appears in the transition
probability P (T ) as [16–18]
P (T ) = ΓT + P (d), (5.3)
where the transition rate Γ and the finite-size correction P (d) are approximately independent
of T for T > R. The correction is generated in the region where a scalar particle and electrons
are overlapping and the interaction cannot be ignored. Thus, the finite-size correction P (d)
depends on the shape of the wave function and appears outside the resonance energy region.
The transfer time is given by 1/Γ in the standard theory. We define the total transfer
time by the time when P (T ) = ΓT + P (d) = 1. Then, the total transfer time is given by
1/Γ − P (d)/Γ. We call T∗ = P (d)/Γ a typical time of the finite-size correction. The usual
transfer time is defined by 1/Γ, which does not include the finite-size correction. Note that
the typical time is the same form as the reduction time of the lifetime obtained in Sec. IIIC.
Thus, the total transfer time is shortened by the typical time T∗ compared to the usual one.
At T = T∗, the contribution of the resonance energy region equals the finite-size correction
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by definition. At T < T∗, the finite-size correction is larger than the contribution of the
resonance energy region.
VI. NUMERICAL CALCULATION FOR FINITE-SIZE CORRECTIONS
In this section, we study finite-size corrections by calculating the function fij(R, T ) nu-
merically. Let us decompose fij(R, T ) into the transverse component f⊥(R, T ) and the
longitudinal component f‖(R, T ) as
fij(R, T ) = f⊥(R, T )(δij − RiRj
R2
) + f‖(R, T )
RiRj
R2
, (6.1)
f⊥(R, T ) = f(R, T )−RfR(R, T ),
f‖(R, T ) = −2{f(R, T )−RfR(R, T )} − R2fRR(R, T ).
It will be shown below that finite-size corrections appear only in the longitudinal compo-
nent f‖(R, T ). This is because fRR(R, T ) in the longitudinal component includes finite-size
corrections mainly.
Strictly speaking, σA and σD depend on the energies EA and ED. However, we treat
these quantities as independent parameters for simplicity. The energy dependences of σA
and σD are given in Appendix B. We use ED to make physical quantities dimensionless in
the following numerical calculation.
A. σ-dependence of finite-size corrections
In Fig. 3, the longitudinal component |f‖(R, T )|2 and the transverse component |f⊥(R, T )|2
are plotted for TED = 20, RED = 2, σ/ED = 2, 5, 10, 15, and 0 < EA/ED < 30. As seen
in fig. 3, in addition to the resonance peak at EA/ED = 1, a bump appears outside the
resonance energy region for the longitudinal component. On the other hand, the bump is
not seen for the transverse component. The resonance peak corresponds to the standard
formula and the bump leads to the finite-size correction P (d). The width of the bump is
roughly estimated by ∆E ≈ σ.
Naively, the present result seems to break energy conservation law, which means that the
energy expectation value is constant in time. The energy expectation value of the initial
state at t = 0 is E0A+E
1
D; however, finite-size corrections due to the bump seem to increase
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FIG. 3. Longitudinal component |f‖|2E2D for TED = 20, RED = 2, σ/ED = 2, 5, 10 15, and
0 < EA/ED < 30. Inset shows transverse component |f⊥|2E2D for the same parameters.
the energy expectation value of the final state at t = T . As explained in Sec. II and IIIA,
this paradox is resolved by the fact that the conserving energy is the expectation value of the
total Hamiltonian H0 + Hint. The off-diagonal matrix element of Hint between final states
(including scalar-particle emission states) cancels the energy increase due to the bump.
The larger σ is, the wider and higher the bump is. The resonance peak, on the other hand,
hardly depends on σ. This means that the resonance peak reflects the particle nature and
the bump reflects the wave nature of electrons and the scalar particle. The bump appears at
a higher energy than the resonance energy. As shown in Sec. III B, similar behavior appears
in the particle emission phenomena [16–18]. This is because the emitted scalar particle can
deliver a larger energy than the resonance energy for large σ (a wave function size in the
momentum space). In the EET of the present model, the scalar particle is emitted from the
donor and delivers a larger energy than the resonance energy to the acceptor.
B. R-dependence of finite-size corrections
Let us examine the R-dependence of |f‖(R, T )|2. In Fig. 4, the longitudinal component
|f‖(R, T )|2 is plotted for TED = 20, RED = 5, 10, 15, σ/ED = 5, and 0 < EA/ED < 20.
As seen in Fig. 4, the relative magnitude of the bump to the resonance peak becomes large
for large R. This is because finite-size corrections appear mainly in fRR(R, T ), which is
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the long-range term of f‖(R, T ) in Eq. (6.1). Thus, the resonance peak is dominant in the
short-range region and the bump is dominant in the long-range region.
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FIG. 4. The figure shows |f‖|2E2D for TED = 20, RED = 5, 10, 15, σ/ED = 5, and 0 < EA/ED <
20.
As seen in Fig. 4, the function |f‖(R, T )|2 increases for large R. Note that the transition
probability has an overall factor proportional to R−6. Then, the transition probability
decreases rapidly for large R.
C. T -dependence of finite-size corrections
In Fig. 5, the longitudinal component |f‖(R, T )|2 is plotted for TED = 10, 20, 50, RED =
2, σ/ED = 5, and 0 < EA/ED < 20. As seen in Fig. 5, the bump is hardly dependent on
T except for a small rapid oscillation. On the other hand, the peak height is proportional
to T 2 and its width is proportional to 2π/T (the peaks are not shown in Fig. 5). Thus, the
resonance peak area is proportional to T . The characteristics of the resonance peak and the
bump are summarized in Table I.
The transition probability P (T ) is given by summing the final states in |c(2)(T )|2. We
assume that the state |D0〉|nucl〉D0 is fixed with a transition energy ED and the state
|A1〉|nucl〉A1 is distributed with the density of states DA(EA), which includes the higher
excited energy states of the acceptor. In the standard Fo¨rster mechanism, the resonance
region of EA ≈ ED is the main contributor to the EET. In this case, it is enough to con-
sider the absorption energy range of the acceptor near the emission energy range of the
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FIG. 5. The figure shows |f‖|2E2D for TED =10 (top), 20 (middle), 50 (bottom), RED = 2,
σ/ED = 5, and 0 < EA/ED < 20.
donor. In our mechanism, on the other hand, the EET of the correlated scalar particle and
molecules system has a large contribution from the energy region outside the resonance re-
gion, EA > ED. Therefore, we must include a wide absorption energy range of the acceptor
to calculate the finite-size correction. Then, the transition probability is given by
P (T ) =
∫ ∞
0
|c(2)f (T )|2DA(EA)dEA. (6.2)
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TABLE I. Characteristics of the resonance peak and the bump in |f‖|2. The resonance peak and
the bump correspond to Fermi’s golden rule and the finite-size correction respectively.
Energy-width σ-dependence R-range Small T -behavior Large T -behavior
Resonance peak Narrow Small Short Small Linear
Bump Broad Large Long Rapid rise Constant
Since the resonance peak and the bump contribute to the energy integral, the transition
probability behaves as P (T ) = ΓT + P (d). If we ignore the energy dependence of σ, the
Franck–Condon factor, and the density of states, then the typical time T∗ = P
(d)/Γ is
estimated by calculating the integral∫ Emax
0
|f‖(R, T )|2EDdEA = aED T + b, (6.3)
for large T , where the cutoff energy Emax is introduced. The cutoff Emax is the upper limit
of EA for which the wave function in Eq. (3.5) can be regarded as a good approximation
for the acceptor electron. Dimensionless coefficients a and b are determined numerically.
Then, the typical time can be estimated by T∗ = b/aED. At T = T∗, the resonance peak
contribution equals the bump contribution. Since the bump becomes large for large σ, the
typical time T∗ increases with σ.
D. Estimation of T∗ in LH2 of purple bacteria
We use RED = 1 and σ/ED = 15. For the transition energy ED = 2π/λ = 2π/800
nm, which corresponds to B800 BChls in LH2 of purple bacteria, physical parameters are
given by R = 1/ED = 127 nm, ED = 1.55 eV, and 1/σ = 1/15ED = 8.49 nm. The
typical time is estimated as T∗ =68.9, 6.58, and 1.75 fs for Emax = ∞, 10ED, and 5ED,
respectively. Physical scales for purple bacteria are a few nanometers for the molecule sizes
and a few picoseconds or a few hundred femtoseconds for the transfer time [6–13]. Thus,
the time-independent finite-size corrections in the transition probability could contribute to
a reduction of the total transfer time by the estimated typical time. For example, if the
transfer time, 1/Γ, is 0.2 ps, then P (d) = ΓT∗ is less than 0.34. This means that the back
transfer from the acceptor to the donor can be ignored and the lowest-order perturbation is
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a good approximation.
At small T , the transition probability rapidly increases to P (d) from 0. The width of the
bump is roughly estimated as ∆E ≈ σ. Then, the rapid-rise time region of the probability
at a small T is estimated by ∆t ≈ 1/∆E ≈ 1/σ. Unlike spontaneous emission, the rapid rise
of the EET occurs after the flight time R of the scalar particle between the molecules. Note
that ∆t corresponds to the overlapping time of electrons and scalar-particle wave functions.
For σ/ED = 15, ∆t ≈ 3× 10−2fs. In the transient absorption measurement with 0.1ps light
pulses, the rapid-rise behavior must be seen as an instantaneous rise from 0 to P (d). It is
interesting that the similar rapid rise at small T was reported in an EET experiment for the
photosynthesis system [10].
Since the bump is broadly distributed, we have to consider the energy dependence of
the density of states and other physical quantities for a more quantitative analysis. The
resonance peak contribution mainly comes from the donor and acceptor states with EA =
ED. Thus, the standard formula for EET is proportional to the spectral overlap of the donor
and acceptor [4]. The bump contribution, on the other hand, comes from the donor and
acceptor states with EA = ED+“bump energy”. Therefore, we suppose that the finite-size
correction due to the bump depends on physical parameters (density of states, temperature,
etc.), differently from the standard formula. For example, spectral peaks of B800 and B850
in LH2 have a gap and the spectral overlap is small. Thus, the estimation of the standard
Fo¨rster mechanism for EET from B800 to B850 is small compared to the experiments [6–13].
Since the contribution of the bump comes from the wide range of each spectrum, the finite-
size effect of the bump has significance in EET phenomena. Furthermore, the finite-size
correction could be a finite value even if the spectral overlap of the donor and acceptor is
zero. In other words, EET could occur between two molecules with very different excitation
energies due to the bump. Investigation of this finite-size effect in general molecular systems
is our important future work.
VII. SUMMARY AND DISCUSSION
In the standard theory of EET, the Fo¨rster mechanism is used for resonance energy
transfer in the weak-coupling regime. Many aspects of EET in the photosynthesis system
can be understood through the Fo¨rster mechanism. However, we have not yet obtained a full
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understanding of the extremely high efficiency of EET in some systems, such as the light-
harvesting complex of purple bacteria. Experimental and theoretical research has revealed
that interplay between exciton modes and the environment plays an important role in the
high efficiency of EET in the photosynthesis system [6–15]. In this paper, we proposed a
new mechanism that enhances EET by the finite-size effect outside the resonance energy
region.
We investigated a simple model in which the energy is transferred by a massless scalar
particle as an analog of a photon. It is found that the interaction energy due to the over-
lapping quantum waves causes the large finite-size effect. The transition amplitude with a
finite T (time interval) and 1/σ (wave-function size) exhibits the standard resonance peak
and the broad bump outside the resonance energy region. This bump leads to the finite-size
correction P (d). The bump has a width proportional to σ and is hardly dependent on T for
a large T . At a small T , the correction term rapidly increases to P (d) from 0. This rapid
rise time-region is very short and roughly given by ∆t ≈ 1/σ, which corresponds to the
overlapping time of electrons and scalar-particle wave functions.
We used time-dependent perturbation theory and found that the finite-size effect appears
at the tree level. The continuum states of the scalar particle emitted from the donor lead
to the broad bump and rapid rise in the transition probability. Since the rapid-rise time
region is very short, back transfer can be ignored in the perturbation theory, which is usually
used in the weak coupling regime. We verified the validity of the perturbation theory by
calculating the higher-order effect. It was shown that the natural line width due to the
lifetime effect is independent of the finite-size effect.
We estimated a typical time for the finite-size correction using physical parameters of
purple bacteria. The estimated value was compared to the transfer time of purple bacteria.
Then, we conclude that the total transfer time could be reduced by the time-independent
correction term in the transition probability in the photosynthesis system. Usually, the
transfer time is estimated by the inverse of the transfer rate. However, the total transfer time
introduced in this paper cannot be estimated by the transfer rate because of the constant
correction term in the transition probability. We expect a novel experiment to observe the
constant correction term directly in the near future.
Naturally, to make a more quantitative comparison with a realistic system, we have
to study EET by using a photon instead of a scalar particle. We predict that finite-size
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corrections to Fermi’s golden rule are generated by the interaction energy due to overlapping
between the photon and electron waves. We hope that the finite-size effect due to the wave
nature of quanta sheds a new light on the photosynthesis and related molecular phenomena.
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Appendix A: Transition amplitude in the dipole approximation
In this appendix, we calculate the limit of σ →∞ (dipole approximation). The function
f(R, T ) = f1(R, T ) + if2(R, T ) for σ →∞ with a finite T is given by
f1(R, T )→
2 sin(EA−ED
2
(T −R))
EA −ED cos(
EA + ED
2
R)θ(T −R), (A1)
f2(R, T )→ −2
π
∫ T
0
dt
(
P 1
t−R −
1
t+R
)
sin(EA−ED
2
(T − t))
EA −ED cos(
EA + ED
2
t).
where P stands for the principal value. For large T limit, the function f(R, T ) is given by
f(R, T )→ 2 sin(
EA−ED
2
T )
EA − ED e
i
EA+ED
2
R. (A2)
In the standard theory, this is approximated by using Dirac’s delta function as
2 sin(EA−ED
2
T )
EA − ED e
i
EA+ED
2
R = 2πδ(EA − ED)eiEDR, (A3)
for the large T limit. Note that the validity of usage of Dirac’s delta function must be
verified carefully in applying to a physical system.
Appendix B: Energy dependence of σA and σD
In this appendix, we study the energy dependence of σA and σD. We have the commuta-
tion relations
[rA, H0] = ipA/m, [rD, H0] = ipD/m. (B1)
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Using these relations and Eqs. (3.4) and (3.5), we can easily obtain
σ2A = mEA, σ
2
D = mED. (B2)
Thus, σA and σD increase for large EA and ED respectively. These cause the dipole moments
and σ to have an energy dependence. Then, the asymptotic behavior of the transition
probability is changed by these effects. However, we checked that the conclusion obtained
in the present paper was not changed.
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