We develop a Malliavin calculus on the horizontal path space of a totally geodesic Riemannian foliation. As a first application, under suitable assumptions, we prove a log-Sobolev inequality for a natural one-parameter family of infinite-dimensional Ornstein-Uhlenbeck type operators. As a second application, we obtain concentration and tail estimates for the horizontal Brownian motion of the foliation.
Introduction
Log-Sobolev inequalities have extensively been studied in connection with convergence to equilibrium for parabolic partial differential equations and hypercontractivity properties of the corresponding semigroup. In [4] , log-Sobolev inequalities for subelliptic diffusion operators were studied by using purely analytic tools and then recovered in [2] by using stochastic analysis. In the present work, we show that those log-Sobolev inequalities actually are finite-dimensional projections of a family of log-Sobolev inequalities that hold on the path space lying above the diffusion process associated to the subelliptic diffusion operator. To prove these inequalities, we develop a Malliavin calculus on the horizontal path space of a foliation. This calculus is interesting in itself, and besides log-Sobolev inequalities, it will also allow us to prove concentration properties and tail estimates.
We will also single out an interesting one-parameter family of interesting Ornstein-Uhlenbeck type operators on the horizontal path space. Our log-Sobolev inequalities are then equivalent to hypercontractivity properties of the heat semigroups generated by those operators.
We now enter into more details of our contribution. In Section 2, we present the prerequisites for the reading of the paper. Most of the material here is taken from the course [1] to which we refer for further details. Our framework consists of a totally geodesic Riemannian foliation and we are interested in the horizontal Laplacian of the foliation. From our assumptions, this horizontal Laplacian is a hypoelliptic operator that (locally) satisfies the Hörmander's bracket generating condition. As was proved in [7] , one can prove Weitzenböck type identities for this horizontal Laplacian. A fundamental difference with the Riemannian case, where Weitzenböck identity involves one and only one operator on one-forums, the Hodge-de Rham operator, is that in this foliated case, there is a one-parameter family of canonical operators on one-forms. These Weitzenböck identities admit several corollaries. They imply, in particular an integration by parts formula, for the horizontal Brownian motion, that is the diffusion generated by the horizontal Laplacian.
In Section 3, we enter into the heart of our analysis. We first introduce the relevant Malliavin derivatives on the horizontal path space and prove that the integration by parts formula for the horizontal Brownian motion is actually the projection of an integration by parts formula that holds on the path space of the diffusion. This integration by parts formula goes hand in hand with a Clark-Ocone type representation for functionals of the horizontal Brownian motion.
In Section 4, we adapt a method of E. P. Hsu [14] , to prove in our framework and from our Clark-Ocone representation, a log-Sobolev inequality on the path space of the horizontal Brownian motion.
In Section 5, as an application of our log-Sobolev inequalities, by adapting a method of M. Ledoux, we provide concentration and tail estimates for the horizontal Brownian motion.
Preliminaries
Let M be a smooth and connected n + m dimensional manifold. We assume that M is endowed with a Riemannian foliation with a complete bundle-like metric g and totally geodesic m−dimensional leaves. We refer to the book of Tondeur [16] for a detailed account about foliations. Since our framework is similar to the one in [1, 7] , we also refer to these references for further details about the setting and notations.
The sub-bundle V defined from vectors tangent to the leaves is the set of vertical directions. The sub-bundle H which is normal to V is the set of horizontal directions. We will assume that H is bracket generating.
The metric g can be split as
and the canonical variation of g is defined as the one-parameter family of Riemannian metrics:
The sub-Riemannian limit is ε → 0. The Bott connection on M is defined as follows:
where ∇ R is the Levi-Civita connection of g and π H (resp. π V ) the projection on H (resp. V). It is easy to check that for every ε > 0, this connection satisfies ∇g ε = 0.
, there is a unique skew-symmetric endomorphism J Z : H x → H x such that for all horizontal vector fields X and Y ,
where T is the torsion tensor of ∇. We then extend J Z to be 0 on V x . If Z 1 , · · · , Z m is a local vertical frame, the operator m l=1 J Z l J Z l does not depend on the choice of the frame and shall concisely be denoted by J 2 . The horizontal divergence of the torsion T is the (1, 1) tensor which is defined in a local horizontal frame X 1 , · · · , X n by In this paper we always assume that the foliation is of Yang-Mills type.
We define the horizontal Ricci curvature Ric H as the fiberwise linear map from the space of one-form into itself which is such that for every f, g ∈ C ∞ (M),
where Ricci is the Ricci curvature of the Bott connection ∇.
If V is a horizontal vector field and ε > 0, we consider the fiberwise linear map from the space of one-forms into itself which is given by η ∈ Γ ∞ (T * M) and
We observe that T ε V is skew-symmetric for the metric g ε so that ∇ − T ε is a g ε -metric connection. Finally, we denote by L the horizontal Laplacian acting on functions or one-forms. In a local horizontal frame X i , we have
We now introduce a family of operators that was first considered in [7] . For ε > 0, we consider the following operator which is defined on one-forms by
The following result was proved in [7] .
The completeness of the metric g implies that the horizontal Laplacian L is essentially self-adjoint on the space of smooth and compactly supported functions. As such it generates a sub-Markov
tL .
From now on and throughout the paper, we will assume that for every horizontal one-form η ∈
By using the argument in Lemma 4.3 of [2] ) we see that the operator ε is essentially self-adjoint on the space of smooth and compactly supported one-forms. We denote Q ε t the semigroup generated by 1 2 ε . The following result was then proved in [7] .
We now turn to the stochastic representation of the semigroups we are interested in. We first observe that from Theorem 4.2 in [7] , the semigroup P t is stochastically complete. We denote by (X t ) t≥0 the symmetric diffusion process generated by 1 2 L. The lifetime of the process is ∞. Consider the process τ ε t :
M which is the solution of the following covariant Stratonovitch stochastic differential equation:
where α is any smooth one-form. It is easily seen that we have
where the process Θ ε t :
M is the solution of the following covariant Stratonovitch stochastic differential equation:
where α is any smooth one-form. The multiplicative functional (M ε t ) t≥0 is the solution of the following equation
Since T ε is skew-symmetric, Θ ε t is an isometry for the Riemannian metric g ε . We deduce then from the assumption (2.2) that the following pointwise bound holds 
By following ideas in [2] , this representation of the derivative of the semigroup allows to prove an integration by parts formula and a related Clark-Ocone representation. The details of the proof are let to the reader.
From now on, we fix a point x ∈ M as the starting point of the diffusion process (X t ) t≥0 . The stochastic parallel transport for the Bott connection ∇ along the paths of (X t ) t≥0 will be denoted by // 0,t . Since the connection ∇ is horizontal, the map // 0,t : T x M → T Xt M is an isometry that preserves the horizontal bundle, that is, if u ∈ H x , then // 0,t u ∈ H Xt . The anti-development of (X t ) t≥0 ,
is a Brownian motion in the horizontal space H x .
Proposition 2.6 Let ε > 0. For every f ∈ C ∞ 0 (M), and every t > 0, 
The set of smooth cylinder functions is denoted by C.
Then, inspired by an idea of Fang-Malliavin in [12] and their definition of different gradients on the path space, we set the following definitions
By using the intrinsic gradient, we can then define a one-parameter family of Ornstein-Uhlenbeck type operators by
Our main objective will be to prove an integration by parts formula for the damped gradient. We start with a preliminary lemma whose Riemmanian ancestor was first proved by Hsu in [14] .
where the derivative d is computed with respect to the starting point x.
Proof. We will proceed our proof by induction. Consider a cylinder function F = f (X t 1 , · · · , X tn ).
For n = 1, the statement follows from Proposition 2.4. Now we assume that the proposition is true for the case n − 1 and we are going to show the case n. By the Markov Property, we have
From Proposition 2.4, we have
By using the induction assumption, we have
Applying then the multiplicative property for τ ε t and the Markov property again, we obtain
With this lemma in hands, we can now turn to the proof of one of our main results.
Proposition 3.4 (Clark-Ocone formula)
Proof. We will still proceed the proof by induction. When n = 1, it is true from Proposition 2.6. Now let us proceed to the case n by assuming that the formula is true for the case n − 1. We first represent the function F = f (X t 1 , · · · , X tn ) conditioned on starting from X t 1 and use the case n = 1. We have
(3.8)
By using the Markov property, we can then write
By using Proposition 3.3, we have
Thus by applying the multiplicative property of τ ε t and the Markov property, we obtain
The proof is then completed by combining (3.8) and (3.9 ).
An immediate corollary of the previous Clark-Ocone type representation is the following integration by parts formula on the horizontal path space.
Let us remark that this corollary proves thatD ε is closable.
Log-Sobolev inequalities on the horizontal path space
In this section, we prove a family of log-Sobolev inequalities on the horizontal path space of M. To this end, we adapt to our setting a method which is due to Hsu [14] (see also [9] ).
Throughout the section we will assume that for every horizontal one-form η,
Theorem 4.1 For every cylindric function G ∈ C we have the following log-Sobolev inequality.
We split the proof in several lemmas.
Lemma 4.2 We have the following inequality
Proof. Let us consider the martingale N s = E(G 2 |F s ). Applying Itô's formula to N s ln N s and taking expectation yields
where [N ] is the quadratic variation of N . From Proposition 3.4, we have
Thus we have from Cauchy-Schwarz inequality
The second step is the following lemma.
Lemma 4.3 With G = f (X t 1 , X t 2 , · · · , X tn ) we have the following inequality
Proof. From definition 3.2, we havẽ
Thus we have
By our definition of τ ε t and the assumption 4.10, we have
Hence
We then complete the proof by observing that
Concentration inequalities
In this section, we study concentration inequalities for the horizontal Brownian motion (X t ) t≥0
which is started at a fixed point x ∈ M. As it is well-known, see [15] , concentration inequalities are closely related to log-Sobolev inequalities.
We assume throughout the section that for every horizontal one-form η ∈ Γ ∞ (H * ),
with K ≥ 0, κ > 0.
For ε > 0, we denote by d ε the distance associated with the Riemannian metric g ε . To get a concentration bound for the distance d ε , we adapt an argument from Ledoux [15] (see also [13] ).
The following lemma is a consequence of Herbst argument (see [15] page 148) applied to the logSobolev inequality in Lemma 4.2.
almost surely, then for every r ≥ 0,
where
The previous lemma implies the following concentration inequality.
Proposition 5.2 Let ε > 0. We have for every T > 0 and r ≥ 0
By using the arguments of [15] , p.196, we obtain for a certain partition (A j ) 1≤j≤n of the path space,
We then use the previous lemma and finish the proof by monotone convergence when the mesh of the partition goes to zero.
The previous proposition easily implies that lim sup
Under further assumptions we can also provide a lower bound.
Proposition 5.3 Assume that (5.11) is satisfied with K = 0 and moreover that for any vector field Z,
where ρ 2 > 0. Then for every ε, T > 0,
Proof. Let us denote by p(x, y, t) the heat kernel of the Markov process (X t ) t≥0 . It was proved in [6] that, under the above assumptions, it satisfies the following (non-optimal) lower bound p(x, y, t) ≥ C µ B x,
The result then easily follows from a similar argument as in [15] page 197.
Since the horizontal distribution is bracket generating, then the family of Riemannian metrics converges when ε → 0 to the sub-Riemannian distance that we denote by d. This distance is the distance intrinsically associated with the Dirichlet form associated to X. For this distance, we can get the following tail estimates. Proof. For the upper bound, we first observe that our assumptions imply that the metric measure space (M, d, µ) satisfies the volume doubling property and that the uniform scale invariant Poincaré inequality on balls is satisfied (see [5] ). The upper bound is therefore a consequence of Theorem 3.9 in [8] .
For the lower bound, it was also proved in [5] that for any 0 < ε < 1 there exists a constant C(ε) = C(d, κ, ρ 2 , ε) > 0, which tends to ∞ as ε → 0 + , such that for every x, y ∈ M and t > 0 one has C(ε) −1 µ(B(x, √ t)) exp − Dd(x, y) 2 n(2 − ε)t ≤ p(x, y, t) ≤ C(ε) µ(B(x, √ t)) exp − d(x, y) 2 (2 + ε)t .
This lower bound on the heat kernel implies the expected result.
