Motivation: Metabolomics datasets are generally large and complex. Using
Introduction
In genomics and systems biology a range of new methods has been developed that investigate cell states on different aggregation levels. These methods form the basis for the analysis of the processes that lead from the 
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DNA-code to phenotypic changes in an organism. Three of these methods are transcriptomics, proteomics and metabolomics; all three generating large amounts of data. Contained within this data is the information about the organism that is investigated. To obtain this information, various types of data analysis methods are used.
Metabolomics investigates the metabolism of an organism. Specifically, the effect of certain influences (e.g. diet, toxic stress or disease) on metabolism is the focus of research. In metabolomics the chemical composition of cells, tissue or body fluids is studied and within Life Sciences a major emphasis is on studying effects on the metabolite pattern in the development of diseases (biomarker or disease research) or the effect of drugs on this pattern, so called drug response profiling. Although the term metabolomics is from recent years, the approach of metabolite fingerprinting and multivariate statistics has its origin in the seventies for the fingerprinting part and in the early eighties on the combined approaches (van der Greef, Davidov et al., 2003) . In the development of these strategies focusing on disease biomarker patterns it became clear that biomarker patterns of living systems on a single time point or evaluated over different objects generate important information but do not capture the dynamics of a system and clear evidence has been generated that deregulation of the dynamics of a system can be the onset of disease development (dynamic disease concept, (Glass and Mackey, 1988) ). Taking into account time information was explored by investigating pre-menstrual syndrome (PMS), by applying metabolomics while using the information on the menstrual cycle enabling the detection of trend-specific changes in PMS (Tas, van den Berg et al., 1989) . The key to investigate dynamic phenomena is the analysis of time series and a better understanding of "normality".
Using non-invasive techniques like the analysis of urine (urinalysis) based on metabolomics is an attractive approach and has been used in many studies since the early onset in clinical chemistry related profiling.
A technique that is suitable for the analysis of the chemical composition of urine is 1 H-Nuclear Magnetic Resonance (NMR) spectroscopy (Holmes, Foxall et al., 1994) . Spectra of urine obtained by NMR-spectroscopy are complicated and have a high information density. The desired information can be extracted from these spectra using multivariate statistical methods commonly used in pattern recognition and chemometrics (Holmes and Antti, 2002) .
The unsupervised analysis of the variation in the data is important in metabolomics. Principal Component Analysis (PCA) (Jolliffe, 2002 ) is a method that is often used for this. PCA is also applied in transcriptomics, proteomics and plant metabolomics (Heijne, Stierum et al., 2003; Taylor, King et al., 2002) . Methods like PCA give a simplified representation of the information that is contained in NMR-spectra.
Weighted PCA (WPCA) (Kiers, 1997) is a method for unsupervised data analysis that is related to PCA. In WPCA each element of the data can be given a corresponding 'weight'. These weights can be defined using different sources of information. Examples of information that can be introduced into the data analysis by using WPCA are scaling constants concerning the relative importance of variables or samples (Bro and Smilde, 2003) . Also autoscaling, sometimes performed as a data pre-processing method in PCA, can be seen as a specific case of WPCA (Paatero and Tapper, 1993) . Missing values in the data can be accommodated by defining zero weights for these values and can also fall in the framework of WPCA . Information about the error in the measurements can be included in the data analysis to obtain a Maximum Likelihood PCA-model when errors are non-uniform. The definition of the weights can be generalised to include more forms of problem-specific a priori information about the data (Bro, Smilde et al., 2002) . The broad range of mentioned applications shows that WPCA is a generic bioinformatics tool to introduce a priori information into the data-analysis of e.g. metabolomics data.
The use of additional information in an analysis of metabolomics data is illustrated by the following application. The urine of healthy rhesus monkeys has been sampled at 29 time-points in a time course of 2 months in a longitudinal normality study. Since this is a normality study, the external disturbances of the environment of the monkeys are kept as low as possible.
Therefore the variation in urine composition will mainly be caused by the natural variation in the metabolism of the monkeys. The objective of this research is obtaining a simplified view on the data, in which the metabolic biorhythms occurring in the chemical composition of the urine are captured.
The dataset consists of 1 H-NMR spectra of the described monkey urine. In addition to these spectra, information about the experimental error is present from repeated measurements on the urine samples. The experimental error is heteroscedastic, which means that the standard deviation of the experimental error depends on the size of the signal. A PCA model gives a distorted view on the data when the experimental error is non-uniform. WPCA is a method that can compensate for this non-uniform experimental error. The obtained WPCA model captures the natural variation underlying the data better than PCA . Therefore WPCA is used for the analysis of this dataset.
The error is described using a variance function (McCullaugh and Nelder, 1989 
System and Methods

Urine Samples
Urine is obtained from rhesus monkeys (Macaca mulatta). 
Data acquisition
NMR spectra are measured in triplicate using a Varian Unity 400 MHz NMR spectrometer using a proton-NMR setup at 293 K. Free Induction Decays (FIDs) are recorded as 64K datapoints with a spectral width of 8.000 Hz. 45 degree pulses are used with an acquisition time of 4.10 s and a relaxation delay of 2 s. The spectra are acquired by accumulation of 128 FIDs. The signal of the residual water is removed by a pre-saturation technique in which the water peak is irradiated with a constant frequency during 2 s prior to the acquisition pulse. The spectra are processed using the standard Varian
software. An exponential window function with a line broadening of 0.5 Hz and a manual baseline correction is applied to all spectra. After referring to the internal NMR reference (TSPδ =0.0), peak shifts are corrected and line listings are prepared using WINLIN software (internal software TNO, see also (Vogels, Tas et al., 1996) ). Such preprocessing is a necessary step for subsequent data analysis. To obtain these listings all lines in the spectra above a threshold corresponding to about three times the signal-to-noise ratio are collected and converted to a data file suitable for multivariate data analysis applications. Each spectrum is normalised to have unit sum-ofsquares.
NMR-spectra are obtained containing peaks on 332 chemical shifts from 0.89 to 9.13 ppm. Since three repeated measurements are performed on each sample, the total available data consists of 870 NMR-spectra. To avoid the problems connected with multiple sources of variation in the data each sample is represented by the mean spectrum of the repeated measurements (Jolliffe, 2002, pg. 351) . In total there are 290 spectra in the dataset.
Data Analysis
Principal Component Analysis The properties of PCA are well understood and thoroughly described in the literature (Jackson, 1991; Jolliffe, 2002) . PCA defines a model of multi-or megavariate data. This model is a lower dimensional subspace that explains maximum variation in the original data. The dimension of this subspace is defined by the number of principal components that is chosen for the PCAmodel. The loss function g that is minimised in PCA is given in equation (1).
Where X is the ( ) The weights in WPCA are introduced in the loss function. When there are no offsets in the data, the loss function h that is minimised in WPCA is given in equation (2) (Bro, Smilde et al., 2002; Kiers, 1997; Wentzell, Andrews et al., 1997) . (1) to equation (2) shows that PCA is a special case of WPCA, where all weights ij w are equal to 1.
Properties of PCA and WPCA The fact that in WPCA the model residuals are weighted means that WPCA is not equal to a scaling of each value ij x in the data with a weight ij w .
Performing a PCA on the matrix product X W * is not generally equal to solving the loss function given in equation (2). Only when the weight matrix W has a rank of 1, WPCA and performing a PCA on X W * are equivalent (Bro and Smilde, 2003; Paatero and Tapper, 1993) . Matrix W has a rank of 1 when WPCA is used as PCA or when scaling is applied to each variable or sample.
When individual weights are defined for each ij x , the rank of W is generally higher than 1. If the rank of W is higher than 1, a simple transformation of the variables or samples cannot solve equation (3) anymore.
A WPCA-model where the rank of W is higher than 1 is not nested . Therefore, the model This means that the scores and loadings of every principal component will change when a different number of principal components is selected for the model. When WPCA-models of a different rank are compared, the information contained in all principal components should be considered simultaneously.
Another difference between PCA and WPCA is the removal of the offsets in the data. Offsets are parts of the data that are constant for all samples. These offsets are often not interesting for the explanation of the variation in the data and a lower-rank model can be obtained by removing them. When PCA is used, offsets can be removed from the data by mean centering (Bro and Smilde, 2003; Gabriel, 1978; Kruskal, 1977) . When using WPCA, meancentering prior to the data analysis does not guarantee that the offsets in the data are removed. In WPCA the offsets have to be estimated along with the scores and loadings during the minimisation of the WPCA loss function.
Algorithms Different algorithms are available that perform a data analysis using the loss function in equation (2) and provide a model of the obtained subspace containing orthogonal scores and orthonormal loadings. Gabriel and Zamir have developed an algorithm that performs criss-cross iterations (Gabriel and Zamir, 1979) . Kiers has developed the PCAW algorithm (Kiers, 1997) that uses majorization iterations (Heiser, 1995) 
Implementation
For each monkey, a 29 x 332 data block was constructed. In these blocks each row contains an averaged spectrum of a urine sample collected at a time-point during the study. A typical spectrum in the dataset is given in To make a model of the data that describes the longitudinal variation of the urine composition of all monkeys, the offsets belonging to each monkey need to be removed from the data. This can be achieved by column meancentering each data block individually. Then the offset of each individual monkey will be removed and mean-centering of the data matrix X will be sustained (Bro and Smilde, 2003; Timmerman, 2001 ). The insert in Figure 4 shows that for small signals with a peak size below 0.0030, the noise is relatively large (with a standard deviation up to 0.0035).
Because we do not want to assign large weights to noise, the variance function is set to a constant value for signals lower than 0.0030. The signals below the threshold are not used to fit the variance function.
WPCA analysis is performed on the data matrix X where the data is not formed by the loadings. The differences between the bases consist of differences in the subspaces spanned by the bases and the rotation of the two bases relative to each other. To compare the differences between both subspaces, the rotational differences between both bases needs to be removed. Therefore an orthogonal transformation is performed on the WPCAloadings to match the PCA-loadings as closely as possible. The transformation of the loadings is performed using a Procrustes rotation and reflection (Gower, 1995; Vandeginste, Massart et al., 1998) . The PCAW loadings are rotated to match the PCA loadings using equation (4). 
=
Results
The effect of the weighting on the data analysis can be examined by investigating the difference between the obtained scores for PCA and WPCA. give a higher importance to the region between 3.1 -4.1 ppm. This also shows that WPCA gives a higher importance to the smaller peaks in the data that have a smaller experimental error. This is an example of natural variation that is obscured in the view obtained of the data by using PCA and is made visible in the WPCA model.
<Insert figure 9 here>
Conclusions
The scores and loadings show that the WPCA-model is different from the PCA-model. This is due to the fact that a priori information about the data is used in WPCA. The weighing used in this WPCA analysis is based on the experimental error: peaks that contain a smaller error are made more important in the data analysis. The model of the experimental error in Figure 4 shows that smaller peaks have a smaller experimental error. This means that smaller peaks are given a larger weight and therefore a higher importance in the data analysis. Additionally to accounting for the experimental error, a favourable side effect of weighing based on peak size is that it will decrease the bias of the model towards compounds with a high concentration in the urine. Comparison of the scores shows that the data analysis using WPCA gives a different view on the data than PCA. The WPCA model is more focused on the natural variation in the data. (Heiser, 1995) .
The algorithm is given by steps 1 to 11.
Initialisation
1.
Initialise the algorithm using the PCA solution: . Also a random initialisation can be chosen or an initialisation with all zeros for the scores and loadings.
2.
Correct the data for the offset:
, where off X is the offset corrected data and 1 is a size I column vector of ones. 
