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Internal Diusion Limited Aggregation on disrete
groups having exponential growth
Sébastien Blahère
∗
, Sara Broerio
†
Abstrat
The Internal Diusion Limited Aggregation has been introdued by Dia-
onis and Fulton in 1991. It is a growth model dened on an innite set and
assoiated to a Markov hain on this set. We fous here on sets whih are
nitely generated groups with exponential growth. We prove a shape theo-
rem for the Internal DLA on suh groups assoiated to symmetri random
walks. For that purpose, we introdue a new distane assoiated to the Green
funtion, whih happens to have some interesting properties. In the ase of
homogeneous trees, we also get the right order for the utuations of that
model around its limiting shape.
1 Introdution
Let G be an innite disrete set and let P be a irreduible transition matrix on that
set. The matrix P allows to dene a sequene of i.i.d. Markov hains (Sn(·))n∈N∗ with
a ommon starting point O (S(0) = O). The Internal Diusion Limited Aggregation
(Internal DLA) is a Markov hain A(n) (n ∈ N) of inreasing subsets of G dened
as follows:
• A(1) = {O},
• A(n + 1) = A(n) ∪ Sn+1(τA(n)c),
∗
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where τA is the hitting time of the set A.
Thus, the set A(n) grows as follows. At eah disrete time n, we start the
Markov hain Sn(·) (moving aording to P ) at O, wait until it leaves the previous
set A(n − 1), and add the rst element visited outside A(n − 1), to obtain A(n).
Note that the Markov hain A(n) is well dened sine, for all n, τA(n)c <∞ almost
surely, as A(n) is nite and Sn+1(·) is irreduible.
The name Internal DLA omes from the similitude with the (external) DLA.
In the latter model, the Markov hains start at innity, onditioned to hit the
previous luster, and are stuk just before hitting it. See for example Lawler [9℄ for
a preise denition and some properties.
The Internal DLA was introdued by Diaonis and Fulton in 1991 [6℄. They
gave the rst shape theorem on Z where Sn(·) are Simple Random Walks (nearest
neighbours random walks with uniform transition probability). Later, other shape
theorems were proved on Zd (Lawler, Bramson & Grieath [9℄, Lawler [10℄, Blahère
[1℄). These results set that, when the random walk is entered (under some moment
ondition), the model has a limiting shape (see one of these for preise denition).
Roughly, that means that the shape of A(n) tends to the shape of the balls of Rd
for a norm assoiated to the transition matrix P .
In the present artile, we fous on groups Γ having exponential growth. It means
that the balls (assoiated to the word metri for any nite generating set) have ardi-
nality growing exponentially in the radius. On suh groups, we onsider symmetri
random walks with nitely supported inrement. Our main result (Theorem 3.1)
is a shape theorem for the Internal DLA. The meaning of a shape theorem is to
ompare the random shape of the Internal DLA with a deterministi exhaustion of
the group. For that purpose, we dene a new distane on groups, alled the hitting
distane, by
d(x, y)
def.
= − ln(F (x, y)) ,
where F (x, y) is the hitting probability of y for a random walk starting at x. As
the Green funtion G(·, ·) is proportional to the funtion F (·, ·), the balls for that
distane are in fat the sets of the form,
{x s.t. G(e, x) ≥ N} ,
where e is the identity of the group. These sets exhaust Γ when N goes to 0.
This distane an be ompared to the word distane but they are not equiva-
lent in general. Outside its link with the Internal DLA, an interesting property of
that distane is that one an dedue the exat exponential growth rate of the balls
(Proposition 2.3).
The shape theorem states that the Internal DLA is lose to the balls B(n) of
radius Kn for the hitting distane (K is a onstant that ensures that the ball B(n)
ontains the boundary of the ball B(n − 1)). More preisely there exists some
2
onstants CI and CO suh that at time V (n) (=volume of B(n)) the sets of the
IDLA satisfy:
B(n− CI lnn) ⊂ A(V (n)) ⊂ B(n+ CO
√
n)
for every large n, with probability 1. This result gives the upper bounds for the u-
tuations between A(V (n)) and B(n): the inner utuations are at most logarithmi,
whene the outer utuations are at most of order square root of the radius. The
proof of that result is adapted from the one on Zd (Lawler, Bramson & Grieath
[11℄ and Lawler [10℄) with new ingredients related to the hitting distane and some
simpliations, partially due to the setting of groups with exponential growth.
For the Simple Random Walk of homogeneous trees (where the hitting distane
and the word distane are proportional) suh a result was already obtained by
Etheridge and Lawler (unpublished). In that setting, they also announed (in [9℄)
that the lower bounds for the inner and outer utuations were of the same order
than the upper ones, but aording to Lawler, a written proof of that result was
missing and the lower bound for the inner error ould be onsidered an open question.
Therefore, we prove (Propositions 4.1 and 4.2) that in the ase of a homogeneous
tree the order of the inner utuation annot be smaller of lnn, while the outer
utuation is bigger than some onstant times
√
n.
The artile is onstruted as follows. Setion 2 denes the setting of symmetri
random walks on groups with exponential growth, denes the hitting distane and
ompares it to the word distane. Setion 3 gives the proof of our main result, the
shape theorem for the Internal DLA with upper bounds for the utuations. Setion
4 fous on Simple Random Walk on homogeneous trees and proves the sharpness of
the bounds for these examples.
We would like to warmly aknowledge Wolfgang Woess for his help and support
(both mathematial and nanial) along this work.
2 Symmetri random walk on disrete groups with
exponential growth
Let Γ be a nitely generated group. Let S be a nite symmetri set of generators.
We write eah element x of Γ as a word omposed by these generators (letters).
The minimal length among the words representing x is alled the word distane
|x|. Let e be the identity of Γ. Aording to this distane, we dene the balls
Bw(n) = Bw(e, n)
def.
= {x ∈ Γ : |x| ≤ n} and their volume Vw(n) def.= #Bw(n). The
exponential growth property orresponds to
Vw(n) ≥ exp(c n) ,
3
for some onstant c. Note that an exponential upper bound of the volume is always
valid sine the fastest volume growth ours when there is no relation between the
generators. Hene, Vw(n) ≤ 1 + (#S − 1)n. Note also that this property does not
depend on the hoie of the generating set.
Let µ be a symmetri probability law whose support is S. Let (Xk)k∈N∗ be a
sequene of i.i.d. random variables whose ommon law is µ. The proess
S(k)
def.
= xX1X2 · · ·Xk,
with S(0) = x, is a symmetri irreduible random walk on Γ starting at x. The
proess S(·) is then a nearest neighbors symmetri random walk on the Cayley
graph G = (Γ,S) on whih we study the Internal DLA (with A(0) = {e}). We
denote Px and Ex, respetively, the probability and expetation related to a random
walk starting at x. When x = e, the exponent will be omitted.
The Green funtion G(x, y) is dened as the expeted number of visits at y for
a random walk starting at x:
G(x, y)
def.
= Ex
[ ∞∑
k=0
1I{S(k)=y}
]
=
∞∑
k=0
Px[S(k) = y] .
Sine the group has an exponential growth, every random walk is transient and so
the above summation is nite (G(x, y) is atually bounded uniformly in x and y).
For a random walk S(·), let τy be the rst hitting time of y:
τy
def.
= inf{k ≥ 0 : S(k) = y} .
When y is never attained, let τy = ∞. The hitting probability of y starting at x is
denoted
F (x, y)
def.
= Px[τy <∞] .
We write G(x) = G(e, x) and F (x) = F (e, x). Note that F and G are symmetri
and invariant by left multipliation. In partiular, G(y, y) = G(e). Therefore, the
funtions F and G are proportional sine a straightforward omputation shows
G(x, y) = G(y, y)F (x, y) = G(e)F (x, y) . (1)
We are now ready to dene the distane we will use to study the Internal DLA.
For all x, y ∈ Γ, we dene
d(x, y)
def.
= − lnF (x, y) .
Sine F (x, y) is the hitting probability of y starting at x, we all d(·, ·) the hitting
distane.
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Lemma 2.1 d(·, ·) is a left invariant distane on Γ.
Proof
As F (x, y) ≤ 1, d(·, ·) is always non-negative.
The symmetry of the random walk and the left invariane of F (·, ·) yield the
same properties for d(·, ·).
Remark also that sine the random walk is symmetri and transient
∀x 6= y, 1 > Px[τ ′x <∞] ≥ Px[τy <∞]Py[τx <∞] = F (x, y)2 ,
where τ ′x
def.
= inf{k ≥ 1 : S(k) = x}. Thus
d(x, y) = 0⇐⇒ F (x, y) = 1⇐⇒ x = y .
Finally,
Px[τz <∞] ≥ Px[τy <∞]Py[τz <∞]
leads to the triangular inequality. ✷
Let dene
K
def.
= max{d(e, x) : x ∈ S} . (2)
Aording to this distane, we dene the ball of radius Kn,
B(x, n)
def.
= {y ∈ Γ : d(x, y) ≤ Kn}
and its external boundary
∂B(x, n)
def.
= {z 6∈ B(x, n) : ∃y ∼ z and y ∈ B(x, n)} .
Here y ∼ z means that y and z are neighbours, that is y−1z ∈ S.
The reason why the onstant K appears in the denition of the balls is to be
sure that ∂B(e, n) ⊂ B(e, n+1). Indeed, let x ∈ ∂B(e, n) and y ∈ B(e, n) suh that
y ∼ x. Then,
d(e, x) ≤ d(e, y) + d(y, x) ≤ Kn +max{d(e, z) : z ∈ S} ≤ K(n + 1) .
We write d(x) = d(e, x) and B(n) = B(e, n). To have a better understanding of this
distane, we will ompare it to the word distane. First remark that, for any x ∈ Γ,
writing x = x1 · · ·x|x| with all the xi's in S, leads to
d(x) ≤
|x|∑
i=1
d(xi) ≤ K|x| . (3)
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To get a lower bound for the hitting distane, we need asymptoti estimates of the
Green funtion. These estimates are diret onsequenes of the following results on
the asymptoti of the iterated transition probability:
1. An o-diagonal gaussian upper bound for symmetri random walks (with nite
support) on generi groups (Varopoulos [14℄; Carne [4℄),
∃Cg > 1 s.t. ∀x, y ∈ Γ and k ∈ N Px[S(k) = y] ≤ Cgexp(−Cg|x−1y|2/k) , (4)
2. For random walks on groups having exponential growth (Varopoulos [15℄; Carlen,
Kusuoka & Strook [3℄),
∃Ce > 1 s.t. ∀x, y ∈ Γ and k ∈ N Px[S(k) = y] ≤ Ceexp(−Cek1/3) , (5)
3. In the speial ase of non-ameanable groups, the latter estimates beomes (Kesten
[8℄)
∃Cna > 1 s.t. ∀x, y ∈ Γ and k ∈ N Px[S(k) = y] ≤ Cnaexp(−Cnak) . (6)
For an overview of suh estimates and preise referenes, see Woess [16℄ or Pittet &
Salo-Coste [12℄.
Lemma 2.2 Let Γ be a group having exponential growth, then ∃C > 0 suh that
G(x) ≤ exp(−C|x|1/2) ∀x ∈ Γ.
Proof
Using (4) and (5),
G(x) =
∞∑
k=0
P[S(k) = x] =
∑
k≤|x|3/2
P[S(k) = x] +
∑
k>|x|3/2
P[S(k) = x]
≤
∑
k≤|x|3/2
Cgexp(−Cg|x|2/k) +
∑
k>|x|3/2
Ceexp(−Cek1/3)
≤ Cg|x|3/2exp(−Cg|x|1/2) + 15|x|exp(−Ce|x|1/2)
≤ exp(−C|x|1/2) ,
for some onstant C. The before last inequality omes from the fat that for any
suiently large N
∞∑
k=N+1
exp(−Cek1/3) ≤
∫ +∞
N
exp(−Cet1/3)dt
≤
∫ +∞
N
d(−6t2/3exp(−Cet1/3))
dt
dt = −6N2/3exp(−CeN1/3)
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✷Atually, Revelle [13℄ proved independently Lemma 2.2.
Note that when the group is non-ameanable, using (6), this upper bound of the
Green funtion beomes:
G(x) ≤ exp(−C|x|) . (7)
The above lemma assures that G(x) tends to 0 as |x| goes to innity. By (1), so
does F (x). Lemma 2.2 leads also to
d(x) ≥ K1|x|1/2 , (8)
for some onstant K1.
Atually, as soon as the Green funtion dereases exponentially (with respet to
the word distane), these distanes are equivalent. This is the ase when Γ is non-
ameanable (7) and also for some ameanable groups (for instane the Lamplighter
group Z ≀ Z2, Broerio & Woess [2℄).
Remark that (3) and (8) are sharp in the sense that examples exist where the
Green funtion dereases as exp(−C|x|) or exp(−C|x|1/2) depending on the diretion
toward innity (for instane Z ≀ Z , Revelle [13℄)
As Bw(n) ⊂ B(n), the size V (n) of the balls B(n) grows exponentially, but we
prove that the onstant in the exponential (lower and upper) bound is exatly the
onstant K whih appeared in the denition of the balls.
Proposition 2.3 There exist two onstants Ca and Cb suh that for every integer
n,
Caexp(Kn) ≤ V (n) ≤ Cbn3exp(Kn) .
Proof
The proof of the upper bound relies on the following estimate taken from Revelle
[13℄: for any nite set A,∑
x∈A
G(x) ≤ (16C−2e + 1)(ln#A)3 . (9)
By sake of ompleteness, we give the omputation that leads to (9). The estimate
(5) (whih introdues the onstant Ce) yields∑
x∈A
G(x) ≤
∞∑
k=0
∑
x∈A
P[S(k) = x]
=
∑
k≤C−3e (ln#A)3+1
∑
x∈A
P[S(k) = x] +
∑
k>C−3e (ln#A)3+1
∑
x∈A
P[S(k) = x]
≤ C−3e (ln#A)3 + 1 +#A
∑
k>C−3e (ln#A)3+1
Ceexp(−Cek1/3)
≤ (16C−2e + 1)(ln#A)3 .
7
When A = B(n), the denition of the ball B(n) and (9) give
#B(n) · exp(−Kn) ≤
∑
x∈B(n)
G(x) ≤ (16C−2e + 1)(ln#B(n))3 (10)
whih implies, sine (ln#B(n))3 ≤ (#B(n))1/2, that #B(n) is at most an exponen-
tial of n. Applying one more (10) leads to the Cbn
3exp(Kn) upper bound, for some
positive onstant Cb.
For the lower bound, remark that∑
x∈∂B(n−1)
G(x) ≤ (#∂B(n− 1)) exp(−K(n− 1)) .
The left hand side is larger than (or equal to) 1 sine the random walk is transient
and it must go through ∂B(n− 1). So with Ca def.= exp(−K),
V (n) ≥ #∂B(n − 1) ≥ Caexp(Kn) .
✷
Remark 2.4 For non-ameanable groups, the upper bound in the volume growth be-
omes Cbn exp(Kn). Indeed, using the spei estimate of the return probability (6),
the upper bound in (9) beomes a onstant times ln#A.
3 Limiting shape for the Internal DLA
Let us now state our main result, a omparison between the shape of the Internal
DLA and the balls for the hitting distane.
Theorem 3.1 Let A(·) be the Internal DLA on a nitely generated group of ex-
ponential growth, assoiated to a symmetri random walk with nitely supported
inrement. Then, for any onstants CI > 3/K and CO > 2,
P[∃n0 s.t. ∀n > n0 , B(n− CI lnn) ⊂ A(V (n)) ⊂ B(n+ CO
√
n)] = 1 .
This result give an upper bound for the two random variables δI(n) and δO(n)
desribing the inner and outer utuation of A(n) with respet to B(n)
δI(n)
def.
= n− inf{d(z)/K : z 6∈ A(V (n))} ,
δO(n)
def.
= sup{d(z)/K : z ∈ A(V (n))} − n .
An alternative denition is that B(n−δI (n)) is the largest ball inluded in A(V (n)),
and B(n+ δO(n)) is the smallest ball whih ontains A(V (n)). Theorem 3.1, states
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that for any onstants CI > 3/K and CO > 2, the events {δI(n) > CI lnn} and
{δO(n) > CO√n} our only nitely often, with probability 1.
We split the proof into two parts, one regarding the inner error and the other
regarding the outer error.
Let us rst give some denitions used throughout the proof. Let Sj(·) be the jth
random walk that denes the Internal DLA A(V (n)). Reall that all the Sj(·) start
from e. Moreover, we let this random walk running even after it adds a new point
to the luster A(j − 1). This adding time will then be the stopping time:
σj
def.
= inf{k ≥ 0 : Sj(k) 6∈ A(j − 1)} .
We also dene the hitting time of a point z by the (unstopped) random walk Sj:
τ jz
def.
= inf{k ≥ 0 : Sj(k) = z} .
3.1 Proof of the inner part
We will prove that there exists a onstant CI suh that, with probability 1, for all
n large enough
B(n− CI lnn) ⊂ A(V (n)) .
We start our proof by omputing an upper bound for the probability that a given
point z ∈ B(n) does not belong to the Internal DLA at time V (n). For that purpose,
we dene the following indiator random variable
N j = N j(z)
def.
= 1I{τ jz≤σj} ,
whih an be deomposed as Nj = Mj − Lj where
M j = M j(z)
def.
= 1I{τ jz<∞} and L
j = Lj(z)
def.
= 1I{σj≤τ jz<∞} .
Observe that z does not belong to A(V (n)) if and only if N j = 0 for every j. So,
for any λ > 0,
P[z 6∈ A(V (n))] = P
V (n)∑
j=1
N j = 0
 ≤ E [e−λ∑V (n)j=1 Nj]
= E
[
e−λ
∑V (n)
j=1 M
j+λ
∑V (n)
j=1 L
j
]
≤ E
[
e−2λ
∑V (n)
j=1 M
j
]1/2
× E
[
e2λ
∑V (n)
j=1 L
j
]1/2
.
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As the M j 's are i.i.d. indiator random variables,
E
[
e−2λ
∑V (n)
j=1 M
j
]
=
V (n)∏
j=1
E
[
e−2λM
j
]
=
V (n)∏
j=1
(1− (1− e−2λ)F (z))
= (1− (1− e−2λ)F (z))V (n) ≤ exp(−(1 − e−2λ)F (z)V (n)) .
Observe that the Lj's are not independent, but they an be bounded from above by
random variables whih are independent when knowing where the random walk Sj
adds to the luster. More preisely, let dene the hitting time of z after the adding
time σj,
τ˜z
j def.= inf{k ≥ σj s.t. Sj(k) = z} .
Then,
Lj ≤ L˜j def.= 1I{τ˜zj<∞} .
Let Gn be the σ-algebra generated by Sj(k ∧ σj) for all j ≤ V (n) and k ∈ N, that is
the σ-algebra ontaining all the information on the V (n) random walks before they
add to the luster. As the L˜j 's are independent onditioning by Gn,
E
[
e2λ
∑V (n)
j=1 L
j
]
≤ E
[
e2λ
∑V (n)
j=1 L˜
j
]
= E
[
E
[
e2λ
∑V (n)
j=1 L˜
j
∣∣∣ Gn]]
= E
V (n)∏
j=1
E
[
e2λL˜
j
∣∣∣ Gn]
 .
Sine the L˜j 's are indiator random variables,
E
[
e2λ
∑V (n)
j=1 L
j
]
≤ E
V (n)∏
j=1
(1 + (e2λ − 1)E[L˜j | Gn])
 ≤ E [e(e2λ−1)∑V (n)j=1 E[L˜j | Gn]] .
Finally,
V (n)∑
j=1
E
[
L˜j
∣∣∣ Gn] = V (n)∑
j=1
E
[
1I{τ˜zj<∞}
∣∣∣ Gn] = V (n)∑
j=1
PS
j(σj)[τ˜z
j <∞]
=
∑
y∈A(V (n))
F (y, z) =
∑
y∈A(V (n))
F (z, y) .
The denition of the hitting distane implies that for any y ∈ B(z, n) and any
y′ 6∈ B(z, n), F (z, y) > F (z, y′). Thus, sine #A(V (n)) = V (n) = #B(z, n),∑
y∈A(V (n))
F (z, y) ≤
∑
y∈B(z,n)
F (z, y) =
∑
y∈B(n)
F (y) . (11)
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Putting things together, we get that for any λ > 0, n and z ∈ B(n),
P[z 6∈ A(V (n))] ≤ exp
−CλV (n)F (z) + C ′λ ∑
y∈B(n)
F (y)
 . (12)
with Cλ =
1−e−2λ
2
and C ′λ =
e2λ−1
2
.
We remark that the inequality (12) is valid for every transient groups whatever its
growth rate. For groups of exponential growth, Proposition 2.3 enables to estimate
the last term in the exponential. Thus, if z ∈ B(n − CI lnn) (that is F (z) ≥
nKCIe−Kn), using (9),
P[z 6∈ A(V (n))] ≤ e−CλV (n)nKCI e−Kn+c·C′λ(lnV (n))3 ≤ e−Cλ·CanKCI+c′·C′λn3 ≤ e−Cλ·Can3 ,
for CI > 3/K and n large enough. Then,∑
z∈B(n−CI lnn)
P[z 6∈ A(V (n))] ≤ V (n− CI lnn)e−Cλ·Can3
≤ Cb(n− CI lnn)3eKn−CI lnn−Cλ·Can3
whih is summable. Thus the result follows from Borel-Cantelli Lemma.
3.2 Proof of the outer part
To get the upper bound for the outer error in Theorem 3.1, we will estimate the
deay of the expeted number of points in A(V (n)) that lies within the spheres
∂B(n + p) for p ≥ 1. Cheking that this deay is exponential in p2 will lead to the
desired result.
We dene
Zp(j)
def.
= #(A(j) ∩ ∂B(n + p)) =
j∑
i=1
1ISi(σi)∈∂B(n+p) ,
and νp(j)
def.
= E[Zp(j)]. If a random walk adds to the luster in ∂B(n + p + 1), that
implies it has stayed within the luster before. It means that
{Si(σi) ∈ ∂B(n + p+ 1)} ⊂ {∃x ∈ ∂B(n + p) ∩ A(i− 1) s.t. τ ix <∞} .
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Therefore,
νp+1(j) ≤
j∑
i=1
P[∃x ∈ ∂B(n + p) ∩A(i− 1) s.t. τ ix <∞]
≤
j∑
i=1
E
 ∑
x∈∂B(n+p)∩A(i−1)
1Iτ ix<∞

≤
j∑
i=1
E
[
Zp(i− 1) max
x∈∂B(n+p)
P[τx <∞]
]
,
by independene between Si and A(i− 1). Then,
νp+1(j) ≤
j∑
i=1
exp(−K(n + p))νp(i− 1) . (13)
For any xed j, iterating (13) leads to
νp(j) ≤ exp(−Kn(p− 1))exp(−Kp(p− 1)/2)j
p
p!
,
by a simple indution on p started from ν1(j) ≤ j and using
j∑
i=1
(i− 1)p
p!
≤ j
p+1
(p+ 1)!
.
Finally, as p! ≥ ppexp(−p),
νp(j) ≤ exp(−Kn(p− 1))exp(−Kp(p− 1)/2)exp(p)p−pjp .
Thus, for j = V (n) and p larger than some onstant independent of n,
νp(V (n)) ≤ n3pexp
(
−K
(
p2
3
− n
))
.
Therefore, for CO > 2 and p = CO
√
n,
P[A(V (n)) 6⊂ B(n+ CO
√
n)] ≤ P[ZCO√n(V (n)) ≥ 1]
≤ νCO√n(V (n))
≤ exp
(
−K
(
C2O
4
− 1
)
n
)
,
for n large enough.
Thus, by the Borel-Cantelli Lemma, with probability 1, for all n large enough,
A(V (n)) ⊂ B(n+ CO
√
n) .
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4 Lower bounds for the errors when G is the homo-
geneous tree Tq
In this setion we will give lower bounds for the inner and outer utuations in the
spei ase of Simple Random Walks on the homogeneous tree.
Let G be the homogeneous tree Tq of degree q ≥ 3. When q is even, Tq is the
Cayley graph of the free group Fq/2. When q is odd, Tq is the Cayley graph of the
free produt of F(q−1)/2 by Z2. On suh a graph, most of the estimates we need
are known exatly (Dynkin & Maljutov [7℄ and Cartier [5℄) for the Simple Random
Walk (nearest neighbours with uniform transition probability). In partiular sine
F (z) = (q − 1)−|z| ,
the hitting distane and the word distane are proportional and the ball Bw(n)
oinides with B(n) exatly thanks to the use of the onstant K = ln(q − 1). Thus
we have
V (n) =
q(q − 1)n − 2
q − 2 and #∂B(n) = q(q − 1)
n .
Let
ξn
def.
= min{k ≥ 0 s.t. S(k) ∈ ∂B(n)} ,
be the exit time from the ball B(n). Then, as we deal with Simple Random Walks,
P[S(ξn) = z] =
1
q(q − 1)n · δz∈∂B(n) .
4.1 Lower bound for the outer error
Proposition 4.1 For any onstant Co < (ln(q − 1)/ ln q)1/2,
P[A(V (n)) ∩ ∂B(n + Co
√
n) = ∅ innitely often] = 0
Proof
By Theorem 3.1, for any onstant CI suiently large, if one denes the inreasing
sequene of events
Ωn0
def.
= {∀n ≥ n0, B(n− CI ln(n) + 1) ⊂ A(V (n))} .
One has
lim
n0→∞
P[Ωn0 ] = 1 . (14)
Suppose that Ωn0 ours and x n > n0. Denote R
def.
= n− 1−CI ln(n− 1). Let the
rst V (n−1) random walks build A(V (n−1)), whih overs B(R). Then we onsider
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the next V (n)−V (n−1) random walks and stop them as soon as they reah ∂B(R).
Let Nx be the number of random walks that are stopped in x ∈ ∂B(R). Letting
the stopped random walks start again we an reonstrut the original Internal DLA.
The same random walks onstrut new smaller Internal DLA's, Ax(Nx), that start
in every x ∈ ∂B(R) and are built up using Nx random walks . We state that if
B(R) ⊂ A(V (n− 1)) then
A(V (n)) ⊃ A(V (n− 1))
⋃
x∈∂B(R)
Ax(Nx) .
Thus, if there exists x ∈ ∂B(R) suh that Ax(Nx)∩ ∂B(R+ r) 6= ∅, then A(V (n))∩
∂B(R + r) 6= ∅. Observe also that the random walks that start on ∂B(R) are
independent and, thus, all the {Ax(Nx)}x∈∂B(R) are independent one one knows all
the Nx, that is they are independent for the probability P[ · | σR]. Here σR is the
σ-algebra generated by the Si(k ∧ ξR) for all i ≤ N def.= V (n) − V (n − 1) and all
k ∈ N, that is the σ-algebra ontaining all the information on the N random walks
until they hit ∂B(R).
For all x ∈ ∂B(R), there exits a path Cx of (graph) length r from x to ∂B(R+r).
Note that
{Ax(Nx) ∩ ∂B(R + r) = ∅} ⊂ {Cx 6⊂ Ax(Nx)} .
We split the Nx random walks that start at x into
⌊
Nx
r
⌋
pakets of size r (⌊·⌋ is
the lower integer part), the rest being ignored. The probability that all the random
walks of one paket follow exatly Cx when they start, is (q−r)r. By denition of the
Internal DLA, this event guaranty that Cx is ontained in Ax(Nx). Thus, sine all
pakets are independent
P[Cx 6⊂ Ax(Nx) | σR] ≤ (1− q−r2)⌊
Nx
r ⌋ ≤ (1− q−r2)Nxr −1 .
Finally, for n > n0,
P[{A(n) ∩ ∂B(R + r) = ∅} ∩ Ωn0 ]
≤ P[∀x ∈ ∂B(R), Ax(Nx) ∩ ∂B(R + r) = ∅]
= E
 ∏
x∈∂B(R)
P[Ax(Nx) ∩ ∂B(R + r) = ∅ | σR]

≤ E
 ∏
x∈∂B(R)
(1− q−r2)Nxr −1

= E
[
(1− q−r2)
∑
x∈∂B(R)
Nx
r
−1
]
= (1− q−r2)V (n)−V (n−1)r −#∂B(R)
≤ exp
(
−q−r2
(
V (n)− V (n− 1)
r
−#∂B(R)
))
.
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Remark that taking r = Co
√
n + 1 + CI ln(n − 1), with a onstant Co < (ln(q −
1)/ ln q)1/2 and CI >
1
2
, we get
exp
(
−q−r2
(
V (n)− V (n− 1)
r
−#∂B(R)
))
≤ exp(−exp(cn)) ,
for some onstant c > 0. Then, by Borel-Cantelli Lemma,
P[{A(V (n)) ∩ ∂B(n + Co
√
n) i.o.} ∩ Ωn0 ] = 0 .
Letting n0 goes to innity leads (by (14)) to the result. ✷
4.2 Lower bound for the inner error
For the inner error, we prove a weaker result than the one on the outer error. Namely,
we get that innitely often, the inner error is of order lnn. It assures the sharpness
of the order lnn for a general upper bound but does not prevent the inner error to
be sometimes smaller. Thus our result is somehow weaker than the one announed
by Etheridge and Lawler.
Proposition 4.2 For any onstant Ci < 1/(2 ln(q − 1)),
P[A(V (n))c ∩B(n− Ci lnn) 6= ∅ innitely often] = 1 .
Proof
Let N
def.
= V (n) and R
def.
= n− 1− Ci lnn. Then the event {A(N)c ∩ B(R + 1) 6= ∅}
ontains the event that there exists a point on the sphere of radius R attained by
none of N independent random walks.
Let x r < R, for every z ∈ ∂B(R), we dene its lass as
[z]
def.
= ∂B(R) ∩ B(z, 2r) ,
and let AR
def.
=
⋃N
i=1[S
i(ξR)] be the set of all lasses that are hit by the N random
walks when they rst exit B(R). Then we have
P[A(N)c ∩ B(R) 6= ∅]
≥ P[∃z ∈ ∂B(R) s.t. ∀i ≤ N, τ iz = ∞]
≥ P[∃z ∈ ∂B(R) s.t. ∀i ≤ N, τ iz = ∞ and AR  ∂B(R)]]
=
∑
A ∂B(R)
P[∃z ∈ ∂B(R) s.t. ∀i ≤ N, τ iz =∞ | AR = A]P[AR = A] .
To get a lower bound for the above onditional probability we will need, one the
set A is xed, to hoose a suitable point alled zA on ∂B(R) that has few hanes to
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be hit by the random walks after ξiR. For that purpose, we onstrut the following
algorithm. Suppose A  ∂B(R) is a xed set, then we will write a Mouse algorithm
whose aim is to nd the most seure plae zA on ∂B(R) for a mouse knowing that
#A ats will start simple random walks (hunts) from eah of the points in A.
The mouse starts from the origin and proeeds toward ∂B(R) hoosing the di-
retion of the subtree with the fewest ats. Denote (mj) (j = 0 to R) the suessive
positions of the mouse, that is the steps of our algorithm:
• m0 = e;
• Choose mj+1 inside {y ∼ mj : |y| = j + 1 and B(y, R− j) ∩ A is minimal}.
Let zA
def.
= mR+1. It is easy to hek that zA 6∈ A. Reall that σR is the σ-algebra
generated by the Si(k ∧ ξR) for all i ≤ N and all k ∈ N, that is the σ-algebra
ontaining all the information on the N random walks before they hit ∂B(R). Then,
P[∃z ∈ ∂B(R) s.t. ∀i ≤ N, τ iz = ∞ | AR = A]
≥ P[∀i ≤ N, τ izA = ∞ | AR = A]
= P[∀i ≤ N, ξiR ≤ τ izA = ∞ | AR = A]
= E
[
P[∀i ≤ N, ξiR ≤ τ izA = ∞ | σR] | AR = A
]
= E
[
N∏
i=1
P[ξiR ≤ τ izA =∞ | σR]
∣∣∣∣∣ AR = A
]
= E
[
N∏
i=1
PS
i(ξR)[τzA =∞]
∣∣∣∣∣ AR = A
]
.
By transiene of the random walk, PS
i(ξR)[τzA = ∞] = 1 − F (Si(ξR), zA) has a uni-
form (in all parameter) strikly positive lower bound. Thus, there exists a onstant
c > 0 suh that
E
[
N∏
i=1
PS
i(ξR)[τzA =∞]
∣∣∣∣∣ AR = A
]
≥ E
[
exp
(
−c
N∑
i=1
F (Si(ξR), zA)
)∣∣∣∣∣ AR = A
]
≥ exp
(
−c
N∑
i=1
E
[
F (Si(ξR), zA) | AR = A
])
= exp
(−cNE [F (S1(ξR), zA) | AR = A]) .
By denition of the Mouse algorithm, we easily hek that, for every j,
Tj
def.
= B(zA, 2(R + 1− j)) ∩ A = B(mj , R + 1− j) ∩ A ,
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and that its ardinality is #Tj ≤ #A(q− 1)−j. Remark also that sine A must be a
union of sets of the type ∂B(R)∩B(z, 2r) with z ∈ ∂B(R) (otherwise P[AR = A] =
0), zA 6∈ A implies d(zA, A) > 2r. Then,
E
[
F (S1(ξR), zA) |AR = A
]
=
R−r∑
j=0
E
[
1IS1(ξR)∈Tj\Tj+1F (S
1(ξR), zA) |AR = A
]
=
R−r∑
j=0
E
[
1IS1(ξR)∈Tj\Tj+1(q − 1)−2(R+1−j) |AR = A
]
=
R−r∑
j=0
(q − 1)−2(R+1−j)P [S1(ξR) ∈ Tj\Tj+1 |AR = A] .
Remark that the event AR = A is invariant by any bijetion γ of ∂B(R) suh
that γ(A) = A and for any x ∈ ∂B(R), [γ(x)] = γ([x]). Thus, the law of S1(ξR)
under the ondition AR = A is the uniform distribution on A. Thus,
P
[
S1(ξR) ∈ Tj\Tj+1 | AR = A
]
=
#(Tj\Tj+1)
#A
≤ #Tj
#A
.
Therefore,
E
[
F (S1(ξR), zA) | AR = A
] ≤ R−r∑
j=0
(q − 1)−2(R+1−j)
(q − 1)j ≤ (q − 1)
−R−r .
Finally,
P[∃z ∈ ∂B(R) s.t. ∀i ≤ N, τ iz = ∞] ≥
∑
A ∂B(R)
exp
(−cN(q − 1)−R−r)P[AR = A]
= exp
(−cN(q − 1)−R−r)P[AR  ∂B(R)] .
Remark that P[AR  ∂B(R)] is the probability that N balls uniformly distributed
into M = q(q − 1)R−r boxes leave at least one empty box. By Lemme 4.3, that will
be prove at the end of the setion,
P[AR  ∂B(R)] ≥ 1− exp
(
−q(q − 1)
R−r
2
exp
(
−4N (q − 1)
r−R
q
))
.
When N = V (n) ≤ q(q − 1)n, R = n−Ci lnn and r = C1 lnn (the onstant C1 will
be xed below), we easily hek that
exp
(
−q(q − 1)
R−r
2
exp
(
−4N (q − 1)
r−R
q
))
≤ exp
(
−q n
−(C1+Ci) ln(q−1)
2
exp
(
n ln(q − 1)− 4n(C1+Ci) ln(q−1))) .
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So, with C1 =
1
2 ln(q−1) , for any onstant Ci <
1
2 ln(q−1) ,
P[AR  ∂B(R)] −→
n→∞
1 .
With the same onstants C1 and Ci, as C1 > Ci,
exp
(−cN(q − 1)−R−r) ≥ exp (−c · q · n−(C1−Ci) ln(q−1)) ,
also tends to 1 when n goes to innity. Finally,
P[∃z ∈ ∂B(n− Ci lnn) s.t. ∀i ≤ V (n), τ iz =∞] −→
n→∞
1 .
Thus P[A(V (n))c ∩ B(n − Ci lnn) 6= ∅] → 1 whih ompletes the proof by Fatou
Lemma. ✷
We now prove the estimate on the multinomial law that we used in the proof.
Lemma 4.3 Let put independently N balls into M boxes (M ≥ 3) with uniform
probability. Let PN,M denote the probability law of that proess. Then,
PN,M [Eah box ontains at least one ball] ≤ exp
(
−M
2
exp
(
−4N
M
))
.
Proof
Let (bk) (k = 1 to M) denote the M boxes and (ai) (i = 1 to N) the N balls. Let
also dene
pN,M
def.
= PN,M [∀k ≤M, ∃i ≤ N s.t. ai ∈ bk] ;
qN,M
def.
= PN,M [∃i ≤ N s.t. ai ∈ b1] ;
I1
def.
= {i s.t. ai ∈ b1} .
Therefore,
pN,M =
∑
I 6=∅
PN,M [{∀k 6= 1 ∃i 6∈ I s.t. ai ∈ bk} ∩ I1 = I]
=
∑
I 6=∅
PN,M [∀k 6= 1 ∃i 6∈ I s.t. ai ∈ bk | I1 = I]× PN,M [I1 = I]
=
∑
I 6=∅
pN−#I,M−1 × PN,M [I1 = I]
≤
∑
I 6=∅
pN,M−1 × PN,M [I1 = I]
= pN,M−1 · qN,M .
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The third equality omes from the fat that onditioning by I1 = I, the N − #I
remaining balls are uniformly distributed among the M − 1 remaining boxes. The
inequality omes from the monotoniity in N of pN,M . By indution,
pN,M ≤
M∏
j=2
qN,j · pN,1 .
As pN,1 = 1 and qN,j = 1−
(
1− 1
j
)N
,
pN,M ≤
M∏
j=⌊(M+1)/2⌋
qN,j ≤
M∏
j=⌊(M+1)/2⌋
(
1−
(
1− 2
M
)N)
≤
(
1−
(
1− 2
M
)N)M/2
≤
(
1− exp
(
−c2N
M
))M/2
≤ exp
(
−M
2
exp
(
−c2N
M
))
,
for some onstant c > 0 (c = 2 for instane, sine M ≥ 3). ✷
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