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Abstract 
Koiran. P., Computing over the reals with addition and order, Theoretical Computer Science 133 
(1994) 35-47. 
We provide a fairly complete picture of the complexity theory of additive real machines. This mpdel 
of computation is a restriction of the real Turing machine of Blum et al. (1989). since a’&tion Bnd 
subtraction are the only legal arithmetic operations. Removing the order relation < on [w yields an 
even weaker class of machines, which is also studied. Our main results are: 
. characterizations of the classes of recognizable Boolean languages; 
. equivalence of real and digital nondeterminism; 
. a simpler proof of Meer’s P,,, # NP,,, result. 
1. Introduction 
The real Turing machine of Blum et al. [2] is endowed with the four basic 
arithmetic operations (addition, subtraction, multiplication, division) and with the 
order relation < on R. It seems however that multiplication and division are of little 
help for a number of interesting problems such as the real-valued generalizations of 
the Traveling Salesman Problem or the Knapsack Problem. In order to study these 
problems, it is quite natural to work with real machines equipped with addition and 
subtraction only. 
Let P& and NP,<,, be the class of real languages (subsets of IR” = uz= 1 R”) that 
can be recognized in deterministic and nondeterministic polynomial time in this 
additive BSS model. It is possible to make fruitful comparisons with discrete 
complexity theory if we consider real machines with discrete inputs. In this paper 
Correspondence to: P. Koiran, Laboratoire de I’Informatique du Parall&lisme, Ecole Normale Supkrieure 
de Lyon, 46 All&e d’Italie, F-69364 Lyon Cedex 07, France. Email: koiran@lip.ens-lyonfr. 
0304-3975/94/$07.00 lc 1994-Elsevier Science B.V. All rights reserved 
SSDI 0304-3975(93)00063-O 
36 
we show that: 
0 Pa& ri c* = P/poly; 
l NP,(,, n C* = NP/poly. 
Here C= (0, 1) is the binary alphabet and we use the notation 
where ?Z is a class of real languages. The classes P/poly and NP/poly are the 
non-uniform counterparts of P and NP (see e.g. [ 1] for more details). We also consider 
a model in which no order relation is available (hence equality is the only test 
allowed). In this case real machines are not more powerful than Turing machines for 
discrete inputs, i.e., 
0 P,;d,nZ*=P. 
l NP,‘,,n Z* =‘NP. 
The consideration of the real Traveling Salesman Problem or the real Knapsack 
Problem suggests a further restriction of the standard BSS model, this time on the 
type of nondeterminism allowed. In the standard BSS model a guess is a sequence of 
real numbers, but the natural nondeterministic algorithms for these two problems 
make guesses that are of a combinatorial nature (a permutation of the sequence of 
cities or a subset of the set of objects). It is therefore quite natural to study digital 
nondeterministic (or weak) real machines whose guesses are sequence of O’s and l’s, like 
those of Turing machines. We prove that digital nondeterminism is in fact equivalent 
to the standard real determinism. More precisely, 
l NDP,‘,, = NP,‘,,; 
l NDPa=& = NPa;,+ 
where NDP denotes weak nondeterministic classes. 
Additive machines and weak nondeterminism have already been studied in [4]. The 
weak BSS model [6] and linear machines [9] are two other related models. Their 
computational power lies in between those of the standard BSS model and of additive 
machines. In Section 2, we give a simpler proof of Meer’s Plin # NP,,” result, from 
which it follows that PF& #NPa7dd. In order to do this, we show that the knapsack 
problem is in NP&, but is not in Pli,. 
The remainder of the paper is organized as follows. In Section 2 we introduce a few 
general notations and study real machines without order. In Section 3 we establish 
a few properties of polyhedra that are useful for studying real machines with order (a 
polyhedron is a subset of [w” defined by a system of large or strict linear inequalities 
having integral coefficients). In particular, we give two purely geometrical results: 
l a nonempty polyhedron defined by a system of “small” inequalities contains 
a “small” rational point; 
l A projection of a polyhedron defined by a system of “small” inequalities can be 
defined by a system of “small” inequalities. 
Real machines with order are discussed in Section 4. Besides the above mentioned 
results, we show in this section that any real language recognized by a real Turing 
machine can be recognized in constant space with a polynomial slowdown. In 
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Section 5, we show that our results for the additive model can be generalized to Meer’s 
linear model. 
This paper provides a fairly complete description of the P and NP classes in the 
additive and linear models. It would also be interesting to obtain similar results for the 
complexity classes below P and above NP (we do not touch these topics here, with the 
exception of exponential time). The first task was undertaken in [3]. A forthcoming 
paper will cover the polynomial time hierarchy and an equivalent of PSPACE: 
parallel polynomial time. 
2. Computing over the reals with addition and equality 
Throughout the paper, c( = (Mu, . ,c(J is the vector of constants occurring in the 
program of a real machine (we assume without loss of generality that one of these 
constants is equal to 1). 
The size s(n) of an integer n is the number of digits of its radix-2 representation, and 
the size of a rational number x =p/q is the minimum value of s(p)+s(q) where the 
integers p and q are such x = p/q. 
We assume w.1.o.g. that all tests are of the form “x20”. 
Theorem 1 is in fact a special case of a more general result on a model in which 
a moderate usage of multiplication and division is allowed [6]. The general result 
relies on Griibner bases or the primitive element theorem, but here some very 
elementary linear algebra is sufficient. 
Theorem 1. PaydnC* = P. 
Proof. Clearly PC P&nC*. We prove the converse below. At any time in the 
computation of real machine on an input u~(0, l}‘, the content of a variable x is of 
the form 
X= C Uicli 
i= 1 
where the Ui’s are integers of polynomial size. Let E, be the vector space over 
Q spanned by xi, . . . . clp and let m be the dimension of E,. We can assume without loss 
of generality that (al, . . ., cq,,) is a base of E,. Let (bij) be the matrix of rational 
coefficients such that 
Mi= ~ bij"j (ldi~p). 
j=l 
Since x = cim_ l (I!= 1 aibij) Ctj, the test x 1 0 can be performed formally by checking 
that xr=‘=, aihij=O for 1 <j<m. 0 
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This argument clearly does not apply only to polynomial-time computations. For 
instance, the similar identity EXP,T,,nC* = EXP holds for exponential time. 
We now turn to the study of digital nondeterminism. 
Theorem 2 NDPa& = NP,:,, 
The proof of this result relies on the following lemma. 
Lemma 1. Let Y be a system of (dis) equations on y~[w” of the,form 
with aij, cij~ N und hi, diEI& Let us dejine the size oj’yas the number of real constants in 
the system plus the number of bits needed to represent the integral constants. It is 
possible to decide in P& whether Y is satisjable. 
Proof. We first solve the system of equalities by Gaussian elimination. If this system is 
not satisfiable, Y is of course not satisfiable. If it is satisfiable, we obtain (up to 
a permutation of indices) a parametrization of the solution space of the form 
Yi=ei+ i fijyj (l<i<k) 
j=k+ 1 
where yk+ I1 . . , y, are free variables (possibly, k = n). Next we substitute this expres- 
sion in the inequalities to look for a contradiction. If we obtain an inequality of the 
form di#di, Y is of course not satisfiable. Otherwise Y is satisfiable, since R”-k-1 
cannot be equal to the union of a finite number of hyperplanes. 
It remains to show that this algorithm runs in polynomial time in the additive BSS 
model. Note that there are no multiplications or divisions between real variables in 
this algorithm. It is easy to multiply a real number y by an integer x=x1 . . . x, using 
a sequence of “shift-and-add” operations, e.g., 
product := 0; 
for i:= 1 to m do 
if x[i] = 0 then product := 2 * product 
else product := 2 * product + y. 
If we have to divide y by x, we simply represent the quotient by the pair (y, x). The 
overall running time will be polynomial if the integers occurring during the execution 
of the algorithm are of polynomial size. This property holds for the Gaussian 
elimination procedure ([ll], Theorem 3.3). It is not difficult to see that there cannot be 
any blowup in integer size in the rest of the algorithm. 0 
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Note that for Theorem 2 it would be sufficient to show that the satisfiability of Y is in 
NP&. 
Proof of Theorem 2. Clearly NDP& c NPsd: a digital guess gE(O, l}“” can be 
computed by comparing to zero each component of a real guess PER”““. We prove 
the converse below. Let JV be a nondeterministic machine recognizing LENP&. We 
construct a digitally nondeterministic machine J&” recognizing L in polynomial time. 
On an input UER”, this machine first guesses the results of all tests in the program. 
Since J? runs in polynomial time, this needs to be done for a time T(n) which is 
polynomial in n. Adding dummy instructions if necessary, we can assume that all 
computations of J%’ halt exactly in time T(n). During a computation the content of 
any variable is always a linear function of the constants CI, the input UE R” and the real 
guess y~[w . pm of _4’ Hence for a given sequence g of test results, the constants CI, inputs 
x and real guesses y corresponding to accepting computations are defined by a system 
Y,(cc, x, y) of linear equations and disequations (these constraints ensure that the 
computation is accepting and that the results of all tests are given by g). For a fixed a, 
an input u is recognized if and only if 
3g 3y Yg(a, U, y) is satisfied. 
After g has been guessed, the existence of y such that Yg(c(, u, y) is satisfied can be 
tested by the algorithm of Lemma 1. This takes polynomial time since the integral 
constants in the system are of polynomial size. 0 
The nondeterministic counterpart of Theorem 1 is a simple consequence of 
Theorem 2. 
Theorem 3. NP,;,nC* = NP. 
Proof. Clearly NP c NP&. For the converse we just have to show that 
NDPayd c NP. For a fixed digital guess, J%’ behaves like a deterministic real machine. 
More precisely, deciding whether a pair (u, y)~ {0, l}” x (0, l}“oil’ corresponds to an 
accepting computation of J# is a Paidd problem. According to Theorem 1 this problem 
is actually in P, whence the result. 0 
In the rest of this section we turn our attention to the more powerful model of linear 
machines. A linear machine can perform computations of the form 
y+ f CiXi+b, 
i=l 
where b and the ci)s are constants of the machine. Equality is still the only comparator 
allowed. Meer proved a P # NP result for this model in [9] (P,i” # NP,,, with his 
notations). We now give a simpler proof of his result. Let us first recall from [2] that as 
a subset of R”, the real knapsack problem (KP for short) is made of the sequences 
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x1, . . ..x. such that 
3&E{O, l}“, i$I EiXi= 1 
Theorem 4. The real knapsack problem is in NP,,, but not in Plin. 
Proof. The problem is clearly in NP,,,. Let us assume that there exists a linear 
machine .&’ which recognizes KP in polynomial time. All tests performed by J&’ are of 
the form I(x) L 0, where 1 is an affine function of the input x. Since J?’ can perform only 
a finite number of tests in finite time, there exists some input x$KP such that the 
answers to the tests I,(x) 20, . . . . l,(x) LO of .&’ on this input are all negative. Since 
.& runs in polynomial time, at least one of the 2” tests of the form I:= 1 EiXi L 1 has not 
been performed. Consider such an E and an input y~iw” such that Cl= 1 E~L(~ = 1, 
Il(Y)#O, . ..’ l,(Y) # 0 (y exists since the m last constraints remove only a (n - 2)-dimen- 
sional subspace from the hyperplane satisfying the first constraint). The outcomes of 
all tests are the same for y as for x, hence .&’ declares that y$KP since x$KP. This is 
a contradiction, since in fact ~EKP. 0 
A similar result was proved by Meer for a multidimensional version of KP. Since 
KP is clearly in NP,:,, it follows from Theorem 4 that PaJdd#NPaydd. 
3. Some basic facts on polyhedra 
In this section we show that: 
l a nonempty polyhedron defined by a system of “small” inequalities contains 
a “small” rational point (Theorem 6); 
l The satisfiability problem for a system of linear inequalities is in NP,&,. 
l A projection of a polyhedron defined by a system of “small” inequalities can be 
defined by a system of “small” inequalities (Theorem 8). 
The following linear programming result will be useful (see [1 1, Corollary 7.li]). 
Lemma 2 (Caratheodory’s theorem). [fa vector bgiW” is a positive linear combinations 
qf Ljectors a1, . . . , a,E R” (i.e., jf there exist coeficients xi > 0 such that b = I;= 1 xiai), then 
there exists a linearly independent subset (ai,, . . , a$ c {a,, . . ., a,> such that b is 
a positice linear combination of a,, , . , aik. 
We first establish the existence of “small” points for the case of closed polyhedra. 
Theorem 5 is a well-known result; the proof that we give here is due to Maass [S] and 
its principle will be used later in this section. 
Theorem 5. Let P be a polyhedra sf R” dejined by a system Ax< b qf N linear 
inequalities, where the entries of A and b are integers of size L. !f P#@, there exists 
a rational point XEP qf size polynomial in L and n (i.e., s(x)=(Ln)““‘). 
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Proof. The original system can be transformed into a system of the form 
A’x’=b, ~‘30 (1) 
by writing each variable xi as the difference of two nonnegative variables, and adding 
a “slack variable” to each inequality. In the N x (2n + N ) matrix A’, the N columns for 
the N slack variables of x’ form an identity matrix. Hence A’ has rank N. By 
hypothesis, (1) has a solution. It follows from Caratheodory’s theorem that there exists 
also a satisfiable system of the form 
A”x”=b, x”>,t) (2) 
where A” is a N x N matrix made of N linearly independent columns of A’. Since A” 
has full rank, (2) has in fact a unique solution which is given by Cramer’s rule: 
x;=det(A;)/det(A”) for j=l, . . . . N, where A; results from A” by replacing its jth 
column by b. Since all except at most 2n columns of A” contain precisely one 1 and 
further only O’s, one can bring by permutations of rows and columns each of the 
matrices A”, Aj’ into the form 
B= 
where C is a square matrix of size 2n + 1. Hence the determinant of B is an integer of 
absolute value smaller than (2n+ 1)!2L(2”+ ‘I. 0 
Theorem 6. Let P be a polyhedra of R” defined by a system Y of N strict or large 
inequalities of the form 
Ax<b, A’x<b 
where the entries of A, A’, b and b’ are integers of size L. Zf P # 0, there exists a rational 
point XEP of size polynomial in L and n (i.e., s(x)=(Ln)“(‘)). 
Proof. Let P’ be the polyhedron of R”+’ defined by the system 9” obtained from Y by 
the following transformations: 
l add a new variable K and the constraint K z 1; 
l replace the subsystem Ax 6 b by Ay 6 Kb; 
l replace the subsystem Ax < b by Ay < Kb - 1 
Clearly P #$I if and only if P’ #8. If P’ #I$, P 
according to Theorem 5, and the transformation 
inP. 0 
contains a small point (K, y) 
xi = y,/K yields a small point 
Note that the number N of inequations in the system does not come into play in the 
bound. This point is crucial for the applications of this result in Sections 2 and 4. 
Theorem 7. Let Y be a system of N inequations on YEW of the form 
Ax<b, A’x < b’ 
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with aij, UijE N and bi, b;EIW. Let us de$ne the size of Y as the number of real constants in 
the system plus the number of bits needed to represent the integral constants. It is 
possible to decide in NDP& whether Y is satisjable. 
Proof. We transform Y into a new system 9’ of the form Cz<d, like in the proof of 
Theorem 6 (z = (K, y) with K E R and YE KY’). As we noticed before, 9 is satisfiable if 
and only if Y’ is satisfiable. The satisfiability of Y’ can be checked with the proof 
technique of Theorem 5: we transform 9’ into an equivalent system of the form 
C’z’=d, ~‘30 (3) 
by adding a slack variable to each inequality and writing each variable yi as the 
difference of two nonnegative variables (this needs not be done for the variable K since 
the constraint K 3 1 already appears in the system). In the N x (N + 2n + 1) matrix C’, 
the N columns for the N slack variables of z’ form an identity matrix. Hence C’ has 
rank N. It follows from Caratheodory’s theorem that (3) is satisfiable if and only if 
there exists also a satisfiable system of the form 
C”z” = d, z” > 0 (4) 
where C” is a N x N matrix made of N linearly independent columns of C’. Since C” 
has full rank, (4) has in fact a unique solution which is given by Cramer’s rule: 
z;=det(Cy)/det(C”) for j= 1, . . . . N, where Cy results from C” by replacing its jth 
column by d. The overall algorithm is therefore quite simple: 
(a) guess nondeterministically a N x N submatrix C” of C’; 
(b) check that det (C”) # 0; 
(c) check that zy = det(Cy)/det(C”) 3 0, for j = 1, . . , N. 
It remains to show that this can be done in polynomial time in the additive BSS 
model. Obviously the last step does not actually require a division: it suffices to check 
that sign(det(CJi’)).sign(det(C”))>O. Computing the determinants is a little more 
difficult due to the presence of real numbers in the system. Note however that these 
real numbers bi occur in a single column of C” (and in at most one column of Cy). In 
order to compute det(C”) (or det(Cy)), it is thus possible to perform an expansion 
along this column. The N (integral) subdeterminants can be computed by Gaussian 
elimination and the N integer x real products by shift-and-add operations. This takes 
polynomial time (see Lemma 1). Ll 
The methods of Theorems 5 and 7 can be used to prove the following result: 
a projection of a polyhedron defined by “small” inequations can be described by small 
inequations. We give this result here because of its interest from a geometrical and 
logical point of view, but it will not be used in the rest of the paper. For the special case 
of closed polyhedra, this result was obtained previously in [13] by different methods. 
Theorem 8. Let P be a polyhedra of R” dejined by a system of inequalities of the form 
Ax<b, A’x < b’ 
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where the entries of A, A’, b and b’ are integers of size L. The image of P by any 
projection oftheform (xl, . . . . x,, . . . . x,)++(x~, . . . . x,) is a polyhedron of R” dejined by 
a system of inequalities whose coef/icients are of size (Ln)““. 
Proof (sketch). We will not obtain directly a system of inequalities describing the 
projected polyhedron P’, but a union of systems (this amounts to giving a polyhedral 
decomposition of P’). A single system for P’ can be obtained by picking some 
inequalities in each system of the union. 
By definition a point y=(xI, . . , x,) belongs to P’ iff there exists a point 
z=(x,+1, ‘..> x,) such that (y, Z)E P, or in other words if the polyhedra of R”-” defined 
by the system 
Bz d B(Y)> B’Z<B’(Y) (5) 
is nonempty. Here B and B’ are the matrices made of the n-m last columns of A and 
A’, Bi(y) = bi -I$ 1 aijxj and /I:(Y) = bi -IyE 1 aijxj. Let US apply the transformation of 
Theorem 7: this condition is equivalent to the existence of a constant K > 0 such that 
a certain (n-m)-dimensional system Y of the form 
n-m 
C bijuj<Kfli(Y)-si 
j=l 
is satisfiable (QE(O, l}). The proof technique of Theorem 5 shows that the satisfiability 
of Y is equivalent to the satisfiability of a least one of finite number of systems of the 
form 
K/i(y)3Ci, i= 1, . . . . N (6) 
where li is an affine function. The permutation argument of Theorem 5 shows that the 
coefficients of such a system are of polynomial size (in n and L). It is not difficult to see 
that the set of y’s such that (6) is satisfied for some K > 0 can be described by a finite set 
of linear systems (whose coefficients have the required size). The details are left to the 
reader. 0 
From a logical point of view, the fact that projections of polyhedra are still 
polyhedra can be restated as “an existential formula in the theory of the reals with 
addition and order is equivalent to a quantifier-free formula”. Theorem 8 asserts that 
this quantifier elimination does not produce any blowup in coefficient size, and gives 
a constructive procedure for quantifier elimination in the theory of the reals with 
addition and order. 
4. Computing over the reals with addition and order 
The following theorem is a special case of the P,,, = P/poly result of [6]. Here we 
can give a simpler proof than in the general case. A similar result in a related model 
also appears in [ 121. 
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Theorem 9. P&nC* = P/poly 
Proof. In order to show that P/polyc P& nC*, we encode an advice function in the 
digits ai of a real constant cx = O.a,az Ui . . Let us choose an encoding scheme such 
that infinitely many a,‘s are equal to 0. The value of a, can be easily computed since 
ui =0 o cc<+. In order to compute u2, we shift z to the left with the instruction 
z:= 2r - ul. Now u2 can be computed like a,. By iterating this process, it is possible to 
retrieve as many digits of c as desired. Since the advice are of polynomial size, the 
whole decoding process takes polynomial time. 
In order to prove the converse, we replace for each input size n the real constants 
SI by rational approximations Cr such that the outcomes of all tests in the program are 
unchanged. This constraint gives a system of (exponentially many) linear equalities 
and inequalities with coefficients of polynomial size. According to Theorem 6, there 
exists a solution a of polynomial size. 0 
The first part of this argument can be easily generalized to exponential time 
computations, and this shows that EXPa>,nC*=G*. In order to show that an 
arbitrary language L c C* can be recognized in exponential time, we just encode in 
a real constant c( the whole truth table of L, by increasing order of input size. This 
truth table can be decoded as in the proof of the theorem. 
Theorem 10. NP& = NDP,‘h, 
Proof. The proof is identical to that of Theorem 2, except that we obtain a system Y, 
of linear equalities and inequalities. The satisfiability of this system can be tested with 
the nondeterministic algorithm of Theorem 7. 0 
Theorem 11. NP:&nZ* = NP/poly. 
Proof. Clearly NP/poly c NP &,nC* (see the proof of Theorems 3 and 9). According 
to Theorem 10, it suffices to show that NDP&nZ* cNP/poly to prove the converse. 
For a fixed digital guess, c K behaves like a deterministic real machine. More precisely, 
deciding whether a pair (u, JJ)E{O, 1)” x (0, 1)““” corresponds to an accepting compu- 
tation of .N is a P’ add problem. According to Theorem 9 this problem is actually in 
P/poly, whence the result. 0 
Michaux proved that any real language recognized by a real Turing machine can be 
recognized in constant working space [lo]. We now show that this construction can 
be done with a polynomial slowdown in the additive model. 
Theorem 12. For any real Turing machine _,M/, there exist u real Turing machine A” und 
constants a, h, c, d such that: 
(i) For any n and any input UE R”, the outputs qf .N and j N’ are the same. 
(ii) Let T(u) be the running time of’.M on input u. The muchine A? runs in time 
T’(u) < unT(u)h + c and uses at most d registers besides the n (read only) input registers. 
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Proof. The content of any register of A! is always of the form 
X= i Uioli+ i biUi. 
i=l i=l 
(7) 
Instead of keeping the numerical value of x in a register, we can just keep the integers 
ai and bi. The actual value of x is needed only for sign tests. In this case we evaluate 
x using (7), which requires only a constant number of additional registers. It remains 
to see that the ats and hi’s can be kept in a fixed number of registers, and that they can 
be stored, retrieved and updated in polynomial time. For this we use an encoding 
scheme of the same type as in Theorem 9. We shall see that such an encoding 
allows to simulate a one-tape Turing machine in linear time with two registers. 
It is straightforward to check that this property guarantees the desired running time 
for A?‘. 
We simulate in fact pushdown automata with two binary stacks on the alphabet 
(0, l}. It is well known that these automata can simulate one-tape Turing machines in 
linear time [S]. The content of a stack (sj)i<j<q (sjE{O, l}) is encoded in the integer 
x=1si . . . s,. Before pushing an element l~(0, l} on the stack, we compute ~=2~ (by 
a sequence of comparisons and multiplications by 2). The encoding of the new stack is 
x’ = x + (l+ 1)~. If we want to pop the stack, we compute y = 2k- ‘, and the encoding of 
the new stack is x’=x-(si + 1)y (si = 1 if and only if ~23~). 0 
5. The linear model 
In this section we generalize our results on the additive model to Meer’s linear 
model. Since the deterministic case was studied in [6], the proofs will not be repeated 
here. 
In the linear model, the content of a variable x is of the form 
Xc i Pi(a)Ui+ f Qi(N)yi+Ri(U), 
i=l i=l 
where UER” is a real input and y~Iw”’ is a real guess (y =0 in the deterministic case). 
For polynomial time computations, the polynomials Pi, Qi and Ri are of polynomial 
degree, have a polynomial number of coefficients, and these coefficients are of 
polynomial size. 
It will often be necessary to determine whether a term of the form P(E) vanishes. For 
this we use the primitive element theorem as follows. Let k be the transcendence 
degreeoverQofthefieldK=Cl![Ccrl,..., CC,]. We can assume without loss of generality 
that al, . . . . (Ye is a transcendence base of K. The other constants &+ 1, . . . . d, are 
algebraic over Q [cc,, . . . , ak]. It follows from the primitive element theorem [7] that 
K=QCc(l, . . ..ak] [MkCl, . . ..~.l=Q[‘%, ...,Ekl [PI 
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where the primitive element PER is algebraic over Ci? [x1, . . . ,I~]. Hence there are 
rational fractions Qj (k+ 1 <,i<p) such that C(~= Qj(~l, . .., yk, /3). Therefore our term 
P(a) is a rational fraction R(a, , , c(,‘, p). In order to perform a test R(x, , . . , a(k, fi) Z= 0, 
we just have to check that as a polynomial in p, the numerator Q(xr , . . . , Q, j?) of this 
fraction is a multiple of the minimum polynomial A4 of fl over Q [al,. .., zk]. This 
condition is very easy to check: just perform the division of P by M, and since 
c(r) . . . , ak are algebraically independent, the remainder R = P mod M is equal to zero if 
its coefficients (which are in CI![CXI 1, . , a(k]) are identically equal to zero. The whole 
procedure takes polynomial time if P is of polynomial degree and its coefficients of 
polynomial size. 
5.1. The linear model with equality 
Theorem 13. P,T”nC* = P. 
Proof (sketch). This follows from ([6], Section 5.1). The main task is to determine the 
outcome of a test x=0. This can be done with the above procedure. 0 
Theorem 14. NDP,;” = NP,;” 
Proof (sketch). The proof is the same as for NDP,‘,,=NP,‘,,, except that we have to 
solve a linear system with coefficients in Z[Z]. Gaussian elimination still runs in 
polynomial time in this case, since the coefficients occurring during the elimination 
procedure are quotients of determinants extracted from the matrix of the original 
system ([ll], Theorem 3.3). Note that products of real numbers of the form P(a)u 
must be evaluated, but this can be done in polynomial time in the linear model. 0 
Theorem 15. NP,T”nC* = NP. 
Proof (sketch). Follows from Theorems 13 and 14. 0 
5.2. The linear model with order 
Theorem 16. P&nC* = P/poly. 
This follows from ([6], Theorem 1). 
Theorem 17. NDPC” = NP;,,. 
Proof (sketch). In order to show that NP& c NDP&, we have to study the satisfiabil- 
ity of systems of inequalities. Their coefficients are in Z [a] instead of Z for the additive 
model (Theorem 7), but the same method still runs in polynomial time. 0 
Computing OUPY the reals with addition and order 
Theorem 18. NP:“nC* = NP/poly. 
Proof (sketch). Follows from Theorems 16 and 17. 0 
It is also straightforward to check that Theorem 11 applies to the linear model. 
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