We present a multi-camera vision-based eye tracking method to robustly locate and track user's eyes as they interact with an application. We propose enhancements to various visionbased eye-tracking approaches, which include (a) the use of multiple cameras to estimate head pose and increase coverage of the sensors and (b) the use of probabilistic measures incorporating Fisher's linear discriminant to robustly track the eyes under varying lighting conditions in real-time. We present experiments and quantitative results to demonstrate the robustness of our eye tracking in two application prototypes.
INTRODUCTION
Head pose and eye gaze information are very valuable cues in face-to-face interactions between people. Such information is also important for computer systems that a person intends to interact with. The awareness of eye gaze provides context to the computer system that the user is looking at it and therefore supports effective interaction with the user.
In this paper, we present a real-time vision-based eye tracking system to robustly track a user's eyes and head movements. Our system utilizes robust eye tracking data from multiple cameras to estimate 3D head orientation via triangulation. Multiple cameras also afford a larger tracking volume than is possible with an individual sensor, which is valuable in an attentive environment. Each individual eye tracker exploits the red-eye effect to track eyes robustly using an infrared lighting source. Although our system relies on infrared light, it can still track reliably in environments saturated with infrared light, such as a residential living room with much sunlight.
We also present experiments and quantitative results to demonstrate the robustness of our eye tracking in two application prototypes: the Family Intercom [15] , and the Cook's Collage [19] . In the Family Intercom application, eye gaze estimation is used to make inferences about the desire of an elderly parent to communicate with remote family members. In the Cook's Collage application, eye gaze estimates are used to assist a user while cooking in a kitchen as well as to evaluate the effectiveness of the Collage's user interface. In both cases, our tracking system works well under real-world environments, subject to varying lighting conditions, while allowing the user interaction to be unobtrusive yet engaging.
RELATED WORK
A significant amount of past research in human factors suggests that humans are generally interested in what they look at [20, 5] . A significant relationship between eye gaze and attention has also been emphasized [3, 4] . In addition, there is evidence to suggest that eye gaze is a very important aspect of day-to-day perceptual-motor activities [2] . Such important observations from real scenarios has prompted researchers to develop and use eye tracking systems in humanmachine interface applications. These eye-tracking systems are used to measure visual attention and to facilitate different kinds of user interaction tasks. Most of the technology used to locate and track eyes has been relatively cumbersome and invasive, requiring a user to wear a special apparatus. For example, Aaltonen et al. [1] use eye gaze to perform user interaction in basic PC interface tasks. Goldberg et al. [8] use eye movements to infer user intent in real-time interfaces.
Recently, there have been a few technologies that support non-invasive measurement of eye locations and apply them to interaction tasks. Jabrain et al. [11] use eye trackers to test the importance of eye gaze in a videoconferencing application. Stiefelhagen et al. [18] use eye trackers to estimate user attention in group meetings. Several researchers have recently proposed stand-alone computer vision-based head pose tracking systems. Harville et al. [10] have used linear depth and brightness constraints along with twist mathematics to obtain 3D head pose. Matsumoto et al. [12] have used compact 3D face models to estimate head pose. Like Matsumoto et al. [12] , Schoedl et al. [17] , and Cascia et al. [7] use more complicated polygonal head models for tracking head pose.
Our work significantly differs from the head pose tracking performed in these works in two ways. First, unlike Aaltonen's and Goldberg's head mounted hardware, our system is completely non-invasive. Secondly, our system works in real-time and is significantly more robust than the commercial systems used by Jabrain et al.. Unlike the work of Matsumoto et al. and Schoedl et al., our algorithms are simple enough that they run well on consumer-level computers without any need for special purpose hardware. Our method is unique in that it tracks using multiple cameras. This ability to track head pose and estimate eye gaze using multiple cameras is very important for large environments where the mobility of users is much greater than the desktop workspace.
VISION SYSTEM
Our system uses IBM BlueEyes infrared lighting cameras [13] . These cameras are used as sensors for our eye tracking algorithm and the tracked eyes are used in conjunction to estimate the user's head pose and eye gaze direction (see Figure 1 ). Each eye tracker utilizes a simple dynamics model of eye movements along with Kalman filters and appearance models to track the eyes robustly in real-time and under widely varying lighting conditions. The tracked head pose is used to estimate a user's eye gaze to measure whether a user is looking at a previously defined region of interest that the prototype applications use to further interact with the user.
Multi-camera IR-based eye tracking
We use several pre-calibrated cameras to estimate a user's head pose. For each camera, we use the tracked eye locations to estimate mouth corners. These two mouth corners and eye positions are then used as low level features between all cameras to estimate the user's 3D head pose. We use a combination of stereo triangulation, noise reduction via interpolation, and a camera switching metric to use the best subsets of cameras for better tracking as a user is moving their head in the tracking volume. Further details of our head pose estimation can be found in [16] . Our results in [16] show that our multiple camera system gives reliable head pose estimates for various users and can be used as a basis for human computer interaction.
Multiple cameras provide both a large tracking volume as well as 3D head pose information. However, as a user moves in the tracking volume, it is possible that their eyes are no longer visible from some cameras. Our system detects when a user's head is moving away from a camera and uses a different subset of cameras not including it to estimate the 3D pose more accurately. This is done because cameras with only partial views of the face will have increased eye tracking errors since their appearance (and possibly motion) will no longer appear to be eyes. Removing these cameras from the 3D pose calculation is important because the 3D pose is sensitive to noise since we use a small number of cameras [16] . In practice, camera subset switching is not done very often, but must be done for certain head angles to avoid incorrect pose estimates.
Dealing with infrared saturation
Our initial experiments with the system in a residential living room setting showed that infrared light coming from multiple windows during the day was affecting the tracking. The tracker was initially designed to work in indoor office environments with fluorescent lighting and limited daylight. The presence of almost omnidirectional infrared lighting complicates the tracking because there are many additional sources of infrared light besides the LEDs on the camera. Indeed, in an indoor residential setting, infrared light is picked up by the cameras as it is present everywhere during the day.
In the eye tracking sub-system, principal component analysis (PCA) was used to construct appearance models for the eyes [16] . However, PCA weighs all components of the feature vectors equally and cannot account for different noise contributions in different variables. The principal components cannot capture all variation in eyes and non-eyes lit differently throughout the day and from different windows. Multiple classes could be created, but it is unclear how to assign the training data to different classes or what the classes themselves should be to represent varying lighting.
Fisher's linear discriminant has previously been used to compensate for varying light conditions for improved facial recognition [6] . We use it to compute a classification score for candidate eyes versus non-eyes and have found it to yield improved classification over PCA for our data. Figure 2 shows an instance where PCA does not correctly classify an eye in the presence of infrared saturation while Fisher's discriminant does. To train the classifier, we use training data consisting of 64 eyes and 64 non-eyes. The discriminant seeks to find the projection matrix W for the training data x while maximizing J(W ): where µF 1 , σF 1 , and µF 2 , σF 2 are the mean and standard deviation of the projected training images into two classes (eyes and non-eyes) onto a line (the Fisher space). To maximize this equation and compute J as an explicit function of W , the ratio between the between-class scatter (S b ) and within-class scatter (Sw) is maximized:
where N is the number of training samples and µ1, µ2 are the means of the training images into the eyes and noneyes classes respectively. Once the projection matrix W is computed, all the training samples are projected into the discriminant space for scoring. For a given eye candidate region x, we first project the intensity values into the Fisher space resulting in xp, its projection. We then compute the Mahalanobis distance between xp and the means of the two classes in the Fisher space to compute scores that are used by the eye tracker, Peye and Pnoteye (in the notation of [9] ).
Pnoteye(xp) = xp − µF 2 (7) Figure 3 shows the clear separation between the two classes in the discriminant space. We obtain this separation even in the presence of significantly varying infrared (sunlight) lighting conditions from multiple sources (windows).
Head pose and software application integration
We integrate the head pose and eye gaze estimates from the vision system as an noninvasive user interface for the HCI applications by treating the vision system as a server. The vision system can be queried by applications to find out how many eyes are in the scene, what the estimated head pose is and whether there is any overlap between application defined regions of interest and the user's head position. Treating the vision system as a service abstracts the technical details of the tracking and allows HCI researchers to focus on using the data provided by our system to support user interactions more effectively. Figure 4 pictorially depicts our system and how it is used by software applications. Multiple eye trackers are connected to a server that merges the eye position estimates to calculate a head pose vector. The head pose vector is then made available for applications to access, as well as the eye positions that were found. We also allow applications to query the history of continued gaze towards a particular region as this may be of interest to the application as well.
The applications can also request that the data be filtered, in case some higher-level statistics are of interest. For example, the Family Intercom application seeks to understand trends in gaze duration of family pictures over several days. As a result, the server averages the gaze data to provide statistics that are of greater relevance to the application. On the other hand, the Cook's Collage is a real-time system, where the gaze direction is used to make inferences about the user's distractions from cooking, so raw data is made available instead.
EXPERIMENTS
We have experimented with two applications to support user interaction through estimates of eye gaze. Knowing the direction of a user's gaze allows us to construct attentive applications that are otherwise intrusive. Both of our applications consist of displays mounted in a residential setting, with cameras near the displays. Users need only be in front of the displays for user interaction to take place. The setups are shown in Figure 5 
Family Intercom
The Family Intercom project investigates context-aware family communication between homes [15] . The intent is to provide interfaces that facilitate a person's ability to decide whether a proposed conversation should be initiated or not. The user-gaze interface shown in Figure 6 provides feedback to the caller to help them determine whether it would be appropriate to initiate a voice conversation.
In one home, the vision-based eye tracking system tracks user gaze towards a collection of framed family photographs. Figure 5 shows the setup of the eye trackers on a common household table in an elderly parent's home. The red box shows the picture frame, and green boxes show the cameras used for eye tracking. In the second home, the remote panel is based on the Digital Family Portrait [14] and displays a portrait and a qualitative estimate of activity for the family member pictured from the first home. Figure 6b shows the interface at a remote family member's house. When a family member notices the digital portrait of their family, they simply touch the portrait to create a connection. The remotely collected eye-gaze data is displayed to provide context for the caller to gauge a time when the remote member desires family conversation.
The visual gaze tracker conveys statistics of the callee's eye gaze towards the family pictures to the caller and facilitates the appropriate social protocol for initiating conversations between the users. In previous prototypes [15] [14], only the room location of the callee was available via radio-frequency identification (RFID) tags worn by the family member. The RFID tracking provided coarse estimates of activity, but our gaze tracker may be used to infer finer time intervals when a conversation is more desirable.
Cook's Collage
The Cook's Collage application explores how to support retrospective memory, such as keeping a record of transpired events, using a household cooking scenario [19] . The Collage is composed of an attentive environment that captures the cook's actions and shows them on a display. Figures 7  and 8 show the Collage's overall setup and display. We use three eye trackers to provide additional information about user behavior while cooking. Our system estimates user attention in three regions: the Collage's display, recipe, and cooking area. Figure 7 shows the setup for this experiment with our eye tracking system. We use three cameras (green boxes) to track the user's head pose within the three regions (red boxes). Currently, we use the head pose data to evaluate the usability of the Collage's display. The Cook's Collage expects the user to refer to its display every time the cook returns to cooking after an interruption for additional cooking prompts. Ignoring the display after an interruption could suggest the need for additional user interface improvements or a better placement of displays. 
RESULTS
Our quantitative results demonstrate the effectiveness of the head pose calculation subsystem. Since both applications use head pose data in the form of regions gazed by the user, we verify whether gaze estimates by a human are the same as those actually estimated by the system. The results are given in form of percentage of correct recognition by our tracking system.
Our subject pool consists of 4 subjects for the Family Intercom and 4 the for Cook's Collage. For the Family Intercom experiment, a subject performs a regular daily activity like reading or eating while sitting near a table containing the user's family pictures. A separate 15 minute sequence consisting of 225 frames is recorded throughout the experiment to capture ground truth for verification. The video is hand labeled to represent the ground truth of regions viewed by the user. These hand labeled frames are compared with the regions estimated by the head pose tracking system. The percentage of accuracy gives the fraction of frames estimated correctly by the system.
For the Cook's Collage experiment, subjects were asked to cook a recipe provided to them and a video was also recorded to capture ground truth. Since the length of this experiment is shorter than the Family Intercom experiment, a 10 minute sequence was used for comparison instead. This is also motivated by the fact that the user is more actively involved in the cooking experiment, which provides a larger amount of head poses for comparison purposes. The Family Intercom experiment consists of one region where the user needs to look and in the Cook's Collage experiment there are three regions. The result set of the Cook's Collage experiment does not distinguish between the individual gazes at these three regions. Rather, the data shows the accuracy of head pose estimation for the entire experiment. Thus, one of the possible reasons for having a smaller accuracy for the Cook's Collage experiment might be due to having to track user head pose at more regions. The large accuracy of gaze recognition demonstrates the practicality of head pose estimation for attentive user interfaces.
Subject

SUMMARY & FUTURE WORK
In this paper, we demonstrate the ability of our system to track user head pose over multiple cameras in indoor settings. We are able to perform the tracking under varying lighting conditions for several users very robustly. In addition, we present a framework to seamlessly integrate our vision-based system with application prototypes to make higher-level inferences about user behavior. Our experiments with users in realistic applications shows the reliability of our system and its practicality in different kinds of application prototypes.
We plan on adding more training data to our recognition model to make it a true 'black box' to be used with different experimental applications in our laboratory by other researchers. We are also working with HCI and psychology researchers to design user studies to evaluate complete systems using the tracker. The feedback from these user studies could be used to modify the granularity of head pose data provided by the tracking system. We also plan to investigate how effective the gaze data has been in facilitating family communications and what new social implications arise from these kinds of perceptual systems. We would also like to conduct more experiments with several other application prototypes in our laboratory to explore new avenues for using perceptual interfaces based on vision-based eye tracking.
