Introduction
The classical similarity solution of Blasius to the boundary layer equation past a semi-infinite plate satisfies the two-point boundary value problem (1) f ′′′ (x) + f (x)f ′′ = 0 for x ∈ (0, ∞)
with no-slip boundary conditions: In [6] , using a transformation
introduced by Töpfer [12] , it is shown that the boundary value problem (1) and (2) can be written as the initial value problem (5) F ′′′ (x) + F (x)F ′′ (x) = 0 for x ∈ (0, ∞)
with initial conditions (6) F (0) = 0, F ′ (0) = 0, F ′′ (0) = 1.
At infinity, lim x→∞ F ′ (x) = a ∈ R + . Under the transformation, the generalized boundary conditions (3) become (7) F (0) = a 1/2α ≡ α, F ′ (0) = aγ ≡ γ, F ′′ (0) = 1.
The non-dimensionalized wall stress is given by
In this paper, the quasi-solution approach developed in [5] is adopted to find an approximate analytic solution to the problem (5) with generalized initial conditions (7) and to prove its rigorous error bounds.
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Representation of a quasi-solution and main results
For simplicity, we consider the initial value problem (5)- (7) with γ = 0 and α ∈ J := [− 3 50 , 3 50 ]. (Throughout the rest of the paper, whenever (7) is referred, this condition will be assumed.) Through piecewise polynomial representations, other intervals in α can be examined in a similar fashion. Let (9) P (y; β) = 
and a subset S α of R 3 by (14)
Definition 2. Given a, b, c ∈ R with a > 0, define
where erfc denotes the complementary error function.
Note 3. Let α ∈ J be arbitrary but fixed and let 
Since α was chosen arbitrary, we conclude that t m ∈ (t m,l , t m,r ) where The theorem below provides an approximate analytic representation of solution F α to (5) and (7) with α ∈ J and γ = 0. Theorem 1. Let α ∈ J and γ = 0. Then there exists a unique triple (a, b, c) = (a(α), b(α), c(α)) ∈ S α such that the function F 0,α defined by
is a representation of the actual solution F α to the initial value problem (5) and (7) within small errors. More precisely, the error term
and for x > 5 2
where t = t(x; a, b).
The proof of Theorem 1 relies on the following three propositions.
Proposition 2. For each α ∈ J , let F 1,α (x) be the solution of (5) and (7) on I.
Then the error term
for x ∈ I and satisfies the bounds given in (25). 
where the function q(t; c) satisfies the condition
Furthermore, the function E(t; c) ≡ q(t; c) − q 0 (t; c) satisfies the following bounds for t ∈ [T, ∞): The proof of Theorem 1 follows from Propositions 2-4 as follows: Proposition 2 implies that for any α ∈ J , F 1,α (x) = F 0,α (x) + E α (x) satisfies (5) and (7) for x ∈ I. Note that F 0,α satisfies the initial conditions F 0,α (0) = α, F 
with absolute errors of the order 10 −16 . Since numerical differentiation is illconditioned, we project the the third derivative of the numerical solutions, rather than the solutions themselves, onto the subspace spanned by first several Chebyshev polynomials to obtain the set of N approximate third derivatives written in the form
We then fit the coefficients (c k,n )
by degree 5 polynomial c n (α) for all n = 0, . . . , M and write
This is how the polynomial (9) is obtained. We seek to control the error term E α (x) on the interval I uniformly in α ∈ J by first estimating the size of the residual
In the following analysis, we will use two notations, for instance, R α (x) and R(x; α) interchangeably. To be more precise, in places where we view the parameter α as another variable, we regard R α (x) as a function R(x; α) of two variables x and α on I × J . In such a case, the derivatives with respect to x will be denoted by prime notations, e.g., ∂ x R(x; α) = R ′ (x; α); the derivatives with respect to α will be denoted using the partial derivative symbols, e.g., ∂ α R(x; α).
We then invert the principal part of L[E] in Proposition 2 by using initial conditions to obtain a nonlinear integral equation. The smallness of R and careful bounds on the resolvents allow us to use a contractive mapping argument to draw the desired conclusion.
3.1. Estimating sizes of the the quasi-solution and the residual on I. In this subsection, two methods are used to estimate sizes of the quasi-solution and its derivatives as well as the residual.
3.1.1. Estimation using local Taylor series expansion. Since F 0,α (x), now viewed as F 0 (x; α), is a polynomial of x and α of degree 16 and 5 respectively, R is a polynomial of x and α of degree 30 and 10 respectively: We will show that R is small in the sense that the norm given by
where the last sum is a double summation over all indices left out from the first two. Observe that the first two terms are single-variable cubic polynomials inx k andα l respectively. So we can determine the maximum M k,l and the minimum m k,l of their sum inx k ∈ [−1, 1] andα l ∈ [−1, 1] using calculus. The remaining term in (42) is bounded by its l 1 -norm:
The maximum and minimum over an arbitrary union of subregions are found by taking the minimum of m k,l − E k,l and the maximum of M k,l + E k,l over the appropriate indices k and l. Note that, though elementary and tedious, these computations are executed easily and exactly with the aid of a computer algebra system since they only involve operations with rational numbers. Let I k be defined by
Using the method outlined above, we obtain estimates of the size of R on subregions I k × J :
. The same method is used to estimate the size of F 0 on the subregions:
The size of F ′ 0 is similarly estimated: 3.1.2. Alternate method using Chebyshev polynomials. Alternatively, we can find a bound on R ∞,I×J by projecting it onto the orthogonal space of Chebyshev polynomials. To be more precise, take the Chebyshev expansions of the monomials x m and α n on I and J respectively and write
where T k is the Chebyshev polynomial of the first kind with degree k,x = Using a computer algebra system, we obtain that R ∞,I×J ≤ 3.5551 × 10 −6 . Projecting R to Chebyshev polynomials in each of the subregions I k × J yields somewhat better bounds:
Observe that these bounds are not as sharp as the ones obtained in (46)-(49) . Yet, this method is simpler and more easily adapted.
3.2.
Properties of some functions used in the subsequent sections. In this subsection, we will show that, for any fixed α ∈ J , each of the functions (68)
We consider G 3 first. Based on the calculations above, this function is positive on I 1 . In addition, using the bounds of R, we see that its derivative for all α ∈ J , which means that for any given α ∈ J , the values of G 3 at x = 1.25 and x = 1.4 have the opposite signs. So by the intermediate value theorem, there exists a unique zero of G 3 between the two numbers. Similarly, we can show that there is a unique zero of G 1 in I between x = 1.15 and x = 1.3 and that G 2 has its only zero in I between x = 0.85 and x = 1.05.
3.3.
The error estimation using the energy method. Let α ∈ J be fixed and consider the linear (generally) inhomogeneous equation
0 (x; α)φ(x) = r(x) over an arbitrary subinterval [x l , x r ] ⊂ I, with known initial conditions φ(x l ), φ ′ (x l ), and φ ′′ (x l ). The solution to this equation is given by the standard variation of parameter formula:
where {Φ j,α } are elements of the inverse of the fundamental matrix constructed from the Φ j,α and their derivatives. (In what follows, for the sake of notational simplicity, we will suppress the α-subscript but remember that these fundamental solutions depend on α.) Since we seek to find the bounds on φ ∞ = φ ∞,[x l ,xr] , the precise expressions are unimportant. Rather, we proceed by differentiating φ twice using properties of Φ j and Ψ j (1) to obtain
(1) In particular,
Rewrite (72) by abstractly replacing the second term by an operator G:
From general properties of fundamental matrix and its inverse for the linear ODEs with polynomial coefficients, G is a bounded linear operator on C([x l , x r ]); denote its norm by M α ,
Then, on the interval [x l , x r ], we have
To determine bounds on M j,α and M α , we use the "energy method": take the original ODE
multiply it by 2φ ′′ , and then integrate from x l to x using the known initial conditions to obtain
Note that we can express φ(x) in terms of φ ′′ (x) by using integration by parts along with the known φ(x l ) and φ ′ (x l ):
Using (78), the equation (77) is now written as
Since the ODE of our interest is linear, we may consider separately the following cases to determine the bounds of M j and M : Using the simple inequality −2ab ≤ a 2 + b 2 , the relation (78), and Gronwall's inequality, it is shown (see [5] for details) that
where
(See Section 3.2 for the definition of G j 's.) Now, using the estimation method introduced in Subsection 3.1, we can show that the α-derivatives of the following functions
, are all negative for any given x ∈ I. This implies that these functions are decreasing in α on the interval J and thus they attain the maximal values at α = − 3 50 for any x ∈ I. This allows us to uniformly bound M j,α and M α by M j and M respectively. The results are summarized in Table 1. 3.4. The existence of solution and the error estimates. Using the results from the previous subsection, we can now not only show the existence and the uniqueness of the error E α in the decomposition of the solution but also show that it is small uniformly in α on an arbitrary subinterval [x l , x r ] ⊂ I.
As in (73), this equation is equivalent to the integral equation
The following lemma which we directly quote from [5] shows that the equation (90) has a unique solution using a contractive mapping argument and provides an error estimate:
Lemma 5. Let α ∈ J be fixed and assume that for some ε > 0 we have
where We refer readers to [5] for proof. Table 2 . Hence we conclude that E α satisfies the equation (27)- (28) where G(x) is exponentially small in x for large x. Indeed, through change of variable t = t(x; a, b) given in Definition 2 and G(t) = a 2t q(t) with q satisfying
and from a general theory [11] , (2) it may be deduced that small solutions q must have the convergent series representation
where the equations for Q n may be deduced by plugging in (95) into (96) and equating different powers of ξ. With appropriate matching at ∞, one obtains
The two term truncation of (96) proved adequate to determine an accurate quasisolution in an x-domain that corresponds to t ≥ 1.96 if |c| ≤ (100) q(t) = q 0 (t) + E(t) ,
Note 6. The functions q and q 0 (as well as some others to be introduced later) are dependent on c, but for the simplicity of notation, it will be suppressed in the current section.
On substituting in (95), we obtain a nonlinear integral equation for E:
Though the non-degeneracy condition stated in [11] does not hold, a small modification leads to the same result.
where the remainder R = R(t) is given by
Using the auxiliary function
which is related to E by
the equation (102) is now written as
This equation can be rewritten in an integral form
A contractive mapping argument in a small ball inside the Banach space of C([T, ∞)) equipped with the weighted norm This proposition is also found in Costin and Tanveer [5] , the only difference being T ≥ 1.96 here whereas T ≥ 1.99 in their paper. The proof is omitted here. The error bounds given in Theorem 1 follows immediately from: 
Proof. Note that by the definition of the weighted norm · given in (110), (114)
Using (105) and the above inequality,
and from this the first inequality follows immediately. To see the second statement, we note from (105) that
and use the inequality (114). The last one follows from checking that
and using the definition of the norm.
This leads to the proof of Proposition 3.
Matching of solutions and proof of Proposition 4
Let α ∈ J and (a, b, c) ∈ S α . In order for the two representations of the solution, (88) and (94), to coincide at x = 5 2 we match them and their first two derivatives at the point. Let t m = t( where . 2 is the Euclidean norm and let
be the Jacobian. Let J 2 denote the l 2 (Euclidean) norm of the Jacobian matrix:
Note 8. A ∈ S A,α implies that (a, b, c) ∈ S α . The system of equations (118)- (120) is now succinctly written as This implies that the map N maps the ball S A,α back to itself and is contractive there. Hence, by the Banach space fixed point theorem, the conclusion follows.
The Proposition 4 follows from Lemma 8 once we show that the conditions (128) and (129) are satisfied for any α ∈ J . Following the procedures outlined in [5] , it is not difficult to show that β ≤ 0.8381 and that A 0,α − N[A 0,α ] 2 ≤ 4.1443×10 −5 ≤ (1 − β)ρ 0 for any α ∈ J . This completes the proof of Proposition 4.
