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Abstract
The focus of this work is the development and improvement of chemistry schemes in
both 1D and 3D atmosphere models, applied to exoplanets. With an ever increasing
number of known exoplanets, planets orbiting stars other than the Sun, the diversity
in the physical and chemical nature of planets and their atmospheres is becoming
more apparent. One of the prime targets, and the focus of many observational and
theoretical studies, are the subclass of exoplanets termed hot Jupiters, Jovian sized
planets on very short period orbits around their host star.
Due to their close orbit, with orbital periods of just a few days, the atmospheres
of such planets are heated to very high temperatures (∼ 1000−2000 K) by the intense
irradiation from the star. In addition, it is expected that these planets should have
synchronised their rotation with their orbital period, a phenomenon called tidal-
locking, that leads to a permanently illuminated dayside and a perpetually dark
nightside. This combination of intense heating and tidal-locking leads to an exotic
type of atmosphere that is without analogue in our own Solar system.
Observational constraints suggest that some of these atmospheres may be clear
whilst others may be cloudy or contain haze. Some hot Jupiters appear to be in-
flated with radii larger than is expected for their mass. For the warmest hot Jupiters
optical absorbing species TiO and VO are expected to be present, due to the ther-
modynamical conditions, where they can strongly influence the thermal structure
of the atmosphere, yet so far these species have remained elusive in observations.
Theoretical simulations of these planets appear to provide poor matches to the ob-
served emission flux from the nightside of the planet whilst providing a much better
agreement with the observed dayside flux.
These outstanding questions can be tackled in two complimentary ways. Firstly,
the number of exoplanets subject to intense observational scrutiny must be increased
to improve the statistical significance of observed trends. Secondly, and in tandem,
the suite of available theoretical models applied to such atmospheres must be im-
proved to allow for a more comprehensive understanding of the potential physical
and chemical processes that occur in these atmospheres, as well as for better com-
parison of model predictions with observations.
In this thesis we present the development and application of one-dimensional
3
4(1D) and three-dimensional (3D) models to the atmospheres of hot exoplanets,
with a focus on improving the representation of chemistry. One of the concerns
of this work is to couple the radiative transfer and chemistry calculations in a one-
dimensional model to allow for a self-consistent model that includes feedback be-
tween the chemical composition and the thermal structure. We apply this model to
the atmospheres of two typical hot Jupiters to quantify this effect. Implications for
previous models that do not include this consistency are discussed.
Another major focus is to improve the representation of chemistry in the Met
Office Unified Model (UM) for exoplanet applications, a three-dimensional model
with its heritage in modelling the Earth atmosphere that has recently been applied
to exoplanets. We discuss the coupling of two new chemistry schemes that improve
both the flexibility and capabilities of the UM applied to exoplanets. Ultimately
these developments will allow for a consistent approach to calculate the 3D chemical
composition of the atmosphere taking into account the effect of large scale advection,
one of the processes currently hypothesised to cause the discrepancy between model
predictions and observations of the nightside emission flux of many hot Jupiters.
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Chapter 1
Introduction
The first extra-solar planet (exoplanet) orbiting a main-sequence star was discovered
in 1995 [Mayor and Queloz, 1995], following the detection of two exoplanets orbiting
a pulsar a few years earlier [Wolszczan and Frail, 1992]. Over the following two
decades and more a large number of exoplanets have been discovered, totalling
3586 planets1, following dedicated ground- and space-based detection surveys (e.g.
SuperWASP [Pollacco et al., 2006] and Kepler [Borucki et al., 2010], amongst others)
and with multiple future missions at various stages of proposal or preparation (e.g.
TESS [Ricker et al., 2015], NGTS [McCormac et al., 2017] and the Terra Hunting
Experiment2) this number is set to rise rapidly.
In addition to the advances in methods and instrumentation employed for
exoplanet detection, the characterisation of exoplanetary atmospheres through a
combination of detailed observations [e.g. Sing et al., 2016, Wong et al., 2016] and
theoretical modelling [e.g. Showman et al., 2009, Moses et al., 2011, Venot et al.,
2012, Amundsen et al., 2016] has led to a greater understanding of the diversity of
the exoplanet population.
A significant focus of the community has been on the class of exoplanet termed
hot Jupiters (Jovian-mass planets on very close-in orbits around their host stars) as
these planets dominated the early exoplanet population (due to their relative ease of
detection) and offer the best opportunity for follow-up observations to characterise
their atmospheres. However, with more recent detections of lower mass and, poten-
tially, more Earth-like planets [e.g. Berta-Thompson et al., 2015, Anglada-Escude´
et al., 2016, Gillon et al., 2017] the focus is increasingly expanding to include ter-
restrial type objects, such as the recent climate simulations of a terrestrial planet
orbiting the nearest star to the Sun [e.g. Turbet et al., 2016, Boutle et al., 2017].
The subject of this thesis is the development and application of numerical
models to the atmospheres of close-in, highly-irradiated exoplanets. Particular focus
1http://exoplanets.eu/ - 06/03/2017
2http://www.terrahunting.org/ - 07/03/2017
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is placed on modelling the chemical composition and how the composition can effect
the dynamical and thermal structure of the atmosphere, as well as the subsequent
predicted observable quantities. This work includes the development and application
of both one-dimensional (1D) and three-dimensional (3D) models.
In this chapter we introduce the subject of exoplanetary science, beginning
with a brief overview of the detection methods and the diversity of the current
exoplanet population, as well as reviewing some particular observational highlights.
We then introduce the different methods employed for the numerical modelling of
exoplanet atmospheres, focusing on methods of representing the chemistry.
1.1 Detection methods and the exoplanet popu-
lation
There are three primary methods employed for the detection of exoplanets: radial
velocity measurements of the host star, observations of the transit of a planet in front
of the disc of the host star and direct imaging of the planet itself. Each of these
methods presents biases that favour the detection of planets with particular prop-
erties. However, it is clear that many exoplanets detected to date vary significantly
from the physical and chemical characteristics typical of Solar system planets.
In this section, we introduce the three primary methods of exoplanet detection
and the diversity of the current exoplanet population.
1.1.1 The transit method
The transit method infers the presence of a planet in orbit around a star through
the observation of periodic reductions in the stellar brightness. This phenomenon
can only be observed (from the Earth) if the orbital inclination of the planet is such
that it will pass in front of the stellar disk. The first planet to be detected using the
transit method was HD 209458b [Charbonneau et al., 2000] using a relatively small
telescope. Since then dedicated ground-based (e.g. SuperWASP [Pollacco et al.,
2006]) and space-based (Kepler [Borucki et al., 2010]) instruments have led to the
discovery of ∼ 2500 exoplanets3,4 using the transit method, about 80% of the total
exoplanet population.
The magnitude of the periodic dimming is related to the ratio of the apparent
surface area of the transiting planet and the star R2p/R
2
s, where Rp and Rs are
the planetary and stellar radii, respectively. Therefore, if the stellar radius can be
accurately determined, the transit depth can be used to infer the radius of the planet.
3https://wasp-planets.net/ - 07/03/2017
4https://kepler.nasa.gov/ - 07/03/2017
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In addition, from this we can infer that a larger transit depth will occur for either
a larger planet or a smaller host star. This method therefore favours the detection
of planets with large radii (i.e. hot Jupiters) around Sun-like stars, though has also
yielded large numbers of smaller Neptune-size planets around smaller M-dwarf stars.
1.1.2 The radial velocity method
The radial velocity method relies on detecting the gravitational influence of an orbit-
ing planet on its host star [e.g. Udry et al., 2007]. As the star orbits the barycentre
of the system, any radial component of the velocity (into or out of the plane of the
sky) will cause a Doppler shifting of the stellar radiation; blueshifted as the star
moves radially towards the Earth and redshifted as the star moves radially away
from the Earth.
From the period of this signal we can infer the period of the orbiting planet
and the amplitude of the signal will depend on the mass of the planet Mp. The
amplitude of the signal will yield the apparent planetary mass M∗p that is related
to the actual planetary mass by Mp ∼ M∗p sin i, where i is the orbital inclination
of the planet as seen from the Earth. If the orbital axis is parallel with the sky
(i = 90◦) then Mp = M∗p . Due to the dependence of the amplitude of the signal on
the planetary mass this technique favours the detection of massive planets.
The first exoplanet detection was achieved using the radial velocity method
[Wolszczan and Frail, 1992], where two planets were discovered orbiting the pulsar
PSR1257 + 12, and later the first detection of an exoplanet orbiting a main-sequence
star [HD 209458b, Mayor and Queloz, 1995] was also achieved using this method.
However, since then this method has largely been employed for the confirmation of
planet candidates previously detected through the transit method [Bouchy et al.,
2009]; planets initially detected through the radial velocity method amount to ∼
18% of the total exoplanet population5. However, there are dedicated detection
surveys that employ the radial velocity method such as the upcoming Terra Hunting
Experiment6 that will search for “Earth-like planets in Earth-like orbits around
Solar-type stars”; a potential Earth analogue.
1.1.3 Determination of the planetary bulk density
By combining the inferred Mp from radial velocity measurements with the measured
Rp from transit observations the bulk density ρ ∝ Mp/R3p can be determined. This
first-order quantity can be useful in determining the composition of the planet in
question [e.g. Pepe et al., 2013, Howard et al., 2013]; i.e. whether the planet is likely
5http://exoplanetarchive.ipac.caltech.edu/index.html - 07/03/2017
6http://www.terrahunting.org/ - 07/03/2017
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Figure 1.1: A figure showing the histogram distribution of bulk density for the
exoplanets which have a measure of both mass Mp and radius Rp. On the x-axis
we show the location of Saturn, Jupiter and Earth for reference. Figure initially
generated using https://exoplanets.org.
to be “rocky”, a terrestrial planet, or composed of gas, like the gas giants of our
own Solar system.
Fig. 1.1 shows the distribution of bulk densities for all detected exoplanets that
have a measure of both mass Mp and radius Rp. Overall, the exoplanet population
extends to both smaller and larger densities than the range encapsulated by the Solar
system planets (∼0.7 g cm−3 for Saturn and ∼5.5 g cm−3 for Earth). However, the
most common bulk densities lie in a range similar to the values for Jupiter and
Saturn, indicating that the majority of detected exoplanets are composed mainly
of hydrogen. There are, however, a significant number of detected planets with
densities similar to or larger than that of Earth, indicating that these planets are
more likely to be terrestrial in nature.
1.1.4 Direct imaging
In addition to indirect methods of detecting the presence of a planet (dimming of
host star due to a transit or Doppler shifts of the stellar radiation) a small number
(∼1%) of planets have been detected by directly imaging the planet [e.g. Kalas et al.,
2008, Macintosh et al., 2015]. Currently, the state-of-the-art instruments in this field
are SPHERE [Beuzit et al., 2008, Vigan et al., 2016] at VLT and the Gemini Planet
Imager [Macintosh et al., 2006, 2014] at the Gemini South Telescope.
The direct imaging method favours planets that are on very wide orbits (gen-
erally with a semi-major axis a > 10 AU) as they are more easily spatially-resolved
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from the host star. In addition, the technique has a bias towards young giant plan-
ets that retain significant heat from their formation and therefore have a relatively
large luminosity. This method holds great promise for future characterisation ob-
servations, demonstrated by early successes [e.g. Oppenheimer et al., 2013].
1.1.5 The exoplanet population
The exoplanet population discovered to date spans a large parameter space in terms
of planetary mass, planetary radius, orbital separation and equilibrium temperature.
Fig. 1.2 shows the population of currently detected exoplanets that have a measure
of the planetary mass as a function of their semi-major axes; the radius of the planet
is shown by the colour of the points, if available. It is quite clear that the population
of known exoplanets is shaped by three to four subclasses.
At high masses (Mp & 0.5 MpJ) and small semi-major axes (a < 0.1 AU)
is the population of hot Jupiters, with radii typically similar to that of Jupiter
(Rp ∼ RJ). This class of planet is the most extensively studied both observationally
and theoretically [see Baraffe et al., 2010, Madhusudhan et al., 2014b, for a review].
While the majority of hot Jupiters have radii similar to that of Jupiter, there are a
significant number with radii much larger than predicted by interior models based
on their mass [see Baraffe et al., 2014, for a review]. These ‘inflated’ hot Jupiters
have been the subject of great interest though the mechanism leading to their large
radii remains uncertain; though possible explanations include the intense irradition
delivering energy deep into the atmosphere [e.g. Showman and Guillot, 2002], ohmic
heating due to interactions with the magnetic field [e.g. Batygin and Stevenson, 2010,
Rauscher and Menou, 2012a] and delayed contraction of the planet [Burrows et al.,
2007, Chabrier and Baraffe, 2007].
Towards larger orbital separations (a & 0.5 AU) is another population of
Jupiter mass planets. The vast majority of these planets are detected via the radial
velocity method. As these planets generally do not transit their host star as seen
from Earth the radii of these planets cannot be measured using current techniques.
At even larger orbital separations lie the relatively small number of massive (Mp ∼
10MJ) planets detected via the direct imaging method.
A further significant population of planets are found with masses 0.001< Mp <
0.1 MJ detected via the transit method and with measured radii Rp < 0.5RJ. This
subclass of planets are termed the ‘super Earths’ and ‘mini Neptunes’ with masses
typically less than that of Neptune but larger than that of Earth. The atmospheres of
these planets have also been under intense scrutiny [e.g. Madhusudhan and Redfield,
2015] through observations [e.g. Knutson et al., 2014, Kreidberg et al., 2014] and
modelling [e.g. Madhusudhan and Seager, 2011, Moses et al., 2013a, Kataria et al.,
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Figure 1.2: A figure showing the population of currently detected exoplanets that
also have a measure of the planetary mass. The figure plots planetary mass against
the semi-major axis. The colour of the points indicates the planetary radius; black
signifies that there is no measured radius for that planet. Figure generated using
https://exoplanets.org.
2014].
1.1.6 Summary
Through a series of dedicated detection programmes and instrumentation a signifi-
cant population of exoplanets has been discovered, now totalling over 3500 confirmed
planets. These planets have been detected primarily through three techniques: tran-
sit detection (∼ 80%), radial velocity measurement (∼ 18%) and direct imaging
(∼ 1%). The biases of these methods largely shapes the known population in pa-
rameter space.
1.2 Observational characterisation
In addition to detection of exoplanets, observational techniques are also applied to
characterise their atmospheres. For transiting planets, this involves three primary
methods: transmission spectroscopy, secondary eclipse emission spectroscopy and
emission phase curves. In addition we also briefly introduce the methods of high-
dispersion spectroscopy that is particularly useful for characterising non-transiting
planets and high-contrast imaging that is used to observe exoplanets with wide
orbital separations.
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1.2.1 Transmission spectroscopy
Measuring the transit depth of a transiting exoplanet leads to a determination of
the planetary radius. This apparent radius is a combination of a grey (spectrally
invariant) contribution from the bulk planet and a spectrally varying contribution
from the atmosphere. The contribution from the atmosphere is expected to vary with
wavelength depending on the composition of the atmosphere; including the gas-phase
composition and the presence of clouds or haze particles. Measuring the transit
depth spectroscopically, therefore, allows for the opacity of the atmosphere to be
measured as a function of wavelength. Ultimately, the identification of characteristic
features such as molecular absorption features and scattering slopes constrain the
composition of the atmosphere [e.g. Seager and Sasselov, 2000].
The first measured transmission spectrum of an exoplanet [Charbonneau et al.,
2002] led to the first clear detection of an exoplanet atmosphere via the detection
of the sodium doublet (589.3 nm), as predicted by earlier theoretical studies [Seager
and Sasselov, 2000, Brown, 2001]. The detection suggests the presence of gas-phase
atomic sodium in the atmosphere of HD 209458b.
There has subsequently been a wide range of campaigns employing both space-
based and ground-based telescopes to characterise the atmospheres of exoplanets
via transmission spectroscopy [e.g. Sing et al., 2008, Bean et al., 2011, Knutson
et al., 2014, Nikolov et al., 2016] leading to: the detection of water [Knutson et al.,
2007b, Barman, 2007, Madhusudhan et al., 2014a], the inference of hazes and/or
clouds [e.g. Pont et al., 2008, Sing et al., 2013, Kreidberg et al., 2014] and the
potential detection of titanium oxide (TiO) and vanadium oxide (VO) absorption
[Evans et al., 2016]. Recently, Sing et al. [2016] performed the largest consistent
transmission spectroscopy survey to date (see Fig. 1.3) with measured spectra of
ten hot Jupiters, finding a large diversity in the cloudiness of the atmospheres.
The prime instrument used for transmission spectroscopy in recent years has
been the Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) with a spec-
tral coverage of 1.1–1.8 µm. This wavelength range covers a strong absorption band
of H2O which peaks at around 1.4 µm and observations with WFC3 have therefore
lead to highly significant detections of H2O in several hot Jupiter atmospheres [see
Madhusudhan et al., 2016, for a review].
In combination with retrieval modelling (see Section 1.3) these observations
have enabled constraints on the abundances of chemical species, in particular for
H2O, using transmission observations with WFC3. Assuming a clear atmosphere,
lacking in clouds and hazes, the H2O abundance was found to be significantly sub-
solar in both HD 209458b (20–100× sub-solar) and HD 189733b (3–200× sub-solar)
[Deming et al., 2013, Madhusudhan et al., 2014a], suggesting an atmosphere de-
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pleted in oxygen and potentially a super-solar carbon-to-oxygen ratio. However,
the lower than expected H2O abundance can also be explained through the effects
of clouds and hazes, which are currently poorly constrained. Therefore, without
a good knowledge of the presence, composition and distribution of clouds in hot
Jupiter atmospheres transmission spectroscopy in isolation is unlikely to be able to
provide good contraints on the abundances of detected molecules [Madhusudhan
et al., 2016].
Several lower mass and cooler planets (the warm Neptunes and super Earths)
have been found to have flat transmission spectra [e.g. Kreidberg et al., 2014, Knut-
son et al., 2014] with high-precision WFC3 measurements. These highly significant
observations of flat transmission spectra have been interpreted as being due to the
presence of obscuring clouds or high mean molecular weight atmosphere that reduce
the size of the absorption features.
1.2.2 Emission spectroscopy and phase curves
The thermal emission of the atmosphere of a transiting planet can be isolated from
the planet-star system. Observing the system during secondary eclipse (when the
planet passes behind the star) allows for the emission from the planet to be isolated,
as the contribution of the planet to the total flux will temporarily be removed.
This was first achieved for the hot Jupiter TrES-1 [Charbonneau et al., 2005] and
comparison of the measured secondary eclipse depth with models gave an estimate
for the effective temperature of the planet of T = 1060±50 K. The emission measured
at secondary eclipse probes the emission resulting from the entire dayside of the
planet. Similar secondary eclipse measurements have subsequently been performed
for a range of planets [e.g. Deming et al., 2006, Knutson et al., 2008, Kammer et al.,
2015].
In the early stages of these types of observation it was suggested that the emis-
sion from the daysides of several hot Jupiters were consistent with the presence of a
thermal inversion [e.g. Knutson et al., 2008, Rogers et al., 2009, Haynes et al., 2015]:
the temperature increases with increasing altitude. One of the prime candidates for
forming such a thermal inversion is the presence of the strongly (optical) absorbing
species TiO and VO [e.g. Fortney et al., 2008], due to thermochemical arguments.
However, more recent re-analyses of these observations [Diamond-Lowe et al., 2014,
Evans et al., 2015] have placed considerable doubt on the presence of such thermal
structures. However, there remains tentative evidence of large optical absorption
consistent with TiO/VO in the transmission spectrum of the very-hot atmosphere
of WASP-121b [Evans et al., 2016].
Thermal emission spectroscopy, combined with the retrieval technique (Sec-
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Figure 1.3: The measured transmission (data points) of ten hot Jupiters with best-
fit models (coloured lines) from Sing et al. [2016]. The detection of Na and K as
well as optical scattering slopes is seen for several planets at short wavelengths. The
water absorption feature (around 1.4 µm) varies in its prominence and has been
interpreted as being due to the varying cloudiness of these atmospheres.
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tion 1.3), has lead to constraints on the abundances of some key chemical species
in hot Jupiter atmospheres. For instance, Spitzer observations of the dayside of
emission of WASP-12b suggested a H2O abundance that is ∼ 100× sub-solar [Mad-
husudhan et al., 2011b]. A sub-solar (0.3-3×) H2O abundance was also found for
WASP-43b [Kreidberg et al., 2014] and a sub-solar (∼ 0.5×) H2O abundance was
found for WASP-33b [Haynes et al., 2015].
In addition to measuring the emission from the dayside during secondary
eclipse the emission can be measured thoughout the orbit to yield a phase curve
[Cowan and Agol, 2008]. For a tidally-locked planet the emission as a function of
orbital phase is equivalent to the emission as a function of planetary longitude, for
an observer from a fixed position. Such measurements have been performed for a
series of hot Jupiters [e.g. Harrington et al., 2006, Knutson et al., 2009a, Zellem
et al., 2014b, Wong et al., 2016] and allow for the temperature contrast between the
hot, permanently irradiated dayside and the cooler, perpetually dark nightside to
be estimated.
As well as measuring the horizontal temperature gradient the measured emis-
sion phase curve shows signatures of the dynamical structure of the atmosphere. For
a tidally-locked planet the hottest region of the atmosphere would correspond to the
substellar point, the region receiving the most intense irradiation, in the absence of
the advection of heat. However, the measured phase curves of several hot Jupiter
atmospheres show significant off-sets in the location of the peak emission by several
tens of degrees longitude [e.g. Knutson et al., 2007a, Zellem et al., 2014b, Wong
et al., 2016]. These observations of a longitudinally-shifted hot spot are consistent
with the idea of heat being efficiently advected from the substellar point by a super-
rotating equatorial jet, first predicted using theoretical models by Showman and
Guillot [2002] and later supported by others [e.g. Showman et al., 2009, Amundsen
et al., 2016].
Comparing the measured emission phase curves with those predicted by theo-
retical models shows generally a good agreement for the dayside flux [Zellem et al.,
2014b, Wong et al., 2016]. However, the models regularly fail to accurately pre-
dict the nightside flux suggesting important physical and/or chemical processes are
inaccurately captured or missing entirely from the models.
1.2.3 High-dispersion spectroscopy and high-contrast imag-
ing
High-dispersion spectroscopy relies on ground-based telescopes that can achieve very
high spectral resolution and has been used to infer the presence of chemical species
(CO and H2O) in the atmosphere and to constrain the orbital properties of the
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planet [Snellen et al., 2010, Brogi et al., 2012, Rodler et al., 2012, Birkby et al.,
2013, Lockwood et al., 2014, Schwarz et al., 2015, Brogi et al., 2016]. The planetary
signal is obtained by exploiting the fact that the emission/absorption features are
Doppler shifted due to the orbital motion of the planet.
The first observation using high-dispersion spectroscopy detected absorption
due to CO in the atmosphere of HD 209458b [Snellen et al., 2010], with the Doppler
shifting of the absorption features being consistent with strong zonal wind velocities,
later supported by further observations of the same planet [Brogi et al., 2016]. The
method has particular benefit in constraining the orbits of planets detected through
radial velocity methods [e.g. Rodler et al., 2012, Brogi et al., 2012]. If the orbit is not
known then radial velocity measurements can otherwise only provide minimum mass
estimates of the planet. Precisely determining the orbit through high-dispersion
spectroscopy can therefore lead to more accurate constraints on the masses of non-
transiting planets.
In addition, the thermal structure of the atmosphere can also be constrained
with detected absorption of CO in the atmosphere of τ Boo b [Brogi et al., 2012] and
the non-detection of CO emission in the atmosphere of HD 209458b [Schwarz et al.,
2015] both suggesting atmospheres with temperatures that decrease with altitude;
i.e. these atmospheres likely do not possess thermal inversions.
Many of the observations to date have targeted the absorption or emission
of CO at 2.3 µm [e.g. Snellen et al., 2010, Brogi et al., 2012, Rodler et al., 2012,
Schwarz et al., 2015] due its relatively simple spectral features. However, H2O has
also been detected in HD 189733b [Birkby et al., 2013] and τ Boo b [Lockwood
et al., 2014].
Snellen et al. [2013] suggest that ground-based high-dispersion spectroscopy
using the next-generation Extremely Large Telescopes (ELTs will be capable of de-
tecting signatures of oxygen in the atmospheres of Earth-like exoplanets. Meanwhile,
the recent successes outlines above have demonstrated the ability of this method to
constrain both the thermal and chemical properties of exoplanet atmospheres as
well as the orbital configuration, and ultimately the mass, of non-transiting planets.
A further observational technique that is coming to the forefront in obser-
vational characterisation of exoplanets is the method of high-contrast imaging [e.g.
Mizuki et al., 2016, Apai et al., 2016, Lovis et al., 2017]. The technique relies on large
ground-based telescopes employing adaptive optics. Early works have placed con-
straints on the thermal and physical properties of the atmospheres of young, massive
planets [Currie et al., 2011, Bonnefoy et al., 2013]. Snellen et al. [2015] explores the
potential for combining the high-dispersion spectroscopy and high-contrast imaging
techniques with the next generation ground based telescopes.
The emission spectra obtained for planets in the HR 8799 system has led to
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the detection of several key molecules. H2O, CH4 and CO have each been detected
in the atmosphere of HR 8799b [Barman et al., 2011, 2015] and H2O and CO were
detected in HR 8799c [Konopacky et al., 2013]. CH4 has also been claimed to be
present in the atmosphere of GJ 504b [Janson et al., 2013]. The high precision
observations available for these directly imaged planets (in constrast to the close-in
planets) provide great potential for detections of molecular species. However, since
the physical properties of the planet (e.g. mass, radius, temperature, gravity) are
not known, it is difficult to be place constraints on the abundances of such molecules
based on the observed spectra [Madhusudhan et al., 2016].
1.2.4 Summary
By observing exoplanets via transmission spectroscopy, secondary eclipse emission
spectroscopy and emission phase curves, as well as through high-contrast imaging,
important constraints can be placed on the physical and chemical properties of the
atmosphere, including: the composition, the presence of clouds/hazes, the thermal
structure and the dynamical structure. However, important questions remain, in-
cluding: why do some hot Jupiter atmospheres appear to be relatively clear while
others are cloudy [Sing et al., 2016], and what is the cause for the model-observation
discrepancy for the nightside emission flux of hot Jupiters [Zellem et al., 2014b, Wong
et al., 2016]?
An important restriction of current observational techniques is the limitation
of the available wavelength bands that can be measured. The majority of character-
isation observations to date have been obtained using the Space Telescope Imaging
Spectrograph (STIS) and Wide Field Camera 3 (WFC3) instruments [e.g. Sing et al.,
2016], of the Hubble Space Telescope (HST), that cover spectral ranges of 0.3–1.01
µm and 1.1–1.7 µm, respectively. The former has been used to constrain the pres-
ence of optical scattering slopes and gas-phase sodium and potassium absorption
whilst the spectral window of the latter is typically dominated by water absorption.
In addition, two infrared channels of the Spitzer IRAC instrument at 3.6 and 4.5 µm
have been widely to measure emission and transmission spectra [e.g. Zellem et al.,
2014b, Knutson et al., 2011].
The limitations to the spectral windows presented by these instruments places
a contraint on what can be inferred the observations. For instance, many of the
absorption/emission features of the gas-phase molecules are found in the infrared
wavelengths longer than 4.5 µm and are therefore currently inaccessible. The up-
coming launch of the James Webb Space Telescope (JWST) should greatly improve
this issue [e.g. Beichman et al., 2014, Greene et al., 2016] by providing a much greater
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wavelength coverage (0.6–28.5 µm)7 further into the infrared. The spectra obtained
with JWST should provide much greater spectral resolution over a larger spectral
region and with larger signal-to-noise ratio than current instruments, allowing for
observations that will more greatly constrain the theoretical models. On the other
hand, the eventual loss of HST will also mean the loss of our capability to observe
the host stars of exoplanets at ultraviolet (UV) wavelengths, with significant conse-
quences for constraining the level of photochemistry and habitability of exoplanets
[e.g. Fossati et al., 2015].
To understand and interpret these observations requires the concurrent de-
velopment and application of atmosphere models that incorporate the important
physical and chemical processes. This is the main subject of this thesis.
1.3 Numerical modelling of exoplanet atmospheres
In this section we briefly review the current state of atmosphere models applied to
exoplanets. Such models are required to both interpret the observations (transmis-
sion spectra, phase curves, etc) and to theoretically understand the physical and
chemical processes that are important.
Currently there are two primary types of model that are applied to exoplanet
atmospheres: “forward” models that attempt to include all of the important physical
and chemical processes to represent the system and “retrieval” models that search
for the set of parameters (e.g. temperature profile, chemical abundance profiles, etc)
that best fit a set of observational data points, such as an emission or transmission
spectrum.
The retrieval models [e.g. Irwin et al., 2008, Madhusudhan and Seager, 2009,
Waldmann et al., 2015] determine the properties of the atmosphere (thermal struc-
ture, composition, presence of clouds, etc) by solving the inverse problem presented
by a set of observations. In essence, the retrieval codes consist of a radiative transfer
scheme and a number of free parameters that describe the physical and chemical
properties. The method relies on calculating a large number of models that explore
the parameter space to search for the set of parameters that best fit the obser-
vational data. Retrieval models are not the subject of the present work and we
therefore do not consider them further, but we refer the reader to a detailed review
of the technique in Madhusudhan et al. [2014b].
The main subject of this thesis is the development and application of mod-
els that fall into the forward modelling category. Presently, the literature shows
many examples of forward models that take either one-dimensional (1D) or three-
dimensional (3D) approaches and we consider each of these in turn. Note that there
7https://jwst.nasa.gov/facts.html - 24/05/17
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is currently a lack of two-dimensional (2D) models for exoplanet atmospheres in the
literature and such models may prove beneficial as intermediaries in the hierarchy
of model complexity. We first introduce the 1D models that can be further classified
into the radiative-convective equilibrium models and the chemical kinetics models.
We then briefly overview the current 3D models applied to hot gas-giant exoplanets,
focussing on the representation of chemistry.
1.3.1 One-dimensional models: radiative-convective equi-
librium
An inherent aspect of 1D modelling of atmospheres is the assumption that the system
can be well represented by a single column. Given the permanent dayside/nightside
structure that is characteristic of the atmospheres of tidally-locked planets an ob-
vious approach is to assume that the 1D atmosphere model represents some spatial
average of the entire dayside or nightside. Generally a model that represents the
dayside average is constructed by reducing the incoming irradiation flux by a factor
f to account for redistribution of heat to the nightside [Burrows et al., 2004, Seager
et al., 2005, Fortney et al., 2008].
Radiative-convective equilibrium models [e.g. Barman et al., 2005, Iro et al.,
2005, Fortney et al., 2005, Madhusudhan et al., 2011a, Tremblin et al., 2015] solve for
the temperature as a function pressure (often termed the “pressure–temperature”
or P–T profile) that is consistent with the balance of energy, via both radiation and
convection, for each level of the model atmosphere. For highly irradiated planets
the atmosphere is generally dominated by a radiative zone and convection is not
important for the typical pressures under consideration [Guillot et al., 1996].
The models generally combine 1D radiative transfer schemes with chemical
equilibrium calculations and iterate over the P–T profile to find the profile that
satisfies radiative-convective equilibrium. The input of energy into the model at-
mosphere, for a gas giant planet, includes irradiation from the host star as well as
heating from the planetary interior.
The treatment of chemistry often assumes local chemical equilibrium using
a Gibbs energy minimisation method, or similar, to compute the mole fractions of
a set of chemical species for a given pressure and temperature [e.g. Burrows and
Sharp, 1999, Lodders and Fegley, 2002, Gordon and McBride, 1994]. The Gibbs
energy minimisation method solves for the chemical equilibrium composition by
finding the set of chemical abundances that minimises the Gibbs energy of the
system. The method is relatively efficient and simple as knowledge of the often
complicated chemical reaction pathways is not required, only the chemical potential
of each species is needed. However, inherent in the method is the limitation to the
1.3. NUMERICAL MODELLING OF EXOPLANET ATMOSPHERES 35
assumption of local chemical equilibrium that is not generally valid for planetary
atmospheres; we will expand on this in the next section.
The P–T profile that results from these models can be used to simulate observ-
ables (emission and transmission spectra, for example) to compare with observations
[e.g. Burrows et al., 2006, Fortney et al., 2010].
1.3.2 One-dimensional models: Chemical kinetics
A further class of 1D models are the chemical kinetics codes that place a greater fo-
cus on detailed calculations of the chemical composition [e.g. Liang et al., 2003, Line
et al., 2010, Moses et al., 2011, Venot et al., 2012, Zahnle and Marley, 2014, Tremblin
et al., 2015, Tsai et al., 2017]; see Madhusudhan et al. [2016] for a review of chemical
processes and their implications, with relation to exoplanet atmospheres. The ki-
netics models solve for the chemical composition by considering the net production
and loss rate of each chemical species due to a number of chemical reactions. The
method is therefore relatively complicated and not as flexible as the Gibbs energy
minimisation (chemical equilibrium) methods that do not need to consider the pre-
cise chemical mechanisms that govern the conversion of one species to another. The
method is also computationally expensive requiring the solution of a large number
of stiff differential equations.
Non-equilibrium chemistry
A key benefit of the chemical kinetics method over the Gibbs energy minimisation
method is the ability to include non-equilibrium processes, such as vertical mixing
(transport) and photochemical dissociations, that lead to departures from chemi-
cal equilibrium. In cases where the mixing timescale is faster than the chemical
timescale the chemical abundances become “quenched” and deviate from the abun-
dances expected from chemical equilibrium. This has been shown to have important
impacts on the abundances of species such as CH4, CO and NH3 [e.g. Moses et al.,
2011, Zahnle and Marley, 2014]. In addition, photochemical dissociation of molecules
driven by incident high energy photons may lead to the production of photochemical
hazes [Zahnle et al., 2016] that could have significant impacts on the chemistry and
radiative transfer in such atmospheres.
Fig. 1.4 demonstrates the effect of vertical mixing and photodissociation on
the chemistry of a hot hydrogen-dominated atmosphere [Venot et al., 2014]. The
abundance profiles of a number of key species are shown both assuming chemical
equilibrium and with vertical mixing and photodissociations included.
In the deepest high pressure regions (P > 1 bar) the equilibrium and kinetics
profiles converge and the chemistry is well described by chemical equilibrium. In
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O. Venot et al.: The atmospheric chemistry of the warm Neptune GJ 3470b
Table 2. Parameter space of the model explored.
Parameter Range of values Symbol
Metallicity Solar (⇣ = 1) ⇣1
High (⇣ = 100) ⇣100
Temperature Warm atmosphere (+100 K) T+100
Cool atmosphere ( 100 K) T 100
Eddy di↵usion coe cient High (Kzz ⇥10) K⇥10zz
Low (Kzz ÷10) K÷10zz
Stellar UV flux High irradiation (F  ⇥10) F⇥10 
Low irradiation (F  ÷10) F÷10 
Notes. All the parameters are changed with respect to the standard
values showed in Figs. 2 and 3. The standard metallicity is 10⇥ solar
(⇣ = 10).
di↵erent cases have been studied in these publications, so we
can qualitatively compare the results that we obtained.
3.1.1. Chemical composition
Figure 4 shows the atmospheric composition of GJ 3470b at
the chemical equilibrium and at the steady-state, computed with
the model taking into account thermochemical kinetics, verti-
cal mixing, and photochemistry. The abundances of all species
remain at chemical equilibrium for pressures higher than about
40 bar, while we can see the e↵ect of vertical mixing at lower
pressures. Around 40 bar the abundances of HCN and NH3 de-
part from chemical equilibrium, and at lower pressure, around
2 bar, the abundances of CO2, CO, CH4, and H2O get quenched.
That is, they are frozen at the chemical equilibrium value of
the quench level. This quenching e↵ect makes CH4, H2O, and
N2 slightly less abundant than what thermochemical equilib-
rium would predict, so that CO, NH3, CO2, and HCN can be
more abundant than the equilibrium prediction. In the upper at-
mosphere (above the 10 6 bar level), we see the e↵ect of pho-
todissociations: some species (for example H2O and CH4) are
destroyed by photolysis, whereas others (as CO2 and CO) see
their abundance increased. Globally, the most abundant species
of the atmosphere of GJ 3470b (after H2 and He) between 10
2
and 10 6 bar are H2O, CH4, and CO by decreasing order.
First, we compare our results with those of Line et al. (2011).
We focus on the cases, where elemental abundances are solar and
50⇥ solar. Our T P profile is not very di↵erent from theirs so we
expect to have similar results. Even if our eddy di↵usion coe -
cient is not identical, the abundances we find for all species are
in between these two cases. In the region where vertical quench-
ing dominates (in between the thermochemical equilibrium and
photochemical regions), the behaviour of abundances is similar
since the eddy di↵usion coe cient adopted for the quenching
level is not very di↵erent (108 cm2 s 1 by Line et al. (2011)
and less than 109 cm2 s 1 in our case). However, our adopted
Kzz value in the upper layers is substantially higher than the value
of 108 cm2 s 1 adopted by Line et al. (2011), so that the region
where photochemistry takes place in their models is shifted to
lower heights.
Then, we compare our results with those obtained by
Miller-Ricci Kempton et al. (2012) using 5⇥ and 30⇥ solar el-
emental abundances and an eddy di↵usion coe cient of Kzz =
109 cm2 s 1. We expect our results to be in between these
two results. That is what we find for most species, except
Fig. 4. Vertical distribution of molecular abundances in the standard
model of GJ 3470b’s atmosphere as computed through thermochemi-
cal equilibrium (dashed lines) and with the model that includes thermo-
chemical kinetics, vertical mixing, and photochemistry (solid lines).
CO and CO2. For these two species at the steady-state, our
model gives abundances about 100 times higher than in their
case ⇣ = 30. This is because the abundances of these species
depart from chemical equilibrium at a higher pressure in the
study of Miller-Ricci Kempton et al. (2012) when compared
to our results (⇠102 bar and ⇠5 bar, respectively). Indeed,
Miller-Ricci Kempton et al. (2012) use a similar thermal pro-
file, except for pressures higher than 1 bar. While the temper-
ature increases with pressure in our T   P profile, the temper-
ature remains constant between 1 and 100 bar in their model.
Consequently, the temperature in the deeper part of the atmo-
sphere, where quenching happens, is colder than in our T   P
profile. This di↵erence has consequences on the abundances of
some species at the chemical equilibrium (For a given pressure
level, CO and CO2 have equilibrium abundances smaller than
in our model.) and also at the steady-state because quenching
happens at di↵erent levels.
3.1.2. CH4/CO abundance ratio
The CH4/CO abundance ratio is an important parameter to dis-
cuss, since some observational and modelling studies seem to
indicate a poor methane content in the atmosphere of warm
(sub-)Neptunes, while thermochemical equilibrium predicts that
CH4 should be the major carbon reservoir in such atmospheres
(e.g Stevenson et al. 2010; Madhusudhan & Seager 2011;
Knutson et al. 2011 for GJ 436b and Miller-Ricci Kempton
et al. 2012 for GJ 1214b). Of course, chemical equilibrium de-
pends on the T   P profile and the assumed elemental com-
position, but these findings have suggested the need to invoke
non-equilibrium processes, such as mixing and photodissocia-
tions to help explain these non-expected chemical compositions.
Nevertheless, even taking into account these non-equilibrium
processes, 1D chemical models have not been able to find the
set of parameters that may lead to a CH4/CO abundance ra-
tio lower than 1. In the case of the warm Neptune GJ 436b,
observations of the dayside emission seem to indicate that this
planet has an atmosphere dominated by CO and is poor in CH4
(CH4/CO abundance ratio equals to 10
 4–10 3 for Stevenson
et al. 2010 and Madhusudhan & Seager 2011), although a di↵er-
ent interpretation has been provided by Beaulieu et al. (2011),
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Figure 1.4: A figure showing the chemical equilibrium (dashed) and non-equilibrium
(solid) abundances of the major chemical species for a model of GJ 3470b; taken
from Venot et al. [2014]. The non-equilibrium profiles include the effects of vertical
transport and photodissociations that lead to departures from chemical equilibrium.
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this region the large pressure and temperature leads to fast chemical timescales
that are able to maintain chemical equilibrium in the presence of vertical transport.
However, the chemical timescale increases for decreasing pressure and temperature
and at around P ∼ 1 bar becomes larger than the mixing timescale. At this point
the species are quenched as the chemistry is too slow to react to the mixing to lower
pressures, leading to a region that is “well mixed” with abundance profiles that are
near-constant in pressure. The quenched abundance of each species is determined
by the abundance of that species at the “quench point”, the pressure level at which
the chemical and mixing timescales are equal.
The effect of transport-induced quenching is variable for each species. In this
particular example (Fig. 1.4) the effect is to increase the mole fractions of CO, NH3
and CO2 by several orders of magnitude compared to their chemical equilibrium
abundance profiles. In contrast, the mole fractions of H2O and CH4 show smaller
decreases compared to chemical equilibrium. The significant changes in the abun-
dance of these absorbing molecules could have significant impacts on the opacity of
the atmosphere.
At lower pressures (P . 10−6 bar) photodissociations become important as
the availability of high energy photons incident from the host star increases. Pho-
todissociations generally have the effect of reducing the mole fraction of molecular
species (H2O, CH4, NH3, etc) through dissociation, leading to the production of
highly-reactive free-radicals (H, OH, CH3, etc) [e.g. Line et al., 2010].
Overall we see that the chemistry of the atmosphere is well described by chem-
ical equilibrium at high pressures, dominated by photochemical processes at low
pressures and controlled by vertical mixing for pressures in between. Qualitatively,
this is a common result from chemical kinetics models applied to highly irradiated
exoplanets [e.g. Line et al., 2010, Moses et al., 2011, Kopparapu et al., 2012, Moses
et al., 2013b, Venot et al., 2014, Agu´ndez et al., 2014a]. Of course, the 1D models
can only capture non-equilibrium chemistry due to vertical mixing. We will consider
the effect of horizontal mixing shortly.
Chemical networks
The chemical kinetics method solves for the steady-state solution of a chemical
system taking into account the production and loss of each species in the system
due to a large number of chemical reactions. The reactions that are included, as well
as the rates at which they proceed, are provided in the form of a chemical network.
The rates of the reactions are typically derived from empirical sources.
There are several chemical networks so far applied to hot exoplanet atmo-
spheres. One of the first networks to be used [Liang et al., 2003, unstated number
of species, 253 reactions] was derived from Solar system atmosphere modelling, in
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particular for the atmosphere of Jupiter [Gladstone et al., 1996, Moses et al., 2000].
The reaction rates were primarily sourced from room temperature measurements
and extrapolated to the much higher temperatures present in hot Jupiter atmo-
spheres. In addition, the model of Liang et al. [2003] did not consider the reverse
(endothermic) reactions that are unimportant at low temperatures but can be for
the higher temperatures in hot Jupiter atmospheres. Line et al. [2010] (32 species,
258 reactions) later provided updates to the same network with the addition of
some high-temperature rate constants and several reverse reactions, though most
of the forward reactions did not include a corresponding reverse reaction. The lack
of reverse reactions means that the model cannot achieve chemical equilibrium ki-
netically, and potentially affecting the chemical timescale. This network considered
chemical species consisting of carbon, oxygen, nitrogen and hydrogen.
Another chemical network [Zahnle et al., 2009, 49 species, 504 reactions] with
its origins in the Solar system, and in particular for the early Earth atmosphere
[Kasting et al., 1989, Kasting, 1990, Zahnle et al., 2006], expanded consideration of
the chemistry to include sulphur species in addition to the carbon, oxygen, nitrogen
and hydrogen chemistry of previous works [Liang et al., 2003, Line et al., 2010].
In addition, all two-body reactions were thermodynamically reversed. Zahnle et al.
[2009] considered the photochemical production of HS and S2 at low pressures.
Moses et al. [2011] also applied a chemical network (90 species, ∼ 800 reac-
tions) with its heritage in Solar system atmosphere modelling [e.g. Gladstone et al.,
1996] but with a large number of updates informed by the combustion-chemistry lit-
erature to improve the models applicability to higher temperatures. In addition, all
reactions in the network were thermodynamically reversed that allowed the model
to achieve chemical equilibrium kinetically.
Each of these chemical networks were constructed from individual reactions
from many different sources. Venot et al. [2012] introduced a chemical network
(105 species, ∼ 1000 reactions) that did not derive from Solar system atmosphere
modelling and instead was sourced from the combustion industry. The network has
been validated against experiment for pressures (0.01 . P . 100 bar), temperatures
(300 . T . 2500 K) and compositions appropriate for application to hot Jupiter
atmospheres. All reactions were thermodynamically reversed, except a small number
of reactions where the measured reverse rate was preferred. A comparison of this
network with that of Moses et al. [2011] revealed overall good agreement for regions
of the atmosphere that remain in chemical equilibrium but significant differences
for the quenched abundances of CH4, HCN and NH3 [Venot et al., 2012]. A more
recent update expanded the number of chemical species and reactions in the network
[Venot et al., 2015, 240 species, ∼ 2000 reactions], in particular adding a significant
number of hydrocarbons with more than two carbon atoms. The work presented in
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Chapter 4 adopts the chemical network of Venot et al. [2012].
Most recently Tsai et al. [2017] compiled a new chemical network (29 species, ∼
300 reactions) from existing data [see references in Tsai et al., 2017, for more details]
with a priority on maintaining a small network in the interest of computational
efficiency. The network considers species containing carbon, oxygen and hydrogen
only and is validated by comparison with the models of Rimmer and Helling [2016]
and Moses et al. [2011], though not against experiments.
Horizontal non-equilibrium chemistry
An inherent limitation of 1D models is the difficulty of representing a system that
is strongly non-uniform horizontally; in this case the assumption that the 1D model
represents some spatial average (e.g. the dayside average) is likely to be poor. Hot
Jupiters are one such example of atmospheres that are strongly asymmetric. The
large horizontal temperature gradients coupled with large horizontal wind velocities
is suggested to lead to strong horizontal disequilibrium chemistry that vertical 1D
models cannot capture.
Attempts have been made, however, to represent this process using a “pseudo-
two dimensional” chemical kinetics model [Agu´ndez et al., 2014a]. Here, a pseudo
second spatial dimension (longitude) was represented by allowing the model param-
eters (e.g. P–T profile, irradiation) to vary periodically with time. In effect, the
model represents a column of atmosphere rotating around the equator of the planet
with a constant solid-body rotation.
Agu´ndez et al. [2014a] found that the mole fractions of certain species were
strongly affected by the “horizontal wind”. In particular, the abundances of CH4,
NH3 and HCN diverge significantly by several orders of magnitude compared with
a more traditional 1D chemical kinetics model that only accounts for vertical trans-
port. This is essentially due to horizontal quenching of the chemistry as the timescale
for the rotation of the column around the equator, representing the horizontal wind,
is faster than the chemical timescale. Due to the large temperature gradient be-
tween the dayside and nightside the chemical timescale can vary significantly with
longitude.
The results of Agu´ndez et al. [2014a] provide a valuable insight into the poten-
tial significance of horizontal non-equilibrium chemistry in hot Jupiter atmospheres,
however it is important to consider the limitations of the model. The representation
of the chemistry remains inherently 1D and horizontal transport is accounted for
as a solid body rotation of the column around the equator: in effect representing a
wind that is uniform in time, pressure and longitude. The model therefore fails to
account for the structure of the equatorial jet where the wind velocity is a function
of pressure, longitude and latitude [Amundsen et al., 2016, Showman et al., 2009].
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The model also does not consider the effect of meridional transport on the chemistry.
Consistency with the thermal structure
A common limitation of the chemical kinetics models discussed so far is a dependence
on an input P–T profile; the kinetics models do not generally calculate the thermal
structure self-consistently. Instead, a P–T profile is usually adopted from other
sources.
The P–T profile is usually prescribed as a model parameter, typically deriving
from other models such as 1D radiative-convective equilibrium models [e.g. Agu´ndez
et al., 2014b, Zahnle and Marley, 2014] or 3D models [e.g. Line et al., 2010, Moses
et al., 2011, Venot et al., 2012]. In each case, the models used to calculate the
P–T profile (whether 1D [e.g. Fortney et al., 2008] or 3D [e.g. Showman et al.,
2009]) assume chemical equilibrium when calculating the thermal profile. If the
same thermal profiles are then used as input for the chemical kinetics models to
calculate the departure from chemical equilibrium, the effect of changing abundances
of absorbing species on the P–T profile should be accounted for. The resolution of
this problem, by coupling the radiative-convective equilibrium and chemical kinetics
calculations in a single model, is the main subject of Chapter 4.
1.3.3 Three-dimensional models
The second class of forward models applied to hot exoplanet atmospheres are the 3D
models [Showman and Guillot, 2002, Dobbs-Dixon and Lin, 2008, Showman et al.,
2009, Menou and Rauscher, 2009, Thrastarson and Cho, 2010, Heng et al., 2011,
Dobbs-Dixon and Agol, 2013, Mayne et al., 2014a, Amundsen et al., 2016]. Most
of these models have heritage in modelling the Earth atmosphere and are termed
General Circulation Models (GCMs); with the exception of Dobbs-Dixon and Lin
[2008] and Dobbs-Dixon and Agol [2013] who use a 3D hydrodynamics code.
These 3D models are applied to solve for the large scale, long term 3D dy-
namical flow of the atmosphere and therefore provide a complimentary capability
compared with the 1D column models. Though these models can represent the 3D
structure of the atmosphere they are significantly more complicated and compu-
tationally expensive than their 1D counterparts and therefore the accurate repre-
sentation of other atmospheric processes, such as radiative transfer and chemistry,
are often sacrificied. For instance, several models [e.g. Showman and Guillot, 2002,
Heng et al., 2011, Mayne et al., 2014a] parameterise the radiative transfer using
a “Newtonian cooling” or “temperature-forced” method, where the P–T profile is
relaxed toward an equilibrium profile on a characteristic timescale.
Many GCMs [Showman and Guillot, 2002, Showman et al., 2009, Menou and
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Rauscher, 2009, Thrastarson and Cho, 2010, Heng et al., 2011] apply a series of
approximations to the equations of motion to simplify the problem, for instance
the assumption of vertical hydrostatic balance and constant gravity which, together
with other approximations, form a set of equations termed the primitive equations;
we will return to describe these in more detail in Chapter 5. On the other hand,
Dobbs-Dixon and Lin [2008] and Dobbs-Dixon and Agol [2013] solve the full Navier-
Stokes equations and Mayne et al. [2014a] and Amundsen et al. [2016] solve the full
Euler equations, respectively, and do not assume the same approximations.
Chemistry in exoplanet GCMs: links to the radiative transfer
Due to the significant computational expense of GCM simulations the treatment of
chemistry within them has so far been limited. An important motivation to include
a treatment of chemistry in a GCM is for the subsequent calculation of the total
gas opacity and then heating rates [e.g. Amundsen et al., 2014, 2016]. Of course,
in cases where the thermal evolution is parameterised using a Newtonian cooling
method the requirement to include chemistry calculations for this purpose becomes
redundant. Therefore, current models that take the Newtonian cooling approach do
not include chemistry calculations at all [Showman and Guillot, 2002, Menou and
Rauscher, 2009, Heng et al., 2011, Mayne et al., 2014a].
On the other hand, models that include a full radiative transfer approach [e.g.
Showman et al., 2009, Amundsen et al., 2016] need to account for the composi-
tion of the gas. A common approximation employed by radiative transfer schemes
in GCMs is the correlated-k approximation [Goody et al., 1989, Lacis and Oinas,
1991, Thomas and Stammes, 1999] whereby the spectrum is divided into a num-
ber of radiative bands and the opacity in each band is described by a number of
k-coefficients [see Amundsen et al., 2017, for more details]. Showman et al. [2009]
(and later works using the same model [e.g. Lewis et al., 2010, Kataria et al., 2014,
2016]) provide the k-coefficients in each band via a look-up table in terms of pressure
and temperature. Assumptions about the composition are made during the calcu-
lation of the k-coefficients and the common approach is to assume local chemical
equilibrium; this is called the pre-mixed k-coefficients method [Goody et al., 1989,
Amundsen et al., 2017]. GCMs that employ the pre-mixed k-coefficients method
do not calculate the chemical abundances within the model, with obvious compu-
tational efficiency benefits. However, the method is inflexible as new pre-mixed
k-coefficient look-up tables must be calculated if the composition changes (e.g. dif-
ferent metallicities). In addition, it has been shown to be less accurate than other
methods [Amundsen et al., 2017].
An alternative approach is to combine the k-coefficients due to individual
gases on-the-fly in the model, using one of several available methods [see Amundsen
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et al., 2017, and references therein]. This approach offers greater flexibility as as-
sumptions about the chemical composition are not as important as in the pre-mixed
k-coefficient method and also has been shown to yield more accurate heating rates
[Amundsen et al., 2017], at the expense of computational efficiency. In this case,
the chemical abundances of each absorbing species must be available in the model
to combine the individual k-coefficients and a chemistry scheme within the GCM is
required.
Amundsen et al. [2016] take this approach by including a very simple chemical
equilibrium scheme in their GCM. An analytical solution to chemical equilibrium
[Burrows and Sharp, 1999] is used to give the abundances of CH4, CO, H2O and NH3
as well as a simple parameterisation for alkali species, based on the chemical trans-
formation curves of the atomic alkali species into the alkali chlorides [Burrows and
Sharp, 1999], to determine the abundances of each species for a given temperature
and pressure. This method is limited in that the analytical solution to chemical
equilibrium adopts assumptions that the elemental abundances are roughly Solar
and is only able to derive the abundances of a small subset of molecules that are
likely to be important in terms of the radiative transfer and chemistry (e.g. CO2,
C2H2, HCN, etc.).
In Chapter 5 and Chapter 6 we describe, test and apply a coupled Gibbs
energy minimisation scheme to the Met Office Unified Model. This new development
expands on the capabilities of Amundsen et al. [2016] by providing a more flexible
chemistry scheme that can be applied to a wide range of elemental abundances and
to calculate the abundances of a large number of chemical species.
Chemistry in exoplanet GCMs: non-equilibrum chemistry
The chemical composition is required by GCMs that employ a full radiative transfer
scheme, whether it is accounted for prior to the GCM simulation in the case of
pre-mixed k-coefficients or through a chemistry scheme coupled to the GCM itself.
However, the interest in the atmospheric chemistry extends beyond an input for the
radiative transfer. One of the long standing problems in the field is quantifying and
understanding the importance of horizontal wind-driven non-equilibrium chemistry.
The large temperature contrast between the dayside and nightside hemispheres
of hot Jupiters leads to predictions of large composition gradients under the assump-
tion of chemical equilibrium [e.g. Kataria et al., 2016]. However, the large zonal wind
velocities are expected to remove this chemical equilibrium through large scale ad-
vection and horizontal mixing if the dynamical/mixing timescale is faster than the
chemical timescale. If the abundances of absorbing species like CH4 and NH3 are
affected this may have consequences on the heating rates and thermal evolution
of the atmosphere. All GCMs applied to exoplanets using a full radiative transfer
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every layer isothermal and equal to TIro. We have verified that
our solutions for the flow geometry, in the layers of interest
here, hold even in the case of an initially strong retrograde wind
(Cooper & Showman 2005). For the initial tracer concentration,
we assume chemical equilibrium of CO at tsim ¼ 0. We discuss
the effects of the initial tracer distribution in x 7.3.
5.1. Temperature and Winds
We focus here on results from the nominal and cold models in
the 10Y1000 mbar range. These are the ‘‘visible layers’’ of EGP
atmospheres; i.e., the layers that directly contribute to the out-
going radiation from the planet to space. The results of our in-
tegrations for the nominal model can be seen in Figure 3. Figure 3
spans about 5 scale heights in pressure, encompassing the region
crucial for observations of close-in EGPs. Despite adjustments to
the cooling scheme (see x 4.4), the temperatures, wind speeds, and
flow geometry of the nominal model are broadly consistent with
simulations published by Cooper & Showman (2005).
Strong temperature contrasts on isobars are evident in the
simulation for all three layers shown. As seen in Figure 3a, the
atmosphere is nearly in radiative equilibrium at low pressures,
where the radiative time constants are less than a day. At higher
pressures (Figs. 3b and 3c), the radiative heating is weaker and
large departures from radiative equilibrium can be seen. A strong
superrotating jet extending from the equator to the midlatitudes
develops in the flow. In the middle panel (Fig. 3b), the hottest
regions of the atmosphere are blown downstream from the
substellar point (k ¼ 0"; ! ¼ 0") by about 45". This layer at
106 mbar is near the planet’s photosphere. Longitudinal tem-
perature contrasts are apparent near 1 bar, (as shown in Fig. 3c),
where the hot region of the atmosphere is shifted downwind
from the substellar point by a full 90".
Many features of the flow in the cold model (not shown) are
quite similar to the nominal model, although the temperatures in
this atmosphere are on corresponding isobars are notably cooler
Fig. 4.—Fraction of carbon as CO in the nominal model, in which we have
coupled the chemical kinetics to the dynamics. The simulation results empha-
size that chemical equilibrium does not hold in this region of the atmosphere.
The simulation predicts a homogeneous distribution of CO, with CO concen-
trations in local cool regions exceeding chemical equilibrium values by many
orders of magnitude.
Fig. 5.—Nominal simulation, with inputs appropriate for HD 209458b.
Shows the fraction of gaseous carbon present as CO in the (incorrect) equilib-
rium picture of carbon chemistry. The other important carbon-bearing species is
CH4. The total carbon budget of the atmosphere is composed of CO and CH4
(Lodders & Fegley 2002). The top and middle panels show large gradients in the
equilibrium concentration of CO, which correspond to steep horizontal tem-
perature gradients (see Fig. 3). At 990 mbar, however, temperatures are every-
where higher than 1200 K. On most of this layer (bottom), CO is therefore
thermodynamically favored over CH4.
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Figure 1.5: A figure showing the percentage of carbon as CO (grayscale) on a
constant pressure surface of 12 mbar, for the initial chemical equilibrium (top) and
after 1000 days (bottom), from Cooper and Showman [2006]. The effect of mixing
and advection has efficiently homogenised the carbon chemistry. Note the varying
scale.
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method currently assume chemical equilibrium.
Cooper and Showman [2006] applied a GCM, using a Newtonian cooling
scheme, to investigate the importance of non-equilibrium chemistry of CO and CH4
for a typical hot Jupiter atmosphere. The advection of CO was included through
the use of a passive tracer; i.e. the tracer is advected with the flow but does not
effect the flow. The interconversion of CO and CH4 was parameterised through an
approach similar to the Newtonian cooling scheme for the temperature where the
CO abundance was relaxed towards a chemical equilibrium profile on a characteris-
tic timescale. In this case, the timescale corresponds to the chemical timescale for
the interconversion of CO and CH4 estimated from kinetics studies [Be´zard et al.,
2002].
Fig. 1.5 shows the fraction of carbon as CO assuming chemical equilibrium and
after 1000 days integration in the model accounting for the advection of CO as a free
tracer. In the initial chemical equilibrium CO dominates the carbon species on the
hot dayside where it is thermodynamically favoured but has a much lower abundance
on the cooler nightside where CH4 is favoured. However, due to the very slow
timescale for the conversion of CO and CH4, the advection of CO from the dayside
homogenises the chemistry horizontally leading to much larger CO abundances on
the nightside.
This work [Cooper and Showman, 2006] provides an important insight into
the balance between the chemical and dynamical timescales in the atmospheres of
hot Jupiters and shows that the effect of horizontal non-equilibrium chemistry is
likely to be important for species like CH4 and CO. However, the model has several
limitations, primarily:
• the adoption of a Newtonian cooling scheme means that the effect of departures
of the chemistry from chemical equilibrium do not feedback into the thermal
evolution of the atmosphere
• the conversion of CH4 and CO is represented as a simple equilibrium relaxation
parameterisation (i.e. not a true chemical kinetics calculation) that may not
accurately represent the true chemical system.
• the disequilibrium chemistry of additional species may also be important, such
as H2O, NH3, etc.
In Chapter 5 we describe the coupling of a full chemical kinetics scheme to
the Met Office Unified Model that will enable the consistent treatment of advection,
chemical evolution and feedback onto the thermal structure in a 3D model, along
with the results of early tests.
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1.4 Chapter overview
The main goals of this work are to improve the accuracy and flexibility of the
treatment of chemistry in both a 1D and 3D atmosphere model. This includes
making the treatment of chemistry and radiative transfer more consistent in an
existing 1D model as well as coupling new chemistry schemes to a 3D model to
expand the current capabilities and increase the flexibility. These developments
are important as, particularly in 3D models, much of the focus to date has been
on the treatment of dynamics and radiative transfer, at the expense of chemistry.
However, the chemical composition is likely to have an important influence on the
overall observable properties of the atmosphere.
In Chapter 2 we introduce some of the fundamental concepts of atmospheric
chemistry such as definitions of important quantities and the theory of chemical
kinetics. In Chapter 3 we describe and test the implementation of two chemistry
schemes in the 1D atmosphere model ATMO: a Gibbs energy minimisation scheme
that yields the chemical equilibrium abundance and a chemical kinetics scheme that
allows for non-equilibrium processes. In Chapter 4 we present and analyse results
of a 1D self-consistent non-equilibrium chemistry model applied to two typical hot
Jupiters. In Chapter 5 we introduce the Met Office Unified Model and describe the
coupling of the ATMO chemistry schemes. We then perform a series of tests to
validate the implementation of these schemes. This includes a series of idealised ex-
periments of a fully-coupled chemical kinetics model that accounts for advection and
chemical evolution. Finally in Chapter 6 we investigate the effect of the metallicity
on the dynamical and thermal structure of the atmosphere of GJ 1214b using the
UM with the coupled Gibbs energy minimisation scheme. In Chapter 7 we present
final conclusions and future prospects of this work.
1.5 Statement of contribution to other works
The majority of the results presented in Chapter 4 were published in Drummond
et al. [2016]. Results were obtained and then analysed by myself, with contributions
from Pascal Tremblin, Isabelle Baraffe, David S Amundsen, Nathan Mayne, Olivia
Venot and Jayesh Goyal, and I wrote the paper.
I was also involved in papers led by Pascal Tremblin [Tremblin et al., 2015,
2016]. I contributed to the development of the chemical kinetics scheme, and in
particular the vertical mixing scheme in ATMO. I was involved in discussion of the
results. The results of these works are not presented in this thesis.
I contributed to the mainly observational work of Evans et al. [2016] by cal-
culating 1D ATMO models of WASP-121b that aided with interpretation of the
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observational data. These results are not discussed in this thesis.
I am a co-author on the paper Boutle et al. [2017], where I calculated the
emission/reflection spectra and phase curves, and contributed to the interpretation
of those spectra and phase curves. These results are not discussed in this thesis.
I am also co-author on the paper Amundsen et al. [2016] where I was involved in
discussion of the results. These results are not discussed in detail but the method
of calculating the chemical abundances in the model is reviewed in Chapter 5.
Chapter 2
Chemistry of Planetary
Atmospheres
In this chapter we introduce some fundamental concepts related to modelling at-
mospheric chemistry. We begin by defining the various quantities that are used
to describe the abundance of chemical species in an atmosphere (Section 2.1). We
then summarise how the elemental composition of an atmosphere is described with
relation to gas giant planets (Section 2.2). Next, we introduce the idea of chemical
reactions and the state of chemical equilibrium (Section 2.3) before finally describ-
ing the theory of chemical kinetics including some physical processes involved in
non-equilibrium chemistry (Section 2.4).
2.1 Quantifying the chemical abundance
The abundance of a chemical species in the atmosphere can be expressed via several
different quantities. We define these quantities in this section.
2.1.1 Mole fractions
The mole faction (or molar fraction) is defined as the fractional amount of a sub-
stance contributing to the total amount of the mixture [Schwarz and Warneck, 1995].
It can therefore be equivalently expressed as the ratio of several different quanti-
ties: the number of moles, the partial pressure and the number density. The name
mole fraction therefore is misleading, as it does not strictly refer to the ratio of the
number of moles. The mole fraction of a species j can be expressed as
fj =
Nj
N
=
Pj
P
=
nj
n
, (2.1)
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whereNj andN are the number of moles of species j and of the mixture, respectively,
Pj and P are the partial pressure of species j and the total pressure, respectively,
and nj and n are the number density of species j and the total number density,
respectively.
2.1.2 Mass fractions
The mass fraction, wj, is related to the mole fraction via
wj =
mj
µ
fj, (2.2)
where mj is the molar mass of the species j, and µ is the mean molar mass of the
background gas; e.g. for the Earth atmosphere µ = µair ∼ 28.97 g mol−1 and for a
hydrogen-dominated atmosphere µ ∼ 2.33 g mol−1.
2.1.3 Mixing ratios
The mixing ratio of a species is defined as the ratio of the amount of substance to
the remaining amount of substance. For example, the mole mixing ratio, qj, is given
by
qj =
Nj
N −Nj . (2.3)
Of course, in cases where the species j is a trace species (Nj << N) then the
mole mixing ratio is effectively equivalent to the mole fraction.
2.1.4 Concentrations
The concentration of an atmospheric constituent is defined by the amount of sub-
stance per unit volume; for example, the mass concentration (in kg m−3), the number
concentration (or number density, as above, in m−3) and the volume concentration
(unitless). In most cases, the mole fraction, mass fraction or mixing ratio is preferred
to the concentration, as the concentration depends on the local thermodynamical
conditions [Schwarz and Warneck, 1995] while the former quantities do not.
2.2 Composition: abundance of the elements
At the most fundamental level, the composition of an atmosphere is determined by
the availability of chemical elements in the system; for example, the availability of
carbon determines the overall abundance of carbon-bearing species. As a secondary
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effect, the thermodynamical conditions then determine how those elements are dis-
tributed amongst all of the possible chemical species: i.e. atoms, molecules and
ions.
For instance, methane (CH4) and carbon monoxide (CO) are usually the
most abundant carbon-species in a hydrogen-dominated atmosphere and the local
temperature and pressure determine the equilibrium ratio of their mole fractions,
fCH4/fCO. Generally, CH4 is favoured for low temperatures (T . 1000 K) and the
ratio fCH4/fCO is large while CO is favoured for high temperatures (T & 1000 K)
and the ratio fCH4/fCO is small.
We will return to discuss the reason behind the dependence of this ratio on
temperature in Section 2.3. In this section we focus on the elemental composition
of the system.
2.2.1 The Solar composition
In the field of hot Jupiter atmosphere modelling it is common to assume a Solar
composition of the elements [e.g. Moses et al., 2011, Venot et al., 2012, Agu´ndez
et al., 2014a]. This assumes that these planetary systems formed in similar ways
and from similar material to the Solar system.
The photospheric composition of the Sun is taken to be representative of the
composition of material from which the Solar system formed, and abundances of
the elements in the Solar photosphere can be inferred through the comparison of
observations with theoretical models [e.g. Asplund et al., 2009].
The elemental abundances Ai are often quoted in values normalised to 10
12
atoms of hydrogen [Asplund et al., 2009, Caffau et al., 2011, Lodders et al., 2009].
The normalised values are related to the number ratio between element i and hy-
drogen via
Natomsi
NatomsH
=
Natomsi
1012
= 10(Ai−12), (2.4)
where Natomsi is the number of atoms of element i and N
atoms
H is the number of atoms
of hydrogen. By definition then, in this form, the solar abundance of hydrogen is
AH = 12.
Alternatively, the abundance can be expressed as the number fraction, Bi,
the ratio of the number of atoms of element i to the total number of atoms in the
mixture
Bi =
Natomsi∑
Natomsi
=
10(Ai−12)∑
10(Ai−12)
. (2.5)
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2.2.2 Metallicity
The metallicity of an astrophysical object is a measure of the total amount of ele-
ments that are heavier than helium. The metallicity Z is defined as the sum of the
mass fractions of all elements heavier than helium
Z =
∑
i>He
Mi
M
, (2.6)
where Mi is the total mass of the element i and M is the total mass of the system.
Alternatively, the metallicity is commonly expressed as a ratio of the number
of atoms of a particular metal to the number of atoms of hydrogen [e.g. Wheeler
et al., 1989]
[X] = log(X)− log(X)Sun
where X represents the number ratio between two species; typically, in the stellar
community, this is taken as the ratio of the number of iron atoms to the number of
hydrogen atoms X = NatomsFe /N
atoms
H . Here, we will take the ratio of the sum of all
metal elements, NatomsM , to the number of atoms of hydrogen X = N
atoms
M /N
atoms
H ,
writing the metallicity factor [M/H] as
[M/H] = log
(
NatomsM
NatomsH
)
− log
(
NatomsM
NatomsH
)Sun
[M/H] = log
(
NatomsM /N
atoms
H
Natoms,SunM /N
atoms,Sun
H
)
.
Finally, we can rearrange the above equation to express the number of atoms
of metals relative to the number of atoms of hydrogen as
NatomsM
NatomsH
=
(
NatomsM
NatomsH
)Sun
10[M/H]. (2.7)
From this we can see that an atmosphere with a metallicity factor [M/H] = 1.0 will
have an order of magnitude higher metal content than a solar atmosphere, whilst a
factor [M/H] = 2.0 will have two orders of magnitude higher metal content, and so
on. A solar metallicity composition is described by [M/H] = 0.
2.2.3 The carbon to oxygen ratio
Another common parameter used to define the elemental abundances is the carbon
to oxygen ratio XC/O that defines the ratio of the number of carbon atoms to the
number of oxygen atoms XC/O = NatomsC /N
atoms
O . This has been a quantity of interest
in the exoplanet community for some time, and was held as a potential explanation
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for an apparent lower than solar abundance of water inferred from observations [e.g.
Madhusudhan et al., 2011b, Madhusudhan, 2012, Moses et al., 2013b]. The solar
value is XC/O ∼ 0.55 [Asplund et al., 2009].
For a given number of oxygen atoms, the number of carbon atoms for a given
C/O ratio is written as
NatomsC = X
C/O NatomsO , (2.8)
or alternatively we can find the number of oxygen atoms given the number of carbon
atoms
NatomsO =
NatomsC
XC/O
. (2.9)
2.3 Chemical reactions and the equilibrium com-
position
The abundance of the elements has a strong influence on the overall chemical com-
position of an atmosphere. However, for a given elemental composition, the equi-
librium distribution of these elements amongst all of the possible atomic, molecular
and ionic species is determined by thermodynamic conditions. In addition, physical
processes such as mixing, transport and photodissociation can play a role, we will
return to these processes in Section 2.4. In this section we introduce the idea of
chemical reactions and the equilibrium composition.
2.3.1 The balance of CH4 and CO
For hydrogen-dominated atmospheres it is found that at low temperatures (and
high pressures) CH4 is the favoured carbon-bearing species whilst at high temper-
atures (and low pressures) CO is the most stable carbon-species. To understand
why, we must consider the processes that lead to the interconversion of these two
species and how the net direction and magnitude of this conversion depends on the
thermodynamic conditions.
The net chemical reaction for the conversion of CH4 and CO is given by
CH4 + H2O↔ CO + 3H2.
This simple net reaction hides the complexity of the actual process. In reality
this conversion proceeds via a series of individual elementary reactions. For low
pressures, these elementary reactions were determined by Moses et al. [2011] to be
H + CH4 ↔ CH3 + H2
H + H2O↔ OH + H2
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OH + CH3 ↔ CH2OH + H
CH2OH + M↔ H + H2CO + M
H2CO + H↔ HCO + H2
HCO + M↔ CO + H + M
and for higher pressures we have
H + CH4 ↔ CH3 + H2
H + H2O↔ OH + H2
OH + CH3 + M↔ CH3OH + M
CH3OH + H↔ CH2OH + H2
CH2OH + M↔ H + H2CO + M
H2CO + H↔ HCO + H2
HCO + M↔ H + CO + M
H2 + M↔ 2H + M.
Therefore, in order to accurately determine the conversion between these two
carbon molecules, not only must the complicated reaction pathway be understood
but the rates of these elementary reactions must also be accurately determined.
However, for the current discussion we can limit our argument to the more simple
net reaction.
Enthalpy of reaction
The net reaction that converts CH4 and CO is a reversible reaction: it can proceed
in both directions. To determine which direction proceeds the fastest, and hence to
determine which carbon-species is favoured, we can consider the energy exchange
during the reaction.
During a chemical reaction chemical bonds are both broken and formed re-
sulting in an exchange of energy. This energy change is quantified in the enthalpy
of reaction ∆rH
0 (see Appendix C). Table 2.1 shows the enthalpies of formation for
the four chemical species involved in the net reaction at two temperatures: a “low”
temperature value of 500 K and a “high” temperature value of 2000 K. From these
enthalpies of formation we can compute ∆rH
0 for these two temperature regimes,
and for each direction of the reaction, and these are shown in Table 2.3.
For both temperatures, the forward reaction (converting CH4 to CO) yields
a positive ∆rH
0, whilst the reverse process (converting CO to CH4) is negative.
A negative ∆rH
0 indicates an exothermic reaction in which energy is lost to the
environment, reducing the energy of the system. Following the tendancy of a physical
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Table 2.1: The enthalpies of formation of CH4, H2O, CO and H2 at 500 and 2000
K; units are kJ mol−1.
T = 500 K T = 2000 K
CH4 -80.8 -93.0
H2O -243.8 -251.7
CO -110.0 -118.8
H2 0. 0.
Table 2.2: The entropies of CH4, H2O, CO and H2 at 500 and 2000 K; units are
kJ mol−1 K−1.
T = 500 K T = 2000 K
CH4 0.207 0.306
H2O 0.206 0.265
CO 0.212 0.259
H2 0.145 0.187
system to spontaneously move towards a state of lower energy we can conclude that,
in terms of the energy of the system, the reverse reaction is most favourable and
that CH4 will be the more abundant carbon-species at both temperatures.
This conclusion is not correct, as we have already stated that whilst CH4 is
favoured for low temperatures it is actually CO that is favoured for high tempera-
tures. To resolve this we must extend our approach to include the entropy change
of the reaction.
Entropy of reaction
As well as changes of energy, a chemical reaction also results in changes in entropy.
Thermodynamical systems have a tendency to spontaneously move toward a state
of higher entropy. Table 2.2 shows the entropies of the same four molecules at 500 K
and 2000 K. Similarly to before, we can calculate the entropy of the reaction ∆rS
0
and this is shown in Table 2.3 for both reaction directions and at both temperatures.
From this we can readily see that at both low and high temperature the
forward reaction leads to a positive ∆rS
0, whilst the reverse reaction leads to a
negative ∆rS
0. Due to the tendancy of a physical system to spontaneously increase
its entropy we can conclude that, in terms of the entropy change only, it is the
forward reaction that is favoured for both temperatures and therefore CO should be
the more abundant carbon-species.
Gibbs energy of reaction
We now have two competing tendancies for this system, driving the reaction in
opposite directions. In terms of minimising energy, the reverse reaction is favoured
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and therefore CH4 should be the more abundant carbon-species for both low and high
temperature scenarios. In terms of maximising entropy, it is the forward reaction
that is favoured and CO should be the more abundant carbon-species.
The balance of these two competing processes, minimsation of energy and
maximisation of entropy, are combined in the thermodynamic quantity termed the
Gibbs energy
G = H − TS. (2.10)
As the temperature increases, the scaling of the second term on the right-
hand side with T increases the importance of the entropy term. Therefore, from
this equation we can predict that at low temperatures it is the enthalpy term that
dominates the Gibbs energy and the net direction of reaction will be the direction
that reduces the energy of the system. However, at high temperatures it is the
entropy term that is more important and the net direction of reaction will be the
direction that increases the entropy.
The Gibbs energy is analogous to the mechanical potential and a thermody-
namic system will spontaneously minimise this thermodynamical potential to reach
an equilibrium state. We can now consider the Gibbs energy of reaction ∆rG
0, com-
bining both the energy and entropy effects, to determine which direction of reaction
is favoured due to the tendancy of the system to minimise the Gibbs energy.
Table 2.3 shows ∆rG
0 for both directions of the net reaction and for both
temperature cases. Now considering the tendency for a thermodynamic system to
reduce the Gibbs energy we can see that at low temperatures the reverse of the
reaction, forming CH4, results in a negative ∆rG
0 and is therefore the favourable
direction and we would expect CH4 to be the most stable carbon molecule. On the
other hand, at the higher temperature of 2000 K, the forward reaction forming CO
results in a negative ∆rG
0 and we would instead expect CO to be the most stable
carbon molecule.
By considering the Gibbs energy of reaction and understanding that a ther-
modynamical system moves towards a state of lower G we can predict the preferred
direction of a chemical reaction and ultimately the equilibrium composition.
2.3.2 Solving for chemical equilibrium by minimising the
Gibbs energy
The concept of the Gibbs energy provides a very powerful technique in the field
of atmospheric chemistry. In a thermodynamical system any process that results
in a reduction of the Gibbs energy of the system will occur spontaneously; just
as a free moving object (mass) will spontaneously reduce its potential energy in a
gravitational field. Given enough time, the Gibbs energy of the system will minimise
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Table 2.3: The enthalpy, entropy and Gibbs energy of reaction at 500 and 2000 K.
T = 500 K T = 2000 K
Forward (CH4 → CO)
∆rH
0 [kJ mol−1] 214.6 225.9
∆rS
0 [kJ mol−1 K−1] 0.234 0.249
∆rG
0 [kJ mol−1] 97.6 -272.1
Reverse (CH4 ← CO)
∆rH
0 [kJ mol−1] -214.6 -225.9
∆rS
0 [kJ mol−1 K−1] -0.234 -0.249
∆rG
0 [kJ mol−1] -97.6 272.1
and the system will reach a state of equilibrium. Appendix C.4 explains in more
detail why the minimum of the Gibbs energy relates to an equilibrium state.
By solving for the set of chemical abundances that minimise the Gibbs energy
of the system we can find the chemical equilibrium abundances for a given set of
thermodynamic conditions. Whilst chemical equilibrium is generally not a good de-
scription for the chemical composition of an atmosphere, it can be a useful starting
point, and indeed many atmosphere models include schemes that solve for the chem-
ical equilibrium abundances through minimisation of the Gibbs energy [e.g. Burrows
and Sharp, 1999, Fortney et al., 2005, Venot et al., 2012, Blecic et al., 2015].
This method is particularly powerful as the complicated reaction pathways
(for instance, the many elementary reactions involved in the conversion of CH4 and
CO) that are important in the interconversion of the chemical species in the system
do not need to be known. Instead, only the enthalpies and entropies of each chemical
species as a function of temperature, from which we can calculate the Gibbs energy
of the system, are required. The method is therefore much simpler to implement,
as well as more flexible in terms of adding and removing chemical species from the
mixture, than the alternative method of chemical kinetics (the topic of the next
section) that deals with the individual chemical reactions.
However, implicit in the method is the assumption of local chemical equilib-
rium which generally is not an accurate description of planetary atmospheres. To
include non-equilibrium effects, such as mixing, transport and photochemical disso-
ciation, we must instead consider the method of chemical kinetics, the focus of the
next section.
2.4 Chemical kinetics
In this chapter we have so far introduced the idea of the interconversion of one
chemical species into another and how we can determine the equilibrium composition
using the Gibbs energy of the system. In this section we introduce an alternative
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method of solving for the chemical composition, one that deals with the individual
chemical reactions involved in the conversion of each species in the system: chemical
kinetics.
2.4.1 The continuity equation
The fundamental equation behind the method of chemical kinetics is the “continuity
equation”
∂nj
∂t
= Pj − Lj −∇Φj, (2.11)
where j = 1, . . . , J and J is the number of chemical species in the system; nj
is the number density of species j; Pj and Lj are the production and loss terms,
respectively; ∇Φj is a term that describes the net transport of the species j.
This continuity equation describes the net rate of change of each species j due
to the production and loss of the species due to the various chemical reactions and
the net transport of species j into the system. Each chemical species in the system
is described by a continuity equation and the total system is therefore described by
J coupled continuity equations.
2.4.2 Thermochemical reactions: the production and loss
terms
In the absence of non-equilibrium processes (e.g. transport, photochemistry) the
production and loss terms Pj and Lj are determined by the sum of all of the ther-
mochemical reactions in which j appears as either a product or reactant, respectively.
For a general chemical reaction aA + bB → cC + dD, where X represents
a chemical species with a stoichiometric value x, the rate of reaction R∗ can be
described by the following rate law
R∗ = −1
a
∂nA
∂t
= −1
b
∂nB
∂t
=
1
c
∂nC
∂t
=
1
d
∂nD
∂t
= knaAn
b
B, (2.12)
where k is the bimolecular rate constant [cm3 s−1] and nA and nB are the number
densities [cm−3] of the reactants A and B, respectively.
For the general reversible reaction aA + bB ↔ cC + dD, where the reaction
can proceed in both directions, we have both the forward rate R∗f and the reverse
rate R∗r
R∗f = kfn
a
An
b
B
R∗r = krn
c
Cn
d
D, (2.13)
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where kf and kr are the forward and reverse rate constants.
Overall, for this simple system with four species and one reversible reaction,
we can write the continuity equation for each species
1
a
∂nA
∂t
= krn
c
Cn
d
D − kfnaAnbB =
1
a
(PA − LA)
1
b
∂nB
∂t
= krn
c
Cn
d
D − kfnaAnbB =
1
b
(PB − LB)
1
c
∂nC
∂t
= −krncCndD + kfnaAnbB =
1
c
(PC − LC)
1
d
∂nD
∂t
= −krncCndD + kfnaAnbB =
1
d
(PD − LD) . (2.14)
For some initial values of nA, nB, nC and nD we can solve this system of coupled
ordinary differential equations to find the steady-state solution. In the absence
of any non-equilibrium processes, this will correspond to the chemical equilibrium
composition.
In a more complicated system with multiple reversible reactions and more
species, the production and loss of each species due to each reaction are simply
summed together.
2.4.3 The equilibrium constant
In the specific case of chemical equilibrium, the forward and reverse reactions must
be balanced; i.e. R∗f − R∗r = 0. For the example chemical reaction (Section 2.4.2),
from Eq. (2.13) we can see that this means
kf
kr
=
ncCn
d
D
naAn
b
B
= Keq, (2.15)
where we have introduced the equilibrium constant Keq as the ratio of the forward
and reverse rate constants. The equilibrium constant is related to the Gibbs energy
of reaction (see Appendix C.5) as
Keq = exp
(
−∆rG
RT
)
, (2.16)
where R is the molar gas constant.
The independent determination of Keq from the Gibbs energy is very impor-
tant as it allows for kr to be determined with knowledge of kf , using Eq. (2.15), and
vice versa. Indeed, often it is only possible to accurately measure the rate of the
exothermic (forward) reaction and the rate of the endothermic (reverse) reaction is
usually determined from kf and Keq; a process termed “thermochemically revers-
ing” the reaction. For example, the chemical network of Venot et al. [2012] includes
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only the forward reaction rates kf for the majority of the reactions and the reverse
reaction rate kr must be computed from Keq and kf .
The above formalism for Keq is only valid when the number of reactants Nr
equals the number of products Np. For cases where Nr 6= Np a pressure correc-
tion term must be applied [Visscher and Moses, 2011]. Redefining the equilibrium
constant in terms of partial pressure, rather than number density,
KP =
P cCP
d
D
P aAP
b
B
= exp
(
−∆rG
RT
)
, (2.17)
where P xj is the partial pressure of species j with stoichiometric coefficient x. Now
replacing the partial pressure with number density (Eq. (2.1)) we find
KP =
ncCn
d
D
naAn
b
B
(
P
n
)(c+d−a−b)
= Keq
(
P
n
)(c+d−a−b)
(2.18)
Note that when Nr = Np this formalism reverts to KP = Keq.
Using the definition of Keq (Eq. (2.16)) and rearranging for kr, we can finally
express kr in terms of kf and ∆rG
kr =
kf
KP
(
P
n
)Np−Nr
=
kf
exp
(−∆rG
RT
) (kBT )Np−Nr . (2.19)
2.4.4 The rate constant: bimolecular reactions
The rate constant k referred to in previous sections quantifies the rate at which
a reaction proceeds. In this section we introduce two theories that explain the
physical meaning of the rate constant and detail the calculation of k for bimolecular
reactions. Later sections describe the method for unimolecular, three-body and
photodissociation reactions.
A bimolecular reactions consists of two reactants forming two products: A +
B → C + D. Experimentally, such bimolecular reactions are observed to follow the
Arrhenius equation
k = A exp
(
− Ea
RT
)
, (2.20)
where Ea is the activation energy, or the energy required for the reaction to proceed,
and A is a pre-exponential factor. Here we will introduce two theories behind this
empirical relation: the collision theory and the transition state theory.
Collision theory
In the collision theory it is proposed that for a reaction to occur the reactants must
collide with each other and the energy of that collision must be at least as large as
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the activation energy Ea.
Assuming two spherical reactants, with radii rA and rB, the cross section of
collision σcol is given by
σcol = pi (rA + rB)
2 . (2.21)
The rate of collisions kcol between the reactants A and B is then given by [Yung and
DeMore, 1999]
kcol =
∫ ∫
σcol(w)f(vA)f(vB)wd
3aAd
3vB,
where f are the normalised molecular velocity distributions and w = | ~vA − ~vB|. As-
suming the Maxwell-Boltzmann distribution, at a temperature T the double integral
can be evaluated as
kcol = σcolv = σcol
√
8kBT (m¯A + m¯B)
pim¯Am¯B
, (2.22)
where v is the mean speed of the particles and m¯A and m¯B are the masses of A and
B in kg, respectively. Assuming a Boltzmann distribution of energies, the fraction
of molecules with the required energy Ea is proportional to exp
(− Ea
RT
)
. Therefore,
the bimolecular rate coefficient k as described by collision theory is
k = σcolv exp
(
− Ea
RT
)
. (2.23)
Comparing the collision theory rate constant with the empirical Arrhenius
equation (Eq. (2.20)), we see that the empirical pre-exponential factor A corre-
sponds with the rate of collisions σcolv. This theory successfully explains several
key observations. Increasing the concentration of reactants will directly increase
the rate of reaction. In addition, increasing the temperature will also increase the
rate of reaction by (1) increasing the rate of collisions and (2) increasing the mean
energy per molecule leading to a higher fraction of collisions that match or exceed
the activation energy.
However, the collision theory fails in predicting accurate rate coefficients. It is
found that the experimentally measured A is typically much less than σcolv [Wayne,
1991]; collision theory overpredicts the rate constant. In addition, the collision rate
term shows dependence on the temperature T , σcolv ∝ T 12 , however, the temperature
dependence of A is unobtainable from experiment due to the dominating exponential
term. Therefore, it may not be accurate to extrapolate A over large temperature
ranges.
The neglect of internal motions of the molecules (translations, vibrations and
rotations) is ultimately responsible for the failure of collision theory in predicting
accurate rate coefficients [Wayne, 1991].
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Figure 2.1: The potential energy as a function of the reaction coordinate. Adapted
from Wayne [1991], Yung and DeMore [1999]
Transition state theory
A more detailed theory has the potential to provide far more accurate numerical
predictions of rate coefficients, as well as an alternative idea about the physical
process occuring during a reaction; the transition state theory (TST).
TST states that when two reactants collide with sufficient energy (Ea) they
do not immediately form the products but instead form an intermediate activated
complex ABC†. The activated complex can then either fall apart and revert back
to the initial reactants, or proceed to a successful reaction. For the reactants A and
BC this can be written
A + BC −⇀↽ ABC† → AB + C. (2.24)
Fig. 2.1 illustrates the formation of the activated complex. Initially the reac-
tants A and BC are separate and they require an input of energy to overcome the
potential energy barrier Ea to form the activated complex ABC
†. It is now ener-
getically favourable for the activated complex to form the lower energy products,
releasing an amount of energy Ea + ∆H, where ∆H is the enthalpy of reaction.
Therefore, though overall the reaction is exothermic, releasing energy, an initial in-
put of energy is required to form the activated complex. In addition, this explains
why the reverse of the reaction is far less successful, since it requires a much greater
input of energy, Ea + ∆H, to form the activated complex.
TST can also provide numerical predictions of the rate coefficients, yet the
theory is not yet developed such that this can be put into practice in most cases
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[Yung and DeMore, 1999]. The rate coefficient as calculated from TST is given by
[Wayne, 1991]
kTST =
kBT
h
Q(ABC†)
Q(A)Q(BC)
exp
(
− E
RT
)
, (2.25)
where h is Planck’s constant, E is the enthalpy of the reaction and Q are the par-
tition functions. These partition functions account for the translation, vibration
and rotation effects neglected in the collision theory. However, these partition func-
tions cause difficulty in this approach, as they are often unknown [Wayne, 1991],
particularly for the activated complex.
However, TST does motivate an important adaptation to the Arrhenius equa-
tion. Eq. (2.25) can be rewritten as the modified Arrhenius equation [Wayne, 1991]
k = A′T n exp
(
− E
RT
)
(2.26)
where A′ is now the temperature-independant pre-exponential factor and n is an
exponent that can be estimated from TST. For reactions involving only monatomic
species n = 1/2, as predicted by collision theory assuming reactants as hard spheres
[Wayne, 1991].
Rate coefficients for bimolecular reactions
In summary, the rate coefficients for bimolecular reactions can be expressed using the
modified Arrhenius equation (2.26) which has roots in empirically observed trends
but informed by TST. TST states that an intermediate complex is formed from two
reactants that can proceed to form the products or decay back into the reactants.
2.4.5 Three-body reactions
When two reactants collide with adequate energy an intermediate complex is formed,
as stated by TST. The intermediate complex often possesses a relatively large
amount of energy. One method of releasing this energy is to dissociate to form two
products, as in the case of a bimolecular reaction (Section 2.4.4). Another method
of releasing this energy is to interact with a third-body that will remove this excess
energy as translational energy, stabilising the intermediate complex. These reac-
tion types are termed three-body reactions and the net three-body reaction can be
written generally as
A + B + M↔ AB + M, (2.27)
where M is some third body. The net rate law for this reaction can be written
∂nAB
∂t
= knAnBnM, (2.28)
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where k is the three-body rate constant [cm6 s−1].
This net reaction actually contains three elementary steps
A + B→ AB†
AB† → A + B
AB† + M→ AB + M,
which are association, decay and stabilisation, with rate constants ka, kb and kc, re-
spectively. Following TST, the intermediate complex AB† is in a state of equilibrium
(steady-state), leading to the balanced rate law for AB†
kanAnB = kbnAB† + kcnAB†nM. (2.29)
We can also write the rate law for AB as
∂nAB
∂t
= kcnAB†nM. (2.30)
Solving equation (2.29) for nAB† and substituting into equation (2.30) yields
the rate law for AB derived from the three elementary reactions
∂nAB
∂t
=
kakcnAnBnM
kb + kcnM
. (2.31)
Comparing the rate law derived from the elementary reactions (Eq. (2.31))
with the rate law determined from the net reaction (Eq. (2.28)) we see that the
three-body rate constant k can be written
k =
kakc
kb + kcnM
. (2.32)
This formulation is known as the Lindemann rate constant.
Equation (2.32) is often considered in two extreme scenarios. Firstly at low
pressures, where nM is small, equation (2.32) reduces to
lim
nM→0
k = k0 =
kakc
kb
. (2.33)
In this limit the rate coefficient k0 depends on the lifetime of the intermediate
complex. On the other hand, at high pressures where nM is large, equation (2.32)
reduces to
lim
nM→∞
k = k∞ =
ka
nM
. (2.34)
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and the three-body rate becomes effectively a bimolecular rate law
lim
nM→∞
∂nAB
∂t
= k∞nAnBnM = kanAnB
Physically, this means that in high pressure regions, where there is a plentiful
supply of particles to act as M, the intermediate complex will be very quickly sta-
bilised once formed. On the other hand, at low pressures there are fewer particles
to act as third bodies and the lifetime of the intermediate complex becomes more
important, as the chance of a rapid stabilisation event by a third body is lower.
Troe formalism
The Troe formalism is used to express the three-body rate constant at any pressure.
The Troe rate constant kTroe is given by
kTroe = k∞
(
Pr
1 + Pr
)
F, (2.35)
where F is the Troe parameter and Pr is the ‘reduced pressure’,
Pr =
nMk0
k∞
.
The Troe parameter F can be calculated using
log10 F =
log10 Fcent
1 +
[
log10(Pr)+c
N−d(log10(Pr)+c)
]2 ,
where
c = −0.4− 0.67 log10 (Fcent)
N = 0.75− 1.27 log10 (Fcent)
d = 0.14
and
Fcent = (1− a) exp
(
− T
T ∗∗∗
)
+ a exp
(
− T
T ∗
)
+ exp
(
−T
∗∗
T
)
,
where a, T ∗∗∗, T ∗ and T ∗∗ are species dependent parameters.
2.4.6 Unimolecular reactions
The unimolecular dissociation of a chemical species can be written generally as
AB→ A + B. (2.36)
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However, once again this simple net reaction hides some of the complexity.
In order for the molecule AB to dissociate it must first gain energy. In a
unimolecular reaction this will be through collision with other AB molecules and we
write the three elementary steps as
AB + AB→ AB† + AB
AB† + AB→ AB + AB
AB† → A + B,
which are activation, deactivation and decay with rate constants ka, kb and kc,
respectively.
Performing a similar analysis as for the three-body reactions, we assume that
the intermediate complex is in a state of equilibrium and we write the net rate law
for AB†
kanABnAB = kbnAB†nAB + kcnAB† , (2.37)
and the rate law for A (or, equivalently, B) from the elementary reactions is
∂nA
∂t
= kcnAB† . (2.38)
Now, rearranging Eq. (2.37) for nAB† and substituting into Eq. (2.38) we find
∂nA
∂t
=
kckanABnAB
kbnAB + kc
. (2.39)
In the limit of low pressure this equation reduces to
lim
nAB→0
∂nA
∂t
= kanABnAB, (2.40)
and the reaction is second-order in nature (scales as n2AB). In the limit of high
pressure we have
lim
nAB→∞
∂nA
∂t
=
kcka
kb
nAB = knAB, (2.41)
and the reaction is first-order in nature (scales as nAB), resembling the simple net
reaction.
2.4.7 Photochemical Reactions
The chemical reactions discussed so far result from the energy gained by molecules
due to thermal collisions with other molecules. However, energy can also be acquired
through absorption of radiative energy from a photon. Following an absorption
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event, a molecule is excited to a higher energy state
AB + hν → AB†. (2.42)
Now in this higher energy state, the excited molecule can undergo one of several
processes to release the energy and stabilise. These include re-emission of the energy
as a photon or interacting with a third-body to remove the energy and stabilise. The
process that results in chemical change is dissociation. In this case, the energy is
used by the molecule to break the bonds and form two or more daughter products,
i.e.
AB† → A + B. (2.43)
The photon absorption rate [s−1] is given by
J∗ =
∫
σ(λ)F (λ)dλ, (2.44)
where σ(λ) is the absorption cross section [cm2] and F (λ) is the photon flux [photons cm−2 s−1].
To convert Eq. (2.44) into a photodissociation rate we must include an addi-
tional term: the quantum yield q(λ). The quantum yield quantifies the number of
dissociation events per photon absorption and can be thought of as the probability
for a molecule to dissociate, along a particular reaction pathway, following a pho-
ton absorption. The probability of a molecule to dissociate, and the products that
result from that dissociation, can vary depending on the wavelength (or energy) of
the absorbed photon.
The photodissociation rate is finally given by
J =
∫
σ(λ)q(λ)F (λ)dλ. (2.45)
The values of σ(λ) and q(λ) can be determined through experiment, allowing
for J to be calculated in atmosphere models due to a radiative flux F (λ). However,
often σ(λ) and q(λ) are only available from room temperature measurements and
not for the high temperatures present in hot exoplanet atmospheres. Venot et al.
[2013] included cross sections of CO2 measured at high temperatures and found a
significant impact on the resulting chemical abundances, demonstrating the potential
inaccuracies introduced when extrapolating data over large temperature ranges.
2.4.8 Chemical Transport
The continuity equation (Eq. (2.11)) describes the rate of change of the amount
of a chemical species j. In addition to chemical change, through thermochemical
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or photochemical reactions, the number density of a species can evolve due to net
transport of material into the system. This transport contribution is taken into
account in the final term of Eq. (2.11), ∇Φj.
In real atmospheres, transport of particles results from large-scale three-dimensional
circulations as well as smaller scale turbulent and diffusive processes. It is not pos-
sible to accurately represent these processes in a one-dimensional model, and so
instead transport is assumed to occur only in the vertical direction and is assumed
to be a diffusive process [e.g. Yung and DeMore, 1999].
The vertical transport of molecules can be thought of as a combination of
three seperate processes. On the microscopic level, a temperature gradient will
drive molecular mixing due to thermal diffusion. Particles in a hotter region of the
atmosphere will have a higher mean velocity than particles in cooler regions. If the
atmosphere is chemically different between these two regions, the heat flow induced
by this temperature gradient will lead to chemical mixing. In addition, if there
exists a concentration gradient in the atmosphere, then random molecular motions
will act to maximise the entropy of the system by removing such a concentration
gradient, leading to molecular diffusion.
On the macroscopic scale, dynamical motions of the atmosphere will lead to the
mixing of chemical species. This process is often parameterised in one-dimensional
models as a diffusive process that represents the small-scale mixing caused by tur-
bulent eddy formation.
Combining these three diffusion proccesses into one vertical flux term we can
write [e.g. Gladstone et al., 1996] the flux of the particles of species j as
Φj = −Dj
(
∂nj
∂z
+
nj
Hj
+
nj(1 + α
th
j )
T
∂T
∂z
)
−Kzz
(
∂nj
∂z
+
nj
Ha
+
nj
T
∂T
∂z
)
, (2.46)
where Hj and Ha are the individual and bulk scale heights, respectively, αj is the
thermal diffusion parameter and Kzz and Dj are the eddy diffusion and molecular
diffusion coefficients, respectively. This can be rewritten in terms of the mole fraction
Φj = −nDj
(
∂fj
∂z
− fj
Ha
+
fj
Hj
+
fjα
th
j
T
∂T
∂z
)
− nKzz
(
∂fj
∂z
)
, (2.47)
where we have used the hydrostatic equation to simply the expression
∂n
∂z
= − n
Ha
− n
T
∂T
∂z
(2.48)
The molecular diffusion coefficient can be calculated via the kinetic theory of
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gases [e.g. Wayne, 1991]
D =
1
3
c¯λm, (2.49)
where c¯ is the mean molecular velocity
√
3kBT/m¯, where m¯ is the mass of the
molecule, and λm is the mean free path of the molecule
λm =
1√
2pid2
kBT
P
, (2.50)
where d is the molecular diameter. From this we can see that Dj is inversely pro-
portional to the pressure and we can expect the molecular diffusion to become more
important with increasing altitude/decreasing pressure.
Unlike the molecular diffusion coefficient, the eddy diffusion coefficient is very
poorly constrained. In previous works, Kzz has been estimated from wind velocities
derived from 3D general circulation models as Kzz = w(z)L(z) [e.g. Moses et al.,
2011] where w(z) is the horizontally averaged vertical wind velocity and L(z) is a
length scale usually taken to be equivalent to the atmospheric scale height L(z) ∼
H. An alternative approach has been to produce a parameterisation based on the
advection of passive tracers within a GCM [Parmentier et al., 2013]. The value of
Kzz is typically in the range of 10
6 − 1011 cm2 s−1 [e.g. Moses et al., 2011, Miguel
and Kaltenegger, 2014].
2.5 Conclusions
In this chapter we have introduced various important aspects of atmospheric chem-
istry that are key to the work presented in the following chapters. We have
• defined the various quantities that can be used to describe the abundance of
a chemical species
• described how the elemental composition of a gas giant atmosphere is defined,
usually as some multiple of the Solar elemental composition (e.g. metallicity
and carbon to oxygen ratio)
• introduced the idea of chemical transformation and the determination of the
chemical equilibrium composition by minimising the Gibbs energy
• introduced the idea of chemical kinetics and described the methods and theory
behind calculating the rate constants for unimolecular, bimolecular and three-
body reactions
• introduced the non-equilibrium processes of photodissociation and transport
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In Chapter 3 we will describe in detail the implementation of numerical schemes
that solve for the chemical composition using both the Gibbs energy minimisation
and chemical kinetics methods in the model ATMO, before applications of this model
to the atmospheres of hot Jupiters are presented in Chapter 4.
Chapter 3
Implementing and Testing the
ATMO Chemistry Schemes
In this chapter the implementation of two chemistry schemes in the 1D atmosphere
model ATMO is described. The first scheme solves for the chemical abundances
consistent with local chemical equilibrium by minimising the Gibbs free energy of
the system. The second scheme deals with chemical kinetics and solves a continuity
equation for the steady-state solution, allowing for the inclusion of non-equilibrium
processes such as vertical transport and photochemistry.
As well as a description of these schemes, we present various tests in order to
benchmark and validate their implementation within the code by comparing with
previously published works.
We begin by briefly introducing the 1D atmosphere model ATMO in Sec-
tion 3.1. We then describe the implementation of the Gibbs energy minimisation
scheme in Section 3.2 and present several tests to validate the scheme in Section 3.3.
We then describe the implementation of the chemical kinetics scheme including the
vertical transport and photodissociation methods in Section 3.4 and then test this
by reproducing the previously published results of HD 209458b [Venot et al., 2012,
Moses et al., 2011] in Section 3.5. Finally, the findings of this chapter are summarised
in Section 3.6.
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SCHEMES
3.1 The 1D atmosphere model ATMO
ATMO is a 1D atmosphere code written in Fortran 90 that has several capabilities,
including:
• solving for the pressure-temperature profile consistent with hydrostatic equi-
librium and radiative-convective equilibrium
• solving for the equilibrium and non-equilibrium chemical composition for a
given pressure-temperature profile
• solving for the equilibrium and non-equilibrium composition consistently with
the pressure-temperature profile
• calculating the synthetic transmission and emission spectrum for a given pressure-
temperature profile and abundance profiles of the chemical species.
The code is modular in design and the primary modules are the radiative
transfer, opacity and chemistry modules, with these being the most sophisticated
and physics-oriented sections of the code. Additional modules contain routines re-
lated to input/output, numerical solvers and other utilities.
The origins of ATMO can be traced to an IDL code, written by Wolfgang
Hayek, which solved purely for the radiative transfer in stellar atmospheres and was
based on the MARCS code [Gustafsson et al., 2008]. However, the code in this form was
never fully applied or published. At this point Pascal Tremblin performed a major
rewriting of the code, converting it into Fortran 90, and included new modules to
handle the calculation of opacities, using the correlated-k method, and also modules
to solve for the chemical abundances using two different methods: Gibbs energy
minimisation and chemical kinetics. From this point, the application of the code
has been focused on sub-stellar atmospheres; brown dwarfs and gas-giant exoplanets.
In this thesis we focus on the treatment of chemistry in this code. In particu-
lar we describe, test and apply the coupling of the chemical kinetics and radiative-
convective equilibrium calculations, in order to consistently calculate the chemical
abundances with the temperature profile. Pascal Tremblin wrote the majority of the
code that solves for the chemical abundances using both the Gibbs energy minimi-
sation and the chemical kinetics methods. I wrote the section of code that calculates
the vertical mixing and the photodissociation rates, and was involved with many
other small code developments.
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3.2 Implementing the Gibbs energy minimisation
scheme
3.2.1 Gibbs energy and the chemical potential
The Gibbs energy of a system of J chemical species, at constant pressure and tem-
perature, is given by
G =
J∑
µjNj, (3.1)
where µj is the chemical potential of species j and Nj is the number of moles of
species j per kilogram of the total mixture. At constant temperature, pressure and
composition, µj is defined as the change in G with respect to Nj
µj =
(
∂G
∂Nj
)
T,P,Ni 6=j
. (3.2)
For gas-phase species, where j ≤ Jg and Jg is the number of gas-phase species
in the mixture, µj at any pressure and temperature can be calculated from the
standard chemical potential µ0j with the relation
µj (T, P ) = µ
0
j (T ) +RT lnPj, (3.3)
where Pj is the partial pressure of the species j. The standard chemical potential
is the value of µj at the standard reference pressure. It is convenient to express
Eq. (3.3) in terms of the total pressure of the system P and the mole fraction of the
species
µj (T, P ) = µ
0
j (T ) +RT lnP +RT ln
(
Nj
N
)
, (3.4)
where we have used the relation Pj = P (Nj/N) and N is the total number of moles
per kilogram of mixture.
For solid and liquid phase species µj at any temperature and pressure is simply
equal to the standard chemical potential
µj = µ
0
j , (3.5)
where j = Jg + 1, . . . , J .
3.2.2 Condition for chemical equilibrium
The condition for chemical equilibrium is that G is minimised for the system (see
Appendix C.4). This minimisation is performed under the constraint of conservation
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of the total amount of each element (C, O, N, H, etc) in the mixture of chemical
species (CH4, H2O, NH3, etc). Conservation of the elements can be expressed math-
ematically by
J∑
j=1
aijNj − b0i = 0, (3.6)
where i = 1, ..., I and I is the total number of different elements in the mixture, aij
is the integer number of atoms of element i per species j and b0i is the total number
of atoms of element i per kilogram of the mixture. b0i can be written as
b0i =
Bi∑I
i=1Bimi
,
where Bi is the number fraction of element i in the mixture and mi is the elemental
mass of element i. Eq. (3.6) ensures that the sum of the number of atoms of element
i which are distributed amongst all species j is equal to the total number of atoms
of that element in the mixture.
The method of Lagrange multipliers is used to minimise G (Eq. (3.1)) under
the constraint of elemental conservation (Eq. (3.6)). A brief description of the
method of Lagrange multipliers is included in Appendix A.
We begin by defining a new Lagrange function
G¯ = G+
I∑
i=1
λi
(
J∑
j=1
aijNj − b0i
)
,
where λi are the Lagrangian multipliers, with i = 1, . . . , I. Substituting in Eq. (3.1)
then taking the derivative of G¯ with respect to the independent variables Nj and λi
and finally equating to zero yields the minimum of the Lagrange function
∇G¯ =
J∑
j=1
(
µj +
I∑
i=1
λiaij
)
∂Nj +
I∑
i=1
(
J∑
j=1
aijNj − b0i
)
∂λi = 0.
Since the variations due to Nj and λi are independent [Gordon and McBride,
1994] we obtain the pair of equations
µj +
I∑
i=1
λiaij = 0 (3.7)
J∑
j=1
aijNj − b0i = 0,
where we have returned the original element conservation equation (Eq. (3.6)) and
derived a new equation which we will call the ‘molecule equation’. To this pair of
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equations we add a third which describes the total number of moles per kilogram N
as the sum of Nj over only the gas-phase species j ≤ Jg,
N −
Jg∑
j=1
Nj = 0. (3.8)
This last expression assumes that condensed species do not count towards the molec-
ular weight of the mixture [Gordon and McBride, 1994]. Finally, for convenience we
rewrite Eq. (3.7) as a dimensionless relation by dividing by RT
µj
RT
+
I∑
i=1
piiaij = 0, (3.9)
where pii = λi/RT .
We have now three sets of equations that describe the chemical system: Eq. (3.9),
the molecule equations, which describe the contribution of each species toG, Eq. (3.6),
the element conservation equations, which ensure that the total number of atoms of
each element is conserved in the mixture and finally Eq. (3.8), which describes the
total number of moles per kilogram of mixture as the sum of the number of moles
per kilogram of the gas-phase species.
The problem now is to find the set of values for Nj, N and pii that satisfy these
equations simultaneously, and this is solved for using a Newton-Raphson iteration
method.
3.2.3 The Newton-Raphson iterations
To find the set of Nj, N and pii that satisfy Eq. (3.9), Eq. (3.8) and Eq. (3.6) we
iteratively improve the values by finding corrections to the current values. The first
step is to reformulate Eq. (3.9), Eq. (3.8) and Eq. (3.6) to contain the correction
terms ∆Nj, ∆N and ∆λi. In practice, following Gordon and McBride [1994], we find
corrections for Nj and N in terms of the logarithm ∆ lnNj and ∆ lnN to improve
stability towards convergence as Nj and N can vary by many orders of magnitude.
This approach is only applied for the gas-phase species, as it cannot be applied to
the condensed-phase species as they can have abundances of zero.
To introduce the correction terms we state that the improved values in the
next iteration k + 1 are determined from the values in the current iteration k by
lnNk+1 = lnNk + ∆ lnN (3.10)
pik+1i = pi
k
i + ∆pii (3.11)
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for N and pii, then for Nj for the gas-phase species (j = 1, . . . , Jg)
lnNk+1j = lnN
k
j + ∆ lnNj, (3.12)
and finally for the condensed-phase species (j = Jg + 1, . . . , J)
Nk+1j = N
k
j + ∆Nj. (3.13)
The elemental conservation equations
We begin with the element conservation equations for gas-phase species and re-
express it in terms of the improved value lnNk+1j
Jg∑
j=1
aij exp(lnN
k+1
j )− b0i = 0. (3.14)
By substituting in Eq. (3.12) and assuming that exp(∆ lnNj) ∼ 1 + ∆ lnNj we find
Jg∑
j=1
aijN
k
j +
Jg∑
j=1
aijN
k
j ∆ lnNj − b0i = 0
Jg∑
j=1
aijN
k
j ∆ lnNj = b
0
i −
Jg∑
j=1
aijN
k
j (3.15)
The same process is performed for condensed-phase species, without taking
the logarithm of Nj, and substituting instead Eq. (3.13), yielding
J∑
j=Jg+1
aij∆Nj = b
0
i −
J∑
j=Jg+1
aijN
k
j (3.16)
We now have a set of linear equations given by Eq. (3.15) and Eq. (3.16) of
the form Ax = b, where x are the unknown correction variables ∆ lnNj and ∆Nj
for gas-phase and condensed-phase species, respectively.
The total number of moles equation
The same operation as above is performed for the total number of moles equation,
firstly re-expressing Eq. (3.8) in terms of the improved variables lnNk+1 and lnNk+1j
and then substituting in Eqs. (3.10) and (3.12)
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N −
Jg∑
j=1
Nj = 0
exp(lnNk+1)−
Jg∑
j=1
exp(lnNk+1j ) = 0
Nk exp(∆ lnN)−
Jg∑
j=1
Nkj exp(∆ lnNj) = 0
Nk +Nk∆ lnN −
Jg∑
j=1
Nkj −
Jg∑
j=1
Nkj ∆ lnNj = 0
Nk∆ lnN −
Jg∑
j=1
Nkj ∆ lnNj =
Jg∑
j=1
Nkj −Nk. (3.17)
The molecule equation
Finally, we rewrite the molecule equations in the same form. Starting from Eq. (3.9),
for gas-phase species we substitue in Eq. (3.4)
µ0j
RT
+ lnNj − lnN + lnP +
I∑
i=1
piiaij = 0
and rewrite in terms of the improved variables
µ0j
RT
+ lnNk+1j − lnNk+1 + lnP +
I∑
i=1
pik+1i aij = 0.
Now, substituting in Eqs. (3.10) to (3.12) and rearranging we find
µ0j
RT
+ lnNkj + ∆ lnNj − lnNk −∆ lnN + lnP +
I∑
i=1
piia
k
ij +
I∑
i=1
∆piiaij = 0
∆ lnNj −∆ lnN +
I∑
i=1
∆piiaij = −
µ0j
RT
− lnNkj + lnNk − lnP −
I∑
i=1
piki aij.
(3.18)
For condensed-phase species we also start from Eq. (3.9) but substitute in
Eqs. (3.5) and (3.11) and rearrange to find
I∑
i=1
∆piiaij = −
µ0j
RT
−
I∑
i=1
piiaij. (3.19)
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3.2.4 Solution of the linear equations
The set of linear equations given by Eqs. (3.16) to (3.19) are solved for the un-
known correction terms using the LAPACK library routine DGESV, which solves
the general system of linear equations Ax = b for x.
In this problem, A is a square matrix of size J + I+ 1 by J + I+ 1 with values
of the coefficients on the left-hand side of Eqs. (3.16) to (3.19) whilst x and b are
column vectors of size J + I + 1, where x are the unknown correction variables and
b are the right-hand sides of the Eqs. (3.16) to (3.19).
In each iteration of the Newton-Raphson method, the DGESV routine is used
to find the new correction variables ∆ lnNj, ∆ lnN , ∆pii and ∆Nj (the latter for
condensed species) which are used to improve the values of Nj, N and pii to satisfy
Eq. (3.9), Eq. (3.8) and Eq. (3.6). The iterations continue until the solution has
reached the desired accuracy.
3.2.5 Initial values
For the initial values of Nj, N and pii we follow Gordon and McBride [1994] and set
N = 0.1, pii = 0 and Nj = 0.1/Jg (j = 1, . . . , Jg) for the gas-phase molecules. As
discussed in more detail later, condensed-phase species are not initially included in
the calculation, and so initial estimates are not required.
3.2.6 Step size and convergence
In each iteration of the Newton-Raphson technique, the values of Nj, N and pii are
improved using the calculated correction variables. To aid stability of the numerical
calculation, we follow empirical the method of Gordon and McBride [1994] and limit
the magnitude of the corrections to avoid excessively large steps by introducing a
step size variable λ. Rewriting Eqs. (3.10) to (3.13) to introduce λ
lnNk+1 = lnNk + λ∆ lnN (3.20)
pik+1i = pi
k
i + λ∆pii (3.21)
Nk+1j = N
k
j + λ∆Nj (3.22)
lnNk+1j = lnN
k
j + λ
k∆ lnNj. (3.23)
For species with mole fractions (Nj/N) > 10
−20 the step size λ1 is determined
by
λ1 =
2
max(5 |∆ lnN | , |lnNj|) , (3.24)
whereas for species with mole fractions (Nj/N) ≤ 10−20 and ∆ lnNj ≥ 0 the step
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size λ2 is
λ2 = min
∣∣∣∣− lnNj + lnN − S/2∆ lnNj −∆ lnN
∣∣∣∣ , (3.25)
where S = − ln 10−20 ∼ 46. The overall step size is then determined by λ =
min(1, λ1, λ2).
The criteria for convergence is set by three separate error terms relating to
the elemental conservation, total number of moles and molecule equations discussed
above; we will refer to these error terms as Eele, EN and Emol, respectively. These
error terms are given by
Eele =
∣∣∣−∑Jj=1 aijNj + b0i ∣∣∣
b0i
EN =
N −∑Jj=1Nj
N
Emol =
∣∣∣−µ0j − ln ( PP 0 )+ lnN −∑Jj=1 λiaij∣∣∣∣∣µ0j + ln ( PP 0 )∣∣ (3.26)
Convergence is deemed to be reached when the maximum of these three error
terms is less than a specified accuracy, which by default we take as 1×10−6.
3.2.7 Condensation
At the beginning of the calculation, it is assumed that only gas-phase species are
present in the mixture. Once the gas-phase only mixture has reached a converged
state with a minimum in G, a test is performed to assess whether the inclusion of
one or more condensed species to the mixture can further reduce G. This test takes
the form
∂G
∂Nj
=
(
µ0j
RT
)
c
−
I∑
i=1
piiaij ≤ 0, (3.27)
for j = Jg + 1, . . . , J .
If the above relation is satisfied for a condensed species then that species is
added to the mixture and the new mixture is re-converged to a state of minimum
G. The process is repeated until G cannot be further reduced by the addition of a
new condensed species. Only one condensed species is added to the mixture at a
time, and if multiple species satisfy the above test, then the species that leads to
the largest reduction in G is included.
Condensed species are removed from the mixture if the number of moles of
that species reaches negative values, and the mixture is reconverged.
The schematic shown in Fig. 3.1 presents the flow chart for the minimisation
of the Gibbs energy with condensed species.
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Figure 3.1: A flow chart illustrating the calculation of the minimisation of the Gibbs
energy when condensed species are included.
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3.3 Validation: calculating equilibrium abundances
of a 1D profile
The calculations described above are performed for a single pressure and tempera-
ture point (i.e. model grid cell) in isolation. To calculate the equilibrium composi-
tion for an entire 1D atmospheric profile, the calculation is repeated independently
for each grid cell in the model. In this way, the solution in each grid cell is entirely
independent of the other grid cells in the model.
In practice, this method of treating each grid cell entirely independently can
lead to inaccuracies when condensed species form. Several articles in the literature
discuss the concept of ‘rainout’ chemistry [e.g. Burrows and Sharp, 1999, Lodders,
1999, Mbarek and Kempton, 2016] whereby any condensates that form are assumed
to settle out of the atmosphere as soon as they form. This process effectively leads
to a depletion of elements from the gas-phase and the availability of elements at all
lower pressures will be altered, ultimately affecting the overall composition at lower
pressures.
In this section, the Gibbs energy minimisation scheme is first validated against
another model which takes a very similar method, and then against two analytical
solutions to chemical equilibrium, for gas-phase only chemical mixtures. The imple-
mentation of rainout chemistry is then described and tested qualitatively.
3.3.1 Validating the Gibbs energy minimisation scheme
In this section the implementation of the Gibbs energy minimisation scheme is vali-
dated by reproducing the results from previously published works. Firstly we com-
pare our result with the Gibbs energy minimisation model (TECA) presented in
Venot et al. [2012] by reproducing the equilibrium abundances for the pressure-
temperature profile for HD 209458b [Moses et al., 2011], shown in Fig. 3.2.
Fig. 3.3 shows the comparison between the abundances as calculated with
ATMO with those from the Venot et al. [2012] model, for the same pressure-
temperature profile. The agreement between the two models is very good. The
differences between ATMO and Venot et al. [2012] for the important species (CH4,
CO, NH3, etc) are typically ∼ 0.1%. Note that only gas-phase species are included
in both models for this test.
As an additional test, we compare our model to two analytical solutions
to chemical equilibrium by Burrows and Sharp [1999] and Heng and Tsai [2016].
Fig. 3.4 compares the three methods for two isothermal profiles with temperatures
of 1000 and 2000 K. Overall there is an excellent agreement between the three
methods. In particular, the difference between the ATMO profiles and the Heng
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Figure 3.2: The dayside-average pressure-temperature profile for HD 209458b con-
structed by Moses et al. [2011] from the GCM simulations of Showman et al. [2009]
and the 1D models of Fortney et al. [2006, 2010]. Note the large temperature-
inversion at low pressures due to the inclusion of gaseous TiO and VO in these
models.
and Tsai [2016] results are negligible for most of the molecules. Only for H2O does
the discrepancy between the ATMO and Heng and Tsai [2016] methods become
appreciable, though this remains small. The agreement between our model and the
method of Burrows and Sharp [1999] is also very good with only very minor ap-
parent differences. Note that at low pressures in the hotter 2000 K profile, both
analytical solutions break down as they do not account for thermal dissociation of
H2 that affects the mole fractions of the other species.
The excellent agreement between the chemical abundance profiles obtained
using the ATMO Gibbs energy minimisation scheme and the model of Venot et al.
[2012] (better than ∼ 0.1%), which takes a similar approach, and also with the
analytical solutions of both Burrows and Sharp [1999] and Heng and Tsai [2016]
validates the accurate implementation of this scheme.
3.3.2 Rainout chemistry
For the method described so far each model grid cell is treated entirely indepen-
dently, solving for the set of chemical abundances that satisfy local chemical equi-
librium for the given pressure and temperature of that grid cell. The elemental
abundances are assumed to be constant throughout the model domain. There is
evidence that such a ‘pure chemical equilibrium’ approach may not be an accu-
rate representation of these atmospheres, with the most well-known case being the
detection of H2S in the atmosphere of Jupiter [Niemann et al., 1998].
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Figure 3.3: A figure showing the chemical equilibrium abundances of some impor-
tant molecules as calculated using the ATMO Gibbs energy minimisation scheme
(solid) and from the model of Venot et al. [2012] which employs a similar method
(dashed). There is negligible difference between the two models, validating the
ATMO scheme. The abundances were calculated using the pressure-temperature
profile for HD 209458b from Moses et al. [2011].
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Figure 3.4: A figure comparing the abundances from the ATMO Gibbs energy min-
imisation scheme (coloured solid lines) with the Burrows and Sharp [1999] (coloured
dotted lines) and Heng and Tsai [2016] (black lines) analytical solutions for isother-
mal profiles with temperatures of 1000 K (top) and 2000 K (bottom).
3.3. VALIDATION: CALCULATING EQUILIBRIUM ABUNDANCES OF A 1D
PROFILE 83
Chemical modelling of the Jovian atmosphere in the pure chemical equilibrium
approach shows that the condensate FeS depletes all sulphur from the gas-phase for
the relevant temperatures [Burrows and Sharp, 1999] and therefore the formation of
gas-phase H2S is not possible, contrary to its detection.
If, however, the effect of the rainout of elements due to condensation in the
deeper levels of the atmosphere is accounted for, it is found that Fe is entirely
depleted from the upper atmosphere due to condensation at higher pressures and
temperatures. Therefore, in the observable region of the atmosphere the depletion
of Fe will mean FeS can no longer form to deplete the sulphur, consequently allowing
H2S to form, as observed [Barshay and Lewis, 1978, Fegley and Lodders, 1994].
To take into account this rainout process, the elemental composition is allowed
to vary along the 1D profile. Specifically, following the formation of a condensed
species in a model level, the elemental composition in the next model level of the
profile (towards lower pressure) is adjusted to take into account the stoichiometric
depletion of elements that form that condensate.
Beginning the calculation along the profile at the model level with the highest
pressure l = 1, the elemental abundances in this level will simply be equal to the
initial, prescribed elemental abundances Bl=1i = Bi. Once the Gibbs energy min-
imisation iterations are complete in this model level, the elemental abundances in
the next model level (l = 2) are calculated as
Bl=2i = B
l=1
i −
J∑
j=Jg+1
aij
N l=1j
N l=1
,
where the elemental abundance is reduced by the sum of the number of atoms of that
element in each condensed species, multiplied by the mole fraction of that condensed
species. More generally, we write this for all l > 1 as
Bli = B
l−1
i −
J∑
j=Jg+1
aij
N l−1j
N l−1
. (3.28)
If the abundance of an element reaches negative values (Bli < 0) then that
element and all of the chemical species that contain it are removed entirely from
the calculation, as that element is assumed to have been completely depleted from
the atmosphere for all lower pressures. This process therefore has the effect of
reducing both the number of elements I and the number of chemical species J in
the calculation as we move up the 1D profile, and therefore decreasing calculation
time significantly compared to the pure chemical equilibrium calculation; at least
for a profile where condensed species form.
Rainout chemistry is also considered for models applied to exoplanets [e.g.
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Figure 3.5: A figure showing a P–T profile representative of the Jovian atmosphere.
The profile is a combination of the deep atmosphere profile (P > 101 bar) from
Fegley and Lodders [1994] and the profile from Marley [1997] for lower pressures.
The dashed line indicates 200 K, which is the temperature cut-off applied to the
thermodynamic data in this test.
Madhusudhan et al., 2011a, Mbarek and Kempton, 2016].
Rainout chemistry on Jupiter
Here, we qualitatively assess the implementation of this rainout scheme with the
H2S–FeS problem for Jupiter as outlined above.
The pressure-temperature profile for Jupiter is constructed by combining the
deep atmosphere profile (104 > P > 101 bar) of Fegley and Lodders [1994] with
the profile taken from Marley [1997] for lower pressures; a small shift in the latter
profile of < 10 K was applied for a smooth transition between the two profiles. This
temperature profile is shown in Fig. 3.5.
Due to the lower temperature limit of the coefficients used to calculate the
thermodynamic properties of the species [McBride et al., 1993] we must place a
lower temperature limit of 200 K on the calculation. In effect, this means that
where the P–T profile, shown in Fig. 3.5, is below 200 K the temperature is instead
artificially fixed to 200 K. In this particular case, this means that the P–T profile
effectively transitions to an isothermal profile with T = 200 K at around 2 bar, with
respect to the chemistry calculation.
Fig. 3.6 shows the abundance of H2S obtained from both the pure chemical
equilibrium and rainout chemistry calculations, using the P–T profile shown in
Fig. 3.5. In the pure chemical equilibrium calculation, H2S is present in significant
abundance only at very high pressures. For P < 102 bar the formation of FeS
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condensates significantly depletes the abundance of H2S by reducing the availability
of sulphur. Note that condensed Fe is the most abundant form of iron due to its
higher (roughly double) solar elemental abundance compared to sulphur.
On the other hand, H2S is abundant throughout the entire atmospheric profile
when taking into account the rainout of elements due to condensation. The forma-
tion of the Fe condensates at very high pressures rapidly depletes iron entirely from
the atmosphere, within the deepest few model levels, meaning that FeS condensates
cannot form at lower pressures and H2S is instead abundant.
This simple test qualitatively reproduces the behaviour of the FeS-H2S system
as has been previously modelled [Barshay and Lewis, 1978, Fegley and Lodders, 1994]
and observed [Niemann et al., 1998] using the chemical rainout scheme implemented
in ATMO.
3.4 Implementing the chemical kinetics scheme
In this section the implementation of the chemical kinetics scheme in ATMO is de-
scribed. Firstly, the reader is reminded of the continuity equation in Section 3.4.1
before describing the solution of this equation using a solver package for Ordinary
Differential Equations (ODEs) in Section 3.4.2. The implementation of the ver-
tical transport and photodissociation schemes is then presented in Sections 3.4.4
and 3.4.5, respectively.
3.4.1 The continuity equation
In the chemical kinetics method, the evolution of the number density of a chemical
species with time is described by the continuity equation Eq. (2.11), which has
already been introduced and described in Section 2.4 and is shown again for clarity
below
∂nj
∂t
= Pj − Lj −∇Φj,
where Pj and Lj are the production and loss terms of the species j due to the
chemical transformations and the final term on the right describes the net transport
of j.
Since for atmospheres we consider long timescales, the goal is to find the
steady-state solution where
∂nj
∂t
= 0 and there is no more evolution of the chemical
system. In the case with no transport terms (∇Φj = 0) and no photochemical re-
actions, or any other ‘non-equilibrium terms’, the steady-state solution corresponds
to chemical equilibrium with balance between the production and loss terms. The
steady-state is found by solving the system of coupled Ordinary Differential Equa-
tions (ODEs) (one for each chemical species in the system) as a function of time
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Figure 3.6: A figure showing the abundance of H2S for the P–T profile of Jupiter
(Fig. 3.5) in the pure chemical equilibrium (top) and rainout chemistry (bottom)
cases. For the pure chemical equilibrium case, the abundance of the important
condensed species are also shown. Condensed species are shown as dashed lines,
whilst gas-phase species are shown as solid lines. Note that these iron condensates
do not form in the rainout calculation as iron is depleted from the atmosphere at
very high pressures.
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until there are no more variations in nj to within some prescribed tolerance.
3.4.2 Solution of the continuity equation: DLSODES
The system of ODEs describing the evolution of each chemical species is solved
using a Fortran solver that is part of the Livermore Solver for Ordinary Differential
Equations (LSODE) package [Hindmarsh, 1983, Radhakrishnan and Hindmarsh,
1993], which contains a collection of routines that provide a numerical solution
to a general initial value problem. In particular, we use the DLSODES double-
precision variant of the solver which employs the Backward Differentiation Formula
(BDF) methods (see Appendix D), well suited for stiff problems [Radhakrishnan
and Hindmarsh, 1993]; typical for chemical kinetics problems where the reaction
rates can vary by many orders of magnitude. A brief outline of the method of the
DLSODES solver is presented below.
For the initial value problem where the initial number densities of the species
j = 1, . . . , J at a time t0 are given by
n(t0) = n0,
where n is a column vector of size J , the time dependence is described by
dn
dt
= n˙ = f(t,n),
where f(t,n) is some function that in general depends on t and n.
In this specific case, the function f is the system of ODEs, or continuity
equations, for the chemical species such that
dn
dt
= n˙ = f(t,n) = P− L−∇Φ.
The BDF method allows us to find the values of n(t) on a discrete grid of time
points t = 0, . . . , tk. For a particular time interval ∆t we can write nk = n(t+ ∆t)
nk =
q∑
i=1
αink−i + ∆tβ0f(t,nk)
nk = ak + ∆tβ0fk, (3.29)
where q is the order and the coefficients αi and β0 depend on q; see Appendix D.
The first term on the right-hand side contains information about previous iterations.
Since nk appears on both sides of Eq. (3.29), the solution must be found iteratively.
An option is to use a Newton-Raphson iteration procedure, which is the method
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employed by DLSODES.
We can rewrite Eq. (3.29) as
R(nmk ) = n
m
k − ak −∆tβ0f(t,nmk ) = 0, (3.30)
where R(nk) is the residual factor and n
m
k is the mth estimate of nk. The goal is to
find the m + 1th estimate of nk which satisfies R(n
m+1
k ) = 0. Performing a Taylor
series expansion about the mth estimate yields
R(nm+1k ) = R(n
m
k ) +
∂R
∂n
(nm+1k − nmk ) = 0. (3.31)
Rearranging Eq. (3.31) and substituting in Eq. (3.30) yields
P(nm+1k − nmk ) = −R(nmk ) = ak + ∆tβ0f(t,nmk )− nmk (3.32)
where
P =
∂R
∂n
= I−∆tβ0J
and I is the identity matrix and J is the Jacobian matrix
J =
∂f
∂n
.
The solver package allows two options related to the construction of J, which
can either be provided by the user within a Fortran subroutine, or the user can re-
quest that J is generated internally. In this work, the latter option is used. Likewise,
∆t can either be provided directly by the user or the solver generates a timestep
internally, and again we take the latter approach.
The user must provide the initial values n0, or more generally the values
from the previous timesteps nk−i (i = 1, . . . , q), as well as a Fortran subroutine
which calculates the function f(t,nmk ), which in this case is the system of continuity
equations described by Eq. (2.11).
3.4.3 The choice of chemical network
To solve for the chemical abundances with the chemical kinetics method one must
make a choice of the chemical network that should be used. We have previously
reviewed the range of chemical networks that have so far been applied to the atmo-
spheres of hot exoplanets in Section 1.3.2.
The factors that control the choice of chemical network are based on the
current application (i.e. does that network contain the relevant species/reactions),
the accuracy of the network and also the availability. In this work we choose to use
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the chemical network of Venot et al. [2012] which is publicly available as part of the
Kinetic Database for Astrochemistry (KIDA)1.
In addition to the public availability, we choose this network because it includes
the chemical species that are sources of opacity in ATMO (H2O, CH4, CO, NH3,
etc.). Finally, the Venot et al. [2012] network is currently unique in the field in that
it has been experimentally validated, as a complete network, for thermodynamic
conditions relevant to hot Jupiters (300 < T < 2500 K and 0.01 < P < 100 bar).
Other networks applied to hot atmospheres in the literature (Section 1.3.2) have not
undergone such rigorous validations against experiment.
3.4.4 Implementation of vertical transport
The final term in Eq. (2.11) accounts for the net transport of material from the
model level. As has been previously derived in Section 2.4.8 the vertical flux can be
shown to be described by
Φj = −nDj
(
∂fj
∂z
− fj
Ha
+
fj
Hj
+
fjαj
T
∂T
∂z
)
− nKzz
(
∂fj
∂z
)
,
where the total flux is the sum of two components due to small-scale diffusion
(first term on right) and a parameterisation of the larger scale vertical motions of
the atmosphere, the eddy-diffusion term (second term on right). The small-scale
diffusion term is in turn composed of three parts that are due to 1) a gradient in
the mixing ratio, 2) a gradient in the temperature and 3) the separation of species
due to their individual scale heights.
In the current implementation of ATMO, we approximate the first term on the
right-hand side of Eq. (2.47) by assuming that the molecular diffusion is only driven
by the gradient in the mole fraction and that the other terms are not important,
giving
Φj = −nDj
(
∂fj
∂z
)
− nKzz
(
∂fj
∂z
)
. (3.33)
Overall, this approximation is not likely to affect our results as in all applications
of the model presented in later chapters vertical transport due to eddy diffusion
dominates over molecular diffusion. Indeed, to simplify matters further, it would
likely be acceptable to neglect the molecular diffusion term altogether. For the
pressure ranges that we model (103 > P > 10−5 bar) Kzz is several orders of
magnitude larger than Dj. Note that Dj scales inversely with pressure and will
become important at very low pressures.
In the current version of the scheme, the diffusion coefficient Dj is calculated
1http://kida.obs.u-bordeaux1.fr/ - 25/05/17
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as a self-diffusion coefficient [Wayne, 1991]; i.e. it is the diffusion of the species
within itself. A better approach is to use a binary diffusion coefficient that accounts
for the diffusion of a species within another species [e.g. Poling et al., 2001]. For
instance, in the case of hydrogen-dominated gas giant atmospheres it is likely more
important to include the diffusion of trace species within the dominant H2 and He
background gas than it is to include self-diffusion of these trace species.
However, as noted before, for the models presented in this work the vertical
transport due to molecular diffusion is several orders of magnitude lower than that
due to eddy diffusion and this will therefore not affect our results. In potential
future applications that model much lower pressure ranges, where molecular diffu-
sion becomes more important, it will be important to reassess the representation of
molecular diffusion in the model.
Discretisation onto the model grid
The divergence of the flux Φj yields the net transport of species into the model level
i. For the case of a 1D column model with only one spatial (vertical) dimension,
the divergence of Φj is
∇Φj = ∂Φj
∂z
. (3.34)
In ATMO, the number densities and mole fractions of the species are defined
on cell faces for the model levels i = 1, . . . , I where I is the number of vertical
levels, whilst the fluxes Φj are defined in the cell centers i = 1/2, . . . , I − 1/2. The
divergence of the flux is calculated on the cell faces. We write divergence of the flux
on some cell face i as
∂Φj
∂z
∣∣∣∣i = Φi+1/2j − Φi−1/2j|zi+1/2 − zi−1/2| . (3.35)
We now write Φ
i+1/2
j and Φ
i−1/2
j discretised onto the model grid using Eq. (3.33)
Φ
i+1/2
j = −ni+1/2Di+1/2j
[
f i+1j − f ij
|zi+1 − zi|
]
− ni+1/2Ki+1/2zz
[
f i+1j − f ij
|zi+1 − zi|
]
(3.36)
Φ
i−1/2
j = −ni−1/2Di−1/2j
[
f ij − f i−1j
|zi − zi−1|
]
− ni−1/2Ki−1/2zz
[
f ij − f i−1j
|zi − zi−1|
]
. (3.37)
Boundary conditions
At the boundaries of the model grid we assume a zero flux. Physically this assump-
tion means that no mass is being lost at the top boundary of the model atmosphere,
and no mass is transferred through the bottom boundary. This latter point is valid
if the deepest level of the atmosphere remains in chemical equilibrium [e.g. Moses
et al., 2011].
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We write the divergence of the flux at the boundaries as
∂Φj
∂z
∣∣∣∣i=1 = Φ1+1/2j − 0∆z1 (3.38)
∂Φj
∂z
∣∣∣∣i=I = 0− ΦI−1/2j∆zI , (3.39)
where we approximate ∆z1 ∼ |z2 − z1| and ∆zI ∼ ∣∣zI − zI−1∣∣, and
Φ
1+1/2
j = −n1+1/2D1+1/2j
[
f 2j − f 1j
|z2 − z1|
]
− n1+1/2K1+1/2zz
[
f 2j − f 1j
|z2 − z1|
]
(3.40)
Φ
I−1/2
j = −nI−1/2DI−1/2j
[
f Ij − f I−1j
|zI − zI−1|
]
− nI−1/2KI−1/2zz
[
f Ij − f I−1j
|zI − zI−1|
]
. (3.41)
3.4.5 Implementation of photochemical dissociations
There are 34 photochemical reactions involving the dissociation of 22 chemical
species in the Venot et al. [2012] chemical network. The computation of the pho-
todissociation rate Ji first requires the calculation of the spectral radiative flux on
each model level. In ATMO, the radiative flux is calculated using the same radiative
transfer code as for the radiative-convective equilibrium P–T profile iterations. The
implementation and testing of this radiative-transfer scheme in ATMO has been
described and tested elsewhere [e.g. Amundsen et al., 2014, Amundsen, 2015] and is
not the focus of this work.
In this section, the calculation of the absorption and scattering coefficients
and the photodissociation rate is described.
The absorption and scattering coefficients
The absorption and scattering coefficients are required to solve for the radiative
flux. Following the method of Venot et al. [2012] we include absorption due to 22
molecules and scattering due to the dominant species H2 and He.
The total absorption coefficient per unit mass of the mixture α(λ) is calculated
from the absorption cross sections of the individual species αj(λ) using
α(λ) =
Nabs∑
j
αj(λ)fj
µ
, (3.42)
where µ is the mean molecular mass of the mixture [kg] and the sum is over the
number of absorbing species Nabs.
Likewise, the total Rayleigh scattering coefficient per unit mass of the mixture
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σRAY (λ) is given by
σRAY (λ) =
Nsc∑
j
σRAYj (λ)fj
µ
, (3.43)
where the sum is over the number of scattering species Nsc. The Rayleigh scattering
cross section is given by
σRAYj (λ) =
8pi
3
(
2pi
λ
)4
α2p
[
6 + 3δ
6− 7δ
]
, (3.44)
where δ and αp are the depolarisation factor and polarisability of the species respec-
tively, with
αp =
n2r − 1
4pinl
, (3.45)
where nr is the refractive index and nl is the Loschmidt constant.
The references for αj for each species can be found in Venot et al. [2012], and
nr and δ for H2 and He are taken from Cox [2000].
The photodissociation reactions
Following the method of Venot et al. [2012], the photodissociation reaction that fol-
lows a photon absorption event depends on the energy (wavelength) of that photon.
Therefore, whilst 22 reactant species are included in the photodissociation scheme
there are actually 34 possible dissociation reactions. Where multiple dissociation
reactions can occur for a single absorbing species, the likelihood of each possible re-
action is quantified in the quantum yield qi,j(λ): the probability (0 < qi,j(λ) < 1) of
photodissociation reaction i occuring following the absorption of a photon of wave-
length λ by the molecule j. The sum of all possible dissociation events for a molecule
is unity ∑
i
qi,j(λ) = 1.
As a particular example, there are four possible photodissociation reactions
for CH4 [see Venot et al., 2012, and references therein]. For photon wavelengths
λ = 121.6 nm, the Lyman α line, there are four possible dissociation reactions
which are
• CH4 + hν → CH3 + H
• CH4 + hν → 1CH2 + H2
• CH4 + hν → 3CH2 + H + H
• CH4 + hν → CH + H2 + H
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with qi,j(λ = 121.6 nm) = 0.42, 0.48, 0.03 and 0.07 for these dissociations, respec-
tively. However, for photons at all other wavelengths only the first dissociation
reaction is possible with qi,j = 1 and the quantum yield is zero for the other disso-
ciations.
The photodissociation rate
The equation describing the photodissociation rate Ji has already been introduced
in Section 2.4.7. To solve for Ji we discretise Eq. (2.45) onto a fixed wavelength grid
so that the photodissociation rate due to flux at the wavelength point k is
Jki (z) = α
k
j q
k
i,jF
k(z). (3.46)
The spectrally-integrated photodissociation rate is then determined by integrating
Eq. (3.46) across the spectral range using the trapezoidal rule, with K+1 wavelength
points in the grid this gives
Ji(z) =
∫
αj(λ)qj(λ)F (z, λ)dλ ≈ 1
2
K∑
k=1
(
λk+1 − λk) (Jk+1i + Jki ) . (3.47)
The production and loss terms due to these photodissociation reactions are
added to the Pj and Lj terms in Eq. (2.11).
3.5 Validating and testing the chemical kinetics
scheme
In this section we validate the implementation of the chemical kinetics scheme,
including the implementation of vertical transport and photochemical dissociations,
by reproducing the results of previously published models and comparing the results
from our model with those from both Venot et al. [2012] and Moses et al. [2011].
We begin by performing 0D box models in Section 3.5.1 to test the imple-
mentation of the chemical kinetics scheme in isolation (i.e. no vertical transport or
photochemistry is included) and validate the code by matching the results of Venot
et al. [2012]. Secondly, we perform 1D models of HD 209458b in Section 3.5.2, in-
cluding vertical transport and photochemistry, and compare with the results of both
Venot et al. [2012] and Moses et al. [2011]. We find that differences in the implemen-
tation of both vertical transport and radiative transfer can have small impacts on
the final chemical abundance profiles, but overall we achieve a close match to both
these previous works. The largest discrepancies are found at low pressures where
photochemical processes and molecular diffusion are important.
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Table 3.1: Initial conditions for the 0D box model
Mole Fraction
H2 0.853
He 0.145
O2 5.78×10−4
CH4 5.66×10−4
N2 7.11×10−5
3.5.1 Testing the kinetics scheme in a 0D box model
In this section we test the implementation of the Venot et al. [2012] chemical network
and the solution of the continuity equation using the DLSODES solver [Hindmarsh,
1983] in ATMO using a simple 0D box model setup. The chemistry is evolved
towards the steady-state solution from a prescribed set of initial conditions (i.e.
initial chemical abundances) for a given temperature T and pressure P . There is no
inclusion of vertical transport or photochemistry in this simple box model and the
evolution of the chemistry is solely due to the thermochemical reactions.
As the initial condition all of the mass is assumed to be contained within five
main species, with all carbon contained in CH4, all nitrogen contained in N2, all
oxygen contained in O2 and the remaining hydrogen (that is not in CH4) contained
in H2 consistent with the Solar abundances; helium is also included as background
gas with its Solar abundance. These initial abundances are shown in Table 3.1 and
taken from Venot [2012]. As the continuity equation is evolved the elements are
redistributed amongst the 105 chemical species within the chemical network due
to the thermochemical reactions. The calculation is continued until the steady-
state solution has been reached. Note that in these tests only the chemical species
contained in the Venot et al. [2012] chemical network (i.e. species composed of C, O,
H and N) are included in the calculation and other species that are also implemented
in the model (e.g. the alkali species) are removed.
We follow the tests presented in Venot et al. [2012] in order to compare with
their results and perform two separate box model simulations with different ther-
modynamic conditions. The first test has P = 0.1 bar and T = 1800 K whilst the
second test has P = 100 bar and T = 2200 K. These pressure and temperature
combinations are typical of those found in hot Jupiter atmospheres.
The time-evolution of the chemistry for four important species (H, NH3, CH4
and H2O) in both box model tests are shown in Fig. 3.7 along with the same model
results from Venot et al. [2012]. The mole fractions of H, NH3 and H2O all increase
from their initial values of zero to their eventual steady-state (chemical equilibrium)
values as the elements H, N and O are redistributed from their initial ‘reservoirs’
in H2, N2 and O2. On the other hand, the mole fraction of CH4 decreases from its
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Figure 3.7: The chemical evolution of H, NH3, CH4 and H2O (top to bottom) for
P = 0.1 bar and T =1800 K (left) and P = 100 bar and T = 2200 K (right). The
ATMO results are shown in the solid black line and the results from Venot et al.
[2012] are shown in the dashed red line. The dashed blue line shows the chemical
equilibrium abundance calculated from minimising the Gibbs energy.
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initial value as carbon is redistributed amongst the other chemical species; in this
case, principally into the other major form of carbon CO.
The agreement between the results from our model ATMO and those from
Venot et al. [2012] is excellent both in terms of the shape of the evolution profiles
and the final steady-state abundances, with no apparent discrepancies for these four
major chemical species. These simple box model tests validate the implementation
of the chemical network, the calculation of the rate coefficients and the solution
of the continuity equation using the DLSODES solver in ATMO by matching the
previously published results of Venot et al. [2012].
3.5.2 Reproducing the non-equilibrium models of HD 209458b
In this section, we reproduce the chemical abundance profiles for a 1D model of the
atmosphere of HD 209458b including vertical mixing and photochemistry. We use
the prescribed P–T and Kzz profiles of Moses et al. [2011] and compare the results
with both Moses et al. [2011] and Venot et al. [2012]. The implementation of the
chemical kinetics calculation in a simple box model has already been validated in
the previous section, and this present comparison places more focus on testing the
vertical transport and photochemistry schemes.
The P–T profile of HD 209458b constructed by Moses et al. [2011] is derived
from the GCM simulations of Showman et al. [2009] and the 1D models of Fortney
et al. [2006, 2010] and is shown in Fig. 3.2. Importantly, this P–T profile contains
a large temperature inversion where the temperature increases with altitude at low
pressures. The presence of this temperature inversion has important consequences
on the predicted chemical composition as the large increase in temperature leads to
a faster chemical timescale than for a cooler atmosphere without an inversion. This
fast chemical timescale at low pressures led to the conclusion that photochemistry
is likely to be relatively unimportant in atmospheres with a temperature inversion
[Moses et al., 2011]. More recent evidence has suggested that such temperature
inversions are uncommon or non-existent in hot Jupiter atmospheres [Diamond-
Lowe et al., 2014, Evans et al., 2015]. However, the intentions here are simply to
reproduce the results of previous works to validate our model.
TheKzz profile was also constructed by Moses et al. [2011] using free-convection
and mixing length theories in the deep atmosphere and by estimating the value from
the vertical wind velocity fields from the GCM simulations of Showman et al. [2009].
These P–T and Kzz profiles were used by both Moses et al. [2011] and Venot
et al. [2012] to calculate the non-equilibrium chemical abundance profiles of HD 209458b
by taking into account the processes of vertical transport and photochemical dis-
sociation. Here we repeat this calculation with our model using the same inputs
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Table 3.2: Elemental abundances used in this test [Venot, 2012]
Fractional Abundance
H 0.910950
He 0.0882812
O 4.41758×10−4
C 2.52885×10−4
N 7.45642×10−5
Table 3.3: Planetary and stellar parameters for HD 209458b [Venot et al., 2012]
HD 209438b
a [AU] 0.047
Rs [R] 1.118
cosµ 2/3
Rp [RJ ] 1.339
and model parameters to compare with both of these previous works. As we use
the same chemical network as Venot et al. [2012] discrepancies in the abundance
profiles will be due to variations in the implementation of the physics schemes (ver-
tical transport, radiative transfer, etc) only. On the other hand, Moses et al. [2011]
use their own chemical network and therefore discrepancies between our model and
theirs may be due to both differences in the chemical network and in the physics
schemes of the models.
The elemental abundances used in this test are presented in Table 3.2 and are
taken from Venot [2012]. These correspond to protosolar elemental abundances with
a 20% reduction of oxygen to account for depletion due to the rainout of silicates and
metals [Venot et al., 2012, Moses et al., 2011]. The planetary and stellar parameters
are also taken from Venot et al. [2012] and are summarised in Table 3.3, and we use
the same stellar irradiance spectrum [Venot, priv. comm.] to calculate the radiative
flux.
Firstly, we consider the comparison with Venot et al. [2012], shown in Fig. 3.8.
In the deep atmosphere, where the abundances retain their chemical equilibrium
values, the agreement between the two models is excellent. This agreement at high
pressures is not surprising since the equilibrium values only depend on the thermo-
dynamic conditions and the thermochemical data used to calculate the equilibrium
constant, and our excellent agreement with the chemical equilibrium model (TECA)
of Venot et al. [2012] has already been demonstrated in Section 3.3.
Toward lower pressures, in the region P ∼ 1 bar, the abundances of both CH4
and NH3 depart from their respective chemical equilibrium profiles due to transport-
induced quenching. Importantly, the agreement between the two models for the
location of the quenching point is good, with only minor differences. Physically, the
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Figure 3.8: The abundance profiles for the major species using the test HD 209458b
model. The top panel compares the ATMO result (solid) with the abundances from
Venot et al. [2012] (dashed), whilst the lower panel compares the same ATMO result
(solid) with those of Moses et al. [2011] (dashed). The initial chemical equilibrium
abundances are shown (dotted) in both cases.
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precise pressure level of the quench point depends on the thermodynamic structure
(i.e. the P–T profile), the strength of the vertical transport (i.e. the Kzz profile)
and the chemical timescale for these species which depends on the choice of chemical
network. Given that these three components are identical in these two models for
this test, the differences must lie in the implementation of vertical mixing, the
discretisation of the flux terms on the model grid, or the structure of the vertical
grid of the model atmosphere itself.
In this test, the structure of the vertical grid in our model is such that there
are 100 grid points evenly spaced in terms of logP . On the other hand, Venot
et al. [2012] use a larger number of grid points (∼ 300) and the spacing of the
grid points are such that the layers have a thickness of ∆z = H(z)
8
, where H(z)
is the pressure scale height. Overall, this results in a rather different vertical grid
structure with a higher resolution compared to ATMO and with grid points that are
not uniformly spaced. These differences, as well as any additional variations in the
vertical transport scheme, likely explain the small differences in the quench points
of CH4 and NH3 between our model and that of Venot et al. [2012].
At lower pressures still, the chemistry becomes unquenched due to the in-
creasing temperature and consequent decreasing chemical timescale. However, the
availability of high energy photons also increases leading to photochemical disso-
ciation which drives the chemistry at low pressures. Generally we find significant
differences between the two models in this low pressure region, and overall we find
larger mole fractions of the molecules presented in Fig. 3.8 as well as others that are
not shown. Conversely, we find lower abundances of the free-radical species (H, OH,
etc) that are a product of photochemical dissociation. This suggests that the pho-
todissociation rate is not as efficient in our model compared to that of Venot et al.
[2012]. As the chemical network and other model inputs, including the absorption
and scattering coefficients of the molecules, are the same between the two models,
the cause of this discrepancy is likely due to a difference in the implementation of
the model schemes.
The most likely cause for this discrepancy at low pressures is the representation
of radiative transfer in the two models that determines the radiative flux to drive
the photodissociations. Our model uses a radiative transfer scheme that includes
isotropic scattering and solves for the intensity in a series of ray directions in a
discrete-ordinate method, usually using 16 rays in total [Amundsen et al., 2014,
Tremblin et al., 2015, Amundsen, 2015]. On the other hand, the Venot et al. [2012]
model employs the Isaksen et al. [1977] method where the radiative flux is solved
for only in two directions (up and down) and the treatment of scattering is more
simplified compared to the approach in our model. These differences are ultimately
likely to lead to a discrepancy in the calculated radiative flux in each level that will
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propagate into the photodissociation rates.
Fig. 3.8 also shows the comparison with the results of Moses et al. [2011], who
use both a different model and a different chemical network. At high pressures, the
agreement between the two models is overall good with small variations particularly
in the abundances of CH4 and CO. This is likely to be due to differences in the
thermochemical data used between the two models. At lower pressures (P ∼ 1 bar)
the disagreement in the location of the quench points is significant for both CH4
and NH3, though this is not surprising. The dominant cause of this discrepancy is
the different choice of chemical network, and this has been discussed in depth in
Venot et al. [2012] and Moses et al. [2013b]. Again, variations in the model grid
and vertical transport schemes may also play role; Moses et al. [2011] use a model
grid with ∼ 200 grid points with a variable spatial resolution that increases toward
higher pressures.
In the lowest pressure regions, P < 10−4 bar, where photochemistry is impor-
tant we find larger abundances of the molecules compared with Moses et al. [2011],
similar to the comparison with Venot et al. [2012] shown previously. However, the
discrepancy is significantly smaller and despite the differences in the chemical net-
work we find a better match to the results of Moses et al. [2011] than with those of
Venot et al. [2012] for this pressure region. The model of Moses et al. [2011] employs
a more sophisticated radiative transfer calculation than that of Venot et al. [2012],
including multiple scattering due to H2 and He using a Feautrier method [Michelan-
geli et al., 1992]. Indeed, Venot et al. [2012] comment on significant sensitivity of the
abundance profiles at low pressures to the treatment of Rayleigh scattering. The re-
sults presented here add further evidence to the suggestion that it is the calculation
of the radiative flux, and not the choice of chemical network, that holds the greatest
control over the abundance profiles in low pressures regions that are dominated by
photochemical processes.
We compare the abundance profiles in more detail by calculating the abso-
lute and relative differences. The absolute difference is calculated as the difference
between the logarithm of the mole fraction from ATMO with the logarithm of the
mole fraction from either Venot et al. [2012] or Moses et al. [2011], generally model
X
δabsi (P ) = log(f
ATMO
i (P ))− log(fXi (P )) = log
(
fATMOi (P )
fXi (P )
)
(3.48)
and the relative difference is calculated as
δreli (P ) =
δabsi (P )
log (fATMOi (P ))
. (3.49)
Figs. 3.9 to 3.11 show the profiles of δabsi and δ
rel
i for H2, H, CH4, CO, NH3 and
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N2. For H2 the differences are negligible for P > 10
−4 bar, but at lower pressures
we find a H2 abundance larger than both Moses et al. [2011] and Venot et al. [2012],
and the discrepancy is larger for the latter. The case is similar for H, where the
agreement is relatively good except in the photodissociation region where we find
lower amounts of H, with again the discrepancy being larger with Venot et al. [2012].
For CH4 we find a significantly lower abundance in the mid-atmosphere com-
pared to Moses et al. [2011], due to the difference in the quenching point from the
different choice of chemical network, whilst we agree very well with Venot et al.
[2012]. At lower pressures, we find a greater abundance of CH4 compared to both
models, with again the greatest discrepancy being with Venot et al. [2012]. The
abundance profile for CO agrees well with both models.
This behaviour is repeated for the abundance profiles of the nitrogen species.
The abundance profile of N2 agrees well with both models, but we find a lower
abundance of NH3 in the mid-atmosphere compared to Moses et al. [2011], again
due to the chemical network yielding a different quench point, but agree well with
Venot et al. [2012]. At lower pressures we find a larger abundance of NH3 compared
to both models, with the greatest discrepancy with Venot et al. [2012].
In summary, we find good agreement in the deep atmosphere compared with
both Venot et al. [2012] and Moses et al. [2011] where the chemistry is in a state
of chemical equilibrium. In the mid-atmosphere, we agree very well with Venot
et al. [2012] with only minor discrepancies in the quenched abundances of CH4
and NH3, likely due to differences in the discretisation of the model grid and the
implementation of the vertical transport. The agreement with Moses et al. [2011] in
this pressure range is poorer, though this is predominantly due to the different choice
of chemical network and has been previously discussed in detail elsewhere [Venot
et al., 2012, Moses et al., 2013b]. At lower pressures, where photochemical processes
are important, we generally find a smaller impact due to photodissociations with
larger abundances of the molecules (e.g. CH4, H2O, etc) and lower abundances of the
photochemical products (e.g. H, etc). Interestingly, despite the fact that we use the
same chemical network as Venot et al. [2012] we find a better agreement with Moses
et al. [2011] in this low pressure region, suggesting that the treatment of scattering,
and hence ultimately the calculation of the radiative flux and photodissociation rate,
are as important as the choice of chemical network in this region.
In this section we have performed a comparison of our model with two other
published chemical kinetics codes in the literature, by matching the model inputs
and parameters as closely as possible. However, as shown there can be significant
variations in the results from these models, particularly in the low pressure region
dominated by photochemistry. There is currently no detailed comparison of these
codes in the literature. It would be beneficial to perform a coherent and in depth
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Figure 3.9: The absolute (left) and relative (right) differences between ATMO and
Venot et al. [2012] (blue) and Moses et al. [2011] (red) for the HD 209458b model.
The differences in the steady-state non-equilibrium abundance profiles for H2 (top)
and H (bottom) are shown with the black dashed line indicated zero in both cases.
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Figure 3.10: As Fig. 3.9 but for CH4 (top) and CO (bottom).
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Figure 3.11: As Fig. 3.9 but for NH3 (top) and N2 (bottom).
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code comparison to identify and understand the different approaches to model dis-
cretisation, vertical transport and radiative transfer (amongst other things) and how
this effects the final abundance profiles.
3.6 Summary
In this section the implementation of the Gibbs energy minimisation scheme, that
yields the chemical abundances consistent with local chemical equilibrium, and the
chemical kinetics scheme, that allows for the inclusion of non-equilibrium processes
like vertical transport and photodissociations, has been described. In addition, sev-
eral test cases have been presented that benchmark and validate the implementation
of these schemes. These tests have shown that:
• the Gibbs energy minimisation scheme gives an excellent agreement with the
TECA chemical equilibrium code of Venot et al. [2012]
• the Gibbs energy minimisation scheme agrees well with the analytical solutions
to chemical equilibrium by both Burrows and Sharp [1999] and Heng and Tsai
[2016]
• the rainout condensation chemistry scheme qualitatively reproduces the be-
haviour of H2S and Fe for a P–T profile representative of Jupiter
• simple box model tests compare very well with the kinetics code of Venot
et al. [2012] thus validating our implementation of the chemical network, cal-
culation of the rate coefficients and solution of the continuity equation using
the DLSODES solver
• comparisons of our model with Venot et al. [2012] and Moses et al. [2011] for a
1D model of HD 209458b shows very good agreement with the former in both
the deep (chemical equilibrium) and middle (mixing dominated) atmosphere
with a poorer match at low pressures. The better agreement with Moses et al.
[2011] at low pressures suggests that the method of solving for the radiative
transfer is as important as the choice of chemical network in situations where
photochemistry is important.
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Chapter 4
Consistent Chemical Kinetics in a
1D Model
This chapter describes the development of a consistent non-equilibrium chemistry
model and presents results of this model applied to the atmospheres of hot Jupiter
atmospheres. In this work, the term consistent is used to describe the fact that the
chemical abundances are calculated fully-consistently with the temperature profile
of the atmosphere. The model is applied to the atmospheres of the hot Jupiters
HD 209458b and HD 189733b. The results presented in this chapter are an expansion
of work that has been previously published in Drummond et al. [2016].
In Section 4.1 the context to the problem of non-consistent chemistry models is
provided, before our consistent 1D chemical kinetics model is described in Section 4.2
and the results of the application of the model to the atmospheres of HD 209458b
and HD 189733b in Section 4.3. In Section 4.4 some additional tests are presented
before concluding remarks in Section 4.5
4.1 Context
Chemical kinetics models have been routinely applied to the atmospheres of hot
Jupiters and other types of exoplanet to determine the gas-phase chemical composi-
tion [e.g. Moses et al., 2011, Venot et al., 2012, Agu´ndez et al., 2014b] and more re-
cently to examine the kinetic formation of condensate particles [Zahnle et al., 2016].
A key advantage of employing a chemical kinetics approach over other methods
(e.g. Gibbs energy minimisation) is that terms which account for physical processes
that can drive the abundances away from local chemical equilibrium, such as tur-
bulent mixing and photodissociation, can be included. Often, the overall aim is to
investigate whether non-equilibrium chemical abundances can influence the oberved
spectra or phase curves [e.g. Moses et al., 2011, Agu´ndez et al., 2014b].
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A common feature amongst published chemical kinetics models is that they re-
quire an input pressure–temperature (P–T ) profile meaning that the chemical abun-
dances are not computed self-consistently with the temperature of the atmosphere.
In a real atmosphere, the temperature structure is largely determined by the chemi-
cal composition via gas-phase molecular absorption and scattering in addition to the
presence of reflecting and absorbing clouds. On the other hand, it is the temperature
that controls the precise chemical composition through the temperature-dependent
chemical rate constants which determine the interconversion of chemical species.
The source of the P–T profiles used in previous kinetics models of hot Jupiters
is varied but generally they are derived from other atmosphere models. For instance,
Moses et al. [2011] constructed their P–T profiles for HD 209458b and HD 189733b
by combining spatial averages of results from a 3D general circulation model (GCM)
[Showman et al., 2009] with results from a separate 1D radiative-convective model
[Fortney et al., 2006, 2010] as well as artificially extending the profiles to lower
pressures using either isothermal profiles or profiles which increase in temperature
(representing a hot thermosphere). Line et al. [2011, 2010] also adapted 1D tem-
perature profiles using spatial averages of output from the same 3D GCM for their
studies of HD 189733b [Showman et al., 2009] and GJ 436b [Lewis et al., 2010].
Others have taken P–T profiles from 1D radiative-convective models [e.g. Agu´ndez
et al., 2014b, Venot et al., 2014, 2016, Zahnle et al., 2016].
In each case, the model that calculates these P–T profiles, whether they are 1D
or 3D, make the assumption of local chemical equilibrium. A problem therefore arises
when such a P–T profile is used within a kinetics code to calculate non-equilibrium
abundances. Any departure from chemical equilibrium will change the opacity of
the atmosphere and hence the temperature. This process cannot be accounted for
in a model where the P–T profile is treated as a fixed input parameter.
During the kinetics calculation, as the chemistry is evolved from chemical equi-
librium (the usual initial condition for such models) towards the non-equilibrium
steady-state solution, the abundance profiles of the molecules will be adjusted due
to vertical mixing and photodissociation. Significant alterations in the abundance
profiles of radiatively active molecules (important absorbers or scatterers) should
correspond to a change in the opacity and consequently to a change in the P–T pro-
file. In turn, any adjustments to the temperature profile should produce a response
in the chemical abundances themselves due to the temperature-dependence of the
rate constants. In previous models the link between the composition-dependent
temperature profile and the temperature-dependent composition is broken.
This is a recognised deficiency of these models and several attempts to inves-
tigate the importance of this have been made. In the context of brown dwarf atmo-
spheres, where transport-induced quenching of CH4/CO and NH3/N2 is expected to
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be important, Hubeny and Burrows [2007] performed non-equilibrium calculations
consistently with the P–T profile. However, the quenching of these molecules was
performed using timescale arguments, rather than a full chemical kinetics approach.
They found corrections of 50–100 K to the P–T profile due to the quenching of
CH4/CO and NH3/N2.
In a more recent study, Agu´ndez et al. [2014b] tested an iterative approach
to calculating the P–T profile. Initially, the P–T profile was computed within a
1D radiative-convective model [Iro et al., 2005, Agu´ndez et al., 2012] assuming local
chemical equilibrium. This first P–T profile was used to compute a first set of
non-equilibrium chemical abundances, which were subsequently used to generate a
second P–T profile. This second P–T profile was finally used to calculate the final
set of non-equilbrium abundances. Agu´ndez et al. [2014b] found adjustments to the
temperature profile of <100 K in this ‘two iteration’ approach, similar to what was
found by Hubeny and Burrows [2007].
In the first approach by Hubeny and Burrows [2007], the representation of
the quenching of CH4/CO and NH3/N2 via a simple timescale argument is not
necessarily accurate. The precise timescale of these processes is determined by
the complex chemical pathways for the interconversion of CH4/CO and NH3/N2
respectively, which is poorly constrained. In the attempt by Agu´ndez et al. [2014b],
the ‘two iteration’ approach is likely to be insufficient, and many iterations could be
required in order to converge on the stable solution.
In this rest of this chapter, the results of a 1D atmosphere model that consis-
tently couples the calculation of the P–T profile with the non-equilibrium chemistry
calculations is presented. Fundamentally, the key difference between this model
and those of the studies previously discussed is that the chemical kinetics code is
included within the framework of a 1D radiative-convective model. Crucially, this
means that the P–T profile is not required as a model input, and is instead calculated
self-consistently with the chemical abundances.
4.2 Model description and setup
To investigate the importance of performing non-equilibrium chemistry calculations
consistently with the P–T profile we apply our 1D radiative-convective atmosphere
model ATMO, previously described in Chapter 3, to the atmospheres of the well
studied hot Jupiters HD 189733b and HD 209458b. Though we focus on these two
specific planets our aim is not to attempt to reproduce the available observations.
Our focus is to investigate the theoretical consequence of performing consistent
chemical kinetics calculations, and we simply use the parameters of these two sys-
tems as test cases.
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Table 4.1: Parameters used in this study.
HD 209458b HD 189733b
Mass MJ 0.714 1.150
Radius RJ 1.380 1.151
Orbital Dist. AU 0.047 0.031
Stellar Spectral Type G0V K1-K2
Stellar Radius RSun 1.162 0.752
In this section, we detail the model inputs and initial conditions for these two
test case atmospheres.
4.2.1 Planetary and stellar parameters
The planetary and stellar parameters of Southworth [2010] are adopted for both
HD 189733b and HD 209458b and are reproduced in Table 4.1. Whilst HD 189733b
has a much smaller semi-major axis, it is actually the cooler of the two planets
due to the lower effective temperature of its host star. It is also worth noting that
HD 189733b has a bulk density similar to that of Jupiter, whilst HD 209458b has
a vastly inflated radius and consequently a bulk density much lower than that of
Jupiter. For both cases we have assumed solar elemental abundances [Caffau et al.,
2011] and an internal temperature of 100 K.
For the irradiation spectrum we use the Kurucz stellar spectra1 for both
HD 209458 and HD 189733. It is with this irradiation spectrum that we solve
for the P–T profile. The ultra-violet (UV) radiative flux is required for the cal-
culation of the photodissociation rate, however, the Kurucz spectra do not extend
to low enough wavelengths; λ < 200 nm. Therefore, we use a separate irradiation
spectrum that does cover to the required spectral range for the calculation of the
UV flux.
For the UV irradiation flux of HD 209458 we follow the approach of Moses
et al. [2011] and Venot et al. [2012] and use the solar irradiation spectrum. For
HD 189733 we take the same approach as Moses et al. [2011] and use the UV flux of
a K2 V star, epsilon Eridani, taken from the CoolCAT database2, for 115 < λ < 230
nm, the solar UV flux for wavelengths below this range, and the solar flux divided
by ten for longer wavelengths. The adopted UV irradiation spectra for both models
are shown in Fig. 4.1.
1http://kurucz.harvard.edu/stars.html
2http://casa.colorado.edu/∼ayres/CoolCAT/
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Figure 4.1: The adopted UV irradiation fluxes for HD 209458 (red) and HD 189733
(blue).
4.2.2 Model domain
We model the pressure range 103 > P > 10−5 bar with 100 vertical levels. The
choice of the lower pressure limit was set as the atmosphere transitions into the
thermosphere at around this region and a different modelling approach is required
[e.g. Yelle, 2004, Koskinen et al., 2013]. Correct modeling of the atmosphere below
P ∼ 10−5 bar requires consideration of non-local thermodynamic equilibrium, not
currently included in ATMO. Many previous studies have extended their model
domain to much lower pressures (e.g. P = 10−11 bar [Moses et al., 2011]) though
the validity of the results in this region of the model are questionable. The effects
of photochemistry begin to become important for P ≤ 10−5 bar in this model.
Therefore, due to the choice of lower pressure limit of our model, whilst we include
photochemistry only the ‘edge’ of the photodissociation zone is captured.
The higher pressure limit of the model P ∼ 103 bar is chosen to ensure that
the chemistry at and near to the lower boundary remains in chemical equilibrium for
all cases. The presence of chemical equilibrium at the lower boundary is required
to satisfy the assumption that there is no net flux of material across the lower
boundary; previously discussed in Section 3.4.4.
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4.2.3 Initial conditions
As this is a steady-state problem the initial conditions do not affect the final solution,
though sensible choices may increase model stability or decrease computation time;
this is unlike 3D hydrodynamics simulations where the initial conditions will have
some or even significant influence on the results [Mayne et al., 2014a].
The calculation can be considered to be in two parts. Firstly, the P–T profile
and chemical abundances are calculated assuming chemical equilibrium. Here, the
temperature profile is initialised to an isothermal profile typically with a tempera-
ture of 1000 K, though the choice of temperature does not affect the final result.
For the chemical abundances the mole fractions are initialised to 0.1/N , where N
is the number of gas species, as in Gordon and McBride [1994]; see Section 3.2.5.
For the second part of the calculation, where the temperature profile is reconverged
iteratively with the chemical kinetics calculation, the model is initialised with the
temperature profile and chemical abundance profiles of the prior chemical equilib-
rium calculation.
4.2.4 Eddy diffusion coefficient
A vital input to the non-equilibrium chemistry calculation is the eddy diffusion
coefficient Kzz, which is poorly constrained both observationally and theoretically.
In previous studies, this term has been estimated using wind velocity fields derived
from 3D general circulation models [e.g. Moses et al., 2011] or parameterised using
the advection of passive tracers [Parmentier et al., 2013]; in both of these cases,
the value of Kzz varies with pressure. Other studies treat Kzz as a free model
parameter and test a range of plausible values [e.g. Miguel and Kaltenegger, 2014],
usually taking a constant value across the modelled pressure range. In this work we
take the latter approach and choose two plausible values for Kzz.
Values of Kzz for hot Jupiter atmospheres used in other works vary between
∼107–1012 cm2s−1 [e.g. Moses et al., 2011, Miguel and Kaltenegger, 2014]. We take
one case roughly in the middle of this range (Kzz = 10
9 cm2s−1) and one towards
the upper limit of this range (Kzz = 10
11 cm2s−1). These values are assumed to be
constant with pressure.
4.2.5 Chemical network
The carbon-oxygen-hydrogen-nitrogen (C-O-H-N) chemical network of Venot et al.
[2012], previously applied in several models of hot, hydrogen-dominated exoplanet
atmospheres [Agu´ndez et al., 2012, 2014a,b, Venot et al., 2014] and also for the
atmospheres of brown dwarfs [Tremblin et al., 2015, 2016] is adopted. The network
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contains 105 chemical species linked via ∼1000 reversible reactions and has been
experimentally validated within the region 300 - 2500 K and 0.01 - 100 bar.
We choose to use the original C0-C2 network of Venot et al. [2012], with
hydrocarbon species of up to two carbon atoms, rather than the more recent C0-C6
network which extends the network to higher-order hydrocarbons with up to six
carbon atoms [Venot et al., 2015]. The overall aim of this work is to investigate the
importance of solving for the non-equilibrium chemical abundances consistently with
the P–T profile. Therefore, for the purposes of this study it is most important to
accurately determine the abundances of the molecules that contribute to the opacity
of the gas mixture (e.g. CH4, H2O, etc). The inclusion of higher-order hydrocarbons
was found not to affect the abundances of these main species [Venot et al., 2015].
Therefore we choose to use the smaller and less computationally expensive C0–C2
network for this work.
In total ∼140 chemical species are included. Of these, 105 are those from
the Venot et al. [2012] chemical network. In addition, we include Na, K, Li, Cs
and Rb in monatomic form and their important molecular gas-phase species (e.g.
NaCl, NaOH, etc) which can deplete the abundance of the monatomic forms. These
additional alkali species are included in the chemical equilibrium calculation, since
they are included as opacity sources in our model. However, as these species are
not incorporated in the Venot et al. [2012] network we hold these species at their
equilibrium values throughout kinetics calculation. Note that this is a limitation of
our model, in that whilst the C-O-H-N chemistry is evolved consistently with the
temperature, the abundances of the alkali species are held fixed at their equilibrium
values from the initial P–T profile.
Condensation is included in ATMO through equilibrium condensation in the
Gibbs energy minimisation calculation (Section 3.2.7). However, for the tempera-
tures typical of these hot Jupiter profiles condensation is not likely to be important
in determining the abundances of the alkali species, and therefore condensation is
not included in these calculations, and the mixture is assumed to be gas-phase only.
4.2.6 Opacities
The radiative transfer equation is solved in 1D plane-parallel geometry including
isotropic scattering. We include CH4, H2O, CO, CO2, NH3, TiO, VO, Na, K, Li,
Cs and Rb and collision induced absorption due to H2-H2 and H2-He as opacity
sources in the atmosphere. The source of these opacity data is explained in detail
in Amundsen et al. [2014, 2017].
In the current work ATMO is used with the correlated-k approximation using
the random overlap method to compute the total mixture opacity (see Lacis and
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Oinas [1991] and Amundsen et al. [2017]) for moderate resolution emission and
transmission spectra with 500 or 5000 bands and, for a rapid computation of the
radiative flux, with 32 bands in the Newton-Raphson iterations. The number of
k-coefficients per band is not fixed but is instead computed based on a specified
precision; the number of k-coefficients therefore varies depending on the band and
the gas [this is explained in detail in Amundsen et al., 2014]. The results obtained
using the correlated-k approximation have been compared with the full line-by-line
result, which agree very well.
4.2.7 Consistent chemical kinetics calculations
The calculation of the self-consistent non-equilibrium chemical abundances involves
two stages. Firstly, the P–T profile is calculated assuming chemical equilibrium,
where the abundances are calculated in each iteration using the Gibbs energy min-
imisation method. This first calculation produces the P–T profile and chemical
abundance profiles which are self-consistent and assume local chemical equilibrium.
In the second stage of the calculation, the P–T profile and chemical abun-
dance profiles from the first stage are used as initial conditions, and the chemical
continuity equation is solved for the steady-state solution, whilst periodically re-
converging (re-calculating) the P–T profile. During each reconvergence of the P–T
profile, the abundance profiles are frozen at their current values. After each suc-
cessful reconvergence of the P–T profile, the integration of the continuity equation
is continued until the next P–T reconvergence, and ultimately until the model has
reached overall convergence (discussed shortly).
During this second part of the calculation, a choice is made about the fre-
quency fP−T on which to reconverge the P–T profile. Following testing, it was
found that fP−T = 10 (i.e. ten iterations of the chemistry solver between each P–T
profile reconvergence) was found to give the best compromise between accuracy and
efficiency. The dependence of the final P–T profile on the choice of fP−T is examined
later in Section 4.4.1.
Convergence
The convergence criterium of this model is composed of a series of individual criteria.
Firstly, we require that the errors in the energy flux balance and hydrostatic equa-
tions are < 10−4. Simultaneously, we require that the maximum relative change in
the abundances of the chemical species (max(dni/ni)) is < 10
−4 and that the model
has reached a total integration time of 1012 s, to ensure that a chemical steady-state
has been achieved. When both of these ‘chemical’ and ‘thermal’ convergence crite-
ria are simultaneously achieved, the consistent chemical kinetics model is deemed to
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have reached convergence.
The total walltime for these simulations is typically several hours on a single
core. In comparison, a non-consistent model with a fixed P–T , for otherwise similar
parameters, requires typically 20–30 minutes.
4.3 Results
In this section we present the P–T profiles, chemical abundances and simulated
spectra derived from our fully-consistent 1D model for the two test case hot Jupiter
atmospheres outlined in the previous section.
For each of these two test cases we show a series of models with different
treatments of the chemistry. Firstly, we show models which assume local chemical
equilibrium (EQ). We then present non-consistent non-equilibrium (NEQ) models
where the P–T profile is fixed throughout the calculation, emulating the method em-
ployed by previous studies. Finally, we include consistent non-equilibrium (CNEQ)
models where the abundances are calculated iteratively with the P–T profile, allow-
ing for the feedback between the non-equilibrium abundances and the temperature
structure.
4.3.1 HD 189733b
Fig. 4.2 shows the P–T profiles of our EQ and CNEQ HD 189733b models assuming
two different values of Kzz, as described in Section 4.2. For the model with stronger
vertical mixing there is a significant influence of non-equilibrium chemistry on the
P–T profile. The CNEQ P–T profile is ∼100 K warmer than the EQ profile for P
> 0.1 bar. In the model with the smaller Kzz parameter, and hence weaker mixing,
the CNEQ P–T profile is warmer than the EQ profile by about 15 K.
The equilibrium and consistent non-equilibrium chemical abundances for these
HD 189733b models are shown in Fig. 4.3 for the models using Kzz = 10
11 and 109
cm2s−1. Qualitatively, we find similar behaviour to previous studies [Moses et al.,
2011, Venot et al., 2012] where the chemistry remains in chemical equilibrium in the
hot deep atmosphere, the mid-regions of the atmosphere are dominated by vertical
mixing, and photochemistry begins to become important for P ∼10−5 bar.
The model using the stronger Kzz shows significant increases in the abun-
dance of both CH4 and NH3 compared to chemical equilibrium, which are quenched
at around 10 bar and 100 bar, respectively. In chemical equilibrium, H2O is more
abundant than CO in the deep atmosphere, with CO becoming more abundant than
H2O at around 10 bar. This transition between the two molecules is removed with
the inclusion of vertical mixing, as H2O and CO are quenched below the transi-
116 CHAPTER 4. CONSISTENT CHEMICAL KINETICS IN A 1D MODEL
800 1000 1200 1400 1600 1800 2000
Temperature [K]
10´5
10´4
10´3
10´2
10´1
100
101
102
103
P
re
ss
ur
e
[b
ar
]
Figure 4.2: The P–T profiles for HD 189733b assuming equilibrium chemistry
(EQ model, dashed), consistent non-equilibrium chemistry with Kzz = 10
11 cm2s−1
(CNEQ model, solid) and with Kzz = 10
9 cm2s−1 (CNEQ model, dotted). Note that
the NEQ models referred to in the text use the same EQ P–T profile as plotted in
this figure.
tion, increasing the abundance of H2O for all lower pressures. The model with the
smaller eddy diffusion coefficient shows a smaller increase in both CH4 and NH3 as
their quench points are both shifted to lower pressures, and reducing the quenched
abundance. The effect on H2O and CO is also much smaller in this model.
The temperature increase due to non-equilibrium chemistry has a feedback
impact on the temperature-dependent chemical abundances. Comparing the chem-
ical abundances (Fig. 4.4) between the consistent and non-consistent (CNEQ and
NEQ) models we see that for the strong vertical mixing case the abundances of CO
and CH4 are essentially reversed, due to an increase in CO and a decrease in CH4
in the CNEQ model. Similarly, in the NEQ model we find that NH3 should be the
dominant nitrogen species throughout the atmosphere, whereas in the CNEQ model
we find that N2 is the dominant nitrogen species (below 100 bar).
The temperature change induces different abundances via two processes. Firstly,
the chemistry in the deep atmosphere remains in chemical equilibrium, and as the
temperature increases the chemistry moves towards a new chemical equilibrium with
abundances which are consistent with the new temperature.
The second effect is caused by changing the location of the quench point. The
quench point occurs at the pressure level where the chemical timescale τchem is equal
to the mixing timescale τmix. Since τchem is dependent on temperature the quench
point is shifted to a lower pressure level, in the case of a warmer atmosphere. This
leads to a different quenched mole fraction affecting the quenched abundances for
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Figure 4.3: The chemical abundances of the major chemical species for the
HD 189733b model with abundances from the EQ calculation (dashed) and abun-
dances from the CNEQ calculation including vertical mixing and photochemistry
(solid) with eddy diffusion coefficient of Kzz = 10
11 cm2s−1 (top) and Kzz = 109
cm2s−1 (bottom).
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pressures below the quench point. This is complicated by the fact that the mole
fractions of individual species have changed in the region of the quench point as
they now exist in the new higher temperature chemical equilibrium, due to the first
process explained.
These processes also occur in the model with weaker vertical mixing but to
a smaller degree since the departure from chemical equilibrium and the induced
temperature change is less.
Tests including photochemistry only (without vertical mixing) show that the
photochemistry has a negligible impact on the P–T profile. Photodissociations
become important for pressures below ∼10−5 bar depending on the temperature
and the UV flux. At these pressure levels the optical depth is small and changes
in the chemical composition have negligible effect on the temperature structure.
Transport–induced quenching is effective at higher pressures and higher optical
depths has the potential to alter temperature stucture. However, it may be that
photochemical production of chemical species not included in our model, or not
included as opacity sources in our model, could contribute to heating at low pres-
sures; for example, ozone in the Earth atmosphere. We investigate the importance
of photochemistry in more detail in Section 4.4.2.
Overall, we find that for our model atmosphere of HD 189733b the process
of transport-induced quenching causes temperature increases of up to 100 K be-
tween 10−1–102 bar. This temperature increase, in turn, effects the calculated mole
fractions by 1) inducing a new chemical equilibrium consistent with the higher tem-
perature in the deep atmosphere and 2) shifting the quench point (τchem=τmix) to
lower pressures and altering the quenched abundances at low pressures; these two
processes act simultaneously. For the strong vertical mixing case CO is the dominant
carbon species for P<10 bar in the CNEQ model whereas CH4 is instead the domi-
nant carbon species throughout the whole atmosphere in the NEQ model. A similar
process occurs for the N2-NH3 system leading to an N2 dominated atmosphere in
the CNEQ model but an NH3-dominated atmosphere in the NEQ model.
Simulated emission spectra
In this section we present the simulated emission spectra for this series of models
of HD 189733b. Fig. 4.5 shows the simulated emission spectrum for the stronger
vertical mixing case for all three chemistry models (EQ, NEQ and CNEQ). Non-
equilibrium chemistry has a strong impact on the simulated emission spectrum in
the NEQ model. The NEQ spectrum has a significantly reduced flux ratio compared
with the EQ model at almost all wavelengths. On the other hand, the CNEQ model
shows a smaller discrepency with the EQ model, except at around 4.5 µm where the
CNEQ model shows a greater flux ratio than both the EQ and NEQ models.
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Figure 4.4: A comparison of the chemical abundances between the CNEQ model
(solid) and the NEQ model (dashed) for HD 189733b with Kzz = 10
11 cm2s−1 (top)
and Kzz = 10
9 cm2s−1 (bottom).
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Figure 4.5: The emission spectra of the HD 189733b model with Kzz = 10
11 cm2s−1,
showing calculations based on the EQ calculation (blue), the NEQ calculation (red)
and the CNEQ calculation (green).
The model with the lower Kzz value (Fig. 4.6) shows similar trends, though the
difference between all three chemistry cases is smaller as the departure from chemical
equilibrium is not as strong. Our EQ and NEQ simulated spectra for this case agree
well with the spectra of the ‘thermochemical model’ and ‘photochemical model’ of
Moses et al. [2011, their Fig. 11]. We also find a reduction in flux at around 4 µm
and at longer wavelengths for our NEQ model. Interestingly, however, performing
the chemical kinetics calculations consistently (CNEQ model) completely removes
this signature of non-equilibrium chemistry at 4 µm and also reduces the impact at
longer wavelengths.
Most of the spectral features here are due to CH4 (particularly around 3.6
µm) and, at longer wavelengths, to NH3 whilst CO is the dominant absorber around
4.5 µm. Increases in the mole fractions of CH4 and NH3 due to transport-induced
quenching increase the opacity in the wavelengths regions where they have absorp-
tion bands.
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Figure 4.6: Same as Fig. 4.5 but for the Kzz = 10
9 cm2s−1 model.
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Figure 4.7: The spectral contribution functions for the EQ (top), NEQ (middle) and
CNEQ (bottom) models of HD 189733b, for the Kzz = 1× 1011 cm2s−1 case.
To aid interpretation of the emission spectrum we can consider the contribu-
tion function [e.g. Knutson et al., 2009b, Griffith et al., 1998] which quantifies the
pressure range from where the observed flux is originating. Effectively it shows the
pressure level of the photosphere, where the atmosphere becomes optically thin, as
a function of wavelength.
Fig. 4.7 shows the contribution function for each of the models of HD 189733b,
for the Kzz = 1 × 1011 cm2s−1 case. Generally the contribution function peaks for
pressures between 10 and 1×10−3 bar with spectral variations due to the wavelength-
dependent opacities of the absorping species like H2O. Comparing the contribution
functions for the EQ and NEQ models, the peak in the contribution function shifts
to slightly lower pressures, particularly around 3.6 and 8 µm, that correspond to
absorption features of CH4 and NH3, respectively. This shifting of the peak of
the contribution function to lower pressures, and therefore lower temperatures, is
consistent with a reduction in the flux for the NEQ model, compared to the EQ
model, seen in Fig. 4.5. Similar trends are seen for the CNEQ model but to a lesser
degree.
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Figure 4.8: The P–T profiles for HD 209458b assuming equilibrium chemistry (EQ
models, dashed), consistent non-equilibrium chemistry with Kzz = 10
11 cm2s−1
(CNEQ models, solid) and with Kzz = 10
9 cm2s−1 (CNEQ models, dotted), with
the model including TiO and VO (red) and without TiO/VO (black). Note that the
NEQ models referred to in the text use the same EQ P–T profile as plotted in this
figure.
4.3.2 HD 209458b
We now present a series of models for the atmosphere of HD 209458b, which over-
all is much warmer than the atmosphere of HD 189733b due to its orbit around a
hotter star. There has been much debate about the presence of a thermal inversion
in the atmosphere of HD 209458b, with early observations favouring the presence
of an inversion [Knutson et al., 2008, Beaulieu et al., 2010]. However, more recent
re-analyses of these datasets suggest that this atmosphere does not contain a tem-
perature inversion [Diamond-Lowe et al., 2014, Evans et al., 2015]. In this study,
we present both cases, as a way to explore a larger diversity of atmosphere types.
Fig. 4.8 shows the P–T profiles for the two different atmosphere types of
HD 209458b. In each case we show P–T profiles for both the EQ and CNEQ
chemistry models and with two different strenghs of vertical mixing; Kzz = 10
11 and
Kzz = 10
9 cm2s−1, as in the previous section. For the rest of this analysis, however,
we discuss only the Kzz = 10
11 cm2s−1 case, where the impact of non-equilibrium
chemistry is larger, and instead focus on the difference between the temperature
inversion and non-temperature inversion cases.
For the case without a temperature inversion there are very small differences
between the EQ and CNEQ P–T profiles. For pressures greater than ∼0.1 bar the
CNEQ model is marginally warmer than the EQ model; in the isothermal plateau
region (1 bar < P < 100 bar) the temperature is < 10 K warmer. On the other hand,
124 CHAPTER 4. CONSISTENT CHEMICAL KINETICS IN A 1D MODEL
the case with a temperature inversion shows a much greater discrepancy between
the EQ and CNEQ models. The CNEQ P–T profile is > 100 K hotter than the EQ
P–T profile for pressures greater than 0.1 bar. At lower pressures the CNEQ P -T
profile is cooler than the EQ case by a similar amount. Interestingly, the position
of the thermal inversion is also shifted to lower pressures.
Fig. 4.9 (top) shows the abundances of the major chemical species for the
model without a temperature inversion. NH3 and CH4 are quenched at around 10
and 1 bar respectively. This has the effect of increasing their abundances with re-
spect to chemical equilibrium by several orders of magnitude for pressures lower
than the quench point. Despite this, their molar fractions do not exceed 1×10−6
and N2 and CO remain the dominant nitrogen and carbon species, which are unaf-
fected by vertical mixing processes, and retain constant mixing ratios below 10 bar.
The effects of photochemistry can be seen in the very upper regions of the model,
particularly by the dissociation of NH3 at 0.1 mbar and photochemical production
of atomic H from 10 mbar.
Fig. 4.9 (bottom) shows the abundances for the model with a temperature
inversion which shows a much greater departure from chemical equilibrium. Though
this model contains a hotter upper atmosphere, at depth the atmosphere is actually
considerably cooler than the model without a temperature inversion. TiO and VO
absorb visible photons at low pressures forming the temperature inversion. However,
this reduces the flux of high energy photons which penetrate to depth and heat the
lower atmosphere. This reduction of heating at high pressures leads to a cooler
deep atmosphere. Due to the temperature dependence of the chemical timescale
the quench point is shifted to higher pressures in the temperature inversion model,
leading to larger quenched abundances of both CH4 and NH3. The quench points
for CH4 and NH3 now lie at 10 and 100 bar, respectively. At around 1 mbar, where
the temperature begins to increase again, the chemical timescale begins to speed up
once more, and the species begin to move back towards their chemical equilibrium
state, as seen in previous studies [Moses et al., 2011, Venot et al., 2012].
The chemical abundances in the CNEQ and NEQ models (Fig. 4.10) show
important differences for the temperature inversion model. The NEQ model gives a
CH4 mole fraction around 5× larger than the CNEQ model. Similarly, the NH3 mole
fraction is ∼3.5× larger in the NEQ model compared with the CNEQ model. These
discrepancies between the two models occur in the pressure range where observations
are available. The differences are, again, due to the increase in temperature at depth
which 1) changes the chemical equilibrium abundances in the deep atmosphere and
2) shifts the location of the quench point.
There is negligible difference between the CNEQ and NEQ abundances for the
model without a temperature inversion; only minor decreases in CH4 and NH3 in
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Figure 4.9: The chemical abundances of the major chemical species from the EQ
calculation (dashed) and abundances from the CNEQ calculation including vertical
mixing and photochemistry (solid) for HD 209458b without a temperature inversion
(top) and with a temperature inversion (bottom) with Kzz = 10
11 cm2s−1.
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the CNEQ case. This is to be expected since the temperature difference between
the CNEQ and NEQ model is also very small.
We find that in the case of HD 209458b hosting a temperature inversion the
deep atmosphere is cool enough to have significant non-equilibrium chemical abun-
dances. This leads to a temperature increase of more than 100 K between 0.1-100
bar, and a temperature decrease at lower pressures. The location of the temperature
inversion is also shifted to lower pressures. These temperature changes have impor-
tant consequences on the chemical abundances and we find significantly smaller
mole fractions of CH4 and NH3 in the consistent (CNEQ) model compared with the
non-consistent (NEQ) model.
For the model without a temperature inversion the deep atmosphere is much
hotter and the quench point exists at much lower pressures. This limits the influence
of non-equilibrium chemistry and only a small temperature change is seen even for
the strong vertical mixing case. Consequently there is little difference between the
mole fractions of the consistent and non-consistent models.
Simulated emission spectra
In this section we show the simulated emission spectra for the series of HD 209458b
models discussed above.
For the model without a temperature inversion (Fig. 4.11) there is a very
small difference in the flux between the EQ, NEQ and CNEQ cases. This is not
surprising since the departure from chemical equilibrium is small; and consequently
the induced change in the P–T profile is small.
However, the models including a temperature inversion do show important
differences (Fig. 4.12). The NEQ spectrum shows a greater flux over most of the
wavelength range compared with the EQ and CNEQ spectra. In particular there
is a large increase in flux around 3.6 µm due to a large increase in the methane
abundance due to transport–induced quenching. This is the opposite to what was
found for the HD 189733b models where the flux was seen to decrease in the NEQ
model. The primary difference between these models is that, in this HD 209458b
model, at low pressures the temperature is increasing inversely with pressure, due
to the presence of a temperature inversion.
On the other hand, the EQ and CNEQ spectra are remarkably similar, despite
the fact the abundances of methane and ammonia are driven far from chemical
equilibrium and the P–T profile is altered considerably. The increase in flux around
3.6 µm and at longer wavelengths present in the NEQ model are not apparent in
the CNEQ model, removing the signatures of non-equilibrium chemistry. The cause
of this will be explained in detail in the next section.
In this particular case, the overall effect of calculating the non-equilibrium
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Figure 4.10: A comparison of the chemical abundances between the CNEQ model
(solid) and the NEQ model (dashed) for HD 209458b without a temperature inver-
sion (top) and with a temperature inversion (bottom) with Kzz = 10
11 cm2s−1.
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Figure 4.11: The emission spectra of the HD 209458b model without a tempera-
ture inversion, showing calculations based on the EQ calculation (blue), the NEQ
calculation (red) and the CNEQ calculation (green); Kzz = 10
11 cm2s−1.
chemistry consistently with a coupled temperature structure, rather than on a fixed
P–T profile, is to reduce the influence of non-equilibrium chemistry on the emission
spectrum, as found for the HD 189733b model, as the CNEQ spectrum tends back
towards the EQ result.
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Figure 4.12: Same as Fig. 4.11 but for the HD 209458b model with a temperature
inversion.
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Figure 4.13: The spectral contribution functions for the EQ (top), NEQ (middle)
and CNEQ (bottom) models of HD 209458b, for the model without TiO/VO.
Fig. 4.13 shows the contribution function for the HD 209458b model without
TiO/VO. Contrasting with the earlier HD 189733b case, the contribution function
peaks within a narrower pressure range of approximately 10 to 0.01 bar. There are
few notable differences between each chemistry case, as seen in the emission spectra
previously.
Fig. 4.14 shows the contribution function for the HD 209458b model with
TiO/VO. In this case, the contribution function peaks at considerably lower pres-
sures in some spectral regions, due to the presence of a thermal inversion in this
model. Differences are also notable between each of the different chemistry models.
In particular, the peak in the contribution function is pushed to lower pressures
in both the NEQ and CNEQ model in wavelength regions between 2 and 4 µm,
and between 8 and 16 µm. In this model, the shift of the contribution function to
lower pressures and higher temperatures corresponds to the larger fluxes seen in the
emission spectra in Figs. 4.11 and 4.12.
4.3.3 Energy balance considerations
In this section we further investigate the differences resulting from a consistent
treatment of calculating non-equilibrium chemical compositions.
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Figure 4.14: The spectral contribution functions for the EQ (top), NEQ (middle)
and CNEQ (bottom) models of HD 209458b, for the model with TiO/VO.
Figs. 4.15 and 4.16 show the thermal emission spectra of the atmosphere (not
divided by Fstar) for the HD 189733b models with Kzz = 10
11 and 109 cm2s−1,
respectively. In both cases, the emission is lower at all wavelengths for the NEQ
models, compared to both the EQ and CNEQ models. This discrepancy is larger
for the model with stronger vertical mixing. By eye, one can already see that the
total energy emission of the atmosphere (i.e. the wavelength-integrated flux) is less
in the NEQ model, compared with the EQ and CNEQ models.
Indeed, this is the case, as shown in Tables 4.2 and 4.3 which present the
integrated top of atmosphere flux (not including the reflected component) and cor-
responding blackbody temperatures for both Kzz cases and for all chemistry models.
In both Kzz cases, the integrated flux for the EQ and CNEQ models agree well with
each other, conserving the total energy being emitted by the atmosphere. On the
other hand, the NEQ models show strongly reduced integrated fluxes. The inte-
grated flux in the NEQ models is ∼38% and ∼11% smaller than the EQ integrated
flux for the Kzz = 10
11 cm2s−1 and Kzz = 109 cm2s−1 models, respectively.
These calculations show that the NEQ models do not conserve energy and
the model atmosphere is not in a state of energy balance. The incoming energy
(irradiation and internal heating) has not changed, only the chemical abundance
profiles have changed, yet the atmosphere is emitting less energy. However, the
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Figure 4.15: The atmosphere emission spectrum of the HD 189733b model with Kzz
= 1011 cm2s−1 showing calculations based on the EQ calculation (blue), the NEQ
calculation (red) and the CNEQ calculation (green).
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Figure 4.16: Same as Fig. 4.15 but for the Kzz = 10
9 cm2s−1 model.
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Table 4.2: Integrated flux and corresponding blackbody temperatures for the
HD 189733b model with Kzz = 10
11 cm2s−1.
Flux (kWm−2) TBB (K)
EQ 106.6 1171
NEQ 66.1 1039
CNEQ 106.4 1170
Table 4.3: Integrated flux and corresponding blackbody temperatures for the
HD 189733b model with Kzz = 10
9 cm2s−1.
Flux (kWm−2) TBB (K)
EQ 106.6 1171
NEQ 94.6 1137
CNEQ 106.6 1171
CNEQ models do conserve the amount of energy being lost by the atmosphere, as
the integrated flux is equivalent to that found for the EQ models.
To understand this further, we show the pressure level of peak emission (i.e.
the photosphere) in Figs. 4.17 and 4.18 for the 3.6 µm and 8.0 µm Spitzer/IRAC
channels, respectively. Here the pressure level of the photosphere is taken as the
maximum of the contribution (or weighting) function [e.g. Knutson et al., 2009b,
Griffith et al., 1998]. In both cases, the pressure level of the photosphere is shifted
to lower pressures, and lower temperatures, in the NEQ model. This is a result of
increased opacity due transport-induced quenching of CH4 and NH3.
Since the emission flux is strongly dependent on temperature, the shifting
of the photosphere to lower temperatures results in a decreased emission in this
wavelength band. Indeed, this occurs not just in this wavelength band but also at
other points where CH4/NH3 absorb and is evident in the decreased integrated flux
value previously shown for the NEQ models. For the CNEQ model, though the
photosphere is shifted to lower pressures the temperature at this lower pressure is
increased compared with the EQ/NEQ model. Here we see the P–T profile adapting
to maintain radiative-convective equilibrium and energy balance in reaction to the
changing chemical composition due to non-equilibrium chemistry.
The case is very similar for the models of HD 209458b. Figs. 4.19 and 4.20
show the top of atmosphere emission spectrum for the models with and without
a temperature inversion, respectively, in each case for the EQ, NEQ and CNEQ
models. The model without a temperature inversion shows a negligible difference
between all three cases. In the temperature inversion model, the NEQ case shows
a greater flux at all wavelengths compared with the EQ case. In particular, there
is a large increase in flux between 3 and 4 µm, which roughly corresponds to the
wavelength of peak emission. Methane dominates the absorption around 3.6 µm,
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Figure 4.17: The location of the peak emission in the 3.6 µm Spitzer band for
the HD 189733b Kzz = 10
11 cm2s−1 model with the EQ calculation (blue), NEQ
calculation (red) and CNEQ calculation (green).
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Figure 4.18: As Fig. 4.17 for the Spitzer/IRAC 8.0 µm channel.
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Figure 4.19: The atmosphere emission spectrum of the HD 209458b model with a
temperature inversion showing calculations based on the EQ calculation (blue), the
NEQ calculation (red) and the CNEQ calculation (green); Kzz = 10
11 cm2s−1.
Table 4.4: Integrated flux and corresponding blackbody temperatures for the
HD 209458b temperature inversion model; Kzz = 10
11 cm2s−1.
Flux (kWm−2) TBB (K)
EQ 235.4 1427
NEQ 256.5 1458
CNEQ 235.4 1428
which is increased in abundance by transport-induced quenching.
Again, by eye, it is possible to see that the NEQ models do not conserve
the wavelength-integrated flux. Indeed, Table 4.4 shows the integrated flux of the
atmosphere and the corresponding blackbody temperature for the temperature in-
version models, where the integrated flux for the NEQ calculation is ∼10% greater
than the EQ model. On the other hand, the integrated flux for the CNEQ model
is in excellent agreement with the EQ model. Likewise, Table 4.5 shows the same
information for the HD 209458b model without a temperature inversion. In this
case, the discrepancy between EQ and NEQ is smaller. The EQ and CNEQ models
show consistent outgoing fluxes, however, the NEQ model shows a very small ∼1%
reduction in integrated flux.
For the model without a temperature inversion, the NEQ model shows a de-
creased integrated flux, similar to what was found for HD 189733b. However, the
model with a temperature inversion shows an increased integrated flux for the NEQ
model.
Fig. 4.21 indicates the pressure level of the photosphere in the 3.6 µm Spitzer/IRAC
band for the temperature inversion model. Similarly to the HD 189733b model, we
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Figure 4.20: Same as Fig. 4.19 but for the model without a temperature inversion;
Kzz = 10
11 cm2s−1.
Table 4.5: Integrated flux and corresponding blackbody temperatures for the
HD 209458b model without temperature inversion, Kzz = 10
11 cm2s−1.
Flux (kWm−2) TBB (K)
EQ 222.2 1407
NEQ 221.9 1406
CNEQ 222.7 1408
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Figure 4.21: The location of the peak emission in the 3.6 µm Spitzer band for the
HD 209458b model with a temperature inversion with the EQ calculation (blue),
NEQ calculation (red) and CNEQ calculation (green); Kzz = 10
11 cm2s−1.
see that transport-induced quenching pushes the photosphere to lower pressures by
increasing the opacity. In this model however, where temperature is increasing with
decreasing pressure, the photosphere moves to a higher temperature. This explains
why we see an increased integrated flux in the NEQ model. However, for the CNEQ
model, though the pressure level of the photosphere is still shifted to lower pressures
the P–T profile has adapted so that the temperature at this level is now cooler,
conserving the integrated flux to that of the EQ model, shown in Table 4.4.
For the model without a temperature inversion, a similar process occurs. How-
ever, because temperature decreases with altitude in this model, the new photo-
sphere is both lower in pressure and lower in temperature resulting in a reduced
emission flux. Therefore, to compensate, the P–T structure increases in temper-
ature at this pressure level to increase the emission flux once again, and conserve
energy balance.
This understanding allows us to explain why the simulated spectra from our
CNEQ models are similar to the EQ model spectra, reducing the impact of non-
equilibrium chemistry. Our results show that it is not primarily the changing abun-
dances due to non-equilibrium chemistry which effect the emission spectrum. It is
instead the secondary effect of the non-equilibrium abundances shifting the location
of the photosphere, by changing the opacity, which affects the calculated spectral
flux, as the flux is now originating from a part of the atmosphere with a lower/higher
temperature.
The NEQ models do not conserve energy balance in the atmosphere. On the
other hand, in the CNEQ models, though the non-equilibrium abundances do also
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change the pressure level of the photosphere, the P–T profile adapts, by either heat-
ing up or cooling down, to maintain energy balance. Therefore, the resulting spectral
flux for the CNEQ model shows a smaller discrepancy with the EQ model. Previ-
ous studies using non-consistent models may have overestimated the importance of
non-equilibrium chemistry on the emission spectrum.
4.4 Additional Tests
4.4.1 The sensitivity to fP−T
In this work, we chose to reconverge the P–T profile once every 10 chemical itera-
tions. The choice of this frequency is set to achieve optimal model performance.
A low value of fP−T , where the P–T profile is reconverged very frequently,
means that there is a small change in the abundances, and hence in the temperature,
in each iteration of the model between the chemistry and P–T calculations. It was
found that in this case, the model monotonically converges towards the solution
in a stable way. However, frequently recomputing the P–T profile increases the
computation time.
On the other hand, with a large value of fP−T , when the P–T profile is re-
converged less regularly, there can be a large change in the abundances between
each iteration of the chemistry and P–T calculations. This can then result in large
changes to the temperature. It was observed that such large shifts in the abun-
dances/temperature with a large fP−T cause the model to overshoot the solution
and then to oscillate around it. Whilst the effect of reconverging the P–T profile
less frequently should decrease computation time, due to the oscillatory nature of
the model towards convergence, the computation time is not greatly improved. Due
to these two extreme limits, it was found that a moderate value of fP−T ∼ 10 (re-
converging the P–T profile every 10 iterations of the chemistry solver) provided the
most efficient, and stable, model.
It is important to assess that the final result is not sensitive to this choice of
fP−T and here we test a range of values, for the HD 189733b model with Kzz =
1011 cm2 s−1. The absolute and relative differences in the final converged P–T profile
for a range of fP−T are shown in Fig. 4.22. To make the comparison, we take the
fP−T = 1 case, where the P–T profile is reconverged every chemical timestep, as the
baseline model and compare each of the other models to it. The relative difference
in the final P–T profile remains below 1.5% across this range of models and does
not exceed 0.5% for the fP−T = 10 case, which is the value used in this study.
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Figure 4.22: The absolute (left) and relative (right) differences in the temperature
profile for a series of values of fP−T = 1, 2, 5, 10, 100. The differences are calculated
against the fP−T = 1 case, where the P–T profile is reconverged for every chemistry
iteration, which we assume to be the baseline model. The final converged P–T profile
is not very sensitive to the choice of fP−T with relative differences not exceeding 0.5%
for fP−T ≤ 10. The discrepancy with the fP−T = 1 model increases with fP−T , with
the fP−T = 100 showing the largest relative difference with ∼ 1.25%.
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4.4.2 Investigating the importance of photochemistry on
the P–T profile
The results discussed previously have incorporated non-equilibrium effects due to
both vertical mixing and photochemistry, and we have attributed the significant
shifts in the P–T profile to vertical mixing, which acts at higher pressures and higher
optical depths than photochemistry. In this section we present results from tests
which only include photochemistry to assess the importance of photodissociation on
the P–T profile in isolation from vertical mixing.
Fig. 4.23 shows the P–T profiles for the models of HD 189733b and HD 209458b
(the latter with and without TiO/VO) calculated with chemical equilibrium and
with photochemistry. There is a negligible shift in the P–T profile for the HD 209458b
model without TiO/VO and only a very slight increase in temperature at very low
pressures for the HD 189733b model. For the HD 209458b model with TiO/VO,
there is a subtle change in the P–T profile at both low and high pressures, though
the change is very small.
Overall, these tests show that in the current model setup, photochemistry
has a negligible impact on the P–T profile, and confirms that it is the process of
vertical mixing which drives the large ∼ 100 K shifts in the temperature presented
in previous sections. This result should come under some scrutiny however, as our
choice of the modelled pressure domain only includes the very limits of the region of
the atmosphere where photochemistry becomes the dominant factor controlling the
chemistry. This is because at lower pressures non-LTE effects must be taken into
account, which are not currently included in this model. To properly investigate the
impact of photochemistry on the temperature profile, one must extend the modelled
domain to lower pressures where the relevant physics important at very low pressures
must be included [i.e. in the thermosphere, e.g. Yelle, 2004].
In addition to this, we currently only include opacity from gas-phase molec-
ular species (e.g. H2O, CH4, etc) that are destroyed by photochemical processes
and do not include opacity due to the important photochemical products (e.g. H,
OH, etc), which may have non-negligible or even important contributions to the
opacity. For example, the well studied photochemical production of ozone in the
Earth atmosphere ultimately leads to the temperature inversion which defines the
tropopause.
Therefore, though we find that photochemistry has a negligible influence on
the P–T profile in the present model, it is possible that this is due to our choice of the
modelled pressure range and the lack of opacity contributions from photochemical
products.
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Figure 4.23: The pressure temperature profiles for HD 189733b (top), HD 209458b
without TiO/VO (middle) and HD 209458b with TiO/VO (bottom) consistent with
chemical equilibrium (dashed) and with photochemistry (solid). For the current
model setup, the effects of photochemistry have a negligible impact on the P–T
profile.
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4.5 Conclusions
This chapter has presented results based on a fully-consistent chemical kinetics
model applied to the atmospheres of HD 189733b and HD 209458b. In summary,
these results have shown that:
• in cases of strong disequilibrium chemistry transport-induced quenching of
absorbing species can produce changes in the P–T profile of up to 100 K
• the change in temperature can, in turn, have impacts on both the chemical
abundances themselves and on the corresponding emission spectra
• consistent calculations of non-equilibrium chemistry reduce the overall impact
of chemical disequilibrium on the emission spectrum
• in conventional chemical kinetics models, where the P–T profile is held fixed,
the dominant mechanism for non-equilibrium chemistry to affect the emission
spectrum is by changing the pressure level, and temperature, of the photo-
sphere. The strong dependence of the emission flux on temperature will result
in a very different simulated emission spectrum
• in our consistent model the P–T profile adapts to the new non-equilibrium
chemical composition to retain energy balance in the model atmosphere. The
consequent temperature changes mitigate the effect of changing the location
of the photosphere by either heating up or cooling down at the location of the
new photosphere to preserve energy balance
Based on these results, we urge caution when assessing the impact of non-
equilibrium chemistry (transport-induced quenching and photochemistry) on the
emission spectrum. Not including consistency between the chemical abundances and
the temperature structure can lead to overestimates of the impact of non-equilibrium
chemistry.
In this work the effect of photodissociations on the temperature profile was
shown to be small. However, we speculate that could, at least in part, be due
to the incompleteness of our model. Currently, only the major molecular species
are included as sources of opacity. However, photochemical processes can lead to
productions of molecules such as HCN and OH [e.g. Moses et al., 2011, 2013a] that
have significant opacity. It would be an interesting extension to this work to explore
the impact of including additional opacities due to such photochemical produced
species, where the expected abundances and cross sections of those species have the
potential to have non-negligible effects on the temperature profile.
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This work presented in this chapter has only considered 1D (vertical) effects
of non-equilibrium chemistry. Horizontal advection is expected to be very impor-
tant in the atmospheres of tidally-locked exoplanets which possess very strong zonal
wind velocities [Showman et al., 2009, Heng et al., 2011, Rauscher and Menou,
2012b, Mayne et al., 2014a]. In addition, these atmospheres can possess very large
day-night temperature contrasts leading to large contrasts in horizontal chemical
equilibrium abundances [Burrows et al., 2010, Kataria et al., 2016]. Disequilibrium
chemistry has already been suggested as a possible explanation to explain the dis-
crepencies between the observed and model emission phase curves [Zellem et al.,
2014a]. However, this work has shown that when performed consistently, transport-
induced quenching has a smaller impact on the emission spectrum than previous
studies suggest. It would therefore be very interesting and timely to extend the
process considered here by including horizontal advection, by coupling a chemical
kinetics scheme consistently to a 3D GCM.
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Chapter 5
Coupling the ATMO Chemistry
Schemes to the Met Office Unified
Model
The UK Met Office Unified Model (UM) is a general circulation model (GCM), a
model that simulates the fluid flow of the atmosphere, that has been in continuous
development for the last two decades. The UM is routinely applied to simulate
the Earth’s atmosphere across a wide-range of temporal and spatial scales, from
Numerical Weather Prediction (NWP) operating over local and regional scales over
days and weeks, to global climate models integrated for timescales of decades and
centuries.
Recently, the UM has been applied to the atmospheres of exoplanets [Mayne
et al., 2014a,b, Amundsen et al., 2016]. In the initial stages of the project, the
dynamical core of the UM was shown to reproduce several long-term, large-scale
idealised test cases [Mayne et al., 2014b] validating the application of the code for
solving 3D flows over long integration times. In addition, the UM was applied to
several hot Jupiter test cases using a Newtonian cooling scheme to represent the
thermal evolution of the atmosphere [Mayne et al., 2014a].
The next stage involved the implementation of high-temperature radiative
transfer [Amundsen et al., 2016]. This development allows for the thermal evolution
of the atmosphere to be governed by the radiative heating and cooling rates of the
gas due to irradiation, internal heating from the planet interior and thermal emission
from the gas itself.
An important input for the radiative transfer scheme is the opacity that deter-
mines the absorption and scattering of radiation and ultimately the heating rates.
In general, the opacity will be determined by the gas-phase chemical composition in
addition to the presence of absorbing and scattering haze/cloud particles. In cur-
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rently published works, clouds have not been included in hot Jupiter UM simulations
and a cloud-free atmosphere is assumed. However, we note that an idealised kinetic
cloud scheme [Lee et al., 2016] is currently being coupled to the UM for application
to hot Jupiter atmospheres, but we do not discuss it here.
The models of Amundsen et al. [2016] employed a simple analytical solution to
chemical equilibrium [Burrows and Sharp, 1999] to determine the gas-phase abun-
dances of four important absorbing species: CH4, CO, NH3 and H2O. In addition,
a highly simplified parameterisation for the alkali species Na, K, Li, Rb and Cs
was implemented. This method is highly restricted to Solar-like compositions and
is inflexible in terms of adding additional chemical species as the number of opac-
ity sources is expanded; for example, CO2 is an important absorber that is not
accounted for in the Burrows and Sharp [1999] scheme.
In this chapter, we describe and test the coupling of two chemistry schemes
to the UM to increase the accuracy and flexibility of the model. The coupling of
the Gibbs energy minimisation scheme gives a much higher flexibility allowing for
the chemical equilibrium abundances of many chemical species to be calculated,
in addition to including equilibrium condensation. Including a flexible chemical
kinetics scheme within the UM will allow for the assumption of chemical equilibrium
to be relaxed and to include the effect of large scale advection on the chemistry which
may drive it away from equilibrium.
We begin by briefly introducing the main equations solved by the dynamical
core and some common simplifications to those equations (Section 5.1) and also the
method of calculating the gas-phase chemical abundances in previous UM exoplanet
models (Section 5.2). We then describe the coupling and testing of the Gibbs en-
ergy minimisation including assessing the sensitivity of the model to the chemical
timestep, the frequency with which the abundances are recalculated, in Section 5.3.
Finally we describe (Section 5.4) and test (Section 5.5) the coupling of the chemical
kinetics scheme using a simplified chemical composition.
5.1 Dynamics
The dynamical core is the component of the model that solves the equations of
motion to describe the fluid flow. The latest version of the UM dynamical core,
ENDGame, solves for the deep, non-hydrostatic equations of motion on a rotating
sphere [Wood et al., 2014]. Importantly many of the common simplifications of the
equations of motion that are often included in other GCMs are not taken here and
instead the “full” equations of motion are solved. However, the model does allow
for these simplifications to be invoked to allow for a comparison between the full
equations and the simplified equations in the same numerical scheme.
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The various assumptions to the equations of motion are as follows:
1. Shallow-fluid approximation
The shallow-fluid approximation assumes that the atmosphere is thin com-
pared with the radius of the planet. The aspect ratio, the ratio of the atmo-
sphere extent to the planet radius, is the relevant quantity here. For the Earth
the aspect ratio is ∼ 10−3, and so the shallow-fluid approximation is probably
valid. However, for hot Jupiters the aspect ratio is ∼ 0.1.
2. Traditional approximation
The traditional approximation, which is taken with the shallow-fluid approxi-
mation (1), involves the neglect of several metric and rotation terms and is not
strongly physically justified, but does provide the potential for energy, angular
momentum and potential vorticity conservation [Mayne et al., 2014b].
3. Constant gravity (independent of height)
The assumption of constant gravity ignores any variation of gravity with height
and instead takes a constant value of the surface gravity everywhere; g(r) =
gsurface. This means that there is no contribution of the atmosphere to the
total gravity, which may not necessarily be accurate for massive or extended
atmospheres.
4. Vertical hydrostatic balance
These first three assumptions (1-3) taken together form the shallow-atmosphere
equations [Mayne et al., 2014b, White et al., 2005]. Furthermore, the shallow-
atmosphere equations combined with the assumption of vertical hydrostatic balance
(4) results in a set of equations termed the primitive equations (1-4), used in the
majority of GCMs so far applied to hot Jupiters [e.g. Showman et al., 2009].
5.1.1 Equations of Motion
The full equations of motion solved by the ENDGame dynamical core are the zonal,
meridional and vertical wind, the continuity equation and the thermodynamic equa-
tion, which are closed by the equation of state:
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Here u, v and w are the wind velocity components in the longitudinal (λ),
latitudinal (φ) and radial (r) directions, respectively. cp is the specific heat capacity,
R¯ is the specific gas constant, Q is the heating rate, D is the diffusion operator and
κ is the ratio cp/R¯. P0 is a reference pressure, ρ is the density and g(r) is the height
dependent gravity
g(r) = gp
(
Rp
r
)2
, (5.7)
where gp and Rp are the surface gravity and planetary radius, respectively. f and
f ′ are the Coriolis parameters
f = 2Ω sinφ
f ′ = 2Ω cosφ, (5.8)
where Ω is the planetary rotation rate. θ and Π are the potential temperature and
Exner pressure, defined as
θ = T
(
p0
p
) R¯
cp
(5.9)
and
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(
p
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) R¯
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θ
. (5.10)
The material derivitive is defined as
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5.1.2 Tracer transport in the UM
Tracer transport is calculated in the UM dynamical core using a positive-definite,
semi-Lagrangian advection scheme [Davies et al., 2005]. This allows for tracer species
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to be advected with the large scale flow of the atmosphere. The UM includes the
option of “free tracer” species which are available tracers in the main model.
The model includes several options for the type of high order advection scheme,
including
1. Linear interpolation (i.e. not high order)
2. Cubic Lagrange interpolation
3. Bi-cubic Lagrange in the horizontal and linear interpolation in the vertical
4. Cubic Lagrange interpolation in the horizontal and quintic Lagrange interpo-
lation in the vertical
5. Bi-cubic Lagrange interpolation in the horizontal and C1-Hermite cubic quadratic
derivitive estimates in the vertical
amongst others. The default option in the UM is option 5 above and that is the
method we adopt for tracer advection in the following sections. However, the choice
advection scheme can have consequences on the advected tracer, with some schemes
performing better (i.e. better conservation) for some advected quantities (e.g. mois-
ture, potential temperature, etc.) whilst other schemes perform better for other
quantities (C. Smith, Met Office, priv. comm). For instance, Eluszkiewicz et al.
[2000] found that the choice of advection scheme can significantly effect the ad-
vected “age of air” tracer in the GFDL GCM.
In this work we simply adopt the default high order advection scheme (option
5 above). However, in future works it will be important to test the sensitivity of the
results to this choice.
5.2 The chemistry scheme used in previous works
The calculation of the chemical abundances in Amundsen et al. [2016] combined two
separate methods. For the species CH4, CO, H2O and NH3 the analytical formulae
of Burrows and Sharp [1999] was used. For the alkali species Na, K, Li, Cs and Rb a
very simple parameterisation was used based on the chemical transformation curves
of those respective species. These methods are described in this section.
5.2.1 The Burrows and Sharp [1999] analytical equilibrium
chemistry scheme
The analytical theory is based on the assumption that the atmosphere is hydrogen-
dominated, and that all of the carbon exists in CO and CH4, all of the nitrogen
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exists in N2 and NH3 and all of the oxygen exists in H2O and CO. For hot (T >
1000 K), hydrogen-dominated atmospheres in chemical equilibrium, this is a good
assumption [Burrows and Sharp, 1999]. The chemistry is then said to be defined by
two net chemical reactions, involving the conversion of CO and CH4, and N2 and
NH3 respectively
CO + 3H2 ↔ H2O + CH4
N2 + 3H2 ↔ 2NH3.
The equilibrium constants for these two reactions are then described by
K1(T ) =
PCOP
3
H2
PCH4PH2O
= exp [−∆G1(T )/RT ] (5.12)
and
K2(T ) =
PN2P
3
H2
P 2NH3
= exp [−∆G2(T )/RT ] , (5.13)
where PX are the partial pressures of the species X and ∆G1 and ∆G2 are the Gibbs
energy of reaction for the respective net reactions [see Burrows and Sharp, 1999].
In the formulae, the elemental and molecular abundances are written with
respect to hydrogen: the elemental abundance is expressed as the ratio of the number
of atoms of element X to the number of atoms of hydrogen AX = NX/NH and the
molecular abundance defined as the ratio of the partial pressure of molecule X to
the partial pressure of molecular hydrogen BX = PX/PH2 .
Firstly, an analytical solution for the abundance of CO, BCO, is determined
using the first net reaction. Assuming that all carbon resides in CO and CH4, and
all oxygen resides in CO and H2O yields the pair of equations [Burrows and Sharp,
1999]
BCH4 = 2AC −BCO
BH2O = 2AO −BCO. (5.14)
Substituting the partial pressures for relative abundances of CO, CH4 and
H2O in Eq. (5.12) yields
K1(T ) =
PCOP
3
H2
PCH4PH2O
=
BCOP
2
H2
BCH4BH2O
. (5.15)
Rearranging for BCO and substituting in Eq. (5.14) gives
BCO =
K1(T )
P 2H2
BCH4BH2O =
K1(T )
P 2H2
(2AC −BCO) (2AC −BCO)
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BCO =
K1(T )
P 2H2
[
4ACAO +B
2
CO − 2AOBCO − 2ACBCO
]
(5.16)
and expressing it in the general quadratic form yields
K1(T )
P 2H2
[
B2CO +BCO
(
−2AO − 2AC −
P 2H2
K1(T )
)
+ 4ACAO
]
= 0
B2CO +BCO
(
−2AO − 2AC −
P 2H2
K1(T )
)
+ 4ACAO = 0. (5.17)
Finally, we can use the general solution of quadratic formulae to solve for BCO
BCO = AC + AO +
P 2H2
2K1(T )
−
√[
AC + AO +
P 2H2
2K1(T )
]2
− 4ACAO. (5.18)
Once BCO is found, it is trivial to determine BCH4 and BH2O using equations (5.14).
An analogous approach can be taken to determine BN2 , yielding the equations
BN2 = AN +
P 2H2
8K2(T )
−
√[
AN +
P 2H2
8K2(T )
]2
− A2N (5.19)
and
BNH3 = 2(AN −BN2). (5.20)
The above formulae provide a very computationally efficent means of determin-
ing the abundances of the important molecular species in hot Jupiter atmospheres,
requiring only the local gas pressure and temperature, and not requiring an ex-
pensive iterative calculation. However, the method does suffer from several severe
limitations:
• Limited to the chemistry of CH4, CO, H2O, NH3 and N2 only.
• Not applicable under H2 dissociation; i.e. at high temperatures (> 2500 K) or
low pressures.
• Holds assumptions about the composition; i.e. hydrogen-dominated and roughly
Solar composition.
5.2.2 Parameterisations of the alkali species
The abundances of the alkali species are computed using a parameterised relative
abundance profile [Amundsen et al., 2016] based on the chemical transformation
temperature of the monatomic alkali species with the alkali chloride. Above the
transformation temperature the species (e.g. Na) is assumed to be present with an
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abundance corresponding to the Solar abundance, while below the transformation
temperature the monatomic species is assumed to be completely depleted from the
atmosphere due to conversion into the alkali chloride species (e.g. NaCl). The
transformation temperature for each alkali chloride species was taken from Burrows
and Sharp [1999].
A smoothing function was applied to avoid discontinuous abundance profiles
near to the transformation temperatures. The smoothing takes the form [Amundsen
et al., 2016]
φi(T ) =
1
exp [−(T − T itrans)/∆T ichar] + 1
, (5.21)
where φi(T ) is the relative abundance of the species i at a temperature T , T itrans is
the transformation temperature and ∆T ichar the characteristic scale over which the
abundance changes, taken to be ∆T ichar = 20 K.
5.3 Coupling and testing the Gibbs energy min-
imisation scheme to the UM
In this section we describe the coupling of the Gibbs energy minimisation scheme
to the UM and perform a series of tests to validate the coupled model. In addition,
we examine the sensitivity of the UM simulation to the frequency with which the
chemical abundances are recalculated; i.e. the chemical timestep. We find that for
a typical hot Jupiter simulation the model has a very low sensitivity to choice of
chemical timestep for the range of values tested here.
In the current work we restrict our calculations to include only gas-phase
species. However, in principle the scheme can include equilibrium condensation and
will be considered in future works.
5.3.1 Coupling the Gibbs energy minimisation scheme
The Gibbs energy minimisation scheme has already been described in its imple-
mentation in the 1D model ATMO in Chapter 3. The coupling process essentially
involves including the relevant Fortran subroutines within a new Fortran module in
the UM source code. The subroutines can then be called to compute and return the
chemical abundances for a given pressure and temperature array. The Gibbs energy
minimisation scheme was originally developed within the 1D column atmosphere
model ATMO and due to this legacy we iterate over the 3D grid of the UM calling
the subroutine individually for each vertical column. A more detailed description of
the coupling process is provided in Appendix E.1.
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5.3.2 Testing the Gibbs energy minimisation scheme
In this section we validate the implementation of the Gibbs energy minimisation
scheme in the UM by comparing the chemical abundance profile as calculated with
the coupled scheme with the same calculation performed with ATMO. We also test
the sensitivity of the UM simulation to the choice of chemical timestep.
Abundance profiles
Fig. 5.1 shows the abundance profiles of the main chemical species as calculated
within the UM, using both the coupled Gibbs energy minimisation scheme and the
Burrows and Sharp [1999] analytical formulae, and with the Gibbs energy min-
imisation scheme in ATMO. We use the same initial pressure-temperature profile
in each case. Note that to obtain the abundances from the UM we output the
results (abundance profiles) during the first model timestep and in this case the
initial pressure-temperature profile has already been adjusted, leading to very sub-
tle differences between the actual pressure-temperature profile used to compute the
abundances in the UM compared with in ATMO.
Crucially, the abundances profiles for all species agree exceptionally well be-
tween the Gibbs energy minimisation scheme in ATMO and coupled with the UM.
The only apparent discrepancy is for CH4 at low pressures. Following testing (not
shown), the cause of this was found to be due to the slight adjustments to the
initial pressure-temperature profile in the UM before the chemistry calculation is
performed.
There are some more significant differences between the Gibbs energy minimi-
sation scheme and the Burrows and Sharp [1999] analytical formulae. Each species
profile is shifted slightly compared with the profiles from the Gibbs energy minimi-
sation method. The most likely cause of this is slight differences in the assumed
elemental abundances or thermochemical data. In addition, a more significant dif-
ference is apparent in the abundance profile of H2O. At around P ∼ 1 bar, the H2O
abundance rapidly decreases by ∼ 30%, whereas the profile is near constant for the
two Gibbs energy minimisation methods. This is due to the inclusion of the deple-
tion of oxygen atoms for T < 1700 K in the Burrows and Sharp [1999] scheme which
is an attempt to account for the removal of oxygen due to the formation of silicates.
Condensation is not included in the present Gibbs energy minimisation calculations.
However, we note that the Gibbs energy minimisation scheme is capable of including
condensate species and so this process could indeed be included, though we restrict
the calculation to gas-phase species here.
Overall, this test shows that the Gibbs energy minimisation scheme yields the
same result when coupled with the UM as in the 1D model ATMO, for the same
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Figure 5.1: The chemical abundances for the main species as calculating with the
Gibbs energy minimisation scheme in ATMO (coloured solid lines), the Gibbs energy
minimisation scheme coupled with the UM (black dashed lines) and the Burrows and
Sharp [1999] formulae in the UM (black dotted lines).
P–T profile.
The sensitivity to the chemical timestep
In this section we test the sensitivity of the model to the choice of chemical timestep;
i.e. how frequently the chemical abundances are recalculated. There are several
relevant timesteps in the UM (and GCMs generally) the most important ones are:
the dynamical timestep ∆tdyn which is the timestep with which the atmospheric flow
is integrated and is usually equivalent to the main model timestep, the radiative
timestep ∆trad which is the timestep with which the radiative fluxes and heating
rates are calculated and the chemical timestep ∆tchem which is the timestep with
which chemical abundances are calculated. Due to the computational expense of
the radiative transfer and chemistry calculations ∆trad and ∆tchem are usually longer
than ∆tdyn. For instance, in the model of Amundsen et al. [2016] ∆tdyn = 30 s whilst
∆trad = 150 s.
Due to the very high computational efficiency of the simple chemistry calcu-
lations used in Amundsen et al. [2016] (see Section 5.2) the chemistry was actually
calculated very frequently with ∆trad = ∆tchem. However, the iterative calculation
of the Gibbs energy minimisation method is considerably more expensive and so
in this section we investigate the sensitivity of the model to ∆tchem to assess the
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feasibility of using a larger chemical timestep.
To explore this we perform identical simulations for a HD 209458b model setup
[Amundsen et al., 2016] and only vary ∆tchem in each case. As the abundances are
required for the radiative transfer calculation, we explore values of ∆tchem that are
multiples of ∆trad, specifically: ∆tchem = ∆trad, 10×∆trad, 25×∆trad and 100×∆trad.
For ∆trad = 150 s these correspond to 150 s, 1500 s, 3750 s, and 15 000 s. We also
include a model using the Burrows and Sharp [1999] method for comparison.
We integrate each simulation for 20 days starting from initial conditions of
zero winds and horizontally uniform temperature profiles. We then compare the
maximum wind velocities, the total axial angular momentum and the zonal-mean
zonal wind. Note that an integration of 20 days is not long enough for the model to
reach a pseudo-steady-state though for the purposes of the present test we are only
interesting in differences between each model.
Fig. 5.2 shows the global maximum of the three components of the wind ve-
locity (u, v and w) as a function of the model integration time. For the range of
explored ∆tchem the choice of chemical timestep has no apparent effect on the magni-
tude or evolution of the global maximum wind velocities. The discrepancy between
the set of Gibbs energy minimisation models and the model that uses Burrows and
Sharp [1999] is likely to be due to the difference in the abundance profile of H2O
that will effect the heating rates and hence dynamical evolution.
Fig. 5.3 shows the evolution of the total axial angular momentum (AAM) of
each model over the 20 day integration. The AAM is an important global quantity
that should be conserved in the model. Similar to the global maximum wind veloc-
ities there is a negligible difference between each of the Gibbs energy minimisation
models with different values of ∆tchem. There is a small difference between these
models and the model using Burrows and Sharp [1999] and again we attribute this
as being due to the difference in the H2O abundance.
Finally we consider differences in the zonal-mean zonal wind (u¯), an important
quantity that characterises the dynamical structure of an atmosphere. Fig. 5.4 shows
u¯ for each of the test case models. Overall, the zonal-mean zonal wind patterns are
very similar. As ∆tchem is increased from ∆tchem = ∆trad to ∆tchem = 100 × ∆trad
there is no obvious effect on u¯. Across this tested regime, both the minimum and
maximum values of u¯ are consistent to within ∼ 99.9%. There are again more
notable differences between the Gibbs energy minimisation models and the model
using the Burrows and Sharp [1999] method.
Table 5.1 shows the walltime required for each test model on 96 cores on
the DiRAC Complexity Cluser. For the same ∆tchem the Gibbs energy minimisa-
tion scheme increases the required walltime by approximately 20%; compare models
B&S1999 and Gibbs1. To achieve similar walltimes requires increasing ∆tchem by a
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Figure 5.2: A figure showing the global maximum values of the u, v and w wind
components as a function of model integration time. The models using the Gibbs
energy minimisation method are shown in the coloured lines (with different linestyles
for each ∆tchem case) whilst the model using the Burrows and Sharp [1999] method
is shown in black lines. Note that the different Gibbs energy minimisation model
lines overlay almost exactly.
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Figure 5.3: A figure showing the percentage of the initial total axial angular mo-
mentum (AAM) of the model as a function of model integration time. Over 20
days, each case conserves the total AAM to better than 99.88%. There is no appar-
ent deviation between each of the Gibbs energy minimisation models with different
∆tchem.
Table 5.1: The wall time required to integrate each model for 20 days on 96 cores
on the DiRAC Complexity Cluster.
Model ∆tchem [s] ∆tchem [×∆trad] Wall time [hours]
B&S1999 150 1 9.6
Gibbs1 150 1 11.6
Gibbs10 1500 10 10.3
Gibbs25 3750 25 10.2
Gibbs100 15000 100 9.5
factor of ∼ 100; compare models B&S1999 and Gibbs100. We note that this simple
test is not an accurate way of determining the computational efficiency, but it is a
useful indicator.
5.3.3 Conclusions
Overall in this section we have described the coupling of the Gibbs energy minimi-
sation scheme to the UM and tested the sensitivity of the model to the choice of
chemical timestep. We have validated the implementation of the scheme by repro-
ducing the abundance profiles of the major species and showed negligible differences
with the same calculation performed with the Gibbs energy minimisation scheme in
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Figure 5.4: A figure showing the zonal-mean zonal wind at after 20 days with the
model using the Burrows and Sharp [1999] method (top), and the models using
the Gibbs energy minimisation method with ∆tchem = ∆trad (middle left), ∆tchem =
10×∆trad (middle right), ∆tchem = 25×∆trad (bottom left) and ∆tchem = 100×∆trad
(bottom right).
5.4. IMPLEMENTING A CHEMICAL KINETICS IN THE UM 159
ATMO.
We also explored the sensitivity of the model to the choice of the chemical
timestep. Due to the increased computational expense of the Gibbs energy minimi-
sation scheme compared with the previous method it is desireable to increase the
chemical timestep and therefore perform the chemistry calculation less frequently.
We performed simulations with a chemical timestep varying between 150 s (corre-
sponding to one radiative timestep) and 15 000 s (corresponding to 100 radiative
timesteps) and found negligible difference between each case in terms of the zonal-
mean zonal wind, the global maximum wind velocities and the total axial angular
momentum. We therefore conclude that increasing the chemical timestep up to
∆tchem = 100 × ∆trad yields an accurate result with a significant computational
efficiency gain compared with the case where ∆tchem = ∆trad.
5.4 Implementing a chemical kinetics in the UM
In this section we describe the coupling of a chemical kinetics scheme with the UM.
The chemical kinetics scheme, originally developed within the 1D model ATMO,
solves the continuity equation to evolve the chemical composition for a given set of
thermodynamic conditions (temperature and pressure) along a 1D profile. The cou-
pling process is overall similar to the case for the Gibbs energy minimisation scheme
(Section 5.3). The necessary Fortran subroutines are included in a new Fortran
module. The subroutines can then be called, passing the temperature, pressure and
initial abundances and returning the evolved chemical abundances. As the kinetics
was originally written to solve for the abundances along a 1D profile we solve for
the abundances in each vertical column in the 3D grid iteratively.
The primary application for the coupling of the kinetics scheme is to allow
for the treatment of wind-driven advection. Therefore, in addition to adding the
capability to solve for the chemical kinetics we also need to handle the advection
of the chemical species with the wind. The advection is handled by the existing
UM free tracers scheme. A more detailed description of the coupling is provided in
Appendix E.2
5.5 Testing the chemical kinetics scheme: a sim-
plified chemical system
In this section we test the implementation of the chemical kinetics scheme using a
simplified chemistry case. We choose to initially simplify the chemical system in
order to more easily test the coupled chemical kinetics scheme before repeating the
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tests with a more complete number of chemical species and reactions. Note that the
testing of the coupled kinetics scheme is still a work in progress and we show early
results of these tests here.
We assume that the chemical system is composed only of three chemical
species: H2, H and He. We include conversion of H2 and H via a single (reversible)
thermochemical reaction, which for convenience we take from the Venot et al. [2012]
chemical network (H + H + M ↔ H2 + M) along with the associated parameters
to calculate the forward and reverse rate constants.
In the first test, we validate the implementation of the kinetics scheme within
the UM model by performing similar “box model” tests as presented in Section 3.5.1.
This test demonstrates that the coupled chemical kinetics scheme (calculation of the
reaction rates, solution of the continuity equation etc.) is working correctly. Sec-
ondly, we perform a full 3D model calculation that includes both advection and
chemical evolution and examine the effect of advection on the chemistry. Thirdly,
we perform an idealised experiment and artificially vary the chemical timescale to
explore the balance between advection and chemistry. We finally examine the sensi-
tivity of the model to the chemical timestep; how frequently we perform the kinetics
calculation. Finally we summarise and discuss further tests that will be performed
in the near future.
5.5.1 Validating the chemical kinetics scheme
To validate the coupling of the chemical kinetics scheme with the UM we perform
similar 0D “box model” tests as in Section 3.5.1. The chemical abundances are
evolved from a set of prescribed initial conditions towards the steady-state. We
then compare the results of the coupled scheme with the results of the chemical
kinetics scheme in ATMO. This test validates the correct coupling of the chemical
kinetics scheme with the UM including the calculation of the reaction rates and the
solution of the continuity equation. For this test we include only H2, H and He and
a single reversible reaction that converts H2 and H. In the future we will repeat this
test for the full chemical network of Venot et al. [2012].
For the initial condition we assume that all hydrogen is contained in H2 and
that H has an abundance of zero. Helium is also present and the abundances are set
to be consistent with the Solar elemental abundances (see Section 3.5.1). We then
solve the continuity equation to find the steady-state for a series of thermodynamic
conditions: P = 1 mbar and T = 1200 K, P = 100 mbar and T = 1800 K and
finally P = 100 bar and T = 2200 K. We compare the final abundances and chemical
evolution profiles with identical tests performed with ATMO.
Fig. 5.5 shows the comparison of these box model results for the coupled
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Figure 5.5: A figure comparing the chemical evolution of H2 (left) and H (right)
using the coupled chemical kinetics scheme in the UM (solid black) and the chemical
kinetics scheme in ATMO (dashed red) for a set of thermodynamic conditions: P = 1
mbar and T = 1200 K (top), P = 100 mbar and T = 1800 K (middle) and finally
P = 100 bar and T = 2200 K (bottom). The dashed blue lines indicates the chemical
equilibrium abundance obtained from minimising the Gibbs energy.
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kinetics scheme with the kinetics scheme within ATMO. For each case, the evolution
profiles overlay exactly validating the successful implementation of the chemical
kinetics scheme within the UM.
5.5.2 Advection and chemistry with a simplified chemistry
case
In this section we apply the coupled chemical kinetics scheme to perform a full 3D
calculation including advection of three chemical species (H2, H and He) and the
chemical transformation of H2 and H through a single reversible reaction.
We choose to use model parameters consistent with those of HD 209458b, a
typical hot Jupiter. The model setup is the same as in Amundsen et al. [2016] except
we reduce the spatial resolution to 96 longitudinal points, 60 latitudinal points and
33 vertical levels (instead of 144, 90 and 33, respectively) and increase the dynamical
timestep ∆tdyn to 60 s (instead of 30 s) to improve computational efficiency.
As the initial condition for this test we use the output from a UM simulation
with the same parameters that has been integrated for 100 days from a state of
zero winds and uniform temperature profiles. We use this thermodynamic and
dynamic structure to initialise the model that includes the kinetics calculations. The
chemical abundances are initialised to chemical equilibrium values on the first model
timestep. Note that in this test the opacities are not consistent with the advected
chemistry but are calculated using the abundances obtained from the Burrows and
Sharp [1999] method. The consistent coupling of the advected chemistry with the
radiative transfer will be a development for the future. We integrate the model for
10 days.
During the model integration the free tracers, initialised to the chemical equi-
librium abundances of H2, H and He, are advected with the flow. On some specified
chemical timestep ∆tchem the kinetics scheme is called to integrate the chemistry
to take into account the chemical conversion of H2 and H. For the present test we
choose ∆tchem = ∆tdyn = 600 s. To choose this value of ∆tchem we consider a parcel
of gas in the super-rotating equatorial jet with wind velocities of order u ∼ 103 m
s−1. The time for this parcel to travel one complete circuit around the planet is
τadv ∼ Rp/u ∼ 105 s, where Rp ∼ 108 m. We choose ∆tchem to be several orders of
magnitude smaller than τadv and also a multiple of ∆tdyn = 60 s. We will return to
consider the sensitivity of the model to the choice of ∆tchem in Section 5.5.4.
In the following analysis we place our focus on the abundance of H which is
the trace consituent in this system. H2 and He dominate the background gas with
near constant mole fractions.
Fig. 5.7 shows the mole fraction of H on a surface of constant pressure with
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Figure 5.6: A figure showing the temperature on a surface of constant pressure with
P = 100 Pa (top) and P = 3000 Pa (bottom) after 100 days. This is the initial
condition for the kinetics simulations presented in this section. Note the different
colour scales.
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Figure 5.7: A figure showing the mole fraction of H (colour contours) and the
horizontal wind velocities (vectors) on a surface of constant pressure P = 100 Pa
for a series of instantaneous snapshots at t = 0 hours (top left), 3 hours (top right),
6 hours (second row left), 9 hours (second row right), 12 hours (third row left), 15
hours (third row right), 18 hours (bottom left) and 21 hours (bottom right). The
model at t = 0 hours corresponds to the initial chemical equilibrium.
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Figure 5.8: As Fig. 5.7 but at P = 3000 Pa.
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P = 100 Pa at instantaneous snapshots spaced three hours apart. Note that at
t = 0 hours the mole fraction corresponds to the initial chemical equilibrium values.
Initially the mole fraction of H traces the thermal structure (see Fig. 5.6) with larger
abundances corresponding to regions with higher temperatures, as expected from
chemical equilibrium. As the model is integrated advection has a clear effect on
the mole fraction of H. Generally we see that the mole fraction is increasing on
the cooler dayside as gas is advected from the dayside by the large horizontal wind
velocities. After 21 hours the abundance of H has become horizontally very uniform
and the initial condition has been significantly changed. Note that the departure
from chemical equilibrium is rapid, within ∼ 12 hours (corresponding to ∼ 0.1
rotations of the planet) the abundance of H has significantly homogenised.
The same simulation after 10 days of integration is shown in Fig. 5.10 (middle
right). Here we can see that advection of H has efficiently homogenised the mole
fraction horizontally and removed the significant dayside-nightside abundance gra-
dient predicted by chemical equilibrium. There does remain a subtle signature of
the temperature structure in the H mole fraction with slightly lower abundances on
the nightside outside of the equatorial jet compared with dayside. The large effect of
advection indicates that for this simple chemical system, and at this pressure level,
the advection timescale τadv is faster than the chemical timescale τchem.
Fig. 5.8 shows the same information but for a deeper surface of constant
pressure with P = 3000 Pa. Initially the H mole fraction traces the temperature
structure (Fig. 5.6) in chemical equilibrium, as was seen for the P = 100 Pa pressure
level. However, as the model is integrated, at this higher pressure the effect of
advection is much more limited with only small increases in the mole fraction on
the nightside are apparent. Indeed, after 10 days of integration (see Fig. 5.11) the
mole fraction still largely resembles the initial chemical equilibrium. This suggests
that at this deeper pressure level, where the temperature is also higher, τchem is
comparable or faster than τadv and the advection is not efficient enough to depart
the chemistry from equilibrium significantly. We expect τchem to be smaller (faster)
for higher pressures and (generally) higher temperatures. The regions for which we
do see a small effect on the H mole fraction due to advection correspond with the
coolest region of the atmosphere at this pressure, and hence where τchem is largest.
In summary, we find that at a pressure of 100 Pa advection has a large im-
pact on the mole fraction of H and rapidly removes the initial chemical equilibrium
characterised by relatively large mole fractions on the warm dayside and relatively
small mole fractions on the cooler nightside. The advection efficiently homogenises
the mole fraction of H horizontally having the effect of increasing the mole fraction
significantly on the nightside by several orders of magnitude. However, at a deeper
pressure level of 3000 Pa advection has a much more limited impact on the mole
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fraction of H and only small increases in the H abundance are apparent in the coolest
regions of the nightside.
These results suggest that τchem for this simple chemical system is larger
(slower) than τadv at 100 Pa but comparable or larger (faster) than τadv at 3000
Pa. In the next section we further examine the balance between τchem and τadv by
artificially altering the former.
5.5.3 The effect of varying the chemical timescale
In this section we explore the effect of varying τchem on the mole fraction of H in this
simplified chemistry model. We vary τchem by increasing or reducing the forward
rate constant by a constant factor. Note that the reverse rate constant is calculated
from the equilibrium constant and the forward rate constant (see Section 2.4.3).
In this experiment we consider three models: a “standard kinetics” model
where the rate constant is at the nominal value from the Venot et al. [2012] chemical
network, a “fast kinetics” model where the forward rate constant is multiplied by
a factor 108 and finally a “slow kinetics” model where the forward rate constant is
multiplied by a factor 10−8.
We can estimate the value of τchem for H in this simple chemical system as
τHchem ∼
nH
kfnHnHnM
∼ nH
krnH2nM
, (5.22)
where kf and kr are the forward and reverse rate constants. Fig. 5.9 shows the
profile of τchem as a function of pressure for the standard, fast and slow kinetics
cases. We calculated τchem using the 1D ATMO P–T profile used to initialise the
UM and assuming chemical equilibrium abundances of H2 and H. Fig. 5.9 shows
that τchem decreases with increasing pressure.
We also approximate the advection timescales. The horizontal advection
timescales are approximated as τuadv ∼ L/u and τ vadv ∼ L/v for the zonal and
meridonal winds, respectively, where L is the typical horizontal length scale. We
approximate L as the radius of the planet (L ∼ Rp ∼ 108 m) and therefore for wind
velocities of u ∼ v ∼ 103 m s−1 this gives τuadv ∼ τ vadv ∼ 105 s. For the vertical
advection timescale we perform a similar approximation τwadv ∼ H/w, where H is
the vertical scale height. For a scale height H = kBT
mg
∼ 105 m (where we have
assumed T ∼ 1000 K, m ∼ 2.33mamu and g ∼ 10 m s−2) and vertical wind velocities
of w ∼ 10 m s−1 this gives τwadv ∼ 104 s. The advection timescales plotted in Fig. 5.9
assume L ∼ 108 m and H ∼ 105 m and the wind velocities as a function of pressure
are sampled from the 3D UM grid at the substellar and antistellar points.
Comparing the chemical and advection timescales for each of the standard,
slow and fast kinetics models we can predict whether the chemistry is likely to
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Figure 5.9: A figure showing the estimated chemical and advection timescales. The
chemical timescales (coloured solid lines) are calculated as Eq. (5.22) for the 1D P–T
profile used to initialise the UM and assuming chemical equilibrium abundances of
H and H2. The advection timescales (black lines) are calculated from wind velocity
profiles from the UM and are shown separately for the zonal (solid), meridional
(dash-dot) and vertical (dashed) components of the wind at the substellar (thick)
and antistellar (thin) points.
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remain in chemical equilibrium or be strongly effected by the advection. In the slow
kinetics model τchem is larger (slower) than τadv over most of the modelled pressure
range and therefore we would expect for the chemistry to be strongly affected by
advection. On the other hand, in the fast kinetics model τchem is smaller (faster) than
τadv throughout most of the pressure range and we predict that H should remain in
chemical equilibrium, except for at very low pressures.
In the standard kinetics model τchem and τadv cross at around 10
4 > P > 103 Pa
and this suggests that for P . 103 Pa the chemistry should be strongly affected by
advection but for P & 104 Pa the chemistry should remain in chemical equilibrium.
Indeed, this is approximately what was found in the previous section. We explicitly
compare the standard, fast and slow kinetics models to test if these trends predicted
by this timescale argument are produced by the coupled chemical kinetics model.
Fig. 5.10 shows the mole fraction of H at a constant pressure of P = 100 Pa
after 10 days of integration for each of the slow, standard and fast kinetics models.
In the standard kinetics model, advection has an important effect and significantly
changes H from its chemical equilibrium abundance on the nightside. Considering
τchem and τadv for this pressure level, this is to be expected as τadv is several orders
of magnitude smaller (faster) than τchem. The slow kinetics model shows an even
more significant departure from chemical equilibrium and the mole fraction of H is
almost entirely homogenised horizontally. With an even larger τchem compared with
the standard kinetics model this is expected.
On the other hand, the fast kinetics model is able to retain the initial chemical
equilibrium abundance of H and advection has had no apparent effect. Considering
the estimated timescales we can indeed see that at 100 Pa τchem is several orders
of magnitude smaller (faster) than τadv meaning that chemical equilibrium should
prevail.
The case is very similar at a higher pressure level of 3000 Pa, as shown in
Fig. 5.11. Here in the standard chemical timescale model the effect of advection
has only a minor effect on the abundance of H with small increases in the H mole
fraction notable in the coolest regions of the nightside. Considering the timescales at
this pressure level (Fig. 5.9) we can see that τchem and τadv are actually comparable.
It is therefore likely that in most of the regions of the atmosphere at this pressure
level τchem is slightly smaller than τadv except in the coolest regions of the nightside
where τchem is larger due to its dependence on temperature (via the temperature
dependent rate constant).
For the slow kinetics model advection has efficiently homogenised the H abun-
dance horizontally whilst in the fast kinetics model the chemistry has remained in a
state of chemical equilibrium everywhere at this pressure level. Both of these results
are consistent with the timescales shown in Fig. 5.9 for this pressure level.
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Figure 5.10: A figure showing the mole fraction of H (colour contour) and horizontal
wind velocities (vectors) for the slow, standard and fast kinetics models at a constant
pressure of 100 Pa. We show the chemical equilibrium structure at t = 0 on the left
and the right panels show a model snapshot at 10 days for the slow kinetics model
(top right), standard kinetics model (middle right) and fast kinetics model (bottom
right).
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Figure 5.11: As Fig. 5.10 but at a pressure level of 3000 Pa.
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We also consider the vertical profiles of H in more detail. Fig. 5.12 shows
the vertical profiles of the H abundance for a series of longitude points around the
equator after 10 days integration. For the standard kinetics model the abundance of
H has departed from the equilibrium profiles at ∼ 103 Pa and the profiles for each
longitude point converge for P . 100 Pa where the abundance of H has effectively
become horizontally homogenised. For the slow kinetics model the profiles depart
from chemical equilibrium at significantly higher pressures of P ∼ 105 Pa. On the
other hand, for the fast kinetics model the abundances roughly follow the initial
chemical equilibrium profiles across the pressure range. The slight departure from
the initial equilibrium profiles in the fast kinetics model may be due to a subtle
departure from equilibrium due to advection. Alternatively, the chemistry may still
be in equilibrium and the abundance change may be due to slight changes in the
temperature structure.
In this section we have explored the effect of varying the chemical timescale on
the balance between advection-driven homogenised chemistry and chemical equilib-
rium. We estimated the chemical and advection timescales to predict whether the
chemistry should or should not remain in chemical equilibrium and compared these
predictions with idealised experiments using the coupled chemical kinetics scheme.
In cases where the estimated τchem is smaller (faster) than τadv the coupled
kinetics model retains chemical equilibrium abundances of H. However, in the oppo-
site case where τadv is smaller (faster) than τchem the advection processes efficiently
homogenise the chemistry both vertically and horizontally. In the absence of an ob-
vious benchmarking experiment, these idealised tests that reproduce the expected
behaviour of the system add confidence that the coupled chemical kinetics scheme
is working correctly.
In these tests we have varied the chemical timescale, by altering the rate
constant, but have kept fixed the chemical timestep, the frequency with which the
kinetics calculations are performed. In the next we section investigate the model
sensitivity to the choice of chemical timestep.
5.5.4 Testing the sensitivity to the chemical timestep
In this section we perform experiments to test the sensitivity of the model to the
choice of chemical timestep ∆tchem. We perform identical simulations only varying
the frequency with which the chemical kinetics scheme is called. We test three values
of ∆tchem: 60 s, 600 s and 6000 s, which in these simulations correspond to 1, 10
and 100 dynamical timesteps.
Fig. 5.13 shows the mole fraction of H on surfaces of constant pressure (P =
100 Pa and P = 3000 Pa) for each ∆tchem test case after 10 days of integration from
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Figure 5.12: A figure showing vertical profiles of the H abundance taken from the 3D
model grid at the equator for a series of longitude points. The dashed lines show the
initial chemical equilibrium profiles while the solid lines show the abundance after
10 days for the slow (top), standard (middle) and fast (bottom) chemical timescale
cases.
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initial chemical equilibrium values. For both pressure levels the result is broadly
similar for each value of ∆tchem with the only notable differences occuring in the
equatorial jet region, where the wind velocities are largest.
At 100 Pa we can see that a region around 70 < λ < 100◦ longitude appears
to be sensitive to the choice of ∆tchem, with the H mole fraction increasing with
increasing ∆tchem. Comparing this feature with the temperature at this pressure level
(Fig. 5.6) it is evident that this corresponds to the coolest region of the atmosphere.
Chemical equilibrium predicts lower mole fractions of H for lower temperatures.
We hypothesise that this change in abundance as ∆tchem is increased is due to
an insufficient temporal resolution. If the chemical kinetics scheme is not called
frequently enough, the response of the chemical tracers to changes in temperature
may not be accurate. This effect is only apparent in the equatorial jet region, where
the wind velocities are largest, over the range of tested ∆tchem.
We find similar effects in the H mole fraction in the equatorial jet region at
the deeper pressure level of 3000 Pa (compare closely the mole fraction around the
equator between the ∆tchem = 60 s and ∆tchem = 6000 s models in Fig. 5.13).
To better quantify the differences in the mole fraction that result from the vary-
ing chemical timestep we consider the vertical profiles of H extracted from the 3D
grid. Fig. 5.14 shows vertical mole fraction profiles of H from several points around
the 3D grid, comparing the cases with different chemical timesteps. Assuming that
the ∆tchem = 60 s simulation is the most accurate, we also calculate the relative
differences between this and the models with ∆tchem = 600 s and ∆tchem = 6000 s.
For all latitude and longitude points the ∆tchem = 60 s and ∆tchem = 600 s
agree well. However, the ∆tchem = 6000 s deviates significantly at the equator from
the two models with shorter ∆tchem, as was seen previously in Fig. 5.13. The relative
difference profiles quantify the differences between these models. The maximum
relative difference between the ∆tchem = 60 s and ∆tchem = 600 s is less than 1%.
On the other hand, the maximum relative difference between the ∆tchem = 6000 s
model and the ∆tchem = 60 s model is ∼ 10% at the equator.
In summary, these tests show that throughout most of the atmospheric domain
the choice of chemical timestep does not strongly effect the mole fraction of H with
differences of . 1%. However, when the chemical timestep is increased to 6000 s
differences of . 10% in the H mole fraction are found in the equatorial jet region
where the horizontal wind velocities are largest. This is likely due to inaccuracies
due to an inadequate temporal resolution.
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Figure 5.13: A figure showing the mole fraction of H (colour scale) and horizontal
wind velocities (vectors) on constant pressure levels of 100 Pa (left) and 3000 Pa
(right) after 10 days for test cases with chemical timesteps of ∆tchem = 60 s (top),
∆tchem = 600 s (middle) and ∆tchem = 6000 s (bottom). Note the varying colour
scale.
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Figure 5.14: Left: figures showing vertical profiles of the H mole fraction extracted
from the 3D UM grid after 10 days integration for φ = 0◦ (top)), φ = 30◦ (middle)
and φ = 60◦ (bottom) and for a range of longitude points (colour legend) showing
results from the simulations using different chemical timesteps with ∆tchem = 60 s
(dashed), ∆tchem = 600 s (solid) and ∆tchem = 6000 s (dash-dot). Right: figures
showing the relative difference of the ∆tchem = 600 s (solid) and ∆tchem = 6000 s
(dash-dot) compared with the ∆tchem = 60 s model.
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5.6 Future testing and developments of the cou-
pled chemical kinetics model
In this work we assumed a simplified chemical system where the atmosphere is com-
posed only of H2, H and He with one reversible chemical reaction interconverting H2
and H. This assumption of a simplified chemistry case allows for a more straight-
forward testing of the chemical kinetics scheme and to assess the balance between
the advection and chemistry. However, the tests presented in this work should be
repeated using a more complete list of chemical species and reactions to ensure that
the model behaviour is not significantly changed with a more complex chemistry
case. This is the next goal of the project and we will do this by including the full
chemical network of Venot et al. [2012].
In addition to using a more comprehensive chemical network it will be impor-
tant to test the sensitivity of the model to other factors such as the exact method
taken to calculate the advection of the tracers species. The UM employs a semi-
Lagrangian advection scheme to calculate the advection of the free tracers, though
several subtely different method options are available within the model; see Sec-
tion 5.1.2. For the present work we adopted the default option. It will be important
to understand the differences between these different options and to assess the de-
pendence of the model result to the choice of advection scheme.
Another important development, once the model has been tested using a more
complete list of chemical species, will be to include radiative-feedback with the ad-
vected chemical species. In the present tests the opacities were calculated assuming
local chemical equilibrium (using the Burrows and Sharp [1999] method) and the
advection of the species and chemistry calculations were performed non-consistently
with the temperature profile . Incorporating consistency between the advected chem-
ical species and opacity/radiative transfer calculations will be important as horizon-
tal advection is expected to play an important role on the abundances of absorbing
species such as CH4 and NH3 [Cooper and Showman, 2006, Agu´ndez et al., 2014a]
in addition to vertical mixing (Chapter 4).
5.7 Conclusions
In this chapter we have detailed the coupling of the Gibbs energy minimisation
and chemical kinetics schemes to the Met Office Unified Model. In addition, we
have performed a series of tests to validate the coupling of these schemes as well as
assessing the performance and sensitivity of the model to various parameters.
In this chapter we have:
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• described the coupling of the Gibbs energy minimisation scheme to the UM
• validated the coupled Gibbs energy minimisation scheme by reproducing chem-
ical abundance profiles for a prescribed P–T profile
• investigated the sensitivity of the coupled Gibbs energy minimisation model to
the choice of chemical timestep and found a very low sensitivity for the range
of tested values
• described the coupling of the chemical kinetics scheme to the UM and validated
the coupling by reproducing the chemical evolution from a prescribed initial
condition in a simple box model test
• described the initial results of the coupled chemical kinetics model for a simpli-
fied chemistry case (only H2, H and He) to investigate the effect of advection
on the abundances
• investigated the effect of artificially changing the chemical timescale to repro-
duce the expected behaviour of the system, with chemical equilibrium prevail-
ing when the chemical timescale is faster than the advection timescale
• tested the sensitivity of the model to the choice of chemical timestep for the
coupled chemical kinetics scheme, finding that the highest sensitivity is in
the equatorial jet region where inadequate temporal resolution can lead to
inaccurate abundance profiles compared with using a shorter chemical timestep
• identified further testing for the coupled chemical kinetics model to be per-
formed in the future
In the next chapter we present the results of the first application of the cou-
pled Gibbs energy minimisation scheme, where we apply the coupled model to the
atmosphere of a hydrogen-dominated super Earth type atmosphere and investigate
the effect of the metallicity of the atmosphere on the dynamic and thermodynamic
structure.
The coupled chemical kinetics scheme requires further testing, in particular
with a more complete set of chemical species and reactions. However, potential
applications of such a model are crucial for understanding the atmospheres of hot
exoplanets. The importance of the lack of advection driven non-equilibrium chem-
istry in 3D atmosphere models of hot Jupiters has long been speculated [e.g. Moses
et al., 2011, Zellem et al., 2014b], with some notable attempts at representing hor-
izontal non-equilibrium chemistry in simplified models [e.g. Cooper and Showman,
2006, Agu´ndez et al., 2014a]. The large zonal temperature gradients present in hot
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Jupiter atmosphere result in large abundance gradients, predicted by chemical equi-
librium. However, it is also expected that the large zonal wind velocities should
cause departures from this chemical equilibrium due to wind-driven advection. This
could have important implications for absorbing species such as CH4 and NH3. A
fully consistent 3D GCM with a coupled chemical kinetics scheme will be crucial in
understanding and quantifying these processes.
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Chapter 6
Bulk Composition: Dynamics,
Radiative Transfer and Chemistry
This chapter presents the results of the first application of a Gibbs energy minimi-
sation scheme, giving chemical equilibrium abundances, coupled to the 3D General
Circulation Model (GCM), the Met Office Unified Model (UM). The model is ap-
plied to the atmosphere of GJ 1214b, which is assumed to be hydrogen-dominated,
and we investigate the sensitivity of the dynamical and thermodynamical structure,
and subsequently the observables, to the metallicity (elemental composition) of the
atmosphere.
We begin by reviewing previously published works which investigate the role of
the metallicity of an atmosphere on its dynamical and thermal structure (Section 6.1)
all of which employ the same GCM (MITgcm). We then describe our model setup
in Section 6.2 before presenting our results including the zonal-mean zonal wind
profiles, horizontal temperature maps and simulated observables (emission/reflection
spectra and phase curves) in Section 6.4. Finally we present our conclusions in
Section 6.5.
6.1 Context
In this section, we summarise the results of previous studies that investigate the
impact of varying the metallicity of an atmosphere on its dynamical and thermal
structure using a 3D GCM.
Lewis et al. [2010] performed simulations of the hot Neptune GJ 436b adopting
a range of metallicities (1×, 3×, 10×, 30× and 50× solar) using the SPARC/MITgcm
model [Showman et al., 2009]. This model couples the dynamical core of the MIT-
gcm with a sophisticated radiative-transfer model to provide accurate heating rates
that drive the thermal and dynamical evolution of the atmosphere. In this model,
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the opacities are provided as a pre-computed look-up table for a range of pressures
and temperatures. The abundances of the gas-phase molecules are calculated as-
suming chemical equilibrium at the time of constructing the opacity look-up tables.
This method has been shown to be less accurate than alternative methods that
combine the individual opacities to give the total opacity at model run time (e.g.
the method of equivalent extinction or random overlap) [Amundsen et al., 2017],
particularly in the presence of sharp gradients of chemical abundances.
Lewis et al. [2010] find that the zonal (∂T/∂λ), as well as meridional (∂T/∂φ),
temperature gradients increase with increasing metallicity. In addition, they find
that the metallicity plays a strong role in the shape of the zonal-mean zonal wind
structure. In their 1× Solar metallicity model, the zonal wind pattern is dominated
by two high-latitude jets and a weaker equatorial jet. As the metallicity is increased
the high-latitude jets weaken and the equatorial jet strengthens. In their highest
metallicity case (50×) the high-latitude jets have practically disappeared and the
zonal wind structure is now dominated by an equatorial jet.
Using the same model, Kataria et al. [2014] simulated the atmosphere of
GJ 1214b under a range of different elemental compositions and bulk composition
scenarios. They find, similar to Lewis et al. [2010], that as the metallicity is increased
the maximum zonal-mean zonal wind velocity is increased and the structure of the
flow transitions from one with significant high-latitude jets to one with a dominant
equatorial jet. Kataria et al. [2014] also simulate scenarios where the atmosphere is
completely dominated by H2O and/or CO2. In the CO2 dominated case, the zonal
wind is characterised by polar jets whereas the H2O dominated atmosphere shows
a strong equatorial jet. As in Lewis et al. [2010], the opacities are provided via a
pre-calculated look-up table.
More recently, again using the MITgcm, Zhang and Showman [2016] explored
the effect of the bulk composition on the dynamics and thermodynamics of the atmo-
sphere in a series of idealised experiments. Here, a temperature-forced (Newtonian
cooling) approach was taken, rather than using a full radiative transfer scheme; the
thermodynamic evolution is parameterised by relaxing the temperature profile to a
prescribed equilibrium profile on a characteristic timescale.
Zhang and Showman [2016] focussed on the “dynamical effect” of varying
the bulk composition by changing the mean molecular weight µ and molar heat
capacity Cp parameters across a series of simulations. The “radiative effect” of
changing the composition (the effect on the opacities and heating rates) was ignored
as the same temperature-forcing parameters were assumed throughout the tested
parameter space. Zhang and Showman [2016] modelled eight simple atmospheres
which were assumed to be dominated by a single chemical species and µ and Cp were
determined by that molecule alone: H2, He, CH4, H2O, CO, N2, O2, CO2. Across
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this range, µ varies by a factor of ∼ 20 and Cp by a factor of ∼ 4.
It was found that as µ is increased:
• the zonal temperature gradient increased
• the phase curve amplitude increased and the phase offset decreased
• the global wind speed decreased
• the jet width decreased
• the jet maximum wind speed decreased
• the pressure level of the core (maximum zonal wind velocity) of the jet in-
creased
The effect of varying Cp was found to be generally less important, primarily
because Cp varies less than µ over the range of composition cases considered by
Zhang and Showman [2016]. However, it was found that increasing Cp decreases
the equatorial jet speed. In addition, the pressure level of the jet core, where the
zonal-mean zonal wind is largest, is sensitive to Cp, with the jet core moving to
higher pressures for larger values of Cp. As previously noted, this work employs
a temperature-forcing method, with the same forcing profile in each case, and so
the effect of changing the composition on the opacity and hence heating rates (the
radiative effect) is entirely neglected in this model.
In the following sections, we apply the UM coupled with a Gibbs energy min-
imisation scheme to model the atmosphere of GJ 1214b across a range of atmospheric
metallicities. This coupled model allows for the gas-phase abundances to be calcu-
lated in each grid cell for the current temperature and pressure. These abundances
are then used to compute the opacities due to each species before being combined
to give the total opacity. This method is more flexible, as new opacity tables do not
need to be computed for different compositions, as well as more accurate [Amundsen
et al., 2014, 2017] than using pre-computed opacity look-up tables that inherently
assume some chemical composition, as used in previous GCM simulations [Showman
et al., 2009, Lewis et al., 2010, Kataria et al., 2014].
6.2 Model description
In this section, we describe the setup of the UM for the atmosphere of GJ 1214b
under a range of assumed atmospheric metallicities. We investigate both the dy-
namical and radiative effect of varying the metallicity between 1× and 100× so-
lar elemental abundances. Note that for higher metallicities the assumption of a
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Table 6.1: Parameters of the GJ 1214 system from Carter et al. [2011]
GJ 1214b
Mass [MJ ] 0.200
Radius [RJ ] 0.207
Surface gravity [m s−2] 12.2
Semi-major axis [AU] 0.0123
Orbital period [days] 1.58040482
GJ 1214
Radius [RSun] 0.179
Teff [K] 3170
log g [cgs] 5.12
hydrogen-dominated atmosphere will no longer be valid. In this case, additional
model capabilities that are not currently implemented would be required, such as
scattering due to species other than H2 and He, in addition to collision-induced-
absorption (CIA) opacities due to other species such as CO2; currently only CIA
due to H2-H2 and H2-He are included. We choose our upper limit of 100× solar such
that we remain well within our assumption of a hydrogen-dominated atmosphere.
6.2.1 Planetary and stellar parameters
The planetary and stellar parameters for GJ 1214b and GJ 1214, respectively, are
taken from Carter et al. [2011] and are reproduced in Table 6.1.
For the stellar irradiation spectrum we assume a Phoenix BT-Settl model
[Allard et al., 2012] with Teff = 3200 K, log g = 5.0 and solar metallicity. The wave-
length range is split into a number of discrete radiation bands using the correlated-k
approximation [Thomas and Stammes, 1999, Amundsen et al., 2017]. The format of
the UM input is such that the normalised flux in each radiation band is provided to
give the spectral distribution of the irradiation, and is computed using the oﬄine-
SOCRATES code [Edwards and Slingo, 1996]. This normalised flux is converted
into an absolute flux using a ‘stellar constant’: the spectrally-integrated flux as re-
ceived by a planet at a distance of 1 AU. For GJ 1214b the stellar constant sc was
computed as
sc = σT 4eff
(
rstar
r1AU
)2
= 3.999 Wm−2. (6.1)
6.2.2 Models of GJ 1214b
To investigate the impact of varying the metallicity on the dynamical and ther-
modynamical structure we perform simulations of GJ 1214b assuming metallicities
of 1×, 10× and 100× solar. Furthermore, we attempt to separate the “dynamical
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Table 6.2: A description of the models of GJ 1214b performed in this work
Model ID cp,dyn µ Opacities and cp,rad
R1 1× solar 1× solar 1× solar
R10 10× solar 10× solar 10× solar
R100 100× solar 100× solar 100× solar
D10 10× solar 10× solar 1× solar
D100 100× solar 100× solar 1× solar
effect”, the effect of changing µ and the specific heat capacity cp, which appear in
the equations solved by the dynamical core, from the “radiative effect”, the effect of
changing the opacities and hence the heating rate. We therefore perform five GCM
simulations in total: one with 1× solar opacities and µ and cp (the model R1), one
each for 10× and 100× solar where we vary the opacities and µ and cp (the models
R10 and R100), and finally one each for 10× and 100× solar where we only change
µ and cp and hold the opacities at their 1× solar values (the models D10 and D100).
These latter models attempt to emulate the recent tests in Zhang and Showman
[2016]. The simulations are summarised in Table 6.2.
Note that we separate the heat capacity cp into two separate components:
the dynamical heat capacity cp,dyn which is the quantity that appears in the equa-
tions solved by the dynamical core (see Section 5.1, e.g. cp that appears in the
momenta equations) and the radiative heat capacity cp,rad that is used in the ra-
diative transfer to compute the heating rate. Of course, these quantities should
be consistent. However to emulate the tests of Zhang and Showman [2016], where
the same temperature-forcing profile is used throughout, we choose to make this
distinction to ensure that in our D10 and D100 models the heating rate remains at
the 1× solar value. In the R10 and R100 models we consistently compute cp,dyn and
cp,rad for 10× and 100× solar metallicity, respectively.
We integrate each model for 800 days (∼ 7× 107 s) until the maximum wind
velocities have ceased to evolve. Note that due to the very long radiative and
dynamical timescales in the deep atmosphere this cannot be described as a true
steady state of the system. In this case the deep atmosphere is almost entirely
defined by the initial condition.
6.2.3 Initialisation
The 3D atmosphere is initialised with zero winds and with a horizontally uniform
pressure-temperature (P–T ) profile. As in previous works [e.g. Amundsen et al.,
2016, Kataria et al., 2014] the P–T profile is taken from a 1D radiative-convective
model. Here, we calculate a P–T profile for GJ 1214b using the 1D model ATMO,
discussed in detail in previous sections. We use the same planetary and stellar
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Figure 6.1: A figure showing the pressure-temperature profiles of GJ 1214b generated
using ATMO assuming 1×, 10× and 100× solar metallicity.
parameters for the 1D model as in the 3D model. We use a stellar zenith angle of
60◦ and assume efficient heat redistribution by reducing the incoming stellar flux
by 1/2. The 1D P–T profiles calculated using ATMO used to initialise the UM are
presented in Fig. 6.1 for three different metallicity cases.
These 1D models show that as the metallicity of the atmosphere is increased
the overall temperature of the atmosphere also increases, as found in previous works
[e.g. Moses et al., 2013a, Agu´ndez et al., 2014b], due to the increase in the atmo-
spheric opacity.
The equilibrium chemical abundances for these three 1D models are shown in
Fig. 6.2. In the solar composition model, after H2 and He, the chemistry is dominated
by H2O and CH4 with mole fractions of ∼ 8 × 10−4 and ∼ 4 × 10−4, respectively,
with abundance profiles that are constant with pressure. The abundance of CO is
lower and varies significantly with pressure, having mole fractions generally < 10−6.
For P > 10 bar NH3 is the most abundant nitrogen-species but this shifts to N2 for
P < 10 bar.
As the metallicity is increased to 10× solar, the N2/NH3 ratio increases and N2
becomes the dominant nitrogen molecule throughout the modelled pressure range.
CH4 and H2O are still the most abundant trace species with near-constant vertical
abundance profiles with mole fractions of ∼ 4 × 10−3 and ∼ 8 × 10−3 respectively.
CO maintains a similar dependence on pressure though its abundance increases
significantly by around three orders of magnitude.
When the metallicity is increased further to 100× solar, the CO abundance
increases significantly and generally becomes more abundant than CH4 for P > 0.1
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bar though CH4 is still more abundant for P < 0.1 bar. The greater abundance
of CO affects the mole fraction of H2O as CO acquires some of the oxygen atoms.
In regions where the CO abundance is largest, the H2O abundance decreases by a
factor of a few (around 0.1< P <1 bar).
Importantly, even for the 100× solar metallicity model the composition is
still dominated by H2 and He, satisfying our assumption that the atmosphere is
hydrogen-dominated.
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Figure 6.2: The chemical abundances of the major molecules for the 1× (top), 10×
(middle) and 100× (bottom) solar composition models of GJ 1214b.
6.2. MODEL DESCRIPTION 189
6.2.4 The heat capacity and mean molecular weight
The specific heat capacity cp and mean molecular weight µ are both required inputs
for the UM. We remind the reader that we split cp into the cp,dyn and cp,rad variables
for the cp that appears in the equations solved by the dynamical core and used to
compute the heating rate, respectively.
Both µ and cp,dyn are globally constant values defined by a single scalar quan-
tity in the code. We compute µ and cp,dyn from the initial 1D ATMO profiles.
We first calculate µ and cp for each level along the 1D profile and then perform a
straight average to yield the global value. Following Cooper and Showman [2006]
and Kataria et al. [2014] we calculate cp for the mixture as
cp(T ) =
∑
j
cp,j(T )fj, (6.2)
where fi is the mole fraction of the species j and cp,j(T ) is the individual heat
capacity of that species for the temperature T . Similarly, we calculate µ as
µ =
∑
j
m¯jfj, (6.3)
where m¯j is the mass of the species j.
Figs. 6.3 and 6.4 show the vertical profiles of µ and cp for these 1D models.
Note that µ is uniform with pressure for the 1× and 10× solar metallicity models
but shows a sharp increase at ∼ 0.02 bar for the 100× solar model. This is due
to the transition between a part of the atmosphere where carbon is mainly in CH4
(lower molecular weight) to one where carbon is mainly in CO (higher molecular
weight). Such a transition, with a layer of higher µ above lower µ is unstable to
fingering convection [Tremblin et al., 2015, 2016]. As the metallicity increases the
specific heat capacity cp decreases while the molar heat capacity Cp increases.
It is not directly µ that is an input to the UM but the specific gas constant
R¯ =
R
µ
,
where R is the molar gas constant. The mean values of these variables used in the
UM are shown in Table 6.3.
We calculate the radiative specific heat capacity cp,rad locally in each grid cell.
This allows for a more accurate calculation of the heating rate that accounts for
horizontal and vertical variations in cp,rad due to the spatially varying chemistry.
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Figure 6.3: A figure showing the specific heat capacity (cp, left) and the molar
heat capacity (Cp, right) for the 1×, 10× and 100× solar composition models. The
dashed lines show the calculated average of each profile shown in Table 6.3.
Table 6.3: The global values of cp,dyn and µ for the three metallicity cases of GJ 1214b
1× Solar 10× Solar 100× Solar
cp Specific Heat Capacity [J kg
−1 K−1] 12343 11518 7025
Cp Molar Heat Capacity [J mol
−1 K−1] 28.7 29.0 30.5
R¯ Specific Gas Constant [J kg−1 K−1] 3573.5 3299.1 1917.3
µ Mean Molecular Weight [g mol−1] 2.33 2.52 4.34
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Figure 6.4: A figure showing the mean molecular weight µ for the 1×, 10× and
100× solar composition models. The dashed lines show the calculated average of
each profile shown in Table 6.3.
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6.2.5 Molecule list
The list of molecules to include in the chemistry calculation is an important consid-
eration. At the very least, all of the molecules which are included as opacity sources
(here H2, He, H2O, CH4, CO, NH3, Na, K, Li, Rb, Cs) must of course be included.
However, it is also important to include any other species that can influence the
abundance of these species that contribute to the opacity. For instance, at high
temperatures sodium is found predominantly in atomic form Na, but at lower tem-
peratures it combines with other elements to form molecular species (NaCl, NaOH,
etc), and so reducing the abundance of Na.
Therefore, it is important to include all of the molecules that have appreciable
abundances, even if they are not included in the opacity calculations themselves as
they may affect the abundances of species which are. However, the computational
expense of the calculation is increased as more chemical species are included in the
model. It is therefore beneficial to find the optimum list of molecular species that
accurately produces the chemical equilibrium abundances of the molecules that are
included as opacity sources but also minimises the total number of species in the
calculation in order to maximise computational efficiency.
In this work we include 41 chemical species in total: H2, CO, H2O, O2 CH4,
CO2, N2, He, Ar, NH2, NH3, Na, NaH, NaOH, NaCl, K, KH, KOH, KCl, Cl, HCl.
ClO, Cl2, Ti, TiO, V, VO, F, HF, Li, LiCl, LiH, LiF, Cs, CsCl, CsH, CsF, Rb, RbCl,
RbH, RbF. This is a subset of the larger list of species that were used in Chapter 4.
We validate the accuracy of this reduced list of species by comparing the
abundance profiles of the important species with the same profiles from a calculation
that uses a more comprehensive list of species. The more complete list of species
(∼ 140 species in total) is the same as used in Chapter 4. Fig. 6.5 shows the
abundances of the important chemical species from calculations using the reduced
list of species and the more complete list of species for the 1× and 100× solar 1D P–
T profiles (Fig. 6.1). The agreement between the abundances of the major molecules
when using the full and reduced list of species is of order 0.01% for the 1× solar
model and 1% for the 100× solar model.
6.2.6 Vertical domain
The UM is a height-based GCM, using altitude as the vertical coordinate, where the
upper-boundary of the model atmosphere is defined by a model top height ztop and
the height variable is defined such that z = 0 at the lower boundary of the model;
the initial pressure at the lower boundary is also defined as P0. We must therefore
set ztop appropriately to model a desired pressure range.
As the metallicity of the atmosphere is increased a consequence is to reduce
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Figure 6.5: A figure showing the chemical equilibrium abundances of the species that
contribute to the opacity, calculated for the P–T profiles of the 1× (top) and 100×
(bottom) solar 1D models (Fig. 6.1). We show the carbon-oxygen-hydrogen-nitrogen
(left) and alkali (right) species in separate plots. The abundances calculated with
the reduced list of species (41 in total) are shown in solid lines whilst the abundances
calculated using the more comprehensive list (> 140 species) is in dashed lines. The
removal of ∼ 100 species has not affected the abundances of these important species
and the calculations agree very well.
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Table 6.4: The values of ztop used for each model of GJ 1214b
R1 R10 R100 D10 D100
ztop calculated [×106 m] 4.2 3.9 2.3 3.9 2.3
ztop used [×106 m] 4.9 5.5 2.4 4.5 2.3
the scale height H which scales inversely with µ. Therefore, in order to model
equivalent pressure ranges in each of the models presented here ztop must be varied
to take into account the variation of µ.
We can estimate the value of ztop for a desired minimum atmospheric pressure
Pmin using the equation of hydrostatic equilibrium
ztop ∼ −kBT
mg
ln
(
Pmin
P0
)
, (6.4)
where T is the approximate (isothermal) temperature of the atmosphere, m is the
mean molecular mass (in kg), g is the surface gravity and P0 is the surface pressure
which is defined in the model setup. For each model P0 = 2×107 Pa and we assume
T ∼ 1000 K as an approximate isothermal temperature (Fig. 6.1). In line with
previous works [e.g. Amundsen et al., 2016] we aim to extend the model to P ∼ 10
Pa to capture the main dynamical features.
This method provides an approximate value for ztop required to achieve the
desired pressure range. However, in practice the model with the calculated ztop
can prove to be sensitive to a dynamical instability due to the growth of vertical
oscillations. One way to avoid these instability regions is to slightly alter ztop.
Table 6.4 shows the calculated ztop using Eq. (6.4) as well as the values ultimately
used in the models presented in this work.
6.2.7 Vertical velocity damping: The sponge layer
Upon testing the setups of the simulations described above, it was found that the
R100 model was subject to an instability, producing rapidly oscillating features in
the wind profile, particular for the w (vertical) component of the wind. Though
the precise cause of this is still uncertain, the features occur at the pressure level of
the CO/CH4 transition (Fig. 6.2). This transition in the dominant carbon species
results in vertical gradients in the abundances of CO, CH4 and H2O. A possible
cause of this instability is the sharp gradient in opacity resulting from this chemical
transition that gives large heating rates locally at this pressure level that drives this
dynamical instability.
It was found that increasing the magnitude and extent of the vertical sponge
layer was sufficient to allow the model to avoid this transient instability and even-
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tually the oscillations reduce as the model is integrated out to larger times.
The sponge layer damps the vertical velocities through the damping coefficient
Rw as
wt+∆t = wt −Rw∆twt+∆t, (6.5)
where wt+∆t and wt are the vertical wind velocities in the next and the current time
step and ∆t is the size of the timestep. Rw is given by
Rw =
C sin
2
(
1
2
pi (η′ − ηs)
(
1.0
1.0−ηs
))
, η′ ≥ ηs
0, η′ < ηs
where ηs is the start point of the sponge, C is a coefficient and η
′ is a dimensionless
height that in this case is given by
η′ =
z
ztop
cos(φ) + (1− cos(φ)),
where z is altitude and φ is latitude; i.e. η′ increases toward the equator.
The values of C and ηs that control the magnitude and vertical extent of
the sponge, respectively, were set to C = 0.15 and ηs = 0.75 in previous works
[Mayne et al., 2014a, Amundsen et al., 2016]. Here we adjust these to C = 0.20 and
ηs = 0.70; i.e. we slightly increase the magnitude and extend the vertical extent of
the sponge layer to damp the spurious vertical velocities.
6.3 Checking the accuracy of the k-coefficients
The correlated-k approximation is a method of increasing the computational effi-
ciency of otherwise expensive radiative-transfer calculations. The k-coefficients are
an approximation to the full line-by-line (LbL) opacities. The LbL opacities can
contain up to a few billion lines for a single molecule, however this can be described
by a much smaller number of k-coefficients. Both the UM and ATMO employ the
correlated-k approximation, and the implementation and testing of these methods
(for conditions relevant to hot exoplanet atmospheres) are described in detail in
Amundsen et al. [2014] and Amundsen [2015].
The k-coefficients themselves are calculated with several assumptions about
the typical temperatures and compositions for the application in which they are
intended to be used. The k-coefficients used here were initially calculated with con-
ditions typical of hot Jupiters at solar composition; more specifically they were
calculated for the conditions representative of HD 209458b. Therefore the accu-
racy of these particular k-coefficients when used for thermodynamic conditions and
chemical compositions that deviate from this is not guaranteed. With relation to
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the work presented here, we perform models with metallicities that deviate from
the solar composition, and in addition the typical temperatures for the target atmo-
sphere are significantly cooler than that of HD 209458b. In this section, we test the
accuracy of the k-coefficients for the thermodynamic and composition conditions
relevant to GJ 1214b.
To assess the accuracy of the k-coefficients, profiles of the net radiative flux as
well as the net heating rate are calculated using the correlated-k approximation and
compared with the same profiles calculated using the LbL method, in tests similar to
those presented in Amundsen et al. [2014, 2017]. For temperature and composition
profiles relevant to HD 209458b, these k-coefficients were found to produce errors of
∼10% in the heating rate compared to the LbL result, a value similar to that found
in Amundsen et al. [2014] that is deemed acceptable.
Radiative flux
Firstly we examine the net radiative flux profiles. ATMO was used to calculate the
radiative flux using both the LbL method and the correlated-k approximation for
a given P–T profile. In addition, the net radiative flux was also calculated with
the correlated-k approximation using the oﬄine-SOCRATES code [Edwards and
Slingo, 1996] with the same pressure and abundance profiles. SOCRATES is also
used within the UM to calculate the heating rates.
To assess the accuracy of these k-coefficients we compare the ATMO LbL re-
sult with the ATMO correlated-k result and the SOCRATES correlated-k result.
We show separate results from SOCRATES using the Random Overlap (RO) and
Equivalent Extinction (EE) methods, which represent different methods of combin-
ing the k-coefficients of individual gases in the mixture. The RO method is used in
ATMO and is more accurate than the EE method but also more computationally
expensive. In practice the EE method is currently used within the UM due to its
greater computational efficiency whilst also providing a satisfactory level of accuracy
[Amundsen et al., 2017].
Fig. 6.6 shows the net radiative flux profile for the 1× solar GJ 1214b model
using the P–T profile presented in Fig. 6.1. For all models and methods the relative
error is < 5%. The ATMO correlated-k and SOCRATES RO methods yield an error
of ∼ 3%. The profile labeled ATMO, 32 bands, nkmix=120 is a higher precision
calculation than the profile labeled ATMO, 32 bands which uses a value of nkmix
= 30; this parameter defines the total number of k-coefficients in each band. The
higher precision calculation shows a better match to the LbL profile. The relative
error in the SOCRATES EE, which is the method employed in the UM, is ∼1%.
The equivalent net radiative flux and corresponding error profiles for the 100×
solar metallicity models are shown in Fig. 6.7. The errors in the flux are generally
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Figure 6.6: The net radiative flux (left) and the relative error (right) for the GJ 1214b
solar composition model. The relative error in the correlated-k models is calculated
against the ATMO LbL result.
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Figure 6.7: As Fig. 6.6 for the 100× solar model.
larger compared to the solar model with errors of ∼10%. The decrease in accuracy
compared with the LbL result is perhaps not surprising, as the composition is now
far removed from the solar HD 209458b-like conditions for which the k-coefficients
were initially calculated. The relative error in the net radiative flux is ∼10% for both
SOCRATES models, and less for the ATMO 32 bands model. The profile labeled
nkmix = 270 represents a higher precision calculation compared with the standard
ATMO correlated-k calculation. The higher precision improves the agreement with
the LbL result.
Overall, we find that the relative error in the net radiative flux between the
ATMO LbL method and the SOCRATES EE method is ∼1% and ∼10% for the 1×
solar and 100× solar metallicity models of GJ 1214b models, respectively.
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Figure 6.8: The heating rate (left) and the absolute error (right) for the GJ 1214b
solar composition model. The absolute error in the correlated-k models is calculated
against the ATMO LbL result.
Heating Rates
The accuracy of the calculated heating rates are perhaps of more importance than
the net radiative flux, as it is the heating rate which ultimately is used by the UM to
evolve the dynamic and thermal structure of the model. As above, we compare the
ATMO LbL method with the ATMO correlated-k method and with the SOCRATES
model using the RO and EE methods.
Figs. 6.8 and 6.9 show the heating rate profiles, along with the absolute error,
for the 1× solar and 100× solar models of GJ 1214b. In both metallicity cases, over
the whole profile each of the correlated-k methods performs similarly in terms of
the accuracy levels compared with the LbL case. For both the 1× and 100× solar
metallicity models the errors in heating rate are around ∼10%. This accuracy is
actually similar to that found for the HD 209458b profiles for which the k-coefficients
were initially developed [Amundsen et al., 2014, 2017]. This test validates our use
of these k-coefficients in the GJ 1214b models presented in this chapter.
6.4 Results
In this section we present the dynamical and thermodynamical structures of the
atmosphere of GJ 1214b calculated using the UM, as well as the corresponding
simulated observables.
6.4.1 Conservation of axial angular momentum
An important first aspect to consider is the conservation of axial angular momentum
of the system which must be conserved for the resulting dynamical flow to be deemed
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Figure 6.9: As Fig. 6.8 for the 100× solar model.
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Figure 6.10: A figure showing the total axial angular momentum of the model as a
percentage of the initial total axial angular momentum throughout the simulation.
accurate. Fig. 6.10 shows the percentage of the initial total angular momentum
throughout the simulation. The conservation of angular momentum for all models
presented here is better than 99.9% over an integration time of 800 days.
6.4.2 The dynamical structure: zonal-mean zonal-wind
Firstly we consider the effect of the metallicity on the large scale dynamical structure.
A very informative quantity often used to understand the large scale flow is the
zonal-mean zonal wind (u¯) pattern, shown in Fig. 6.11. This is the zonal component
of the wind (u) averaged over all longitudes. We also perform a temporal average
between 600 and 800 days.
The R1 model shows a large scale eastward (prograde) circulation across the
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Figure 6.11: A figure showing the zonal-mean zonal wind temporally averaged be-
tween 600 and 800 days for the models R1 (top), R10 (middle left), D10 (middle
right), R100 (bottom left) and D100 (bottom right).
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entire latitude range and across a large pressure range with typical wind velocities of
u¯ ∼ 1000 m s−1. The circulation pattern comprises of three jets, similar to previous
GCM models of this atmosphere [Kataria et al., 2014], one each at high latitudes
(φ ∼ ±70◦) and one at the equator. The winds in the equatorial jet have u¯ > 1400
m s−1. At very high pressures (P ∼ 105 Pa) a region of retrograde westward flow
with relatively small velocities of a few hundred m s−1 exists.
As the metallicity is increased, the R10 model shows a significant increase in
the wind velocities of the equatorial jet with u¯ ∼ 2400 m s−1 at the core of jet.
The vertical extent of the equatorial jet has also increased, with the base of the jet
penetrating to deeper pressures. The high latitude jets have decayed in both the
typical velocities and the pressure range of their vertical extent.
In the R100 model, as the metallicity is increased further, the wind velocities
at high latitudes have decayed further in both magnitude and in vertical extent.
The equatorial jet has also continued to grow in vertical extent, with the base of the
jet now penetrating deeper than 104 Pa. However, the maximum wind velocities are
not as large as in the R10 model with u¯ ∼ 2200 m s−1 at the core of the jet. There
are no other published exoplanet GCM simulations with metallicities that exceed
50× solar; both Kataria et al. [2014] and Lewis et al. [2010] model metallicity ranges
of 1–50× solar. It is interesting that here the maximum u¯ of the equatorial jet does
not continue to increase with metallicity, though the evolution of the structure of
the jet with increasing metallicity has previously been shown to be complex [Lewis
et al., 2010]. However, the trend of a shifting toward a dynamical structure that is
more characterised by a dominant equatorial jet as the metallicity is increased in
consistent with previous works [Kataria et al., 2014, Lewis et al., 2010].
For the models D10 and D100, where only µ and cp,dyn are varied with the
metallicity (the opacities being held at their solar values) we find overall a more
subtle effect on the dynamical structure. This is not surprising but does highlight
the dominance of the “radiative effect” in the dependence of the dynamical structure
on the metallicity. As the metallicity is increased from R1 to D100 µ increases by a
factor of ∼ 2 and cp,dyn decreases by a factor of ∼ 2.
These experiments show similar trends to the fully-consistent “radiative” mod-
els (R10 and R100), though to a lesser degree, with the zonal winds at high latitudes
decaying in terms of magnitude and vertical extent, while the equatorial jet deepens
and strengthens. However, unlike the R10 and R100 models the core of the jet (the
pressure level where u¯ is at a maximum) shifts to lower pressures.
The mechanism behind these trends is likely to be different for the two series
of models. For the R10 and R100 models the key is the increasing opacities that
lead to increasing the heating rates. The shortwave and longwave heating rates are
shown in Fig. 6.12. As the metallicity is increased both the maximum heating rate
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Figure 6.12: A figure showing the heating rates (K s−1) for each model at the sub-
stellar point. Shown are the total shortwave (solid) and total longwave (dashed)
heating rates.
and vertical extent of the heating deepens, leading to significantly more heating at
higher pressures. This deeper heating pushes the vertical extent of the equatorial
jet to higher pressures.
The heating rates do not vary significantly for the D10 and D100 models, as the
opacities and cp,rad are calculated assuming solar metallicity. The subtle variations
in the heating rate between each model therefore results from differences in the
thermal structure of the atmosphere, leading to subtle differences in abundances
and opacities.
The mechanism behind the more subtle changes in the zonal-mean zonal wind
pattern as the metallicity is increased for the D10 and D100 models is more complex
to identify. However, we can attempt to understand it by examining where cp and
R appear in the set of equations solved by the dynamical core.
The thermodynamical energy equation
We begin by considering the thermodynamical energy equation, which we rewrite
from Eq. (5.5) as
Dθ
Dt
=
Q
Π
,
where Q is the heating rate (in K s−1), Π is the Exner function and we have omitted
the diffusion operator D(θ) in the interest of clarity. By rearranging and substituting
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in the equation of state (Eq. (5.6)) we can obtain
Dθ
Dt
= Q
1
(Rρθ/P0)
1/κ¯
= Q
1
R1/κ¯
1
(ρθ/P0)
1/κ¯
, (6.6)
where κ¯ = 1−κ
κ
and κ = R/cp. For the models presented in this work, as we increase
the metallicity from 1× to 100× solar we decrease R by a factor of ∼2 and κ¯
decreases by around 7%. Therefore, from the above equation we can see that as R
and κ¯ decrease Dθ/Dt will increase. Physically this means that for a given heating
rate Q, the change in potential temperature θ of the gas will be larger for a higher
metallicity atmosphere.
Practically, this mechanism has the same effect as increasing the heating rate
by increasing the opacity as in the R10 and R100 models. However, the magnitude
of the change is much smaller, leading to a more subtle impact on the zonal-mean
zonal wind, as seen in Fig. 6.11.
The momentum equations
We next consider the momentum equations, taking the u component as an example.
We rewrite Eq. (5.1) and for clarity collect the terms that do not contain R, cp or κ¯
into a single variable a
Du
Dt
= a− cp θ
r cosφ
∂Π
∂λ
.
Substituting in the equation of state and bringing the constants outside of the
derivitive we find
Du
Dt
= a− cpR1/κ¯ θ
P0r cosφ
∂
∂λ
. (ρθ)1/κ¯ .
Since the decrease in cp and R (factor of ∼2) is significantly larger than the
decrease in κ¯ (∼7%) overall this means that as the metallicity increases the acceler-
ation of the winds is smaller. Analogous considerations can be applied to the v and
w components of the wind.
As R and cp decrease due to the increasing metallicity the overall trend seen
in Fig. 6.11 is for u¯ to decrease, except in the core of the equatorial jet. The
above analysis supports this observation as it shows that a given gradient in the
Exner function (or in (ρθ)1/κ¯) leads to a smaller acceleration of the winds as the
metallicity is increased.
The Rossby deformation radius
The Rossby deformation radius (LR) is an informative length scale in the atmosphere
that characterises at what point rotational effects become as important as gravity
and bouyancy effects. This length scale indicates the typical size of dynamical
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features in the atmosphere. LR can be approximated at the equator as [e.g. Zhang
and Showman, 2016]
LR ∼
(
NH
β
)1/2
∼
[
R¯T
β2µ
(
R¯
Cp
− ∂ lnT
∂ lnP
)]1/4
, (6.7)
where N is the Brunt-Vaisaila frequency, H is the scale height, β is the meridional
gradient of the Coriolis parameter. Note that here Cp is the molar heat capacity
and R¯ = 8.314 J mol−1 K−1 is the molar gas constant, not to be confused with cp
and R.
From this equation we can see that as µ increases LR decreases and the size
of the typical dynamical features should decrease. In addition, for a fixed profile of
P and T , LR decreases as the molar heat capacity Cp increases. In our simulations,
both µ and Cp increase as the metallicity is increased meaning that LR should
decrease. This is reflected in the zonal-mean zonal wind (Fig. 6.11) as the equatorial
jet becomes narrower in latitudinal extent. This trend is similar to that found in
Zhang and Showman [2016].
6.4.3 Horizontal thermal structure
In this section we consider the horizontal gradients in the thermodynamic structure
and how this varies across the five models.
Fig. 6.13 shows the temperature and horizontal wind vectors on a surface of
constant pressure at 100 Pa. There is a negligible difference in the temperature
maps for the R1, D10 and D100 models, demonstrating that changing µ and cp,dyn
(the “dynamical effect”) has very little impact on the thermodynamic structure for
this pressure region.
On the other hand as the metallicity is increased across the R1, R10 and R100
models (including the “radiative effect”) there is a significant difference between the
models. Generally, the zonal and meridional temperature gradients both increase
with increasing metallicity. Therefore, the R100 model has a warmer dayside and
cooler nightside than the R1 model, which shows a relatively small horizontal tem-
perature gradient, particularly in the zonal direction. In addition, it is clear that
the ‘hot spot’, the warmest region at this pressure level, is being shifted closer to
the sub-stellar point as the metallicity is increased.
These trends are consistent with a decreasing radiative timescale as the metal-
licity is increased. As the total opacity increases with metallicity so too does the
heating rate, leading to a shorter radiative timescale. This shifts the thermal struc-
ture of the atmosphere closer to the radiative equilibrium state (the thermal struc-
ture if there was no dynamical advection of heat) leading to a warmer dayside and
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Figure 6.13: A figure showing the horizontal wind velocity (vector arrows) and
temperature (colour map) at a pressure level of 100 Pa for the models R1 (top), R10
(middle left), D10 (middle right), R100 (bottom left) and D100 (bottom right) after
800 days.
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cooler nightside and shifting the hot spot closer to the region of peak stellar irradi-
ation, the sub-stellar point.
There is also some influence on the horizontal winds (also shown in Fig. 6.11)
where the winds at high latitudes (|φ| > 40◦) transition from being predominantly
in the zonal eastwards direction in the R1 model to having a significant meridional
component (towards the poles on the dayside and towards the equator on the night-
side) in the R100 model. The decay in the zonal component of the wind (u¯) at high
latitudes was already seen in Fig. 6.11.
Fig. 6.14 shows the same information but deeper in the atmosphere at a pres-
sure level of 3000 Pa. Again there is a negligible difference between the R1, D10
and D100 models, highlighting the relative unimportance of the “dynamical effect”
on the thermodynamical structure, across the range of µ and cp simulated in this
work.
However, as the metallicity is increased in the models R1, R10 and R100
we again see a significant increase in the horizontal temperature gradient. At this
pressure level the main effect is to increase the meridional temperature gradient
with a more subtle increase in the zonal temperature gradient. In each model the
temperatures above |φ| = 50◦ are very similar but for lower latitudes towards the
equator the temperature increases significantly by around 200 K as the metallicity
is increased. In addition, we also see a weakening of the zonal component of the
winds as the metallicity is increased; note the decreasing length of the wind vectors
at high latitudes as the metallicity is increased.
Moving to higher pressures still, Fig. 6.15 shows the temperature and hori-
zontal wind vectors at 1×105 Pa. Once again there is negligible difference between
the R1, D10 and D100 models. Overall, the temperature is rather uniform at this
pressure level, particularly for the R10 and R100 models, with the temperature in-
creasing with increasing metallicity. Note that the wind vectors have shifted to a
predominantly westward retrograde motion, particularly in the mid latitudes; this
pressure level corresponds to the location of the deep and relatively slow westward
winds seen in Fig. 6.11.
6.4.4 Vertical pressure-temperature profiles
In this section we examine vertical pressure-temperature profiles extracted from the
3D grid around the globe. Fig. 6.16 shows a series of pressure-temperature profiles
around the equator (φ = 0◦) for a series of longitude points. Also shown in these
figures are the 1D ATMO dayside average pressure-temperature profiles used to
initialise the UM simulations.
For all simulations, and particularly for the R1, D10 and D100 models, the
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Figure 6.14: As Fig. 6.13 but at P = 3000 Pa.
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Figure 6.15: As Fig. 6.13 but at P = 105 Pa.
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P–T profiles extracted from the 3D model do not significantly evolve from the intial
profile for P > 104 Pa. For very high pressures (P & 106) this is primarily because
the model has not been integrated for long enough for the atmosphere to evolve at
this depth where the radiative and dynamical timescales are very long. At lower
pressures P < 103 Pa the P–T profiles extracted from the dayside (shown in red)
are generally warmer than the initial profile whilst the nightside profiles (shown in
blue) are generally cooler.
The zonal temperature gradient at the equator increases with increasing metal-
licity for the R1, R10 and R100 models with the largest temperature contrast being
∼ 300K for the R100 model, compared with < 200 K for the R1 model. There is
negligible change in the P–T profiles as µ and cp change with increasing metallicity
in the D10 and D100 models.
Fig. 6.17 shows the same information but for a series of latitude points on
the dayside (λ = 180◦) and on the nightside (λ = 0◦). Overall, we can see that
for this model atmosphere across all metallicity cases, the meridional temperature
gradient is generally larger than the zonal temperature gradient (compare Fig. 6.16
with Fig. 6.17). In addition, the P–T profiles essentially become zonally uniform for
P > 103 Pa (Fig. 6.16) but significant meridional temperature gradients still exist
at P ∼ 105 Pa.
6.4.5 Emission and reflection spectra and phase curves
In this section we present the emission and reflection of the atmosphere. The top-
of-atmosphere (TOA) emission/reflection as a function of wavelength and orbital
phase, as seen by an observer, were produced directly from the UM using the same
method as Boutle et al. [2017]. In essence, following the full integration of the UM
simulations (here out to 800 days), we restart the model but using a much higher
spectral resolution in the radiative transfer (500 bands instead of 32) and run over
one complete orbit.
The TOA emission and reflection spectra for each model are shown in Fig. 6.18.
In the shortwave region (λ < 1 µm) the planetary flux Fp is dominated by reflected
stellar radiation. The planet-to-star flux ratio (Fp/Fs) varies significantly here be-
tween 10−8 and 10−5 for phase angles of 0◦ and 180◦, respectively.
At longer wavelengths, the planetary flux Fp is dominated by thermal emission
of the planetary atmosphere and the flux ratio increases with increasing wavelength.
Overall, there is very little variation in the emission as a function of phase angle.
This is due to the small zonal temperature gradients leading to a small change in
the TOA emission as a function of longitude (and correspondingly in orbital phase
angle). The model with the largest zonal temperature gradients (R100) shows only
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Figure 6.16: A figure showing P–T profiles extracted from the 3D simulation for the
models R1 (top), R10 (middle left), D10 (middle right), R100 (bottom left) and D100
(bottom right) after 800 days. Here we show a series of P–T profiles for different
longitude points around the equator (φ = 0◦). Profiles on the nightside are shown
in blue dashed lines and profiles on the dayside are shown in red solid lines. The
ATMO P–T profile used to initialise the UM simulation is shown in black.
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Figure 6.17: As Fig. 6.16 but for P–T profiles at a series of latitude points for
λ = 180◦ (red solid) on the dayside and λ = 0◦ on the nightside (blue dashed).
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a minor dependence on phase angle in the spectral regions 2.5-3.0 µm and 5-7 µm,
with a larger flux corresponding to the phase angle where the warmer regions of
the atmosphere are visible to the observer. These spectral regions correspond to
water absorption features and the flux here originates from lower pressures than the
spectral regions outside the water absorption features. Since the zonal temperature
gradient increases with decreasing pressure, a larger variation in the spectrum with
phase angle is expected here. Outside of the water absorption features, the flux
originates from deeper in the atmosphere where the temperature is zonally quite
uniform.
Fig. 6.19 shows the emission phase curve for each model in a series of wave-
length bins. As indicated by the small variation in the emission spectra with phase
angle, the phase curves are rather flat, due to the small zonal temperature gradi-
ents in these models. For the R100 model, the emission in the wavelength bands
2.50-2.94 µm and 5.56-7.14 µm does show some dependence on the phase angle (as
seen earlier in the spectra, Fig. 6.18). For each case the peak in the emission is
offset from the secondary eclipse (180◦) by around 40◦. Similar to previous work
[e.g. Amundsen et al., 2016] this relates to an eastwards shift of the hot spot from
the sub-stellar point, as seen in Fig. 6.13.
Overall, the emission/reflection spectra and emission phase curves show very
little dependence on both the metallicity and on the orbital phase. Only for the
highest metallicity model including “radiative effect” (R100) do we see some small
variation in the flux ratio with phase angle, but that variation does not exceed a
factor of 2.
6.5 Conclusions
In this chapter we have presented results from the first GCM simulations that cou-
ple the Met Office Unified Model to a highly flexible chemical equilibrium model
that solves for the abundances by minimising the Gibbs energy of the system. In
this first application we modelled the atmosphere of a super-Earth type exoplanet
GJ 1214b and investigated the role of metallicity in shaping the dynamical and ther-
modynamical structure of the atmosphere, and subsequently examined the effect on
the observable emission and reflection spectra and phase curves.
Overall we found that:
• increasing the metallicity, including the effect on the opacity, leads (generally)
to a faster and deeper equatorial zonal jet, whilst the zonal winds at high
latitudes decrease
• the effect of changing only the mean molecular weight and the ‘dynamical’
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Figure 6.18: A figure showing the emission spectrum as seen at a variety of points
throughout the orbit for the models R1 (top), R10 (middle left), D10 (middle right),
R100 (bottom left) and D100 (bottom right) after 800 days. Generally the emission
in the longwave region (λ > 1 µm) shows very little variation with the phase angle,
indicative of the small day-night temperature contrast. At shorter wavelengths the
spectrum varies significantly due to the varying amount of reflected light seen by
the observer as the planet sweeps around the orbit.
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Figure 6.19: A figure showing the emission phase curves of the GJ 1214b model for
a series of different wavelength bins for the models R1 (top), R10 (middle left), D10
(middle right), R100 (bottom left) and D100 (bottom right) after 800 days. Generally
the emission in the longwave region (λ > 1 µm) shows very little variation with the
phase angle, indicative of the small zonal temperature gradient.
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heat capacity produces a similar trend but with a smaller overall effect
• the “radiative effect” of changing the bulk composition (opacities and radia-
tive heat capacity) is far more important than the “dynamical effect” (mean
molecular weight and dynamical heat capacity)
• the zonal temperature gradient increases as the metallicity increases, with the
effect being strongest at lower pressures
• for hydrogen-dominated atmospheres with physical parameters similar to GJ 1214b
the dominant horizontal temperature gradient is in the meridional direction
across a wide range of pressures and over a range of metallicities
• the effect of increasing the metallicity from solar to 100× solar on the emission
and reflection spectra and phase curves is not significant
• the phase curves for the models performed here are relatively flat, due to the
small zonal temperature gradients
• the results here independently agree well with those of Zhang and Showman
[2016], for the “dynamical effect”, and with those of Lewis et al. [2010] and
Kataria et al. [2014], for the “radiative effect”. However they also highlight
the much greater importance of the “radiative effect”, compared with the “dy-
namical effect”, which strongly controls the dynamical and thermodynamical
structure.
We investigated the effect of varying the metallicity of the atmosphere between
1× and 100× solar. The choice of this parameter space was motivated by the need
to retain a hydrogen-dominated atmosphere, due to current limitations of the model.
As the metallicity is increased significantly further the assumption of a hydrogen-
dominated atmosphere breaks down and CO2 or H2O become the dominant species
[Moses et al., 2013a]. In this case, it is vital to include additional opacities such
as collision-induced-absorption (CIA) due to species not currently included (CO2,
H2O, etc) as well as scattering due to the relevant molecules. Line-broadening due
to other species will also become important as the composition moves away from
the hydrogen-dominated case [Hedges and Madhusudhan, 2016]. This presents a
challenge in terms of both the availability of the data for the relevant pressures and
temperatures [e.g. Fortney et al., 2016] as well as the increase in computationally
expense of including additional opacities.
However, a natural next step to this project is to include the relevant ad-
ditional opacity sources and extend the investigated parameter space (metallicity)
beyond the hydrogen-dominated limit [e.g. Kataria et al., 2014], with a model that
consistently includes these additional opacity sources.
216
CHAPTER 6. BULK COMPOSITION: DYNAMICS, RADIATIVE TRANSFER
AND CHEMISTRY
Chapter 7
Conclusions and Perspectives
In this thesis we have improved the treatment of atmospheric chemistry in the 1D
code ATMO and the exoplanet configuration of the 3D Met Office Unified Model
(UM). Within the 1D models published in the literature a clear limitation has been
an inconsistency between the chemical composition and the thermal structure of the
atmosphere. The developments presented here address this issue and quantify the
impact of bringing together these inherently linked processes.
For the 3D models, the representation of dynamics and, more recently, radia-
tive transfer has been the focus of many of the recent developments, at the expense of
chemistry. In this work a main focus has been to improve the treatment of chemistry
in a 3D model to provide both more flexibility and better accuracy.
In this chapter we present our final conclusions before discussing future goals
and prospects.
7.1 Conclusions
We have described in detail the approach taken to calculate both the chemical
equilibrium and non-equilibrium abundances of chemical species in the 1D model
ATMO. An important limitation of previous models applied to derive the non-
equilibrium abundances in hot exoplanet atmospheres was an inconsistency in the
treatment of the thermal structure and the chemical composition; the models used
a fixed P–T profile that assumes chemical equilibrium. In this work we have cou-
pled the radiative-convective equilibrium and chemical kinetics calculations to self-
consistently calculate the non-equilibrium chemical abundances.
To quantify the effect of non-equilibrium chemistry on the P–T profile we
performed simulations of two typical hot Jupiters and found shifts of up to 100
K, compared to the P–T profile assuming chemical equilibrium, when including
vertical mixing. For the current model, the effect of photodissociations on the P–
T profile were negligible. The evolution of the P–T profile also had a feedback
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impact on the chemical abundances and we found that the quenched abundances of
CH4 and NH3 varied significantly between the consistent and non-consistent models.
In addition, performing these calculations self-consistently was found to have an
important impact on the calculated emission from the model atmosphere. In the
non-consistent models the emission flux was strongly affected by vertical mixing,
through changes in the opacity due to quenching of species like CH4 and NH3.
However, in the consistent model the emission flux was not significantly changed
compared with the chemical equilibrium model. Ultimately, it was found that the
non-consistent models do not conserve energy.
We also described the coupling of two chemistry schemes to the UM to increase
both the flexibility and accuracy of the chemistry in the model, when applied to
exoplanet atmospheres. The coupling of the Gibbs energy minimisation scheme
allows for the calculation of the abundances of a large number of chemical species for
a general elemental composition and for a large range of thermodynamic conditions.
In addition, we have described and presented early tests of a recently coupled
chemical kinetics scheme that, together with existing capabilities in the UM, will
allow for the effects of advection and chemical evolution to be accounted for. Ul-
timately, this will enable the model to be used to investigate the importance and
effects of 3D non-equilibrium chemistry due to large scale advection. In this work
we presented and discussed idealised tests using a simplified chemistry case to inves-
tigate the balance between the chemical and advection timescales. In cases where
the chemical timescale is faster than the advection timescale the chemistry main-
tains chemical equilibrium. On the other hand, where the advection timescale is
faster than the chemical timescale the chemistry becomes well mixed as advection
dominates.
Using the coupled Gibbs energy minimisation scheme, we investigated the ef-
fect of changing the metallicity on the dynamical and thermodynamical structure
of the atmosphere of a hot hydrogen-dominated exoplanet atmosphere. Several
simulations, with planetary and stellar parameters of GJ 1214b, were performed
with a range of metallicities. We found similar trends to previous studies: as the
metallicity is increased the dynamical structure evolves from a state with large scale
day-to-night flows to one that is dominated by an equatorial super-rotating jet. The
dayside-nightside temperature constrast also increases with increasing metallicity.
We found that the “radiative effect”, the effect of changing the opacities, greatly
outweighs the “dynamical effect”, the effect of changing the mean molecular weight
and heat capacity, as the metallicity is increased. The effect of changing the metal-
licity was found to have a small impact on the observables, such as the emission
spectrum and phase curve.
Overall, the goals of this work have been to improve the accuracy, flexibility
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and consistency of the treatment of chemistry in atmosphere models applied to hot
exoplanets. Particularly in 3D models, the inclusion of chemistry has been limited
due to its high computational expense. However, to tackle many of the existing
questions in the field will require inclusion of chemical processes; such as under-
standing the role of horizontal non-equilibrium chemistry, cloud and haze formation
and understanding the effect of varying elemental abundances.
7.2 Future work
The future prospects of the work presented here include new applications of existing
developments as well as expanding the capabilities further.
The first application of the consistent non-equilibrium 1D model to the atmo-
sphere of hot Jupiters only examined a small section of the known parameter space
that exoplanets inhabit. Further studies would be required to test the behaviour of
the system over different metallicities or elemental abundances and for atmospheres
cooler than those of hot Jupiters. This work could be performed with current model.
In addition, it is important to consider that the current model may not be com-
plete with respect to the chemical species included in the chemistry scheme or the
species that are included as opacity sources. In the present work we found negligible
effects due to photochemical processes on the thermal profile. However, a limitation
of the model is the lack of inclusion of any photochemically produced species as
sources of opacity. Therefore, the only effect of photochemistry is through reduc-
tions in the abundances of molecules that are dissociated, such as H2O and CH4.
For example, consider a consistent photochemical model of the Earth atmosphere
that did not include opacity due to photochemically produced ozone. It would be
interesting to consider the various photochemical products that are formed in hot
Jupiter atmospheres and to assess whether any may contribute significant opacity to
the atmosphere that may be important in determining the P–T profile. Following
identification of potentially significant species, further studies could be performed
to quantify the effect of these photochemical products on the thermal profile and
observables.
Currently, ATMO is suitable for modelling the atmospheres of gas giant ob-
jects; Brown Dwarfs, hot Jupiters, etc. Through the inclusion of a solid surface the
model can relatively easily be extended to terrestrial planets. Important physical
processes such as reflection and emission of radiation would be requirements. In
addition, more complex surface-atmosphere exchange processes (of, e.g., moisture)
could also be included to represent surface evaporation etc. The inclusion of the
relevant opacity data and chemical networks that are more suitable for terrestrial
planets (i.e. not hydrogen-dominated) would also be required. This additional ca-
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pability will be vital in the future as the focus broadens to include terrestrial planets
as well the gas giants.
The coupling of the chemical kinetics scheme to the UM was also described in
this work, alongside idealised experiments using a simplified chemistry case. Clearly,
these tests need to be reproduced using a more complete chemical network. Follow-
ing this, the first applications will be to assess the importance of 3D non-equilibrium
chemistry due to large scale advection. A first step would be to quantify the balance
of the advection and chemical timescales using a full chemical network and to assess
the degree of non-equilibrium chemistry expected in hot Jupiter atmospheres. Sec-
ondly, it will be important to make the radiative transfer and chemistry consistent.
This can be achieved by calculating the opacity from the advected chemical tracers
to include the effect of non-equilibrium chemistry on the heating rates and thermal
evolution of the atmospheres. Finally, such models will be able to assess the signifi-
cance of the effects of non-equilibrium chemistry on the emission phase curve of hot
Jupiters.
An additional future development would be to include photochemical processes
in the 3D model. This would require calculation of the photon flux in each cell of
the 3D grid, using either existing radiative transfer schemes in the UM or using a
more simple approach.
In conclusion, the developments presented in this thesis provide a model frame-
work with which many of the current questions in the field can be tackled; such as
the presence of clouds and haze, that first requires accurate description of the gas-
phase composition, and the nightside emission flux problem of many hot Jupiters.
The complimentary use of 1D and 3D models allows for the detailed investigation of
physical processes as well as their effect in a more complex 3D system, respectively.
The current focus has been on understanding the atmospheres of hot, highly irra-
diated exoplanets. However, the UM is, of course, designed to simulate the Earth
atmosphere and clearly is well suited to modelling these atmosphere types.
Appendix A
Method of Lagrange Multipliers
The method of Lagrange multipliers is a mathematical method of minimising a
function subject to some constraint.
Let us take the problem of minimising the function f(x, y). Without any
constraint we would minimise the function f(x, y) by setting the derivitive to zero
∇f(x, y)=0. However, if we wish to minimise the function f(x, y) subject to some
constraint, g(x, y)=0, we can introduce a new variable, the Lagrange multiplier λ,
and define a new function, the Lagrange function L.
We are interested in finding the values of x and y for which f(x, y) is minimised
and g(x, y) = 0 is satisfied. We are looking for points along the contour of g(x, y)
= 0 where f is stationary. This could be because f and g are parallel, or because f
has reached an extremum at some point along the contour of g(x, y) = 0.
In the first instance, this means that the gradients of f(x, y) and g(x, y) are
parallel,
∇x,yf = −λ∇x,yg,
where the Lagrange multiplier λ has been introduced, since though the direction of
the gradients are equal, they are not necessarily equal in magnitude. In the second
instance, where ∇x,yf = 0, we can set λ = 0 by choice, independent of g.
We can therefore define the Lagrange function as,
L(x, y, λ) = f(x, y) + λ · g(x, y). (A.1)
Now to find the minimum of f(x, y) (∇x,yf=0) subject to the constraint of g(x, y)=0,
we minimise the Lagrange function
∇x,y,λL = 0. (A.2)
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Appendix B
Thermodynamical Data: The
NASA Polynomial Coefficients
The thermodynamic properties of chemical species can convieniently be calculated
for a given temperature using the NASA polynomical coefficients [McBride et al.,
1993, 2002]. This library contains data on over 2000 species (gas, liquid and solid),
spanning a large temperature range. The data allow the calculation of the standard
heat capacity at constant pressure C0p , the standard enthalpy H
0, the standard
entropy S0 and the standard chemical potential µ0.
B.1 Fourth-order polynomials
The original database [McBride et al., 1993] utilised fourth-order polynomials to
represent the heat capacity, with integration constants for the calculation of the
enthalpy and the entropy; leading to seven terms in total. Most of the data included
in ATMO use this 7-coefficient data. The dimensionless standard heat capacity,
enthalpy and entropy are calculated at any temperature using the following formulae:
C0p(T )
R
= a1 + a2T + a3T
2 + a4T
3 + a5T
4 (B.1)
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a5T
4
4
+ b2 (B.3)
where ai are the coefficients of the fourth-order polynomial and b1 and b2 are in-
tegration constants, and T is the temperature in Kelvin. The chemical potential,
which is related to the enthalpy and the entropy via,
µ0(T )
RT
=
H0(T )
RT
− S
0(T )
R
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can also be expressed directly in terms of the NASA coefficients:
µ0(T )
RT
= a1 (1− lnT )− a2T
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− a3T
2
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− a4T
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4
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+
b1
T
− b2. (B.4)
B.2 Sixth-order polynomials
An update to the database [McBride et al., 2002] saw the inclusion of additional
species, as well as an extension of the data to a sixth-order polynomial format,
to increase the accuracy over wider temperature ranges. With the two integration
constants, this brings the new format up to nine-coefficients for each molecule.
The updated equations for the calculation of the dimensionless standard heat
capacity, enthalpy, entropy and chemical potential are:
C0p(T )
R
= a1T
−2 + a2T−1 + a3 + a4T + a5T 2 + a6T 3 + a7T 4 (B.5)
H0(T )
RT
= −a1T−2 + a2 lnT
T
+ a3 +
a4T
2
+
a5T
2
3
+
a6T
3
4
+
a7T
4
5
+
b1
T
(B.6)
S0(T )
R
= −a1T−2 − a2T−1 + a3 lnT + a4T + a5T
2
2
+
a6T
3
3
+
a7T
4
4
+ b2 (B.7)
µ0(T )
RT
= −a1T
−2
2
+
a2
T
(1+lnT )+a3 (1− lnT )− a4T
2
− a5T
2
6
− a6T
3
12
− a7T
4
20
+
b1
T
−b2.
(B.8)
Appendix C
Thermodynamical Quantities
C.1 Enthalpy of formation
The standard enthalpy of formation, H0f , is the change in enthalpy when forming a
chemical species from its constituent elements at the standard state. The standard
state is defined as a pressure of 1 atm and with all of the species in their most stable
form; e.g. oxygen in gas phase molecular form (O2), and carbon in graphite.
The general formula for H0f of a hypothetical molecule X is:
H0f (T )[X] = H
0(T )[X]−
I∑
i
H0i (T ), (C.1)
where H0(T )[X] is the enthalpy of the molecule X at temperature T , and the sum
is over the enthalpies of the consistuent elements of X, in their standard states. For
example, the standard enthalpy of formation of CO is:
H0f (T )[CO] = H
0(T )[CO]−H0(T )[C(gr)]− 1
2
H0(T )[O2(g)]. (C.2)
C.2 Enthalpy of reaction
The change in enthalpy, ∆H, of any thermodynamic system is defined by
∆H = Hfinal −Hinitial (C.3)
where Hfinal and Hinitial are the final and initial enthalpies of the system respectively.
For a chemical reaction, Hess’s Law states that the enthalpy change of a
reaction is only dependent on the initial and final states, and is independent of
any intermediate steps or reactions. The enthalpy change of reaction is given by the
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difference of the sum of the enthalpies of formation of the products to the reactants:
∆H0r =
∑
H0f,products −
∑
H0f,reactants. (C.4)
A reaction with a positive enthalpy of reaction requires an input of energy
to proceed, whereas if the enthalpy of reaction is negative the reaction proceeds
spontaneously, releasing energy to the surroundings.
C.3 The heat capacity
The heat capacity of substance at constant pressure is defined as
CP =
(
∂H
∂T
)
P
=
(
∂Q
∂T
)
P
. (C.5)
Here we will denote the specific heat capacity, cP , as the heat capacity per unit
mass [J kg−1 K−1] and the molar heat capacity, CP , as the heat capacity per mole
[J mol−1 K−1]. The specific and molar heat capacities are intensive properties of the
substance. By contrast, the extensive form of heat capacity C, measured in [J K−1],
is related to the intensive forms via
cP =
(
∂C
∂m
)
P
CP =
(
∂C
∂n
)
P
(C.6)
where m is the mass of the substance, and n is the total number of moles.
C.3.1 The heat capacity of a mixture
The total enthalpy of a mixture is given by, using the notation of Gordon and
McBride [1994],
h =
∑
j
njH
0
j (C.7)
where h is the total specific enthalpy of the system in J kg−1, nj is the number of
moles per kilogram of species j in mol kg−1 and H0j is the molar enthalpy of the
species j in J mol−1.
Now, using the definition of the heat capacity (C.5) we find the total specific
heat capacity of the mixture
cP =
(
∂h
∂T
)
P
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cP =
∑
j
nj
(
∂H0j
∂T
)
P
+
∑
j
H0j
(
∂nj
∂T
)
P
cP =
∑
j
njC
0
P +
∑
j
H0j
(
∂nj
∂T
)
P
(C.8)
where C0P is the molar standard heat capacity of the species j. It is clear that the
total heat capacity of the mixture is a combination of two parts. The first term on the
right in the final equation of (C.8) represents the sum of the molar heat capacities of
the individual species (multiplied by the number of moles per kilogram, in this case).
This component is referred to as the “frozen” heat capacity by Gordon and McBride
[1994]. The second term, called the “reaction” heat capacity, contains a derivitive
of the number of moles (per unit mass) with temperature. This term becomes
important when the abundance of a species varies rapidly with the temperature, for
instance at a pressure-temperature region where the chemistry transitions from a
CO-dominated to a CH4-dominated atmosphere, or in the region of a condensation
curve.
Equation C.8 yields the specific heat capacity, the heat capacity per unit
mass. The molar heat capacity can be easily obtained by multiplying by the mean
molecular weight of the substance
CP = µcP (C.9)
where µ is in kg mol−1.
C.4 Derivation of chemical equilibrium
The defintion of chemical equilibrium as the minimum of the Gibbs energy can be
derived from first principles from the first and second laws of thermodynamics.
Starting with the defintion of the Gibbs energy,
G = H − TS, (C.10)
and the defintion of enthalpy,
H = U + PV, (C.11)
we can write G in terms of U , P , V , T and S,
G = U + PV − TS. (C.12)
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Writing this in incremental form gives
dG = dU + PdV + V dP − TdS − SdT. (C.13)
Using the first law of thermodynamics,
δQ = dU + PdV, (C.14)
we can substitue for dU in Eq. (C.13) to give
dG = δQ+ V dP − TdS − SdT. (C.15)
Now we use the second law of thermodynamics,
dS >
δQ
T
, (C.16)
and replacing for δQ in Eq. (C.15) then canceling the relevant terms and rearranging
we find
dG < V dP − SdT. (C.17)
If we now consider a system at constant temperature (dT = 0) and constant
pressure (dP = 0) we can see that
dG < 0. (C.18)
Physically this means that any isothermal and isobaric process reduces the Gibbs
energy of the system and therefore, intuitively, an equilibrium state will be reached
when G has reached a minimum value.
C.5 Relating the equilibrium constant with the
Gibbs energy of reaction
In this section we describe the relationship between the equilibrium constant Keq and
the Gibbs energy of reaction ∆rG. We begin by considering the chemical equilibrium
state where, as shown in Appendix C.4, we have
dG = 0.
For an example bimolecular reaction A+B↔C+D we can write the Gibbs
energy of reaction as the difference between the partial Gibbs energies (or chemical
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potentials) of the products and reactants
dG = µC + µD − µA − µB = 0. (C.19)
For a gas, the chemical potential can be written in terms of the standard chemical
potential and the partial pressure of the species
µj = µ
0
j +RT lnPj. (C.20)
Substituting Eq. (C.20) into Eq. (C.19) and rearranging gives
dG = µ0C + µ
0
D − µ0A − µ0B +RT ln
PCPD
PAPB
= 0
dG = ∆rG+RT ln
PCPD
PAPB
= 0, (C.21)
where we have defined the Gibbs energy of reaction ∆rG as the difference between
the standard chemical potentials of the products and reactants. Using the definition
of the equilibrium constant (see Section 2.4.3) and rearranging we finally obtain
Keq =
PCPD
PAPB
= exp
[
−∆rG
RT
]
, (C.22)
thus relating Gibbs energy of reaction with the kinetic equilibrium constant.
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Appendix D
Numerical Solution of Ordinary
Differential Equations
Numerical integration is required to solve ordinary (i.e. not partial) differential
equations. There are many methods, with varying accuracies, stabilities and com-
putational costs.
D.1 The Euler Method
The Euler method is the most simple of all numerical integration methods. For an
example ordinary differential equation (ODE)
dy
dt
= f(y, t), (D.1)
where f is some known function dependent on y and t, with an initial condition
such as y(t = t0) = y0, the solution can be advanced using
y1 = y0 + hf(y0, t0), (D.2)
where h is some step size. More generally, we write:
yn = yn−1 + hf(yn−1, tn−1). (D.3)
Often, the task is to solve f(y, t) for some steady-state solution (i.e. in relation
to the work of this thesis, for the chemical steady state) where variation of y with t
approaches zero; i.e.
dy
dt
= f(y, t) < , (D.4)
where  is some defined accuracy of the solution.
Since the iterations of the Euler method only depend on the current evaluation
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of f(yn−1, tn−1), it is an explicit method. This often leads to stability problems,
unless a very small step size h is employed, and the Euler method is therefore not
useful in most applications.
D.2 The Backward Euler Method
One way of improving on the Euler method is to modify it to become an implicit
method. In other words, instead of deriving the new evaluation yn using the current
state, as in (D.3), we use the value at the next iteration
yn = yn−1 + hf(yn, tn). (D.5)
The implicit Backward Euler method is found to be far more stable than the
(forward) Euler method. As a consequence, typically a larger step size h can be
employed in the Backward Euler method. However, since the unknown yn now
appears on both sides of equation D.5, an additional calculation must be performed
on each step. Usually, an iterative Newton-Raphson method is used to evaluate yn.
Therefore, whilst the Backward Euler method offers much greater stability
and a larger step size than the Euler method, it is much more computationally
demanding due to the need for an iterative procedure to determine yn.
D.3 Linear Multistep Methods
Linear Multistep Methods (LMMs) solve for the current value yn using the following
general formula [Radhakrishnan and Hindmarsh, 1993]:
yn =
K1∑
j=1
αjyn−j + h
K2∑
j=0
βjf(yn−j, tn−j) (D.6)
where the coefficients αj, βj, K1 and K2 are dependent on the particular method
employed. For example, αj = βj = K1 = 1 and K2 = 0 returns the backward Euler
method. In the LMM, the solution of multiple previous steps (yn−j, j = 1, 2, ...) are
used to determine the next value yn.
D.3.1 Backwards Differentiation Formulae
The method of Backward Differentiation Formulae (BDF) is widely used for the
solution of stiff problems and is an example of a LMM. This is the method employed
by the LSODE library for the solution of stiff problems. The BDF equation is
determined from the general LMM formula above by setting K2 = 0 and K1 = q,
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where q is the order of the method, yielding
yn =
q∑
j=1
αjyn−j + hβf(yn, tn). (D.7)
The order q determines the number of previous iterations which are used to
determine the next iteration. Generally, the order for the BDF method is limited to
q ≤ 6 due to stability issues [Gear, 1971]; however, within the LSODE library this
is actually limited to q ≤ 5 [Radhakrishnan and Hindmarsh, 1993]. The coefficients
αj and β are given by Gear [1971] depending on the order q selected.
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Appendix E
Implementation of the ATMO
chemistry schemes in the UM
In this appendix we decribe the coupling of the Gibbs energy minimisation scheme
and chemical kinetics scheme, originally developed in ATMO, to the UM.
E.1 Coupling the Gibbs energy minimisation scheme
E.1.1 Code structure
All model developments involved in coupling the Gibbs energy minimisation scheme
were performed in a branch from the trunk of the UM source code at version 10.6.
The developments are currently in a branch called
vn10.6 add idealised gibbs minimisation and the branch will be submitted for
inclusion in the trunk of the UM source code in the near future. All subroutines
required for calculation of the equilibrium abundances are included in a new for-
tran module idealised chemistry mod.F90. Lines of code were then added to the
existing UM subroutine rad ctl (the main radiative transfer routine) to call the
various subroutines in the new Fortran module.
During a UM simulation, an initialisation subroutine is called initialise gibbs
on the first call to rad ctl which allocates several Fortran arrays and handles input
of the required data: list of molecules and thermochemical data. Following this, the
subroutine gibbs min main is called with 3D arrays of the pressure and temperature
as arguments.
Within the subroutine gibbs min main, the code loops over the 3D grid and
calls the subroutine gibbs minimisation solver for each vertical column passing
the 1D arrays of temperature and pressure and returning an array of the chemi-
cal abundances along the vertical profile. During this iteration the abundances are
stored in a 4D array (three spatial dimensions and another for the number of chem-
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ical species) for later use by the existing UM subroutines to calculate the opacity.
E.1.2 Input and output
The inputs required by the Gibbs energy minimisation scheme are the temperature,
pressure, elemental abundances, a list of the chemical species to include in the
calculation and thermochemical data to compute the Gibbs energy. The temperature
and pressure are calculated by the main UM model. The elemental abundances are
hard-coded within the Fortran module however they can be scaled using variables
that determine the metallicity (mdh) and the carbon to oxygen ratio (coratio).
The list of chemical species to include are provided as an input file in netCDF
format. The thermochemical data (NASA polynomial coefficients) are also provided
in an input text file. Both of these files are read in on the first main UM timestep
in the subroutine initialise gibbs.
A series of namelist variables have been added to control the coupled Gibbs
energy minimisation scheme and these are described in Table E.1.
The output of the scheme is the mole fraction of each chemical species and
the specific heat capacity of the mixture. If the Gibbs energy minimisation scheme
is used (l gibbs abundances = .True.) then the mole fractions of the relevant
species are provided to the radiation modules in the existing subroutine
r2 set gas mix ratio. Specifically, the radiation scheme requires the mass frac-
tions and so we obtain this from the mole fraction using Eq. (2.1).
If the option to use the specific heat capacity calculated by the Gibbs energy
minimisation scheme is selected (l cp chem = .True.) then the value is copied
to the existing radiation modules in set thermodynamic mod. If the latter is not
true then the global value of the heat capacity is used that is set in the main UM
namelist.
E.2 Coupling the chemical kinetics scheme
E.2.1 Code structure
All developments for the coupling of the chemical kinetics were performed in a branch
from the UM source code vn10.6 add idealised chemical kinetics. These de-
velopments will ultimately be submitted for inclusion in the main trunk of the code.
Note that the kinetics scheme also depends on various subroutines included in the
Gibbs energy minimisation coupling developments (vn10.6 add gibbs minimisation)
and so both development branches are required.
A new module (idealised chemical kinetics.F90) was added to the UM
source code that contains subroutines required for the chemical kinetics scheme. An
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Table E.1: A table showing the namelist variables associated with the coupled Gibbs
energy minimisation scheme.
Variable Description Type
l gibbs abundances Turn on/off Logical
Gibbs energy minimisation
l cp chem Use heat capacity from chemistry Logical
to compute heating rate
l mdh ramp Include ramp in metallicity Logical
from Solar to mdh
mdh Metallicity factor Real
coratio Carbon to oxygen ratio Real
mod gibbs Frequency (in number of timesteps) Integer
to calculate abundances
fmolname Filename of the molecule Character
list netCDF file
fnasapol Filename of the NASA polynomial coefficients Character
additional module (idealised chemistry tracers.F90) was added that contains
a subroutine that passes the chemical abundances to and from the free tracer arrays.
Similar to the Gibbs energy minimisation coupling, the code to call the new
subroutines was added to the main radiative transfer subroutine rad ctl. On the
first timestep of the main UM model a subroutine initialise kinetics is called
that reads in the necessary input data (reaction lists, coefficients to compute rate
constants, . . . ) and allocates arrays. Also on the first timestep, we call both the
Gibbs energy minimisation initialisation (initialise gibbs) and main subroutines
(gibbs min main) to calculate the chemical equilibrium abundances in each grid
cell. These are used as the initial condition for the advected chemical species and
the equilibrium abundances are passed to the free tracer arrays by the subroutine
set idealised tracers.
As the main UM model is integrated the advection of the free tracers is handled
by the existing UM code. Periodically we call the chemical kinetics solver to integrate
the continuity equation for the chemical abundances in the free tracer arrays. On
a set frequency of timesteps we call again the subroutine set idealised tracers
and now call the main kinetics subroutine get kinetics passing the 3D tempera-
ture, pressure and current chemical abundance arrays as arguments. Within this
subroutine we loop over the 3D grid and call the chemical kinetics solver subroutine
for each individual vertical column and solve the continuity equation until the set
maximum time (the chemical timestep). Once these kinetics calculations are com-
plete we copy the updated abundances to the free tracer arrays and continue with
the main UM model integration. The process is repeated each chemical timestep.
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Table E.2: A table showing the namelist variables associated with the coupled chem-
ical kinetics scheme.
Variable Description Type
l init kinetics Initialise the kinetics scheme Logical
l run kinetics Run the kinetics calculation Logical
every mod kinetics timesteps
tmax kinetics The maximum integration Real
time for the kinetics solver
mod kinetics Frequency (in number of timesteps) Integer
to calculate kinetics
dir neq Directory path for Character
the chemical network text files
E.2.2 Input and output
The input required by the chemical kinetics solver are the pressure, temperature,
the current chemical abundances and the chemical reaction list and associated data
to calculate the rate constants.
The pressure and temperature are calculated by the main UM model and are
communicated to the chemical kinetics module. The current chemical abundances
taken from the main UM free tracer arrays, which were initialised in the first model
timestep to the chemical equilibrium values in the first model timestep. The reaction
lists and associated parameters are provided as text files that are read in on the first
model timestep in the subroutine initialise kinetics.
A number of variables have been added to the UM namelist that control the
operation of the coupled chemical kinetics scheme and are described in Table E.2.
The output is the chemical abundance of each species that has been integrated
(using the continuity equation) for the prescribed chemical timestep and these are
copied back to the free tracer arrays.
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Glossary
A Pre-exponential factor [cm3 s−1]
A′ Modified pre-exponential factor [cm3 s−1]
Ai Elemental abundances normalised to 10
12 atoms of hydrogen [-]
Bi Number fraction of atoms of element i in a mixture [-]
Cp Molar heat capacity [J K
−1 mol−1]
Dj Molecular diffusion coefficient of species j [cm
2 s−1]
Ea Activation energy [J mol
−1]
F Photon flux [photon cm−2 s−1]
G Gibbs energy [J]
H Enthalpy [J]
Ha Scale height of the atmosphere [m]
Hj Scale height of the species j [m]
J Number of gas and condensed phase species in the mixture
J Photodissociation rate [s−1]
J∗ Photon absorption rate [s−1]
Jg Number of gas phase species in the mixture
KP Equilibrium constant in terms of partial pressures Pj [-]
Keq Equilibrium constant in terms of number density nj [-]
Kzz Eddy diffusion coefficient [cm
2 s−1]
Lj Chemical loss term of species j [cm
−3 s−1]
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264 Glossary
M Mass [kg]
MJ Jovian mass [kg]
Mi Total mass of element i in a mixture [kg]
Mp Mass of the planet [kg]
M∗p Apparent mass of the planet [kg]
N Number of moles in the mixture [mol]
Natomsi Number of atoms of element i [-]
Nj Number of moles of species j [mol]
P Pressure [Pa or dyn cm−2 or bar]
P0 Reference pressure [Pa]
Pj Chemical production term of species j [cm
−3 s−1]
Pj Partial pressure of species j [Pa or dyn cm
−2 or bar]
Q Heating rate [K s−1]
R Molar gas constant [J K−1 mol−1]
R∗ Rate of reaction [cm−3 s−1]
R∗f Rate of the forward reaction [cm
−3 s−1]
R∗r Rate of the reverse reaction [cm
−3 s−1]
RJ Jovian radius [m]
Rp Radius of the planet [m]
Rs Radius of the star [m]
S Entropy [J K−1]
T Temperature [K]
Teff Effective temperature [K]
XC/O Carbon to oxygen ratio [-]
Z Metallicity by mass fraction [-]
Glossary 265
[M/H] Metallicity by number fraction [-]
∆rG
0 Standard Gibbs energy of reaction [J mol−1]
∆rH
0 Standard enthalpy of reaction [J mol−1]
∆rS
0 Standard entropy of reaction [J mol−1 K−1]
∆tchem Chemical timestep [s]
∆tdyn Dynamical timestep [s]
∆trad Radiative timestep [s]
Φj Flux of particles [cm
−2 s−1]
Π Exner pressure [-]
α Absorption coefficient per unit mass [cm2 kg−1]
αthj Thermal diffusion parameter of the species j [-]
αj Absorption cross section of species j [cm
2]
R¯ Specific gas constant [J K−1 mol−1]
λ Wavelength [m]
λi Lagrange multiplier
µ Mean molar mass [g mol−1]
µj Chemical potential of species j [J mol
−1]
µ0j Standard chemical potential of species j [J mol
−1]
pii Lagrange multiplier over RT (λi/RT )
ρ Mass density [kg m−3]
σ Absorption cross section [m2]
σRAY Rayleigh scattering cross section of species j [m2]
σRAY Rayleigh scattering coefficient per unit mass [cm2 kg−1]
σcol Cross section of collisions [cm
2]
τadv Advection timescale [s]
266 Glossary
τchem Chemical timescale [s]
θ Potential temperature [K]
a Semi-major axis [AU]
aij Number of atoms of element i in a molecule of j
cp Specific heat capacity [J K
−1 kg−1]
fj Mole fraction of species j [-]
fP−T Frequency to recalculate the P–T profile
g Height dependent gravity [m s−2]
gp Surface gravity [m s
−2]
h Planck constant [J s]
i Orbital inclination [◦]
k Bimolecular rate constant [cm3 s−1]
k0 Three-body rate constant in low pressure limit [cm
6 s−1]
kf Bimolecular forward rate constant [cm
3 s−1]
kr Bimolecular reverse rate constant [cm
3 s−1]
k∞ Three-body rate constant in high pressure limit [cm6 s−1]
kB Boltzmann constant [J K
−1]
kTroe Three-body rate constant from Troe formalism [cm
6 s−1]
kcol Rate of collisions [cm
3 s−1]
mj Molar mass of species j [g mol
−1]
n Number density of the mixture [cm−3 or m−3]
nj Number density of species j [cm
−3 or m−3]
qj Mole mixing ratio of species j [-]
sc Stellar constant [W m−2]
t Time [s]
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u Zonal wind velocity [m s−1]
v Meridional wind velocity [m s−1]
w Vertical wind velocity [m s−1]
wj Mass fraction of species j [-]
z Altitude [m]
