Abstract. We introduce the so called convex body valued sparse operators, which generalize the notion of sparse operators to the case of spaces of vector valued functions.
where T is either Calderón-Zygmund operator (with modulus of continuity satisfying the Dini condition), or a Haar shift or a paraproduct. ⋅ , ⋅ norm; since we are dealing with matrix-and operator-valued functions we will use the symbol ⋅ (usually with a subscript) for the norm in a functions space, while ⋅ is used for the norm in the underlying vector (operator) space. Thus for a vector-valued function f the symbol f 2 denotes its L 2 -norm, but the symbol f stands for the scalar-valued function x ↦ f (x) ;
Contents

Motivations, definitions and results
This paper started as an (unsuccessful) attempt to prove the so-called A 2 -conjecture for the weighted estimates with matrix weights.
Recall that a (d-dimensional) matrix weight on R N is a locally integrable function on R ∶= (W (x)f (x), f (x))dx < ∞ ;
here (⋅, ⋅) means the usual duality in F d . A matrix weight W is said to satisfy the matrix A 2 condition (write W ∈ (A 2 )) if
The quantity [W ]
A 2 is called the A 2 characteristic of the weight W . In [16] it has been proved that the weighted estimate T f
holds for the Hilbert transform T (or for the Haar multipliers) if and only if W ∈ (A 2 ) (for necessity we need to assume that for no vector e ∈ F d we have W (x)e = 0 a.e.) Moreover, it has been proved in [1] that for the Hilbert transform
However in the scalar case d = 1 there is just c[w] A 2 in the right hand side of (1.1); such estimate in the scalar case is now proved for a wide class of Calderón-Zygmund operators, as well as for their martingale analogues, and the constant c there depends only on the operator T , but not the weight. In the scalar case this was the instance of the famous A 2 conjecture proved first in [18] , [13] , [14] , and then in full generality by [3] . Let us mention that after [3] many reproofs appeared one more elegant than the other, see, e. g. [5] , [9] .
A natural question then would be whether it is possible to have only C(T, N, d)[W ] A 2 on the right hand side of (1.1), or whether in the matrix case there are some new phenomena and the linear norm estimate in terms of [W ] A 2 fails. We still are not able to answer this question, we only manage to eliminate the logarithm log[W ] A 2 , leaving us with the exponent 3 2.
However, this is not the main results of the paper. One of the main results of this paper is a theorem about domination of vector-valued Calderón-Zygmund operators (and of their dyadic analogues) by sparse operators. In the scalar case, domination by sparse operators significantly simplified the proof of the A 2 and A p conjectures, and allowed to extend it to the most general class of Calderón-Zygmund operators, namely to the case of ω-Calderón-Zygmund operators with the modulus of continuity ω satisfying the Dini condition.
In this paper we introduce a notion of domination by a sparse operator for operators in vector-valued spaces, that can be considered a "correct" generalization of the scalar case. Our sparse operator L S acts to the space of function whose values are symmetric convex sets in R d , and the "domination" means the inclusion
And essentially, our first result is that if a scalar operator can be dominated by a sparse operator, then its vector version (i.e., its tensor product with the identity I d in F d ) can be dominated by our convex body valued sparse operator.
We were not able to prove the result in such generality, but we have proved it for all scalar operators that are known to admit domination by sparse operators, i.e., for ω-Calderón-Zygmund operators with the modulus of continuity satisfying the Dini condition, and for a wide class of martingale operators, including the so-called big Haar shifts and paraproducts, see the definitions in Section 3.3 below.
The convex body valued sparse operators look complicated, but the weighted estimates of these operators can be done via very simple scalar operators. In this direction we were able to obtain some A 2 -A ∞ type weighted estimates with matrix weights, even in a two-weight setting.
Namely, assuming that W (x) is invertible a.e. and denoting for example by M
Thus it is a natural problem to consider the two-weight problem of finding the condition on matrix weights V , W such that the operator M
. We assume that the weights V and W satisfy the two-weight matrix A 2 condition
here the supremum is taken over all cubes in R N . This assumption seems natural, because acting the same way as in [16] it is possible to show for the Hilbert transform T this condition (1.2) is necessary.
Recall that a scalar weight w on R N is said to satisfy the A ∞ condition if for all cubes
where M is the maximal function adapted to the cube Q
The best constant in ( where the scalar weight w e is defined by w e (x) = (W (x)e, e), x ∈ R N . It is well known and will be explained later in the paper that
Theorem 1.1. Let T be a Calderón-Zygmund operator with modulus of continuity ω satisfying the Dini condition. Assume that the weights V , W satisfy the joint A 2 condition and that they both satisfy the scalar
where C = C(T, N, d).
For a dyadic lattice D in R N one can define corresponding dyadic A 
for the corresponding characteristics.
As another application of convex body domination we immediately get the following weighted estimate for norms of dyadic operators, namely big Haar shifts and paraproducts mentioned above, see the definitions in Section 3.3. Theorem 1.2. Let T be a big Haar shift or a paraproduct (with respect to a dyadic lattice D). Assume that the weights V , W satisfy the joint A D 2 condition and that they both satisfy the scalar A
where C = C(T, N, d). for the estimates of the norm.
Convex body domination of singular integral operators
In the rest of the paper we will treat C n as a real vector space, so all vector functions will be R d -valued.
2.1.
What is a sparse family? There are several definition of sparse family of cubes.
Definition 2.2. Let 0 < η < 1. A collection S of cubes (not necessarily dyadic) is called (weakly) η-sparse if there exists a disjoint collection of measurable sets E Q ⊂ Q, Q ∈ S such that 
For an ε-sparse (in the sense of Definition 2.1) dyadic system S one can define for Q ∈ S
so such system is trivially (weakly) η-sparse in the sense of Definition 2.2. It is also easy to see that a dyadic weakly η-sparse family (in the sense of Definition 2.2) is a dyadic λ-Carleson family (in the sense of Definition 2.3) with λ = 1 η.
The converse is also true: any dyadic λ-Carleson family is η-sparse (in the sense of Definition 2.2) with η = 1 λ, see [11, Lemma 6.3] .
It is also obvious that any dyadic λ-Carleson family with λ < 2 is ε-sparse (in the sense of Definition 2.1) with ε = λ − 1.
It is also clear that given a dyadic λ-Carleson family (λ is assumed to be large) one can split it into n = n(λ, λ 1 ) λ 1 -Carleson families, where λ 1 > 1 can be chosen as close to 1 as we want.
The proof is quite easy if one does not care about constants. If one cares about constants, it was proved in [11, Lemma 6.6 ] that for any natural m ≥ 2 a dyadic λ-Carleson family could be split into m λ 1 -Carleson families with
Finally, the standard "three lattice trick" allows as to estimate a sparse operator with respect to a Λ-Carleson family by a sum of 3 N dyadic λ-Carleson sparse operators, corresponding to 3 N dyadic lattices; here λ = λ(Λ, N ) and the estimate is with the constant C = C(N ). The estimate is trivial for both scalar sparse operators and for the convex body valued sparse operators defined below, see (2.2) . For the latter operators the domination means inclusion.
So, if we are interested in weighted estimates of operators, it really does not matter what type of sparse families we are using. For example, if we dominate an operator by a Λ-Carleson sparse operators, the weighted estimates for this operator would follow from the estimates of classical ε-sparse dyadic operators (for 3 N dyadic lattices) with some ε > 0. And again, this works for both scalar and convex body valued sparse operators.
2.2.
What is an average of a vector-valued function and a sparse operator? For a function f ∈ L 1 (Q) with values in R d define its (convex body) average ⟪f ⟫ Q as
Clearly, ⟪f ⟫ Q is a symmetric, convex compact set (it is closed because the closed unit ball in L ∞ is weak* compact). For a sparse family S of cubes define a sparse (Lerner) 
where the sum is understood as Minkowsky sum.
We do not specify here what we mean by a sparse family, since any of the above definitions of a sparse family can be used.
Lemma 2.5. For a sparse family S of cubes and for compactly supported
) and for any cube Q ⊂ R N , the set ⟪f ⟫ Q is a bounded, convex, symmetric subset of R d . Thus the fact that for all x ∈ R N the set L S f (x) is convex and symmetric follows immediately.
But if S is a sparse family, for almost all x ∈ R N only finitely many Q ∈ S such that the side length of Q is bounded by one may contain x, so the a.e. boundedness of the part of the sum L S f (x), where the summation goes over Q ∈ S such that the side length of Q is bounded by one follows immediately. We are left to consider the part of the sum of L S f (x), where the summation is over only "big" cubes (such that the side length of Q is at least two).
Without loss of generality we can assume that the compact support of f lies only in one dyadic cube of side length two. Otherwise we split f to finitely many functions having this property by using that its support is compact. We call this cube Q f .
Let F be the collection of all dyadic cubes of side length two or larger that intersect the support of f . As f ∈ L 1 we can see immediately that
So the part of the sum of L S f (x), where the summation is over only "big" cubes is uniformly bounded for such f . Recall, that for a convex body (i.e. a compact convex set with non-empty interior) K in R d its John ellipsoid is an ellipsoid of maximal volume contained in K. It is known that the John ellipsoid is unique, and that if K is also symmetric, then its John ellipsoid E = E K is centered at 0 and
In the construction we will need John ellipsoids for the sets ⟪f ⟫ Q . However, ⟪f ⟫ Q does not have to have non-empty interior. So, for a set ⟪f ⟫ Q its John ellipsoid is defined as John ellipsoid in the subspace E.
2.3.
How to estimate convex set-valued sparse operators. Our sparse operators L S look like very complicated objects, but the estimates of such operators is rather simple. Everything is based on the following simple lemma:
) and let g(x) ∈ ⟪f ⟫ Q a.e. on Q. Then there exists a measur-
Proof. The statement is trivial if g is a simple function (i.e. a measurable function taking finitely many values). For a general g, approximating it by simple functions g n , g n ⇉ g and taking a weak* limit point (say in L ∞ ) of the corresponding kernels K n completes the proof.
Using this lemma we can see that to estimate a convex body
one needs to find a uniform bound on all operators of form
where kernels K Q are supported on Q × Q and satisfy
The latter problem lies in the realm of harmonic analysis.
Notice that the statement of Lemma 2.7 can be pushed a little bit further. Namely, we can claim the following.
, g i ∈ E be vectors corresponding to its principal axis. Since g i ∈ E ⊂ ⟪f ⟫ Q , there exist real functions ϕ i supported on Q that
On the other hand every measurable vector function g on Q with values in ⟪f ⟫ Q has the form
where {a (g)
i (x)} are measurable functions, and
. If E has dimension less than d we just need less than d vector functions g i , so we can choose the rest of g ′ i s to be zero. Therefore, the claim of the lemma follows.
Remark 2.9. Using this lemma we can see that to estimate a convex body-valued sparse
where real functions ϕ Q , ψ Q are supported on Q and satisfy
In other words, in estimating L S f we can always think about estimating uniformly operators (2.4) with the extra property that all K Q are rank one operators.
Remark 2.10. In terms of bilinear estimates we can rephrase the previous remark as follows. To estimate (L S f, g) it is sufficient to have an estimate of bilinear forms
∞ norm bounded by one.
Domination of vector-valued singular integral operators by sparse operators
The main result of this section is in Subsection 3.1. Subsections 3.2 and 3.3 essentially just give a different presentation of known results. These subsections are presented simply for the reader's convenience.
3.1. From scalar to vector domination. Informally speaking, if a scalar operator T can be dominated by a sparse one, the same should hold for its vector-valued version T ⊗ I d . Unfortunately, we are not able to prove a general theorem to that extend. However we are able to prove that a scalar induction step (that can be used to prove the sparse domination in all known scalar cases) implies the corresponding induction step for vector valued operators.
We will need the following definition Definition 3.1. Let G and G be two collections of disjoint dyadic cubes. We say that G covers (is covering) G if for any Q ∈ G one can find R ∈ G such that Q ⊂ R.
In the the language of stopping times, this just means a pointwise earlier stopping time. The lemma below is universal for any sensible linear operator T , such as the Calderón-Zygmund operator, Haar shift or paraproduct. 
a.e. on Q 0 .
Then for any 0 < δ < 1 and for any vector-valued functions
where C = C(T, N, d, δ) (here we slightly abuse notation and use T instead of T ⊗ I d ).
The assumptions of this lemma are essentially the properties used in the induction step in the construction of sparse domination in [10] , only they are written in a slightly different way.
The case r = 1 will be used to get domination for dyadically localized operators, like Haar shifts and paraproducts. The case r > 1 can be used to get the domination operators that are not dyadically localized, like Calderón-Zygmund operators.
Proof of Lemma 3.2. Consider the representation of the
Applying the hypothesis with ε = δd −1 to each f k , we will get for each f k a collection G k of dyadic subcubes of Q 0 such that a.e. on Q 0
here we used the estimate
Let G be the collection of maximal cubes in the collection ⋃ d k=1 G k . Since G covers any of G k , part (iii) of the hypothesis implies that for all k we have a.e. on Q 0
Then clearly a.e. on Q 0
where P is the "box"
Since trivially P ⊂ √ dE, where E is the John ellipsoid (3.3), we get that a.e. on Q 0
Noticing that
completes the proof.
Remark 3.3. One can see from the proof that Lemma 3.2 holds not just for a dyadic filtration, but for any atomic filtration, i.e. a filtration where on each step a "cube" Q splits into finitely (or countably) many "cubes". In particular, this lemma holds for any collection D 
and the kernel K satisfy the following size and smoothens conditions
We say that the modulus of continuity ω satisfies the Dini condition if 
where the constant C depends only on the operator T and dimensions N and d.
3.2.1. Proof of Theorem 3.4. The hypothesis of Lemma 3.2 for Calderón-Zygmund operators with r = 3 (i.e., Q ′ = 3Q) was essentially proved in [10] , see estimate (3.4) there. It was stated for ε = 1 2, but the proof works for arbitrary ε. Hypothesis (iii) of the lemma was not explicitly proved in [10] , but can be easily seen from the proof there. For the convenience of the reader we present a proof of the hypotheses of Lemma 3.2 for the case of Calderón-Zygmund operators, essentially Lerner's argument, in Section 3.2.2 below.
Assume that the hypotheses of Lemma 3.2 are satisfied for any dyadic cube.
) and a cube Q 0 , supp f ⊂ 1 2 Q 0 . Applying Lemma 3.2 with r = 2 and δ = 1 2 we get the family G 1 of dyadic subcubes of G 0 such that (3.1) and (3.2) hold.
We then apply Lemma 3.2 to each cube Q ∈ G 1 (with function 1 3Q f ) to get the family G 2 , and so on.
Trivially, the family G ∶= {Q 0 } ⋃ n≥1 G n is a dyadic ε-sparse family with ε = 1 2, and so it is η-sparse family in the sense of Definition 2.2 with η = 1 2. Since
we can conclude that a.e. on Q 0
To dominate T f (x) outside of Q 0 , we notice that for n ≥ 0 and
Note, that the inclusion will hold if in the first sum we replace 1 Q by 1 3Q (the right hand side will be bigger). As we discussed before, the collection G is a dyadic η-sparse family with η = 1 2, so the collection {3Q ∶ Q ∈ G} is η-sparse family with η = 3 −N 2. If we add to this collection cubes 3 n Q 0 , n ≥ 2, it will remain η-sparse (with the same η = 3 −N 2). So the collection S ∶= {3Q ∶ Q ∈ G} ∪ {3 n Q 0 ∶ n ≥ 2} is η-sparse, and (3.4) trivially holds because of (3.5).
Thus we proved Theorem 3.4, assuming that hypotheses of Lemma 3.2 are satisfied.
Assumptions of Lemma 3.2 are satisfied for Calderón-Zygmund operators.
The proof below is borrowed from [10] . We present it here only for the reader's convenience. Consider the maximal operator M T , introduced in [10] ,
We need the following Lemma, see [ 
Here M is the Hardy-Littlewood maximal operator and T ♯ is the maximal truncation of T ,
If ω satisfies the Dini condition, then the operators T and T ♯ are of weak type 1-1; the maximal operator M also is of weak type 1-1. Therefore the operator M T is also of weak type 1-1.
So, there exist constants C 1,2 = C 1,2 (T, N ) such that for any ε > 0 the measure of the set
for an appropriate constant C 3 = C 3 (T, N ).
Now define G as the collection of maximal dyadic subcubes Q of Q 0 such that
Since E ε ⊂ ⋃ Q∈G Q, the estimate (3.7) holds a.e. on Q 0 ∖ ⋃ Q∈G Q.
⟨ f ⟩ 3Q 0 a.e. on Q, because otherwise the inequality
⟨ f ⟩ 3Q 0 would hold everywhere on Q. Thus, statement (ii) holds with C = max{C 1 , C 3 }.
To prove statement (iii) we just notice that if G covers G then still E ε ⊂ ⋃ Q∈G Q, and that ⟨1 Eε ⟩ Q ≤ 2 −1 for any Q ∈ G. So the same proof as for G works for G.
Domination of vector-valued Haar shifts and paraproducts by sparse operators. Recall, that a generalized big Haar shift of complexity
where kernels K Q are supported on Q × Q, constant on all R × S with R, S ∈ ch r+1 Q and satisfy the estimate
We say that S is a big Haar shift, without the word generalized, if, in addition 
Each generalized big Haar shift of complexity r can be represented as a sum of r + 1 r-separated ones, so it is sufficient to estimate only r-separated Haar shifts.
Note also that if T is an r-separated generalized big Haar shift, then with respect to the lattice D k it will be a shift of complexity 1. 
where C = C (N, d, ε) .
The theorem can be easily obtained from the lemma below. For the r-separated shift T from Theorem 3.7 we denote D k from Definition 3.6 byD ∶= D k , skipping the index k.
Lemma 3.8. Let T be as in Theorem 3.7. Given ε ∈ (0, 1) there exists Lemma 3.9. Let T be as in Theorem 3.7. Given ε ∈ (0, 1) there exists
To prove Theorem 3.7 we iterate Lemma 3.9 to get that for a function f ∈ L
for a sparse family S 0 ⊂D(Q 0 ). To estimate T f outside of Q 0 , we need to estimate ∑ R∈D∶Q 0 ⫋R T R . But T R f (x) ∈ 1 R (x)⟪f ⟫ R a.e., and for each R ∈D, Q 0 ⫋ R we have
So adding to S 0 the cubes R k ∈D, k ≥ 1, where Q 0 ⫋ R k and for all k ≥ 1
we get the conclusion of the theorem for the operator T .
Proof of Lemma 3.8.
First recall that an r-separated generalized big Haar shift T of complexity r with T ≤ 1 has weak type 1-1, and that
Define G to be the collection of maximal cubes R ∈D such that either of two conditions below holds
where C = C(N ) is from (3.12).
We claim that ∑ Q∈G Q ≤ ε Q 0 . Let G 1 ⊂ G be the collection of stopping cubes where (3.13) holds, and let G 2 = G ∖ G 1 .
Consider the operator T 1 ,
By (3.13) on any cube R ∈ G 1 we have T 1 f (x) > Cε −1 , so the weak type estimates for T 1 and disjointness of R ∈ G imply
Remark. Here we used the estimate (3.12) of the weak 1-1 norm, that depends only on T 2 and N . We can use it, since for the operators from Theorem 3.7 the truncation does not increase the norm.
Since for any R ∈ G 2 we have ⟨ f ⟩ R > 2ε
⟨ f ⟩ Q 0 , the trivial weak type estimates imply that
and statement (i) is proved. Let us now prove statement (ii). It follows from the construction, see stopping condition (3.13) that
Let R ∈ G and letR be itsD-parent. Again, it follows from the construction, that on R
For the shift T = ∑ Q T Q and a cube R ∈D define
For R ∈D we write
and estimate each term separately.
To estimate the first term notice that for
The sum is estimated in (3.16). To estimate TRf (x), recall that by the construction
so we get the desired estimate of
To estimate
Since for x ∈ R, and Q ⫌R we have
It follows from the stopping condition (3.14) that ⟨ f ⟩R ≤ 2ε
⟨ f ⟩ Q 0 , so summing the geometric progression we get that
which together with (3.15) gives statement (ii) of the lemma. To prove (iii), we notice that (3.15) and (3.16) hold and the above construction works if we replace G by any collection G ⊂D of disjoint cubes that covers G.
4.
Some known facts about A 2 and A ∞ weights.
We will need two well-known facts on scalar weights and one fact on matrix weights. Scalar weights will be denoted by w, matrix weights by W .
Comparison of
A 2 and A ∞ weights and reverse Hölder inequality for A ∞ weights. The first fact is very simple:Lemma 4.1. If w ∈ A D 2 , then for any Q ∈ D we have (4.1) Q M Q w dx ≤ 4[w] A D 2 Q w dx .
Proof. For any R ∈ D(Q)
[w]
By Jensen inequality both factors in the right hand side are at least 1, therefore
, and thus
in the last inequality we have used the Jensen inequality again.
, and using the L 2 estimate for the maximal function we
The above Lemma 4.1 immediately implies that
The next fact is more subtle, it is proved in [17] by the Bellman function method and in [4] by a stopping time argument. . Proof. The fact is well-known, cf. [16] . The easiest proof is probably to recall that for the averaging operator
Restricting E Q to functions of form ϕe, where ϕ is a scalar valued function we prove the lemma. The same lemma holds with
Adding these inequalities we get the conclusion of the lemma.
Weighted estimates of vector valued operators
Let W , V be matrix weights. We want to estimate the norm operator
where T is either an ω-Calderón-Zygmund operator or a big Haar shift or a paraproduct. Since such operators are dominated by convex body sparse operators, it is sufficient to estimate the operators V 1 2 T S W 1 2 , where T S is a sparse integral operator (meaning that S is a sparse family of cubes)
where K Q is supported on Q × Q and satisfies K Q ≤ Q −1 there, see Section 2.3 for details.
We need to estimate operators for all possible choices of kernels K Q , and clearly it is sufficient to estimate the following Lerner type operator L = L S ,
in the unweighted L 2 . Since, as we discussed in Section 2.1, a general sparse operator can be dominated by 3 N dyadic sparse operators operators, it is sufficient to consider only dyadic sparse operators. 5.1. Some square functions and sparse operators. Let S ⊂ D be a dyadic sparse sequence. Consider the following sparse square functions:
We also have scalar versions of the square functions, acting on scalar-valued functions
and the corresponding scalar version of the Lerner operator
Also, the vector sparse operators are dominated by their scalar versions, S k f (x) ≤ S k f (x), and Lf (x) ≤L f (x)
We will need the following well-known lemma. Then for any measurable f ≥ 0 and for any p ∈ (1, ∞) I∈D µ(I)
This lemma (with some constant C(p) instead of (p Also to simplify the writing and reading we will use the following notation in skipping variables. For a vector valued or matrix-valued function F the symbol F will denote the function x ↦ F (x) . The symbol ⟨ F ⟩ Q denotes the average of this function.
For example,
and
Lemma 5.2. Let d × d matrix weight W satisfy the scalar A ∞ condition, and let S be a λ-Carleson dyadic family in the sense of Definition 2.
where C is an absolute constant, N is the dimension of the underlying space R N .
Proof. The proof uses the reverse Hölder inequality for scalar A ∞ weights. Let r > 2, 1 r ′ + 1 r = 1. By Hölder we have We can estimate ⟨W ⟩
The scalar weight w, w(y) = trace(⟨W ⟩ Therefore, replacing in (5.10) the operator norm by the Hilbert-Schmidt norm we can apply the reverse Hölder to get
To estimate the last sum denote p = 2 r ′ , ϕ(x) = f (x) r ′ , and apply Lemma 5.1 with µ being the Lebesgue measure and
We get
Direct computations show
where C is an absolute constant (maximum of the function δ ↦ 3(3 δ) δ on (0, 1]).
Lemma 5.3. Let d × d matrix weight W satisfy the scalar A ∞ condition, and let the weights V and W satisfy the two weight matrix A 2 condition. Let also S be a λ-Carleson dyadic family in the sense of Definition 2.
Proof. To prove this lemma one can just rewrite the proof of Lemma 5.2 word by word, replacing each occurrence of ⟨W ⟩
The only difference will be that instead of (5.12) we will have
Lemma 5.4. Let the d × d matrix weight W satisfy the scalar A ∞ condition, and let the weights V and W satisfy the two weight matrix A 2 condition. Let also S be a λ-Carleson dyadic family in the sense of Definition 2.3.
Then for the square functionS 1 defined by
Proof. The proof is similar to the proof of Lemma 5.2. Instead of (5.10) we write
where r is the same as in the proof of Lemma 5.2.
Then we notice that for any fixed x the weight w,
. Therefore we can use the reverse Hölder inequality (5.11) to get from (5.14)
Using the above inequality we can estimate
But it is already done in the proof of Lemma
5.2, where it is shown that
so we are done.
Remark 5.5. In the definition of the square functions we can replace summation over a sparse sequence by the summation with Carleson weights. For example, instead ofS 1 in (5.5) we can consider
where a = {a Q } Q∈D , a Q ≥ 0 is a λ-Carleson sequence,
similarly for all other square functions.
Lemmas 5.2, 5.3 and 5.4 with absolutely the same proofs will hold for these square functions. 
⟨V ⟩
is the scalar square function (5.6) with W replaced by V . Combining estimates for the norms ofS 2 andS 3 from Lemma 5.2 and Lemma 5.3 respectively we get the conclusion of the lemma.
5.3.
A better estimate for a simple sparse family. If the sparse sequence S has a very simple structure, we can get a better estimate for the norm ofL.
Definition. A sparse family S ⊂ D is called simple if each cube Q ∈ S has at most one S -child.
Note that in a simple sparse family S all cubes Q ∈ S except the minimal (by inclusion) one have exactly one S -child; the minimal cube (if such one exists) has no S -children. Proof. Note first that for a simple sparse family its sparseness characteristic ε satisfies ε ≤ 2 −N ≤ 1 2. Let us estimate (Lf, g), f, g ∈ L 2 , f L 2 = g L 2 = 1. Without loss of generality we can assume that f, g ≥ 0. We have It is sufficient to prove this lemma for finite simple families, so let us assume that our simple sparse family S is finite. Then the operatorL is bounded (finite sum of bounded terms), so given ε > 0 we can pick f, g ∈ L 2 , f, g ≥ 0, f
2 . For Q ∈ S letQ be the S -child of Q, and let E Q ∶= Q ∖Q. Then for each Q the integral over Q × Q in (5.19) can be split into 3 integrals, The sum of the first integrals can be estimated by the square function (S 1 f, g), so by Lemma 5.4 it can be estimated by C2 
2 . The standard "pulling out by hair" argument completes the proof.
Some remarks
There are several speculations here.
(i) Estimates are very rough, they do not use any intricacies of the matrix case. We do not use any matrix Carleson embedding theorems here. But we still cannot get a better estimate even for a simple sparse operator (like V 1 2 LW 1 2 , where L is the usual scalar sparse operator).
(ii) Examples showing that linear in the A 2 characteristic of the scalar weight is optimal can be obtained by considering weights with one singularity (say behaving like x p , 0 < p < 1) and estimating the norms of the Hilbert transform as p → 1 − . Note, that the same example gives the optimal lower bound for a simple sparse operator with the sparse family [0, 2 −n ), n ∈ N. So, if we want to get a counterexample to the matrix linear A 2 conjecture, we need something more complicated than weights with simple singularities and simple sparse operators.
