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DEPENDENT DREAMS: RECOUNTING TYPES
SAHARON SHELAH
Abstract. We investigate the class of models of a general dependent theory.
We continue [Sh:900] in particular investigating the so called “decomposition
of types”; our thesis is that what holds for stable theory and for Th(Q, <)
hold for dependent theories. Another way to say this is: we have to look
at small enough neighborhood and use reasonably definable types to analyze
general types; also we presently concentrate on complete types over saturated
models (and sometimes just quite saturated models). We now mention the
main results understandable without reading the paper. First, a parallel to the
“stability spectrum”, we consider the “(problem of) recounting of types”, that
is assume λ = λ<λ is large enough, M a saturated model of T of cardinality
λ, let Saut(M) be the set of complete types over M up to being conjugate,
i.e. we identify p, q when some automorphism of M maps p to q. Whereas for
independent T usually the number is 2λ, for dependent T the number is ≤ λ
moreover it is ≤ |α||T | when λ = ℵα and λ is not too small, see §(5B). Second,
for stable T , recall that a model is κ-saturated iff it is ℵε-saturated and every
infinite indiscernible set (of elements) of cardinality < κ is not ⊆-maximal. We
prove here an analog in §(7B). Third, if M is saturated and p ∈ S(M) then
p is the average of an indiscernible sequence of length ‖M‖ inside the model,
see §(6A). Fourth, we prove a (weak) relative of the existence of indiscernibles,
see §(4A). Lastly, the so-called generic pair conjecture was proved in [Sh:900]
for κ measurable, here it is essentially proved, i.e. for κ = κ<κ > |T | + iω ,
see §(7A).
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[We count complete types on saturated models up to conjugacy (= being
automorphic), and ask what is the spectrum under this definition.]
§(1B) On the outside definable sets and uf(p), pg.18
[In particular we define bounded/medium/large directionality; see more in
§(1C), §(6B). This is continued in Kaplan-Shelah [KpSh:946].]
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and d¯ ∈ θ
+>C via decompositions x ∈ pKκ,µ,θ, qKκ,µ,θ and relevant so-
called solutions.]
§(2B) Smoothness and (µ¯, θ)-sets, pg.37
[For T dependent some sets A ⊆ CT behave like sets A ⊆ CT ′ , T ′ stable,
those are the (smooth) (µ¯, κ)-sets. Now for enough x ∈ pKµ,κ¯,θ, i.e. the
smoother ones, the set B+x are such sets; so it is natural that they interest
us here.]
§(2C) Measuring non-solvability and reducts, p.40
[We define ntr(x) and relatives, a cardinal measuring how badly solvability
fails. This will help in proving density of tK later.]
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[Why is tKκ,µ¯,θ so desirable? First, we prove that for a decomposition x ∈
tKκ,µ¯,θ, the modelM[x], i.e. Mx expanded by individual constants for every
b ∈ B+x and coding the type of d¯xˆc¯x, is a κ-sequence homogeneous model.
We further show it even for x ∈ vKκ,µ¯,θ; now κ-sequence homogeneity
implies uniqueness, so this points the way to their uses in showing that for
M ∈ ECκ,κ(T ), the number of p ∈ Sθ(M) up to conjugacy is small.
Second, we give some sufficient conditions for indiscernibility related to
tK and vK. We shall use some later]
§(3C) Toward Density of tK, pg.59
[To help prove the density we give sufficient conditions when the union of
an increasing sequence of decompositions from rKκ,µ¯,θ belongs to tKκ,µ¯,θ
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stitute of the existence of theorems of indiscernible sets for stable T .]
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+, µ is singular
strong limit of cofinality > θ and T is countable; also when κ is strongly
inaccessible. For this we prove that some e¯ universally solves x ∈ qKκ,κ,θ.
A crucial point is that instead of using “κ weakly compact” (as in §(3C))
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theorem from §(4A). Note that under full G.C.H., this covers all large
enough (regular) cardinals κ but only for µ close enough to κ. So the
conclusion concerning the recounting of types are weak; still this proves a
strong distinction between dependent T and independent T .]
§(5B) Density of vK: Exact recounting of types and vK, pg.88
[Here we use vK, which was only a burden so far. In the relevant cases
we prove its density (in pK) and conclude the right number of types up to
conjugacy (for κ = κ<κ large enough, M ∈ ECκ,κ(T )).]
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§ 0. Introduction
§ 0(A). What is done here.
This is a step in trying to understand a dependent elementary class ModT . Our
approach is:
Thesis 0.1. 1) It is fruitful to prove that questions on (first order complete) T
and a cardinal does not depend too much on the cardinal, by finding syntactical
equivalent condition; this suggests it is an interesting dividing line.
2) We should first analyze saturated models (then quite saturated models and only
then general models).
3) In particular we should first try to understand complete types over saturated
models, etc.
More specifically:
Thesis 0.2. For M ∈ ECκ,κ(T ) we shall try to analyze p ∈ Sε(M) by types of two
simple kinds:
Kind A: Av(D,M), D an ultrafilter on εB for some B ⊆ M of cardinality < µ (µ
a fix cardinal ≪ ‖M‖).
Kind B: Av(I,M) where I = 〈a¯α : α < λ〉 an indiscernible sequence (of ε-tuples)
inside M .
Remark 0.3. For stable T , if M is |T |+-saturated then every p ∈ S(M) is Av(I,M)
for some indiscernible sequence (so set) I of cardinality ℵ0, so it falls under both
kinds.
Consider a fixed complete first order theory T which is dependent. The problem
we try to address here is analyzing a complete type over a saturated model, say
p ∈ S<θ
+
(M) where θ ≥ |T |. The reader may wonder why not p ∈ S<ω(M)? The
reason is that anyhow we are driven to consider infinitely many variables.
Trying to analyze p ∈ Sθ(M),M ∈ ECκ,κ(T ), clearly whatever occurs for some
stable theories may appear, so in the analysis we allow types definable over small
sets (though presently not stable types, just definable in a weak sense) where any
fix bound will be O.K. but as it happens “small sets” mean a set of cardinality say
< iω + |T |+.
Also in dense linear order there are cuts defined say by a sequence of elements
of length any regular σ < κ (e.g. p(x) ∈ S(M) say that x induces a cut of M
whose lower half has cofinality σ), we cannot avoid this so we allow types gotten
as averages of indiscernible sequences of length σ. Note that types related to large
cofinalities are not covered by KindA, just as in [Sh:877, §1], where the cuts with
both cofinalities maximal are fine - there expanding by them preserve saturation.
An approximation to analyzing p is x ∈ pKκ,µ,θ; a characteristic case is κ =
κ<κ large enough, θ = |T | = ℵ0, µ = iω (actually we use µ¯ but ignore it in the
introduction). Now, see Definition 2.2, such x consist of the model M = Mx,
which is κ-saturated (and in general may have larger cardinality), the sequence
d¯ = d¯x realizing a complete type p over M which we are trying to analyze, c¯ =
(. . . ˆc¯iˆ . . .)i∈v(x) an initial segment of the analysis where v(x) is an ordinal < θ
+
or just a linear order of cardinality ≤ θ. This means that for each i ∈ v(x) one of
the following two cases occurs, letting rx,i = tp(c¯i,Mx +Σ{c¯j : j < i}).
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In the first case, formally i ∈ vx\ux, the type rx,i does not split over some
Bx,i ∈ [Mx]<µ (or even is finitely satisfiable in it). So this type is in a suitable
sense definable over some small set as in the stable case, so is the “stable part”
called “KindA” above.
In the second case, formally i ∈ ux the type rx,i is the average of an indiscernible
sequence Ix,i = 〈a¯x,i,α : α < κi〉 where κi = cf(κi) ∈ [µ, κ).
In [Sh:900] some relatives were used but there µ = κ hence B+x = ∪{Ix,i : i ∈
ux} ∪
⋃
{Bx,i : i ∈ vx\ux} here corresponds to Bx there, so there the analysis is
by information of size just smaller than κ, whereas here it is by ≤ θ indiscernible
sequences of length a regular cardinal + information of bounded size, i.e. < µ a
major difference.
How does such x help? For each i ∈ vx we define when x is active in i; it is the
parallel of forking, i.e. of “tp(d¯x,Mx+Σ{c¯j : j ≤ i}) forks overMx+Σ{c¯j : j < i}”,
this cannot occur θ+ times so there is y above x maximal in this sense; i.e. we
cannot increase vx having a “new” activity but not changing Mx, d¯x, c¯i(i ∈ vx) but
possibly increasing vx. Moreover, see 2.14(2) we have further versions, local and/or
less demanding, but we skip this in the introduction. The class of maximal such
y’s is called qK′κ,µ,θ, see Definition 2.11(1); for them we can prove:
(∗) if A ⊆ My, |A| < µ then some e¯ ∈ θ(Mx) solve (x, A) which means that
tp(d¯x, c¯x + e¯) ⊢ tp(d¯x, c¯x + A) and even uniformly, which is expressed by
“according to ψ¯”.
This is the parallel of: if M is a dense linear form, p ∈ S(M),C = (C1, C2) the
cut of the linear order M which p(x) induces and it has both cofinalities ≥ µ and
A ⊆M, |A| < µ then we can choose a ∈ C1, b ∈ C2 such that (a, b)M ∩A = ∅ hence
(a < x < b) ∈ p and (a < x < b) ⊢ p(x) ↾ A.
All this seems to support:
Thesis 0.4. 1) The theory of dependent elementary classes is the combination of
what occurs in stable classes and in the theory of dense linear orders.
2) We analyze general types by decompositions to three kinds: one are finitely
satisfiable in a small set (or just does not split over a small set), second are averages
of indiscernible sequences, third, are like branches of trees (include cuts of a linear
order) any “bounded” subset are implied by a very small subset.
But we really gain understanding by the density of tKκ,µ,θ ⊆ pKκ,µ,θ for some
pair (κ, µ), (to cover all relevant cases better use vK⊗, see §3). That is for d¯ ∈ θC,
we can find x ∈ tKκ,µ,θ such that d¯ ⊳ d¯x,M = Mx and for every A ⊆ M of
cardinality < κ we can find (c¯′, d¯′) in M realizing the same type as (c¯x, d¯x) over M
and tp(d¯x, c¯x + c¯
′ + d′) ⊢ tp(d¯x, c¯x + A + c¯′x + d¯
′), even uniformly and fixing the
type of c¯xˆd¯xˆc¯
′ˆd¯′. In a stronger sense the type of c¯xˆd¯x over M really combine
parts definable over a small set and one like a (partial) order.
Another thesis is (see [Sh:783, §1])
Thesis 0.5. In dependent (elementary) classes the family of outside definable sets
(Def<α(M), see Definition 1.19) replace the family of inside definable sets for stable
classes.
∗ ∗ ∗
DEPENDENT DREAMS: RECOUNTING TYPES 7
This work may be continued [Sh:F973] and as said above it continues [Sh:900]
though does not depend on it. More specifically, how are [Sh:900] and the present
work related?
In both cases decomposition (pKκ,µ,θ here, K
1 there) are central and qK′, qK
here1 are parallel to mxK there and also ≤1,≤2 are similar here and there. In
both cases the model Mx is κ-saturated and d¯x, c¯x are of cardinality ≤ θ (normally
κ > θ ≥ |T |). But here we use |Bx,i| < µ and allow µ ≪ κ rather than |Bx,i| < κ,
and instead use indiscernible sequences Ix,i for some i’s. Hence B
+
x here stands for
Bx there, both have cardinality < κ, but there Bx is any set, here without loss of
generality x is smooth so B+x is a so called (µ¯, θ)-set, essentially ≤ θ sets each of
cardinality < µ plus ≤ θ mutually indiscernible sets of (≤ θ)-tuples. Such sets have
some affinity to stable C, e.g. |S(B+x )| ≤ 2
<µ + |B+x |
|T |.
Also tKκ,µ,θ here is related to strict decompositions in [Sh:900]. But in [Sh:900]
we get existence assuming only κ is a measurable cardinal so quite a large cardinal,
so cannot prove in ZFC that it exists; whereas here this is proved for every large
enough regular cardinal provably in ZFC, and the bound is small (at least for my
taste), iω , well +|T |, of course.
All this is a good point in favor of large cardinals by the criterion (first suggested
by Go¨del): we can first prove things assuming them, this helps us to find the way
to really sort out things.
§ 0(B). From Higher Perspective: The Test.
What questions do we address here?
Question 0.6. The serious/dull question 1) Is the equation dependent/stable =
groups/Abelian groups true?
That is, is dependence a better dividing line than stable (among say elementary
classes), but we have been (and are) just too dim to see it?
2) The use of cardinals (> ℵ0) in model theory: has it passed its time OR is it the
key to dependent classes and will continue to be central.
Alas, most (relevant) people already know the answers, unfortunately not all of
them know the same answer.
In more serious mode, we suggest here to put dependent theories to “end of first
level examination”. Trying to be objective we ask: do we have a good analog to
what is in the first paper on stable T , [Sh:1] (and [Sh:12]), essentially equivalently
at the time of stability being three years old.
So here is the test composed of four questions (as presented in a lecture in
MAMLS, Fall 2008 Meeting in honor of Gregory Cherlin) and a fifth question (as
urged by the audience):
Question 0.7. Question/Test Find parallels of (1)-(4) and answer (5) for dependent
T .
1)The stablility spectrum Theorem (for stable theory T on a model of cardinality
λ there are ≤ λ completer 1-types).
2) Strong partition theorems, i.e. existence of indiscernibles: for stable T , if aα ∈ C
for α < λ+ are given, λ = λ|T | then for some unbounded, even stationary subset S
of λ+ the sequence 〈aα : α ∈ S〉 is indiscernible.
1In the context of [Sh:900], i.e. µ0 = κ essentially we get qK
′ = qK, see 2.15(3),(5)
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3) “Understanding” complete types over models and indiscernible sequences (for
stable T , the finite equivalence relation theorem which was somewhat later).
4) Characterize saturated models by indiscernible sequences, (for stable T,M is
κ saturated iff it is ℵǫ-saturated and every infinite indiscernible set of cardinality
< κ).
5) The generic pair conjecture, a major question from [Sh:900] and more generally
the existence of (λ, κ)-limit models (κ = 2 is the generic pair case).
We did not mention two problems having been answered earlier: majority on
indiscernibles (see §(1C)) and definability of types (as we may consider the following
theorem as an answer: expansion by outside definable sets preserved the theory of
the model being dependent, by [Sh:783, §1]).
We will present the questions in §1 and present solutions to (1),(4) and the first
part of (5) in §5,§7. Unfortunately we do not solve the original interpretation of
questions (2),(3) as we hoped, but, not surprisingly, we think we have excellent
excuses. Now the answer to the parallel of (3) we considered, i.e. “no case of
high directionality” that is bounding the number of ultrafilters D on M such that
Av(D,M) = p, has already been known to be false for many years, proved by
Delon.
As for the existence of indiscernibles, i.e. 0.7(2) and actually also (3), sub-
sequently Kaplan-Shelah [KpSh:946], proved that the premature assertion in the
Rutgers lecture is false, this is the negative half of the excuse, i.e. this version
cannot be proved being false.
However on the positive side, we believe we have reasonable substitutes, i.e.
reasonable parallels of parts (2),(3) of 0.7 for dependent T .
For part (3):
⊞1 if M ∈ EMκ,κ(T ) and p ∈ S(M) then p is the average of an indiscernible
sequence inM of length κ, see 6.2, (more in §(6A) and the results of §(6B)).
About the existence of indiscernibles, i.e. part (2) of 0.7, by §6 we have
⊞2 existence for T with low or medium directionality (introduced in §(1B)).
Probably this is not convincing: but a true answer for 0.7(2) is another relative
(or you may say a weak version) of the existence of indiscernibles
⊞3 if κ = cf(κ) > ℵ0 and ∆ ⊆ L(τT ) is finite and aα,n ∈ C for α < κ, n <
n(∗) < ω then we can find stationary Sn ⊆ κ for n < n(∗) such that: for
α¯ ∈
∏
ℓ<n
Sℓ, the ∆-type of 〈aα0 , . . . , aαn(∗)−1〉 depends just on the truth
values of αℓ(1) < αℓ(2) for ℓ(1), ℓ(2) < n(∗).
This holds by 4.6, (note that we can apply it for any permutation of {〈0, . . . , n(∗)−
1〉} and the formulation here is simpler because we use the club filter on χ, i.e. use
diagonal intersection of clubs). Note that for T any completion of Peano arithmetic
(or any 2-independent T ) this holds only for (some) large cardinal.
There has been work on dependent theories in the previous century, see e.g. in the
introductions of [Sh:715, §1], [Sh:783, §0], [Sh:900, §0]; there was much activity in
the first decade of the present century, but in different directions; on indiscernibility
see §(1C) here.
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§ 0(C). Basic Definitions.
We assume basic knowledge in model theory.
Convention 0.8. 1) C = CT is a monster model of the complete first order T .
2) The vocabulary of T is τT .
3) L(τ) is the set of first order formulas in the vocabulary τ .
Definition 0.9. 1) Let ECλ,κ(T ) be the class of κ-saturated models of T of cardi-
nality λ; if κ = 1 this means that we omit the κ-saturation; we may omit κ when
κ = λ.
2) Let x¯a¯ = 〈xat : t ∈ Dom(a¯)〉 where a¯ ∈
IC for some index set I = Dom(a¯),
usually I an ordinal. Let x¯[α] = 〈xβ : β < α〉, similarly x¯[u] for u a set or linear
order. Generally we allow infinite sequence of variables but the formulas are finitary
so only finitely many variables are mentioned.
2A) Let x¯′a¯ = 〈x
′
at
: t ∈ Dom(a¯)〉, etc.; note x¯a¯↾u = x¯a¯↾u.
2B) If η ∈ IDom(a¯) then: x¯a¯,η = 〈xaη(s) : s ∈ I〉 and a¯η = 〈aη(s) : s ∈ Dom(η)〉; see
5.22.
2C) Let ℓg(a¯) = Dom(a¯). Note ℓg(x¯a¯) = Dom(x¯a¯) and ℓg(x¯[u]) = u.
3) Let ϕ(x¯) be the pair (ϕ, x¯), where
• ϕ is a first order formula (in L(τT ), T the first order theory understood
from the content
• x¯ is a sequence without repetition of variables, including all the variables
occuring in ϕ freely.
We normally use ϕ(x¯, y¯) as a different object than ϕ(x¯↾u, y¯↾v) and ϕ may stand for
such object, e.g. 〈ψϕ(y¯, z¯) : ϕ = ϕ(x¯, y¯) ∈ L(τT )〉. This is ambiguous in principle
but clear in practice. See more in Definition 1.2(4).
4) We may use A+B instead of A ∪B and
∑
t∈I
At for ∪{At : t ∈ I}.
Observation 0.10. The number of formulas ϕ(x¯c¯, xd¯) ∈ L(τT ) is |T | + |ℓg(c¯)| +
|ℓg(d¯)| so ≥ ℵ0 and maybe > |T |.
Definition 0.11. 1) For M ≺ C and B ⊆ C let M[B] be M expanded by relations
definable in C with parameters from B, as in [Sh:783, §1].
2) Similarly M[p(x¯)] for p(x¯) ∈ S
ε(M).
Convention 0.12. E.g. saying “c¯ˆd¯ realizes tp(c¯xˆd¯x, A)” we may forget to say
ℓg(c¯) = ℓg(c¯x), ℓg(d¯) = ℓg(d¯x).
Notation 0.13. 1) tpϕ(d¯, c¯∔ A) for ϕ = ϕ(x¯d¯, x¯c¯, y¯) is {ϕ(x¯d¯, c¯, a¯) : a¯ ∈
ℓg(y¯)A and
C |= ϕ[d¯, c¯, a¯]}.
2) Similarly tp∆(d¯, c¯∔A) where ∆ ⊆ {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ L(τT )}.
3) tp±ϕ means tp{ϕ,¬ϕ}.
4) Let Γ[ζ] = {ϕ : ϕ = ϕ(x¯[ζ], y¯) ∈ L(τT )}; similarly Γ[ζ],n = {ϕ : ϕ = ϕ(x¯0[ζ], . . . , x¯
n−1
[ζ] , y¯)}.
5) Let (∀κt ∈ I)ϑ(t) means: for all but < κ members t ∈ I we have ϑ(t) (but may
use (∀∞n) instead (∀ℵ0n ∈ N)ϑ(n)). Similarly (∃κt ∈ I) means: there are ≥ κ
members t of I such that ϑ(t).
Definition 0.14. 1) We say that a modelM is a κ-sequence homogeneous when : if
f is a partial one-to-one function fromM toM of cardinality< κ, i.e. |Dom(f)| < κ
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and f is elementary in M t hen: for every a ∈ M for some b ∈ M the function
f ′ = f ∪ {〈a, b〉} is elementary in M , where
1A) We say the function f is elementary in M when: Def(f) ⊆M,Rang(f) and if
M |= ϕ[a0, . . .] and a0, . . . ∈ Dom(f) then M |= ϕ[f(a0), . . .].
2) We say that a model M is strongly κ-sequence homogeneous when : if f is as in
part (1) then f can be extended to an automorphism of M .
3) We say that a model M is strongly κ-saturated when M is κ-saturated and
strongly κ-sequence homogeneous.
Convention 0.15. 1) Generally (i.e. from §2 on if not said otherwise) in this work,
I vary on Klin, the class of linear orders which are endless.
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§ 1. Presenting questions, definitions and facts
We here recall and make some definitions and questions related to the family of
dependent theories and say some easy things to clarify, mostly those questions are
dealt with later in this work.
§ 1(A). Recounting types.
We define the new version of the number of types, i.e. up to automorphisms,
considering saturated model and generalizations. We then have a “first look at
them”. First, about the function fautT , counting the types up to automorphisms,
see Definition 1.1:
⊞ (a) if T is stable, the function fautT (λ) is constant, ≤ 2
|T |, if T is countable
the constant value belongs to {2, 3, . . .} ∪ {ℵ0, 2ℵ0}, see 1.3(1),(2)
(b) in (a), for countable T every one of the values occurs even for
superstable T , see 1.2
(c) in (a), if T is ℵ0-stable then except 2ℵ0 every one of the values occurs
(d)(α) if T is independent then fautT (λ) = 2
λ when (∃µ)(λ = λ<λ =
2µ > |T |), see 1.4
(β) if T is independent, λ = λ<λ > |T | but not as in (α) then
still fautT (λ) ≥ λ
(e) if T is dependent and unstable then fautT (ℵζ) ≥ |ζ+1|, see 1.3(4),(5).
This explains that the problem is about dependent (unstable) T . Note that the
case of independent T and strongly inaccessible λ > |T | is not resolved here, see on
it [Sh:F1124].
The rest of this subsection is devoted to looking at relatives of fautT motivated
by a desire not to use instances of G.C.H.
Definition 1.1. 1) Let C := {λ : λ = λ<λ} and C>µ = C(> µ) be C\µ+.
2) For T a complete first order theory and θ ≥ 1 we define the function fautT,θ : C→
Card by fautT,θ (λ) = |S
θ
aut(Mλ)| for Mλ ∈ ECλ,λ(T ), i.e. a saturated model of T of
cardinality λ, where
3) Sθaut(M) = (S
θ(M)/ ≡aut) where ≡aut or more
2 fully ≡autM is the following
equivalence relation: p, q ∈ Sθ(M) are ≡aut- equivalent iff they are conjugate, i.e.
there is an automorphism of M mapping p to q.
4) If we omit θ we mean θ = 1, if we write “< ℵ0” we mean “for any finite n > 0”.
Example 1.2. 1) Assume T = Th(Q, <), the theory of dense linear orders with
neither first nor last element. Then fautT (ℵ0) is equal to 6, yes, six.
2) If T = Th(C), or T is the theory of some algbraically closed field of characteristic
p, p prime or zero, then fautT (λ) = ℵ0, for λ ≥ ℵ0.
3) In part (1), in general, fautT (ℵα) = 6 + 2|α| for ℵα ∈ C.
4) Let τ = {Pi : i < α}, Pi a unary predicate and T says that each Pi is infinite
and T says that each Pi is infinite, they are pairwise disjoint, and if α is finite
2We can define also when pℓ ∈ S
θ(Mℓ) are equivalent = conjugate for ℓ = 1, 2 as in [Sh:E46]
which deal in a non-first order but for a stable context.
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then {x :
∧
i<α
¬Pi(x)} is infinite. Then T is stable (even totally transcendental so
ℵ0-stable if α is countable) and fautT (λ) = 2(|α+ 1|) for λ ≥ ℵ0 + |α|. If α is finite
> 0 and β ≤ α and above we demand Pℓ is a singleton when ℓ < β, infinite when
ℓ ≥ β then we get fautτ (λ) = 2|α− β|+ |β|+ 2.
5) Let T = Th(M) where M = (ω2, PMn )n<ω and P
M
n = {η ∈
ω2 : η(n) = 1} for
n ∈ N. Then T is countable superstable and fautτ (λ) = 2
ℵ0 for λ ≥ 2ℵ0 .
6) Let T = Th(ωω,En)n<ω where En = {(η, ν) : η, ν ∈ ωω and η↾n = ν↾n}. So T
is countable, stable not superstable and fautT (λ) = 2, f
aut
T,2 (λ) = ℵ0 for every λ.
Observation 1.3. 1) If T is stable, then fautT (λ) is constant and is ≤ 2
|T | for
every λ ∈ C>|T | (or just T has a saturated model of cardinality λ, e.g. λ = λ
|T |).
Similarly fautT,θ (λ) ≤ 2
|T |+θ and is constant.
2) If T is countable and stable and e.g. λ = λℵ0 then fautT (λ), is countable so ≤ ℵ0
or is constantly 2ℵ0 .
3) If T is ℵ0-stable then fautT (λ) ≤ ℵ0.
4) If T is unstable and is dependent, then fautT (ℵζ) ≥ |ζ + 1| for ℵζ ∈ C which is
> |T |.
5) If T is independent, λ > |T | is inaccessible then fautT (λ) ≥ λ.
Proof. 1) Assume M is saturated of cardinality > |T | or just a strongly |T |+-
sequence homogeneous (see Definition 0.14). Every p ∈ Sm(Mλ) is definable, in
fact there is a sequence 〈ψϕ(y¯, z¯ϕ) : ϕ = ϕ(x¯, y¯) ∈ L(τT )〉 so x¯ = x¯[m] such that
for every p ∈ Sm(M) there is a sequence c¯p := 〈c¯pϕ : ϕ = ϕ(x¯, y¯) ∈ L(τT )〉, of
sequences from M such that ℓg(c¯pϕ) = ℓg(z¯ϕ) and ϕ(x¯, b¯) ∈ p iff b¯ ∈
ℓg(y¯)M and
M |= ψϕ[b¯, c¯
p
ϕ], see [Sh:a, Ch.II]. Now the number of complete types of sequences
of the form 〈c¯ϕ : ϕ = ϕ(x¯, y¯) ∈ L(τT )〉 in M with c¯pϕ ∈
ℓg(z¯ϕ)M is ≤ 2|T |. But
M is strongly |T |+-sequence homogeneous, see Definition 0.14(3), so this piece of
information suffices, that is, if p, q ∈ Sm(M) and tp(c¯p, ∅,M) = tp(c¯q, ∅,M) then
there is an automorphism f of M which maps c¯p to c¯q hence f maps p to q. Of
course, this works for Sζaut(M) too, only the bound is 2
|ζ|+|T |, so for ζ ≥ |T | we
get even equality.
2) As in part (1), but this constant value is the number of equivalence class of some
Borel relation hence by a theorem of Silver is ≤ ℵ0 or is 2ℵ0 , see e.g. [HrSh:152],
[Sh:202].
3) By the proof of part (1) and the definition of being ℵ0-stable.
4) Recall T has the strict order property (by [Sh:c, Ch.II]) hence some formula
ϕ(x, y¯n) has the strict order property. We fix such ϕ; and any M ∈ ECℵζ ,ℵζ (T ) for
any regular κ ≤ ℵζ we can find an indiscernible sequence Iκ = 〈〈bκ,α〉ˆa¯κ,α : α < κ〉
in M such that:
(∗) (a) C |= ϕ[bκ,β, a¯κ,α] iff α < β
(b) ϕ(x, a¯κ,α) ⊢ ϕ(x, a¯κ,β) if α < β.
Let pκ = Av(〈bκ,α : α < κ〉,M), so it is enough to prove that for regular κ1 6= κ2,
the types pκ1 , pκ2 are not conjugate;p (without loss of generality κ1 < κ). For
this it is enough to prove pκ1 6= pκ2 (as the assumptions in the choice of Iκ, pκ are
preserved by automorphisms of M). Toward contradiction assume pκ1 = p = pκ2
and without loss of generality κ1 < κ2. For ℓ = 1, 2 we have α < κℓ ⇒ (∀κℓβ <
κℓ)ϕ(bκℓ,β, a¯κℓ,α)⇒ ϕ(x, a¯κℓ,α) ∈ p⇒ (∀
κ3−ℓβ < κ3−ℓ)ϕ(bκ3−ℓ,β, a¯κℓ,α) so applying
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this to 3 − ℓ we have α < κ3−ℓ ⇒ (∀κℓβ)[ϕ(bκℓ,β , a¯κℓ−α,α)]. So necessarily there
are an unbounded u ⊆ κ2 and α∗ < κ1 such that α∗ ≤ α < κ ∧ β ∈ u ⇒ M |=
ϕ[bκ2,β, a¯κ1,α]. Renaming, without loss of generality α∗ = 0, u = κ2.
First, assume κ2 < ℵζ . Let q(y¯) = {¬ϕ(bκ1,i, y¯) : i < κ1}∪{ϕ(bκ2,j , y¯) : j < κ2}.
If a¯ ∈ ℓg(y¯)M realizes q(y¯) we get ¬ϕ(x, a¯) ∈ pκ1 ∧ ϕ(x, a¯) ∈ pκ2 , contradiction.
But if r ⊆ q(y¯) is finite and i∗ = sup{i : bκ1,i appear in r} then a¯κ1,i∗+1 realizes
r so q(y¯) is a type in M but we are assuming |q| = κ2 < ℵζ and M is saturated so
q is realized in M , contradiction.
Second, assume κ2 = ℵζ ; we could have chosen pκ2 using a linear order I =
I ′2 + I
′′
2 , isomorphic to (κ2 + κ
∗
2) such that I
′
2 = {sα : α < κ}, I
′′
α = {tα : α < κ}
and α < β < κ2 ⇒ sα <I sβ <I tβ <I tα.
We choose 〈bs, a¯s : s ∈ I〉 in M such that M |= ϕ[bt, a¯s] if s <I t. Also without
loss of generality for every A ⊆ M of cardinality < ℵζ for some α < ℵζ the set
〈b¯sˆa¯s : s ∈ {sβ , tβ} : β ∈ (α,ℵζ)〉 is indiscernible over A.
Lastly, without loss of generality β < κ2 ⇒ bsβ = bℵζ ,β so pκ2(λ) = {ψ(x, c¯) :
c¯ ⊆ M and M |= ψ[bsα , c¯] for every α < κ2 large enough}. Now for any α < κ2
we have [ϕ(x, a¯sα) ∧ ¬ϕ(x, a¯tα)) ∈ pκ2 hence for some γ(α) = γα < κ1 we have
C |= ϕ[bκ1,γ(α), a¯sα ] ∧ ¬ϕ[bκ1,γ(α), a¯tα ] so for some γ < κ1 the set u = {β < κ2 :
γ(β) = γ} is unbounded in κ2 = ℵζ . So choose above A = {bκ1,γ} and get a
contradiction.
5) See more in [Sh:F1124], still we state 1.4 below. 1.3
Observation 1.4. Assume T is independent, then :
fautT (λ) = 2
λ for λ = 2µ ∈ C>|T |
Proof. Because there are M0 ∈ ECλ,1(T ) such that A ⊆ M0, |A| = µ such that
P = {p ∈ S(M) : p finitely satisfiable in A} has cardinality 2λ, but Pq = {p ∈ P, p
conjugate to q} has cardinality ≤ λµ = λ for each q ∈ P. 1.4
Dealing with saturated models, for unstable T , force us to have the suitable
cardinality with (κ = κ<κ)! so our restriction to such cardinals is natural, that is
recall
Claim 1.5. If M ∈ ECκ,κ(T ) but T is unstable and κ > ℵ0 then κ = κ<κ.
Proof. By [Sh:c, Ch.III]. 1.5
Conjecture 1.6. 1) If T is dependent, then fautT (ℵα) ≤ |α|
2|T | for ℵα ∈ C.
2) If T is dependent unstable, then for some κ+(T ) ≤ |T |+ we have fT (ℵα) =
|α|<κ
+(|T |) when ℵα ∈ C is large enough (see [Sh:c, Ch.III] on number of indepen-
dent orders).
Discussion 1.7. 1) During a try to improve [Sh:900], raising this Conjecture
changes my outlook and leads to this work.
2) We may like to eliminate the use of G.C.H. or weak relatives, though 1.5 show
this is not straight. We may consider the following relatives, fwatT,θ (−) and f
vwa
T,θ (−),
those are not further dealt with in this work, i.e. after §(1A).
Definition 1.8. 1) For λ ≥ |T | let fwatT,θ (λ) = min{µ: for everyM ≺ C of cardinality
λ there is N ≺ C of cardinality λ extending M such that |Saut(N)| ≤ µ}.
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2) Let fvwaT,θ (λ) = min{µ: for every M ≺ C of cardinality λ there is N ≺ C of
cardinality λ extending M and function g : S(M)→ S(N) such that p ∈ S(M)⇒
g(p)↾M = p and |{g(p)/ ≡autN : p ∈ S(M)}| ≤ µ}; so f
vwa
λ (T ) ≤ f
wat
T (λ).
3) Omitting θ means θ = 1, writing “< θ” means we use S<θ(−).
Discussion 1.9. Let us consider T = Tord := Th(Q, <), we concentrate on fvwtT (λ),
the case fwatλ (T ) can be analyzed similarly. For any λ letting Θ
tr
λ = {κ : κ =
cf(κ) ≤ λ and λ<κ>tr > λ}, see Definition 1.11 below, so for some M ∈ ECλ,1(T )
for each κ ∈ Θtrλ it has a set κ of > λ cuts of cofinality (κ, κ). Now if we consider
N,M ≺ N ∈ ECλ,1(T ), some of these will not be filled, hence fT (λ) ≥ |Θtrλ |.
Concerning the size of Θtrλ note that by Easton forcing (using a not necessarily
increasing function f from RCard to Car), if µ = min{µ : 2µ ≥ λ} then Θtrλ ∩ [µ, λ)
is quite arbitrary. However, by pcf theorems Θtrλ ∩ µ is quite small, see [Sh:460],
[Sh:829] and maybe even is provably always finite.
Given M ∈ ECλ,1(T ) there is N ∈ ECλ,1(T ) extending it which is strongly ℵ0-
saturated (equivalently, 2-transitive), filling as many cuts as we can. Now all the
cuts of N of cofinality (ℵ0,ℵ0) are conjugate; also the types corresponding to cuts
C with cofinality (κ1
C
, κ2
C
) such that κ1
C
6= κ2
C
∨ κ1
C
= κ2
C
/∈ Θtrλ \{ℵ0} are easy to
handle; because their number is ≤ λ, [Sh:a, Ch.VIII,§0] and we fill the cut C by
JC such that JC has both cofinalities ℵ0 as well as treating increasing sequences
leading to the cuts from both sides; in fact we can choose N such that this occurs
to any cut of M filled by some member of N\M .
But when κ1
C
= κ2
C
/∈ Θtrλ call it κC and it ∈ Θ
tr
λ \{ℵ0} it is not immediately
clear whether all such cuts can be treated to ensure uniqueness up to conjugacy.
Let 〈(aC ,i, bC ,i) : i < κC 〉 be a decreasing sequence of intervals converging to the
cut C ; now the isomorphism type of C can be handled when :
⊞M the following set contains a club of κC , {i < κC : the cut of M with lower
half {a :
∨
j<i
a <M aC ,j} is filled in N and the cut of M with upper half
{b :
∨
j<i
bC ,j < b} is filled in N}.
Now as classically known we can find a tree T of cardinality λ with ≤ λ levels and
≤ λ nodes, with nodes intervals of I and cuts correspond to branches. So clearly we
can ensure ⊞M and this is clearly enough. So we can understand f
vwt
λ (T ) for T =
Th(Q, <). We may formalize 1.9 as a claim. (Note that computing fwatT,θ (λ), f
vwt
T,θ (λ)
for θ > 1 is easy from the case θ = 1. We use α(∗) ≥ ω below to simplify.
Claim 1.10. Let T = Tord := Th(Q, <). For any cardinal λ = ℵα(∗) ≥ ℵω we have
fwatT (λ) = |α(∗)|, f
vwt
T (λ) = |Θ|+ 1 = |Θ| where Θ = Θ
tr
λ := {θ : θ = cf(θ) ≤ λ and
λ<θ>tr > λ}, see below.
Definition 1.11. λ<θ>tr = sup{| limθ(T )| : T ⊆ θ>λ is closed under initial
segments and has cardinality ≤ λ} where limθ(T ) = {η ∈ θλ : η↾i ∈ T for every
i < θ}.
Proof. Let M ∈ ECλ,1(T ) be given, without loss of generality M is such that:
(∗) for every θ ∈ Reg ∩ λ+, in M
(a) there is an increasing sequence 〈a1θ,α : α ≤ θ〉
(b) there is an decreasing sequence 〈a2θ,α : α ≤ θ〉
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(c) if θ ∈ Θ there is a tree Tθ ⊆ θ>λ exemplifying λ<θ>tr > λ and members
〈bθ,η, cθ,η : η ∈ Tθ〉 such that ν ⊳ η ∈ Tθ ⇒ bθ,ν <M bθ,η <M cθ,η <M
cθ,ν and [ηˆ〈α〉, ηˆ〈β〉 ∈ Tθ, α < β ⇒ cθ,ηˆ〈α〉 <M bθ,ηˆ〈β〉].
Assume M ≺ N ∈ ECλ,1(T ) and let N+ be such that N ≺ N+ and N+ is λ+-
saturated. For ℓ ≤ 4 choose dℓ ∈ N+ be such that: d0 ∈ M, (∀a ∈ N)(d1 < a <
d2), (∀a ∈ N)(a < d0 → a < d3 < d0), (∀a ∈ N)(d0 < a → d0 < d4 < a). For
θ ∈ Θ, let η = ηθ ∈ limθ(Tθ) and pθ = {bθ,η↾i < x < bθ,η↾i : i < θ} be such that pθ
is omitted by N , exists by cardinality consideration; and so pθ has unique extension
p+θ in S(N) and let e
0
θ ∈ N
+ realize it. For θ ∈ Reg ∩ λ+ let e1θ ∈ N
+ be such
that α < θ ⇒ a1θ,α < e
1
α and (∀a ∈ N)(
∧
α<θ
a1θ,α < a ⇒ e
1
α < a). Let e
2
α ∈ N
+ be
such that α < θ ⇒ e2θ < a
2
θ,α and (∀a ∈ N)[
∧
α<θ
a2θ < a
2
θ,α → a < e
2
θ]. (So the most
“economical” way is to have a1θ,α = bθ,η↾α, a
2
θ,α = cθ,η↾α and e
0
θ = e
1
θ = e
2
θ, θ ∈ Θ⇒
e0θ = e
1
θ.
Now we prove the four needed inequalities
⊞1 f
vwt
T (λ) ≥ |Θ|+ 1.
Why? It suffices to prove that for any f : S(M) → S(N) such that p ∈ S(M) ⇒
(f(p))↾M = p we have |{f(p)/ ≡aut: p ∈ S(M)}| ≥ |Θ| + 1. The types p0 =
tp(d0,M) and pθ = tp(e
0
θ,M) for θ ∈ Θ have unique extensions in S(N) and
clearly f(p0), f(pθ), θ ∈ Θ are pairwise non-conjugate.
⊞2 f
wat
T (λ) ≥ |Reg ∩ λ
+|+ 5.
Why? It suffices to prove that S(N)/ ≡aut has cardinality ≥ |Reg ∩ λ+| + 5.
Now the types tp(d0, N), tp(d1, N), tp(d2, N), tp(d3, N), tp(d4, N) and tp(e
0
θ, N) for
θ ∈ Reg ∩ λ+ are pairwise non-conjugate.
⊞3 f
vwt
T (λ) ≤ |Θ|+ 1.
Why? It suffices to show that we can choose a model N∗ such that M ≺ N∗ ∈
ECλ,1(T ) and a function f : S(M) → S(N∗) such that p ∈ S(M) ⇒ f(p)↾M = p
and {f(p)/ ≡aut: p ∈ S(M)} has cardinality ≤ |Θ| + 1. Note that σ := min(Θ) is
equal to min{∂ : λ∂ > λ}. Now choose N∗ such that
(∗) (a) N ≺ N∗ ∈ ECλ,1(T )
(b) if d ∈ C\M and (θ−M,d, θ
+
M,d) := (cf{a ∈M : a < d}, <M ),
cf({a ∈M : d ∈ a}, >M)) /∈ {(θ, θ) : θ ∈ Θ} then
the type tp(d,M) is realized in N∗
(c) N∗ is σ-saturated
(c)+ moreover N∗ is strongly σ-saturated (i.e. every partial
automorphism of cardinality < σ can be extended to an
automorphism)
(d) T ⊆ λ>2 is a tree with ≤ λ nodes (and ≤ λ levels) and a¯ = 〈aη:
η ∈ T 〉 list the members of M with no repetitions such that
for η ∈ T we have α < β < ℓg(η)⇒ (aη↾α < aη ≡
aη↾α < a¯η↾β) and α < ℓg(η)→ (aη↾α < aη ≡ η(α) = 1)
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(e) if η ∈ T then for some e0η, e
1
η ∈ N∗\M we have {a ∈M : a < e
0
η} =
{a ∈M : (∃α < ℓg(η)[η(α) = 1 ∧ α < ℓg(η), a ≤ aη↾α]}
and {a ∈M : e1η < a} = {a ∈M : (∃α < ℓg(η)[η(α) = 0
∧aη↾α ≤ a]}
(f) if ηℓ ∈ T , δℓ = ℓg(ηℓ) is a limit ordinal, δℓ = sup{α < δ : η(α) = 1}
for ℓ = 1, 2 and cf(δ1) = cf(δ2) then there is an automorphism
g of C mapping N∗ onto N∗, e
1
η1
to e1η2 and hence mapping
{a ∈M : (∃α < δ0)(η1(α) = 1 ∧ a < aη↾α)} onto
{a ∈M : (∃α < δ2), η2(α) = 1 ∧ a < aη2↾α)}.
Why is this possible: for (c) as λ = λ<σ, for (b) as {tp(d,M) : d ∈ C and θ−M,d 6=
θ+M,d are infinite} has ≤ λ members by [Sh:c, Ch.VIII,§0] and {tp(d,M) : d ∈ C
and ℵ0 ≤ θ
−
M,d = θ
+
M,d /∈ Θ} has ≤ λ members by the definition of Θ (and the well
known old equivalence of trees and number of cuts); lastly {tp(d,M) : d ∈ C and
θ−M,d ∈ {0, 1} or θ
−
M,d ∈ {0, 1} has ≤ λ members trivially. Also clauses (d),(e),(f)
are straight.
Now we define f , so let p ∈ S(M). First, if some d = dp ∈ N∗ realize p, then
let f(p) = tp(dp, N∗) so by clause (c)
+ clearly f(p), p0 = tp(d0, N∗) are conjugate.
Second, if p ∈ S(M) is not realized in N∗ then by clauses (d),(e),(f) there are
θ ∈ Θ and <N -increasing 〈d
−
p,i : i < θ〉 and <M -decreasing 〈d
+
p,i : i < θ} such that
d−p,i <N d
+
p,i for i < θ and p include p
′ = {d−p,i < x < d
+
p,i : i < θ} which N∗ omits
hence p has unique extension f(p) in S(N∗), but for each limit δ < θ the types
{d−p,i < x < a : i < δ and a ∈ M and j < δ ⇒ d
−
p,j < a}, {a < x < d
+
p,j : i < δ, a ∈
M and j < δ ⇒ a < d+p,j} are realized by clauses (d),(e). Now easily f(p), tp(e
0
θ, N)
are conjugate by some g ∈ aut(N) such that g(bθ,i) = d
−
p,i, g(cθ,i) = d
+
p,i, because
we can choose it in each relevant convex set by clause (c)+.
⊞4 f
wat
T (λ) ≤ |α(∗) + 6|.
It is simpler when α(∗) ≥ ω and the proof is similar to the proof of ⊞3 but use
≺-increasing continuous 〈N∗ε : ε ≤ σ〉, N
∗
0 = N , etc. 1.10
Question 1.12. 1) For T countable, dependent and unstable, is fvwtλ (T ) essentially
equal to fvwtTh(Q,<)(λ)? at least can we understand it (and f
wat
T (λ))?
2) What can we say on fvwtT (λ), f
wat
T (λ) for independent T ?, see below.
Discussion 1.13. 1) Concerning Part (2) of 1.12, it is easy to note: if T is inde-
pendent and |T | ≤ µ < λ ≤ 2µ < 2λ and cf([2µ]λ,⊆) > 2µ hold, e.g. if cf(2µ) ≤ µ,
then fwatT (λ) = 2
λ; see more in Kojman-Shelah [KjSh:409], [Sh:E46, 4.7].
2) For independent T the situation concerning fvwtT,θ (−) is very different than for
fautT,θ (−). Why? By the following.
Claim 1.14. 1) If λ = λ<λ > θ + |T |+ ℵ0 and T is a complete first order theory,
then fvwaT,θ (λ) ≤ 2
θ.
2) Moreover for every M ∈ ECλ,1(T ) there is an elementary extension M+ ∈
ECλ,1(T ) such that
(∗)M1,M2 if p ∈ S
θ(M) then for some q = qp ∈ Sθ(M+) extending p the model M
+
[q]
is saturated, see Definition 0.11.
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Proof. 1) By (2).
2) Let N be such that M ≺ N and every p ∈ Sθ(M) is realized by a¯p ∈ θN .
For α < λ let Dα be a regular ultrafilter on Iα = |α| + ℵ0. Now we choose
(Nα,Mα) by induction on α ≤ λ such that
(a) (Nβ ,Mβ) is elementarily equivalent to (N,M) (where (Nβ ,Mβ) is the
(τT ∪ {P})-model expanding Nβ by P (Nβ ,Mβ) = |Mβ|, so P a new unary
predicate)
(b) (N0,M0) = (N,M)
(c) the sequence 〈(Nβ ,Mβ) : β ≤ α〉 is ≺-increasing continuous
(d) if α = β+1 then there is an isomorphism j+β from (Nα,Mα) onto (Nβ ,Mβ)
Iβ/Dβ
extending the canonical embedding jβ from(Nβ,Mβ) into (Nβ ,Mβ)
λβ/Dβ,
i.e. for a ∈ Nβ, jβ(a) = fa,β/Dβ where fa,β : λβ → Nβ is constantly a.
There is no problem to carry the definition and M+ :=Mλ is as required. That is,
we can prove by induction on α that ‖Mα‖ = λ: if α = 0 by clause (b) if α = β+1
as λ ≤ λIβ/Dα ≤ λ
|Iβ | ≤ λ<λ = λ and for α limit by the induction hypothesis.
Also, as Dβ is a regular ultrafilter, clearly Mλ is saturated hence Mλ ∈ ECλ,λ(T ).
Similarly (Nλ,Mλ) is λ-saturated hence if a¯ ∈ λ>(Nλ) then (Mλ)[a¯] is saturated.
We choose M+ =Mλ so indeed M ≺M+ ∈ ECλ,λ(T ).
Now for every p ∈ Sθ(M) recall that a¯p ∈ θN ⊆ θ(Nλ) realizes p, so let qp(x¯[a¯]) =
tp(a¯p,Mλ), so we are done. 1.14
Claim 1.15. 1) Assume T is a complete first order theory and λ is strong limit
singular of cofinality κ, λ > θ, λ > |T |+ ℵ0. Then fvwaT,θ (λ) ≤ 2
θ.
2) Like 1.14(2) replacing “saturated” by “special”, see [CK73].
Proof. 1) By part (2).
2) Similar to the proof of 1.14, but we elaborate. Now the definition of “special”
says that there is M¯ = 〈M∗i : i < κ〉 which is a ≺-increasing continuous sequence
of models (of T ) with union M such that Mi+1 is ‖Mi‖+-saturated and i < κ ⇒
‖M∗i ‖ < λ. Let 〈λi : i < κ〉 be an increasing sequence of regular cardinals with
limit λ. We choose N, 〈a¯p : p ∈ Sθ(M)〉 and 〈Dα : α < λ〉 as in the proof of 1.14.
We now choose (Nα, M¯α) by induction on α < λ such that:
⊞ (a)(α) M¯α = 〈Mα,i : i ≤ κ〉 is ≺-increasing continuous
(β) (Nα,Mα,i) is elementarily equivalent to (N,M
∗
i ) for i < κ
such that λi ≥ α so Mα,i ≺ Nα
(b)(α) N0 = N
(β) M0,i = M
∗
i for i < κ
(γ) M0,κ = M
(c) 〈(Nβ ,Mβ,i) : β ≤ α〉 is ≺-increasing continuous
(d) if α = β + 1 then
(α) there is an isomorphism j+β from Nα onto N
Iβ
β /Dβ extending
the canonical embedding of Nβ into N
Iβ
β /Dβ
(β) if β < λi then j
+
β maps Mα,i onto M
Iβ
β,i/Dβ
(γ) if β ≥ λi then Mα,i = Mβ,i.
18 SAHARON SHELAH
In the end 〈Mλi,λi : i < κ〉 witness that M
+ := ∪{Mλi,λ1 : i < λ} is special;
moreover, if a¯ ∈ θN then qβ := tp(a¯p,M+, Nλ) is as promised. 1.15
If you do not like the use of instances of GCH, i.e. κ = κ<κ, but like to stick to
essentially the same property, we can reformulate it.
Definition 1.16. Let faut,∗T,θ (λ), for λ regular be the minimal µ such that for any
λ-saturated M ≺ C, e.g. of cardinality 2<λ we can find a subset P of Sθ(M) of
cardinality ≤ µ satisfying that:
(∗) for any p1(x¯[θ]) ∈ S
θ(M) there is p2(x¯[θ]) ∈ P such that letting a¯ℓ = 〈aℓ,i :
i < θ〉 realizes pℓ(x¯[θ]) in C for ℓ = 1, 2 we have
⊙ in the E.F. (i.e. Ehrenfeucht-Fra¨isse´) game of length λ for the pair
(M[a¯1],M[a¯2]) the ISO player has a winning strategy.
Discussion 1.17. Concerning faut,∗T,θ (−).
1) The positive result, i.e. upper bound for dependent T (see end of §4) still holds
as well as the negative ones.
2) The negative results for independent T holds.
3) The question is closed to the one on “what occurs in VLevy(λ,χ) for some χ”.
Question 1.18. Generalize to any dependent T the theorem: a linear order of car-
dinality λ has ≤ λ cuts of different lower cofinality and upper cofinality.
§ 1(B). On the outside definable sets and uf(p).
Definition 1.19. 1) Let Defα∆(M) = {ϕ(M, c¯) : ϕ(x¯, y¯) ∈ ∆, ℓg(x¯) = α and
c¯ ∈ ℓg(y¯)C} and Defα(M) = Def
α
L(τT )(M) where see below; of course instead C we
can use any ‖M‖+-saturated elementary extension of M .
2) ϕ(M, c¯) = {b¯ : b¯ ∈ ℓg(x¯)M and C |= ϕ[b¯, c¯]} where ϕ = ϕ(x¯, y¯).
2A) We say I ⊆ αM is outside definable when it belongs to ∈ Defα(M).
3) If p(x¯) ∈ Sα(M) let uf(p) = {D : D an ultrafilter on the Boolean Algebra
Defα(M) containing {ϕ(M, a¯) : ϕ(x¯, a¯) ∈ p}}.
3A) If p ∈ Sα(M) and ∆ ⊆ {ϕ(x¯α, y¯) : y¯ ∈ {y¯[n] : n < ω}, ϕ ∈ L(τT )} then let
uf∆(p) = {D ∩Def
α
∆(M) : D ∈ uf(p)}. If ∆ = {ϕ} we may write ϕ.
4) We say p has super multiplicity 1 when |uf(p)| = 1.
5) If q(x¯, y¯) = tp(a¯ˆb¯,M) and p(x¯) = tp(a¯,M) then π = πp(x¯),q(x¯,y¯) is the function
from uf(q) onto uf(p), we call it the projection, such that if D ∈ uf(q) and M ⊆
A ⊂ C and a¯′ˆb¯′ realizes Av(D,A) then a¯′ realizes Av(π(D), A), see 1.20(1) below.
6) We say I = 〈a¯t : t ∈ I〉 is an indiscernible sequence based on p ∈ Sα(M) when
(I is a linear order and) I is based on some D ∈ uf(p) which means that: for each
t ∈ I, tp(a¯t,M ∪{a¯s : s satisfies t <I s}∪M) is Av(D, {a¯s : s satisfies t <I s}∪M).
Similarly for p ∈ Sm(A) which is finitely satisfiable in M and I is based on (D,A).
7) Assume p ∈ Sα(M) and D ∈ uf(p), let Dom(D) = |M |, (we can replace it by
an set). We say a¯ realizes tp(D,A) when there is 〈a¯n : n < ω〉, as in part (6),
i.e. such that a¯n realizes Av(D, {a¯ℓ : ℓ ∈ (n, ω)} ∪ a¯ ∪ Dom(D)) for n < ω and
〈a¯〉ˆ〈a¯n : n < ω〉 is an indiscernible sequence over A.
8) Above we say “realizes tp∆(D,A)”, when in the end 〈a¯〉ˆ〈a¯n : n < ω〉 is de-
manded only to be an ∆-indiscernible over A.
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9) For D as above let λ(D) = min{σ: for some A ⊆ Dom(D) of cardinality σ, no
a¯ ∈ γ(Dom(D)) realizes (A,D)}.
10) λ∆(D) is defined similarly restricting ourselves to ∆.
11) λloc(D) = sup{λ∆(D) : ∆ ⊆ L(τT ) finite}.
Claim 1.20. 1) For M, a¯, b¯, p(x¯), q(x¯, y¯) as in Definition 1.19(5), the function
πp(x¯),q(x¯,y¯)) : uf(q)→ uf(p) is well defined.
2) Moreover it is onto.
Proof. 1) Should be clear.
2) So assume D1 ∈ uf(p(x¯)). It suffices to prove that
(∗) the family X1 ∪X2 can be extended to an ultrafilter on αM where
(a) X1 := {X
′
1: for some X1 ∈ D we have X
′
1 = {a¯
′ˆb¯′ : a¯′ ∈ ℓg(x¯)M, b¯′ ∈
ℓg(y¯)M and a¯′ ∈ X1}} and
(b) X2 := {{a¯′ˆb¯′ : a¯′ ∈ ℓg(x¯)M, b¯′ ∈ ℓg(y¯)M and M |= ϕ[a¯′, b¯′, c¯]} : C |=
ϕ[a¯, b¯, c¯] and c¯ ⊆M,ϕ = ϕ(x¯, y¯, z¯) ∈ L(τT )}.
As each of the two families in the union is closed under (finite) intersection, it
suffices to prove:
⊙ assume ϕ = ϕ(x¯, z¯1), c¯1 ∈ ℓg(z¯1)C and X1 := ϕ(M, c¯1) ∈ D1 define X ′1 ∈ X1
as in (∗)(a) and ψ = ψ(x¯, y¯, z¯2), c¯2 ∈ ℓg(z¯2)M such that C |= ψ[a¯, b¯, c¯],
defines X2 ∈ X2 as in (∗)(b) then we can find a¯′, b¯′ in M such that C |=
ϕ[a¯′, c¯1] ∧ ψ[a¯′, b¯′, c¯2].
To prove ⊙ note that the set Y1 := {a¯′ ∈ ℓg(x¯)M :M |= (∃y¯)ψ(a¯′, y¯, c¯2)} belongs to
D1 because D1 ∈ uf(p), p = tp(a¯,M) and C |= (∃y¯)ψ[a¯, y, c¯2]. Hence X1 ∩ Y1 ∈ D1
and choose a¯′ ∈ X1 ∩Y1. As a¯′ ∈ Y1 there is b¯′ ∈ ℓg(y¯)M such that M |= ψ[a¯′, b¯′, c¯2]
and as a¯′ ∈ X1 we have M |= ϕ[a¯′, c¯2]. Together a¯′ˆb¯′ is as required in ⊙. 1.20
Claim 1.21. We assume (needed really just in parts (0),(2),(4), that T is depen-
dent.
0) If I is an infinite indiscernible set, then I sits stably, see 1.36(2), (so every
p ∈ S<ω(∪I) is definable).
1) If D ∈ uf(p(x¯)), p(x¯) ∈ Sα(M) and I is a linear order then there is an indis-
cernible sequence 〈a¯t : t ∈ I〉 over M based on D, see Definition 1.19(6). We can
replace M by a set A.
2) In part (1) if Iℓ = 〈a¯ℓt : t ∈ I〉 is an indiscernible sequence based on D, I is a
linear order with no first element and a¯ℓt realizes Av(D,∪{a
k
s : s satisfies t <I s
and k = 1, 2}) then I∗1, I
∗
2, i.e. I1, I2 inverted are equivalent, see 1.36(5).
3) In Definition 1.19(7), it is equivalent “for every infinite linear order I there is
an indiscernible sequence 〈a¯t : t ∈ I〉 over M based on D”.
4) Assume Dℓ ∈ ufγ(M) and 〈a¯ℓn : n < ω〉 is an indiscernible sequence based on
Dℓ, see Definition 1.19(6) for ℓ = 1, 2, then D1 = D2 iff tp(〈a¯1n : n < ω〉,M) =
tp(〈a2n : n < ω〉,M).
4A) Assume for transparency γ < ω and ∆ ⊆ L(τT ) is finite. Then for some n∆ <
ω for every D1, D2,M, a¯
ℓ
n as in part (4) we have: D1 ∩Def
γ
∆(M) = D2 ∩Def
γ
∆(M)
iff tp∆(〈a¯
1
n : n < n∆〉,M) = tp∆(〈a¯
2
n : n < n∆〉,M).
5) If ζ < θ+,M is κ-saturated, cf(κ) > 2θ and p ∈ Sζ(M) then for some u, A∗ we
have (we write u = uκ(p)):
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(a) u is a non-empty subset of uf(p), see 1.19(8)
(b) if D ∈ u and A ⊆ M has cardinality < κ then some a¯ ∈ ζM realizes
tp(D,A)
(c) A∗ ⊆M and |A∗| < κ
(d) if a¯ ∈ ζM realizes p↾A then for some D ∈ u, a¯ realizes tp(D,A∗), see
Definition 1.19(8)
(e) if D ∈ uf(p)\u, then no a¯ ∈ ζM realizes tp(D,A).
Proof. Parts (0),(2),(4),(4A) and (5) by [Sh:715], the others are obvious. 1.21
Observation 1.22. Assume p ∈ Sγ(M) and |T |+ γ < θ+. If uf(p) has cardinality
> 2θ then for some ϕ = ϕ(x¯γ , y¯), also ufϕ(x¯γ ,y¯)(p) has cardinality > 2
θ. In fact
|uf(p)| ≤ Π{uf{ϕ}(p) : ϕ = ϕ(x¯[γ]) ∈ L(τT )}.
Proof. Obvious. 1.22
Recall question [Sh:715, 6.1].
Definition 1.23. 1) T has bounded directionality when : if p ∈ Sα(M), then the
set uf(p) = {D : D an ultrafilter on Defα(M) such that Av(D, αM) = p} has
cardinality ≤ 2|T |+|α|.
1A) We define “finite directionality” similarly when we consider only p ∈ S<ω(M).
1B) We define “unary directionality” similarly when we consider only p ∈ S(M).
2) We say T has medium directionality when for every p ∈ Sα(M), the set uf(p)
has cardinality ≤ ‖M‖|α|+|T |, but T does not have bounded directionality.
3) We say that T has large directionality when it neither has bounded directionality
nor medium directionality.
Claim 1.24. 1) T has bounded directionality iff uf∆(p) is finite whenever p ∈
Sε(M),∆ ⊆ Γε is finite iff for some λ ≥ |T | we have M ∈ ECλ,1(T ) ∧∆ ⊆ L(τT )
finite ∧p ∈ S<ω(M)⇒ |uf∆(p)| < λ.
2) If T has medium directionality iff for every λ ≥ |T | we have λ = sup{|uf∆(p)| :
p ∈ S<ω(M) and M ∈ ECλ,1(T ) and ∆ ⊆ L(τT ) is finite}.
3) If T has large directionality iff for every λ > |T | we have sup{λ<θ>tr : θ ≤ λ
regular} = sup{|uf∆(p)| : p ∈ S<ω(M),M ∈ ECλ,1(T ) and ∆ ⊆ L(τT ) is finite}.
4) If T has medium or bounded directionality, M ≺ C, p = tp(a¯,M) ∈ Sε(M) and
D ∈ uf(p) and 〈a¯n : n < ω〉 is an indiscernible sequence based on D then for
every ϕ = ϕ(x¯0[ε], . . . , x¯
n−1
[ε] ; y¯) the type p = tpϕ(a¯0ˆ . . . ˆa¯n−1,M) is definable with
parameters in the model M[a¯].
5) If T has bounded directionality then in part (4) the type pϕ is definable almost
on ∅ in the model M[a¯], i.e. in M
eq
[a¯] it is definable with parameters.
Proof. 1) Clearly the second implies the first which implies the third.
Lastly, assume the second fails and we shall prove the third fails. So we are
assuming p ∈ Sm(M) and uf∆(p) infinite, ∆ finite. let 〈Dn : n < ω〉 be a member
of uf(p) such that 〈Av∆(Dn,C) : n < ω〉 are pairwise distinct. For n < m < ω as
Av(Dn,C) 6= Av(Dm,C) we can choose let ϕn,m(x¯, b¯n,m) ∈ Av(Dn, b¯n,m) such that
¬ϕn,m(x¯, b¯n,m) ∈ Av(Dm, b¯n,n).
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Let M = M0 ≺ M1 ≺ M2 ∪ {b¯m,n : m < n} ⊆ N1, c¯n ⊆ M2 realizes Av(Dn, N)
hence it realizes p ∈ Sm(M). Let M+ = (N,PN
+
1 , Q
N+
1 , <
N+), PN
+
1 = |M |, Q
N
1 =
{b¯m,m : m < n < ω}, PN
+
2 = |N1|, Q2 = {c¯n : n < ω}.
Let N++0 be a µ
+-saturated model of Th(M+). Without loss of generality N2 =
N+↾τT ≺ C, let N0 = C↾PN
++
1 , N1 = C↾P
N++
2 .
Let p′ = tp(c¯,M ′) for every c¯ ∈ QN
++
2 . For every c¯ ∈ Q
N++
2 let qc¯ = tp(c¯, N
′
1),
this type is finitely satisfiable in M ′ (by N++ ≡ M+) hence for some ultrafilter
D on M ′ we have qc¯ = Av(Dc¯, N
′
1). Now for any c¯1 6= c¯2 in Q
N++
2 we have
Dc¯1 6= Dc¯2 so for some b¯ ∈ Q
pos
1 , ϕ(x¯1, b¯) ≡ ¬ϕ(c¯2, b¯) hence for some t we hvae
ϕ(x¯, b¯)t ∈ qc¯1 ,¬ϕ(x¯, b¯)
t ∈ qc¯2 .
So 〈Dc¯ ∩ def∆(M0) : c¯ ∈ QN
++
0 〉 is a sequence of pairwise distinct members of
uf∆(p
′). As |QN
++
2 | ≥ µ
+ we are done.
2),4) See Kaplan-Shelah [KpSh:946] using [Sh:a] and 1.21(4).
5) Obvious. 1.24
Remark 1.25. Can define uf∆(p) = {D ∩ def∆(M) : D ∈ uf(M) and Av(D,M) ⊇
p↾∆}, no difference in the proof.
Question 1.26. If M[p(x¯)] ≺ N[q(x¯)] how are uf(p(x¯)), uf(q(x¯)) related?
Question 1.27. Can we prove a substitute? We do not deal with it presently. E.g.
we may consider uf(I), I a k-end-homogeneous sequence, see below and §(5B).
Definition 1.28. For a sequence I = 〈a¯s : s ∈ I〉 of ζ-tuples, (I a linear order) let
1) B(I) = {J ⊆ I: for some ϕ(x¯[ζ], b¯) for every t ∈ I we have ϕ[a¯t, b¯]⇔ t ∈ J}.
2) uf(I) is the set of ultrafilters D on B(I) containing all co-bounded subsets, so
interesting only when I has no last element.
3) For ∆ ⊆ Γζ = {ϕ : ϕ = ϕ(x¯[ζ], y¯) ∈ L(T )} let B∆(I) = {J ⊆ I: for some
ϕ(x¯[ζ], y¯) ∈ ∆ and b¯ ∈
ℓg(y¯)C for every t ∈ I we have t ∈ J ⇒ ϕ[a¯t, b¯]}.
4) uf∆(I) = {D ∩ B∆(I) : D ∈ uf(I)}.
Probably we may do better.
Question 1.29. Does the directionality of T essentially determine when λ→T (κ)σ?
See on the directionality, see 1.24 and on the arrow see 1.42 and on λ→T (κ)σ for
dependent T see [KpSh:946].
We have divided the family of dependent unstable T ’s to three.
Claim 1.30. 1) Every dependent T satisfies exactly one of the following possibil-
ities: stable, unstable (dependent with) bounded directionality, unstable dependent
with medium directionality and unstable dependent with large directionality.
2) Each of those classes is non-empty.
Remark 1.31. 1) Delon, see Poizat [Poi00], gives an example of a dependent T with
|uf(p)| > ‖M‖, in the present terminology this means a dependent T with large
directionality.
Proof. 1) By 1.24.
2) See Kaplan-Shelah [KpSh:946]. 1.30
Question 1.32. In the definition of medium/large directionality, can we use p ∈
S(M)?
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§ 1(C). Indiscernibles.
Definition 1.33. 1) For an index model I and model M we say I = 〈a¯η : η ∈ I〉
is (∆, n)-indiscernible in M when: a¯η is a sequence from M of length depending
only tpqf(η, ∅, I) and such that if the sequences η¯1 = 〈η
1
ℓ : ℓ < n〉, η¯2 = 〈η
2
ℓ : ℓ < n〉
realize the same quantifier free type in I then a¯η¯1 , a¯η¯2 realize the same ∆-type in
M where:
1A) For η¯ = 〈ηℓ : ℓ < n〉 we let a¯η¯ := a¯η0ˆ . . . ˆa¯ηn−1 .
2) If ∆ = L(τM ) we may omit it; if M ≺ C = CT we may omit M , we may write
“< n” instead n and omit n meaning all n’s.
3) Note: saying I is {ϕ(x¯0, . . . , x¯n−1)}-indiscernible in M mean that we consider
only a¯η0ˆ . . . ˆa¯ηn−1 , ℓg(ηℓ) = ℓg(x¯ℓ), so do not allow to divide the variables differ-
ently.
4) 〈a¯η : η ∈ I〉 is continuously indiscernible in M when , say
3 ℓg(a¯η) = ζ for every
η ∈ I and for any formula ϕ(x¯0, . . . , x¯n−1) ∈ Γ(ζ)n , with ℓg(x¯ℓ) = ζ for ℓ < n see
0.13, there is a quantifier free formula ϑ(y0, . . . , yn−1) ∈ L(τI) such that for every
η0, . . . , ηn−1 ∈ I we have M |= ϕ[a¯η0 , . . . , a¯ηn−1 ] iff I |= ϑ[η0, . . . , ηn−1].
5) We add “over B” when we use the expansion (M, b)b∈B
Claim 1.34. Let T be dependent.
1) Assume
(a) ∆ is a finite set of formulas
(b) M a model of T and A ⊆M
(c) I is a linear order
(d) I = 〈au,k,ℓ : ℓ < n, k < kℓ, u ∈ [I]ℓ〉 is indiscernible
4 over A
(e) c¯ ∈ ω>M .
Then there is a finite subset J of I or of the completion comp(I) of I such that
〈au,k,ℓ : ℓ < n, k < kℓ, u ∈ [I]
ℓ〉 is ∆-indiscernible over A ∪ d¯ above J .
2) Moreover, there is a bound on |J | which depend just on ∆, 〈kℓ : ℓ < n〉 (and T ),
and so it is enough that I is ∆1-indiscernible for appropriate finite ∆1.
3) So for every C ⊆ C there is J ⊆ comp(I) of cardinality ≤ |C| + |T | such that I
is indiscernible above J over A ∪ C.
4) Let I ∈ Kp,σ, see Definition 1.39(1) below. If σ is finite then parts (1),(2) holds.
Part (3) holds when we demand J to be just of cardinality ≤ |C|+ |T |+ σ.
Proof. See [Sh:715, §3]. 1.34
More generally
Definition 1.35. Let k = (K,≤k) = (Kk,≤k) be an a.e.c. class of index models;
normally ≤k is ⊆, then we may write K.
1) We say that the theory T has the k− θ-indiscernibility property when : if I ∈ K
(see below) and the sequence I = 〈a¯η : η ∈ I〉 is indiscernible over A in CT and
b¯ ∈ ω>C then there is I∗ ∈ K ≤k-extending I and subset J of I∗ of cardinality < θ
such that: if ηℓ = 〈ηℓ,m : m < n〉 ∈ nI for ℓ = 1, 2 realizes the same quantifier free
3for transparency
4so [I]≤n is defined as an index model naturally
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type over J in I∗ then, the sequences a¯η¯ℓ := a¯ηℓ,0ˆ . . . ˆa¯ηℓ,n−1 for ℓ = 1, 2 realize
the same type over A.
2) Writing “k− (< θ, n∗)-indiscernible property” means that above n ≤ n∗.
3) Writing “k − (< θ,∆, n∗)-indiscernible property” means that above we restrict
ourselves to the ∆-type, i.e. which means that ∆ ⊆ {ϕ(x¯0; x¯1; . . . ; x¯n−1; y¯) :
ϕ(x¯0; . . . ; x¯n−1; y¯) ∈ L(τT ); y¯ finite} and η¯1, η¯2 ∈ (CT ) we use only ϕ(x¯0, . . . , x¯n−1; y¯) ∈
∆ such that ℓg(y¯) = ℓg(b¯) and ℓg(x¯m) = ℓg(a¯η1,m) = ℓg(a¯η2,m).
4) Writing “k − local − (< θ)-indiscernible property” means that “k − (θ,∆, n)-
indiscernible property”, and for every finite ∆.
5) Omitting θ means ℵ0 for the local case, |T |+ for the other case; and instead
“< θ+” we may write θ.
6) We say I ∈ K is full5 when for every J ∈ K which ≤k-extends I, every quantifier
free type (in finitely many variables) realized in J is realized in I.
7) We say I ∈ K is locally full when we replace above type by a formula.
Definition 1.36. 1) An indiscernible sequence 〈a¯s : s ∈ I〉 in CT is dependent (in
CT ) when for every b¯ ∈ ω>C it satisfies the conclusion of 1.35 for κ = |T |++ (the
number of quantifier free (< ω, τI)-types realized in I).
1A) Above “κ-dependent” means we use κ.
2) If I ∈ Kset, see 1.39 below, an indiscernible set I = {a¯t : t ∈ I} in C is stable or
sit stably when it satisfies the conclusion of 1.35(1).
2A) Above we say κ-stably when we use κ, superstably when κ = ℵ0.
2B) An infinite indiscernible sequence I = 〈a¯t : t ∈ I〉 of ζ-tuples is dependent when
for every ϕ = ϕ(x¯[ζ], y¯) and b¯ ∈
ℓg(y¯)C there is a convex equivalent relation E on I
with finitely many equivalence classes such that sEt⇒ C |= ϕ[a¯s, b¯] ≡ ϕ[a¯t, b¯].
3) For indiscernible I = 〈a¯t : t ∈ I〉 ⊆ ζC as in part (2) and A∗ ⊆ C let Av(I, A) =
{ϕ(x¯[ζ], a¯) : b¯ ∈
ω>A and C |= ϕ[a¯t, b¯] holds for all but < ℵ0 elements t ∈ I}.
4) For endless I ∈ Klin, see 1.39, indiscernible sequence I = 〈a¯t : t ∈ I〉 ⊆ ζC
and set A let Av(I, A) = {ϕ(x¯[ζ], b¯) : b¯ ∈
ω>M and C |= ϕ[a¯t, b¯] for every <I-large
enough t ∈ I}.
5) We call the infinite indiscernible sequences I,J equivalent when Av(I, A) =
Av(J, A) for every A.
6) Given endless indiscernible sequences Iℓ = 〈a¯ℓt : t ∈ Iℓ〉 for ℓ = 1, 2, we say
I1, I2 are immediate neighbours when Iℓ+ I3−ℓ naturally defined is an indiscernible
sequence for some ℓ ∈ {1, 2}. They are n-neighbours when there are J∗0, . . . ,J
∗
n such
that Jk,Jk+1 are endless indiscernible sequences which are immediate neighbours
for k = 0, . . . , n− 1 and I1 = J0, I2 = Jn. Let being neighbours mean n-neighbours
for some n.
Discussion 1.37. Historical review for §(1C):
Of course, Eherenfeucht-Mostowski [EM56] use indiscernibles, i.e. their models
were generated by a sequence of indiscernibles. Morley [Mor65] prove that for ℵ0-
stable T : when λ = µ is regular λ →T (λ)1 which mean for any aα ∈ CT (α < λ)
for some U ⊆ λ, of cardinality µ the sequence 〈aα : α ∈ U 〉 is an indiscernible
set, using ϕ(x, b¯) of minimal rank such that (∃λα)(ϕ[aα, b¯]), see Definition 1.42.
The author [Sh:2],[Sh:c, III], got a parallel result for stable theory using e.g. Fodor
lemma, as minimality does not work, when e.g. α < λ⇒ |α||T | < λ.
Also for stable T :
5it is many reasonable to restrict ourselves to full I
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(a) if 〈a¯α : α ∈ I〉 is an infinite indiscernible set, I a set, i.e. with equality only
(α) ϕ(x¯, b¯) can divide it only to finite/co-finite sets, so we have average
(β) for some u ⊆ λ, |u| < λ, 〈aα : α ∈ I\u〉 is indiscernible over b¯ ∪ {a¯α :
α ∈ u} ∪ b.
On general models see [Sh:300a, §5]. Grossberg and the author suggest to classify
first order T by λ →T (µ)1, see 1.42(2) this remains untraceable, see [Sh:702, §2].
We can consider parallel to Erdo¨s-Rado, see Definition 1.42(3). This is proved for
stable T (and more general context) in [Sh:300f, §1], e.g.
(b) [λ]≤2 →T ([µ]
≤2])θ when λ = (2
µ)+ and µ ≥ 2|T |, see 1.42(4).
For dependent T , the parallel to (a)(α) above is in [Sh:c, Ch.II,4.13,pg.77] or
[Sh:715, 3.2(1)] the parallel to (β), is in Baldwin-Bendikt [BB00] (not seeing it is
also [Sh:715, 3.2(3)]). For I being essentially I≤n the parallel of (a)(β) in [Sh:715,
3.4=1.34] here. Here we state also another generalization using end-homogeneity.
In [Sh:863, §3] some advance was made for strongly stable theories, iδ →T (λ+)1
when δ = (2|T |+λ)+, also in [Sh:863] it was suggested to look at infinite sequences
having better prospects for dichotomies and “T is n-dependent”, see more [Sh:886,
§2].
Question 1.38. Is the combination reasonable?
Definition 1.39. 1) Let Kp,σ be the class of I = (I,<I , P
I
i )i<σ where <I is a
linear order of I and 〈P Ii : i < σ〉 a partition of I, (as in many cases we disabuse
our notation not distinguished the (index) model and its universe).
1A) Kq,σ is the class of I = (I,<I , P
I
i )i<σ where <I is a linear order of I and Pi a
unary predicate. If σ = 0 we may omit it and so if I is endless this means I ∈ Klin.
2) For I ∈ Kp,σ, let EI = {(s, t) : s, t ∈ P Ii for some i < σ}; so EI an equivalence
relation on I with ≤ σ equivalence classes.
3) Let ke be the class of (I,<,E) where< is a linear order on J and E an equivalence
relation on I.
4) Kset,σ is the class of (I, P
I
i )i<σ where 〈P
I
i : i < σ〉 a partition, if σ = 1 we may
omit σ and P I0 .
Remark 1.40. So by 1.34(1) this case is covered, i.e. if T is dependent then it has
the Kp,σ-indiscernibility property.
Observation 1.41. 1) If T is independent then the conclusion of 1.40 fails.
2) But there is T which is unstable, but have the Kset − ℵ0-indiscernible property,
e.g. any expansion of the theory of linear order.
3) If T is a dependent theory, then it has the Kset-indiscernible property (see
[Sh:715, §1]).
4) Trivially T has the Kset-indiscernible property iff for every n, every infinite
indiscernible set I = {a¯α : α < λ} of n-tuples in CT is stable (in CT , see Definition
1.36(2)).
Definition 1.42. 1) For a linear order I, we say that 〈a¯t : t ∈ I〉 is an n-end-
homogeneous over A when if m ≤ n and t(0, ℓ) <I t(1, ℓ) <I . . . <I t(m − 1, ℓ)
for ℓ = 1, 2 then the sequence a¯t(0,1)ˆ . . . ˆa¯t(m−1,1) and a¯t(0,2)ˆ . . . ˆa¯t(m−1,2) realize
the same type over ∪{a¯t : t <I t(0, 1) and t <I t(0, 2)} ∪ A.
1A) Replacing n by “< n” has the obvious meaning (and allow m = ω), u ∈ [λ]<n.
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2) Let λ →T (γ)σ means that: if a¯α ∈ σC for α < λ and 〈a¯α : α < λ〉 is end-
homogeneous then for some u ⊆ λ, of order type γ the sequence 〈a¯α : α ∈ u〉 is
indiscernible.
3) Let λ→T (γ)nσ when: if a¯u ∈
σC for u ∈ [λ]n then for some U ⊆ λ of order type
γ the sequence 〈a¯n : u ∈ [U ]
n〉 is (< n)-indiscernible. Similarly with < n instead
of n.
4) Fix k = (Kk,≤k) an a.e.c. of index models. Then I →k,T (J)θ for I, J ∈ Kk is
defined naturally.
Question 1.43. Find reasonable sufficient conditions on T for the following: for
every σ, γ the cardinality min{λ : λ →T (γ)σ} is quite small or at least < min{λ :
λ → (γ)<ωσ1 where σ1 = 2
|T |+σ}. (Of course, Erdo¨s-Rado theorem gives lower
bounds, see [EHMR84].)
We may consider
Question 1.44. The Strong Indiscernibility Question
1) Give sufficient conditions on T for the following; where |T | ≤ θ and κ = cf(κ) >
2θ (or just large enough). For some k1 < ω, T has the strong k1-indiscernibility
existence property for (κ, θ), meaning: if γ(∗) < θ+ and a¯α ∈ γ(∗)C for α < κ
and I = 〈a¯α : α < κ〉 is k-end-homogeneous then for some unbounded U ⊆ κ the
sequence 〈a¯α : α ∈ U 〉 is indiscernible.
2) Similarly for “T has the k-strong+ indiscernibility existence property for κ”
which means that above I is mod clubs locally indiscernible.
Discussion 1.45. 1) We will be glad even for weaker versions, anything better
than Erdo¨s cardinal.
2) If T is ω-independent we are no better off than in set theory (because we allow
ω-tuples).
3) Independent theories can satisfy strong versions of 1.44, see example below.
Definition 1.46. Assume κ is regular uncountable.
We say I = 〈a¯α : α < κ〉 is mod clubs locally indiscernible when for some club
E of κ and I ∈ Kq,|T | expanding (κ,<) the sequence 〈a¯α : α ∈ I↾E〉 is locally
indiscernible, see 1.33(4), this means that for every finite ∆ there is a finite τ∆ ⊆ τI
such that 〈a¯α : α ∈ (I↾E↾τ∆)〉 is ∆-indiscernible.
Similarly n-indiscernible, n-end-homogeneous.
Recall ([Sh:886, §2])
Definition 1.47. 1) We say T is 2-independent or 2 × independent when , we can
find an independent sequence of formulas of the form 〈ϕ(x¯, b¯n, c¯m) : n,m < ω〉 in
C = CT or just in some model of T .
2) “T is 2-dependent” (or dependent/2) means the negation of 2-independent (see
[Sh:863, §5 (H)]).
3) We say ϕ(x¯, y¯0, . . . , y¯n−1) is n-independent (for T ) when in CT we can, for
each λ < κ¯, find a¯ℓα ∈
ℓg(y¯ℓ)(CT ) for α < λ, ℓ < n such that the sequence
〈ϕ(x¯, a¯0η(0), . . . , a¯
n−1
η(n−1)) : η ∈
nλ〉 is an independent sequence of formulas.
4) T is n-independent when some formula ϕ(x¯, y¯0, y¯1, . . . , y¯n−1) is n-independent.
5) T is n-dependent (or dependent/n) when it is not n-independent.
26 SAHARON SHELAH
Example 1.48. 1) For a first order T which is 3-independent assuming λ = (2µ)+
we can find n < ω and d¯α ∈ nC for α ≤ λ such that 〈d¯α : α ≤ λ〉 is one-
end-homogeneous, equivalently tp(d¯α,∪{d¯β : β < α}) is increasing, but for no
unbounded U ⊆ λ and even no U of cardinality µ+ is 〈d¯α : α ∈ U 〉 an indiscernible
sequence.
2) For a first order T which is (k+2)-independent and λ = (2µ)+ we can find n < ω
and d¯α ∈ nC for α ≤ λ such that 〈d¯α : α ≤ n〉 is k-end-homogeneous for no u ⊆ λ
of cardinality µ+ is 〈d¯α : α ∈ U 〉 an indiscernible sequence.
Example 1.49. Trd, the theory of random graphs has the strongly one-indiscernibility
property.
Definition 1.50. We say T has bounded/medium/large k-directionality when : if
I = 〈a¯α : α < δ〉 has a k-type-increasing (= k-end-homogeneous) then uf(I) is
defined as in Definition 1.23, replacing ‖M‖ by |δ|.
Remark 1.51. We may consider replacing well orderings by other classes of index
models.
Question 1.52. Can we answer 1.43 or 1.44 when T has bounded or at least medium
k-directionality for some k.
Question 1.53. 1) Can we characterize UT,m,∆ = {(n1, n2) : n1 → (n2)T,∆,m}? for
finite ∆,m when T dependent?
2) Similarly for T k-dependent?
3) If T is k-dependent is there k1 such that: if for T is k-dependent, m < ω,∆ ⊆
L(τT ) is finite, then ik1(n)→ (n)T,∆,m for every n large enough?
4) As in (2) for k = 1? (i.e. T dependent).
Question 1.54. Assume ∆ = L(τT ) or ∆-finite, p = p(x¯) a (∆,m)-type over
A, ℓg(x¯) < θ and every subset of p of cardinality < κ is realized in M . Can
we find q ∈ Sm∆(A) extending p(x¯) such that every subset of q of cardinality < κ is
realized in M?
Conjecture 1.55. Assume M is a saturated model of a cardinality κ > |T | of a
dependent complete T .
1) If p ∈ S(M) then there is an indiscernible sequence I = 〈aα : α < κ〉 in M such
that p = Av(I,M).
2) Similarly for p ∈ Sθ(M) where θ < κ.
See more on this in §6.
§ 1(D). Limit Models and Generic Pairs.
Conjecture 1.56. We can characterize “M is κ-saturated” parallely to stable T ,
e.g. M is a κ-saturated model of T iff it is |T |+-saturated and every indiscernible
sequence 〈aα : α < δ〉 of elements in M of length δ < κ can be continued and
similarly for cuts.
Conjecture 1.57. The Generic Pair Conjecture
Assume 6 λ = λ<λ > |T |, 2λ = λ+,Mα ∈ ECλ,1(T ) is ≺-increasing continuous
for α < λ+ with ∪{Mα : α < λ+} ∈ ECλ+,λ+(T ) being saturated. Then T is
6the “2λ = λ+” is just for making the formulation more transparent
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dependent iff for some club E of λ+ for all pairs α < β < λ+ from E of cofinality
λ+, (Mβ ,Mα) has the same isomorphism type.
Remark 1.58. We proved in [Sh:900] the “structure” side, i.e. the implication ⇒ in
1.57 when λ = κ is measurable, on the non-structure side of 1.57, 1.59, see [Sh:877],
[Sh:906]. It seemed natural to assume that the first order theories of such pair is
complicated if T is independent and “understandable” for dependent of T , but this
is not so, see Kaplan-Shelah [KpSh:946].
Conjecture 1.59. The Unique Limit Model Conjecture Assume if T is dependent,
|T | < λ = λ<λ and λ+ = 2λ, σ = cf(σ) < λ. If 〈Mα : α < λ+〉 is an increasing
continuous of models of cardinality λ with λ+-saturated union then for some club
E of λ+, all the models in {Mα : α is from E and has cofinality σ} are pairwise
isomorphic.
∗ ∗ ∗
Completions:
For linear order the notion of completion is very important, so it is natural to
try to generalize it to dependent theories (if we accept thesis 0.4). Note that for
stable theories as every type p ∈ S(A) is definable by formulas with parameters
from A, this is not so necessary (and Ceq is a much less radical extension).
Definition 1.60. 1) ai(C) is the set {Av(I,C) : I an infinite indiscernible sequence
of finite tuples in C}.
2) nspµ(C) is the set of p ∈ S
m(C) which does not split over some A ⊆ C of
cardinality < µ.
3) fsµ(C) is the set of p ∈ Sm(C) which is Av(D,C) where D is an ultrafilter on mA
for some m < ω (or more) and A ⊆ C a set of cardinality < µ. If µ =∞, (i.e. ‖C‖)
we may omit it.
Thesis 1.61. So the types we considered as understandable, a base for analysis
are fsµ(C) or nspµ(C), µ for small enough (hopefully |T |
+) and ai(C).
Question 1.62. Is it reasonable to add in the completion of C, nsp∞(C) or just
nspµ(C) ∪ ai(C).
Discussion 1.63. 0) So our main theorems say that any p ∈ S(M),M ∈ ECλ,λ(T )
is definable over ≤ iω + |T | elements from ai(C) ∪ fs<iω(C).
1) We may prefer not to analyze complete types but ultrafilters, i.e. the d¯x and c¯x,i
are in the full completion! But there is no parallel to the “recounting of types” as
there are dependent T with large directionality. However, given D ∈ uf(mM) we
may choose an ‖N‖+-saturated elementary extensionN ofM and let p = Av(D,N),
so analyzing p is very close.
It is still reasonable that in view of later developments we may prefer to use the
ultrafilter version.
Recall that if we succeed to use µ = |T |+ for countable T , then we can always use
eventually indiscernible sequences, see below. This may be not just aesthetically
nicer but helpful. Anyhow allowing constant though not so small µ, will give us
the asymptotic behaviour.
2) To clarify our intension let us consider the class of linear orders. We like to deal
with the class of complete linear orders; or at least (< κ)-complete. If I is the
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completion of a κ-saturated dense linear order, then it is natural to add predicate
Px,θ(x ∈ {left, right}, θ = cf(θ) < κ) such that
(a) (α) I |= Pleft,θ(a) iff cf(I<a) = θ
(β) I |= Pright,θ[a] iff the inverse of I>a has cofinality θ
(b) I1 ≤k I2 iff
(α) I1 ⊆ I2
(β)left if I1 |= Pleft,θ(a) then (I1)<a is cofinal in (I2)<a
(β)right if I1 |= Pright,θ[a] then (I1)>a is cofinal in the inverse of (I2)>a.
Definition 1.64. 1) We say that I = 〈a¯t : t ∈ I〉 is an eventually indiscernible
sequence when : I is an endless linear order, ℓg(a¯t) for t ∈ I is constant and finite
for transparency, and for every finite set ∆ ⊆ L(τT ) there is t(∆) ∈ I such that
〈a¯t : t ∈ I≥t(∆)〉 is a ∆-indiscernible sequence (over A).
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§ 2. Decompositions of types
We define x ∈ pKκ,µ¯,θ, which is a partial analysis of tp(d¯x,Mx), it is related
to Kκ,θ from [Sh:900] but Bx, which has cardinality < κ there corresponds to
B+x = Bx ∪ {Ix,i : i ∈ ux} here. Moreover, the set Bx is of cardinality < µ0 rather
than < κ but in this section we really do not use this. We define “x is σ-active in
i < ix”, which cannot occur too many times. We define qK
′
κ,µ¯,θ, those for which
we “exhaust the possible activities”, this set is dense; and the related qKκ,µ¯,θ is
suppose to be the class of such x’s in which we have fuller analysis. For the case
κ = µ we have qK′κ,µ,θ = qKκ,µ,θ so in this case qKκ,µ,θ is dense and we define
solvability, all are related to [Sh:900]. But not so dealing with (µ¯, θ)-sets, over
which the situation is similar to the one for stable T and any set ⊆ CT ; note that
B+x is a (µ¯, θ)-set when x ∈ pKκ,µ¯,θ is smooth. Central here are the definitions of
similarity of decompositions and their smoothness (points which are meaningless
in [Sh:900]) and we point out their basic properties. Those later ones indicate the
possible advantages of Definition 2.2, i.e. the use of indiscernibles. Generally, we
shall concentrate on the case κ = µ2 ≫ µ1 = µ0 > θ ≥ |T | so may not state claims
in full generality concerning this point.
§ 2(A). Decompositions - the basics.
Convention 2.1. 1) In clause (i) of Definition 2.2 below we have three options,
the choice is ιx ∈ {0, 1, 2}, usually the choice does not matter and in those cases we
suppress ι; so far we can use only ιx = 2. Usually the set v can be a well ordering
and even an ordinal but in disjoint amalgmation in sK⊕κ,µ¯,θ we shall need anti-well
orderings whereas in proving density for qK′ it is natural to use just well-ordering.
2) Also c¯x consists of finite sequences and sometimes we use c¯ ⊆ d¯, normality, see
Definition 2.6(7); we may demand that always c¯ ⊆ d¯. We can work in Ceq hence
use c¯ a sequence of singletons but this is immaterial in Definition 2.4.
3) The notation is sometimes best understood as in the case when v is a set of
ordinals, as the case “v an ordinal” is our prototype so abusing notation we let, e.g.
v ∩ i = {j ∈ v : j <v i}.
Definition 2.2. Assume µ¯ = (µ2, µ1, µ0) and λ ≥ κ ≥ µ0, λ ≥ µ2 ≥ µ1 ≥ µ0 > θ
but if not said otherwise in addition cf(µ2) > θ, κ ≥ µ2 and even κ = µ2, µ1 = µ0;
usually θ ≥ |T |.
We let pKλ,κ,µ¯,θ be the class of objects x consisting of:
(a) M ≺ C which is κ-saturated of cardinality λ
(b) B = ∪{Bi : i ∈ v\u} and each Bi ⊆M is of cardinality < µ0
(c) d¯ ∈ θ
+>(ω>C) or even d¯ ∈ w(ω>C) where7 w is a linear order (e.g. a set of
ordinals) of cardinality ≤ θ; we may write w as ℓg(d¯) or Dom(d¯) but we
usually write i < j instead of i <w j and w ∩ j or w<j for {i ∈ w : i <w j},
similarly for v, u below
7This is useful when we like to amalgamate such objects, but usually we may ignore this. We
may work in Ceq and then use di instead of di. Similarly for the c¯i’s.
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(d) c¯ = 〈c¯i : i ∈ v〉 ∈ v(ω>C) which sometimes is treated as (. . . ˆc¯iˆ . . .)i∈v
so8 c¯i ∈ ω>C; where v is a linear order of cardinality ≤ θ; we may write
v = ℓg(c¯) or v = Dom(c¯)
(e) u ⊆ v
(f) κ¯ = 〈κi : i ∈ u〉 such that κi = cf(κi) ∈ [µ1, µ2)
(g) I¯ = 〈Ii : i ∈ u〉
(h) Ii = 〈a¯i,α : α < κi〉 is an indiscernible sequence in M for i ∈ u.
(i) ιx ≤ 2 and for i ∈ v\u,
Case 0: ιx = 0, tp(c¯i,M +Σ{c¯j : j < i}) does not split over Bi
Case 1: ιx = 1 : tp(c¯i,M +Σ{c¯j : j < i}) does not locally split over
Bi +Σ{c¯j : j < i}, see Definition 2.3 below
Case 2: ιx = 2, the type above is finitely satisfiable in Bi.
In short we may say tp(c¯i,M +Σ{c¯j : j < i}) does not ιx-split over Bi
(j) for i ∈ u, the type tp(c¯i,M + Σ{c¯j : j < i}) is Av(Ii,Mx + Σ{c¯j : j < i})
hence ℓg(a¯i,α) = ℓg(c¯i) for α < κi.
Definition 2.3. 1) We say that the type p(x¯) locally splits over A when there is
ϕ = ϕ(x¯, y¯) ∈ L(τt) such that for every finite ∆ ⊆ {ϕ : ϕ = ϕ(y¯, z¯) ∈ L(τt)} there
are formulas ϕ(x¯, b¯),¬ϕ(x¯, c¯) ∈ p where b¯, c¯ realize the same ∆-type over A.
2) If p ∈ Sε(B) does not split over A ⊆ B let the scheme of p be the function H
defined by: if ϕ(x¯[ε], y¯) ∈ L(τT ) and b¯ ∈ ℓg(y¯)B then H(ϕ(x¯, y¯), tp(b¯, A)) is the
truth value of ϕ(x¯, b¯) ∈ p.
Definition 2.4. In Definition 2.2 we say i ∈ vx is σ-active (in x) when 1 ≤ σ ≤ ℵ0
and σ = 1⇒ i /∈ ux and (using notation of 2.6(1) below; the default value for σ is
1):
Case 1: σ = 1
We can find b¯i,0, b¯i,1 such that
(a) b¯i,0, b¯i,1 realize the same type over c¯x,<i +Mx, see 2.6(1)
(b) b¯i,0, b¯i,1 realizes distinct types over d¯x + c¯x,<i +Mx
(c) c¯x,i = b¯i,0ˆb¯i,1.
Case 2: σ ≥ 2 and i /∈ ux
We can find 〈b¯i,n : n < σ〉 such that:
(a) tp(b¯i,n,∪{b¯i,m : m ∈ (n, σ)} + c¯x,<i +Mx}) is ⊆-decreasing with n and
9
does not ιx-split over Bx,i; (i.e. does not split over Bx,i if ιx = 0, does not
locally split over Bx,i if ιx = 1 and is finitely satisfiable in Bx,i if ιx = 2)
(b) tp(b¯i,ℓ,Mx + c¯x,<i + d¯x) for ℓ = 0, 1 are distinct
(c) c¯x,i = b¯i,0ˆb¯i,1.
8could demand c¯i ∈
ωC or even c¯i ∈
θ+>C, in this work usually it does not matter but not
always; if we do this in 2.4 we can make c¯x,i = (. . . ˆb¯i,ℓˆ . . .)ℓ<σ in Case A and a parallel demand
in Case B
9in the other cases the parallel statement follows
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Case 3: σ ≥ 2 and i ∈ ux
We can find b¯i,α,n(α ≤ κx,i, n < 2) such that:
(a) tp(b¯i,κx,i,n,∪{a¯i,κx,i,m : m ∈ (n, 2)} + c¯x,<i + Mx) does not split over
∪{a¯x,i,α : α < κx,i}
(b) tp(b¯i,κx,i,ℓ,Mx + c¯x,<i + d¯x) for ℓ = 0, 1 are distinct
(c) c¯i = b¯i,κx,i,0ˆb¯i,κx,1 and a¯x,i,α = b¯i,α,0ˆb¯i,α,1 for α < κx,i
(d) 〈b¯i,α,n : (α, n) ∈ κx,i × 2〉 is an indiscernible sequence where κx,i × 2 is
ordered lexicographically.
Remark 2.5. 1) We shall return to this and to 2.14 and in 5.22.
2) We can use c¯x, 6=i = 〈c¯x,j : j ∈ vx\{i}〉 instead c¯x,<i in Definition 2.4, as in
[Sh:900].
3) In Case (3) of Definition 2.4 note that it follows that for every e¯ ∈ ω>(Mx) for
some β < κ, 〈b¯i,α,n : (α, n) ∈ [β, κx,i)× 2〉 is an indiscernible sequence over e¯.
Definition 2.6. 1) For x ∈ pKλ,κ,µ¯,θ let x = (Mx, . . .) so wx = w, vx = v, ux =
u, c¯x = c¯[x] = c¯, d¯x = d¯[x] = d¯, κi = κx,i = κ(x, i), Bx,i = Bi, Bx = B, etc., and let
B+x = ∪{Ix,i : i ∈ ux} ∪ Bx. Let c¯<i = c¯[< i] = c¯x,<i = (. . . ˆc¯x,jˆ . . .)j<i, c¯[u
′] =
c¯x[u
′] = (. . . ˆc¯x,jˆ . . .)j∈u′ and c¯ 6=i = c¯x, 6=i := (. . . ˆc¯x,jˆ . . .)j∈vx\{i} for i ∈ ux and
for u′ ⊆ vx. We may write c¯, d¯ instead of c¯x, d¯x when confusion is unlikely as there
is only one x around, in particular avoiding using, e.g. x¯d¯x ; also we may write
c¯[x], c¯[x, < i], etc. Let ax = {κx,i : i ∈ ux}.
1A) For i ∈ vx let Di = Dx,i be such that tp(c¯x,i, c¯x,<i+Mx) = Av(Di, c¯x,<i+Mx)
where Di is an ultrafilter on
ℓg(c¯(x,i))(Bx,i) if ιx = 2 ∧ i ∈ vx\ux and on Ix,i if
i ∈ ux such that α < κx,i ⇒ {a¯x,i,β : β ∈ (α, κx,i)} ∈ Di; but only D′i :=
Di ∩Defℓg(c¯(x,i))(Dom(Di)) matters so we normally use it.
2) Concerning pKλ,κ,µ¯,θ, omitting λ means “for some λ”; omitting µ0 means µ0 =
µ1, omitting also µ2 means µ2 = κ, then we may write µ instead of µ1 and of µ¯;
writing ∗ instead of µ1 means µ1 = (θ+ + |T |+ + iω); omitting λ, κ, µ0, µ1, µ2, θ
means for some such cardinals. Similarly in parallel definitions later.
3) We say i ∈ vx is active in x when it is σ-active for some σ, equivalently for
σ = 1.
3A) We say i ∈ vx is active in x over u when i ∈ vx, u ⊆ vx(< i) and in Definition
2.3 we replace c¯x,<i by c¯x[u]. Similarly in the other versions.
4) We say i ∈ vx is strongly active in x when it is ℵ0-active.
5) We say that i ∈ vx is (σ,∆)-active in x when 1 ≤ σ ≤ ℵ0 and ∆ ⊆ Γ1x,i := {ϕ :
ϕ = ϕ(x¯d¯, x¯c¯[<i], y¯, z¯) ∈ L(τT ) and y¯, z¯ are finite} and in Definition 2.4 we replace
clause (b), in all cases by
(b)′ for10 some ϕ(x¯d¯, x¯c¯[<i], y¯, z¯) ∈ ∆ we have
C |= ϕ[d¯x, c¯x,<i, b¯i,κx,i,0, a¯]∧¬ϕ[d¯x, c¯x,<i, b¯i,κx,i,1 , a¯] for some a¯ ∈
ℓg(z¯)(Mx).
5A) For v ⊆ vx and ∆ ⊆ L(τT ) let Γ1x,∆,i,v = {ϕ : ϕ ∈ Γ
1
x,i and ϕ ∈ ∆ but x¯c¯[x,<i]
is replaced by x¯c¯↾(v∩i)}.
6) Let M[x] be (Mx)[B+x +c¯x+d¯x], see Definition 0.11.
10No real loss if we replace y¯ by xc¯x,i . Also no real loss if we omit z¯, absorbing a¯ into c¯i by
cosmetic manipulations
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7) We say x is normal when Rang(c¯x) ⊆ Rang(d¯x), pedantically ∪{Rang(c¯x,i : i ∈
vx} ⊆ ∪{Rang(d¯x,i : i ∈ wx}; note that usually there is no loss in assuming it.
8) Let Γ1x be {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ L(τT ) for some y¯, finite if not said otherwise}.
9) Γ0x = {ϕ : ϕ = ϕ(x¯d¯,η, y¯) and η ∈
nℓg(d¯x) for some n}, used in particular when
x is normal, see 2.7(4) below.
10) For v ⊆ vx, w ⊆ wx let x<v,w> = (Mx, B¯x↾(v\ux), c¯x↾v, d¯x↾w, I¯↾(v ∩ ux)), but
if w = ℓg(d¯x) we may omit it.
11) We say x is essentially well ordered when {i ∈ ux : κi = κj} is well ordered (by
<v) for each j ∈ ux.
Notation 2.7. 0) We may write d¯, c¯ instead of d¯x, c¯x when x is clear from the
context, (usually in subscripts).
1) u, v, w are linear orders, members are i, j but, e.g. w∩j = w<j := {i ∈ w : i < j}.
2) If v1 ⊆ v2 let [v1, v2) = {i ∈ v2 : j <v2 i for every j ∈ v1}.
3) ℓg(d¯) = Dom(d¯), etc.
4) d¯η = 〈d¯η(ℓ) : ℓ < ℓg(η)〉 if η is a function from ℓg(η) to ℓg(d¯).
5) d¯x,η = 〈d¯x,η(ℓ) : ℓ < ℓg(η)〉, see Definition 2.6(1).
6) x¯d¯,η = x¯x,η = 〈x¯d¯η(i) : i < ℓg(η)〉 when d¯ = d¯x.
7) x¯c¯,η is defined similarly.
8) tpϕ(d¯x, c¯x ∔ A) := {ϕ(xd¯, c¯x, b¯) : b¯ ∈
ℓg(y¯)A and C |= ϕ(d¯x, c¯x, b¯)} when ϕ =
ϕ(x¯d¯[x], x¯c¯[x], y¯).
8A) We may above use ±ϕ,∆ and/or ϕ = ϕ(xd¯,η, x¯c¯,η, y¯).
9) v2 = v1 + 1 is defined naturally.
Definition 2.8. Let x ∈ pKκ,µ¯,θ.
1) We say that e¯ solves (x, ψ¯, A) or ψ¯-solves (x, A), or ψ¯-solves x over A, (pedan-
tically we should add θ) when:
(a) e¯ ∈ θ(Mx)
(b) A ⊆Mx
(c) ψ¯ = 〈ψϕ = ψϕ(x¯d¯, x¯c¯, y¯[θ]) : ϕ ∈ Γψ¯〉 where Γψ¯ ⊆ Γ
1
x, recalling 2.6(8)
(d) ψϕ(x¯d¯, c¯x, e¯) ⊢ {ϕ(x¯d¯, c¯x, a¯) : a¯ ∈
ℓg(y¯ϕ)A and C |= ϕ[d¯x, c¯x, a¯]} for ϕ ∈ Γψ¯
(e) C |= ψϕ[d¯x, c¯x, e¯].
1A) We say that ψ(xd¯, c¯x, e¯) solves (x, A, ϕ) when ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x and
e¯ ⊆ Mx and ψ(x¯d¯, c¯x, e¯) ⊢ {ϕ(x¯d¯, c¯x, b¯) : b ∈
ℓg(y¯ϕ)A and C |= ϕ[d¯x, c¯x, b¯]} and
C |= ψϕ[d¯x, c¯x, e¯].
1B) We say that ψ(x¯d¯, x¯c¯, z¯) solves (x, A, ϕ) when ψ(x¯d¯, c¯x, e¯) solves (x, A, ϕ) for
some e¯ ∈ ℓg(z¯)M .
1C) We let ϑx,ϕ(x¯c¯, z¯, y¯) = ϑx,ϕ,ψ(x¯c¯, z¯, y¯) where ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x and ψ =
ψ(x¯d¯, x¯c¯, z¯) be (∀x¯d¯)(ψ(x¯d¯, x¯c¯, z¯) → ϕ(x¯d¯, x¯c¯, y¯)); we usually omit x, being clear
from the context and similarly ϕ.
1D) We say ψ¯ = 〈ψϕ(xd¯, x¯c¯, e¯) : ϕ ∈ Γ
1
ψ¯
〉 solves (x, A) when Γ1
ψ¯
⊆ Γ1x, so we
usually write Γ1
ψ¯
instead of Γψ¯ to stress this (similarly in other cases), and for
every ϕ ∈ Γ1
ψ¯
, ψϕ(x¯d¯, x¯c¯, e¯) solves (x, A, ϕ). We say ψ¯ solves (x, A) when ψ¯ = 〈ψϕ :
ϕ ∈ Γ1
ψ¯
〉, ψϕ = ψϕ(x¯d¯, x¯c¯, y¯[θ]) and some e¯ solves (x, ψ¯, A).
2) We say ψ¯ is full for x when Γ1
ψ¯
= Γ1x. Omitting ψ¯ means for some ψ¯ full for x.
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2A) Let “tp(x¯d¯, c¯x, e¯) ⊢ tp(d¯, c¯x ∔Mx) according to ψ¯” mean clause (d) of part (1)
with Γ1x instead of Γψ¯.
3A) We say ψ¯ illuminates x ∈ pKκ,µ¯,θ when ψ¯ is as in clause (c) of part (1) and
for every A ⊆Mx of cardinality < µ2 some e¯ does solve (x, ψ¯, A).
3B) We say ψ(x¯d¯, x¯c¯, x¯[θ]) illuminates (x, ϕ) when ϕ = ϕ(x¯d¯, x¯c¯, y¯ϕ) ∈ Γ
1
x and the
above holds with (ϕ, ψ) standing for (ϕ, ψϕ).
4) We say e¯ solves (x, A) when for some ψ¯ which is full for x, e¯ solves (x, ψ¯, A).
Remark 2.9. 0) Note that we use “illuminate” rather than “solve” when we quantify
on A.
1) For the case ιx = 2, µ1 = ℵ1, θ = ℵ0, i.e. for countable T , we can replace
“tp(c¯x,i, c¯x,<i +Mx) is finitely satisfiable in some countable Bx,i ⊆ Mx” by: p is
the average of an eventually indiscernible sequence I = 〈a¯n : n < ω〉 fromMx which
means that for every finite ∆, some end-segment is ∆-indiscernible, see Definition
1.64. Also Av(I, A) is well defined.
2) However, we cannot replace eventually indiscernible by indiscernible, e.g. for
= Th(R),R the real field, there is an eventual indiscernible I = 〈an : n < ω〉 such
that an ≥ n; the cut it defines cannot be defined by a really indiscernible sequence,
(well of length less than the saturation).
3) We can characterize when an eventually indiscernible sequence is equivalent, (see
Definition 2.19(2)) to an indiscernible sequence, but this does not always occur, by
the example above.
4) Being equivalent is well defined for eventually indiscernible sequences as their
averages are well defined.
5) Usually no harm is done when below in 2.10(1)(b) we add “wx is an initial
segment of wy”. Similarly in 2.10(1)(d).
Definition 2.10. 1) We define a two-place relation ≤1 on pK : x ≤1 y when :
(a) Mx =My
(b) d¯x = d¯y↾wx and wx ⊆ wy as linear orders
(c) ux = uy ∩ vx and ux ⊆ uy as linear orders
(d) c¯x = c¯y↾vx and vx ⊆ vy as linear orders.
2) We define ≤2 similarly strengthening clause (b) to
(b)+ d¯x = d¯y.
3) If x ≤1 y and ϕ = ϕ(x¯d¯[x], x¯c¯[x], y¯) ∈ Γ
1
x then we may identify it with the
ϕ(x¯d¯[y], x¯c¯[y], y¯) ∈ Γ
1
y naturally.
4) For x ∈ pK and ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x let supp(ϕ) be the pair (w, v) such
that w ⊆ ℓg(d¯x), v ⊆ ℓg(c¯x) are minimal (so finite) such that ϕ ≡ ϕ(x¯d¯↾u, x¯c¯↾v, y¯),
moreover the omitted variables are dummy (= does not appear in ϕ, not just
“immaterial for satisfaction”).
4A) Similarly for ϕ = ϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯), we define supp(ϕ) = (w1, v1, w3, v3); used
in 3.3.
5) For ∆ ⊆ Γ1x let suppx(∆) be the pair (∪{w : (w, v) = supp(u) for some ϕ ∈
∆},∪{v : (w, v) = supp(ϕ) for some ϕ ∈ ∆}).
Definition 2.11. 0)
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(A) For x ∈ pKλ,κ,µ¯,θ let Γ
2
x = {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, x
′
d¯
, x¯′c¯, y¯) ∈ L(τT ) so ℓg(x¯
′
c¯) =
ℓg(x¯c¯), ℓg(x
′
d¯
) = ℓg(x¯d¯), y¯ finite};used in 3.3(1).
(B) For x ∈ pKλ,κ,µ¯,θ let Γ
3
x := {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ L(τT ), z¯ finite},
(used in (3A), close to Γ1x,i, see Definition 2.6(5),(5A)).
1) Let qK′λ,κ,µ¯,θ[∆] be the class of x ∈ pKλ,κ,µ¯,θ such that for no y ∈ pKλ,κ,µ¯,θ do
we have x ≤2 y and y is ∆-active in some i ∈ vx\vy over vx,<i, i.e. vx∩vy,<i, see
11
Definition 2.4, 2.6(3A),(5); if ∆ = Γ1x we may write qK
′
λ,κ,µ¯,θ; similarly below.
1A)We define qK′′λ,κ,µ¯,θ[∆] similarly but restricting ourselves to the case vy = vx+1.
2) Let qKλ,κ,µ¯,θ be the class of x ∈ pKλ,κ,µ¯,θ such that for every A ∈ [Mx]
<κ some
e¯ solves x, see Definition 2.8(4).
3) Let qK⊙λ,κ,µ¯,θ be the class of triples n = (x, ψ¯, r) such that x ∈ qKλ,κ,µ¯,θ and
ψ¯ = 〈ψϕ : ϕ ∈ Γψ¯ ⊆ Γ
1
x〉 illuminates x and r = r(x¯c¯x , x¯d¯x , y¯[θ]) is a type over Mx
such that: for every A ⊆ Mx of cardinality < κ there is a tuple e¯ from Mx such
that:
e¯ solves (x, ψ¯, A) and the sequence c¯xˆd¯xˆe¯ realizes r.
In this case we may say e¯ ⊆ Mx solves (x, A, ψ¯, r) or solves (n, A). If not said
otherwise, r is a type over ∅; in this case we say n is pure.
3A) Let qK⊕ be the class of n = (x, ψ¯, r) ∈ qK⊙ such that Γ1
ψ¯
= Γ1x.
3B) Let qK⊗κ,µ¯,θ be the class of triples (x, ψ¯, r) such that
12:
(a) x ∈ qKλ,κ,µ¯,θ
(b) r = r(x¯c¯, x¯d¯, y¯[θ]), ψ¯ = 〈ψϕ : ϕ ∈ Γ
3
x〉 satisfy
•1 ψϕ = ψ(x¯d¯, x¯c¯, y¯[θ])
•2 for every A ⊆ Mx of cardinality < κ for some e¯ ∈ θ(Mx) we have: if
ϕ ∈ Γ3x then C |= ψϕ[d¯x, c¯x, e¯] and ψϕ(x¯d¯, c¯x, y¯[θ]) ⊢ {ϕ(x¯d¯, c¯x, y¯[θ], b¯) :
C |= “ϕ[d¯x, c¯x, e¯, b¯]” and b¯ ∈ ℓg(y¯)A}.
4) We say e¯ universally solves the triple (x, ψ¯, r) ∈ qK⊙λ,κ,µ¯,θ when for every A ∈
[Mx]
<κ there is e¯′ as in part (3) such that e¯, e¯′ realizes the same type over c¯x+d¯x+A,
see 2.8(4) and Theorem 4.7.
4A) Similarly for (x, ψ¯, r) ∈ qK⊕λ,κ,µ¯,θ but “e¯
′ is as in part (3A)”.
5) We define the partial orders ≤1,≤2 on qK
′, qK, qK⊙, qK⊕ naturally.
Remark 2.12. Concerning Definition 2.11(3),(4) note that qK⊙ is used in the end
and in (∗)5 of the proof of 4.7 and in the proof of 4.11 only.
Observation 2.13. Let ℓ = 0, 1, 2.
0) If the type p(x¯) is finitely satisfiable in A then p(x¯) does not locally split over
A and this in turn implies that p(x¯) does not split over A (hence the corresponding
implications hold for the variants of Definition 2.2).
1) ≤ℓ is a partial order on pK.
2) If x¯ = 〈xε : ε < δ〉 is ≤ℓ-increasing sequence of members of pKλ,κ,µ¯,θ and δ < θ
+
is a limit ordinal then x¯ has a ≤ℓ-lub, essentially the union, naturally defined and
it belongs to pKλ,κ,µ¯,θ.
11in many places it suffices to use [vy, vx]
12What is the difference with part (3)? Here in the end, e¯ appears in ϕ
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3) If x ∈ pKκ,µ¯,θ and we define y like x replacing d¯x by d¯xˆc¯x, then y ∈ pKκ,µ¯,θ
is normal and x ∈ qKκ,µ¯,θ ⇔ y ∈ qKκ,µ¯,θ and x ∈ qK
′
κ,µ¯,θ ⇔ y ∈ qK
′
κ,µ,θ and
x ∈ qK′′κ,µ¯,θ ⇔ y ∈ qK
′′
κ,µ¯,θ and x ≤1 y and no loss if systematically we use only
normal x (except when we like e.g. ℓg(d¯x) to be finite).
4) Parts (1),(2) apply13 also to qK, qK′.
5) Assume κ > θ ≥ |T | and µ¯ are as in 2.2. If M is κ-saturated, w a linear order
of cardinality < θ+ and d¯ ∈ w(ω>C), then for one and only one x ∈ pKκ,µ¯,θ we
have Mx = M, d¯x = d¯, vx = ∅ hence c¯x = 〈〉, Bx = ∅.
6) Let x ∈ pKλ,κ,µ¯,θ.
(a) If cf(µ0) > θ then Bx = ∪{Bx,i : i ∈ vx\ux} ⊆Mx has cardinality < µ0.
(b) If cf(µ2) > θ then ∪{Ix,i : i ∈ ux} has cardinality < µ2.
(c) If cf(µ2) > θ, (hence µ0 = µ2 ⇒ cf(µ0) > θ) then also |B+x | < µ2.
(d) Always |Bx| ≤ µ0, |B+x | ≤ µ2.
Proof. Easy, concerning part (2) for ℓ = 1, 2 note that the union, it is not uniquely
defined as if i ∈ vxε\uxε , ε < δ then 〈Bxζ ,i : ζ ∈ [ε, δ)〉 is not necessarily constant,
but we can use any one of them. Similarly for i ∈ uxε . 2.13
Claim 2.14. 1) If θ ≥ |T | then in pKκ,µ¯,θ there is no ≤2-increasing sequence
〈xε : ε < θ
+〉 such that: if ε < θ+ then xε+1 is active in some i ∈ v(xε+1)\v(xε).
2) For finite14 ∆ ⊆ Γ1x, there is n∆ = n∆,T < ω such that there is no ≤2-increasing
chain 〈xℓ : ℓ ≤ n∆〉 of members of pKκ,µ¯,θ such that xℓ+1 is ∆-active in some
i ∈ [v(xℓ), v(xℓ+1)).
3) In part (1), the sequence may be just ≤1-increasing if {ε < θ
+ : d¯xε = ∪{d¯xζ :
ζ < ε} is a stationary subset of θ+.
Proof. A similar proof appears in Case 1 of the proof of 8.4 or see [Sh:900, 2.8=tp25.33]
recalling Definition [Sh:900, 2.6=tp25.32]. 2.14
Claim 2.15. 1) If x ∈ pKκ,µ¯,θ then there is y ∈ qK
′
κ,µ¯,θ such that x ≤2 y.
2) If the finite ∆ is as in 2.14(2) and x ∈ pKκ,µ¯,θ then there is y ∈ pKκ,µ¯,θ such
that x ≤2 y and vy\vx is finite and there is no z ∈ pKκ,µ¯,θ such that y ≤2 z and
some i ∈ [vy, vz) or just i ∈ vz\vx is ∆-active in z.
2A) If above we restrict z to the case vz = vy+1, then we can demand vy ⊆ vx+n∆
when n∆ is
15 from 2.14(2).
2B) In part (2), if we restrict the assumption to the case vy < vx+ω, i.e. vy = vx+n
for some n then this is O.K. provided that we restrict the conclusion to the case
vy E vz (actually just vy ⊆ vz ∧ vx E vz).
3) If x ∈ qK′κ,κ,θ or just x ∈ qK
′
κ,µ¯,θ and µ0 = κ then
16 x ∈ qKκ,µ¯,θ, that is, for
every A ∈ [Mx]<κ some ψ¯ solves (x, A), see Definition 2.8(1D).
13But for qK⊕
κ,µ¯,θ
, qK⊗
κ,µ¯,θ
, qK⊙
κ,µ¯,θ
parts (1),(3) are O.K. but part (2) is a different, harder
matter; for qK′′κ,µ¯,θ all are not clear.
14if we restrict ourselves to d¯x ↾ u for some finite u ⊆ ℓg(d¯x) then any finite ∆ ⊆ L(τT ) is O.K.
15and see ind(∆) in §3
16the “µ0 = κ” is of course undesirable, but eliminating it is the reason of much of the work
here.
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4) [Local version17]; if ϕ ∈ Γ1x and x ∈ qK
′
κ,µ¯,θ or just is as y in 2.15(2) or just
2.15(2A), then for every A ∈ [Mx]<µ0 there is ψ = ψ(x¯d¯, x¯c¯, z¯) ∈ L(τT ), z¯ finite
and e¯ ∈ ℓg(z¯)M such that ψ(x¯d¯, c¯x, e¯) solves (x, A, ϕ).
5) Assume ιx = 2. The inverse of part (3) holds, i.e. if x ∈ pKκ,µ¯,θ and x¯ ∈
qKκ,µ¯,θ, i.e. for every A ⊆ Mx of cardinality < κ there is a solution then x ∈
qK′κ,µ¯,θ (and see 3.7(2)).
6) Assume µ0 = κ. Assume x ∈ pKκ,µ¯,θ but x /∈ qK
′
κ,µ¯,θ then there is a pair (y, ϕ)
such that:
(a) x ≤1 y ∈ pKκ,µ¯,θ
(b) ϕ = ϕ(x¯d¯, x¯c¯, y¯, z¯) ∈ Γ
1
x
(c) y is {ϕ}-active in some i ∈ [vx, vy), so c¯i = c¯i,0ˆc¯i,1, c¯ ⊆ Rang(c¯y,<i), ℓg(c¯i,0) =
ℓg(y¯) = ℓg(c¯i,1) and C |= ϕ[d¯x, c¯x, c¯i,ℓ, c¯] iff ℓ = 1, etc., see Definition 2.4.
Remark 2.16. Note that in part (6), if
∧
ℓ
µℓ = µ for transparency then we allow
µ > θ + |T | ≥ cf(µ) and |Bx| = µ; also note that B+x = Bx.
Proof. By [Sh:900, 2.10=tp25.36,2.11=tp25.38] this should be clear, still:
5) Toward a contradiction assume that y, i ∈ vy\vx, ϕ, b¯i,0, b¯i,1 exemplify x /∈
qK′κ,µ¯,θ so b¯i,0, b¯i,1 are as in Definition 2.4 in particular there are b¯
∗ from Mx and ϕ
such that C |= “ϕ[d¯x, c¯x,<i, b¯i,0, b¯∗] ∧ ¬ϕ[d¯x, c¯x,<i, b¯i,1, b¯∗]” and c¯y,i = b¯i,0ˆb¯i,1 and
b¯i,0, b¯i,1 realize the same type over c¯x,<i +Mx which is finitely satisfiable in By,i.
Let A be By,i + b¯
∗ if i /∈ uy and be ∪Iy,i + b¯∗ if i ∈ ux; so A ⊆Mx has cardinality
< κ hence for some ψ = ψ(x¯d¯, c¯x, z¯ψ) and e¯ ∈
ℓg(z¯ψ)(Mx) we have
(∗) ψ(x¯d¯, c¯x, e¯) ∈ tp(d¯x, c¯x ∔Mx) satisfies ψ(x¯d¯, c¯x, e¯) ⊢ tpϕ(d¯x, c¯x ∔A).
Hence
(∗)′ (a) C |= ψ[d¯x, c¯x, e¯]
(b) for every b¯ ⊆ Aℓg(b¯i,ℓ) and for some truth value t we have
C |= (∀x¯d¯)[ψ(x¯d¯, c¯x, e)→ ϕ(x¯d¯, b¯)
t].
Now for ℓ = 0, 1 we know that tp(b¯i,ℓ,Mx + c¯x,<i) is finitely satisfiable in A and
does not depend on ℓ, easy contradiction. 2.15
Observation 2.17. 1) Assume µ0 = κ and cf(κ) > θ + |T |. If x ∈ qK
′
κ,µ¯,θ then
for some full ψ¯ we have n := (x, ψ¯, ∅) ∈ qK⊕κ,µ¯,θ, see 2.11(3A). Moreover there is
n = (x, ψ¯′, ∅) ∈ qK⊗κ,µ¯,θ.
2) If (x, ψ¯, r) ∈ qK⊕µ,µ,θ and the model M is κ-saturated and κ > µ > cf(µ) then
for some ψ¯′ we have (x, ψ¯′, r) ∈ qK⊕
κ,µ+,θ
.
Proof. 1) First, for each ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x there is ψϕ = ψϕ(x¯d¯, x¯c¯, z¯ϕ) illu-
minating (x, ϕ). Why? for every A ⊆ Mx of cardinality < κ by 2.15(4) there
is ψ(x¯d¯, c¯x, e¯) solving (x, ϕ, A). The set Λ of candidates ψ = ψ(x¯d¯, x¯c¯, z¯ϕ) has
cardinality ≤ θ + |T | and if ψ ∈ Λ fails there is a set Aϕ,ψ exemplifying it. As
cf(κ) > θ + |T | the set Aϕ = ∪{Aϕ,ψ : ψ ∈ Λϕ} has cardinality < κ, so there are
ψ and e¯ such that ψ(x¯d¯, c¯x, e¯) solves (x, ϕ, Aϕ), hence it contradicts the choice of
Aϕ,ψ. So ψϕ exists.
17we may use 2.15(3),(4) replacing A ∈ [M ]<µ0 by ∈ [M ]<κ as the definition of qK.
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Renaming the z¯ϕ’s we have 〈ψϕ(x¯d¯, x¯c¯, z¯[θ]) : ϕ ∈ Γ
1
x〉 as required for n :=
(x, ψ¯, ∅) ∈ qK⊕κ,µ¯,θ.
Second, to get the “moreover”, let ϕ¯ = 〈ϕi(x¯d¯, x¯c¯, y¯[θ], z¯i) : i < θ〉 list the
formulas of this form. For i < θ let ui ⊆ θ be finite such that ϕi = ϕi(x¯d¯, x¯c¯, y¯[ui], z¯i)
and without loss of generality we choose the sequence ϕ¯ such that ui ⊆ i. Let
ψi = ψi(x¯d¯, x¯c¯, y¯
∗
i ) be as above for ϕ = ϕi(x¯d¯, x¯c¯; y¯[ui]ˆz¯i), so ℓg(y¯
∗
i ) < ω, let
αi = Σ{ℓg(y¯
∗
j ) : j < i} and let y¯i = 〈yαi+ℓ : ℓ < ℓg(y¯
∗
i )〉 and now let ψ¯
∗ = 〈ψ∗ϕi :
ψi(xd¯, x¯c¯, y¯
∗
i ) : i < θ〉.
Now given A ⊆Mx of cardinality < κ we choose e¯i = 〈eαi+ℓ : ℓ < ℓg(y¯
∗
i )〉 by in-
duction on i < θ such that ψi(x¯d¯, x¯c¯, e¯i) solves (x, A∪{eα : α < αi}, ϕi(x¯d¯, x¯c¯, y¯[ui]ˆz¯i)).
So e¯ ∈ θ(Mx) is well defined and satisfies the requirements.
2) Let ψ¯ = 〈ψϕ : ϕ ∈ Γ1x〉. For ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x let ϑ0,ϕ = ϕ, ϑ1,ϕ = ψϑ0,1
and recalling 2.8(1C) let ϑ2,ϕ = ψϑ1,ϕ. Lastly, ψ¯ := 〈ψϑ2,ϕ : ϕ ∈ Γ
1
x〉 satisfies
(x, ψ¯′, r) ∈ qK⊕
κ,µ+,θ
; compare with the proof of 2.26. 2.17
Note that we shall use 2.17 in 4.11.
§ 2(B). Smoothness and (µ¯, θ)-sets.
We like to show that in some sense there are few decompositions, so toward this
we define smooth ones, show that for a saturated model, the smooth decompositions
are few up to being conjugate and every x ∈ pKκ,µ¯,θ is equivalent to a smooth one
modulo the relevant equivalence relation; this suffices.
Definition 2.18. 1) The decomposition x ∈ pKκ,µ¯,θ is called smooth when : if
κ ∈ ax, see end of 2.6(1), then I+x,κ is an indiscernible sequence over ∪{I
+
x,κ1
: κ1 ∈
ax\{κ}} ∪ Bx = ∪{Ix,i,α : i ∈ ux and α < κi but κx,i 6= κ} ∪ Bx in the sense of
Definitions 1.33(1), 1.39, where
1A) We define
I+x,κ = 〈a¯x,κ,α : α ∈ Iκ,u(x,κ) = Ix,κ〉
for κ ∈ ax := {κx,i : i ∈ ux} where ux,κ = u(x, κ) := {i ∈ ux : κi = κ} and
Iκ,u(x,κ) = (κ × ux,κ, <, Pε)ε∈(u(x,κ)), where < ordered κ × ux,κ lexicographically
(if ux,κ is well ordered we can use κ) where 〈Pε : ε < otp(ux,κ)〉 is a partition to
unbounded subsets, in fact, Pε = κ× {ε} and a¯x,κ,β is a¯x,i,α when β = (α, ε).
2) For x ∈ pKκ,µ,θ and h ∈ Πax let x[h] be defined like x but I¯x is replaced by
I¯x,h = 〈Ix,i,h(κ(x,i)) : i ∈ ux〉 where Ix,i,α = 〈a¯x,i,β : β ∈ [α, κx,i)〉 and I
+
x[h],κ
=
〈ax,i,α : α ∈ [α, κ), i ∈ ux,κ〉.
3) We say b¯1, b¯2 are x-similar when for every n, (∀i0 ∈ ux)(∀
κi(0)α0 < κi)(∀i1 ∈
ux) . . . (∀in−1 ∈ ux)(∀
κi(n−1)αn−1 < κi(n−1))[tp(b¯1,∪{a¯κi(ℓ),αℓ : ℓ < n} ∪ Bx) =
tp(b¯2,∪{a¯κi(ℓ),αℓ : ℓ < n} ∪Bx)], where we stipulate iℓ = i(ℓ).
Definition 2.19. 1) We say the decompositions x,y ∈ pKκ,µ¯,θ are very similar
when :
(a) Mx = My, wx = wy, d¯x = d¯y, vx = vy, ux = uy, c¯x = c¯y (so c¯x,i = c¯y,i for
every i) and18 Bx,i = By,i for i ∈ vx\ux
18We may consider weakening it.
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(b) for i ∈ ux, the indiscernible sequences Ix,i, Iy,i are equivalent, (i.e. have
the same average over Mx, equivalently over C) and
19 κx,i = κy,i.
2) We say x,y ∈ pKκ,µ¯,θ are similar when vx = vy, ux = uy and there is an
elementary mapping g of C witnessing it which means:
(a) g(Bx) = g(By), g(c¯x) = c¯y, g(d¯x) = d¯y and g(Bx,i) = By,i for i ∈ vx\ux
(b) for i ∈ vx\ux, g(c¯x,i) = c¯y,i and the scheme defining tp(c¯x,i,Mx) (equiva-
lently tp(c¯x,i, c¯x,<i +Mx)) is mapped to the scheme defining tp(c¯y,i,My);
so if ιx = 2 this means g(Dx,i) = Dy,i, i.e. g(D
′
x,i) = D
′
y,i, pedantically
g(Dx ∩Defℓg(c¯x,i), Bx,i) = Dy,i ∩Defy,i ∩Defℓg(c¯x,i)(By,i)
(c) g(Ix,i), Iy,i are equivalent indiscernible sequences and κx,i = κy,i for i ∈ ux.
3) Above we say weakly similar when (so possible ax 6= ay) as in part (2) but
for each i ∈ ux we replace the “are equivalent” in clause (c), by the indiscernible
sequences h(Ix,i), Iy,i being neighbors, (see here 1.36(6)) and κx,i = κx,j ⇔ κy,i =
κy,j.
4) If x,y are smooth we say they are smoothly immediately weakly similar when
in part (2) we replace clause (c) by
(c)′ there is a one-to-one function h from ax onto ay such that κx,i = κ ⇒
κy,i = h(κ) and for some one-to-one order preserving function from some
infinite u ⊆ κ into h(κ), we have α ∈ u ∧ κx,i = κ⇒ ax,κx,i,α = ay,κy,i,α.
5) For x,y ∈ pK we say they are essentially similar when there are smooth x¯′,y′ ∈
pKκ,µ,θ which are very similar to x,y respectively and are similar (by the definition
in part (2); note that e.g. Bx,i, By,i for i ∈ vx\ux may be different).
Claim 2.20. Let κ, µ¯ and θ ≥ |T | be as in 2.2 and we let µ′0 be µ0 if cf(µ0) > θ
and µ′0 = µ
+
0 otherwise, similarly for µ
′
2.
1) Being similar, very similar, essentially similar and also weakly similar are equiv-
alence relations.
1A) Being very similar implies being similar which implies being weakly similar
which implies being smoothly immediately weakly similar.
2) For κ-saturated M ≺ C, the number of x ∈ pKκ,µ¯,θ up to weak similarity is
≤ 2<µ
′
0 .
3) For κ-saturated M ≺ C if µ2 = µ
+α
1 and µ > |T | + θ, then the number of
x ∈ pKκ,µ¯,θ up to similarity is ≤ 2
<µ0 + |α|θ.
4) For x,y ∈ pKκ,µ¯,θ we have: x,y are very similar iff x,y are ≤1-equivalent, i.e.
x ≤1 y ≤1 x.
5) If x,y are very similar and b¯1, b¯2 ∈ ζC for some ζ < µ1, then b¯1, b¯2 are x-similar
iff b¯1, b¯2 are y-similar; see Definition 2.19.
Proof. Easy (for essentially similar use 2.21(1) below). 2.20
Claim 2.21. 1) For every x ∈ pKκ,µ¯,θ there is a smooth y ∈ pKκ,µ¯,θ very similar
to x.
2) If x ∈ pKκ,µ,θ and h ∈
∏
ax then x[h] ∈ pKκ,µ¯,θ is very similar to x; see 2.18(2).
3) In part (2), if x is smooth then so is x[h].
4) If x ∈ qKκ,µ¯,θ and y ∈ pKκ,µ¯,θ is very similar to x then y ∈ qKκ,µ¯,θ.
19usually this follows, but not for stable indiscernible sets
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4A) Similarly for qK′κ,µ¯,θ and qK
′′
κ,µ¯,θ .
5) If x ∈ pKκ,µ¯,θ is smooth then for every a¯ ∈
µ0>(Mx) for some h ∈ Πax also
((Mx)[a¯], B¯x, c¯x, d¯x, I¯x,h) ∈ pKκ,µ¯,θ is smooth, even replacing C by C[a¯]; also if a¯ =
(. . . ˆa¯iˆ . . .)i∈v(x)\u(x) where a¯i ∈
ω>(Mx) or just a¯i ∈ µ0>(Mx) for every i ∈ vx\ux
then for some h ∈ Πax the tuple (Mx, 〈Bx,i + a¯i : i ∈ ux〉, c¯x, d¯x, I¯x,h) ∈ pKκ,µ¯,θ is
smooth, see 2.18(2).
6) S<θ
+
(B+x ) has cardinality ≤ |B
+
x |
θ when x ∈ pKκ,µ¯,θ is smooth.
Proof. E.g. for parts (5),(6) use 1.34(1). 2.21
We may formalize how “small” is B+x for smooth x ∈ pKκ,µ¯,θ.
Definition 2.22. We say that f = (B¯, I¯) is a (µ¯, θ)-set or a (µ¯, θ)-smooth set when
µ¯ = (µ2, µ1, µ0) and for some u, v we have:
(a) v is a linear order of cardinality < θ+ and u ⊆ v
(b) B¯ = 〈Bi : i ∈ v\u〉, we let B = ∪{Bi : i ∈ v\u} and each Bi is of cardinality
< µ0; but f = (B, I¯) means i ∈ v\u⇒ Bi = B so in this case |B| < µ0
(c) I¯ = 〈Ii : i ∈ u〉
(d) Ii = 〈a¯i,α : α < κi〉 is an indiscernible sequence of finite tuples, κi ∈
Reg ∩ µ2\µ1
(e) (B, I¯) satisfies the smoothness demand, clause (e) in Definition 2.18 and
a, Iκ, I
+
κ , a¯κ,α (for κ ∈ a, α ∈ I
+
κ ) are defined as there.
Definition 2.23. 1) For f as in 2.22 we let20: µf ,ℓ = µℓ for ℓ = 0, 1, 2, vf = v, uf =
u,Bf ,i = Bi, Bf = ∪{Bf ,i : i ∈ vf\uf}, I¯f = I¯, If ,κ = Iκ, a¯f ,i,α = a¯i,α, af = a = {κi :
i ∈ u}, etc.; for u ⊆ uf let af ,u = {κi : i ∈ u}.
1A) If x ∈ pK is smooth then f = fx is defined by vf = vx, uf = ux, Bf ,i =
Bx,i, If ,j = Ix,j hence a¯f ,i,α = a¯x,i,α for i ∈ vx\ux and j ∈ ux, α < κx,j.
2) For u ⊆ uf let B
+
f ,u = ∪{a¯f ,i,α : α < κi and i ∈ u} ∪ Bf , if we omit u we mean
u = uf .
2A) For v ⊆ vf let B
±
f ,v = ∪{Bf ,i : i ∈ v\uf} ∪
⋃
{a¯f ,i,α : i ∈ v ∩ uf}.
3) We say f is an infinitary (µ¯, θ)-set when ℓg(a¯f ,i,α) is just < θ
+ for every i ∈
uf , α < κf ,i instead of being finite.
4) Let I¯f ,h = 〈If ,i,h(κf,i) : i ∈ uf 〉 = 〈〈a¯f ,i,α : α < κi and i ∈ Dom(h) ⇒ h(κf ,i) ≤
α〉 : i ∈ uf 〉 so h ∈ Πaf . Let B
+
f ,u,h be defined as in part (2) using I¯f ,h. Let
f[h] = (B¯f , I¯f ,h).
5) For g ∈ Πaf let Ff ,u,g = {h : h ∈
∏
i∈u
(κf ,i\g(κf ,i)) and if i < j are from u
and {i1 ∈ u : κi1 = κi} is well ordered and κf ,i = κf ,j then h(i) < h(j)}; also for
h ∈ Ff ,u,g let a¯f ,u,h := 〈a¯f ,i,h(i) : i ∈ u〉.
6) We say that f is essentially well ordered when for each κ the set {i ∈ uf : κf ,i = κ}
is well ordered by ≤v; compare with Definition 2.6(11).
Claim 2.24. 1) If f is a (µ¯, θ)-set, |B+f | ≥ 2 for simplicity and ε < θ
+ then Sε(B+f )
has cardinality ≤ |B+f |
θ.
20This is an abuse of our notation as f does not determine µℓ in Definition 2.22, pedantically
we can expand f to have this information.
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1A) If m < ω and ∆ ⊆ L(τT ) is finite, then for some k we have |Sm∆(B
+
f )| ≤ |B
+
f |
k
whenever f is a (µ¯, θ)-set, uf is finite.
2) If x ∈ pKκ,µ¯,θ is smooth then (B¯x, I¯x) is a (µ¯, θ)-set.
3) If f is an essentially well ordered (µ¯, θ)-set and e¯ ∈ µ1>C then for some h ∈ Πaf
for some type q we have: g ∈
∏
i∈uf
κf ,i ∧
∧
i∈uf
h(κi) ≤ g(i) ∧
∧
κi=κj ,i<vj
g(i) ≤ g(j)⇒
tp((. . . ˆa¯f ,i,g(α)ˆ . . .), Bf + e¯) = q.
4) If f = (Bf , I¯) is a (µ¯, θ)-set and C ⊆ C has cardinality < µ0 then (Bf + C, I¯f ,h)
is a (µ¯, θ)-set for some h ∈ Πaf .
5) If x ∈ pKκ,µ¯,θ is smooth then fx is a (µ¯, θ)-set, see Definition 2.23(1A).
Proof. E.g. part (1) by 1.34(4) using {(κ, α) : κ ∈ af and α < κ} ordered lexi-
cographically; part (4) by 1.34(1) as in 2.21(6), for part (3) recall the smoothness
demand. 2.24
§ 2(C). Measuring non-solvability and reducts.
The following is needed in §4, §5, it measures how far solutions are missing.
Definition 2.25. 1) For x ∈ pKκ,µ¯,θ let ntr(x), the non-transitivity of x be the
minimal cardinal λ such that for some A ⊆ Mx of cardinality λ for no e¯ ∈ θ(Mx)
do we have tp(d¯x, c¯x + e¯) ⊢ tp(d¯x, c¯x +A).
2) For x ∈ pKκ,µ¯,θ let ntrlc(x) be the minimal cardinal λ such that for some
ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x, we have ntrϕ(x) = λ, see below.
3) For ϕ ∈ Γ1ϕ, let ntrϕ(x) be the minimal λ such that no ψ does λ
+-illuminates
(x, ϕ), i.e. there is A ⊆ Mx of cardinality λ such that for no ψ(x¯d¯, c¯x, e¯) ∈
tp(d¯x, c¯x ∔Mx) do we have ψ(x¯d¯, c¯x, d¯) ⊢ tpϕ(d¯x, c¯x ∔A).
4) Let ntrϕ,ψ(x) be defined naturally.
5) We say that ψ¯ does λ-illuminate x ∈ pKκ,µ¯,θ when Γψ¯ = Γ
1
x and for every
A ⊆Mx of cardinality < λ, some e¯ ∈ θ(Mx) solves (x, ψ¯, A), (see 2.8(1),(3A)).
6) We say ψ¯ does λ-illuminate (x,Γ) or ψ¯ illuminate (x, λ,Γ) when Γ ⊆ Γ1x, ψ¯ =
〈ψϕ : ϕ ∈ Γ〉 and for every A ⊆ Mx of cardinality < λ for some e¯ ∈ θ(Mx) the
sequence e¯ solves (x, ψ¯, A).
7) Similarly when Γψ¯ ⊆ Γ
3
x.
As in 2.17.
Observation 2.26. 1) If x ∈ pKκ,µ¯,θ and λ = ntr(x) > θ(≥ |T |) then ntr(x) is a
regular cardinal.
2) If x ∈ pKκ,µ¯,θ and λ = ntrlc(x) is singular then cf(λ) ≤ θ + |T |.
3) If θ < cf(λ) ≤ λ ≤ ntr(x) then some ψ¯ = 〈ψϕ : ϕ ∈ Γ
1
x〉 does λ-illuminate x.
Proof. 1) Why is λ regular? If λ > cf(λ), let A ⊆ Mx exemplify the choice of λ,
let 〈Aα : α < cf(λ)〉 be ⊆-increasing, each Aα being of cardinality < λ such that
A = ∪{Aα : α < λ}. For each α < λ by the choice of λ there is e¯α ∈
θ(Mx) such
that tp(d¯x, c¯x + e¯α) ⊢ tp(d¯x, c¯x +Aα).
Let A∗ = ∪{e¯α : α < cf(λ)} so |A∗| ≤ θ + cf(λ) < λ hence for some e¯ ∈ θ(Mx)
we have tp(d¯x, c¯x + e¯) ⊢ tp(d¯x, c¯x +A∗). Clearly e¯ contradicts the choice of A.
2) Similarly (as in 2.17(2)), changing the ψϕ’s.
3) Similarly, as in the proof of 2.17. 2.25
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Definition 2.27. 1) If τ ⊆ τT and x ∈ pKκ,µ¯,θ let x↾τ be defined like x but C is
replaced by C↾τ and Mx is replaced by Mx↾τ .
2) If x ∈ pKκ,µ¯,θ and v ⊆ vx, w ⊆ wx then y = x↾(v, w) is defined by My =
Mx, wy = w, d¯y = d¯x↾w, vy = v, c¯y = c¯x↾v, uy = ux ∩ v,By,i = Bx,i for i ∈ vy\uy
and Iy,i = Ix,i for i ∈ uy.
Observation 2.28. Membership in pKκ,µ¯,θ is preserved under reducts, i.e. if τ ⊆
τ(T ) then x↾τ ∈ pKκ,µ¯,θ[C↾τ ]; also and x↾(v, w) ∈ pKκ,µ¯,θ in the cases above. Also
smoothness, “very similar”, etc. are preserved.
Proof. Straightforward. 2.28
Claim 2.29. 1) If x ∈ pKκ,µ¯,θ and ιx = 2 then tp(c¯x,Mx) is finitely satisfi-
able in B+x hence for some ultrafilter Dx on Defℓg(c¯x)(B
+
x ), we have tp(c¯x,M
+
x ) =
Av(Dx,Mx) in fact Dx is unique.
2) If x ∈ pKκ,µ¯,θ and ιx = 0 then tp(c¯x,Mx) does not split over B
+
x .
3) If x ∈ pKκ,µ¯,θ and ιx = 1 then tp(c¯x,Mx) does not locally split over B
+
x .
Proof. Straightforward. 2.29
We can elaborate 2.29(1)
Definition 2.30. 1) Let Dℓ be an ultrafilter on Defε(Aℓ) for ℓ = 1, 2. We say
D1, D2 are equivalent when Av(D1, C) = Av(D2, C) for every set C ⊆ C.
2) We say an ultrafilter D on Defε(A) is (µ¯, θ)-smooth when
ε(B+f ) ∈ D for some
(µ¯, θ)-set f .
Definition 2.31. 1) For x ∈ pK such that ιx = 2 let Dx be the following ultrafilter:
(a) Dx is an ultrafilter on Cx = {〈c¯′i : i ∈ vx〉 : c¯
′
i ∈
ℓg(c¯i)(Bi) if i ∈ vx\ux} and
c¯′i ∈ {a¯x,i,α : α < κx,i} if i ∈ ux}
(b) {c¯′ ∈ Cx : C |= ϕ(c¯′, b¯]} ∈ Av(D,C) iff letting ϕ depend just on (x¯c¯i(0) , . . . , x¯c¯i(n−1)), i(0) >
i(1) > . . . > i(n − 1) and the formula ϕ(x¯c¯i(0) , . . . , x¯c¯i(n−1) , b¯) belongs to
Av(Dx,i(0) ×Dx,i(1) × . . .×Dx,i(n−1), b¯).
2) Above Dx,i is the natural ultrafilter.
Definition 2.32. For a (µ¯, θ)-set f , set v and A ⊆ C of cardinality < µ1, we define
an equivalence relation E v∆,A on S
v
∆(A + B
+
f ,un
) as follows: (if ∆ = L(τT ) we may
omit ∆)
tp∆(b¯1, A + B
+
f ,un
)E v∆tp∆(b¯2, A + B
+
f ,un
) iff (ℓg(b¯1) = v = ℓg(b2) and) for some
h ∈ Πaf , the types tp∆(b¯2, A+B
+
f ,un,h
), tp∆(b¯2, A+B
+
f ,h) are equal.
Observation 2.33. 1) On SvA,f ,h := {tp(e¯↾v,A + B
+
f ,u,h) : (Bf ,un + e¯, I¯f ,h) is a
(µ¯, θ)-set} the equivalence relation E vA is the equality.
2) For x ∈ pKκ,µ¯,θ such that (∀α < κ)(|α|
θ < κ) and (∀µ < µ0)(2µ < κ) and
µ2 = κ letting f = fx see Definition 2.20(1A) and n < ω and A ⊆Mx of cardinality
< µ0 the equivalence relation E
n
∆,A has < κ equivalence classes.
Proof. Straightforward. 2.33
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§ 3. Strong analysis
In §2 we have dealt with pK and qK, here we use tK and vK. Now tK is
the “really analyzed” case, one essentially with “d¯x universally solve itself” so it
is a central notion here. But we have problems in proving its density in enough
cases (i.e. cardinals), so we use also a relative vK, weak enough for the density
proof, strong enough for the main desired consequence. We do not forget tK as
it is more transparent and says more. We give some consequences of x ∈ tKκ,µ¯,θ
or x ∈ vKκ,µ¯,θ. First, M[x] = M[B+x +c¯x+d¯x] is (Dx, κ)- sequence-homogenous (see
0.14(1); so pcf, see [Sh:g] appears naturally when we try to analyze Dx but this
is not really used here). This implies uniqueness, so indirectly few types up to
conjugacy; this will solve the recounting problems from §(1A) but only when we
shall prove density of tK or vK in (pKκ,µ¯,θ,≤1). We give sufficient condition for
existence, using existence of universal solutions and prove it for κ weakly compact
when ‖Mx‖ = κ. We end with criterions for indiscernibility related to tK.
Note that tK is better than qK, but the relevant density result is for ≤1 rather
than ≤2, i.e. you may say that we add more variables to the type analyzed.
§ 3(A). Introducing rK, tK, vK.
So a central definition is
Definition 3.1. Let tKλ,κ,µ¯,θ be the class of x ∈ pKλ,κ,µ¯,θ such that: for every A ⊆
Mx of cardinality < κ there is (c¯∗, d¯∗) which strongly solves (x, A) which means:
c¯∗ˆd¯∗ is from Mx and it realizes tp(c¯xˆd¯x, A), of course ℓg(c¯∗) = ℓg(c¯x), ℓg(d¯∗) =
ℓg(d¯x) and tp(d¯x, c¯x + d¯∗ + c¯∗) ⊢ tp(d¯x, c¯x + d¯∗ + c¯∗ +A) by some ψ¯.
Remark 3.2. 1) For ≤1-increasing chains in tKκ,µ¯,θ the union is naturally defined
(essentially see in 2.13(2)) but it is not a priori clear it belongs to tKκ,µ¯,θ, i.e. if
〈xα : α < δ〉 is ≤1-increasing in tKκ,µ¯,θ and δ < θ+ then does the union belongs to
tKκ,µ¯,θ?
2) To have enough cases when this holds we define a relative of pK which carries
more information.
3) Note that below
(a) rK, tK, uK, vK are subsets of pK
(b) rK⊕, tK⊕, vK⊕, vK⊙ has the form (x, ψ¯, r) with ψϕ’s only for some ϕ ∈ Γ2x
(c) sK⊕, uK⊗, uK⊗ are similar but with ψϕ’s only for (some) ϕ ∈ Γ3x
(d) the vK’s and uK’s use so-called duplicates (defined below)
(e) uKκ,µ¯,θ is a parallel of qKκ,µ¯,θ when we allow duplication, see 2.11(1),
3.6(3c).
Definition 3.3. 1) Let rK⊕λ,κ,µ¯,θ be the class of triples n = (x, ψ¯, r) such that
(a) x ∈ pKλ,κ,µ¯,θ
(b) r is a type in the variables x¯d¯ˆx¯c¯ˆx¯
′
d¯
ˆx¯′c¯, over ∅ if not said otherwise
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(c) ψ¯ = 〈ψϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯) : ϕ ∈ Γ
2
ψ¯
〉 recalling21 2.11(0)(A)
(d) Γψ¯ = Γ
2
ψ¯
⊆ Γ2x := {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯) ∈ L(τT )}
(e) ψϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯) ∈ r for every ϕ ∈ Γ
2
ψ¯
(f) if A ⊆Mx has cardinality < κ then some (c¯′, d¯′) solves (x, ψ¯, r, A) or solves
(n, A); we may write c¯′ˆd¯′ instead (c¯′, d¯′); which means:
(α) c¯′ˆd¯′ is from Mx and realizes tp(c¯xˆd¯x, A)
(β) c¯xˆd¯xˆc¯
′ˆd¯′ realizes r, of course, ℓg(c¯′) = ℓg(c¯x), ℓg(d¯
′) = ℓg(d¯x)
(γ) if ϕ ∈ Γ2x then ψϕ(x¯d¯, c¯x, d¯
′, c¯′) ⊢ tpϕ(d¯x, c¯xˆd¯
′ˆc¯′∔A) recalling the lat-
ter means {ϕ(x¯d¯, c¯x, d¯
′, c¯′, b¯) : b¯ ∈ ℓg(y¯ϕ)A and C |= ϕ(d¯x, c¯x, d¯′, c¯′, b¯)}.
2) Let sK⊕λ,κ,µ¯,θ be the class of tuples m = (x, ψ¯, r) such that:
(a) x ∈ pKλ,κ,µ¯,θ
(b) r is a type in the variables x¯c¯ˆx¯d¯ˆy¯[θ], over ∅ if not said otherwise
(c) ψ¯ = 〈ψϕ(x¯d¯, x¯c¯, y¯[θ]) : ϕ ∈ Γ
3
ψ¯
〉
where recalling 2.11(1B)
(d) Γψ¯ = Γ
3
ψ¯
⊆ Γ3x = {ϕ : ϕ = ϕ(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ L(τT )}
(e) ψϕ(x¯d¯, x¯c¯, y¯[θ]) ∈ r for every ϕ ∈ Γ
3
ψ¯
(f) if A ⊆ Mx has cardinality < κ then some e¯ solves (x, ψ¯, r, A) or solves
(m, A) which means:
(α) c¯ˆd¯ˆe¯ realizes r
(β) ψϕ(x¯d¯, c¯x, e¯) ⊢ tpϕ(d¯x, c¯xˆe¯∔A) for every ϕ ∈ Γ
3
ϕ¯.
3) We define “very similar/similar/weakly similar” on rK⊕ and sK⊕ naturally, (and
they are equivalence relations).
Remark 3.4. 1) So arbitrary b¯ ⊆ Rang(c¯x) is not allowed in clauses (f)(γ) of
3.3(1) and (f)(β) of 3.3(2). The reason is in the proof of 2.15(3),(4), i.e. [Sh:900,
2.10,2.11]. We can partially allow it, see 2.15(4), the “moreover”, but not needed
now.
2) Note that for singular µ2 we get a better result for free (as in the case κ = µ
+, µ
strong limit singular of cofinality > θ is easier, see 2.17(2) and the proof of 4.11.
3) In Definition 3.6 below note that vK is a weak form of tK and uK a weak form
of qK.
Discussion 3.5. Concerning Definition 3.1, 3.3 and 3.6 below:
0) For the vK’s, uK’s instead of dealing with some ϕ ∈ Γ2x/Γ
3
x allows us to deal
with a so called duplicate.
1) Note that tK⊕, rK⊕, vK⊕, vK⊙ deals with Γ2x while sK
⊕, uK⊕, uK⊗ deals with
Γ3x.
2) Note that uK⊗, vK⊙ have the witness w¯ as part of the m while uK⊕, vK⊕ do
not.
3) tK, uK⊕, uK⊗, vK⊕, vK⊙ deal with all formulas unlike rK⊕, sK⊕.
4) vK, uK is the projection of vK⊕, uK⊕ respectively to pK.
21but we may allow one ϕ to appear more than once
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5) What is the point of vK⊕λ,κ,µ¯,θ? We do not deal with every ϕ = ϕ0 ∈ Γ
2
x, we
“translate” the problem of ϕ0 to a “duplicate” ϕ2 similar enough which is in Γ
2
ψ¯
.
6) We can formulate 3.6(3A)(d), more like 3.6(3C)(α).
7) rK is intended as a step toward tK (or vK).
8) Note uK/uK⊙/uK⊕/uK⊗ relate like qK/qK⊙/qK⊕/qK⊗.
9) tK⊕ is parallel to vK⊙ just as it is parallel to vK⊕.
10) Note that vK is defined as the projection of vK⊕ whereas tK is only provably
the projection of tK⊕ when cf(κ) > 2θ.
11) So vK⊕/vK⊙ is not parallel to uK⊕/uK⊗ but the latter is parallel to qK⊕/qK⊗.
Definition 3.6. 1) In 3.1, 3.3 we adopt the conventions of 2.6(2) concerning the
cardinals.
1A) If m belongs to rK⊕, let m = (xm, ψ¯m, rm) = (x[m], ψ¯[m], r[m]) and Mm =
Mx[m], etc. and Γ
2
m = Γ
2
x[m], this may well be 6= Γ
2
ψ¯[m]
, see 3.3(1)(d).
2) We define a two-place relation ≤1 on rK
⊕
κ,µ¯,θ : (x1, ψ¯1, r1) ≤1 (x2, ψ¯2, r2) when
x1 ≤1 x2 (in pKκ,µ¯,θ), ψ¯1 = ψ¯2↾Γ
2
ψ¯1
(but dummy variables may be added) and
r1 ⊆ r2.
2A) Similarly for sK⊕κ,µ¯,θ.
3) Let tK⊕λ,κ,µ¯,θ be the class of (x, ψ¯, r) ∈ rK
⊕
λ,κ,µ¯,θ such that Γ
2
ψ¯
= Γ2x and r is a
complete type, over ∅ if not said otherwise.
3A) Let vK⊕λ,κ,µ¯,θ be the class of m = (x, ψ¯, r) ∈ rK
⊕
λ,κ,µ¯,θ such that: for every
ϕ ∈ Γ2x there is an (m, ϕ)-duplicate w = (η0, ν0, η1, ν1, η2, ν2, η3, ν3, ϕ0, ϕ1, ϕ2)
which means22
(a) ϕ = ϕ0 = ϕ0(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯) ∈ Γ
2
x (as in Definition 2.11(0)(A), 3.3(1)(d))
(b) η0, η1, η2, η3 ∈ ω>ℓg(d¯x) and ℓg(η0) = ℓg(η1), ℓg(η2) = ℓg(η3)
(c) ν0, ν1, ν2, ν3 ∈ ω>ℓg(c¯x) and ℓg(ν0) = ℓg(ν1), ℓg(ν2) = ℓg(ν3)
(d) ϕ1 = ϕ1(x¯d¯,η1 , x¯c¯,ν1 , x¯
′
d¯,η3
, x¯′c¯,ν3 , y¯) ≡ ϕ0
(e) ϕ1(x¯d¯,η0 , x¯c¯,ν0 , x¯
′
d¯,η2
, x¯′c¯,ν2 , y¯) ≡ ϕ2 = ϕ2(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯) ∈ Γ
2
x
(g) C |= ϕ1[d¯x,η0 , c¯x,ν0 , d¯η2 , c¯ν2 , b¯] ≡ ϕ1[d¯x,η1 , c¯x,ν1 , d¯η3 , c¯η3 , b¯] for every b¯ ∈
ℓg(y¯)(Mx)
(h) ϕ2 ∈ Γ2ψ¯.
3B) For x ∈ pKκ,µ¯,θ we say Γ is x− vK-large where Γ ⊆ Γ
2
x when for every ϕ ∈ Γ
2
x
there is w satisfying clause (a)-(g) of part (3A) and ϕ2 ∈ Γ.
3C) Let uKλ,κ,µ¯,θ be the class of x ∈ pKλ,κ,µ¯,θ such that: for every ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x
there is a weak (x, ϕ)-duplicate w = (η0, ν0, η1, ν1, ϕ0, ϕ1, ϕ2) meaning ϕ0 = ϕ
and23:
(a) (η1, ν1) = supp(ϕ), (see 2.10(4)), i.e. η1, ν1 list w, v respectively for some
(w, v) ∈ supp(ϕ)
(b) η0, η1 ∈ ω>ℓg(d¯x) and ℓg(η0) = ℓg(η1)
(c) ν0, ν1 ∈
ω>ℓg(c¯x) and ℓg(ν0) = ℓg(ν1)
22may use a d¯η↾u, x¯d¯η↾u = x¯u instead of d¯η , x¯d¯,η ; as we may omit x¯
′
c¯, no real change, in
particular for normal x it is the same
23We may demand ν1 = ν0; it seems there is no serious diference.
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(d) ϕ1 = ϕ1(x¯d¯,η1 , x¯c¯,ν1 , y¯) ≡ ϕ0 = ϕ0(xd¯, x¯c¯, y¯) ∈ Γ
1
x
(e) ϕ1(x¯d¯,η0 , x¯c¯,ν0 , y¯) ≡ ϕ2 = ϕ2(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x
(f) C |= “ϕ1[d¯x,η0 , c¯x,ν0 , b¯] ≡ ϕ2[d¯x,η1 , c¯x,ν1 , b¯]” for every b¯ ∈
ℓg(y¯)(Mx)
(g) some ψ illuminates (x, ϕ2).
3D) For x ∈ pKκ,µ¯,θ, we say Γ ⊆ Γ
1
x is x − uK-large when for every ϕ ∈ Γ
1
x there
is a weak (x, ϕ)-duplicate w, see part (3C).
3E) Let vKλ,κ,µ¯,θ be the class of x ∈ pKλ,κ,µ¯,θ such that for every A ⊆ Mx of
cardinality < κ we can find ψ¯ and (c¯′, d¯′) such that:
(α) as in 3.3(1)(f)
(β) if ϕ ∈ Γ2
ψ¯
then ψϕ(x¯d¯, c¯x, d¯
′, c¯′) ⊢ tpϕ(d¯x, c¯xˆd¯
′ˆc¯′ ∔A)
(γ) Γ2
ψ¯
is x− vK large, see part (3B).
3F) We define uK⊕λ,κ,µ¯,θ as the class of triples n = (x, ψ¯, r) ∈ sK
⊕
λ,κ,µ¯,θ such that
Γ3
ψ¯
⊆ Γ1x is x − uK-large. We define vK
⊕
λ,κ,µ¯,θ as the class of n = (x, ψ¯, r) which
belongs to rK⊕λ,κ,µ¯,θ and Γ
2
ψ¯
⊆ Γ2x is x− vK-large.
3G) We define uK⊗κ,µ¯,θ as the class of n = (x, ψ¯, r, w¯) such that (x, ψ¯, r) ∈ sK
⊕
κ,µ¯,θ
so Γ3
ψ¯
⊆ Γ3x, ψ¯ = 〈ψϕ(x¯d¯, x¯c¯, y¯[θ]) : ϕ = ϕ(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ Γ
3
ψ¯
〉, w¯ = 〈wϕ : ϕ ∈ Γ3x〉
recalling 2.11(0)(B) and: for every ϕ = ϕ(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ Γ
3
x, wϕ is a witness of
the form (η0, ν0, η1, ν1, ϕ0, ϕ1, ϕ2) (see below) and for every A ⊆Mx of cardinality
< µ2 there is a solution e¯, i.e. e¯ solves (n, A) which means: e¯ ∈ θ(Mx) solves
(x, ψ¯, r) recalling 3.3(2)(f) and for every ϕ ∈ Γ3x the witness wϕ satisfies:
(a) (η1, ν1) = supp(ϕ(x¯d¯, x¯c¯; y¯[θ], z¯))
(b) η0, η1 ∈ ω>ℓg(d¯x) and ℓg(η0) = ℓg(η1)
(c) ν0, ν1 ∈ ω>ℓg(c¯x) and ℓg(ν0) = ℓg(ν1)
(d) ϕ2 = ϕ2(x¯d¯,η1 , x¯c¯,ν0 , y¯[θ], z¯) ≡ ϕ0 = ϕ(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ Γ
3
x
(e) ϕ2(x¯d¯,η0 , x¯c¯,ν0 , y¯[θ], z¯) ≡ ϕ2 = ϕ2(x¯d¯, x¯c¯, y¯[θ], z¯) ∈ Γ
3
x
(f) C |= “ϕ1[d¯x,η0 , c¯x,ν0 , e¯, b¯] ≡ ϕ2[d¯x,η1 , c¯x,ν2 , e¯, b¯]” for every b¯ ∈
ℓg(z¯)A
(g) ϕ2 ∈ Γ3ψ¯.
4) Let ≤+1 be the following two-place relation on rK
⊕:
(x1, ψ¯1, r1) ≤
+
1 (x2, ψ¯2, r2) iff (x1, ψ¯1, r1) ≤1 (x1, ψ¯2, r2) and Γ
2
x1
⊆ Γ2
ψ¯2
.
4A) Let ≤⊙1 be the following two-place relation on rK
⊕:
m ≤⊙1 n iff m ≤1 n and if ϕ = ϕ(xd¯[m], x¯c¯[m], x¯
′
d¯[m]
, x¯′c¯[m], y¯) ∈ Γ
2
x[m] then some
w is an (n, ϕ)-duplicate, see part (3A).
4B) We define ≤+1,∆, <
⊙
1,∆ similarly where ∆ ⊆ Γ
2
x1
and we demand to deal only
with ϕ ∈ ∆.
4C) We define vK⊗λ,κ,µ¯,θ as the class of n = (x, ψ¯, r, w¯) such that:
(a) (x, ψ¯, r) ∈ vK⊕λ,κ,µ¯,θ
(b) w¯ = 〈wϕ : ϕ ∈ Γ2x〉
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(c) for ϕ = ϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯) ∈ Γ
2
x we have
24 wϕ is a
25 ((x, ψ¯, r), ϕ)-duplicate,
see part (3A).
5) If 〈mε : ε < δ〉 is ≤1-increasing in rK
⊕ then we let mδ := ∪{mε : ε < δ} be
naturally defined (uniquely up to “very similar”) but it is not clear thatmδ ∈ rK
⊕,
the problem is with 3.3(1)(f). Similarly in the other cases.
6) We define reducts, m↾τ for τ ⊆ τ(T ) naturally.
Note
Observation 3.7. Let κ > θ and µ¯ be as in Definition 2.2.
1) If ιx = 2 and x ∈ qKκ,µ¯,θ and Rang(d¯x) * Mx then tp(d¯x, c¯x + B
+
x ) is not
realized in Mx, moreover if d
′ ∈ Rang(d¯x)\Mx then tp(d′, B+x + c¯x) is not realized
in Mx.
1A) In part (1), even if ιx 6= 2, it suffices to assume “x ∈ qK
′
κ,µ¯,θ and d
′ ∈
Rang(d¯x)\Mx.
2) x ∈ tKλ,κ,µ¯,θ ⇒ x ∈ qKλ,κ,µ¯,θ and tKλ,κ,µ¯,θ ⊆ uKλ,κ,µ¯,θ and tK
⊕
λ,κ,µ¯,θ ⊆
vK⊕λ,κ,µ¯,θ ⊆ vK
⊗
λ,κ,µ¯,θ.
3) For every κ-saturated M there is x ∈ tKλ,κ,µ¯,θ with Mx = M, d¯x = 〈〉 = c¯x
hence wx = ∅ = vx, Bx = ∅.
4) Assume cf(κ) > 2θ+|T |. Then x ∈ tKλ,κ,µ¯,θ iff for some ψ¯, r we have (x, ψ¯, r) ∈
tK⊕λ,κ,µ¯,θ with r a complete type over ∅.
4A) Similarly for vKλ,κ,µ¯,θ, vK
⊕
λ,κ,µ¯,θ.
4B) If m = (x, ψ¯, r) ∈ vK⊕λ,κ,µ¯,θ then for some w we have (x, ψ¯, r,w) ∈ vK
⊙
λ,κ,µ¯,θ.
5) If m ∈ tK⊕λ,κ,µ¯,θ then xm ∈ tKλ,κ,µ¯,θ.
5A) m ∈ vK⊕κ,µ¯,θ then xm ∈ vKκ,µ,θ.
6) If x ∈ tKλ,κ,µ¯,θ and y is defined like x replacing d¯x by d¯xˆc¯x then y ∈ tKλ,κ,µ¯,θ
and is normal. Similarly for vKλ,κ,µ¯,θ, uKλ,κ,µ¯,θ.
Proof. 1) It is enough to prove the “moreover”. Let d′′ ∈Mx realize tp(d
′, B+x + c¯x),
let t∗ /∈ vx, v′ = v + {t∗} and c¯′′ = c¯xˆ〈c¯′′t∗〉, where c¯
′′
t∗
= 〈d′′〉 and let y be like x
replacing c¯x by c¯
′′, vx by v
′ and letting By,t∗ = {d
′′}. Clearly tp(〈d′′〉, c¯x +Mx) is
satisfiable in By,t∗ hence by 2.15(5) does not ιx-split over it.
So x ≤1 y and clearly y is active in t∗, hence “x /∈ qK
′
κ,µ¯,θ”, see Definition
2.11(1). Now if ιx = 2 by claim 2.15(5) we have x /∈ qKκ,µ¯,θ.
1A) By the proof of part (1).
2) For the first statement recall (from Definition 3.1) that a consequence of x ∈
tKλ,κ,µ¯,θ is the existence of solutions, but this consequence for x ∈ pKλ,κ,µ¯,θ implies
x ∈ qKλ,κ,µ¯,θ by Definition 2.11(2) so indeed x ∈ tKλ,κ,µ¯,θ ⇒ x ∈ qKλ,κ,µ¯,θ. Also
for the other statements see the definitions.
3) Obvious (and see 2.13(5)).
4),4A),4B),5), 5A) Easy. Read the definitions for ⇐ and immitate 2.17 for ⇒.
6) Straight (as in 2.13(3)). 3.7
Observation 3.8. 0) If m ∈ rK⊕κ,µ¯,θ then m ∈ tK
⊕
κ,µ¯,θ ⇔ m ≤
+
1 m and m ∈
vK⊕κ,µ¯,θ ⇔m ≤
⊙
1 m.
24may use u(ϕ, u0) but this can be absorbed as we consider u1 = {0} for ϕ = (xd0 = xd0)
25we may restrict ourselves to normal x (and m) and then demand v1 = w1 ∩ ℓg(c¯x)
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1) ≤+1 partially ordered rK
⊕
κ,µ¯,θ except that possibly ¬(m ≤
+
1 m).
1A) Similarly ≤⊙1 .
2) Also on rK⊕κ,µ¯,θ we have ≤
+
1 ⊆≤
⊙
1 ⊆≤1 and m1 ≤1 m2 ≤
+
1 m3 ≤1 m4 implies
m1 ≤
+
1 m4 and m1 ≤1 m2 ≤
⊙
1 m3 ≤1 m4 implies m1 ≤
⊙
1 m4.
3) If x ∈ pKκ,µ¯,θ then (x, 〈〉, ∅) ∈ rK
⊕
κ,µ¯,θ.
4) If m = (x, ψ¯, r) ∈ rK⊕κ,µ¯,θ and x,y ∈ pKκ,µ¯,θ are very similar then n :=
(y, ψ¯, r) ∈ rK⊕κ,µ¯,θ andm ∈ tK
⊕
κ,µ¯,θ ⇔ n ∈ tK
⊕
κ,µ¯,θ andm ∈ vK
⊕
κ,µ¯,θ ⇔ n ∈ vK
⊕
κ,µ,θ.
Observation 3.9. 1) If x,y ∈ pKκ,µ¯,θ are very similar then x ∈ qKκ,µ¯,θ iff
y ∈ qKκ,µ¯,θ.
2) Similarly for qK′κ,µ¯,θ, rK
⊕
κ,µ¯,θ, tK
⊕
κ,µ¯,θ, vK
⊕
κ,µ¯,θ, uKκ,µ¯,θ and uK
⊕
κ,µ¯,θ. E.g., for
such x,y: for any ψ¯, r we have (x, ψ¯, r) ∈ rK⊕κ,µ¯,θ iff (y, ψ¯, r) ∈ rK
⊕
κ,µ¯,θ.
§ 3(B). Sequence homogeneity and indiscernibles.
We now try to prove that decompositions from tK and vK are “good” and
“helpful”. We prove for x ∈ tKκ,µ¯,θ that M[x] = M[B+x +c¯x+d¯x] defined in 2.6(6), is
κ-sequence-homogeneous, see 0.11, this is nice, and help to prove that there are few
types up to conjugacy because if M,N are (D, κ)-sequence homogeneous models of
cardinality κ then they are isomorphic.
Theorem 3.10. The sequence homogeneous Theorem 1) If x ∈ tKκ,µ¯,θ then M[x]
is a κ-sequence-homogeneous model for the finite diagram which we call Dx; see
Definition 0.14(1), 2.6(6).
1A) Similarly for x ∈ vKκ,µ¯,θ.
2) Moreover, if (x, ψ¯, r) ∈ tK⊕κ,µ¯,θ or just (x, ψ¯, r, w¯) ∈ vK
⊗
κ,µ¯,θ,x is smooth and r
is a complete type then Dx depends just on T, ψ¯, r, w¯, B
+
x , 〈Dx,i : i ∈ vx\ux〉 and
tp(d¯xˆc¯x, B
+
x ). That is, if mℓ = (xℓ, ψ¯, r, w¯) ∈ vK
⊗
κ,µ,θ for ℓ = 1, 2 and x1,x2 are
smooth and similar as witnessed by g, see Definition 2.19(2) then g maps Dx1 onto
Dx2 .
Remark 3.11. We use a little less than the requirements in the definitions of
tKκ,µ¯,θ, vKκ,µ¯,θ; see the proof, i.e. in (∗)1 below there is ψ(x¯d¯, c¯, d¯∗) ∈ tp(d¯, c¯ˆd¯∗)
such that ψ(x¯d¯, c¯ˆd¯∗) ⊢ ϕ(x¯d¯, c¯, b¯, a1) but ψ may depend on b1, a1.
Proof. 1) Let B = B+x and as usual let c¯ = c¯x, d¯ = d¯x. So it suffices to prove that
M+ := M[x] = M[B+c¯+d¯] is a κ-sequence-homogeneous model.
Let f be an elementary mapping from A1 ⊆M+ onto A2 ⊆M+ in the sense of
M+ and |A1| < κ and b1 ∈M and we should find such g ⊇ f for which b1 ∈ Dom(g),
this suffices. Let A = B+A1+A2+b1. Let f0 = f, f1 = f∪idB and f2 = f1∪idc¯+d¯.
By the definition of M+ the mappings f1, f2 are elementary (in the sense of C, the
default value). As A ⊆M has cardinality < κ, recalling x ∈ tKκ,µ¯,θ there is c¯∗ˆd¯∗
in Mx realizing tp(c¯ˆd¯, A) such that:
⊙0 tp(d¯, c¯+ d¯∗ + c¯∗) ⊢ tp(d¯, c¯+ d¯∗ + c¯∗ +A).
But actually we need just
⊙′0 tp(d¯, c¯+ d¯∗ + c¯∗) ⊢ tp(d¯, c¯+A).
48 SAHARON SHELAH
By the choice of (c¯∗, d¯∗), clearly the following function h is elementary for C:
⊙′′0 Dom(h) = A+ c¯+ d¯ and h↾A is the identity, h(c¯ˆd¯) = c¯∗ˆd¯∗.
Let f ′2 = f1 ∪ idc¯∗+d¯∗ , so f
′
2 = h ◦ f2 ◦ h
−1 but h and f2 are elementary so f
′
2 is
elementary too. Clearly Dom(f ′2) = Dom(f1) + c¯∗ + d¯∗ = B + A1 + c¯∗ + d¯∗ ⊆ Mx
and Rang(f ′2) = Rang(f1) + c¯∗ + d¯∗ = B + A2 + c¯∗ + d¯∗ ⊆ M∗. Hence there is an
elementary mapping g1 such that g1 ⊇ f ′2 and Dom(g1) = B + A1 + c¯∗ + d¯∗ + b1
and without loss of generality b2 := g1(b1) belongs to Mx recalling Rang(f
′
2) ⊆Mx
and Mx is κ-saturated.
Let g2 = g1 ∪ idc¯, next:
⊙1 (a) g2 is an elementary mapping
(b) g2 is with domain B +A1 + c¯∗ + d¯∗ + b1 + c¯.
[Why? Clause (a) as tp(c¯,Mx) does not split over B and g2 ⊇ g1 ⊇ f ′2 ⊇ f1 ⊇ idB.
Clause (b) holds as Dom(g2) = Dom(g1) ∪ c¯ by the choice of g1.]
Now assume for awhile:
⊙2 a¯1 ∈ ω>(B +A1) and
26 C |= ϕ[d¯, c¯, b1, a¯1]; let a¯2 = f1(a¯1).
Now
(∗)0 (a) f2 ⊇ f1 and g2 ⊇ g1 ⊇ f
′
2 ⊇ f1
(b) a¯1 ⊆ (B +A1) = Dom(f1), hence
(c) g2(a¯1) = a¯2; also
(d) g2(b1) = g1(b1) = b2
(e) g2 is the identity on B + c¯∗ + d¯∗ + c¯.
[E.g. why clause (e)? By their choice, f1 is the identity on B, f
′
2 is the identity on
c¯∗ + d¯∗ and g2 is the identity on c¯ hence by clause (a) we are done.]
We know that tp(d¯, c¯ + d¯∗ + c¯∗) ⊢ tp(d¯, c¯ + A) by ⊙0 or ⊙
′
0 hence, (recalling
a¯1 ⊆ B +A1 ⊆ A, see (∗)0(b) + the choice of A and b1 ∈ A by the choice of A):
(∗)1 tp(d¯, c¯+ d¯∗ + c¯∗) ⊢ ϕ(x¯d¯, c¯, b1, a¯1).
So applying g2 recalling (∗)0(e)
(∗)2 g2 maps tp(d¯, c¯+ d¯∗ + c¯∗) to itself
As (∗)1 + (∗)2 hold and g2(b1) = b2, g2(a¯1) = a¯2 and g2(c¯) = c¯ (by (∗)0(d), (c), (e)
respectively) recalling g2 is an elementary mapping by ⊙1(a) we get
(∗)3 tp(d¯, c¯+ d¯∗ + c¯∗) ⊢ ϕ(x¯d¯, c¯, b2, a¯2).
So it follows that:
⊙3 C |= ϕ[d¯, c¯, b2, a¯2].
26we can strengthen the demand on a¯1 to a¯1 ∈ ω>(A1 + B + d¯∗ + c¯∗) and change according
in later cases
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We have proved ⊙2 ⇒ ⊙3 when a¯1 was any finite sequence from B+A1. Recalling
(∗)0(e) and g2(b1) = b2, g2(a¯1) = a¯2 and g2(c¯) = c¯, this means that g3 := (g2↾(B +
A1 + b1 + c¯)) ∪ idd¯ is an elementary mapping, so the function g3 = g3↾(B + A1 +
b1+ c¯+ d¯) is an elementary mapping of C, so as g3↾(B+ c¯+ d¯) is the identity clearly
g := g3↾(A1+ b1) is an elementary mapping in the sense of M
+, so g is as required.
1A) The proof above works now, too, except that not necessarily ⊙0 holds (and
so ⊙′0, too) which was used only in proving (∗)1 so in proving ⊙2 ⇒ ⊙3. Again
it suffices to prove ⊙3 assuming ⊙2. Let ϕ = ϕ(x¯d¯, x¯c¯; z, y¯) so there is ϕ0 =
ϕ0(x¯d¯,η1 , x¯c¯,ν1 ; z, y¯) equivalent to ϕ for some η1 ∈
ω>ℓg(d¯x), ν1 ∈ ω>ℓg(c¯x), hence
by the Definition 3.6(3A), a degenerated case27, there are η0, ν0 such that
⊕ (a) η0 ∈ ω>ℓg(d¯x), ν0 ∈ ω>ℓg(c¯x)
(b) ℓg(η0) = ℓg(η1) and ℓg(ν0) = ℓg(ν1), all finite
(c) C |= “ϕ0[d¯x,η1 , c¯x,ν1 , b
′, a¯] ≡ ϕ0[d¯x,η0 , c¯x,ν0 , b
′, a¯]”
for every b′ ∈Mx, a¯′ ∈ ℓg(y¯)(Mx)
⊕′ there is d¯∗ˆc¯∗ from Mx realizing tp(d¯xˆc¯x, A) such that
(d) tp(d¯x,η0 , c¯x,ν0 + d¯∗ + c¯∗) ⊢ {ϕ0(x¯d¯,η0 , c¯x,ν0 , b
′, a¯′) : b′ ∈ A, a¯′ ∈ ℓg(a¯1)A
and C |= ϕ0[d¯x,η0 , c¯x,ν0 , b
′, a¯′]}.
Now as in the proof of part (1) above we assume
⊙2 a¯1 ∈ ω>(B +A1) and C |= ϕ[d¯, c¯, b1, a¯1].
By the choice of ϕ0 this means that C |= ϕ0[d¯x,η1 , c¯x,ν1 , b1, a¯1] hence by ⊕(c) we
have:
⊙′2 C |= ϕ0[d¯x,η0 , c¯x,ν0 , b1, a¯2].
Recalling ⊕′(d), for this formula the proof of ⊙2 ⇒ ⊙3 in part (1) works so C |=
ϕ0[d¯x,η0 , c¯x,ν0 , b2, a¯2]. Using ⊕(c) again this implies C |= ϕ0[d¯x,η1 , c¯x,ν1 , b2, a¯2]. As
this holds for any a¯1 ∈ ω>(B +A1) we finish as in part (1).
2) Assume
⊞tK mℓ = (xℓ, ψ¯, r) ∈ tK
⊕
κ,µ¯,θ for ℓ = 1, 2
or
⊞vK mℓ = (x¯ℓ, ψ, r, w¯) ∈ vK
⊗
κ,µ¯,θ for ℓ = 1, 2.
Assume further that g witnesses x1,x2 are similar; the proof is like the proof of
parts (1),(1A) but we give some details. Without loss of generality g witnesses
x1,x2 are very similar, so g0 = g↾B
+
x1
is an elementary mapping from B+x1 onto
B+x2 .
Let c¯ℓ = c¯xℓ , d¯ℓ = d¯xℓ . Assume a¯ℓ ∈
ω>(Mxℓ) for ℓ = 1, 2. Let ℓ ∈ {1, 2} choose
c¯ℓ∗ˆd¯
ℓ
∗ as in Definition for Aℓ := B
+
xℓ
∪ a¯ℓ, so
(∗)1,ℓ (a) d¯ℓ∗, c¯
ℓ
∗ are from Mxℓ
(b) d¯ℓ∗, c¯
ℓ
∗ realize tp(d¯ℓˆc¯ℓ, Aℓ)
(c) d¯ℓˆc¯ℓˆd¯
ℓ
∗ˆc¯
ℓ
∗ realizes rℓ := r[mℓ]
(d)(α) if ⊞tK then tp(d¯ℓ, c¯+ d¯
ℓ
∗ + c¯
ℓ
∗) ⊢ tp(d¯ℓ, c¯+Aℓ)
(β) if ⊞vK then (c¯
ℓ
∗, d¯
ℓ
∗) solves (xℓ, ψ¯, r, A), see 3.3(1)(f).
27this is a weak version of 3.6(3A) as η2, ν2 disappear
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Let hℓ be the elementary mapping with domainAℓ+c¯ℓ+d¯ℓ, hℓ↾Aℓ = idAℓ , hℓ(c¯ℓˆd¯ℓ) =
c¯ℓ∗ˆd¯
ℓ
∗, it is well defined and elementary by the choice of d¯
ℓ
∗.
Now g∗1 := h2 ◦ g ◦ h
−1
1 is an elementary mapping by (∗)1,ℓ(b), for ℓ = 1, 2.
As g∗1 ’s domain is ⊆ Mx1 and its range is ⊆ Mx2 there is an extension g
∗
2 of g2
to an elementary mapping with domain ⊇ A1 but ⊆ Mx1 and range ⊇ A2 but
⊆ Mx2 . Next extend g2 to the mapping g3 by letting g3(c¯) = c¯, easily also g3 is
an elementary mapping. Let g4 be the mapping with domain Rang(d¯1ˆc¯1ˆd¯
1
∗ˆc¯
1
∗)
mapping d¯1, c¯1, d¯
1
∗, c¯
1
∗ to d¯2, c¯2, d¯
2
∗, c¯
2
∗ respectively, now g4 is an elementary mapping
by the assumption on r. Easily g3(a¯1) witness g maps tp(a¯1, ∅,Mx1) ∈ Dx1 to the
member tp(g3(a¯1), ∅,M[x1]) of Dx2 . Similarly for g
−1
3 , a¯2,M[x2],M[x1].
So we are done. 3.10
Discussion 3.12. 1) Now we can start to see the relevance of tK, vK to the re-
counting of types; of course, the following conclusion will be helpful only if we prove
the density of tK (or of vK).
2) Note that if we below like to use 3.10(1),(1A) rather than 3.10(2), we lose little
using Σ{22
∂
: ∂ < µ0} instead 2<µ0 .
Conclusion 3.13. 1) If κ, µ¯, θ are as in Definition 2.2, κ = κ<κ = µ+α and28
2θ < κ and M ∈ ECκ,κ(T ) then the number of {tp(d¯,M): for some x ∈ tKκ,µ¯,θ we
have d¯ E d¯x,Mx =M} up to conjugacy is ≤ 2<µ0 + |α|θ.
2) Similarly for x ∈ vKκ,µ¯,θ.
Proof. 1) By part (2) recalling 3.7(2).
2) By 2.21(1) + 3.8(4) we can restrict ourselves to smooth x ∈ vKκ,µ¯,θ. By
3.7(4A),(4B) we can deal with {tp(d¯,Mm) :m ∈ vK
⊗
κ,µ¯,θ satisfies d¯ E d¯m,Mm = M
and, as said above, xm is smooth}.
Now if (xℓ, ψ¯, r, w¯) ∈ vK
⊗
κ,µ¯,θ, see 3.6(4C) are smooth for ℓ = 1, 2 and x1,x2
are similar as witnessed by g then g maps Dx1 onto Dx2 , see 3.10(2) hence by
the uniqueness of the (D, κ)-sequence-homogeneous model of cardinality κ there
is an automorphism f of M such that g ∪ f is an elementary mapping. Hence
tp(d¯x1 ,M), tp(d¯x2 ,M) are conjugate. We are done as: the number of relevant
triples (ψ¯, r, w¯) is≤ 2|T | and the number ofm ∈ vK⊗κ,µ¯,θ withMm = M, (ψ¯m, rm, w¯m) =
(ψ¯, r,w) up to similarly is ≤ 2<µ0 + |α|θ if cf(µ0) > θ and 2µ0 + |α|θ if cf(µ0) < θ.
The 2µ0/2<µ0 comes from the type of b¯x where b¯x consists of: b¯x,i listing Bi for
i ∈ vm\um and (a¯x,i,0ˆ . . . ˆa¯x,i,nˆ . . .)n<ω (and of course the respective lengths,
etc.); the |α|θ is for the choice of the 〈κx,i : i ∈ ux〉.
Now for each x ∈ vKκ,µ¯,θ the set {d¯ : d¯ E d¯x} is ≤ θ (even allowing {d¯ : d¯ a
sub-sequence of d¯x} gives 2θ ≤ 2<µ0). 3.13
Now we turn to proving sufficient conditions for (some versions of) indiscernibil-
ity, they are naturally related to tK and vK.
Claim 3.14. 〈c¯sˆd¯s : s ∈ I〉 is an indiscernible sequence over B when :
(a) I ∈ Kp,σ, see Definition 1.39
(b) if s <I t are EI -equivalent then tp(c¯sˆd¯s, Bs) ⊆ tp(c¯tˆd¯t, Bt) where
(α) EI = {(s, t) : (∃i < σ)(s, t ∈ P Ii )}
(β) Bt = ∪{c¯sˆb¯s : s <I t} ∪B
28without assuming it we have just to replace tKκ,µ¯,θ/vKκ,µ¯,θ by tK
⊕
κ,µ¯,θ
/vK⊗
κ,µ¯,θ
.
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(γ) ℓg(d¯s), ℓg(c¯s) for s ∈ I depend just on s/EI .
(c) tp(c¯s, Bs) does not split over B
(d) if s ∈ P Ii and t ∈ P
I
j and s <I t then ri,j = tp(c¯sˆd¯sˆc¯tˆd¯t, ∅), i.e. depend
only on (i, j)
(e) tp(d¯t, c¯t + c¯s + d¯s) ⊢ tp(d¯t, c¯t + d¯s + c¯s +Bs) when s <I t
or just
(e)′ if s <I t, η1 ∈ ω>ℓg(d¯t), ν1 ∈ ω>ℓg(c¯t), η3 ∈ ω>ℓg(d¯s), ν3 ∈ ω>ℓg(c¯s) and
ϕ = ϕ(x¯d¯t,η1 , x¯c¯t,ν1 , x¯d¯s,η3 , x¯d¯s,ν3 , y¯) then for some η0, ν0, η2, ν2 (depending
on (s/EI , t/EI , η1, ν1, η3, ν3) but not on (s, t)) we have
(α) η0 ∈ ℓg(η1)(ℓg(d¯t)) and ν0 ∈ ℓg(ν1)(ℓg(c¯t)) and η2 ∈ ℓg(η3)(ℓg(d¯s)) and
ν2 ∈ ℓg(ν3)(ℓg(c¯s))
(β) if b¯ ∈ ℓg(y¯)(Bs) then
C |= “ϕ[d¯t,η0 , c¯t,ν0 , d¯s,η2 , c¯s,ν2 , b¯] ≡ ϕ[d¯t,η1 , c¯t,ν1 , d¯s,η3 , c¯s,ν3 , b¯]”
(γ) tp(d¯t,η0 , c¯t+ d¯s+ c¯s) ⊢ {ϕ(x¯d¯t,η0 , c¯t,ν0 , d¯s,η2 , c¯s,ν2 , b¯) : b¯ ∈
ℓg(y¯)(Bs) and
C |= ϕ[d¯t,η0 , c¯t,ν0 , d¯s,η2 , c¯s,ν2 , b¯]}.
Proof. Recall E = {(s, t) : s, t ∈ P Ii for some i < σ}. We prove by induction on n
that
(∗)n if s0 < . . . < sn−1 and t0 < . . . < tn−1 and ℓ < n ⇒ sℓEtℓ then the se-
quence c¯s0ˆd¯s0ˆ . . . ˆc¯sn−1ˆd¯sn−1 and the sequence c¯t0ˆd¯t0ˆ . . . ˆc¯tn−1ˆd¯tn−1 ,
realize the same type over Bmin{s0,t0}.
The case n = 0: The desired conclusion is trivial.
The case n = 1: By clause (b) of the assumption, i.e. for any t∗ ∈ I and i < σ, the
type pt = tp(c¯tˆd¯t, Bt) is increasing with t ∈ {s : s ∈ P Ii and t∗ ≤I s}.
The case n = m+ 1,m 6= 0:
By clause (b) of the claim assumption, without loss of generality sm = tm call
it t(∗) and let s(∗) = min{s0, t0}.
Let f0 = idBs(∗) , let f1 be the function with domain Bs(∗) + c¯s0ˆd¯s0 + . . . +
c¯sm−1ˆd¯sm−1 such that f1 ⊇ f0 and f1(c¯sℓˆd¯sℓ) = c¯tℓˆd¯tℓ for ℓ < m, it is an
elementary mapping by the induction hypothesis. Let f2 = f1 ∪ idc¯t(∗) , it is an
elementary mapping as tp(c¯t(∗), Bt(∗)) does not split over B by clause (c) of the
claim assumption.
Let f3 be an elementary mapping (in C) extending f2 with domain Dom(f2) +
d¯t(∗) = Dom(f1)+ c¯smˆd¯sm = Bs(∗)+ c¯s0ˆd¯s0ˆ . . . ˆc¯smˆd¯sm and let d¯
′
tm
= f3(d¯sm) =
f3(d¯t(∗)) = f3(d¯tm) = f3(d¯t(∗)). Let i, j < σ be such that sm−1 ∈ P
I
i , sm ∈ P
I
j .
So
⊞1 tp(d¯
′
tm
, c¯tm + d¯tm−1 + c¯tm−1) = tp(d¯tm , c¯tm + d¯tm−1 + c¯tm−1).
[Why? By clause (d) of the claim assumption as sℓEtℓ for ℓ = m−1,m and sm−1 <I
sm, tm−1 <I tm we have tp(d¯tmˆc¯mˆd¯tm−1ˆc¯tm−1 , ∅,C) = tp(d¯smˆc¯smˆd¯sm−1ˆc¯sm−1 , ∅,C).
By recalling the choice of f2, f3 and d¯
′
tm
we have tp(d¯′tmˆc¯tmˆd¯tm−1ˆc¯tm−1 , ∅,C) =
tp(d¯smˆc¯smˆd¯sm−1ˆc¯sm−1 , ∅,C).
Together we are done.]
We shall be done proving for n (hence finish the proof):
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Case 1: Clause (e) of the claim assumption holds.
⊞2 d¯tm , d¯
′
tm
realize the same type over c¯tm + C where C = Bs(∗) + c¯t0ˆd¯t0 +
. . .+ c¯tm−1ˆd¯tm−1 that is Rang(f1).
Why ⊞2 holds?
Clearly tp(d¯tm , c¯tm + d¯tm−1 + c¯tm−1) ⊢ tp(d¯tm , c¯tm +C) and together with ⊞1 we
are done.
Case 2: Clause (e)′ of the claim assumption holds.
So assume
⊙1 C |= ϕ[d¯tm,η1 , c¯tm,ν1 , d¯tm−1,η3 , c¯tm−1,ν3 , b¯] where b¯ ∈
ℓg(y¯)C and η1 ∈ ω>ℓg(dtm), ν1 ∈
ω>ℓg(c¯tm), η3 ∈
ω>ℓg(d¯tm−1), ν3 ∈
ω>ℓg(c¯tm−1) all finite.
By clause (e)′ we can find η0, ν0, η2, ν2 as there.
By ⊙1 and subclause (β) of (e)′ we have
⊙2 C |= ϕ[d¯tm,η0 , c¯tm,ν0 , d¯tm−1,η2 , c¯tm−1,ν2 , b¯].
By ⊙2 and subclause (γ) of (e)′ we have:
⊙3 tp(d¯tm,η0 , c¯tm + d¯tm−1 + c¯tm−1) ⊢ ϕ(x¯d¯m,η0 , c¯tm,ν0 , d¯tm−1,η2 , c¯tm−1,ν2 , b¯).
But tp(d¯′tm,η0 , c¯tm + d¯tm−1 + c¯tm−1) = tp(d¯tm,η0 , c¯tm−1 + d¯tm + c¯tm−1) by ⊞1 so by
⊙3 we have
⊙4 tp(d¯
′
tm,η0
, c¯tm + d¯tm−1 + c¯tm−1) ⊢ ϕ(x¯d¯t(n),η0 , c¯tm,ν0 , d¯tm−1,η2 , c¯tm−1,ν2 , b¯]
hence
⊙5 C |= ϕ[d¯′tm,η0 , c¯tm,ν0 , d¯tm−1,η2 , c¯tm−1,ν2 , b¯].
We can apply the elementary mapping f−13 whose range include all of the elements
of C appearing in ⊙5 hence we get
⊙6 C |= ϕ[dsm,η0 , c¯sm,ν0 , d¯sm−1,η2 , c¯sm−1,ν2 , f
−1
s (b)].
By subclause (β) of (e)′ and ⊙6 we have (recalling from (e)′ depending on s/EJ ,
but not on (s, t))
⊙7 C |= ϕ[d¯sm,η1 , c¯sm,ν1 , d¯tm−1,η2 , c¯sm−1,ν2 , b¯].
As this holds for any such ϕ we have finished proving (∗)n also in Case 2, so we are
done. 3.14
Discussion 3.15. 1) Naturally we can prove finitary versions of 3.14 in some senses.
Below we deal with k-indiscernibility; another variant deals with ∆-indiscernible.
2) See 3.18.
Claim 3.16. The sequence 〈c¯s,0ˆd¯s,0 : s ∈ I〉 is k-indiscernible over B0 when the
sequences 〈(d¯s,ℓ, c¯s,ℓ) : ℓ ≤ k, s ∈ I〉, 〈Bℓ : ℓ ≤ k〉 satisfy:
(a) I ∈ Kp,σ and ℓg(c¯s,ℓ) and ℓg(d¯s,ℓ) depend just on ℓ and i(s) := the unique
i such that s ∈ P Ii ; also c¯s,ℓ E c¯s,ℓ+1, d¯s,ℓ E d¯s,ℓ+1 for ℓ < k, s ∈ I
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(b) tp(d¯s,kˆc¯s,k, Bs) is ⊆ tp(c¯t,kˆd¯t,k, Bt) when s <I t ∧ i(s) = i(t) (hence this
holds for ℓ < k, too) where Bt = Bt,k and
Bt,k = ∪{d¯s,kˆc¯s,k : s <I t} ∪Bk for k ≤ k
(c) tp(c¯s,k, Bs,k) does not split over Bk and B0 ⊆ B1 ⊆ . . . ⊆ Bk
(d) if s ∈ P Ii , t ∈ P
I
j and s <I t then ri,j = tp(c¯s,kˆd¯s,kˆc¯t,kˆd¯t,k, ∅)
(e) tp(d¯t,ℓ, c¯t,ℓ+1+ d¯s,ℓ+1+ c¯s,ℓ+1) ⊢ tp(d¯t,ℓ, c¯t,ℓ+ d¯s,ℓ+ c¯s,ℓ+Bs,ℓ) when s <I t
or just
(e)′ if s <I t, ℓ < k, η1 ∈ ω>ℓg(d¯t,ℓ), ν1 ∈ ω>ℓg(c¯t,ℓ), η3 ∈ ω>ℓg(d¯s,ℓ), ν3 ∈
ω>ℓg(c¯s,ℓ) are all finite and
ϕ′(x¯d¯t,ℓ , x¯c¯t,ℓ , x¯
′
d¯t,ℓ
, x′c¯t,ℓ , y¯) = ϕ = ϕ(x¯d¯t,ℓ,η1 , x¯c¯t,ℓ,ν1 , x¯
′
d¯s,ℓ,η3
, x¯′c¯s,ℓ,ν3 , y¯) ∈
L(τT ), then we can find η0 ∈ ω>ℓg(d¯t,ℓ), ν0 ∈ ω>ℓg(c¯t,ℓ+1), η2 ∈ ω>ℓg(d¯s,ℓ+1), ν2 ∈
ω>ℓg(c¯s,ℓ+1) (depending on s/EI , t/EI , ℓ, η1, ν1, η3, ν3 but not on (s, t)) such
that:
(α) ℓg(η0) = ℓg(η1) and ℓg(ν0) = ℓg(η1) and ℓg(η2) = ℓg(η3) and ℓg(ν2) =
ℓg(ν3)
(β) if b¯ ∈ ℓg(y¯)(Bt) then
C |= ϕ[d¯t,ℓ,η0 , c¯t,ℓ+1,ν0 , d¯s,ℓ+1,η2 , c¯s,ℓ+1,ν2 , b¯] ≡ ϕ[d¯t,ℓ,η1 , c¯t,ℓ,ν1 , d¯s,ℓ,η3 , c¯s,ℓ,ν3 , b¯]
(γ) tp(d¯t,ℓ,η0 , c¯t,ℓ+1+ d¯s,ℓ+1+ c¯s,ℓ+1) ⊢ tpϕ(d¯t,ℓ+1,η0 , (c¯t,ℓ+1,ν0 + d¯s,ℓ+1,η2 +
c¯s,ℓ+1,ν2)∔Bs,ℓ).
Remark 3.17. 1) Note that (e)⇒ (e)′.
2) In clause (e)′ we may use “η0 ∈ ω>ℓg(d¯t,ℓ)” rather than “η0 ∈ ω>ℓg(d¯t,ℓ+1)”. We
may add d¯∗s,ℓ such that d¯s,ℓ E d¯
∗
s,ℓ E d¯s,ℓ+1 and use d¯
∗
s,ℓ instead d¯s,ℓ in clause (d)
and above.
Proof. We prove by induction on k < k that:
(∗) if ̺1, ̺2 ∈ k+1I are <I -decreasing, (∀ℓ ≤ k)(∃i < σ)[̺1(ℓ), ̺2(ℓ) ∈ P Ii ] and
s ≤I ̺1(k), ̺2(k) then the sequences d¯̺ℓ(0),k−kˆc¯̺ℓ(0),k−kˆ . . . ˆd¯̺ℓ(k),k−kˆc¯̺ℓ(k),k−k
for ℓ = 1, 2 realize the same type over Bs,k−k.
Case k = 0: This holds by clause (b) of the claim as ℓg(̺1) = 1 = ℓg(̺2).
Case k > 0: For ι = 1, 2, let ρι = 〈̺ι(1 +m) : m < k〉 and for i ≤ k let c¯ρι,i =
c¯ρι(0),iˆ . . . ˆc¯ρι(k−1),i and d¯ρι,i = d¯ρι(0),iˆ . . . ˆd¯ρι(k−1),i so the induction hypothesis
applies and if k = 1 then c¯ρι,i = c¯ηι(1),i, d¯ρι,i = d¯ηι(1) for i = 0.
Note that c¯ρι,i is a subsequence of c¯ρι,i+1 and d¯ρι,i is a subsequence of d¯ρι,i+1.
By the case k = 0, by clause (b) without loss of generality ̺1(0) = ̺2(0) call it
t. So assume
(∗)1 ϕ = ϕ(x¯d¯t,n−k , x¯c¯t,n−k , x¯
′
d¯ρ1,n−k
, x¯′c¯ρ1,n−k
, z¯) and
b¯ ∈ ιg(z¯)(Bs,k−k) and C |= ϕ[d¯t(1),n−k, c¯t(1),n−k, d¯ρ1,n−k, c¯ρ1,n−k, b¯].
We should prove the parallel statement for ̺2, i.e. for t and ̺2.
Subcase 1: Clause (e) of the assumption.
Hence by clause (e) there is a formula ψϕ = ψϕ(x¯d¯s,k−k , x¯c¯s,k−k+1 , x¯
′
d¯ρ1(0),k−k+1
, x¯′c¯ρ1(0),k−k+1
)
such that
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(∗)2 (a) C |= ψϕ[d¯t,k−k, c¯t,k−k+1, d¯ρ1(0),k−k+1, c¯ρ1(0),k−k+1]
(b) ψϕ(x¯d¯t,k−k , c¯t,k−k+1, d¯ρ1(0),k−k+1, c¯ρ1(0),k−k+1) ⊢
ϕ(x¯d¯t,k−k , c¯t,k−k, d¯ρ1,k−k, c¯ρ1,k−k, b¯).
Hence
(∗)3 (a) C |= ϑϕ[c¯t,k−k+1, d¯ρ1,k−k+1, c¯ρ1,k−k+1, b¯] where
(b) ϑϕ(x¯c¯t,k−k+1 , x¯
′
d¯ρ1,k−k+1
, x¯′c¯ρ1,k−k+1
, z¯) :=
(∀x¯d¯s,k−k)[ψϕ(x¯d¯t,k−k , x¯c¯t,k−k+1 , x¯
′
d¯ρ1,k−k+1
, x¯′c¯ρ1,,k−k+1)
→ ϕ(x¯d¯t,k−k , x¯c¯t,k−k , x¯
′
d¯ρ1,k−k
, x¯′c¯ρ1,k−k , z¯)].
Now
(∗)4 d¯ρι,k−k+1ˆc¯ρι,k−k+1ˆb¯ realize the same type over Bs,k−k+1 for ι = 1, 2.
[Why? By the induction hypothesis as b¯ is from Bs,k−k ⊆ Bs,k−k+1.]
(∗)5 c¯t,n−k+1ˆd¯ρι,k−k+1ˆc¯ρι,k−k+1ˆb¯ realize the same type over Bs,k−k+1 for ι =
1, 2.
[Why? As first, tp(c¯t,k−k+1, Bt,k+1) does not split over Bs,k+1 by clause (c) of the
assumption, second d¯ρℓ,k−k+1, c¯ρℓ,k−k+1, b¯ are included in Bt,k+1 and third (∗)4.]
(∗)6 in (∗)3(a) we can replace ρ1 by ρ2, i.e. C |= ϑϕ[c¯t,k−k+1, d¯ρ2,k−k+1, c¯ρ2,k−k+1, b¯].
[Why? By (∗)5 and (∗)3(a).]
(∗)7 C |= ψϕ[d¯t,k−k, c¯t,k−k+1, d¯ρ2(0),k−k+1, c¯ρ2(0),k−k+1].
[Why? By clause (d) of the hypothesis of the claim and (∗)2(a).]
(∗)8 C |= ϕ[d¯t,k−k, c¯t,k−k, d¯ρ2,k−k, c¯ρ2,k−k, b¯].
[Why? By (∗)6 + (∗)7 and the definition of ϑ in (∗)3(b).]
So we are done.
Subcase 2: Clause (e)′ of the assumption holds.
Similarly as in the proof of 3.14 and see the proof of 3.21. 3.16
Claim 3.18. The conclusions of 3.14, 3.16 and 3.21 below still hold (and even (∗)
from its proof holds) even under the following weaker assumptions
(a) we add Iι ⊆ I for ι = 1, 2 and t ∈ I ⇒ t ∈ I1 ∨ t ∈ I2
(b), (c), (d) the same
(e), (e)′ the same but only for I1 and for I2 (but not for I1 ∪ I2)
(f) if t1 <I t2, ι ∈ {1, 2} and t1 ∈ Iι\I3−ι and t2 ∈ I3−ι\Iι and η ∈ kσ (for 3.16,
3.21 k is given, otherwise any k < ω) then we can find s0 < . . . < sk−1
from (t1, t2)I1∩I2 such that sι ∈ P
I
η(ι) for ℓ < k.
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Remark 3.19. 1) The case which suffice in 3.23 below is I1 = [0, ω + ω), I2 =
[0, ω + ω + 1)\{ω} which is somewhat easier.
2) In the natural case, for decreasing ̺ ∈ n+1I we have tp(d¯̺(0)ˆ . . . ˆd¯̺(n−1), c¯̺(0)ˆ . . . ˆc¯̺(n)+
d¯̺(n)) ⊢ tp(d¯̺(0)ˆ . . . ˆd¯̺(n−1)−1, c¯̺(0)ˆ . . . ˆc¯̺(n)+ d̺(n)+B̺(n)) and it is quite nat-
ural to use this.
3) A variant is: e.g. 〈c¯sˆd¯s : s ∈ I〉 is an indiscernible sequence over B when we
assume (a) + (b) of 3.14 and (a),(f) of 3.18 and
(g) if s ∈ I and ι ∈ {1, 2} then 〈c¯tˆd¯t : t ∈ I1 and t ≥ s〉 is an indiscernible
sequence over B.
Proof. It is enough to prove this when I1\I2, I2\I1 is finite (and has ≤ k members
for 3.16, 3.21) by induction on |I1\I2| + |I2\I1| (probably losing appropriately in
ℓ for 3.16). So without loss of generality this number is 2. By symmetry without
loss of generality I1\I2 = {t1}, I2\I1 = {t2} and t1 <I t2. The rest should be clear
by the transitivity of the equality of types. I.e. for notational simplicity concerning
3.14, by it we know
⊞ if ι ∈ {1, 2}, t ∈ I, then 〈c¯sˆd¯s : s ∈ (Iι)≥t〉 is an indiscernible sequence
over ∪{c¯sˆd¯s : s ∈ I<t} ∪B.
It suffices to prove
⊕ if s0 <I . . . <I sn−1 then for some r0 <I1 . . . <I1 rn−1, (so all from I1) the
sequence c¯s0ˆd¯s0ˆ . . . ˆc¯sn−1ˆd¯sn−1 realizes the same type over B as
c¯r0ˆd¯r0ˆ . . . ˆc¯rn−1ˆd¯rn−1 .
Why ⊕ holds? Now if t2 /∈ {s0, . . . , sn−1} this is obvious, so assume t2 = sk(2),
and let k(1) be minimal such that t1 <I sk(1), so k(1) ≤ k(2); we can even demand
t1 = sk(1)−1, but not used). By clause (f) there are rk(1) <I . . . <I rk(2) from
(t1, t2)I1∩I2 such that k ∈ [k(1), k(1)]∧ i < σ ⇒ rk ∈ P
I
i ⇔ sk ∈ P
I
i and let rk = sk
for k < n such that k /∈ [k(1), k(2)].
So applying ⊞ for ι = 2, t = tk(1) we know that c¯rk(1)ˆd¯rk(1)ˆ . . . ˆc¯rn−1ˆd¯rn−1
realizes over Bmin{sk(1),rk(1)} the same type as c¯sk(1)ˆd¯sk(1)ˆ . . . ˆc¯sn−1ˆd¯rn−1. As
c¯skˆd¯sk = c¯rkˆd¯rk is from Bmin{sk(1),rk(1)} for k < k(1) and {rk : k < n} ⊆ I1 we
are done proving ⊕ hence the claim. 3.18
The following may be used in 3.16, 3.21.
Definition 3.20. Assume b = 〈(c¯s, d¯s〉 : s ∈ I)〉 where I ∈ Kp,σ but below we
omit b if clear from the context, and if we have 〈(c¯s,ℓ, d¯s,ℓ) : s ∈ I〉 for ℓ ≤ k we
shall write ℓ instead of k.
1) For k < ω and ̺ ∈ kI let
d¯̺,b = d¯̺(0),bˆ . . . ˆd¯̺(k−1),b
c¯̺,b = c¯̺(0),bˆ . . . ˆc¯̺(k−1),b.
2) The sequences η1, η2 ∈
kI are called similar when they realize the same quantifier-
free types in I.
The following generalizes 3.16: using only formulas for some ∆’s following the
quantifier-free types in I and using a parallel of vK rather than of tK.
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Claim 3.21. The sequence 〈d¯s,0ˆc¯s,0 : s ∈ I〉 is (∆k,k)-indiscernible over B0 when
the sequence 〈(d¯s,ℓ, c¯s,ℓ) : ℓ ≤ k, s ∈ I〉 satisfies
(a) (α) I ∈ Kp,σ and
29 ℓg(d¯s,ℓ), ℓg(c¯
∗
s,ℓ), ℓg(d¯
∗
s,ℓ) depend just on ℓ and i(s) :=
the unique i < σ such that s ∈ P Ii ; also c¯s,ℓ E c¯s,ℓ+1, d¯s,ℓ E d¯s,ℓ+1 for
ℓ < k, s ∈ I and B0 ⊆ B1 ⊆ . . . ⊆ Bn; and c¯s,ℓ, d¯s,ℓ are finite
30
(β) for i < σ and k ≤ k let wi,k = ℓg(d¯s,k), vi,k = ℓg(c¯s,k) for any
s ∈ P Ii
(γ) for k ≤ k let Rk = {tpqf(̺, ∅, I) : ̺ ∈
k−kI is <I-decreasing} and let
i(r, ℓ) = i(η(ℓ))⇔ ̺(ℓ) ∈ P I
i(t,ℓ), ℓg(r) = ℓg(̺) so = k when
r = tpqf(̺, ∅, I) ∈ Rk
(δ) for ℓ ≤ k,∆ℓ and also ∆∗ℓ is the closure of a finite set of formulas
(each with finite set of variables) under permuting the variables, negation
and adding dummy variables
(ε) ∆i ⊆ ∆
∗
ℓ ⊆ ∆ℓ+1 ⊆ ∆ℓ+1
(b) tp∆k(d¯s,kˆc¯s,k, Bs) is ⊆ tp∆k(c¯t,kˆd¯t,k, Bt) when s <I t∧ i(s) = i(t) (hence
this holds for k ≤ k, too) where Bt = Bt,k and Bt,k = ∪{d¯s,kˆc¯s,k : s <I
t} ∪Bk for k ≤ k
(c) tp∆∗
ℓ
(c¯s,ℓ, Bs,ℓ+1) does not ∆ℓ+1-split over Bs
(d) if s ∈ P Ii , t ∈ P
I
j and s <I t then ri,j = tp∆k(c¯s,kˆd¯s,kˆc¯t,kˆd¯t,k, ∅)
(e) tp(d¯t,ℓ, c¯t,ℓ+1 + d¯s,ℓ + c¯s,ℓ+1) ⊢ tp(d¯t,ℓ, c¯t,ℓ + d¯s,ℓ + c¯s,ℓ, Bℓ) when s <I t
or just
(e)′ if s <I t, ℓ < k, η1 ∈ ω>ℓg(d¯t,ℓ), ν1 ∈ ω>ℓg(c¯t,ℓ), η3 ∈ ω>ℓg(d¯s,ℓ), ν3 ∈
ω>ℓg(c¯s,ℓ) are all finite and ϕ
′ = ϕ′(x¯d¯t,ℓ,η1 , x¯c¯t,ℓ,ν1 , x¯
′
d¯s,ℓ,η3
, x¯′c¯s,ℓ,ν3 , y¯) ∈
L(τT ), then we can find η0 ∈ ω>ℓg(d¯t,ℓ+1), ν0 ∈ ω>ℓg(c¯t,ℓ+1), η2 ∈ ω>ℓg(d¯s,ℓ+1), ν2 ∈
ω>ℓg(c¯s,ℓ+1), (depending on ℓ, s/E1, t/EI , η1, ν1, η3, ν3 and ϕ but not on
(s, t)) such that:
(α) ℓg(η0) = ℓg(η1) and ℓg(ν0) = ℓg(η1) and ℓg(η2) = ℓg(η3) and ℓg(ν2) =
ℓg(ν3)
(β) if b¯ ∈ ℓg(y¯)(Bt) then
C |= ϕ′[d¯t,ℓ+1,η0 , c¯t,ℓ+1,ν0 , d¯s,ℓ,η2 , c¯s,ℓ,ν2 , b¯] ≡ ϕ
′[d¯t,ℓ,η1 , c¯t,ℓ,ν1 , d¯s,ℓ,η3 , c¯s,ℓ,ν3 , b¯]
(γ) tp(d¯t,ℓ+1,η0 , c¯t,ℓ+1+d¯s,ℓ+1, c¯s,ℓ+1) ⊢ tpϕ(d¯t,ℓ+1,η0 , (c¯t,ℓ+1,ν0+d¯s,ℓ+1,η2+
c¯s,ℓ+1,ν2) +Bs).
But by the assumptions on the ∆ℓ’s, (e)
′ is equivalent to:
(e)′′ if s <I t, ℓ < k and ϕ = ϕ0 = ϕ0(x¯d¯t,ℓ , x¯ct,ℓ , x¯d¯s,ℓ , x¯c¯s,ℓ , z¯) ∈ ∆ℓ then we can
find ϕ1 = ϕ1(x¯d¯∗
t,ℓ
, x¯c¯∗
t,ℓ
, x¯′
d¯s,ℓ+1
, x¯′c¯s,ℓ+1 , z¯) and ψ = ψϕ = ψϕ(x¯d¯∗t,ℓ , x¯c¯t,ℓ+1 , x¯
′
d¯s,ℓ+1
, x¯′c¯s,ℓ+1)
depending only if i(s), i(t), ℓ and ϕ such that:
(a) C |= ψ[d¯∗t,ℓ, c¯t,ℓ+1, d¯s,ℓ+1, c¯s,ℓ+1]
(b) for every b¯ ∈ ℓg(z¯)(Bs,ℓ) we have C |= ϕ0[d¯t,ℓ, c¯t,ℓ, d¯s,ℓ, c¯s,ℓ, b¯] iff C |=
ϕ1[d¯
∗
t,ℓ, c¯
∗
t,ℓ, d¯s,ℓ+1, c¯s,ℓ+1]
29if we assume (e) then without loss of generality d¯∗s,ℓ = d¯s,ℓ
30this helps in phrasing the demands on the ∆ℓ’s
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(c) ψ(x¯d¯∗
t,ℓ
, c¯t,ℓ+1, d¯s,ℓ+1, c¯s,ℓ+1) ⊢ {ϕ1(x¯d¯∗
t,ℓ
, c¯∗t,ℓ, d¯s,ℓ+1, c¯s,ℓ+1, b¯) : b¯ ∈
ℓg(z¯)(Bs,ℓ)
and C |= ϕ1[d¯∗t,ℓ, c¯
∗
t,ℓ, d¯s,ℓ+1, e¯s,ℓ+1; b]}
(d) ϑϕ = ϑϕ(x¯c¯t,ℓ+1 , x¯
′
d¯s,ℓ+1
, x¯′c¯s,ℓ+1 , z¯) ∈ ∆
∗
ℓ where ϑϕ is
(∀x¯d¯∗
t,ℓ
)[ψϕ(x¯d¯∗
t,ℓ
, x¯c¯t,ℓ+1 , x¯d¯s,ℓ+1 , x¯c¯s,ℓ+1)→ ϕi(x¯d¯∗t,ℓ , x¯c¯
∗
t,ℓ
, x¯d¯s,ℓ+1 , x¯c¯s,ℓ+1 , z¯)].
Remark 3.22. Used in 3.23, 3.24 below (for the case we use (c)′, (c); respectively).
Proof. We prove by induction on k < k that:
(∗) if ̺1, ̺2 ∈ k+1I are <I -decreasing, (∀ℓ ≤ k)(∃i < σ)[̺1(ℓ), ̺2(ℓ) ∈ P Ii ] and
s ≤I ̺1(k), ̺2(k) then the sequences d¯̺ℓ(0),k−kˆc¯̺ℓ(0),k−kˆ . . . ˆd¯̺ℓ(k),k−kˆc¯̺ℓ(k),k−k
for ℓ = 1, 2 realize the same ∆ℓ-type over Bs,k−k.
Case k = 0: This holds by clause (b) of the claim as ℓg(̺1) = 1 = ℓg(̺2).
Case k > 0: For ι = 1, 2, let ρι = 〈̺ι(1 +m) : m < k〉 and for i ≤ k let c¯ρι,i =
c¯ρι(0),iˆ . . . ˆc¯ρι(k−1),i and d¯ρι,i = d¯ρι(0),iˆ . . . ˆd¯ρι(k−1),i so the induction hypothesis
applies and if k = 1 then c¯ρι,i = c¯ηι(1),i, d¯ρι,i = d¯ηι(1) for i = 0.
Note that c¯ρι,i is a subsequence of c¯ρι,i+1 and d¯ρι,i is a subsequence of d¯ρι,i+1.
By the case k = 0, i.e. by clause (b) without loss of generality ̺1(0) = ̺2(0)
call it t. So assume
(∗)1 ϕ = ϕ(x¯d¯t,n−k , x¯c¯t,n−k , x¯
′
d¯ρ1,n−k
, x¯′c¯ρ2,n−k
, z¯) ∈ ∆ℓ and
b¯ ∈ ℓg(z¯)(Bs,k−k) and C |= ϕ[d¯t,n−k, c¯t,n−k, d¯ρ1,n−k, c¯ρ1,n−k, b¯].
We should prove the parallel statement for ̺2, i.e. for t and ρ2; this will suffice.
Subcase 1: Clause (e) of the assumption.
Follows by the second subcase, (and has easier proof).
Subcase 2: Clause (e)′ of the assumption but we shall use the formulation of (e)′′.
Hence
(∗)2 choose ϕ1, ψϕ and ϑϕ as in clause (e)′′ for ρ(0), t (chosen above) and ϕ from
(∗)1, hence in particular
(a) C |= ψϕ[d¯∗t,k−k, c¯t,k−k+1, d¯ρ1(0),k−k+1, c¯ρ1(0),k−k+1]
(b) ψϕ(x¯d¯∗
t,k−k
, c¯t,k−k+1, d¯ρ1(0),k−k+1, c¯ρ1(0),k−k+1) ⊢ ϕ(x¯d¯t,k−k , c¯t,k−k, d¯ν1,k−k, c¯ν1,k−k, b¯).
Hence
(∗)3 (a) C |= ϑϕ[c¯t,k−k+1, d¯ρ1,k−k+1, c¯ρ1,k−k+1, b¯] where
(b) ϑϕ(x¯c¯t,k−k+1 , x¯
′
d¯ρ1,k−k+1
, x¯′c¯ρ1,k−k+1
, z¯) :=
(∀x¯d¯∗
s,k−k
)[ψϕ(x¯d¯∗
t,k−k
, x¯c¯t,k−k+1 , x¯
′
d¯ρ1,k−k+1
, x¯′c¯ρ1,,k−k+1)
→ ϕ(x¯d¯t,k−k , x¯c¯t,k−k , x¯
′
d¯ρ1,k−k
, x¯′c¯ρ1,k−k , z¯)].
Now
(∗)4 d¯ρι,k−k+1ˆc¯ρι,k−k+1ˆb¯ realize the same ∆ℓ+1- type over Bs,k−k+1 for ι =
1, 2.
[Why? By the induction hypothesis as b¯ is from Bs,k−k ⊆ Bs,k−k+1.]
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(∗)5 c¯t,n−k+1ˆd¯νι,k−k+1ˆc¯νι,k−k+1ˆb¯ realizes the same ∆ℓ-type overBs,k−k+1 for
ι = 1, 2.
[Why? As first, tp∆∗
ℓ
(c¯t,k−k+1, Bt,k+1) does not ∆ℓ+1-split over Bs,k+1 by clause (c)
of the assumption, second d¯ρℓ,k−k+1, c¯ρℓ,k−k+1, b¯ are included in Bt,k+1 and third
(∗)4.]
(∗)6 in (∗)3(a) we can replace ρ1 by ρ2, i.e. C |= ϑϕ[c¯t,k−k+1, d¯ρ2,k−k+1, c¯ρ2,k−k+1, b¯].
[Why? By (∗)5 and (∗)3(a).]
(∗)7 C |= ψϕ[d¯t,k−k, c¯
∗
t,k−k+1, d¯ρ2(0),k−k+1, c¯ρ2(0),k−k+1].
[Why? By clause (d) of the hypothesis of the claim and (∗)2(a).]
(∗)8 C |= ϕ[d¯t,k−k, c¯t,k−k, d¯ρ2,k−k, c¯ρ2,k−k, b¯].
[Why? By (∗)6 + (∗)7 and the definition of ϑ in (∗)3(b).]
So we are done. 3.22
§ 3(C). Toward Density of tK.
We first show that the existence of ≤+1 -extension for every x ∈ rK
⊕
κ,µ,θ suffice
for existence (i.e. for density) for tK. The main case in 3.23, 3.24 is σ = ω. Then
in 3.27 we prove this sufficient condition for weakly compact κ. Note that for rK⊕
closure under union is not obviously true.
Claim 3.23. We have xδ ∈ tKκ,µ¯,θ, moreover mδ = (xδ , ψ¯δ, rδ) ∈ tK
⊕
κ,µ¯,θ and
ε < δ ⇒ xε ≤1 xδ when (δ < θ+ is a limit ordinal and):
⊞ (a) mε = (xε, ψ¯ε, rε) ∈ rK
⊕
κ,µ¯,θ for ε < δ is ≤1-increasing
(b) rε is a complete type, (over the empty set)
(c) mε ≤
+
1 mε+1, see Definition 3.6(4) or just
(c)′ if ε < δ and ϕ ∈ Γ2mε then for some ζ ∈ [ε, δ) we have ϕ ∈ Γ
2
ψ¯[mζ ]
(d) mδ = ∪{mε : ε < δ}, see 3.6(6), i.e.
(α) xδ = ∪{xε : ε < δ}, see 2.13(2)
(β) ψ¯δ is the limit
31 of 〈ψ¯ε : ε < δ〉
(γ) rδ = ∪{rε : ε < δ}.
Claim 3.24. We have xδ ∈ vKκ,µ¯,θ moreover mδ = (xδ, ψ¯δ, rδ) ∈ vK
⊕
κ,µ¯,θ and
ε < δ ⇒ xε ≤1 xδ when as in 3.23 except that we replace (c), (c)′ by
(c)1 mε ≤
⊙
1 mε+1, see 3.6(4A)
or at least
(c)′1 for every ε < δ and ϕ ∈ Γ
2
mε
for some ζ ∈ (ε, δ) we have mε ≤
⊙
1,ϕ mζ, see
Definition 3.6(4B).
Remark 3.25. 1) We may weaken clause (b), i.e. rε, rδ are not necessarily complete,
still need sufficient condition for indiscernibility in proving ⊞3 below.
2) In 3.24 we can use vk⊗κ,µ¯,θ.
31But note that for ε < ζ the formulas in ψ¯ζ has more dummy variables than those in ψ¯ε
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Proof. Proof of 3.23, 3.24 For simplicity we assume (c),(c)1 in 3.23, 3.24, respec-
tively, otherwise we have to use 3.21 (or use compactness). Let d¯ε = d¯xε , d¯δ =
d¯xδ , c¯ε = c¯xε and c¯δ = c¯xδ for ε < δ. The main point is proving clause (f) from
Definition 3.3(1).
Let A ⊆Mx be of cardinality < κ and without loss of generality ε < δ ⇒ B+xε ⊆
A. We now choose Aα, d¯α,δ, c¯α,δ, d¯α,ε, c¯α,ε (for ε < δ) by induction on α < θ
+,
really α < δ + δ suffice, such that:
⊕ (a) d¯α,δ, d¯α,ε, c¯α,ε are sequences from Mx
(b) ℓg(d¯α,ε) = ℓg(d¯ε) and ε < ζ < δ ⇒ d¯α,ε = d¯α,ζ↾ℓg(d¯ε)
(c) ℓg(c¯α,ε) = ℓg(c¯ε) and ε < ζ < δ ⇒ c¯α,ε = c¯α,ζ↾ℓg(c¯ε)
(d) d¯α,δ = ∪{d¯α,ε : ε < δ} and c¯α,δ = ∪{c¯α,ε : ε < δ}; actually follows
(e) if ε ≤ δ then c¯α,εˆd¯α,ε and c¯εˆd¯ε
realize the same type over Aβ := A+Σ{c¯β,δˆd¯β,δ : β < α}
(f) if α = ε mod δ then the sequence c¯εˆd¯εˆc¯α,εˆd¯α,ε realizes rε
(g) if α = ε mod δ and ϕ = ϕ(x¯d¯ε , x¯c¯ε , x¯
′
d¯ε+1
, x¯′c¯ε+1 , y¯) ∈ Γ
2
ψ¯[mε]
then
ψϕ(x¯d¯ε , c¯ε, d¯α,ε, c¯α,ε) ⊢ tpϕ(d¯ε, (c¯εˆd¯α,εˆd¯α,ε)∔Aα).
This is possible by the assumptions recalling the definitions, that is, if ε < δ+δ and
α = ε mod δ then first we choose d¯α,ε, c¯α,ε as required in clauses (f),(g), second
we choose (d¯α,δ, c¯α,δ) such that clauses (a),(e) holds and d¯α,ε = d¯α,δ↾ℓg(d¯ε), c¯α,ε =
c¯α,δ↾ℓg(c¯ε) and third define d¯α,ζ , c¯α,ζ as d¯α,δ↾ℓg(d¯ζ), c¯α,δ↾ℓg(c¯ζ) for ζ < δ so clauses
(b),(c) hold.
So let uε = (ε, δ) ∪ (δ + ε, δ + δ); now
⊞1 if ζ < δ and α ∈ uζ+1, then
(a) c¯ζˆd¯ζˆc¯α,ζˆd¯α,ζ realizes rζ
(b) c¯ζˆd¯ζ and c¯α,ζˆd¯α,ζ realize the same type over Aα
(c) for 3.23 tp(d¯α+1,ζ , c¯α+1,ζ+1 + d¯α,ζ+1 + c¯α,ζ+1) ⊢ tp(d¯α+1,ζ , c¯α+1,ζ+1 +
d¯α,ζ+1 + c¯α,ζ+1 +Aα).
for 3.24: if ϕ = ϕ(x¯d¯, x¯c¯, x¯
′
d¯
, x¯′c¯, y¯) ∈ Γ
2
ψ¯ε
then tp(d¯α+1,ζ , c¯α+1,ζ+1 +
d¯α,ζ+1 + c¯α,ζ+1) ⊢ tpϕ(d¯α+1,ζ , (c¯α+1,ζ+1ˆd¯α,ζ+1ˆc¯α,ζ+1)∔Aα).
[Why? Let α = ε mod δ so ζ < ε; clause (b) holds by clause (e) of ⊕, for clause
(a) uses clause (f) of ⊕ noting that mζ ≤1 mε hence rζ ⊆ rε (so ζ ≤ ε suffices for
(a),(b)). For clause (c), first assume clause (c) of 3.23. Note that mζ ≤
+
1 mζ+1
hence (by Definition 3.6(4)) we have Γ2
x[mε]
⊆ Γ2
ψ¯[mζ ]
. Second, assume clause (c)
of 3.24: similarly using mε ≤
⊙
1 mζ .]
Let D be an ultrafilter on δ to which every co-bounded subset of δ belongs and let
⊞2 q = q(x¯d¯δ , x¯c¯δ ) := {ϑ(x¯d¯δ , x¯c¯δ , b¯) : b¯ ∈
δ>(Aδ+δ) and for some U ∈ D we
have α ∈ U ⇒Mx |= ϑ[d¯α,δ, c¯α,δ, b¯]} so q(x¯d¯δ , x¯c¯δ ) is a complete type over
Aδ+δ ⊆Mx.
Let d¯′δˆc¯
′
δ be a sequence from Mx realizing q(x¯d¯δ , x¯c¯δ).
Let d¯′ε, c¯
′
ε be such that d¯
′
ε ⊳ d¯
′
δ, ℓg(d¯
′
ε) = ℓg(d¯ε) and c¯
′
ε ⊳ c¯
′
δ, ℓg(c¯
′
ε) = ℓg(c¯ε).
⊞3 if ε < δ and ε = n mod ω and γ ∈ uε then 〈d¯α,εˆc¯α,ε : α ∈ uε+2n\γ〉ˆ〈d¯εˆc¯ε〉
is an n-indiscernible sequence over Aγ .
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[Why? For claim 3.23, by claim 3.16 the version with clause (e), for claim 3.24 by
claim 3.16 the version with clause (e)′.]
⊞4 if ε < δ and ε = nmod ω then 〈d¯α,εˆc¯α,ε : α ∈ u2ε+2n∩δ〉ˆ〈d¯′εˆc¯
′
ε〉ˆ〈d¯α,εˆc¯α,ε :
α ∈ uε+2n\δ〉 is an n-indiscernible sequence over Aε+2n.
[Why? By ⊞3, the choice of q(x¯d¯δ , x¯c¯δ ) and the choice of (d¯
′
δ, c¯
′
δ), (d¯
′
ε, c¯ε). Note that
δ /∈ uε by the definition of uε.]
⊞5 if ε < δ and ε = n mod ω and β ∈ uε+2n\δ and v ⊆ uε+2n ∩ β and |v| < n
then c¯εˆd¯ε and c¯β+1,εˆd¯β+1,ε realize the same type over Av,ε+ d¯
′
ε+ c¯
′
ε where
Av,ε = A0 +Σ{d¯α,εˆc¯α,ε : α ∈ v}.
We elaborate the more complicated case.
Proof of ⊠5 for 3.24:
Let v1 = v, v2 = v ∪ γ where ε+ 2n+ 3 < γ < δ.
So assume
⊙1 (a) ϕ = ϕ(x¯d¯ε , x¯c¯ε , y¯)
(b) b¯1 ∈ ℓg(y¯)(Av,ε + d¯′ε + c¯
′
ε)
(c) C |= ϕ[d¯β+1,ε, c¯β+1,ε, b¯1].
We choose b¯2 such that
⊙2 b¯2 ∈ ℓg(y¯)(Av2,ε) and b¯1, b¯2 realize the same type over A0 + c¯β+1,ε+1 +
d¯β+1,ε+1 + c¯β,ε+1 + d¯β,ε+1.
[Why possible? By ⊞4 and the choice of γ.]
So
⊙3 (a) C |= ϕ[d¯β+1,ε, c¯β+1,ε, b¯2]
(b) C |= ϕ[d¯ε, c¯ε, b¯2].
[Why? Clause (a) follows by clause ⊙1(c) and the choice of b¯2, i.e. ⊙2. Clause (b)
follows from clause (a) by ⊕(e).]
Let (η1, ν1) = suppx(ϕ) and let (η0, ν0), ψ be as guaranteed in (a degenerated
case of) Definition 3.6(3A) for ϕ and ϕ ≡ ϕ′(x¯d¯ε,η1 , x¯c¯ε,ν1 , y¯).
So
⊙4 C |= ϕ′[d¯ε+1,η1 , c¯ε+1,ν1 , b¯2].
So by the choice of (η0, ν0) and ψ
⊙5 (a) C |= ϕ′[d¯ε+1,η0 , c¯ε+1,ν0 , b¯2]
(b) ψ = ψ(x¯d¯ε+1,η0 , xc¯ε+1,ν0 , x¯
′
d¯ε+1
, x¯′c¯ε+1)
(c) C |= ψ[d¯ε+1,η0 , c¯ε+1,ν0 , d¯β,ε+1, c¯β,ε+1]
(d) C |= ϑ[c¯ε+1,ν0 , d¯β,ε+1, c¯β,ε+1, b¯2] where
ϑ(x¯c¯ε+1,ν0 , x¯
′
d¯ε+1
, x¯′c¯ε+1 , y¯) :=
(∀x¯d¯ε+1,η0 )(ψ(x¯d¯ε+1,η0 , x¯c¯ε+1,ν0 , x¯
′
d¯ε+1
, x¯′c¯ε+1)→ ϕ
′(x¯d¯ε+1,η0 , x¯c¯ε+1,ν0 , y¯)).
Next
⊙6 C |= ϑ[c¯ε+1,ν0 , d¯β,ε+1, c¯β,ε+1, b¯1].
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[Why? By ⊙2 the sequences d¯β,ε+1ˆc¯β,ε+1ˆb¯1, d¯β,ε+1ˆc¯β,ε+1ˆb¯2 realize the same
type over A0 ⊇ B+x hence also over B
+
x + c¯ε+1, so by ⊙5(d) we get the statement
in ⊙6.]
⊙7 C |= ϕ′[d¯ε+1,η0 , c¯ε+1,ν0 , b¯1].
[Why? Recall by ⊙5(c) we have C |= ψ[d¯ε+1,η0 , c¯ε+1,ν0 , d¯β,ε+1, c¯β,ε+1] so by ⊙6 and
the definition of ϑ we get ⊙7.]
By the choice of (η0, ν0)
⊙8 C |= ϕ′[d¯ε,η1 , c¯ε,ν1 , b¯1].
This means
⊙9 C |= ϕ[d¯ε, c¯ε, b¯1].
As for any ϕ = ϕ(x¯d¯ε , x¯c¯ε , y¯) and b¯1 ∈
ℓg(y¯)(Av,ε + d¯
′ + c¯′) for some truth value t
the statement ⊙1(c) holds for ϕt, i.e. C |= ϕt[d¯β+1,ε, c¯β+1,ε, b¯1] hence by the above,
see ⊙9, we get C |= ϕ[d¯ε, c¯ε, b¯1]. Hence we get the equality of types stated in ⊞5,
so ⊞5 holds.
⊞6 if ε < δ and ε = n mod ω then 〈d¯αˆc¯α : α ∈ u2ε+n+2 ∩ δ〉ˆ〈d¯′ˆc¯′〉ˆ〈d¯αˆc¯α :
α ∈ uε+2n+2\δ〉ˆ〈c¯εˆd¯ε〉 is an n-indiscernible sequence over A0.
[Why? By ⊞5 recalling 3.18; the main point is that clause (b) there holds, except
that for d¯εˆc¯ε we can use ⊞4 and for this case we use ⊞5.]
This shows that for each finite v ⊆ δ and ε < δ, the pair (d¯′ε, c¯
′
ε) solves (mε, Av),
but this means that (d¯′, c¯′) solves (mδ, A) which is what we need. 3.23
Conclusion 3.26. 1) If δ < θ+ is a limit ordinal and 〈(xε, ψ¯ε, r¯ε) : ε < δ〉 is a
≤1-increasing sequence of members of tK
⊕
κ,µ,θ, see Definition 3.1, then the limit
(xδ, ψ¯δ, rδ) belongs to tK
⊕
κ,µ¯,θ and is a ≤1-lub of the sequence.
2) Similarly for vKκ,µ¯,θ.
Proof. 1) By 3.23 as m ∈ tK⊕κ,µ,θ,m ≤1 n ∈ rK
⊕
κ,µ,θ ⇒ m ≤
+
1 n so we use (c)
rather than (c)′ there.
2) Similarly by 3.24(2), so we use (c)1 rather than (c)
′
1 there. 3.26
Claim 3.27. Assume κ is weakly compact > θ ≥ |T |.
1) If (x1, ψ¯1, r¯1) ∈ rKκ,κ,θ and Mx has cardinality κ, then there is (x2, ψ¯2, r2) ∈
rK⊕κ,κ,θ which is ≤
+
1 -above (x1, ψ¯1, r1).
2) If M ∈ ECκ,κ(T ) and d¯ ∈ θ
+>C then for some m ∈ tK⊕κ,κ,θ we have Mx[m] = M
and d¯ E dx[m].
3) If M ∈ ECκ,κ(T ) then S
θ
aut(M) has cardinality ≤ κ.
Remark 3.28. Compare with [Sh:900, §4].
So for κ weakly compact we can prove the density of tK⊕κ,κ,θ (by 3.23 + 3.27
above), hence using the (Dx, κ)-sequence homogeneity (see Theorem 3.10, Conclu-
sion 3.13) we can prove that there are few types (i.e. ≤ κ) up to conjugacy on
saturated model (the proof in the end of §4 use only this). To get it for some
smaller cardinals we shall need a replacement of weak compactness which is the
major point of §4 and to get it for all large enough κ we use vKκ,µ¯,θ.
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Proof. 1) By 2.15(1) there is y ∈ qK′κ,κ,θ such that x1 ≤2 y so d¯y = d¯x1 and
as we are using rKκ,κ,θ without loss of generality uy = ∅ . Let 〈Mα : α < κ〉
be ≺-increasing continuous with union Mx such that ‖Mα‖ < κ for α < κ.
As (x1, ψ¯1, r1) ∈ rKκ,κ,θ, for α < κ we can choose (c¯α, d¯α) from Mx solving
(x1, ψ¯1, r1, e¯α +Mα), see 3.3(1)(f). As y ∈ qKκ,κ,θ by 2.15(3) we have y ∈ qKκ,κ,θ
so, see Definition 2.11(2) for each α < κ there are e¯α ∈ θ(Mx) and ψ¯α such that
tp(d¯y, c¯y+ e¯α) ⊢ tp(d¯y, c¯y∔Mα)) according to ψ¯α. As κ is weakly compact we can
find (ψ¯∗, f) such that
(∗) (a) f is an increasing function from κ to κ so α ≤ f(α),
(b) ψ¯f(α) = ψ¯∗ for α < κ
(c) 〈tp(d¯f(α)ˆc¯f(α)ˆe¯f(α), d¯y + c¯y +Mα) : α < κ〉 is ⊆-increasing.
Let (c¯, d¯, e¯) from C be such that c¯ˆd¯ˆe¯ realize ∪{tp(c¯f(α)ˆd¯f(α)ˆe¯f(α), c¯x+d¯x+Mα) :
α < κ}, but the pairs (c¯, d¯), (c¯y, d¯y) realize the same type over Mx so without loss
of generality (c¯, d¯) = (c¯y, d¯y).
Hence
(∗) for α < κ the sequences c¯yˆd¯yˆe¯ and c¯f(α)ˆd¯f(α)ˆe¯f(α) realize the same
type over Mα.
Now we can define (x2, ψ¯2, r1) as follows:
⊛ (a) Mx2 =Mx1
(b) d¯x2 = d¯x1ˆe¯ = d¯yˆe¯ and
32
(c) c¯x2 = c¯y
(d) B¯x2 = B¯y and vx2 = vy and ux2 = ux1
(e) ψ¯2 is just putting together ψ¯1 and ψ¯∗
(f) r2 is such that r2 = tp(c¯x2ˆd¯x2ˆe¯ˆc¯f(α)ˆd¯f(α)ˆe¯f(α), ∅)
for unboundedly many α < κ.
Clearly (x2, ψ¯2, r2) is as required.
2) By part (1) and 3.26(1).
3) By part (2) and 3.10. 3.27
32no harm in demanding ux1 = ∅
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§ 4. Density
Our immediate goal is, concentrating on countable T , to prove density for tKκ,µ,θ
in some ZFC cases: κ = µ+n, µ = iδ, cf(δ) > θ. We do it in 4.11 when n = 1 and
shall do it in §(5A) when n ≥ 1. The point is proving some e¯ universally solves
a given x ∈ qKκ,κ,θ done in §(4B) and for this we use the partition Theorem 4.1.
Theorem 4.6 is a partition theorem which is nicer per se, and is more transparent
(and stronger in some respects, see also 8.1), but it is not enough for helping in the
proofs in decompositions.
§ 4(A). Partition theorems for Dependent T .
The following partition theorem will be crucial (in the proof of 4.7 and also will
be used in 5.2). We prove a nicer one later, but not useful here. We can below use
“v finite, k = 1” in 4.1, see 4.4(3). For a case when the conclusion of 4.1 can be
nicely phrased, see 4.5. In 4.1 we do not explicitly demand T to be dependent but
clause (i) holds if T is dependent.
Theorem 4.1. The partition Theorem
There are D1-positive sets S1,n for n < k and a D2-positive set S2 and h ∈ Πaf
and qn ∈ S
vn+wn
∆n
(B+f ,h+ΣnCn) such that for every n < k,S1,n+1 ⊆ S1,n and
33 for
each s ∈ S1,n for D2-almost every t ∈ S2 we have
34 qn = tp∆n((e¯
1
s↾vn)ˆ(e¯
2
t ↾wn), B
+
f ,un,h
+
Cn), see 2.23(2) when :
⊕ (a) k ≤ ω and kn < ω, kn ≥ 1 for n < k
(b) for n < k,∆n ⊆ L(τT ) is finite, each ϕ ∈ ∆n has the form ϕ(x¯[vn], y¯[wn], z¯)
(c)(α) f is a (µ¯, θ)-set, see Definition 2.22, 2.23, we use their notations
(β) vn ⊆ v is finite
35 and ⊆-increasing with n < k
(γ) un ⊆ vf for n < k, note v, vf are unrelated objects
and let un,2 = un ∩ uf and un,1 = un\uf
(δ) cf(Π{κf ,i : i ∈ un,2}) = cf(Πaf ,un,2) < κ
(ε) wn ⊆ wn+1 ⊆ w = ∪{wm : m < ω}
(ζ) for simplicity36 a¯f ,i,α is a singleton for i ∈ uf , α < κf ,i
(d) ∆1n ⊆ L(τT ) and Cn ⊆ C for n < k
(e) (α) κ = cf(κ) and min{κf ,i : i ∈ un ∩ uf} are
> ikn(|Bf ,un\uf |+ |Cn|+ θ), θ ≥ ℵ0 + |vn|+ |un|+ |∆
1
n|
and Cn ⊆ C
or
(β) κ = cf(κ) and B+
f ,un\uf
, vn, wn, Cn,∆
1
n are finite
(g) e¯1s ∈
vC for s ∈ I1
(h) e¯2t ∈
wC for t ∈ I2
33can add s ∈ S1,n ⇒ tp(e¯s, B
+
f,un,h
) = qn
34could ask just q↾∆n = tp∆n(e¯sˆe¯iˆa¯f,un,h, Bf,un + C) for every h ∈ Π{κf,i\hn(i) : i ∈ un}
does not really matter.
35instead “vn finite” we can use vn = ε but ∆1n ⊆ Γ[ε],n ⊆ L(τT ), see 0.13(4)
36As we can work in Ceq this is not a loss.
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(i) if n < ω,B ⊆ C, e¯ ∈ wnC and 〈a¯ℓ : ℓ < ω〉 is a (∆1n, kn)-indiscernible
sequence over B where ℓ < ω ⇒ a¯ℓ ∈ vnC then the set
{ℓ < ω : tp∆n(a¯ℓˆe¯, B) 6= tp∆n(a¯ℓ+1ˆe¯, B)} is finite
(j) D2 is a κ-complete filter on I2
(k)(α) D1 is a filter on I1
(β) if k = ω then
• D1 is ℵ1-complete
• α < κ⇒ |α|ℵ0 < κ.
Remark 4.2. Similarly if T is strongly dependent (hence by [Sh:863, 4.1] we already
get some existence of indiscernibles) we can get more.
Claim 4.3. 1) Assume T is strongly dependent. In 4.1 we can use: ∆n = ∆
1
n =
{ϕ : ϕ = {ϕ(x¯[vn], y¯[w], z¯) ∈ L(τT )} but demand κ = cf(κ) > i|T |+(|Bf ,un |+ |Cn|+
θ).
2) Similarly in 4.6.
Proof. 1) Like the proof 4.1 but we just use [Sh:863, 4.1] instead Erdo¨s-Rado the-
orem.
2) Similarly. 4.3
Remark 4.4. 1) A nice case is ∪{∆n : n < k = ω} = {ϕ(x¯[vn], x¯[w]) : ϕ ∈ L(τT )
and n < ω} and ∪{vn : n < ω} = v and ∪{∆1n : n < ω} = L(τT ) and each ∆n,∆
1
n
is finite so T is countable.
2) If we first replace (c¯x, d¯x) by (〈〉, c¯xˆd¯x) the way back is problematic!
3) We could use v finite. Also we may use Iℓ = I = [M ]
<κ and Dℓ is a normal
filter on I, it is natural in the application here (similarly for the definition of a
(µ¯, θ)-sets!)
4) In clause (c) of 4.1, by 2.24(1A), it suffices to demand
(c)′ f is a (µ¯, θ)-set, ∆n ⊆ L(τT ) for n < n and i ∈ vf\uf ⇒ Bf ,i = Bf .
5) We have considerable leeway in the proof.
6) In order to use infinite ∆n at present we need a stronger assumption on T , see
4.3.
7) For transparency assuming k = 1, we can get also that for some q′ for each
t ∈ S2 for D-almost s ∈ S1,0 we have q
′ = tp∆0(e¯sˆe¯t, B
+
f ,un,h
+ C).
8) In the proof we can demand that s¯n,k has length k + 1 and so can demand that
the game is of a fix finite number of moves, e.g. Σ{2 × ind(ϕ) : ϕ ∈ ∆n} + 1, on
ind(ϕ), see 5.22.
9) We can assume S ∗ℓ ∈ D
+
ℓ for ℓ = 1, 2 and demand S1,n ⊆ S
∗
1 ,S2 ⊆ S
∗
2 but
this does not add anything because we may just use D ′ℓ = D
∗
ℓ ↾S
∗
ℓ := {S ∩S
∗
ℓ :
S ∈ Dℓ}.
10) There is no real harm if in 4.1 we assume v = w, i.e. Dom(e¯1s) = Dom(e¯
2
t ) for
s ∈ I1, t ∈ I2.
11) Assume f1 satisfies cf(Πaf1) < κ (or κ /∈ pcf(af1); so we have he¯1,e¯2 ∈ Πaf1 .
Can we find h satisfying (∀s0 ∈ S 1α,0)(∀
D2s1 ∈ S1)(he¯s0 ,e¯s1 ≤ h)? see 5.1.
12) We could have asked un ⊆ vf instead un ⊆ uf and use B
±
f ,un
instead of Bf ,un .
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Remark 4.5. If you are interested in weakening the generality of the theorem for
having a somewhat more transparent proof, note that the statement of 4.1 is sim-
plified when we use a model M of cardinality κ to which all relevant elements
belong (as in the proof). Let 〈Mα : α < κ〉 be ≺-increasing continuous with
union M such that α < κ ⇒ ‖Mα‖ < κ. So we can decide Iℓ = κ,Dℓ a nor-
mal filter on κ, e.g. the club filter hence instead of “for every s ∈ S1,m for D2-
almost every t ∈ S2” we have: if s ∈ S1,n, t ∈ S2 and s < t as ordinals then
qn = tp∆n((e¯
1
s↾vn)ˆ(e¯
2
t ↾wn), B
+
f ,un,h
+ Cn). This is by normality of the filter.
Proof. Proof of 4.1 Let M ≺ C include ∪{e¯ℓs : s ∈ Iℓ and ℓ = 1, 2} ∪ {Cn : n <
ω} ∪ B+f . Let µ = min{µℓ : ℓ < 2} hence µ ≤ min(af ). We can choose a¯∗,k =
〈a¯∗,i,k : i ∈ uf 〉 for k < ω such that (recalling Definition 2.23(5)):
⊞1 for every A ⊆ M of cardinality < µ and k < ω, for some g ∈ Πaf ,uf we
have: g ≤ h ∈ Πaf ,uf ⇒ tp(a¯f ,uf ,h, A+Bf +Cn+
∑
m>k
a¯∗,m) = tp(a¯∗,k, A+
Bf + Cn +
∑
m>k
a¯∗,m).
Let
⊞2 C
+
n = ∪{a¯∗,n : n < ω} ∪ Bf ∪ Cn but if k < ω, i.e. the assumptions of
clause (β) of clause (e) of ⊕ fails, then C+n = ∪{a¯un : n < kn} ∪Bf ∪ Cn
hence
⊞3 if n < k, ζ < µ and e¯1, e¯2 ∈
ζM realize the same type over C+n then for
some g ∈ Πaf ,un , we have (C
+
n + e¯1 + e¯2, I¯f ,un,2,g) is a (µ¯, θ)-set and e¯1, e¯2
realize the same type over C+n + I¯f ,un,2,g.
Choose Fn such that
⊞4 Fn is a cofinal subset of Πaf ,un,2 of cardinality cf(Πaf ,un,2),
hence by clause (c)(δ) of the assumption
⊞5 |Fn| < κ.
Without loss of generality
⊞6 (Bf ,un,1 + C
+
n , I¯f ,un,2) is a (µ¯, θ)-set for each n < k
⊞7 |τT | = Σ{|∆n|+ |∆1n| : n < k} or both are ≤ ℵ0.
Next
(∗)1 if ℓ = 1, 2 and n < k and S ∈ D
+
ℓ then for some q = qS ,n and h = hS ,n ∈
Fn ⊆ Πaf ,un we have Sh,q ∈ D
+
ℓ where Sh,q := {s ∈ S : (C
+
n + e¯
ℓ
s, I¯f ,un,h)
is a (µ¯, θ)-set and q = tpL(τn)(e¯s↾vn, B
+
f ,un,h
+ C+n )}.
[Why? For each s ∈ S by 2.24(4) there is a function hs ∈ Πaf ,un such that
(C+n + e¯
ℓ
s, I¯f ,h) is a (µ¯, θ)-set; without loss of generality hs ∈ Fn.
But by clause (j) of the assumption, i.e. the κ-completeness of D2 and ⊞5 there
is a function h ∈ Fn ⊆ Πaf ,un such that S
′ := {s ∈ S : hs ≤ h and we can add
hs = h} ∈ D
+
ℓ . Now 2
|C+n |+|∆
1
n| < κ by clauses (a),(d),(e) of ⊕, hence for some
(S ′′, q) we have: S ′′ ⊆ S ′,S ′′ ∈ D+ℓ and s ∈ S
′′ ⇒ q = tpL(τn)(e¯
ℓ
s, C
+
n ). By the
choice of hs = h and C
+
n it follows that S
′′ ⊆ Sh,q so Sh,q ∈ D
+
ℓ is as required in
(∗)1.]
66 SAHARON SHELAH
We now define some games; for any n < k, g ∈ Fn, q ∈ S
vn
L(τn)
(B+f ,un,2,g) and
S ∈ D+1 we define a game aS ,n,g,q: a play last ω moves, in the ℓ-th move the
antagonist chooses Xℓ ∈ D1 and the protagonist chooses sℓ ∈ Xℓ ∩S .
In the end of a play the protagonist wins the play iff :
⊗ (a) (C+n +Σℓ<ω e¯
1
sℓ
, I¯f ,un,g) is a (µ¯, θ)-set
(b) 〈e¯1sℓ↾vn : ℓ < ω〉 is an (L(τT ), kn)-indiscernible sequence over
B+f ,un,g + C
+
n and
37
(c) q = tpL(τn)(e¯
1
sℓ
↾vn, B
+
f ,un,g
+ C+n ) so is the same for every ℓ < ω.
Alternatively38 (by (e)(β) of ⊕) we can define a′
S ,n,g,q similarly but in the end of
the play the protagonist wins the play iff :
⊗ (a)′ as of ⊗
(b)′ 〈e¯1sℓ↾vn : ℓ < ω〉 is a (∆
1
n, kn)-indiscernible sequence over B
+
f ,un,g
+C+n
(c)′ tp∆n(e¯
1
sℓ
↾vn, C
+
n ) = (q↾∆n)↾C
+
n hence is the same for all ℓ < ω.
So only qn := (q↾∆n)↾C
+
n matters and we may write a
′
S ,n,g,qn
.
(∗)2 if S ∈ D
+
1 and n < k then for some h ∈ Fn and q, the protagonist wins
in the game a′
S ,n,h,q.
[Why? Let λ = 2|C
+
n |+|∆
1
n| + ℵ1, so by Erdo¨s-Rado theorem and ⊕(e) clearly
κ→ (ω)knλ .
For each h ∈ Fn and q ∈ Svn(C+n ) the game a
′
S ,n,h,q is determined being closed
for the protagonist, so toward contradiction let stS ,n,h,q be a winning strategy for
the antagonist. We choose sα ∈ S ⊆ I1 by induction on α < κ such that: for
any relevant h and q in any finite initial segment of a play of a′
S ,n,h,q in which
the antagonist uses the strategy stS ,n,h,q and the protagonist chooses members of
I1 from {sβ : β < α}, the last move of the antagonist is a member X of D1 to
which sα belongs. So sα just have to belong to ≤ |[α]<ℵ0 |+ |Fn|+ |S
vn
∆n
(C+n )| < κ
sets39 X ∈ D1, but D1 is a κ-complete filter so this is possible. As κ = cf(κ)
is large enough without loss of generality 〈tp∆n(e
1
sα
↾vn, C
+
n ) : α < κ〉 is constant.
Now letting λn = |Skn×|vn|(C+n )|, by clause (e) of the assumption we have κ →
(ω)knλn , so for some increasing sequence 〈α(i) : i < ω〉 of ordinals < κ the sequence
〈e¯1sα(i) : i < ω〉 is (∆
1
n, kn)-indiscernible over C
+
n . We can find h ∈ Fn such
that (∪{e¯1tα(i) : i < ω} + C
+
n , I¯f ,un,h) is a (µ¯, θ)-set. By the choice of C
+
n and of
〈α(i) : i < ω〉 it follows that 〈e¯1sα(i) : i < ω〉 is (∆
1
n, kn)-indiscernible also over
B+f ,un,h + C
+
n . So for some q the sequence 〈e¯
1
si
: i < ω〉 is a result of a play of the
game a′
S ,n,h,q in which the protagonist wins, easily a contradiction.]
(∗)3 for any S ∈ D
+
1 and n < ω we choose (W , q, h, st,T) = (WS ,n, qS ,n, hS ,n,
stS ,n,TS ,n) satisfying:
(a) h ∈ Fn
37we may omit clause (c)
38we use the second; presently it does not make a difference what we use
39Why is it < κ? Recall |Fn| < κ by ⊞4 and |S
vn
∆n
(C+n )| < κ by clause (e) of the assumption.
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(b) W ∈ D+1 and W ⊆ S
(c) if s ∈ W then q = tp∆n(e¯
1
s, B
+
f ,un,h
+ C+n )
(d) st is a winning strategy in a′
W ,n,h,q for the protagonist
(e) T = {s¯: for some m < ω the sequence s¯ = 〈Xℓ, sℓ : ℓ < m〉 is a finite
initial segment of the play in which the protagonist uses st}.
[Why? Easy by (∗)1 + (∗)2.]
Let χ be large enough and
(∗)4 let N be the set of N ≺ (H (χ),∈, <∗χ) such that:
(a) C, f ,M, 〈Cn : n < k〉, 〈e¯ℓt : t ∈ Iℓ〉 for ℓ = 1, 2 and 〈Fn : n < k〉 belongs
to N
(b) the following function belongs to N :
(S , n) 7→ (WS ,n, qS ,n, hS ,n, stS ,n,TS ,n)
(c) N has cardinality < κ and N ∩ κ ∈ κ (hence, e.g. n < k⇒ Fn ⊆ N)
(d) if k = ω then [N ]ℵ0 ⊆ N .
Now
(∗)5 for every N ∈ N we can choose tN ∈ ∩{S ∈ D2 : S ∈ N}.
[Why? Because D2 is a κ-complete filter and N is of cardinality < κ.]
(∗)6 for everyN ∈ N choose (S1,n, qn, hn, stn,Tn) = (SN,n, qN,n, hN,n, stN,n,TN,n)
by induction on n < k such that:
(a) (S1,n, qn, hn, stn,Tn) ∈ N is as in (∗)3
(b) S1,n ⊇ S1,n+1
(c) S1,n ∈ D
+
1 ∩N
(d) if s ∈ S1,n+1 ∩N then qn = tp∆n((e¯
1
s↾vn)ˆ(e¯
2
tN
↾wn), B
+
f ,un,hn
+ C+n ).
We can carry the inductive construction.
[Why? For n = 0 choose S1,n, qn, hn,stn,Tn as in (∗)3 with (I1, n) here stand-
ing for (S , n) there and as we are assuming N ∈ N without loss of generality
they belong to N . Assume that the tuple (S1,n, qn, hn, stn,Tn) was chosen and
n + 1 < k. We try to choose s¯n,k = 〈Xℓ, sℓ : ℓ ≤ ℓk〉 by induction on k < ω
such that: s¯n,k is a finite initial segment of a play of the game a′S1,n,n,hn,qn in
which the antagonist uses the strategy stn and s¯n,k ∈ N and if k = m + 1,
then for some ℓ ∈ [ℓm, ℓk − 1) we have tp∆n((e
1
sℓ
↾vn)ˆ(e¯
2
tN
↾wn), B
+
f ,un,hn
+ C+n ) 6=
tp∆n((e¯
1
sℓ+1
↾vn)ˆ(e¯
2
tN
↾wn), B
+
f ,un,hn
+ C+n ).
If we can choose40 all s¯n,k, k < ω we get a contradiction to clause (i) of the
assumption of the theorem. Obviously, we can choose s¯n,0. So for some k, s¯n,k is
well defined but we cannot choose s¯n,k+1.
Let
S
′
1,n := {sℓk+1 : for some s¯ = 〈Xℓ, tℓ : ℓ ≤ ℓk + 1〉 ∈ Tn we have s¯n,k ⊳ s¯}.
Let qn = tp∆n((e¯
1
sn,ℓk
↾vn)ˆ(e¯
2
tN
↾wn), B
+
f ,un,hn
+ C+n ).
40of course, as ∆1n is finite we can use a finite long enough game; part of our leeway
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Lastly, choose (SN,n+1,qn+1, hn−1,stn+1,Tn+1) as in (∗)3 with (S ′1,n+1, n+ 1)
here standing for (S , n) there. Clearly we are done proving (∗)6, i.e. we can carry
the induction.]
So we have chosen 〈(hN,n, qN,n,S1,n) : n < k〉 for each N ∈ N and it belongs
to N : if k < ω trivially by (∗)6 and if k = ω by clause (d) of (∗)4 and let qN =
∪{q,n : n < k}. Also N is a stationary subset of [H (χ)]<κ by (∗)3 and clause (k)
of the assumption. Hence using the club filter on N :
(∗)7 for some S1,n, hn, rn, q∗n for n < k the set S
2 := {N ∈ N : qN,n = q∗n and
SN,n = S1,n for every n < k}.
Let h ∈ Πaf be sup{hn : n < ω}. So clearly any suitable q ⊇ ∪{q∗n : n <
k}, h, 〈S1,n : n < ω〉 and S2 are as required. 4.1
The following is a transparent “n(∗)-dimensional” relative of 4.1
Theorem 4.6. Assume κ is regular uncountable, D0 is a filter on I0,Dℓ is a κ-
complete filter on Iℓ for non-zero ℓ < n, e¯
ℓ
s ∈
m(ℓ)C for ℓ < n, s ∈ Iℓ and ∆ ⊆
L(τT ), C ⊆ C are finite. Then there are a type q and Sℓ ∈ D
+
ℓ for ℓ < n such that
(∀D0s0 ∈ S0)(∀D1s1 ∈ S1) . . . (∀Dn−1sn−1 ∈ Sn−1)[q = tp∆(e¯
0
s(0)ˆe¯
1
s(1)ˆ . . . ˆe¯
n−1
sn−1
, ∅)].
Proof. Let m(< i) = Σ{m(j) : j < i}.
Stage A: We prove it by induction on n; for n = 0 it says nothing, for n = 1 it
holds by the pigeon-hull principle. So assume we know it for n ≥ 1 and we shall
prove it for n+ 1.
Let I =
∏
ℓ<n
Iℓ and e¯s¯ = e¯
0
s0
ˆ . . . ˆe¯n−1sn−1 ∈
m(<n)C for s¯ ∈ I and let Γ = {{s¯ ∈
I : C |= ϕ[e¯s¯, c¯]} : ϕ = ϕ(x¯[m(<n)], y¯) ∈ L(τT ) and c¯ ∈ ℓg(y¯)C and for some finite
C1 ⊆ C and finite ∆1 ⊆ L(τT ) there are no (∆1,m(< n))-type q on C1 and sequence
〈Sℓ : ℓ < n〉 ∈
∏
ℓ<n
D
+
ℓ such that (∀
D0s0 ∈ S0) . . . (∀Dn−1sn−1 ∈ Sn−1)[q =
tp∆1(e¯〈sℓ:ℓ<n〉, C1)] and ¬ϕ(x¯[m(<n)], c¯) ∈ q}.
By the induction hypothesis Γ is a filter on I hence there is an ultrafilter D∗ on
I extending it.
Stage B:
Choose finite ∆1 ⊆ L(τT ) large enough, i.e. such that
(∗)1 if e¯ℓ ∈ m(<n)C for ℓ < ω and 〈e¯ℓ : ℓ < ω〉 is a ∆1-indiscernible sequence over
some set C1 ⊆ C then for no formula ϕ(x¯, y¯, z¯) ∈ ∆, ℓg(x¯) = m(< n) and
b¯ ∈ ℓg(y¯)C is the set {ℓ < ω: for some c¯ ∈ ℓg(z¯)C1 we have C |= ϕ(e¯ℓ, b¯, c¯) ≡
¬ϕ(e¯ℓ+1, b¯, c¯) : ℓ < ω} infinite.
Choose χ and define N as in (∗)4 the proof of 4.1. For C ⊆ C define a game aC .
A play last ω moves (really n∗ < ω large enough suffice). In the ℓ-th move the IND
player chooses Xℓ ∈ D∗ ∩ Defm(<n)(M) and the antogonist chooses s¯ℓ ∈ Π
m<n
Im
such that e¯s¯ℓ ∈ Xℓ. In the end of the play the IND player wins the play when
〈e¯ℓ : ℓ < ω〉 is a ∆1-indiscernible sequence over C.
As in the proof of 4.1, see (∗)2 there, the IND player has a winning strategy st,
and let N ∈ N be such that st ∈ N and choose t∗ ∈ In such that X ∈ Dn ∩N⇒
t∗ ∈ X , possible as Dn is κ-complete because n ≥ 1. Let ℓ = ∅ and we now
simulate a play of aC called 〈(Xℓ, s¯ℓ) : ℓ < ω〉 such that:
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(∗)2 (a) the IND player uses st to choose Xℓ
(b) the antagonist chooses s¯ℓ ∈ I and in Xℓ such that if ℓ > 0 and
it is possible then tp∆1(e¯
1
s¯ℓ
ˆe¯2t∗ , C
+) 6= tp∆1(e¯
1
s¯ℓ−1
ˆe¯2t∗ , C).
It follows that (Xℓ, s¯ℓ) ∈ N for ℓ < ω and that for some ℓ(∗) > 0 the demand in
clause (b) of (∗)2 is not possible. So for some q
(∗)3 (a) Xℓ(∗) ∈ D
(b) tp∆1(e¯
1
s¯ˆe¯
2
t∗
, C) = q for every s¯ ∈ Xℓ(∗).
By the definition of D∗ and of the game there is 〈Sℓ : ℓ < n〉 ∈
∏
ℓ<n
D
+
ℓ as there,
such that
∏
ℓ<n
Sℓ ⊆ X and without loss of generality 〈Sℓ : ℓ < n〉 ∈ N.
We finish as in the proof of 4.1. 4.6
§ 4(B). Density of tK in ZFC occurs.
Theorem 4.7. The universal solution theorem Assume T is countable, (κ, µ¯, θ) as
usual, µ0 ≥ iω and θ = ℵ0 and cf(κ) > 2θ.
1) If m1 = (x1, ψ¯1, r1) ∈ rK
⊕
κ,µ¯,θ and x1 ≤1 y ∈ qKκ,µ¯,θ then we can find m2 such
that m1 ≤
+
1 m2 ∈ rK
⊕
κ,µ¯,θ and y ≤1 xm2 .
2) Similarly but in the assumption y ∈ uKκ,µ¯,θ and in the conclusion m1 ≤
⊙
1 m2.
Remark 4.8. 0) Note that this theorem restricts the cardinals lightly, but for density
of tK we shall have heavy restrictions, still ZFC ones.
1) Part (2) is not needed for this subsection.
2) If Mx ∈ ECκ,κ(T ) the proof is somewhat easier, similarly in 4.1.
3) There is no real difference between the two parts. We just deal with the set of
pairs (ϕ, ψ) where ϕ ∈ Γx[m1] and ψ illuminate (m, ϕ).
4) In 4.7 we use ι(x1) = 2 but with minor changes ι(x1) = 1 is O.K., too; the
changes are in ⊕5 −⊕7.
5) Concerning 4.7(2) see 3.2(3)(e).
Before proving note
Observation 4.9. 1) If (x1, ψ¯1, r1) ∈ rK
⊕
κ,µ¯,θ and x1 ≤1 y ∈ pKκ,µ¯,θ, then
(x1, ψ¯1, r1) ≤1 (y, ψ¯1, r1) ∈ rK
⊕
κ,µ¯,θ.
1A) Ifm1 ∈ rK
⊕
κ,µ¯,θ and cf(κ) > 2
θ, θ ≥ |T | then for some r2 = r2(x¯c¯y , x¯d¯y , x¯
′
c¯y
, x¯′
d¯y
)
which extends rm and is complete (over ∅) we have m ≤1 (xm, ψ¯m, r2) ∈ rK
⊕
κ,µ¯,θ.
1B) If in (1A) in addition cf(κ) > 2|Bx| we can demand r2 is a complete type over
By; (similarly for B
+
x when |S
θ(B+x )| < κ).
2) If m1 ∈ rK
⊕
κ,µ¯,θ and xm1 ≤1 y ∈ qKκ,µ¯,θ and cf(κ) > θ ≥ |T | then
(a) for some pair (ψ¯, r) we have ψ¯m1 E ψ¯ and Γψ¯ = Γx[m1] ∪ Γ
1
x[m] and
(y, ψ¯, rm1 ) ∈ rK
⊕
κ,µ¯,θ
(b) similarly replacing Γ1x[m1] by Γ
3
x[m1]
.
2A) Like part (2) replacing qKκ,µ¯,θ, qK
⊕
κ,µ¯,θ by uK
⊕
κ,µ¯,θ, vK
⊕
κ,µ¯,θ respectively.
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3) Assume D is a κ-complete filter on a set I, e¯t ∈ ζC for t ∈ I, κ = cf(κ) > 2|B|+|ζ|
and f is a (µ¯, θ)-set and κ > cf(Π{κf ,i : i ∈ ux)}. Then for some q ∈ Sζ(Bf ,h),S ∈
D+ and h ∈ Πaf we have: q = tp(e¯t, B
+
f ,h) for every t ∈ S .
4) Similarly for sK⊕κ,µ¯,θ.
Remark 4.10. 1) Variants: for ψ¯ enough if cf(κ) > θ, see 2.26.
2) Compare with 2.17 and 3.7.
Proof. Straightforward, e.g. part (2) as in the proof of 3.27(1). 4.9
Proof. Proof of 4.7
1) Without loss of generality y is smooth and for notational simplicity ω is
disjoint to vy, wy and let x = x1
(∗)0 let v¯, w¯, u¯ be such that
(a) v¯ = 〈vn : n < ω〉 and w¯ = 〈wn : n < ω〉
(b) vn ⊆ vn+1 ⊆ vy and wn ⊆ wn+1 ⊆ wy
(c) vn is finite and wn is finite
(d) vy = ∪{vn : n < ω} and wy = ∪{wn : n < ω}
(e) u = vy ∪ wy ∪ ω
(f) let u¯ = 〈un : n < ω〉 where un = vn ∪ wn ∪ {0, . . . , n− 1}
(g) let u(n) = un, v(n) = vn, w(n) = wn.
We choose 〈(∆n,∆1n, kn,mn) : n < ω〉 such that
(∗)1 (a) mn < ω is increasing with n
(b) ∆n ⊆ {ϕ(x¯[un], z¯[n]) : ϕ ∈ L(τT )} is finite
(c) ∆n ⊆ ∆n+1 in the natural sense, i.e. up to equivalence
(d) ∆ω = ∪{∆n : n < ω} = {ϕ(x¯[u], z[ω]) : ϕ ∈ L(τT )} up to equivalence
(∗)2 (a) ∆1n ⊆ {ϕ(x¯[un], y¯[un], z¯[mn]) : ϕ ∈ L(τT )} is finite
(b) ∆1n ⊆ ∆
1
n+1
(c) ∆1ω = ∪{∆
1
n : n < ω} = {ϕ(x¯[u], y¯[u], z¯) : z¯ = z¯[n] for some
n, ϕ ∈ L(τT )} up to equivalence, i.e. adding dummy variables
(d) if ϕ(x¯[un], z¯[n]) ∈ ∆n then some ϕ
′(x¯[un], y¯[un], z¯[mn]) ∈ ∆
1
n is
equivalent to ϕ(x¯[un], z¯[n]) and some ϕ
′′(x¯[un], y¯[un], z¯[mn]) is
equivalent to ϕ(y¯[un], z¯[n])
(e) the finite ∆1n ⊆ ∆
1
ω and kn < ω are such that clause (i) of ⊕
of 4.1 holds for ∆n, see the way we use this proving (∗)6 below.
This is possible as T is countable, and for clause (e) of (∗)2 as T is dependent.
(∗)3 I := ([Mx]<κ,⊆) is cf(κ)-directed and let DI be the club filter on I.
Clearly
(∗)4 (a) if α < κ⇒ |α|ℵ0 < κ then SωL(τT )(B
+
y + c¯y + d¯y) has cardinality < κ
(b) S
u(∗)
∆n
(B+y,vn + c¯y + d¯y) has cardinality < κ for any finite u(∗).
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[Why? Recall that we are assuming that y is smooth hence (B+y + c¯y + d¯y, I¯y) is
a (µ¯, θ)-set by 2.24(2); now for clause (a) apply 2.24(1) and for clause (b) apply
2.24(1A).]
So together by observation 4.9(2).
(∗)5 there are ψ¯2 and r2 such that, (recall 2.11(3),(3A)):
(a) (y, ψ¯2, r2) belongs
41 to qK⊙κ,µ¯,θ for part (1) and belongs to uK
⊙
κ,µ¯,θ for
part (2)
(b) ψ¯2 = 〈ψ2,ϕ : ϕ ∈ Γ1〉 where Γ1 = Γ1y for part (1) and Γ1 ⊆ Γ
1
y is
y − uK-large for part (2), see Definition 3.6(3B)
(c) r2 = r2(x¯d¯y , x¯c¯y , x¯[ω]) is a type over ∅ in C; may add r is complete but
should at least contain ψ2,ϕ(x¯d¯[y], x¯c¯[y], x¯[ω]) for ϕ ∈ Γ1
(d) for every A ∈ [Mx]<κ some e¯ ∈ ω(Mx) solve (y, ψ¯2, r2, A), see Defini-
tion 2.11(3) or 3.3(2)(f).
For A ∈ I first choose (d¯A, c¯A) solving (y, ψ¯, r, A) and second choose e¯A as in (∗)5(d)
for A+ d¯1 + c¯A and let e¯
+
A = e¯Aˆd¯Aˆc¯A.
Next
(∗)6 there are q0n, q
1
n, h∗ and Sℓ,n (for ℓ < 3, n < ω) such that:
(a) Sℓ,n ∈ D
+
I
(b) Sℓ,n ⊆ Sℓ,m when n = m+ 1
(c) qℓn ∈ S
u(n)+u(n)
∆1n
(B+y,un,h∗,n + d¯y + c¯y)
(d) if s0 ∈ S0,n then for the (DI + S1,n)-majority of s1 ∈ S1,n (say for
every s1 ∈ S1,n,s0) we have q
0
n = tp∆1n((e¯
+
s0
↾mn)ˆ(e¯
+
s1
↾mn), B
+
y,vn,h∗
+
d¯y + c¯y) so S1,n,s0 ⊆ S1,n belongs to DI +S1,n
(e) if s1 ∈ S1,n then for the (DI + S2,n)-majority of s2 ∈ S2,n (say for
every s2 ∈ S2,n,s1) we have q
1
n = tp∆1n((e¯
+
s1
↾mn)ˆ(e¯
+
s2
↾mn), B
+
y,vn,h∗
+
d¯y + c¯y).
[Why? We do it by induction on n replacing h∗ by hn. For n = 0, without loss of
generality mn = 0, h0 constantly zero and we can let Sℓ,n = I for ℓ = 0, 1, 2. For
n = m+ 1 we do it in two steps. First, letting fn = (〈By,i : i ∈ vn\uy〉, 〈Iy,i : i ∈
vn ∩ uy〉) and applying Theorem 4.1 for k = 1 with (DI + Sℓ,m,Sℓ,m, 〈e¯A↾mn :
A ∈ Sℓ,m〉,Mx, fn, c¯y + d¯y,∆n,∆1n, kn〉)ℓ<2 here standing for (Dℓ,Sℓ, 〈e¯
ℓ
A : A ∈
Iℓ〉,M, f , C,∆0,∆10, k0)ℓ<2 there.
We get h0n,S0,n,S
′
1,m, q
0
n ∈ S
2mn
∆n
(B+
y,vn,h0n
+ c¯y + d¯x).
Second, let S ′2,m = S2,m and we apply Theorem 4.1 for k = 1 with (DI +
S ′ℓ,m, 〈e¯A : A ∈ S
′
ℓ,m〉,M, fn, c¯y+d¯y,∆n,∆
1
n,k)ℓ=1,2 here standing for (Dℓ,Sℓ, 〈e¯
ℓ
A :
A ∈ Iℓ〉,M, f , C,∆0,∆10, k0)ℓ=0,1 there. We get h
1
n,S1,n,S2,m, q
1
n ∈ S
2mn
∆n
(B+
y,vn,h1n
+
c¯y + d¯y).
Let h∗ = sup{hℓn : n < ω and ℓ = 0, 1}, i.e. κ ∈ ay ⇒ h∗(κ) = sup{h
ℓ
n(κ) : n < ω
and ℓ = 0, 1}. Now for ℓ = 0, 1 and Aℓ ∈ Sℓ,n let Sℓ,n,Aℓ = {Aℓ+1 ∈ Sℓ+1,n: we
have qℓn = tp∆n((e¯Aℓ↾mn)ˆ(e¯Aℓ+1↾mn), B
+
y,vn,h∗
+ c¯y + d¯y)}.]
41moreover we can demand it belongs to qK⊕
κ,µ¯,θ
.
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We choose an ultrafilter D on I extending DI +S1,n for every n < ω so clearly
A ∈ I ⇒ {B : A ⊆ B ∈ I} ∈ D . Let e¯∗ ∈ ωC realizes p∗(y¯[ω]) := Av(D , 〈e¯A : A ∈
I〉, d¯y + c¯y +Mx), i.e. (clause (a) by the definition of Av and clause (b) follows)
(∗)7 (a) for b¯ ∈ ω>(Mx) we have C |= ϕ[d¯y, c¯y, e¯∗, b¯] iff
ϕ(d¯y, cy, y¯[ω], b¯) ∈ p∗(y¯[ω]) iff
{A ∈ I : C |= ϕ[d¯y, c¯y, e¯A, b¯]} ∈ D
(b) e¯∗ exemplify ψ¯, i.e. is as in (∗)5(d) except that it may be /∈Mx
(∗)8 (a) let Γ1 be Γ1y
(b) we define ψ¯∗2 = 〈ψ
∗
2,ϕ : ϕ ∈ Γ1〉 as follows: letting ϕ = ϕ(x¯d¯[y], x¯c¯[y], z¯) ∈
Γ3, for some n0(ϕ), ϕ ≡ ϕ0(x¯d¯[y], x¯c¯[y], y¯[n0(ϕ)], z¯) and let ϕ1 =
ψ2,ϕ0(x¯d¯[y], x¯c¯[y], y¯) where ψ¯2 is from (∗)5(a)
so really ϕ1 ≡ ϕ2(x¯d¯[y], x¯c¯[y], y¯[n1(ϕ)]) for some n1(ϕ) ≥ n0(ϕ)
and lastly let ψ∗2,ϕ = ψϕ2(x¯d¯[y], x¯c¯[y], y¯[ω]).
(∗)9 without loss of generality tp(e¯∗ˆd¯yˆc¯y,Mx) is recalling u is from (∗)0(e)
p∗∗(x¯[u]) = Av(D , 〈e¯Aˆd¯AˆcA : A ∈ I〉,Mx).
[Why? By the choice of e¯∗ it is enough to have tp(d¯yˆc¯y,Mx) = Av(D , 〈d¯Aˆc¯A :
A ∈ I〉,Mx) which is easy by D ⊇ DI and the choice of (d¯A, c¯A) for A ∈ I after
(∗)5.]
(∗)10 let e+∗ = e¯∗ˆd¯yˆc¯y.
We now consider the statement
⊠ for every A∗ ⊆Mx of cardinality < κ, i.e. A∗ ∈ I there are e¯ ∈ ω(Mx), d¯ ∈
ℓg(d¯[y])(Mx) and c¯ ∈ ℓg(c¯[x])(Mx) such that
(a) e¯ solves (y, ψ¯∗, r2, A∗)
(b) (d¯, c¯) solves (m1, A∗) so ℓg(c¯) = ℓg(c¯x), ℓg(d¯) = ℓg(d¯x)
(c) e¯ˆd¯ˆc¯ realizes tp(e¯∗ˆd¯yˆc¯x, A∗), but we do not say “tp(e¯∗ˆd¯yˆc¯y, A∗)”.
Why proving ⊠ is enough?
We define x2 as (Mx1 , B¯y, c¯y, d¯x1ˆe¯∗, I¯y); so clearly y ≤1 x¯2 ∈ pKκ,µ¯,θ. We
choose
(∗)11 we define r3 by: r3 = r1 ∪ {ϕ(x¯d¯[y], x¯c¯[y], x¯
′
e¯∗
) : ϕ(x¯d¯[y], x¯c¯[y¯], x¯[ω]) ∈ r2}
recalling r1 = r[m1] and r is from (∗)5.
Lastly, let
(∗)12 ψ¯3 = 〈ψ3,ϕ : ϕ ∈ Γψ¯3〉, where
42 Γψ¯3 = Γψ¯1 ∪ Γ1, see (∗)5(b) (here it is
convenient to allow repetitions of ϕ’s in ψ¯; for part (2) we have to change
more) where:
(a) ψ3,ϕ = ψ1,ϕ if ϕ ∈ Γ2ψ¯1 , adding dummy variables recalling ψ¯1 = ψ¯m1
so ψ¯1 = 〈ψ1,ϕ : ϕ ∈ Γ2ψ¯1〉
42if I = κ, 〈Mα : α < κ〉 our problem will be to choose the e¯′α such that 〈tp(e¯
′
α,Mα+ c¯y+ d¯y) :
α < κ〉 is increasing
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(b) ψ3,ϕ is ψ
∗
2,ϕ if ϕ ∈ Γ
1
y using wy + ω instead wy, i.e.
ψ3,ϕ(x¯d¯[y]ˆx¯[ω], x¯c¯[y], x¯
′
d¯[y]
ˆx¯′[ω], x¯
′
c¯[y])
= ψ∗2,ϕ(x¯d¯[y], x¯c¯[y], x¯
′
[ω]).
We shall show that the triple m2 = (x2, ψ¯3, r3) is as required. First, m2 ∈ rK
⊕
κ,µ¯,θ:
all the requirements are obviously satisfied, e.g. for clause (f) of Definition 3.3(1),
given A ∈ I we can choose (e¯, d¯, c¯) as in ⊠ so ℓg(c¯) = ℓg(c¯x1), ℓg(d¯) = ℓg(d¯x1) =
ℓg(d¯y) and let c¯
′ ∈ ℓg(c¯[y])(Mx) be such that c¯ = c¯
′↾ℓg(c¯) and c¯′ˆd¯ˆe¯ realizes
tp(c¯yˆd¯yˆe¯∗, A); this is possible as d¯ˆc¯ realizes tp(d¯xˆc¯x, A) because by ⊠(b) the
pair (d¯, c¯) solves m1 and d¯, c¯ are from Mx. We shall now show that (d¯ˆe¯, c¯) solves
m2.
We have to check clauses (α), (β), (γ) of Definition 3.3(1)(f).
By the choice of c¯′, c¯′ˆ(d¯ˆe¯) realizes tp(c¯x2ˆd¯x2 , A) = tp(c¯yˆ(d¯yˆe¯∗), A) so clause
(α) there holds.
Second, d¯x2ˆc¯xˆd¯ˆc¯ = d¯yˆc¯xˆd¯ˆc¯, realizes r1 = rm1 by clause (b) of ⊠ and the
definition; in addition d¯yˆc¯yˆe¯ realizes r2 by clause (a) of⊠. Together (d¯yˆe¯
+
∗ )ˆc¯yˆ(d¯ˆe¯)ˆc¯
′
realizes r3 by the choice of r2 above and the previous sentence; so clause (β) there
holds.
For clause (γ) there, recalling that Γ2
ψ¯3
= Γ2
ψ¯1
∪ Γ1y and we have to check a
condition for each ϕ ∈ Γ2
ψ¯3
. Now if ϕ ∈ Γ2
ψ¯1
the desired conclusion holds by clause
(b) of ⊠ and the definition of “solve”.
If ϕ ∈ Γ1y, use clause (a) of ⊠.
So we have proved indeed thatm2 = (x2, ψ¯3, r3) ∈ rK
⊕
κ,µ¯,θ. In addition obviously
m1 ≤1 m2. Lastly, m1 ≤
⊙
1 m2 by the choice of ψ¯3↾Γ
1
y, so we are done.
So we are left with
proving ⊠ holds:
Let A∗ ⊆ Mx be of cardinality < κ and we shall show that there are sequences
e¯, d¯, c¯ as required for A∗ in ⊠, this suffices. We can choose 〈A∗,n : n < ω〉 and A∗∗
such that, without loss of generality
⊞0 A∗ ∪B+y ⊆ A∗,n ∈ S0,n and let A∗∗ = ∪{e¯
+
A∗,n
+A∗,n : n < ω} ∈ [M ]<κ.
Recalling (∗)6 let S ′1,n = ∩{S1,m,A∗,m : m ≤ n} but S
′
1,n ⊆ S1,n,A∗,m ∈ DI +
S1,m ⊆ DI +S1,n for m ≤ n < ω hence S
′
1,n ∈ DI +S1,m.
Recalling (∗)8 let
43 Λ = {p : p a finite subset of p∗∗(y¯[u]) with parameters from
A∗∗}; so clearly |Λ| < κ and let Λ≥n = {p ∈ Λ : |p| ≥ n}. By the choice of e¯∗,D
we can find 〈A(p) : p ∈ Λ〉 such that:
⊞1 A(p) ∈ S ′1,n ⊆ I and e¯A(p) realizes p and A∗∗ ⊆ A(p) when p ∈ Λ and
|p| = n.
For n < ω let Cn be a member of S2,n which includes ∪{e¯
+
A(p)+A(p) : p ∈ Λ}∪A∗∗
such that p ∈ Λ ∧ |p| = n ⇒ Cn ∈ S2,n,A(p), possible by 4.1 the “D2-almost”, i.e.
recallingDI is from (∗)3 as S2,n,A(p) ∈ DI+S2,n by (∗)6(e) and the choice of D . Let
D∗ be an ultrafilter on Λ such that p1 ∈ Λ⇒ {p ∈ Λ : p1 ⊆ p} ∈ D∗. Let q∗(x¯[ω]) =
Av(D∗, 〈e¯A(p) : p ∈ Λ〉,∪{Cn+ e¯Cn : n < ω}), it is a type in Mx of cardinality < κ.
Recalling (∗)8 let q∗∗(x¯[u]) = q∗∗(x¯[ω], x¯d¯[y], x¯c¯[y]) = Av(D∗, 〈e¯A(p)ˆd¯A(p)ˆc¯A(p) =
e+
A(p) : p ∈ Λ〉,∪{Cn + e¯Cn + d¯Cn + c¯Cn : n < ω}), it is a type in Mx of cardinality
43we could use parameters just from d¯y + c¯y +Σne¯A∗,n
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< κ and it extends q∗(x¯[ω]). Lastly, let c¯ ∈
ℓg(c¯y)Mx, d¯ ∈ ℓg(d¯y)(Mx) and e¯ ∈ ω(Mx)
be such that the sequence e+ = e¯ˆd¯ˆc¯ realizes q∗∗(x¯[ω], x¯d¯[y], x¯c¯[y]), we shall prove
that e¯, d¯, c¯ are as required in ⊠; and let e¯+ = e¯ˆd¯ˆc¯. That is, we have three
demands on e¯+, i.e. on e¯, d¯, c¯ in ⊠, noting e¯+ ∈ u(Mx) recalling u is from (∗)0(e),
in other words, e¯, d¯, c¯ are sequences of elements of Mx of the right lengths; let
u = ℓg(e¯+) = ℓg(e¯+∗ ).
First, clause (c) there says“realizing tp(e¯+∗ , A∗) = tp(e¯∗ˆd¯yˆcy, A∗)” recalling
(∗)9; we shall show that moreover e¯+ realizes tp(e¯+∗ , A∗∗). This sufices as A∗ ⊆ A∗∗.
Why “e¯+ realizes tp(e¯+∗ , A∗∗)” holds? Just recall q∗∗(y¯[u]) = tp(e¯
+
∗ ,Mx) by the
choice of e¯+∗ (see (∗)7(a) + (∗)8 + (∗)9), by the definition of Λ and the choice of D∗
and e¯+ above. We shall deal with clause (b) in ⊞5 below and with clause (a) in ⊞7
below.
Now
⊞2 e¯
+
∗ ↾un, e¯
+↾un and all e¯
+
A↾un for A ∈ S
′
1,n realize the same complete ∆n-type
(can add same complete type) over B+y,vn,h∗ .
[Why? First, recaling h∗ is from (∗)6 there is pn ∈ S
u(n)
∆n
(B+y,vn,h∗) such that e¯
+
A
(equivalently e¯+A↾un), realizes pn when A ∈ S
′
1,n by (∗)6(d) recalling (∗)2(d) and
S ′1,n ⊆ S1,n, see after ⊞0. For e¯
+
∗ by its choice in (∗)7, the choice of D and the
previous sentence; lastly, for e¯+ it realizes q∗∗(x¯[u]) and recall that B
+
y ∪A∗ ⊆ Cn ⊆
Dom(q∗∗), the definition of q∗∗ and the previous sentence.]
⊞3 e¯
+
∗ ↾un, e¯
+↾un and e¯
+
A↾un (for A ∈ S
′
1,n+1) all realize the same ∆n-type over
c¯y +B
+
y,vn,h∗
.
[Why? Compared to ⊞2 we add c¯y. First, all the e¯
+
A for A ∈ S
′
1,n realizes the same
∆n-type over c¯y +B
+
y,vn,h∗
as this holds for B+y,vn,h∗ and recalling 3.11(4) the type
tp(c¯y,Mx) is finitely satisfiable in B
+
y,vn,h∗
and all those sequences are from Mx.
Second, the equality for e¯+∗ and e¯
+
A’s as in the proof of ⊞2. Third, for e¯
+ and the
e¯+A’s as tp(c¯y,vn ,Mx) is finitely satisfiable in B
+
y,vn
when ι(x) = 2 (also it is locally
does not split over B+y,vn but have to do more earlier if ιx = 1) and those sequences
are from Mx, using ⊞2 of course.]
⊞4 if ϕ = ϕ(x¯d¯[x], x¯c¯[x], y¯
′
[u]) and Λϕ = {p ∈ Λ : C |= ϕ[d¯x, c¯x, e¯
+
A(p)]} belongs
to D∗ then C |= ϕ[d¯x, c¯x, e¯+].
This will take awhile.
Recalling (∗)11 note that
⊕4.1 (a) ϕ = ϕ(x¯d¯[x], x¯c¯[x], y¯
′
[u]) ∈ Γ
1
x
(b) ϕ1 = ϕ1(x¯d¯[x], x¯c¯[x], y¯[ω]) := ψ2,ϕ
(c) ϕ2 = ϕ2(x¯d¯[x], x¯c¯[x], y¯[ω]) = ψ2,ϕ1 .
[Why? For clause (a) just reflect, for clause (b) and (c) recall (∗)5.]
Now:
⊕4.2 (a) C |= “ϕ1[d¯x, c¯x, e¯Cn ]” for n < ω
(b) ϕ1(x¯d¯[x], c¯x, e¯Cn) ⊢ ϕ(x¯d¯[x], c¯x, e¯
+
A(p)) for p ∈ Λϕ, n < ω.
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[Why? Clause (a) holds by the choice of ϕ1 (in ⊕4.1), the choice of ψ¯2 (in (∗)5) and
the choice of the e¯A’s, in particular, e¯Cn .
Clause (b) holds by the choice of ϕ1 the choice of ψ¯2 (in (∗)5) and the choice of
e¯Cn recalling e¯
+
A(p) ⊆ Cn for p ∈ Λ by the choice of Cn after ⊞1.]
Hence letting ϑ2 = ϑ2(x¯c¯[x], y¯
′′
[ω], y¯
′
[u]) := (∀x¯d¯[x])(ϕ1(x¯d¯[x], x¯c¯[x], y¯
′′
[ω])→ ϕ(x¯d¯[x], x¯c¯[x], y¯
′
[u])),
we have
⊕4.3 (a) C |= “ϕ1[d¯x, c¯x, e¯Cn ]” for n < ω
(b) C |= “ϑ2[c¯x, e¯Cn , e¯
+
A(p)]” for p ∈ Λϕ, n < ω.
[Why? As e¯+
A(p) ⊆ Cn for p ∈ Λ, n < ω.]
By 4.1, that is by (∗)6(d), recalling A(p) ∈ S ′1,|p| ⊆ S1,|p|,A from ⊕4.3(b) as
tp(c¯x,Mx) is finitely satisfiable in B
+
x it follows that for some n1 < ω (recalling
∆1ω = ∪{∆
1
n : n < ω},∆
1
n ⊆ ∆
1
n+1 by (∗)1) we have
⊕4.4 if c¯ ∈ ℓg(c¯[x])(B+x ) and p, q ∈ Λ≥n1 and n < ω then C |= “ϑ2[c¯
′, e¯Cn , e¯
+
A(q)] ≡
ϑ2[c¯
′, e¯+Cn , e¯
+
A(p)]”.
Hence by the choice of e¯+ (after ⊞1)
⊕4.5 if c¯
′ ∈ ℓg(c¯[x])(B+x ) and p ∈ Λ≥n1 and n < ω then C |= “ϑ2[c¯
′, e¯Cn , e¯
+] ≡
ϑ2[c¯
′, e¯Cn , e¯
+
A(p)]”.
As tp(c¯x,Mx) is finitely satisfiable in B
+
x ⊆ A∗∗, clearly
⊕4.6 if p ∈ Λ≥n1 and n < ω then C |= “ϑ2[c¯x, e¯Cn , e¯
+] ≡ ϑ2[c¯x, e¯Cn , e¯
+
A(p)]”.
By ⊕4.6 and ⊕4.3(b) we get
⊕4.7 C |= “ϑ2[c¯x, e¯Cn , e¯
+]”
which means
⊕4.8 ϕ1(x¯d¯[x], c¯x, e¯Cn) ⊢ ϕ(x¯d¯[x], c¯x, e¯
+).
By ⊕4.3(a) we have
⊕4.9 C |= ϕ1[d¯x, c¯x, e¯Cn ] for n < ω.
By ⊕4.8 +⊕4.9 we have
⊕4.10 C |= “ϕ[d¯x, c¯x, e¯+]”
So ⊞4 has been proved indeed.
⊞5 clause (b) of ⊠ holds (for our choice of e¯
+).
[Why? We have to check clauses (α), (β), (γ) Definition 3.3(1)(f). For every A ∈ I
the pair (d¯A, c¯A) solve (m1, A∗) hence d¯xˆc¯xˆd¯Aˆc¯A realizes r1 so recalling e
+
A =
e¯Aˆd¯Aˆc¯A by ⊞4 also (d¯x, c¯x, d¯, c¯) realizes r1 so clause (β) there holds. Also as
in the proof of ⊞2 just easier, d¯ˆc¯ realizes tp(d¯xˆc¯x, A∗∗) and is from Mx by the
choices of e¯, d¯, c¯ after ⊞1, so clause (α) there holds. As in the proof of ⊞4 easily
d¯ˆc¯ and d¯A(p)ˆc¯A(p) realize the same type over c¯x +A∗∗ for p ∈ Λ.
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Let ϕ = ϕ(x¯d¯[x], x¯c¯[x], x¯
′
d¯[x]
, x¯′c¯[x], y¯) ∈ Γ
2
ψ¯1
and b¯ ∈ ℓg(y¯)(A∗) be such that |=
ϕ[d¯x, c¯x, d¯, e¯, b¯] so ψ1,ϕ = ψ1,ϕ(x¯d¯[x], x¯c¯[x], x¯
′
d¯[x]
, x¯′c¯[x]) ∈ r1 and ψ1,ϕ(x¯d¯[x], c¯x, d¯A(p), c¯A(p)) ⊢
ϕ(x¯d¯[x], c¯x, d¯A(p), c¯A(p), b¯).
As ψ1,ϕ ∈ r1 necessarily |= “ψ1,ϕ[d¯x, c¯x, d¯A(p), c¯A(p)] ∧ ψ1,ϕ[d¯x, c¯x, d¯, c¯]” and as
d¯A(p)ˆc¯A(p), d¯ˆc¯ realize the same type over A∗ and as b¯ ⊆ A∗ and the end of the
previous sentence, ψ1,ϕ(x¯d¯[x], c¯x, d¯, c¯) ⊢ ϕ(x¯d¯[x], c¯x, d¯, c¯, b¯).
The last sentence says that clause (γ) from 3.3(1)(f) holds. Together indeed
we have proved that d¯, c¯ satisfies clause (b) of ⊠, i.e. (d¯, c¯) solves (m¯1, A∗∗) as
promised.]
We are left with clause (a) of⊠. For the rest of the proof let x¯d¯ = x¯d¯[y], x¯c¯ = x¯c¯[y].
⊞6 for ϕ = ϕ(x¯d¯, x¯c¯, z¯) let ϕ0 = ϕ, ϕ1 = ϕ1(x¯d¯, x¯c¯, y¯[ω]) = ψ2,ϕ where ψ¯2 is
from (∗)5 and ϕ2 = ϕ2(x¯d¯, x¯c¯, y¯[ω]) := ψ2,ϕ1 so ϕ2 = ψ
∗
2,ϕ, see (∗)11.
Now to finish the proof of ⊠(a) hence of the theorem, it suffices to show:
⊞7 C |= ϕ2[d¯y, c¯y, e¯] and ϕ2(xd¯, c¯y, e¯) ⊢ ϕ(x¯d¯, c¯y, b¯) when (if we add e¯ in ϕ we
have a problem in ⊕7.10 as the e¯ is changed):
(a) ϕ = ϕ(x¯d¯, x¯c¯; z¯) ∈ Γ1
(b) C |= ϕ[d¯y, c¯y, b¯] and b¯ ∈ ℓg(z¯)(A∗).
Why? So assume clauses (a),(b) of ⊞7 and eventually we shall prove the desired
conclusions of ⊞7. The first part, C |= ϕ2[d¯y, c¯y, e¯] holds by ⊞4 by ⊕7.2(a) and the
second part by ⊕7.10 below.
Recalling the choice of ψ¯2 in (∗)5 recalling ϕ0 = ϕ and the formula ϕ1(x¯d¯, x¯c¯, y¯[ω])
is equal to ψϕ, clearly we have: letting Ib¯ := {A ∈ I : b¯ ∈
ℓg(z¯)A} and J = {b¯ ∈
ℓg(b¯)(Mx) :|= ϕ0[d¯, c¯, b¯]}
⊕7.1 (a) C |= ϕ1[d¯y, c¯y, e¯A] when A ∈ I
(b) ϕ1(x¯d¯, c¯y, e¯A) ⊢ ϕ0(x¯d¯, c¯y, b¯) when A ∈ Ib¯ ∩ J
(c) ϕ1(x¯d¯, c¯y, e¯∗) ⊢ ϕ0(x¯d¯, c¯y, b¯) when A ∈ J .
Hence by (∗)7(b), recalling ϕ2 = ψ2,ϕ1
⊕7.2 (a) C |= ϕ2[d¯y, c¯y, e¯A] for A ∈ I hence C |= ϕ2[d¯y, c¯y, e¯∗] so
{ϕ2(d¯y, c¯y, y¯[ω])} ∈ Λ pedentically {ϕ
′
2(d¯y, c¯y, y¯[u])} ∈ Λ where
ϕ′2(x¯d¯, xc¯, y[u]) = ϕ2(x¯d¯, xc¯, y¯[u])
(b) ϕ2(x¯d¯, c¯y, e¯∗) ⊢ ϕ1(x¯d¯, c¯y, e¯A∗,n) for n < ω
moreover
⊕7.3 (a) if p ∈ Λ satisfies ϕ2(d¯, c¯, y¯[ω]) ∈ p then C |= ϕ2[d¯, c¯, e¯A(p)]
(b) if A ∈ I then ϕ2(x¯d¯, c¯, e¯A) ⊢ {ϕ1(x¯d¯, c¯, e¯
′) : C |= ϕ1[d¯, c¯, e¯′] and
e¯′ ∈ ωA}
(c) like (a) replacing e¯A(p) by e¯∗.
So letting Λ∗ = {p ∈ Λ : ϕ2(d¯y, c¯y, y¯[ω]) ∈ p} we have Λ∗ ∈ D∗ and let
ϑ1 = ϑ1(x¯c¯, y¯
′
[ω], y¯[ω]) := (∀x¯d¯)(ϕ2(x¯d¯, x¯c¯, y¯
′
[ω])→ ϕ1(x¯d¯, x¯c¯, y¯[ω])).
So we have, by ⊕7.1(b) and ⊕7.3(c) as e¯A∗,n ⊆ A∗∗ ⊆ A(p) by ⊞1
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⊕7.4 C |= ϑ1[c¯y, e¯A(p), e¯A∗,n] for p ∈ Λ∗, n < ω.
But by 4.1, that is, by (∗)6(d) recalling e¯A(p) ∈ S
′
1,|p| ⊆ S1,|p|,A∗ it follows that for
some n1 < ω (as ∪{∆1n : n < ω} = ∆
1
ω) we have:
⊕7.5 if c¯′ ∈ ℓg(c¯[y])(B+x ) and p, q ∈ Λ≥n1 then
C |= “ϑ1[c¯′, e¯A(p), e¯A∗,n] ≡ ϑ1[c¯
′, e¯A(q), e¯A∗,n]” for n < ω.
Hence by the choice of e¯
⊕7.6 if c¯′ ∈ ℓg(c¯[y])(B+x ) and p ∈ Λ≥n1 and n < ω, then
C |= ϑ1[c¯′, e¯, e¯A∗,n ] ≡ ϑ1[c¯
′, e¯A(p), e¯A∗,n].
As tp(c¯y,Mx) is finitely satisfiable in B
+
x,h∗
, clearly
⊕7.7 if p ∈ Λ≥n1 and n < ω then C |= “ϑ1[c¯y, e¯, e¯A∗,n] ≡ ϑ1[c¯y, e¯A(p), e¯A∗,n]”.
Next
⊕7.8 if n < ω then C |= ϑ1[c¯y, e¯, e¯A∗,n ].
[Why? By ⊕7.4 + ⊕7.7 because there is p ∈ Λ≥n1 ∩ Λ∗ which holds as Λ≥n1 ∈ D∗
and Λ∗ ∈ D∗ and D∗ is an ultrafilter on Λ.]
So by the choice of ϑ1
⊕7.9 ϕ2(x¯d¯, c¯y, e¯) ⊢ ϕ1(x¯d¯, c¯y, e¯A∗,n).
By ⊕7.9+⊕7.1(b) applied to A = A∗,n we have (recall b¯ is from ⊞7 hence b¯ ⊆ A∗ ⊆
A∗∗)
⊕7.10 ϕ2(x¯d¯, c¯y, e¯) ⊢ ϕ0(x¯d¯, c¯y, b¯).
This proves the second clause in the desired conclusion of ⊞7.
So we are done proving ⊞7.
As said above (before ⊞7) proving ⊞7 finish the proof.
2) We repeat the proof above with some changes. In (∗)5(a) we replace qK
⊙
κ,µ¯,θ by
uK⊙κ,µ¯,θ respectively. We change (∗)8 + (∗)9 naturally and also the rest should be
clear. 4.7
Now we get a “density of tKκ,µ,θ in ZFC” for θ = ℵ0 and some pairs κ, µ.
Conclusion 4.11. If T is countable, θ = ℵ0, µ is strong limit and (µ > cf(µ) ≥
ℵ1 ∧ κ = µ+) or (µ = cf(µ) = κ), then for every m ∈ rK
⊕
κ,µ,θ there is n ∈ tK
⊕
κ,µ,θ
such that m ≤1 n.
Remark 4.12. 1) Do we need cf(µ) > 2θ? No, see 2.15(1) and 2.19 but “µ is strong
limit” is assumed above.
2) Recall that rK⊕κ,µ,θ means rK
⊕
κ,µ¯,θ with µ¯ = (µ2, µ1, µ0) = (κ, µ, µ).
3) This is enough for the recounting of types for κ strongly inaccessible. Also for
κ = µ+, µ strong limit singular of uncountable cofinality, but only if µ = ℵµ we
can deduce the correct upper bound on the number of types up to conjugacy in
S(M),M ∈ ECλ,λ(T ), still if µ < ℵµ the upper bound is µ, smaller than the value
for independent T .
Proof. We choose mn by induction on n < ω such that
⊞1 (a) mn ∈ rKκ,µ,θ
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(b) m0 =m
(c) r[mn+1] is complete
(d) mm ≤
+
1 mn when n = m+ 1.
Why can we carry the induction?
For n = 0, by clause (b) this is trivial.
For n = m + 1 by 2.15(1) there is ym such that xmm ≤2 ym ∈ qK
′
κ,µ,θ hence
to qK′µ,µ,θ hence by 2.15(3) using our use of (µ, µ, θ) rather than (κ, µ, θ) we have
ym ∈ qKµ,µ,θ; as cf(µ) > ℵ0 by 2.17(1) for some ψ¯m, we have (ym, ψ¯m, ∅) ∈ qK
⊙
µ,µ,θ.
Hence ym ∈ qKκ,µ,θ, why? If κ = µ trivially and if κ = µ
+ by 2.17(2), which is
O.K. by the assumptions θ < cf(µ) < µ. As cf(µ) > θ we have |B+y | < µ and as µ
is strong limit we have ik(|Bf |+ θ) < µ for k < ω, so we can apply 4.7.
By 4.7 there is nm ∈ rK
⊕
κ,µ,θ such that mm ≤
+
1 nm such that ym ≤1 xnm .
Lastly, as κ is regular> 2θ, by Observation 4.9(1A) there is a complete rn ⊇ r[nn]
such that mn := (xnm , ψ¯nm , rn) ∈ rK
⊕
κ,µ,θ is ≤1-above nm. So mn is as required.
Now n = lim〈mn : n < ω〉 is as required by 3.23. 4.11
Remark 4.13. Also 4.11 is enough for the “generic pair conjecture” for the relevant
cardinals.
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§ 5. Stronger Density
§ 5(A). More density of tK.
The following will help us to prove density of tKκ,µ,θ replacing κ by κ
+n in 4.11.
Unfortunately, we are stuck in κ+ω, still this gives more cases for the recounting of
types.
Claim 5.1. Crucial Claim There is an indiscernible sequence I = 〈a¯α : α < λ〉 in
Mx such that letting a¯λ realizes Av(I,Mx+ c¯x), the types of a¯λ and d¯x over Mx+ c¯x
are not weakly orthogonal when :
(a) κ is regular
(b) x ∈ pKκ,µ¯,θ and ιx = 2
(c) λ = ntrlc(x) is regular, see Definition 2.25(2)
(d) (α) ux is finite
or just
(β) α < λ⇒ |α||T | < λ
(e) κ > λ ≥ µ1 > |Bx|
(f) λ > 2|Bx|+θ and κ ≥ iω(|Bx|+ θ).
Discussion 5.2. 1) Recall ntr(x) is regular or is ≤ θ, see Definition 2.25, Obser-
vation 2.26(1) but this is not necessarily so for ntrlc(x), on it we know only that it
is regular or its cofinality is ≤ θ.
2) Why above “ux is finite”? Otherwise in 5.1 there is a problem. The reason is a
pcf one: maybe λ ∈ pcf(ax,<λ) where we let ax,<λ = {κx,i : i ∈ ux and κx,i < λ},
even the case λ ∈ {κx,i : i ∈ ux} need care.
Even under G.C.H., if λ = χ+, cf(χ) ≤ θ we have a problem. The problem
is in fixing the “essential” type of e¯α for α ∈ [αε, αε+1) over x; which has more
information than its type over Bx but less than its type over B
+
x and is preserved if
we replace x by a very similar x′, we can use just x[h] which is smooth see Definition
2.18(1),(2) and 2.19 and 2.21.
The first idea for saving the day was to get 〈e¯∗ε : ε < λ〉 tree indiscernible for
some g¯ = 〈gα ∈ Πax,λ : α < λ〉 <J<λ[ax,λ]-increasing and cofinal which is “nice”.
Did not seem to work.
Second is a weaker version: demand something on 〈e¯∗ε0 , . . . , e¯
∗
εn−1
〉 only when
gε0 < gε1 < . . ..
The second is not good enough to classify fautT,θ (−). Still, when κ = µ
+n, µ
regular, µ = µθ this may help but we prefer not too, when we can.
The solution is to do it locally, i.e. to deal with local density for qK (in pK),
deal with one ϕ, then pretend you have no ϕ and deal with the case ux is finite,
i.e. 4.1 whose original aim was to help 4.7.
3) The proof serves also for a related more local result, 5.3, there we just replace
stage A; it also serves §(5B).
4) We may use normal x so x¯c¯ disappears.
Proof. Stage A: By Claim 2.21, without loss of generality
⊗0 x is smooth (see Definition 2.18) so 〈Ix,κ : κ ∈ ax〉 are well defined.
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As we are assuming ntrlc(x) = λ is regular, so, in particular, of cofinality > θ, see
Definition 2.25(2) and by 2.26(3), there are ψ¯, ϕ∗ such that (see Definition 2.25(5)
on λ-illuminate, 2.6(8) for Γ1x, 2.8(3A),(3B) on illuminate):
⊗1 (a) ψ¯ does λ-illuminate x so Γ1ψ¯ = Γ
1
x,
(b) ϕ∗ = ϕ∗(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x
(c) ψϕ∗ does not λ
+-illuminate44 (x, ϕ∗)
(d) without loss of generality ψ¬ϕ∗ = ψϕ∗
(e) if A ⊆Mx has cardinality < λ then there is e¯ ∈ θ(Mx) such that
tp(d¯x, c¯xˆe¯) ⊢ tp(d¯x, c¯xˆ∔A) according to ψ¯; follows by (a).
Hence for some A
⊗2 (a) A ⊆Mx has cardinality λ
(b) for no e¯ ∈ θ(Mx) does ψϕ∗(x¯d¯, x¯c¯, e¯) solves (x, A, ϕ∗), see 2.8(1A)
(c) let 〈aα : α < λ〉 list A
⊗3 (a) let ϕ0 = ϕ∗(x¯d¯, x¯c¯, y¯0)
(b) ϕt0 = ϕ
if(t)
0 is ϕ0 if t = 1 and ¬ϕ0 if t = 0, so ϑϕt0 are well defined
(c) let ϕ1 = ϕ1(x¯d¯, x¯c¯, x¯[θ]) ∈ Γ
1
ψ¯
be ψϕ0 = ψϕ∗
(d) let ϕ2 = ϕ2(x¯d¯, x¯c¯, x¯
′
[θ]) ∈ Γ
1
ψ¯
be ψϕ1
(e) let ϕ3 = ϕ3(x¯d¯, x¯c¯, x¯
′′
[θ]) ∈ Γ
1
ψ¯
be ψϕ2
⊗4 (a) let ∆0 = {ϑ′ϕ1(x¯
′
[θ], x
′′
[θ], x¯c¯)} where ϑ
′
ϕ1
= ϑϕ1(x¯c¯, x¯
′
[θ], x¯[θ]),
see 2.8(1C)
(b) let ∆1 = {ϑ′ϕ2(x¯
′
[θ], x¯
′′
[θ], x¯c¯)} where ϑ
′
ϕ2
= ϑϕ2(x¯c¯, x¯
′′
[θ], x¯
′
[θ])
(c) let ∆2 ⊆ L(τT ) be finite large enough such that clause (i) of 4.1
holds with (∆n,∆
1
n) there standing for (∆0,∆2)
here and for (∆1,∆2) here.
Note that
⊗5 Π{λi : i ∈ ux and λi < λ} < λ.
[Why it holds? By clause (d) of the assumption; important for 5.3.]
Stage B: Let I = ([Mx]
<κ,⊆). Recall that for every e¯ ∈ θ(Mx) for some h ∈
Π{κx,i : i ∈ u∗} the pair (Bx + e¯, I¯x,h) is a (µ¯, θ)-set.
Now let e¯A be as guaranteed by ⊗1(e) above for A ∈ I. Let DI be the club filter
on I.
We apply45Theorem 4.1 with 1,Mx, (Bx, I¯x), 〈e¯A : A ∈ I〉, 〈e¯A : A ∈ I〉, 〈∆0〉, 〈∆2〉,DI ,DI
here standing for k,M, f , 〈e¯1A : A ∈ I〉, 〈e¯
2
t : t ∈ I〉, 〈∆n : n < k〉, 〈∆
1
n : n <
k〉,D1,D2 there. We get h∗0, q0,S
′
1,S2 here standing for h∗, q,S1,0,S2 there.
Next we apply 4.1 again with 1,Mx, (Bx, I¯x), 〈e¯A : A ∈ I〉, 〈e¯A : A ∈ I〉, 〈∆1〉, 〈∆2〉,DI↾S ′1,DI↾S
′
1
here standing for k,M, f , 〈e¯1A : A ∈ I〉, 〈e¯
2
s : s ∈ Iℓ〉, 〈∆n : n < k〉, 〈∆
1
n : n <
44In the present proof, we can demand that no ψ does λ+-illuminate (x, ϕ)
45We could use ∆n with union L(τT ) if θ = ℵ0 = |T |, if so we do not have to care in choosing
∆0.
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k〉,D1,D2 there. We get h∗1, q1,S0,S1 here standing for h∗, q,S1,0,S2 there and
without loss of generality S0,S1 ⊆ S ′1. Note that qℓ ∈ S
θ+θ
∆ℓ
(B+x ) for ℓ = 0, 1.
Let h = max{h∗0, h
∗
1} and B∗ = Bx,u∗,h and let Sℓ = {3α + ℓ : α < λ} for
ℓ = 0, 1, 2.
We shall show that there is a quadruple (N¯ , I, A¯, B∗) such that:
⊞1 (a) N¯ = 〈Nα : α < λ〉 and I = 〈e¯α : α < λ〉 and A¯ = 〈Aα : α < λ〉
(b) Nα ≺Mx is ≺-increasing
(c) ‖Nα‖ < λ
(d) Bx ⊆ N0 and aα ∈ Nα+1; hence A+Bx ⊆ Nλ := ∪{Nα : α < λ}
(e) i ∈ ux ∧ |Ix,i| < λ⇒ Ix,i ⊆ N0
(f) if i ∈ ux∧κx,i = λ then a¯x,i,α ⊆ Nα+1 for α < κx,i, hence Ix,i ⊆ Nλ
(g) e¯α ∈ θ(Nα+1)
(h) tp(d¯x, c¯x + e¯α) ⊢ tp(d¯x, c¯x ∔ (Nα +B+x )) according to ψ¯
(i) c¯αˆd¯α ⊆ θ
+>(Nα+1) realize tp(c¯xˆd¯x, Nα +B
+
x + e¯α)
where ℓg(c¯α) = ℓg(c¯x), ℓg(d¯α) = ℓg(d¯x)
(j) Nα ⊆ Aα ∈ Nα+1
(k) Aα ∈ Sℓ ⇔ α ∈ Sℓ and e¯α = e¯Aα
(l) if β < α and β ∈ S0, α ∈ S1 then q0 = tp∆0(e¯βˆe¯α, B∗)
(m) if β < α and β ∈ S1, α ∈ S2 then q1 = tp∆1(e¯βˆe¯α, B∗).
How? We shall choose N0, e¯α, c¯α, d¯α, qα by induction on α satisfying the relevant
conditions.
In the induction step, first Nα exists as it should just be ≺Mx and include < λ
specific elements and has to be of cardinality < λ. Second, Aα exists, if α ∈ Sℓ it
can be any member of Sℓ satisfying < λ requirements, each such requirement is
satisfied by a set of A’s from DI +Sℓ which is a λ-complete filter.
Third, e¯α exists by the definition of λ = ntrlc(x) and choice of ψ¯, more exactly
by ⊗1(e).
Fourth, c¯αˆd¯α exists as Mx is κ-saturated and κ > λ; so we are done carrying
the induction.
Let u1 = {i ∈ ux : κx,i < λ} and u2 = ux\u1. For each α < λ by 2.21(5) we
choose a function h = hα ∈ Π{κx,i : i ∈ ux} such that (Bx+Nα+e¯α+d¯x+c¯x, I¯x,u2,h)
is a (µ¯, θ)-set recalling I¯x,u2,h = 〈Ix,i,h(κi) : i ∈ u2〉 and I¯x,i,h(κi) = 〈a¯i,α : α ∈
[h(κi), κx,i)〉.
So
⊞2 〈a¯x,∂,β : β ∈ Ix,∂,hα(∂)〉 is indiscernible over Bx + Nα + c¯x + d¯x + e¯α +
∪{a¯x,σ,α : σ ∈ ax\{∂} and α ∈ [hα(σ), σ)} for every ∂ ∈ ax.
Note that
⊞3 we can replace 〈(Nα, c¯α, d¯α, e¯α) : α < λ〉 by 〈(∪{Nf(β)+1 : β < 1 + α} ∪
Nα), c¯f(α), d¯f(α), e¯f(α)) : α < λ〉 when f : λ→ λ is increasing (so α ≤ f(α))
and ℓ ∈ {1, 2, 3} ∧ α ∈ Sℓ ⇒ f(α) ∈ Sℓ.
Hence recalling noting Π(ax\λ+) is λ+-directed and cf(Π(a ∩ λ))) < λ by ⊗5,
for some h∗ ∈ Πa we have ℓ ≤ 2 ⇒ λ = sup{α ∈ Sℓ : hα↾(a\{λ}) ≤ h∗} and
h∗(λ) = 0 hence there is S
′ ⊆ λ such that for every α < λ there is β ∈ S′ such
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that otp(S′ ∩ β) = α ∧
∧
ℓ
(α ∈ Sℓ) ≡ β ∈ Sℓ) hene shrinking 〈aα : α < λ〉 by a
subsequence and as we can replace hα by any bigger function in Πax, without loss
of generality
⊞4 (a) hα↾ax\{λ} = h∗, i.e. is constant
(b) 〈hα(α) : α < λ〉 is increasing
⊞5 let B∗ = B
+
x,h∗
recalling h∗ ∈ Π(a\{λ}) and
46 B∗α = Bx,hα for α < λ so
α < β < λ⇒ B∗ ⊆ B∗β ⊆ B
∗
α.
Also without loss of generality 〈eα,0 : α < λ〉 is with no repetitions.
Stage C: Let N∗λ ≺ Mx be of cardinality < κ such that B
+
x ∪ Nλ ⊆ N
∗
λ . We
choose N+λ expanding N
∗
λ such that P
Nλ
0 = |Nλ|, P
N+
λ
1 = {eα,0 : α < λ}, P
N+
λ
2 =
{(a, eα,0) : a ∈ Nα, α < λ} and F
N+
λ
i (eα,0) = eα,i for i < θ, P
N+
λ
3+ℓ = {eα,0 : α ∈ Sℓ}
for ℓ = 0, 1, 2 so N+λ and the vocabulary τ(N
+
λ ) are well defined.
We shall choose an increasing sequence 〈αε = α(ε) : ε < λ〉 enumerating in
increasing order a thin enough club of λ.
We shall prove in this stage that there are N⊕λ and 〈e¯
∗
ε : ε < λ〉 such that:
⊞6 (a) N
⊕
λ is an elementary extension of N
+
λ
(b) e¯∗ε ∈
θ{a : N⊕λ |= P2(a, eα(ε+1),0)}
(c) e∗ε,i = F
N⊕
λ
i (e
∗
ε,0) for i < θ, ε < λ
(d) e∗ε,0 ∈ P
N⊕
λ
4 and ¬P
N⊕
λ
2 (e
∗
ε,0, eα(ε),0)
(e) 〈e¯∗ε : ε < λ〉 is an indiscernible sequence in N
⊕
λ ↾τT
(f)(α) e¯∗ε(ε < λ), e¯α(α ∈ S1) realize the same L(τT )-type over B∗
(β) if β < λ then all e¯∗ε such that α(ε) < β and e¯α such that
α ∈ S1 ∩ β realize the same L(τT )-type over B∗β
(γ) if α ≤ αε, ε < λ and α ∈ S0 then e¯αˆe¯
∗
ε realizes q0
(δ) if ε < λ, αε+1 ≤ α and α ∈ S2 then e¯
∗
εˆe¯α realizes q1.
First note:
⊞6.1 there is an increasing continuous sequence 〈αε : ε < λ〉 of limit ordinals
< λ such that: for every n < ω, finite47 ∆ ⊆ ∪{Γ(θ)n : m < ω} = {ϕ :
ϕ = ϕ(x¯e¯0 , x¯e¯1 , . . . , x¯e¯m−1 ) and m < ω,ϕ ∈ L(τT )} and for every 0 = ε0 <
ε1 < . . . < εn we can find βℓ ∈ [αεℓ , αεℓ+1) ∩ S1 for ℓ < n such that
〈e¯β0 , e¯β1 , . . . , e¯βn−1〉 is a ∆-indiscernible sequence (in Mx).
[Why? For each such pair (∆, n) define a game a∆,n with n moves, in the m-th
move the antagonist chooses an ordinal βm < λ which is > sup{γk : k < m} and
the protagonist chooses γm ∈ [βm, λ) ∩ S1. In the end of a play the protagonist
wins the play when 〈e¯γ0 , . . . , e¯γn−1〉 is a ∆-indiscernible sequence. This game is
determined so we choose a winning strategy st∆,n for the winner. Let E = {δ <
κ : α < 1 + δ ⇒ hα(α) + 1 < δ and δ is closed under st∆,n for every pair (∆, n) as
46the difference between B∗ and B∗α is concerning Ix,λ
47Alternatively use finite u ⊆ ℓg(e¯0),∆ finite ⊆ L(τT ) and get 〈e¯β0 ↾u, . . . , e¯β1↾u) is ∆-
indiscernible.
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above}. As the number of pairs (∆, n) as above is ≤ θ < λ = cf(λ), clearly E is a
club of κ and let α¯ = 〈αε : ε < κ〉 list E in increasing order.
It is enough to prove that the protagonist wins every such game a∆,n. Now for
each pair (∆, n) if this fails the sequence 〈e¯α(k)+1 : k < ω〉 has an infinite subse-
quence 〈e¯k(i) : i < n〉 of length n which is ∆-indiscernible, hence the protagonist
wins in least in one play of a∆,n in which the antagonist uses the strategy st∆,n,
i.e. when he chooses γm = αk(m), it is legal by the choice of E, so st∆,n is not a
winning strategy for the antagonist hence it is for the protagonist an,∆. So easily
α¯ is as required in ⊞5.1.].
Now let N+λ be a ‖Nλ‖
+-saturated elementary extension of N+λ , by ⊞5.1 we can
find in it a sequence 〈e¯∗ε : ε < λ〉 as promised in ⊞6. Note that clause (f) of ⊞4 can
be gotten by thinning the sequence 〈e∗ε : ε < λ〉.
Stage D: There is N⊕λ such that
⊞7 (a) N
⊕
λ has cardinality λ (by the LST theorem)
(b) N⊕λ ↾τT ≺Mx (by renaming, possible as Mx is κ-saturated while
κ > λ = ‖N⊕λ ‖)
(c) if b¯ ∈ ω>(Nλ), ε < λ, ϑ ∈ L(τT ) and α ∈ (αε, αε+1) ∩ S1 ⇒
C |= ϑ[e¯α, b¯, c¯x] then |= ϑ[e¯∗ε, b¯, c¯x].
[Why? As tp(c¯x,Mx) is finitely satisfiable in B
∗
0 and B
∗
0 ⊆ Mx, |B
∗
0 | < κ,Mx is
κ-saturated.]
(d) let N ′ε = Mx↾{a ∈ N
⊕
λ : N
⊕
λ |= P2(a, e
∗
ε,0)} for any ε < λ.
Now recall
⊙1 C |= “ϑϕt0 [c¯x, e¯α(ε), b¯]” when t ∈ {0, 1}, b¯ ∈
ℓg(y¯0)(Nα(ε)) and C |= ϕ
t
0[d¯x, c¯x, b¯]
[Why? By the choice of e¯α(ε) and of ϑϕt0 recalling ψϕt0 = ψϕ∗ by ⊗3.]
⊙2 C |= ϕ1[d¯x, c¯x, e¯α(ε).]
[Why? As ϕ1 = ψϕ0 , see ⊗3(c) and the choice of the e¯α(ε).]
⊙3 C |= “ϕℓ+1[d¯x, c¯x, e¯α] ∧ ϑϕℓ [c¯x, e¯α, e¯α(ε)]” when α ∈ (αε, αε+1) and ℓ ∈
{1, 2}.
[Why? As ϕℓ+1 = ψϕℓ , see ⊗3(d) and ⊙2.]
⊙4 q0 = tp∆0(e¯α(ε)ˆe¯α, B
∗
αε+1
) when αε ∈ S0 and α ∈ (αε, αε+1) ∩ S1.
[Why? See clause (ℓ) of ⊞1 above, recall that q0 is from the application of Theorem
4.1 in the beginning of Stage B.]
⊙5 q0↾B∗β = tp∆0(e¯α(ε)ˆe¯
∗
ε, B
∗
β) when αε+1 ≤ β < λ.
[Why? By ⊙4 and the choice of e¯∗ε, i.e. ⊞6(f)(γ).]
⊙6 C |= ϑϕ1 [c¯x, e¯
∗
ε, e¯α(ε)] iff ϑϕ1 [c¯x, e¯α, e¯α(ε)] when ε < λ ∧α ∈ (αε, αε+1)∩ S1;
recalling αε ∈ S0 being a limit ordinal.
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[Why? By ⊞6(f)(β) and as ϑϕ1(c¯x, x¯[θ], e¯α(ε)) is a ∆0-formula, see by ⊗4(a) recall-
ing tp(c¯x,Mx) is finitely satisfiable in B
∗
β as B
∗
β = B
+
x,hβ
.]
⊙7 C |= ϕ2[d¯x, c¯x, e¯∗ε].
[Why? Clearly ϕ3 = ψϕ2 , see ⊗3(e) and ϑϕ2 are well defined and by ⊙3 we know
that C |= ϕ2[d¯x, c¯x, e¯α] for every α ∈ (αε, αε+1). Let β ∈ S2\α(ε+1). Again by ⊙3
we have C |= “ψϕ2 [d¯x, c¯x, e¯β] ∧ ϑϕ2 [c¯x, e¯β , e¯α]” for α ∈ (αε, αε+1).
But by ⊞1(m) for every α ∈ (αε, αε+1) ∩ S1 we have q1 = tp∆1(e¯αˆe¯β, B∗).
So for every c¯ ∈ ℓg(c¯x)(B∗β) we have C |= “ϑϕ2 [c¯, e¯β, e¯α]” iff ϑϕ2(c¯, x¯
′′
[θ], x¯
′
[θ]) ∈ q1.
Hence for every c¯ ∈ ℓg(c¯x)(B∗β) we have C |= “ϑϕ2 [c¯, e¯β, e¯
∗
ε]” iff ϑϕ2(c¯, x¯
′
[θ], x¯
′′
[θ]) ∈ q1.
As this holds for every such c¯ and tp(c¯x,Mx) is finitely satisfiable in B∗, clearly
C |= “ϑϕ2 [c¯x, e¯β, e¯α] ≡ ϑϕ2 [c¯x, e¯β, e¯
∗
ε]” for every α ∈ (αε, αε+1) ∩ S1.
By the conclusions of the last two paragraphs C |= ϑϕ2 [c¯x, e¯β , e¯
∗
ε] and by the
conclusion of the first of them C |= ψϕ2 [d¯x, c¯x, e¯β ]. Together recalling the definition
of ϑϕ2 we get C |= ϕ2[d¯x, c¯x, e¯
∗
ε], i.e. we are done proving ⊙7.]
⊙8 C |= “ϑϕ1 [c¯x, e¯
∗
ε, e¯α(ε)]”.
[Why? Note C |= “ϑϕ1 [c¯x, e¯α, e¯α(ε)]” for α ∈ (αε, αε+1) ∩ S1. Let I = {c¯
′ ∈
ℓg(c¯[x])(B∗) : C |= “ϑϕ1[c¯
′, e¯α, e¯α(ε)]” but clearly I = {c¯
′ ∈ ℓg(c¯[x])(B∗) : ϑϕ2 [c¯x, x¯
′
[θ], x¯
′′
[θ]) ∈
q0} so does not depend on α hence, second, I = {c¯′ ∈ ℓg(c¯[x])(Bx) : C |= ϑϕ1 [c¯
′], e¯∗ε, e¯α(ε)]}.
As tp(c¯x,Mx) is finitely satisfiable in B∗, we get C |= ϑϕ1 [c¯x, e¯
∗
ε, e¯α(ε)].]
⊙9 C |= “ψϕ1[d¯x, c¯x, e¯
∗
ε]”,C |= “ϕ
t[b¯]
0 [d¯x, c¯x, b¯]” and when b¯ ∈
ℓg(y¯)(Nα(ε)) and
t[b¯] is chosen such that C |= ϑ
ϕ
t[b¯]
0
[c¯x, e¯
∗
ε, b¯].
[Why? Recalling ψϕ1 = ϕ2, note that C |= ψϕ1 [d¯x, c¯x, e¯
∗
ε] by ⊙7, i.e. the first
conclusion of ⊙9 holds. By ⊙7 we have C |= ϑϕ1 [c¯x, e¯
∗
ε, e¯α(ε)] which means that
ψϕ1(x¯d¯, c¯x, e¯
∗
ε) ⊢ ϕ1(x¯d¯, c¯x, e¯α(ε)). But ϕ1 = ψϕ0 = ψ¬ϕ0 so by⊗1(d)+⊗3(a)+⊗3(b)
we have ϕ1(x¯d¯, c¯x, e¯α(ε)) ⊢ ϕ
t
0(x¯d¯, c¯x, b¯).
As ⊢ is transitive we have ψϕ1(x¯d¯, c¯x, e¯
∗
ε) ⊢ ϕ
t
0(x¯d¯, c¯x, b¯)
t which by ⊙7 means
C |= ϑϕ0 [c¯x, e¯
∗
ε, b¯], i.e. the second conclusion of ⊙9 so we are done.]
Stage E: By the choice of ϕ∗ = ϕ0 and letting ψ = ψϕ∗ and of the set A see ⊗2 we
can find
(∗)1 an ultrafilter D on ℓg(z¯)(Nλ) such that for every e¯′ ∈ θ(Mx) and ψ′ sat-
isfying ψ′(x¯d¯, c¯x, e¯
′) ∈ tp(d¯x, c¯x + Mx) the
48 set {b¯ ∈ ℓg(z¯)(Nλ) : C |=
(∃x¯d¯)(ψ
′(x¯d¯, c¯x, e¯
′) ∧ ϕ∗(x¯d¯, c¯x, b¯)) ∧ (∃x¯d¯)(ψ
′(x¯d¯, c¯x, e¯
′) ∧ ¬ϕ∗(x¯d¯, c¯x, b¯))}
belongs to D;
this is as in the proof of ?? or 2.15(2), i.e. [Sh:900, 2.10=tp25.36]
(∗)2 For b¯ ∈ ℓg(y¯)(Nλ) let ε(b¯) = min{ε < λ : b¯ ⊆ Nα(ε)} and
(∗)3 let t(∗) be such that {b¯ ∈
ℓg(y¯)(Nλ) : t[b¯] = t(∗)} ∈ D recalling t[b¯] ∈ {0, 1}
is such that C |= ϕ
t[b¯]
0 [d¯x, c¯x, b¯].
Note that
48can use “{b ∈ ℓg(z¯)(A) : . . .}”
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(∗)4 for every ε < λ the set {b¯ ∈ ℓg(y¯)(Nλ) : ε(b¯) ≥ ε} belongs to D.
[Why? Otherwise ψ(x¯d¯, c¯, e¯ε) contradicts the choice of D.]
We use ultrapower to get (b¯′, e¯′) in C realizing p(y¯, x¯[θ]) = {ϑ(d¯x, c¯x, y¯, x¯[θ], a¯) :
ϑ(x¯d¯, x¯c¯, y¯, x¯[θ], z¯) ∈ L(τT ) and a¯ ∈
ℓg(z¯)(Mx) and {b¯ ∈ ℓg(z¯)(Nλ) : C |= ϑ[d¯x, c¯x, b¯, e¯∗ε(b¯), a¯]} ∈
D}}.
Now
(∗)5 〈e¯∗ε : ε < λ〉ˆ〈e¯
′〉 is an indiscernible sequence.
[Why? By (∗)6 below.]
(∗)6 e¯
′ realizes Av(〈e¯∗ε : ε < λ〉,Mx + c¯x).
[Why? As 〈e¯∗ε : ε < κ〉 is an indiscernible sequence (and T is dependent), the
average is well defined. Now recall (∗)4 and the choice of e¯′.]
(∗)7 tp(d¯x,Mx + c¯x), tp(b¯
′,Mx + c¯x) are not weakly orthogonal.
[Why? By the choice of b¯′ and of D , i.e. as witnessed by ϕ∗.]
But (an important point for Claim 5.3) we need a more effective version of (∗)7.
Let p1(x¯d¯) = tp(d¯x,Mx+ c¯x) and p2(y¯) = tp(b¯
′,Mx+ c¯x), p3(x¯[θ]) = tp(e¯
′,Mx+
c¯x)
(∗)+7 p1(x¯d¯) ∪ p2(y¯) ∪ {ϕ
t
∗(x¯d¯, c¯x, y¯)} is consistent for t = 0, 1.
[Why? By the choice of the ultrafilter D and of the sequence b¯′.]
(∗)8 C |= ψϕ∗ [d¯x, c¯x, e¯
′] and C |= ϑ
ϕ
t(∗)
∗
[c¯x, e¯
′, b¯′].
[Why? Because by (∗)4 and ⊙8 for every b¯ ∈ ℓg(y¯)(Nλ) we have C |= ψϕ1 [d¯x, c¯x, e¯ε(b¯)]
and C |= ϑ
ϕ
t[b¯]
∗
[c¯x, e¯ε(b¯), b¯].]
(∗)9 p1(x¯d¯) ∪ p3(x¯[θ]) ∪ {±ψϕ∗(x¯d¯, c¯x, x¯[θ])} are consistent.
[Why? First, clearly C |= ψϕ∗ [d¯x, c¯x, e¯
′] by (∗)8 hence p1(x¯d¯)∪p3(x¯[θ])∪{ψϕ∗(x¯d¯, c¯x, x¯[θ])}
being realized by d¯xˆe¯
′ is consistent.
By (∗)+7 for some d¯
′ realizing p1(x¯d¯) and b¯
′′ realizing p2(y¯) recalling t(∗) is from
(∗)3 we have C |= ¬ϕ
t(∗)
∗ [d¯′, c¯x, b¯
′′]; as p1(x¯d¯) = tp(d¯x,Mx + c¯x) without loss of
generality d¯′ = d¯x. As tp(b¯
′′, c¯x +Mx) = p2(y¯) = tp(b¯
′,Mx + c¯x) for some e¯
′′ we
have tp(b¯′′ˆe¯′′,Mx + c¯x) = tp(b¯
′ˆe¯′,Mx + c¯x).
Note that C |= ϑ
ϕ
t(∗)
∗
[c¯x, e¯
′, b¯′] hence by (∗)8 we have C |= ϑϕt(∗)∗
[c¯x, e¯
′′, b¯′′].
Now if C |= ψϕ∗ [d¯x, c¯x, e¯
′′] then by the definition of ϑϕ∗,t, see ⊙9 and the last
sentence, C |= ϕ
t(∗)
∗ [d¯x, c¯x, b¯
′′] but d¯xˆe¯
′′ realizes p1(x¯d¯) ∪ p3(x¯[θ]) we have a con-
tradiction to the choice of b¯′′ hence C |= ¬ψϕ∗ [d¯x, c¯x, e¯
′′] thus finishing the proof of
(∗)9.]
As p3(x¯[θ]) was defined as tp(e¯
′,Mx + c¯x) by (∗)6 + (∗)9 we are done. 5.1
We shall not use 5.1 as stated but a variant which the proof gives (as mentioned
in the proof).
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Claim 5.3. Assume x ∈ pKκ,µ,θ,P ⊆ {u ⊆ vx : u∩ux is finite} is ⊆-directed with
union vx and κ > λ = ntrlc(x) and i ∈ vx\ux ⇒ λ ≥ iω(|Bi|+ θ) and λ is regular,
this is similar to 5.1 but omitting the assumption “ux is finite”. We still can find
(ψ¯, A, u, ϕ∗) such that
(a) ψ¯ illuminates (x, λ,Γ1x)
(b) A ⊆ Mx is of cardinality λ, u ∈ P and ϕ∗ = ϕ∗(x¯d¯, x¯c¯,u, y¯) such that no
ψ′(x¯d¯, c¯x,u, e¯
′) ∈ tp(d¯x, c¯x∔Mx) solve (x, ϕ, A) [i.e. for no finite u ⊆ ℓg(c¯x)
and ψ′ = ψ′(x¯d¯, x¯c¯,u, z¯) and e¯
′ ∈ ℓg(z¯)(Mx) do we have C |= “ψ
′[d¯x, c¯x,u, e¯
′]”
and ψ′(x¯d¯, c¯x,u, e¯
′) ⊢ {ϕ∗(x¯d¯, c¯x, b¯) : b¯ ∈
ℓg(y¯)A and ϕ∗(x¯d¯, c¯x, b¯) ∈ tp(d¯x, A+
c¯x)}]; let ψϕ∗ = ψϕ∗(x¯d¯, x¯c¯, x¯[θ]) ≡ ψϕ∗(x¯d¯, x¯c, x¯[v]), v ⊆ θ finite
(c) we get the result of 5.1 with c¯x replaced by c¯x,u = c¯x,u↾u = 〈c¯x,i : i ∈ u〉,
i.e.:
(∗) there is an indiscernible sequence I = 〈b¯α : α < λ〉 in Mx, ℓg(b¯α) =
ℓg(y¯) and b¯0, b¯1 ∈ vC realizing Av(I,Mx+ c¯x,u) and C |= ϕ[d¯x, c¯x,u, b¯t]t
for t = 0, 1.
Proof. We can find ψ¯, ϕ∗, A as in ⊗1 in the proof of 5.1, so ψ¯ is as in clause (a)
there. Then we find ϕℓ, ϑ
′
ℓ as in ⊕3 + ⊕4 in the proof of 5.1, Stage A. Next let
u∗ ∈ P be such that i ∈ u∗ iff xc¯x,i is not dummy in ϕ0 or in ϕ1 or in ϕ2 or in
ϕ3. Now use the proof of 5.1 from Stage B on, however not on x but x[u∗], see
Definition 2.6(10). 5.3
Conclusion 5.4. Assume T is countable, θ = ℵ0, µ strong limit of uncountable
cofinality and µ ≤ κ = cf(κ) < µ+ω. Then for every m ∈ rK⊕κ,µ,θ with um finite
there is n ∈ tK⊕κ,µ,θ such that m ≤1 n.
Remark 5.5. If we assume cf(µ) = ℵ0 and κ = µ+, then we can get a weaker version
of density of tKκ,µ,θ.
Proof. Without loss of generality ℓg(d¯) = ω.
Let 〈ϕn(x¯[ω+ω], y¯[ω], z¯n) : n < ω〉 list all formulas of such form, each appearing
infinitely many times. Without loss of generality ϕn = ϕn(x¯[wn], y¯[n], z¯n), wn :=
[0, n) ∪ [ω, ω + n). We choose mn by induction on n < ω such that:
⊞ (a) mn ∈ rK
⊕
κ,µ,θ and u(mn) is finite, moreover ∈ [n, ω); we may
add v(mn) finite (as we can assume vm finite)
(b) mn =m
(c) if n = m+ 1 then mm ≤1 mn+1 and rmn is complete
(d) if n = m+ 1 and there is m′ ∈ rK⊕κ,µ,θ satisfying
(mm ≤1 n ∧ (m′ is (ϕm(x¯[wm], y¯[m], z¯m), i) active for some
i ∈ v(m′)\v(mm)) then mn satisfies this
(e) if n = m+ 1 and the assumption in clause (d) fails, but there is
m′ ∈ rK⊕κ,µ,θ satisfying mn ≤1 m
′ and ϕm ∈ Γ2ψ¯[m′]
then mn+1 satisfies this.
We can carry the induction for clauses (d) + (e) because if there is such m′ we can
find m′′ such that mm ≤1 m′′ ≤1 m′ such that u[m′′] is finite, and the demand
“rmm+1 is complete” is not a problem by 4.9(1A).
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Having carried the induction let n = lim〈mn : n < ω〉, we have to show that
n ∈ rK⊕κ,µ,θ and more. If Γψ¯[n] = Γ
2
x[n] we shall be done by 3.23, so toward
contradiction assume ϕ = ϕ(x¯d¯[n], x¯c¯[n], y¯) ∈ Γ
2
x[n]\Γψ¯[n], let k be such that ϕ = ϕk
hence u = {n : ϕn = ϕ} is infinite. By clause (d) and 2.14(2), i.e. [Sh:900] the
set {m : ϕm = ϕk and the assumption in ⊞(d) holds} is finite. So choose m such
that ϕm = ϕk but the assumption of ⊞(d) fails. By 5.1 more exactly 5.3, the
assumption of ⊞(e) holds; why? the point is that ntrlc(xn) = {µ+, µ+2, . . . , µ+n}.
So the conclusion of ⊞(e) holds, contradiction.
Lastly, n = ∪{mn : n < ω} is well defined and by Claim 3.23, using (c)′ there,
m =m0 ≤1 n ∈ tK
⊕
κ,µ,θ. 5.4
∗ ∗ ∗
Discussion 5.6. We may like to cover every κ = κ<κ ≥ iω; at least and/or when
for countable T as in 4.11, G.C.H. holds). For this, we are still left with the case
cf(µ) = ℵ0, for this we have to redo some previous definitions and claims, so this is
presently delayed.
Conclusion 5.7. Assume G.C.H. and T is countable and θ = ℵ0 and µ is strong
limit of cofinality > ℵ0 and κ = cf(κ) ∈ (µ, µ
+ω).
1) For every κ-saturated M of cardinality κ and d¯ ∈ θ
+>C there is x ∈ tKκ,κ,θ with
d¯ E d¯x.
2) Hence M ∈ ECκ,κ(T )⇒ |Sθ(M)/ ≡aut | ≤ κ.
3) If M is a saturated model of T of cardinality κ then Sθaut(M) has cardiality ≤ µ.
Remark 5.8. 1) For vK this is easier.
2) When cf(µ) = ℵ0, maybe see more in [Sh:F973].
§ 5(B). Density of vK; Exact recounting of types and vK.
We prove the density of vKκ,µ¯,θ. We use 5.22(1) but not 5.22(2)-(6).
Recall that we have difficulties when ntrlc(x) was singular. This motive defining
relatives in 5.10,5.13 and investigating them. This succeeds but not applicable to
rK only to vK.
Convention 5.9. We here tend to use ϕ ∈ Γ1x as ϕ(x¯d,ρ, x¯c¯,̺, y¯) where ρ ∈
n(ℓg(d¯x))), ̺ ∈ m(ℓg(c¯x)) for some n,m.
Definition 5.10. Assume for x ∈ pKκ,µ¯,θ and ϕ = ϕ(x¯d¯,ρ, x¯c¯,̺, y¯), so ϕ determines
ρ, ̺ and ψ = ψ(x¯d,ρ, c¯x,̺0) ∈ tp(d¯x,ρ, c¯x,̺0). Below we may omit ψ when ρ = 〈〉 =
̺0, the role of ψ in (1) is minor.
1) Let k(ϕ, ψ,x) be the maximal n such that there is an increasing sequence ̺1 ∈
n(vx) which witness it, which means (note that ψ has a role only via ̺0):
• ℓ < ℓg(̺) ∧ k < ℓg(̺1)⇒ ̺(ℓ) <vx ̺1(k)
• ℓ < ℓg(̺0) ∧ k < ℓg(̺1)⇒ ̺0(ℓ) <vx ̺1(ℓ)
• c¯∗ℓ,0, c¯
∗
ℓ,1 are subsequences of c¯x,̺1(ℓ) realizing the same type over c¯x,<̺1(ℓ)+
Mx
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• C |= “ϕ[d¯x,ρ, c¯x,̺, c¯∗ℓ,1] ∧ ¬ϕ[d¯x,ρ, c¯x,̺, c¯
∗
ℓ,0].
2) We define kdu(ϕ, ψ,x) as the maximal n such that some η witness it which
means; du stands for duplicate:
• η is an increasing sequence in wx of length ℓg(ρ)
• ℓg(d¯x,ρ(ℓ)) = ℓg(d¯x,η(ℓ)) for ℓ < ℓg(ρ)
• ψ(x¯d¯,η, c¯x,̺0) ∈ tp(d¯x,η, c¯x,̺0)
• tpϕ(d¯x,η, c¯x,̺ ∔Mx) = tpϕ(d¯x,ρ, c¯x,̺ ∔Mx)
• n = k(ψ(x¯d¯,η, c¯x,̺0), ϕ(x¯d¯,η, x¯c¯,̺, y¯),x).
Claim 5.11. 1) In Definition 5.10, k(ϕ, ψ,x) is well defined and < ind(ϕ).
2) Also kdu(ϕ, ψ,x) is well defined and < ind(ϕ).
3) If (ϕ, ψ,x) is as in 5.10 and x ≤1 y ∈ pKκ,µ¯,θ then :
• (ϕ, ψ,y) is as in 5.10
• k(ϕ, ψ,x) ≤ k(ϕ, ψ,y)
• kdu(ϕ, ψ,x) ≤ kdu(ϕ, ψ,y).
4) If x ∈ pKκ,µ¯,θ then there is y such that (see 5.19):
•1 x ≤1 y ∈ pKκ,µ,θ
•2 if (ϕ, ψ,x) is as in 5.10 and y ≤ z ∈ pKκ,µ¯,ϕ then k(ϕ, ψ,y) = k(ϕ, ψ, z)
and kdu(ϕ, ψ,y) = kdu(ϕ, ψ, z).
5) Like (4) but in •2 it applies to (ϕ, ψ) such that (ϕ, ψ,y) is as in 5.10.
Proof. 1),2) By the definition of ind(ϕ) it is always finite as T is dependent, see
[Sh:900] or 5.22(1).
3) Read the definition.
4) By parts (1),(2),(3) as
(∗)1 (Kκ,µ¯,θ,≤1) is a partial order
(∗)2 in this partial order an increasing sequence 〈xi : i < δ〉 of length < θ
+ has
a ≤1-upper bound xδ; moreover is the union so if (ϕ, ψ,xδ) is as in 5.10
then for some i < δ, (ϕ, ψ,xi) is as in 5.10
(∗)3 for any x ∈ pKκ,µ¯,θ, there ≤ θ relevant pairs (ϕ, ψ).
5) Similarly using (4). 5.11
Claim 5.12. If (A) then (B) where
(A) (a) x, ϕ = ϕ(x¯d¯,ρ, x¯c¯,ρ, y¯), ψ(x¯d¯,ρ, x¯c¯,̺0) are as in Definition 5.10
(b) n = kdu(ϕ, ψ,x) and ρ1 witness it
(c) let ϕ′ = ϕ(x¯d¯,ρ1 , x¯c¯,̺, y¯)
(d) let ψ′ = ψ(x¯d¯,ρ1 , c¯x,̺0) hence ∈ tp(d¯x,ρ1 , c¯x,̺0)
(e) let ̺1 witness k(ϕ
′, ψ′,x) with 〈(c∗ℓ,0, c¯
∗
ℓ,1) : ℓ < ℓg(̺1)〉 as in
Definition 5.10(1)
(f) ψ′′(x¯d¯,ρ1 , c¯x,̺0ˆ̺1) = ψ
′′(x¯d¯,ρ1 , c¯x,̺0ˆ̺1) ∧
∧
ℓ<ℓg(̺1)
(ϕ(x¯d¯,ρ, c¯x,̺, c¯
∗
ℓ,1)∧
¬ϕ(x¯d¯,ρ, c¯x,̺, c¯
∗
ℓ,0))
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(B) (a) (ϕ′, ψ′′,x) are as in 5.10
(b) kdu(ϕ
′, ψ′′,x) = 0.
Proof. Straightforward. 5.12
Definition 5.13. 1) For x ∈ pKκ,µ¯,θ and ϕ∗ = ϕ∗(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x and ψ∗ =
ψ∗(x¯d¯, c¯x, b¯∗) ∈ tp(d¯x, c¯x ∔Mx) let ntrw(ϕ∗, ψ∗,x) be the maximal λ such that:
if A ⊆ Mx and |A| < λ then for some finite p ⊆ tp±ϕ∗(x¯d¯, c¯x ∔ Mx) we have
p ∪ {ψ∗(x¯d¯, c¯x, b∗)} ⊢ tp±ϕ∗(d¯x, c¯x ∔A).
2) For x ∈ pKκ,µ¯,θ let ntrw(x) = min{ntrw(ϕ∗, ψ∗,x) : ϕ∗, ψ∗ as above}.
Claim 5.14. 1) For x, ϕ∗, ψ∗ as in Definition 5.13(1) the cardinal ntrw(ϕ∗, ψ∗,x)
is a regular (infinite) cardinal.
2) For x ∈ pKκ,µ¯,θ the cardinal ntrw(x) is a regular (infinite) cardinal.
3) If λ := ntrw(ϕ∗, ψ∗,x) is > ℵ0 then for some m we can replace “p ⊆ ... finite”
by: for some fix n and η ∈ n2 we have “p ⊆ tp±ϕ(d¯x, c¯x + Mx) has the form
{ϕ(x¯, a¯ℓ)
if(η(ℓ)) : ℓ < n}.
Proof. 1) Toward contradiction assume λ = ntrw(ϕ∗, ψ∗,x) is singular and A ⊆Mx
has cardinality λ. We shall prove that for some finite p ⊆ tpϕ∗(d¯x, c¯x ∔Mx) we
have p ∪ {ψ∗(x¯d¯, c¯x)} ⊢ tpϕ∗(d¯x, c¯x ∔Mx), this suffices.
Let 〈Aε : ε < cf(λ)〉 be a ⊆-increasing sequence of subsets of A with union
A with each Aε having cardinality < λ. For each ε < cf(λ) there is a finite
pε ∈ tpϕ∗(d¯x, c¯x ∔ (Mx) such that pε ∪ {ψ∗(x¯d¯, c¯x)} ⊢ tpϕ∗(d¯x, c¯x ∔ Aε). As pε
is finite also Bε := Dom(pε) is finite hence the cardinality of B := ∪{Bε : ε <
cf(λ)} is ≤ cf(λ). As B ⊆ Mx there is a finite q ⊆ tpϕ∗(d¯x, c¯x ∔Mx) such that
q ∪ {ψ∗(x¯d¯, c¯x)} ⊢ tpϕ∗(d¯x, c¯x +Mx).
Now q is as required.
2) Follows from part (1). 5.14
The following is a replacement of 5.1 of §(5A).
The Crucial Claim 5.15. If (A) then (B) where:
(A) (a) λ < κ is regular ≥ µ
(b) x ∈ pKκ,µ¯,θ and ιx = 2
(c) ϕ∗ = ϕ∗(x¯d¯, x¯c¯,̺, y¯)
(d) ψ = ψ(x¯d¯, x¯c¯, z¯)
(e) ψ∗(x¯d¯) = ψ(x¯d¯, c¯, b¯) ∈ tp(d¯x, c¯x ∔Mx)
(f) ux is finite, but see 5.17
(g) λ = cf(λ) = min{|A| : A ⊆Mx and there is no finite
p ⊆ tp±ϕ∗(d¯x, c¯x∔Mx) such that p∪{ψ∗(x¯d¯)} ⊢ tp±ϕ∗(d¯x, c¯x∔A)
(h) if A ⊆Mx, |A| < λ then there is b¯A ⊆M such that ϕ∗(x¯d¯, c¯x, b¯A) ∈
tp(d¯x, c¯x∔Mx) and {ϕ∗(x¯d¯, c¯x, b¯A)}∪{ψ∗(x¯d¯)} ⊢ tp±ϕ∗(d¯x, c¯x∔A)
(B) there are I, d¯′ such that
(a) I = 〈a¯α,0ˆa¯α,1 : α < λ〉 is an indiscernible sequence in Mx
(b) ℓg(a¯α,ℓ) = ℓg(y¯)
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(c) a¯λ,0ˆa¯λ,1 realizes Av(I, c¯x +Mx)
(d) tp(a¯λ,0, c¯x ∔Mx) = tp(a¯λ,1, c¯x ∔Mx)
(e) d¯′ realizes {ψ∗(x¯d¯)}∪tp±ϕ∗(d¯x, c¯x∔Mx)∪{ϕ∗(x¯d¯, a¯λ,1),¬ϕ∗(x¯, c¯x, a¯λ,0)}.
Remark 5.16. 1) Note ψ∗(x¯d¯) correspond to q∗ in §(5C), so we can restrict its form
if necessary, see §(5C).
2) How will we justify clause (A)(h)?
(a) we can manipulate ϕ∗ such that {ϕ∗(M, a¯) : a¯} = {¬ϕ∗(M, a¯) : a¯} and
∅, ℓg(x¯)(M) belongs to it, as in the proof of 8.4
(b) replacing ϕ(x¯, y¯) by
∧
ℓ<m
ϕ(x¯, y¯ℓ) change little.
3) We could have weakened clause (B)(c) to ∆-types for ∆ derived from 5.22, in
fact ∆ = Λ with n = k(ϕ∗,x).
4) So 5.22(2)-(6) is what is really required but we do not need it.
Observation 5.17. We can omit (A)(f) of 5.18.
Proof. Let ϕ∗ = ϕ(x¯d¯,ρ, x¯c¯,̺, y¯) with ρ, ̺ as in convention 5.9 and work with y
which is like x but d¯y = d¯x↾Rang(ρ), c¯y = c¯x↾Rang(̺).
Now reflect. 5.17
Proof. Proof of 5.15
We repeat the proof of Claim 5.1, making minor changes in Stages (A)-(D) and
replacing stage (E) as follows:
Stage (A)-(D):
We omit ⊗1(b)− (e), using clauses of (A) of the claim when quoted.
In ⊗2(b) the set A exemplify (A)(g) of the claim
In ⊗3 let ϕℓ = ϕ∗ for ℓ = 0, 1, 2 (or just omit and replace ϕℓ by ϕ∗ when used,
justified by clause (A)(h) hence e¯α, e¯
∗
ε ∈
ℓg(y¯))(Mx)
In ⊗4(a) add “+⊗1”.
We replace x¯[θ] by x¯ℓg(y¯) or y¯ recalling ϕ∗ = ϕ(xd¯, x¯c¯, y¯).
Stage E: Let M+ ≺ C be such that d¯x + c¯x +Mx ⊆ M+ and let I = {(b¯, ε, ζ, d¯) :
b¯ ∈ ℓg(y¯)(Nλ), ε < ζ < λ and d¯ ∈M+}.
For every ξ < λ and p ∈ P = {p : p is finite and p ⊆ tp±ϕ∗(d¯x, c¯x ∔Mx)} we
let Ip,ξ be the set of (b¯, ε, ζ, d¯)) ∈ I such that
• b¯ ∈ ℓg(y¯)(Nλ)
• d¯ realizes p
• ε < ζ are from [ξ, λ)
• C |= ψ∗[d¯]
• C |= ϕ∗[d¯, c¯x, e¯∗ε]
• C |= ¬ϕ∗[d¯, c¯x, e¯
∗
ζ ].
Now note that
(∗)1 if p1 ⊆ p2 ⊆ tp±ϕ∗(d¯x, c¯x ∔Mx) are finite and ξ1 < ξ2 < λ then Ip2,ξ2 ⊆
Ip1,ξ1 .
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[Why? Read the definition.]
(∗)2 if (p, ξ) ∈ P × λ then Ip,ξ 6= ∅.
[Why? As |= ϕ[d¯x, c¯x, e¯∗ξ ] clearly p1 := p ∪ {ϕ∗(x¯d¯, c¯x, e¯
∗
ε)} belongs to P, hence by
clause (A)(g) there is b¯ ∈ ℓg(y¯)(Nλ) such that p1(xd¯)∪{ψ∗(x¯d¯)}∪{ϕ∗(x¯d¯, c¯x, b¯)
if(t)}
is consistent for t = 0, 1. Hence recalling C |= ϕ∗[d¯x, c¯x, b¯]
if(t(b¯j)) there is d¯ in
C realizing p1(x¯d¯) ∪ {ψ∗(x¯d¯)} and C |= ϕ∗[d¯x, c¯x, b¯]
if(1−t(b¯). Next choose ζ < λ
such that ζ > ε and b¯ ∈ Nζ. Now ϕ∗(x¯d¯, c¯x, e¯
∗
ζ) ⊢ ϕ∗[x¯d¯, c¯x, b¯]
if(t(b¯)) so necessarily
C |= “¬ϕ∗[d¯, c¯x, e¯∗ζ]
if(t[b¯])”.
Clearly (b¯, ε, ζ, d¯) ∈ Ip,ξ so Ip,ξ 6= ∅ as promised.]
(∗)3 choose an ultrafilter D on I such that (p, ξ) ∈ P × λ⇒ Ip,ξ ∈ D .
[Why? As Ip,ξ ⊆ I using (∗)1 and (∗)2 above.]
(∗)4 p(y¯, y¯′, y¯′′, x¯d¯) is the following complete type over c¯x+Mx; where y¯
′, y¯′′ has
length ℓg(y¯):
p(y¯, y¯′, y¯′′, x¯d¯) = {ϑ(c¯x, y¯, y¯
′, y¯′′, xd¯, e¯) : ϑ = ϑ(x¯c¯[x], y¯, y¯
′, y¯′′, x¯d¯, z¯) ∈ L(τT ), e¯ ∈
ℓg(z¯)(Mx) and the set {(b¯, ε, ζ, d¯) ∈ I : C |= ϑ[c¯x, b¯, e¯∗ε, e¯
∗
ζ , d¯, e¯]} belongs to
D}.
[Why? As D is an ultrafilter on I.]
(∗)5 choose (b¯′, a¯0, a¯1, d¯′) in C realizing p(y¯, y¯′, y¯′′, x¯d¯).
Now note
(∗)6 (a) a¯1 realizes Av(〈e¯∗ε : ε < λ〉, c¯x +Mx)
(b) a¯0 realizes Av(〈e∗ε : ε < λ〉, a¯0 + c¯x +Mx)
(c) a¯0ˆa¯1 realizes Av(〈e¯
∗
2εˆe¯
∗
2ε+1 : ε < λ, c¯x +Mx〉).
[Why? Think.]
(∗)7 (a) d¯′ realizes tpϕ∗(d¯x, c¯x ∔Mx)
(b) d¯′ realizes ϕd¯, c¯x, a¯0) and ¬ϕ∗(x¯d¯, c¯x, a¯1).
So clearly we are done. 5.15
Claim 5.18. Assume x ∈ pKκ,µ¯,θ, µ ≥ iω , ϕ∗ = ϕ(x¯d¯,ρ, x¯c¯,̺, y¯) and
49 ψ∗ =
ψ∗(x¯d,ρ, x¯c¯,̺0) ∈ tp(d¯x,ρ, c¯x,̺0) and k(ϕ∗, ψ∗,x) = 0. If λ := ntrw(ϕ∗, ψ∗,x) is
< κ then there is y such that x ≤1 y ∈ pKκ,µ¯,θ and 0 < k(ϕ∗, ψ∗,y).
Proof. Let A∗ ⊆Mx witnessing ntrw(ϕ∗, ψ∗,x) = λ.
Let A¯∗ = 〈Aε : ε < λ〉, etc.
Case 1: λ < µ.
As in 2.14 that is [Sh:900, 2.8=tp25.33] and see Definition [Sh:900, 2.6=tp25.32]
but here we elaborate.
⊞1 Let J be the set of pairs (q,Γ) such that:
(a) q = q(x¯d¯,ρ) ⊆ tp±ϕ∗(d¯x,ρ, c¯x,̺ ∔M) is finite
49May add parameters from Mx, but can use trivial members of c¯x, i.e. c¯x,i ⊆Mx.
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(b) Γ = Γ(y¯) is a finite subset of Λ = {ϑ(y¯, c¯) : ϑ(y¯, z¯) ∈ L(τT ) and
c¯ ∈ ℓg(z¯)(Mx)}
⊞2 for a pair (q,Γ) ∈ J we say (c¯0, c¯1) does A∗-exemplifies (q,Γ) when :
(a) c¯0, c¯1 ∈ ℓg(y¯)(A∗)
(b) C |= “ϑ[c¯0] ≡ ϑ[c¯1]” when ϑ(y¯) ∈ Γ(y¯)
(c) {ψ(x¯d¯)} ∪ q(x¯d¯,η) ∪ {ϕ(x¯d¯,ρ, c¯1),¬ϕ(x¯d¯,ρ, c¯0)} is consistent
⊞3 the family {{(c¯0, c¯1) : (c¯0, c¯1) does A∗-exemplifies (q,Γ)} : (q,Γ) ∈ J} has
the finite intersection property.
[Why does ⊞3 hold? Otherwise we can find (qℓ,Γℓ) ∈ J for ℓ < n such that no
(c¯0, c¯1) does A∗ exemplify (p,Γℓ) for every ℓ < n. Define the two-place relation E
on ℓg(y¯)(A∗):
⊙3.1 c¯0Ec¯1 iff c¯0, c¯1 ∈ ℓg(y¯)(A∗) and C |= “ϑ[c¯0] ≡ ϑ[c¯1]” for every ϑ(y¯) ∈
⋃
ℓ<n
Γℓ
clearly E is an equivalence relation with finitely many equivalence classes. Let 〈c¯∗ℓ :
ℓ < ℓ(∗)〉 be a set of representatives and let q∗ = (
⋃
ℓ<n
qℓ) ∪ {ϕ(x¯d¯,ρ, c¯
∗
ℓ )
t : t ∈ {0, 1}
and C |= ϕ[d¯x,ρ, c¯
∗
ℓ ]
t}.
So
⊙3.2 q∗ is a finite subset of tp±ϕ(d¯x,ρ, c¯x,̺ ∔Mx) and
⊙3.3 q∗ ⊢ tp±ϕ(d¯x,ρ, c¯x,̺ ∔A∗).
But ⊙3.2 contradicts the choice of A∗ so ⊞3 holds indeed.]
So
⊞4 there is an ultrafilter on
2ℓg(y¯)(A∗) extending the family from ⊞3.
Choose such an ultrafilter D.
Let (c¯′0, c¯
′
1) realizes Av(D, d¯x + c¯x +Mx), so clearly
⊞5 the following set of formulas is finitely satisfiable in C:
{ψ∗(x¯d¯)} ∪ tp±ϕ∗(d¯x,ρ, x¯c¯,̺ ∔Mx) ∪ {ϕ∗(x¯d¯,ρ, c¯x,̺, c¯
′
1),¬ϕ∗(x¯d¯,ρ, c¯x,̺, c¯
′
ρ)}.
So let d¯′ realize the type from ⊞5 and define y ∈ pKκ,µ,θ by
⊞6 (a) My = Mx
(b) wy = wx + {t∗}
(c) d¯y↾wx = d¯x and d¯y,t∗ = d¯
′
(d) vy = vx + {s∗} and uy = ux
(e) c¯y↾vx = c¯x and c¯y,s∗ = c¯
′
1ˆc¯
′
1
(f) Iy = Ix
(g) B¯y,s is equal to Bx,s if s ∈ vx\ux and is equal to A∗ if s = s∗.
Clearly y is as required.
Case 2: λ ≥ µ is singular.
Impossible by 5.14.
Case 3: λ ≥ µ regular
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⊕1 without loss of generality
(a) for some c¯1, c¯0 ∈
ℓg(y¯)(Mx) we have
C |= “(∀x¯d¯)[ϕ∗(x¯d¯, c¯x, c¯1) ∧ ¬ϕ∗(x¯d¯, c¯x, c¯0)]”
(b) for every c¯1 ∈ ℓg(y¯)(Mx) for some c¯0 ∈ ℓg(y¯)(Mx) we have
C |= “(∀x¯d¯)[ϕ∗(x¯d¯, c¯x, c¯1) ≡ ¬ϕ∗(x¯d¯, c¯x, c¯2)]”.
[Why? We can use ϕ′(x¯d¯, x¯c¯, y¯ˆ(〈y0, y1, y2〉) = [y0 = y2 → ϕ(x¯d¯, x¯c¯, y)] ∧ [y0 6=
y2 ∧ y1 = y2 → ¬ϕ(x¯d¯, x¯c¯, y)] so if B ⊆ Mx, |B| ≥ 2 we can use for y0, y1, y2
members of B; see more in the proof of 8.4.]
⊕2 (a) let n∗ be as m in 5.14(3)
(b) let ϕ∗∗ = ϕ∗∗(x¯d¯,ρ, c¯x,̺, y¯∗∗) where y¯ = y¯0ˆ . . . ˆy¯n(∗)−1, ℓg(y¯ℓ) = ℓg(y¯)
and ϕ∗∗ =
∧
ℓ<n(∗)
ϕ∗(x¯d¯,ρ, c¯x,̺, y¯ℓ).
Now
⊕3 λ = ntrw(ϕ∗∗, ψ,x).
[Why? Think.]
Now we shall use 5.15 + 5.17 for ϕ∗∗, ψ getting d
′, a¯0, a¯1, I = 〈(a¯α,0, a¯α,1) : α <
λ〉.
Why this suffice? We choose y by
⊕4 (a) My = Mx
(b) d¯y = d¯xˆ〈d¯′〉 i.e. wy = wx ∪ {s}, wx, p <y s, d¯y,s = d¯′.
(c) c¯y = c¯xˆ(a¯0ˆa¯1), i.e. a¯0ˆa¯1 = c¯y,t, vy = vx + {t}
(d) Iy,t = I.
This is this possible? We just have to check that the relevant condition in 5.15, i.e.
the clauses in (A) holds which is straight. 5.18
Conclusion 5.19. 1) For every x ∈ pKκ,µ,θ there is y such that x ≤1 y ∈ pKκ,µ,θ
and: if ϕ∗(x¯d¯,ρ, x¯c¯,̺, y¯) ∈ Γ
1
x, ψ∗(x¯d¯,ρ, x¯c¯,̺) ∈ tp(d¯x,ρˆc¯x,̺, ∅) and y ≤1 z ∈ pKκ,µ,θ
then kdu(ϕ∗, ψ∗, z) = kdu(ϕ∗, ψ∗,y).
2) Above y ∈ uKκ,µ,θ, see Definition 3.6(3C).
Proof. By 5.15, recalling 5.12, as in 5.14(4). 5.19
Conclusion 5.20. If κ > µ ≥ iω+θ+, θ ≥ |T | then vK
⊗
κ,µ,θ is ≤1-dense in sK
⊕
κ,µ,θ.
Moreover, if m ∈ sK⊕κ,µ,θ then for some n we have m ≤1 n ∈ uK
⊗
κ,µ,θ.
Proof. Assume m ∈ sK⊕κ,µ,θ we apply 5.11(5) to x getting y as there. By 5.18 we
have
(∗)1 if ϕ = ϕ(x¯d¯,ρ, x¯c¯,̺, y¯) and ψ = ψ(x¯d¯,ρ, x¯c¯,̺0) ∈ tp(d¯x,ρ, c¯x,ρ0) and kdu(ϕ, ψ,y) =
0 then ntrw(ϕ, ψ,y) ≥ κ.
Clearly we can find n such that
(∗)2 (a) m ≤1 n ∈ sK
⊕
κ,µ,θ
(b) xn = y
(c) if ϕ, ψ are as in (∗)1 then ϕ ∈ Γ
3
ψ¯n
.
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By 5.12 + 5.15 clearly n ∈ vK⊕κ,µ,θ.
The “moreover” is proved similarly. 5.20
Theorem 5.21. The recounting theorem Assume κ = κ<κ = ℵα = µ + α ≥ µ ≥
iω + θ+, θ ≥ |T |.
Then for any M ∈ ECκ,κ(T ) the cardinality of Sθ(M)/ ≡aut is ≤ 2<µ+ |α|θ+|T |.
Proof. By 5.20 and 3.13(2). 5.21
§ 5(C). Exact recounting of types and vK.
The following analysis look more carefully at decomposition and ϕ ∈ Γ1x: even-
tually it was not used in proving the density of vK.
Here we use ind(ϕ).
Definition 5.22. 1) For ϕ = ϕ(x¯, y¯′, y¯) let ind(ϕ) = indT (ϕ) = min{n : the set
{ϕ(x¯η, y¯′, y¯k)[η(k)] : η ∈ n2 and k < n} is inconsistent with T }; compare with 2.6(5),
2.15(1).
2) Above if y¯′ is the empty sequence we may omit it; we may ignore the case
ind(ϕ) = 1; it is always ≥ 1.
3) For x ∈ pKκ,µ,θ and ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x and k < indT (ϕ) let
Λ1x,ϕ,k = {ψ : ψ = ψ(y¯k, y¯
+
0 ˆ . . . ˆy¯
+
k−1, y
+
k+1ˆ . . . ˆy¯
+
ind(ϕ)−1; x¯c¯) and for each ℓ ∈
ind(ϕ)\{k}, y¯ℓ,0 or y¯ℓ,1 is a dummy in ψ} where we fix y+m = y¯m,0ˆy¯m,1, ℓg(y¯m,0) =
ℓg(y¯m) = ℓg(y¯m,1) and in y¯kˆy¯
+
0 ˆ . . . ˆy¯
+
ind(ϕ)−1 there is no repetitions.
4) Λ0x,ϕ,k = {ψx,ϕ,η,ν,k : ψx,ϕ,η,ν,k = ψx,ϕ,η,ν,k(y¯k, y¯
+
0 ˆ . . . ˆy¯
+
k−1, y¯
+
k+1ˆ . . . ˆy¯
+
ind(ϕ)−1; x¯c¯) =
(∃x¯d¯)(
∧
m<ind(ϕ),m 6=k
(ϕ(x¯d¯, x¯c¯, y¯m,η(m))
[ν(m)]∧ϕ(x¯d¯, x¯c¯, y¯k)
[ν(k)])) where η, ν ∈ ind(ϕ)2}.
5) Let Ω0x,ϕ,k,c¯∗ = {ψx,ϕ,η,ν,k(y¯, c¯∗, e¯, c¯x) : e¯ = e¯k+1ˆ . . . ˆe¯ind(ϕ)−1 and e¯m ∈
2ℓg(y¯)(Mx) for eachm}where: c¯∗ = c¯∗0,0ˆc¯
∗
0,1ˆ . . . ˆc¯
∗
k−1,0ˆc
∗
k−1,1, ℓg(c¯
∗
ℓ,0) = ℓg(c¯
∗
ℓ,1) =
ℓg(y¯).
6) For Λ ⊆ Λ1x,ϕ,k and we let
Ω1x,ϕ,Λ,k,c¯∗ = {ψ(y¯, c¯∗, e¯, c¯x) : ψ = ψ(y¯, y¯
+
0 ˆ . . . ˆy¯
+
k−1, y¯
+
k+1ˆ . . . ˆy¯
+
ind(ϕ)−1, x¯c¯) ∈ Λ
and e¯ = e¯k+1ˆ . . . ˆe¯ind(ϕ) and e¯m ∈
2ℓg(y¯)(Mx) for each m}.
A relative of 2.14(1) = [Sh:900, 2.8=tp25.33] imitating vK is
Definition 5.23. Let x ∈ pKκ,µ¯,θ be normal
50 and ϕ = ϕ(x¯d¯, x¯c¯, y¯) ∈ Γ
1
x, really
ϕ = ϕ(x¯d¯,ρ, x¯c¯,̺, y¯) for some ρ ∈
ω>(ℓg(d¯x) and ̺ ∈ ω>(ℓg(c¯x)) and n = ind(ϕ), see
5.22(1).
We call w an (x, ϕ)-witness when w = 〈(c¯k,0, c¯k,1) : ℓ < n〉 = 〈c¯w,k,0, c¯w,k,1 :
k < nw〉, their concatanation is denoted by c¯w and there is ρ1 exemplifying it such
that
(a) let c¯k = c¯k,0ˆc¯k,1 and c¯<k = (c¯0, . . . , c¯k−1)
(b) c¯k,0, c¯k,1 are finite subsequences of some c¯x,i(k) with 〈i(k) : k < n〉 increasing
and ̺(ℓ) < i(k) for ℓ < ℓg(̺), k < n
50This indicates we may forget c¯x and instead have a set of sequences some d¯i’s which function
as c¯i’s, so we have Bη or Iη but even if ℓg(ηℓ) = ηℓ + 1, η1(n1) = η2(n2) we still may have
Bη1 6= Bη2 , etc.
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(c) c¯k,0, c¯k,1 satisfies the same formulas from Ω
0
x,ϕ,k,c¯<k
(d) ρ1 ∈ ℓg(ρ)ℓg(d¯x) and
(e) d¯x,ρ and d¯x,ρ1 satisfies the same formulas from {ϕ(x¯d¯,ρ, c¯x,̺, b¯) : b¯ ∈
ℓg(y¯)(Mx)}
(f) d¯x,ρ1 realizes qw := {ϕ(x¯d¯,ρ1 , c¯x,̺), c¯k,1) ∧ ¬ϕ(x¯d¯,ρ1 , c¯x,̺, c¯k,0) : k < n}
(g) (nec?) tp(c¯i(k), c¯<i(k) +Mx) is
51 finitely satisfiable in Mx.
Observation 5.24. Above in Definition 5.23, ℓg(w) < indT (ϕ).
Definition 5.25. In Definition 5.23
0) We say w is a maximal (x, ϕ)-witness when it is an (x, ϕ)-witness and there is
no (x, ϕ)-witness w1 such that w ⊳w1.
1) We say w is a successful (x, ϕ)-witness when it is an (x, ϕ)-witness and for every
(x1,w1) satisfying x ≤1 x1 ∈ pKκ,µ¯,θ and w1 an (x1, ϕ)-witness w E w1 we have
w = w1.
2) We say x ∈ pKκ,µ¯,θ is full for (κ, µ¯, θ) when x is normal and for every ϕ ∈ Γ
1
x
there is a successful (x, ϕ)-witness.
Remark 5.26. In Definition 5.25 we may consider “every maximal (x, ϕ)-witness is
successful”.
Definition 5.27. 1) Let ntrv(ϕ(x¯d¯,η, x¯c¯,̺, y¯),w,x) where x ∈ pKκ,µ¯,θ and w is a
ϕ(x¯d¯,η, x¯c¯,̺, y¯)-witness, be the minimal cardinal λ such that, recalling qw is from
Definition 5.23(f);
(∗) for every A ⊆ Mx of cardinality < λ there is a finite qA = qA(x¯d¯,η) ⊆
tp±ϕ(d¯x,η, c¯x ∔Mx) such that qA(x¯d¯,η) ∪ qw ⊢ tpϕ(d¯x,η, c¯x ∔A).
2) Let ntrv(x) = min{ntrv(ϕ(x¯d¯,η, x¯c¯,̺, y¯),w,x) : ϕ = ϕ(xd¯,η, x¯c¯,̺, y¯) and w is a
maximal (x, ϕ)-witness}. It is regular (see case 2 in the proof of ?? below and we
can replace finite by “of cardinality < n∗” if λ > ℵ0, see case 3 there.
Discussion 5.28. 1) The point is that looking for q ⊆ tpϕ(d¯x,η, c¯x ∔Mx) enables
us to deal with singular ntrv(ϕ).
2) Do we really have to change d¯x,η to d¯x,ρ in the definition of ntrϕv (x, ϕ,w)? when
we succeed, i.e. is it κ?
Part is a finite subset q of tp±ϕ (d¯x,η,Mx) so η, ρ are not distinguished. But we
have qw is a ±ϕ-type on c¯wk,ℓ(k < nw, ℓ = 0, 1} and tp(c¯w,Mx) is definable.
51First, we can use just tp∆k for ∆k large enough. Second, does clause (g) follows from the
earlier ones?
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§ 6. Indiscernibles
Hypothesis 6.1. T dependent.
Theorem 6.2. Assume κ = κ<κ > µ = iω + θ, θ ≥ |T | and M ∈ ECκ,κ(T ).
If ε < θ+ and p ∈ Sε(M) then there is an indiscernible sequence I = 〈a¯α : α < κ〉
of ε-tuples from M , i.e. a¯α ∈ εM for α < κ such that p = Av(I,M).
Proof. Let d¯ realize p hence for some x ∈ rKκ,κ,θ we have d¯x = d¯, c¯x = 〈〉, vx = ∅.
Letm = (x, 〈〉, 〈〉), it ∈ rK⊕κ,κ,θ. By the density of uK
⊕
κ,µ,θ there is n ∈ uK
⊗
κ,µ,θ such
that m ≤1 n, hence d¯ E d¯x[m]. By 6.3 below we are done. 6.2
§ 6(A). Indiscernibility and materializing m.
Claim 6.3. 1) Assume m = (x, ψ¯, r) ∈ tK⊕κ,µ¯,θ and Mx has cardinality κ, then for
some 〈c¯αˆd¯α : α ≤ κ+ ω〉 we have:
(a) c¯α, d¯α are from Mx and c¯xˆd¯xˆc¯αˆd¯α realizes r for α < κ
(b) I = 〈c¯αˆd¯α : α ≤ κ+ω〉 is an indiscernible sequence and (c¯κ, d¯κ) = (c¯x, d¯x)
(c) tp(M,∪{c¯αˆd¯α : α < κ}+ c¯κ + . . .+ c¯κ+n∗) ⊢ tp(M,∪{d¯α : α ≤ κ+ n∗})
(d) if A ⊆ Mx is finite
52 and α < κ is large enough then tp(c¯αˆdα, A) =
tp(c¯xˆd¯x, A) and tp(d¯x, c¯x + d¯α) ⊢ tp(d¯x, c¯x +A+ c¯αˆd¯α) according to ψ¯.
2) For (m,w) ∈ vK⊗κ,µ¯,θ similarly but replace clause (d) by
(d)′ if A ⊆ Mx is finite and α < κ is large enough then (c¯α, d¯α) solve (m, A +
∪{c¯βˆd¯β : β < α} in the rK
⊕
κ,µ¯,θ-sense-see Definition 3.3(f).
Definition 6.4. 1) We say an indiscernible sequence I = 〈c¯sˆd¯s : s ∈ I〉 materialize
m ∈ tK⊕κ,µ,θ when in the linear order I there is no last element and for some c¯n, d¯n
for n < ω the sequence 〈c¯sˆd¯s : s ∈ I+ω〉 satisfies (a)-(d) of Claim 6.3, and (c¯n, d¯n)
here standing for c¯κ+n, c¯κ+n there.
1A) Similarly for vK⊗κ,µ¯,θ.
2) I is also said to materialize x when this holds for some m with x = xm.
3) We say that D is the ultrafilter of m ∈ tK⊕κ,µ,θ or just m ∈ tK
⊗
κ,µ,θ and we
may (see 6.9(3)), D = Dm, when D ∈ uf(c¯x[m]ˆd¯x[m],Mx[m]) satisfies: for every
A ⊆ Mm[x] of cardinality < κ and sequence c¯
′ˆd¯′ from Mm[x], the sequence real-
izes tp(D,A) iff c¯′ˆd¯′ realizes tp(c¯x[m]ˆd¯x[m], A) and c¯x[m]ˆd¯x[m]ˆc¯
′ˆd¯′ realizes rm,
recalling Definition 1.19(7).
Proof. Proof of 6.3 1) Let 〈aα : α < κ〉 list Mx and choose (c¯α, d¯α) in M by
induction on α < κ which solves (x, ψ¯, r) over Aα := {aβ + c¯β + d¯β : β < α} ∪B+x ,
see clause (f) Definition 3.3.
Next, let (c¯κ, d¯κ) = (c¯x, d¯x). By 3.14 for each α < κ the sequence 〈c¯βˆd¯β : β ∈
[α, κ]〉 is indiscernible over Aα and choose (c¯κ+n, d¯κ+n) for n ∈ [1, ω) such that
〈c¯βˆd¯β : β ∈ [α, κ + ω)〉 is an indiscernible sequence over Aα for every α < κ,
possible by compactness, so clauses (a),(b),(d) of 6.3(1) hold.
52we can say of cardinality < κ, but for 6.4 sake we use this form
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We are left with clause (c). By clause (d) we have tp(d¯x, cx, d¯α+ c¯α) ⊢ tp(d¯x, c¯x+
d¯α + c¯α + Aα). Now for stationarily many α < κ we have tp(d¯x, c¯x + d¯α + c¯α) ⊢
tp(d¯x, c¯x+d¯α+c¯α+Aα+
∑
n<ω
c¯κ+n), otherwise by Fodor Lemma we get contradiction
to 2.14(2). So by indiscernibility we get, for n < ω, β < κ+n that tp(d¯κ+n+1, cκ+n+
d¯β + c¯β) ⊢ tp(d¯κ+n, cκ+n +
∑
i<β
c¯iˆd¯i +Aβ,κ +
∑
m≥n
c¯κ+n).
Hence for n < ω we have tp(Mκ,
∑
α<κ+n
c¯αˆd¯α+
∑
n<ω
cκ+m) ⊢ tp(Mκ,
∑
α≤κ+n
c¯αˆdα+
∑
m<ω
c¯κ+n) hence we get the desired conclusion.
2) Similarly. 6.3
A variant of 6.3
Claim 6.5. If m = (x, ψ¯, r) ∈ tK⊕κ,µ,θ with Mx of cardinality κ and I2 = I1 × Z
ordered lexicographically of course, I1 is a saturated model of Th(Q, <) of cardinality
κ, then we can find 〈c¯sˆd¯s : s ∈ I2 + {κ}〉 such that:
(a) (c¯κ, d¯κ) = (c¯x, d¯x)
(b) 〈c¯sˆd¯s : s ∈ I2 + {κ}〉 is an indiscernible sequence
(c) Mx is |T |+-atomic over ∪{c¯sˆd¯s : s ∈ I}
(c)′ if J2 = J1 × Z, where J1 (is a linear order which) extends I1 and c¯s, d¯s for
s ∈ J2\I2 are such that 〈c¯sˆd¯s : s ∈ J〉 is indiscernible, then tp(M,∪{c¯sˆd¯s} :
s ∈ I}) ⊢ tp(M,∪{c¯sˆd¯s : s ∈ J})
(d) if s ∈ I2 then d¯xˆc¯xˆd¯sˆc¯s realizes r and for every A ∈ [Mx]<κ for every
large enough t ∈ I2 we have tp(d¯x, c¯x + d¯t + ct) + tp(dx, c¯x + d¯t + ct +∑
s<t
c¯sˆd¯s +A).
Remark 6.6. 1) In 6.5 we cannot use I2 a saturated model of Th(Q, <) as then
some b ∈Mx may induce a cut with both cofinalities > |T |.
2) In 6.5 we can replace Z by any linear order with at least two elements but < λ.
3) Note that if m ∈ tK⊕κ,µ¯,θ ⊆ vK
⊕
κ,µ¯,θ, then also (m,w) ∈ vK
⊗
κ,µ¯,θ for w the
“identity” on Γ2xm , see Definition 3.6(4C).
Proof. Let 〈a¯α : α < κ〉 list the finite sequences of Mx each appearing stationarily
many times.
Let 〈tα : α < κ〉 list the elements of I1 without repetitions and for technical
reasons 〈tn : n < ω〉 is increasing.
Now we choose J1,α, J2,α, 〈c¯sˆd¯s : s ∈ J2,α〉 by induction on α < λ such that
(a) J1,α is a subset of I1 of cardinality < λ,⊆-increasing continuous
(b) J2,α ⊆ J1,α × Z ordered lexicographically and contains J1,α × {0}
(c) {tβ : β < α} ⊆ J1,α and {tβ : β < α} × Z ⊆ J2,α
(d) Iα = 〈c¯tˆd¯t : t ∈ J2,α〉 is indiscernible for α ≥ ω
(e) (c¯t, d¯t) solves (x, ψ¯,∪{c¯sˆd¯s : s <J2,α t} for each t ∈ J2,α
(f) if α < ω or α = 1 mod 3 let β(α) < λ be minimal such that tβ(α) is <I-above
J1,α then c¯(tβ(α),0)ˆd¯t(β(α),0) solves (x, ψ¯, r, Aα) where Aα := ∪{c¯tˆd¯t : t ∈
J2,α ∪ {(tβ(α),m) : m < n}} and J1,α+1 = J1,α ∪ {tβ(α)}, J2,α+1 = J2,α ∪
{(tβ(α), n) : n ∈ N}
98 SAHARON SHELAH
(g) if α = 2 mod 3, α ≥ ω and let J1,α+1 = J1,α ∪ {tγ : β ≤ α, tβ <
tβ(α)}, J2,α+1 = J1,α+1×Z and choose a¯t for t ∈ J2,α+1\J2,α (such that (d)
+ (e) holds)
(h) if α = 3β ≥ ω, then we choose J1,α+1, J2,α+1, 〈(c¯s, d¯s) : s ∈ J2,α+1\J2,α〉
such that53, if possible, for some finite I ⊆ I1\J1,α we have J1,α+1 =
J1,α∪I, J2,α = J1,α×Z and defining Iα ∈ Kp as (I×Z, Ps)s∈I , Ps = {s}×Z,
the sequence 〈c¯sˆd¯s : s ∈ Iα〉 is not indiscernible over a¯β .
It is easy to carry the induction.
The main point is to verify clause (c) hence (c)′. By [Sh:715, 3.4] or see §(1C),
if a¯ ∈ n(Mx) and ϕ = ϕ(x¯d¯[x], x¯c¯[x], z¯[n]) then there is an expansion of I2 to I
+
2 =
(I+2 , P0, . . . , Pn) each Pℓ a (non-empty) convex subset of I2 such that 〈c¯sˆds : s ∈ I2)
is {ϕ}-indiscernible over a¯.
Without loss of generality if t ∈ I1, ℓ ≤ n and ({t}×Z)∩Pℓ 6= ∅∧({t}×Z)\Pℓ 6= ∅
then Pℓ ⊆ {t} × Z and let I1a¯ be the set of such t’s. Let α < κ be such that
ℓ ≤ n⇒ Pℓ ∩ J2,α 6= ∅, without loss of generality J2,α = J1,α × Z, α = ωα.
By clause (h) of the construction we get that tpϕ(a¯, {c¯sˆd¯s : s ∈ I
1
a¯ × Z}) ⊢
tpϕ(a¯, {c¯sˆd¯s : s ∈ I2}), treating c¯sˆd¯s are singletons, of course.
As this holds for any such ϕ we are done. 6.5
Observation 6.7. 1) If I = 〈c¯sˆd¯s : s ∈ I〉 materializes m ∈ tK
⊕
κ,µ,θ then we can
replace I by I↾J for any J ⊆ I cofinal in I and cf(I) ≥ κ.
2) If ‖Mx‖ = κ then cf(I) = |I| is necessarily κ.
Remark 6.8. Recall that if T is stable (or just I is an indiscernible set), necesssarily
we get that d¯s is algebraic over c¯s.
Proof. Straightforward. 6.7
Claim 6.9. 1) If m = (x, ψ¯, r) ∈ tK⊕κ,µ¯,θ or m = (x, ψ¯, r,u) ∈ vK
⊗
κ,µ,θ, then any
two materializations I1, I2 of m are equivalent, see Definition 1.36(5).
2) If x ∈ uK⊗κ,µ¯,θ or x ∈ vK
⊗
κ,µ¯,θ and Mx has cardinality κ, the number of materi-
alizations of x up to equivalence is ≤ 2θ.
3) If m ∈ tK⊕κ,µ,θ then there is one and only one D = Dm, the ultrafilter of m, see
6.4(3).
Proof. 1) Suppose Iℓ = 〈c¯ℓ,sˆd¯ℓ,s : s ∈ Iℓ〉 is a materialization ofm and c¯ℓnˆd¯
ℓ
n be as
in Definition 6.4, or see 6.3, for ℓ = 1, 2. We can replace Iℓ by any cofinal sequence
hence without loss of generality otp(Iℓ) = κℓ = cf(κℓ), so by 6.7 κℓ ≥ κ > |T |.
Without loss of generality κ1 ≤ κ2, now we let Iℓ = {tℓ,ε : ε < κℓ} with tα,ε being
<Iℓ-increasing with ε.
First assume m ∈ tK⊕κ,µ,θ, so for every α < κ1 for some h1(α) < κ2 we have:
(∗)α tp(d¯x, c¯x + d¯2,t2,β) ⊢ tp(d¯x, c¯x + d¯2,t2,β + {c¯1,t1,εˆd¯1,t1,ε : ε < α}) if β ∈
[h1(α), κ2).
Case 1: κ1 < κ2
Then β(∗) = sup{h1(α) : α < κ1} is < κ2, so applying (∗)α for every α < κ1,
for β = β(∗) we get that d¯2,t2,β(∗)+1ˆc¯2,t2,β(∗)+1 realizes tp(d¯xˆc¯x ∪ {c¯1,t1,βˆd¯1,t1,β :
β < α} which is realized in Mx so we get contradiction.
53J2,α+1 has an infinite end segment included in J2,α
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Case 2: κ1 = κ2
So h2 : κ2 → κ1 can be defined similarly and let E = {δ < κ1 : δ a limit ordinal
such that α < δ ⇒ h1(α) < δ ∧ h2(α) < δ}, it is a club of κ1.
Now for any h : E → {1, 2} the sequence Ih = 〈a¯th(α),α : α ∈ E〉 is an indis-
cernible sequence by Claim 3.14 or 3.16.
So all the Ih’s and I1, I2 are equivalent. Second, assume (m,u) ∈ vK
⊗
κ,µ¯,θ, easy
too. The case of vK is similar.
2) For x ∈ tK⊕κ,µ¯,θ the number of pairs (ψ¯, r) such that (x, ψ¯, r) ∈ tK
⊕
κ,µ¯,θ is ≤ 2
θ,
and now apply part (1). Similarly, if x ∈ vKκ,µ¯,θ then the number of triples (ψ¯, r,u)
such that (x, ψ¯, r,u) ∈ vK⊕κ,µ¯,κ.
3) E.g. force by Levy(κ, ‖Mx‖) and use absoluteness. 6.9
Definition 6.10. Assume M ∈ ECκ,κ(T ) and p ∈ Sσ(M).
Let
(a) Ip = {I : I is an (endless) indiscernible sequence in M with Av(I,M) = p}
(b) Iχp = {I ∈ Ip : I has length χ}
(c) I∗p = I
κ
p .
Definition 6.11. Assume M ≺ C,m = (x, ψ¯, r) ∈ tK⊕κ,µ¯,θ or m = (x, ψ¯, r,u) ∈
vK⊕κ,µ¯,θ and γ < ℓg(d¯x) and p = p(x¯) ∈ S
γ(Mx). We say that I materializes the
quadruple (p,x, ψ¯, r) or (p,x, ψ¯, r,w) or in (p,m) when :
(a) I = 〈b¯sˆc¯sˆd¯s : s ∈ I〉 is an indiscernible sequence in Mx
(b) 〈c¯sˆd¯s : s ∈ I〉 materialize m = (x, ψ¯, r)
(c) 〈b¯s : s ∈ I〉 ∈ Ip
(d) Case 1: m ∈ tK⊕κ,µ¯,θ for every finite A ⊆ Mx for every large enough s ∈ I
we have tp(d¯x, c¯x + d¯s) ⊢ tp(d¯x, c¯x ∔ (A+ b¯s + c¯s + d¯s)) according to ψ¯
Case 2: m ∈ vK⊕κ,µ¯,θ: for every finite A ⊆Mx for every large enough s ∈ I,
the pair (cs, ds) solves (m, A+ b¯s).
Claim 6.12. Assume M,m, γ, p are as in Definition 6.11 and ‖Mx‖ = κ.
If I∗ = 〈b¯∗α : α < κ〉 ∈ I
∗
p, then there is I = 〈b¯αˆc¯αˆd¯α : α < κ〉 which materialize
(p,x, ψ¯, r) such that the sequences I∗ and 〈b¯α : α < κ〉 are equivalent (even are
equal on a stationary set of indices).
Proof. Let 〈aα : α < κ〉 list the members ofMx. Now repeat the proof of 6.3 before
choosing (c¯α, d¯α) in stage α, choose minimal γ(α) < λ such that b¯γ(α) realizes
Av(I∗, A
′
α) where A
′
α := ∪{〈aβ〉ˆb¯γ(β)ˆc¯βˆd¯β : β < α} and choose (c¯α, d¯α) as a
solution of (x, ψ¯, r) over A′α + b¯γ(α).
As 〈b¯α : α < κ〉, 〈c¯αˆd¯α : α < κ〉 are indiscernible sets, for some type rα we have
(∀κβ < κ)(∀κγ < β)[tp(b¯βˆc¯γˆd¯γ , c¯x + d¯x + A′α) = rα], and clearly b¯γ(α)ˆc¯αˆd¯α
realizes the type and rα increases with α.
So again by 3.14 or 3.16, the sequence 〈(b¯γ(α), c¯α, d¯α) : α < λ〉 is indiscernible
and also the rest should be clear. 6.12
Discussion 6.13. Recall 1.21(4). If we replace the type by its ω-th iteration, see
[Sh:93], i.e. if 〈d¯n : n < ω〉 is an indiscernible sequence witnessing D ∈ uf(tp(a¯,M))
then tp(a, d¯0ˆd¯1ˆ . . . ˆD) determine D.
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Definition 6.14. 1) ForM ≺ CT , ultrafilterD on ζM and ID = 〈a¯n : n < ω〉 based
on D (see Definition 1.19(6)), let TD be the set of sequences 〈(As, a¯s,∆s) : s ∈ u〉
such that:
(a) u is an inverted tree with root being maximal
(b) As ⊆M finite, increases with s ∈ u
(c) a¯s ∈ ζM
(d) finite ∆s ⊆ Γζ which is⊆-increasing with s ∈ u recalling Γζ = {ϕ(x¯0, . . . , x¯n; y¯) :
x¯ℓ = 〈xℓ,ε : ε < ζ〉 and y = 〈yℓ : ℓ < n〉 for some n}
(e) 〈a¯t〉ˆID is ∆t-indiscernible over ∪{As ∪ (a¯s↾w) : s <u t and w ⊆ γ is the
finite set of places not dummy in ∆s}.
2) For n ∈ TD let n = 〈An,s, a¯n,s,∆n,n) : s ∈ un〉, u[n] = un and let max(n) be the
≤u-maximal member (= root) of un and (An, a¯n,∆n) = (An,max(n), a¯n,max(n),∆n,max(n)).
Lastly, a¯n is a¯n,max(n).
4) If n ∈ TD and s ∈ un let un↾(≤ s) be u↾{s1 ∈ un : s1 ≤un s1} as a partial order
and let n↾(≤ s) be 〈(An,s1 , a¯n,s1 ,∆n,s1) : s1 ∈ u↾(≤ s)〉.
5) We say w = 〈nt : t ∈ I〉 is a witness for D when :
(a) I is a directed partial order
(b) nt ∈ TD for every t ∈ I
(c) if t1 <I t2 then for some s ∈ u[nt2 ] we have nt1 = nt2↾(≤ s).
6) In part (5) let (At, a¯t,∆t) = (Ax,t, a¯x,t,∆x,t) denote (Ant,max(nt), a¯nt,max(nt),∆nt,max(nt)).
Claim 6.15. 1) If D is an ultrafilter on ζM then there is a witness x = 〈nt : t ∈ I〉
for D, let n[t] = nt.
2) If ∆ ⊆ Γζ(τT ) is finite and A ⊆ M is finite then for some t0 ∈ I, if k < ω and
t0 <I . . . < tk then 〈a¯n[tℓ] : ℓ ≤ k〉 is ∆-indiscernible over A.
Proof. See [Sh:715, §1] or an exercise. 6.15
§ 6(B). Indiscernible existence from bounded directionality.
We affirm here the conjecture from §(1C) for the case k = 1, for dependent
theory T of bounded directionality. We state the more informative version (see
Defintion 1.46(1)).
Claim 6.16. The Strong Indiscernible Existence Theorem 1) Let T be of finite di-
rectionality, see Definition 1.23. Assume κ = cf(κ) > θ = |γ| + |T |, d¯α ∈ γC for
α ∈ κ and 〈d¯α : α < κ〉 is a type-increasing sequence, see 6.18(0) below, then
for some I ∈ Kq,θ expanding (κ,<) the sequence 〈d¯s : s ∈ I〉 is mod club locally-
indiscernible, see Definition 1.46.
2) Let T be of bounded directionality. Then we get a similar result for I ∈ Kreg,θ,
see Definition 6.17 below.
Proof. 1) By 6.20 + 6.21(2) below.
2) By 6.20 + 6.25 below. ??
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Definition 6.17. 1) Kreg,ζ is the class of structures I = (I,<I , P
I
i , F
I
j )i<θ,j<θ such
that (I,<) is a linear order, P Ii a unary relation and F
I
j is a unary function such
that F Ij (t) ≤I t; reg stands for regressive.
2) Assume κ is regular uncountable and I ∈ Kreg,θ expand (κ,<). We say the
sequence 〈d¯α : α ∈ I〉 is mod club locally indiscernible when (d¯s ∈ ζC, ζ < θ and)
for some club E of κ, for every η ∈ θ2, ν ∈ θ(κ+ 1) and finite ∆ ⊆ L(τT ), we have:
if Sη,ν = {α ∈ E : I |= Pi(α)
[η(i)] for every i ∈ u and F Ij (α) = ν(j) ∨ (F
I
j (α) =
α ∧ ν(j) = κ) for every j ∈ v} is unbounded in κ then 〈d¯α : α ∈ Sη,ν〉 is ∆-
indiscernible.
Definition 6.18. 0) We say that 〈d¯α : α < β〉 is type-increasing over B when
tp(d¯β ,∪{d¯α : α < β} ∪B) is ⊆-increasing with α; if B = ∅ we may omit it.
1) Let aKλ,κ,θ be the class of x consisting of
(a) M¯ = 〈Mα : α ≤ κ〉, which is ≺-increasing, α < κ⇒ ‖Mα‖ < λ
(b) I = 〈d¯α : α ≤ κ〉 and d¯ = d¯κ is of length < θ+
(c) d¯α ∈ ℓg(d¯)(Mκ) realizes tp(d¯,Mα)
(d) Mκ = ∪{Mα : α < κ}
(e) d¯x = d¯κ.
2) Let eKλ,κ,θ, be the class of x consisting of
(a) M¯ as above
(b) I¯ = 〈Iα : α < κ〉 and d¯ = d¯x
(c) each d¯′ ∈ Iα belongs to Mκ and realizes tp(d¯,Mα)
(d) Mκ = ∪{Mα : α < κ}.
3) Let aKκ,θ = aKκ,κ,θ and eKκ,θ = eKκ,κ,θ.
Observation 6.19. If x ∈ aKλ,κ,θ then for a unique y ∈ eKλ,κ,θ we have My,α =
Mx,α for α ≤ κ and Iy,α = {a¯x,α}.
Claim 6.20. If 〈d¯α : α ≤ κ〉 is type increasing and κ = cf(κ) > |T |, then there is
x ∈ aKκ,θ such that for a club of α < κ we have d¯x,α = d¯α.
Proof. Let Cα = ∪{d¯β : β < α} for α ≤ κ+1. We can find a sequence 〈aα : α < κ〉
such that
(a) tp(aα, Aα), where Aα := Cκ ∪ {aβ : β < α}), does not split over some
Bα ⊆ Aα of cardinality ≤ |T |;
(b) every finite type over Aα, α < κ is realized by some aβ , β < κ.
This is possible by [Sh:c, III,7.5,pg.140] or see [Sh:715, 4.24=np4.10]. So Aκ is well
defined and is the universe of a model M ≺ C.
As κ is regular, for every α for some βα < κ we have: the type tp(d¯β , A
′
α) where
A′β = ∪{d¯γˆ〈aγ〉 : γ < β}) is the same for all β ∈ [βα, κ), just consider the definition
of non-splitting.
Hence without loss of generality this holds for β ∈ [βα, κ + 1), too. Clearly
U := {δ < κ : A′δ is universe of an elementary submodel of M} is a club of κ.
Define x by letting Mx,κ = M and for α < κ letting Mx,α =M↾A
′
min(U \α) and
d¯α = d¯min(U \α). Clearly x is as required. 6.20
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Claim 6.21. Assume T is of finite directionality. Assume x ∈ aK<λ,κ,θ, κ =
cf(κ) > θ ≥ |T | and ζ = ℓg(d¯x).
1) If κ > 2θ then for some club U of κ and partition 〈Si : i < 2θ〉 of U , letting
I = (U , <, Si)i<2θ the sequence 〈d¯x,α : α ∈ I〉 is an indiscernible sequence.
2) If ∆ ⊆ Γζ := {ϕ(x¯0, . . . , x¯n−1; y¯) : x¯ℓ = 〈xℓ,ε : ε < ζ〉 and y¯ = 〈yℓ : ℓ < n〉 for
some n} is finite then for some club U∆ of κ and finite partition 〈P∆,ℓ : ℓ < ℓ∆〉 of
U∆ we have: 〈d¯x,α : α ∈ (U∆, <, P∆,ℓ)ℓ<ℓ∆〉 is ∆-indiscernible in the sense of 6.23
below.
Before we prove, similarly:
Claim 6.22. Assume T is of finite directionality. As in 6.21 for eKκ,θ.
In full: assume x ∈ eK<λ,κ,θ, κ = cf(κ) > θ ⊆ |T |, ζ and finite ∆ ⊆ Γ where Γ
is as in 6.21(2), there are functions Fn : ∪{Iα : α < κ} → κ for n, n∆(∗), n∆ large
enough (i.e. ϕ(x¯0, . . . , x¯n−1; y¯) ∈ ∆ ⇒ n < n(∗) such that if ϕ(x¯0, . . . , x¯n−1; y¯) ∈
∆,m < n and κ > αι0 > . . . > α
ι
n−1 ≥ γ and for ι = 1, 2 and d¯
ι
ℓ ∈ Iαιℓ for
ℓ < m, ι = 1, 2 and k < m⇒ αιk > Fm−k(α
ι
k(1), . . . , α
ι
m−1) and b¯ ∈
ζ(Mx,γ), d¯
∗ and
d¯∗m, . . . , d¯
∗
n−1 ∈
ζ(Mx,γ) then
C |= ϕ[d¯α10 , . . . , d¯α1m−1 , d¯
∗
m, . . . , d¯
∗
n−1, b¯]
iff
C |= ϕ[d¯α20 , . . . , d¯α2m−1 , d¯
∗
m, . . . , d¯
∗
n−1, b¯].
Definition 6.23. For Γ as in 6.21(2) and ∆ ⊆ Γ we say 〈d¯α : α < α(∗)〉 is ∆-
indiscernible over A when if m ≤ n, α(∗) > α0 > . . . > αm−1 and α(∗) > β0 >
. . . > βm−1 and b¯ ∈
ℓg(y¯)A and d¯∗ℓ ∈
ζA for ℓ = m, . . . , n− 1 then
C |= ϕ[d¯′α0 , . . . , d¯
′
αm−1
, d¯∗m, . . . , d¯
∗
n−1; b¯]
iff
C |= ϕ[d¯′β0 , . . . , d¯
′
βm−1
, d¯∗m, . . . , d¯
∗
n−1].
Discussion 6.24. Even for singletons we cannot replace “finite” by one in 6.21,
because even for T = Th(Q, <), a cut has two cofinalities in general.
Claim 6.25. Let T be of bounded directionality.
1) Assume x ∈ aKκ,θ and ℓg(d¯α) = ζ and ∆ ⊆ Γζ is finite. Then we can find a
club E of κ and a regressive function f on E such that for every γ < κ the sequence
〈d¯α : α ∈ E and f(α) = γ〉 is ∆-indiscernible or is empty.
2) Parallel for 6.22.
Proof. Proof of 6.21 1) It follows from part (2) as if U , 〈P∆,i : i < ℓ∆,∆ ⊆ Γ finite〉
is as gotten there, we let E = {(α, β) : α, β ∈ U and α ∈ P∆,i ⇔ β ∈ P∆,i for
every finite ∆ ⊆ L(τT ) and 〈Pi : i < i(∗) ≤ 2θ〉 list the E-equivalence classes then
(U , <, Pi)i<i(∗) is as required.
2)We prove here also 6.12(2). We call ∆ ⊆ Γζ cyclically closed when : if ϕ(x¯0, . . . , x¯n−1; y¯) ∈
∆ then some ϕ′(x¯0, . . . , x¯n−1; y¯) ∈ ∆ is equivalent to ϕ(x¯1, . . . , x¯n−1, x¯0; y¯). Clearly
it suffices to deal only with cyclically closed ∆’s.
DEPENDENT DREAMS: RECOUNTING TYPES 103
Let D∆ = {D ∩Def
ζ
∆(Mx) : D ∈ uf(tp(d¯,Mx,κ)} says 〈D∆,i : i < λ∆〉 list it. So
by 1.23 and 1.24 we have:
Case 1: T of finite directionality. Then D∆ is finite so λD is finite.
Case 2: Not Case 1 but T of bounded directionality. Then λD ≤ κ.
Let d¯α = d¯x,α, d¯ = dx,κ. Now fix ζ = ℓg(d¯x),∆ ⊆ Γζ ,∆ finite (cyclically closed).
For each i < λ∆ choose Di ∈ uf(tp(d¯,Mx,κ)) such that Di ∩ Def
ζ
∆(Mx) = D∆,i.
Let γ∗ be κ+ ω if T is of finite dimensionality and κ+ κ otherwise.
Let J = ([κ, γ∗), <, P
J
i )i<λ∆ ∈ Kp,λ∆ be such that each P
J
i is unbounded. For
γ ∈ [κ, γ∗) let i(γ) be such that γ belongs to P Ji(γ) and let Jγ = J↾{γ}. Let
Jα,i = ({α}, <, P
Jα,i
j )j<λ∆ ∈ Kp,λ∆ be such that P
Jα,i
i = {α}.
We can choose d¯γ for γ ∈ [κ, γ∗) so redefining d¯x such that tp(d¯γ ,∪{d¯γ : γ ∈
[γ, γ∗)} ∪Mx,κ) is equal to Av(Di(β),∪{d¯β : β ∈ (γ, γ∗)} ∪Mx,κ). How? For any
finite u ⊆ [κ, γ∗) we can use downward induction and now use general compactness.
For i < λ∆, let Si = {α < κ: the sequence 〈d¯ε : ε ∈ Jα,i + J〉 is ∆-indiscernible
over Mx,α and for simplicity α /∈ ∪{Sj : j < i}}.
For α < κ let i(α) = i⇔ α ∈ Si and let Jα = Jα,i(α), so i(α) may be undefined.
Now
⊞1 if i < λ∆ and γ < κ then the sequence 〈dα : α ∈ Si\γ〉ˆ〈d¯γ : γ ∈ [κ, γ∗)
and i(γ) = i〉 is ∆-indiscernible over Mx,γ .
Moreover
⊞2 Assume γ < κ, let W∆,γ =
⋃
i<λ∆
Si ∪ [κ, γ∗)\γ, J∆,γ = Σ{Jα : α ∈ W∆,γ} +
J ∈ Kp,λ∆ let J∆ = J∆,0, I∆,γ = Σ{Jα : α ∈ W∆,γ} and I∆ = I∆,0. Then
the sequence 〈d¯α : α ∈ J∆,γ〉 is ∆-indiscernible over Mx,γ.
[Why? Without loss of generality consider only γ ∈ W∆,0. Let ϕ = ϕ(x¯0, . . . , x¯n−1; y¯) ∈
∆. We now prove by induction on m, the statement for m simultaneously for all
γ < κ. That is
(∗) if n ≥ m and ϕ(x¯0, . . . , x¯n−1, y¯) ∈ ∆ and J∆ |= α > αι0 > . . . > α
ι
m−1 ≥ γ
for ι = 1, 2 and k < m ∧ i < ℓ∆ ⇒ [α
1
k ∈ P
J∆
i ↔ α
2
k ∈ P
J∆
i ] and b¯ ∈
ℓg(y¯)(Mx,γ) and d¯
∗
m, . . . , d¯
∗
n−1 ∈
ζ(Mx,γ) then C |= ϕ[d¯α0 , . . . , d¯α1m−1 , d¯
∗
m, . . . , d¯
∗
n−1, b¯
∗]
iff C |= ϕ[d¯α20 , . . . , d¯α2m−1 , d¯
∗
m, . . . , d¯
∗
n−1, b¯].
We prove this by induction on |{αιk : k < m and ι = 1, 2} ∩ κ|. If it is zero this
should be clear by the use of ultrafilters. If not, let (ι, k) be such that αιk /∈ κ and
ι+ 2k maximal.
Let β ∈ [κ, γ∗) be such that i(αιk) = i(β). Easily 〈d¯β : β ∈ J〉 is indiscernible
over Mx so without loss of generality {α
ι(1)
k(1) : ι(1) ∈ {1, 2} and k(1) < m} ∩ J is
54
disjoint to [κ, β + 1). But now note that replacing αιk by β does not change the
truth value. So ⊞2 hence ⊞1 indeed holds.]
Clearly ⊞1 +⊞2 are nice but will say nothing if, e.g. each Si is empty.
⊞3 the set S := κ\ ∪ {Si\i : i < λ∆} is non-stationary.
54would be easier if we choose J with no first member
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[Why? Toward contradiction assume S is a stationary subset of κ. For each
δ ∈ S and i < λ∆ we know δ /∈ Si, hence there are nδ,i = n(δ, i) and formula
ϕδ,i(x¯0, . . . , x¯nδ,i−1; y¯δ,i) ∈ ∆ and d¯
∗
δ,i,1, . . . , d¯
∗
δ,i,n−1 ∈ ∪{d¯γ : γ ∈ [κ, γ∗)} and b¯δ,i ∈
ℓg(y¯δ,i)(Mx,δ) such that C |= ¬ϕδ,i[d¯δ, d¯∗δ,i,1, . . . , d¯
∗
δ,i,n−1, b¯δ,i] but ϕ
∗
δ,i(x¯0, d¯
∗
δ,i,1, . . . , d¯
∗
δ,i,n−1; b¯δ,i) ∈
Av(Di,∪{d¯γ : γ ∈ [κ, δ∗)}+Mx,δ). Only finitely many of the members of d¯∗δ,i,ℓ mat-
ter say d¯∗δ,i,ℓ↾vδ,i,ℓ, vδ,i,ℓ finite.
Case 1: λ∆ is finite
Let Cδ = ∪{Rang(d¯∗δ,i,ℓ↾vδ,i,ℓ : ℓ < nδ,i and i < λ∆} ∪ {Rang(b¯δ,i,ℓ)) : i < ℓ∆} so
it is finite.
Also Cδ ⊆ ∪{d¯γ : γ ∈ [κ, γ∗)} ∪Mx,δ and ∪{d¯γ : γ ∈ [κ, γ∗)} has cardinality
≤ |T |.
Hence by Fodor lemma for some C∗ ⊆ Mx the set S′ = {δ ∈ S : Cδ = C∗} is
a stationary subset of κ. The number of possibilities for 〈(nδ,i, ϕδ,i)〉ˆ〈d¯δ,i,ℓ↾vδ,i,ℓ :
i < λ∆, ℓ < n〉 is ≤ |T | and the number of possible 〈b¯δ,i : i < λ∆〉 is finite so for
some stationary S′′ ⊆ S′ for every δ ∈ S′′ we have nδ,i = n∗,i, ϕδ,i = ϕ∗,i,vδ,i,ℓ =
v∗,i,ℓ, d¯δ,i,ℓ↾vδ,i,ℓ = d¯∗,i,ℓ, b¯δ,i = b¯∗,i.
Let D be an ultrafilter on κ to which κ and every club of κ belong as well as S′′.
Let D′ = {I ⊆ ζ(Mx,κ): the set {α < κ : d¯α ∈ I} belongs to D}, clearly D′ is
an ultrafilter on ζ(Mx,κ). As tp(d¯,Mx,κ) = ∪{tp(d¯α,Mx,α) : α < κ} clearly D
′ ∈
uf(tp(d¯x,Mx,κ)) or pedantically D
′ ∩Def(ζ(Mx)) ∈ uf(tp(d¯x,Mx,κ)) hence we can
find i < λ∆ such that Di∩Def∆(Mx,κ) = D ′∩Def(Mx,κ). But this is a contradiction
to {d¯δ : δ ∈ S′′} ∈ D and the choice of ϕδ,i(x¯0, d¯∗∗,i,1, . . . , d¯
∗
∗,i,n∗,i−1, b¯∗,i).
Case 2: λ∆ is infinite.
For α < κ+ 1 let M+x,α be (Mx,α)[d¯], also E := {δ < κ : M
+
x,δ ≺M
+
x,κ} is a club
of κ. For each δ ∈ E choose Dδ ∈ uf(tp(d¯x,Mx,δ)) and choose d¯δ,n ∈ ζC for n < ω
such that d¯δ,n realizes Av(Dδ,∪{d¯δ,m : m ∈ (n, ω) + Mx,δ}. As T has bounded
directionality for each ϕ = ϕ(x¯0, . . . , x¯n(ϕ)−1; y¯ϕ) ∈ L(τT ) and δ ∈ E there are
formulas ψδ(y¯ϕ, z¯ϕ,δ) ∈ L(τM+x,κ ) and c¯ϕ,δ ∈
ℓg(z¯ϕ,δ)(Mx,δ) such that
⊙ for b¯ ∈ m(Mx,δ) we have: C |= ϕ[d¯δ,0, . . . , d¯δ,n−1, b¯] iff Mx,δ |= ψϕ,δ[b¯, c¯ϕ,δ].
Note that if: ϕ(x¯0, . . . , x¯nϕ−1; y¯) ∈ ∆ and m < nϕ then
ϕ(x¯0, . . . , x¯m−1; x¯mˆ . . . ˆx¯n(ϕ)−1ˆy¯) ∈ ∆.
For transparency without loss of generality τT is countable, ζ < ω let 〈∆n : n <
ω〉 be ⊆-increasing with union Γζ and ∆0 = ∆ and each ∆n finite. For induction
on n, for some stationary S′n ⊆ S ∩ E we have δ ∈ Sn ∧ ϕ ∈ ∆n ⇒ ψϕδ(y¯ϕ, z¯ϕ,δ) =
ψϕ,∗(y¯ϕ, z¯ϕ,∗) andm < n⇒ Sn ⊆ Sm. Let D be a uniform ultrafilter on κ such that
n < ω ⇒ Sn ∈ D∗, let 〈d¯∗,n : n < ω〉 realize Av(D∗,
〈
〈d¯δ,n : n < ω〉 : δ ∈ S
〉
,Mx).
Easily 〈d¯∗,n : n < ω〉 is indiscernible over Mx, each d¯∗,n realizes tp(d¯x,Mx) and
tp(d¯∗,n,∪{d¯∗,m,m ∈ (n, ω)}+Mx) is finitely satisfiable inMx, so it is based on some
D ∈ uf(tp(d¯x,Mx)), so for some i < λ∆ we have Di∩Def
ζ
∆(Mx) = D∩Def
ζ
∆(Mx).
We easily get a contradiction to the choice of S as disjoint to (Si\(i + 1)) and
S1. 6.21
DEPENDENT DREAMS: RECOUNTING TYPES 105
§ 7. Applications
§ 7(A). The generic pair conjecture/On uniqueness of (κ, σ)-limit models.
We now return to the (κ, σ)-limit model conjecture and generic pair conjecture
for κ.
We shall not deal with the first, only represent it. The second, the generic pair
conjecture was solved in [Sh:900] for κ > |T | measurable. Here we solve it for
κ = κ<κ > |T |+ iω , it is the case ξ = 1 in Definition 7.1.
Note that even under GCH the picture is somewhat cumbersome when: κ =
χ+ = 2χ > |T |+ iω and χ strong limit singular. It is natural to restrict ourselves
to Sκ
+
gd (see [Sh:108]). We may still like to deal with |T | < κ < iω .
Presently, the proof is complete only for ξ = 1, i.e. the generic pair conjecture.
Now we rephrase the conjecture; the use of 2λ = λ+ (in addition to λ = λ<λ) is
for transparency only as an equivalent version without it is absolute under forcing
with Levy(λ+, 2λ), see §1.
Definition 7.1. 1) We say that T satisfies the uniqueness of limit models above µ
when for any µ-complete forcing notion Q in VQ and ξ < λ we have (A) ⇒ (B)ξ,
see below. Omitting µ means µ = |T |+ iω .
2) For regular λ > |T | and ordinal ξ < λ we say that T satisfies the (λ, ξ)-limit
uniqueness when for every λ-complete forcing notion Q such that VQ |= “λ =
λ<λ ∧ 2λ = λ+” clause (B)ξ holds.
3) We can add above “for the trivial Q” or other restrictions. Instead “for the
trivial Q” we may say “presently”
where
(A) (a) λ = λ<λ and 2λ = λ+ ≥ µ
(b) density for vK⊗λ,λ,θ holds for every θ < λ, see §5
(c) 〈Mα : α < λ+〉 is a ≺-increasing continuous chain of
models of cardinality λ with union M , a saturated model of
cardinality λ+
(B)ξ for some club U of λ
+, if 〈αℓ,ε : ε ≤ ξ〉 is an increasing continuous
sequence of ordinals from U for ℓ = 1, 2 such that
[ε < ξ non-limit ⇒ αℓ,ε of cofinality λ] then there is
an isomorphism π from Mα1,ξ onto Mα2,ξ mapping
Mα1,ε onto Mα2,ε for every ε ≤ ξ.
We now translate the relevant questions represented in §0 to this definition.
Observation 7.2. Assume T is dependent.
0) If |T | < λ = λ<λ, then T has (λ, 0)-uniqueness (even for the trivial forcing).
1) Assume |T | < λ = λ<λ and 2λ = λ+. Then T has (λ, 1)-uniqueness, for trivial
forcing iff T satisfies the generic pair conjecture iff in (B)1 of 7.1 above, if α1 <
β1, α2 < β2 are all from U and has cofinality λ then (Mβ1 ,Mα1) ≈ (Mβ2 ,Mα2).
2) Assume |T | < λ = λ<λ and 2λ = λ+ and σ = cf(σ) ∈ [ℵ0, λ]. Then T has
uniqueness of (λ, σ)-model iff T has (λ, σ)-limit-uniqueness for the trivial forcing.
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Theorem 7.3. T satisfies the generic pair conjecture for λ when λ = λ<λ >
|T |+ + i+ω .
Remark 7.4. This is closed to the proof from [Sh:900] as we could restrict ourselves
to x with ux = ∅.
Proof. By older works, we can assume T is dependent. Without loss of generality
2λ = λ+ by absoluteness, see [Sh:877].
So let 〈Mα : α < λ+〉 be given, M = ∪{Mα : α < λ+}. Let E be the set of limit
δ < λ+ such that:
⊛δ (a) for every α < δ for some β ∈ (α, δ) the model Mβ is saturated
(b) if α < β < δ, ζ < λ, {b¯1, b¯2} ⊆
ζ(Mβ) and there is an automorphism
g of M such that g(Mα) = Mα, g(b¯1) = (b¯2) then there is such g mapping
Mδ onto itself.
So
(∗)0 (a) E is a club of λ+
(b) if α ∈ E has cofinality λ then Mα is saturated.
[Why? As M is saturated and λ = λ<λ.]
(∗)1 if α < λ+ and Mα is saturated and m1,m2 ∈ vK
⊗
λ,λ,<λ satisfies Mm1 =
Mα = Mm2 and m1 ≤1 m2 and c¯m1ˆd¯m1 is from M then there is an auto-
morphism g ofM overB+m2 mappingMα onto itself such that g(c¯m1ˆd¯m1) =
c¯m1ˆd¯m1 .
[Why? See uniqueness of M[x] in 3.10, see Definition 2.6(6).]
Fix α1 < β2, α2 < β2, all from E and of cofinality λ and we have to prove just
that (Mβ1 ,Mα1)
∼= (Mβ2 ,Mα2). Let AP be the set of triples (m1,m2) satisfying:
(∗)2 (a) mℓ ∈ vK
⊗
λ,λ,<λ, and rmℓ is complete
(b) Mx[mℓ] = Mαℓ
(c) c¯x[mℓ]ˆd¯x[mℓ] ⊆Mβℓ
(d) g is an elementary mapping with domain B+
x[mℓ]
+ c¯x[m2] + d¯x[m1]
(e) g maps m1 onto m2.
Let the two place relation ≤AP on AP be
(∗)3 (m1,m2, g) ≤AP (n1,n2, h) iff both triples are from AP, and g ⊆ h and
m1 ≤1 n1,m2 ≤1 n2.
Now
(∗)4 AP 6= ∅.
[Why? Use mℓ which is empty except Mmℓ = Mαℓ , see 3.7(3).]
(∗)5 if the sequence 〈(m1,ε,m2,ε, gε) : ε < ζ〉 is ≤AP-increasing and ζ is a limit
ordinal < λ then this sequence has a ≤AP-lub, its union (m1,ζ ,m2,ζ, gζ),
i.e.
(a) xmℓ,ζ = ∪{xmℓ,ε : ε < ζ} for ℓ = 1, 2
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(b) similarly for ψ¯mℓ,ε
(c) similarly for rmℓ,ε
(d) gζ = ∪{gε : ε < ζ}.
[Why? See 3.26.]
The main point is
(∗)6 if (m1,m2, g) ∈ AP and ℓ ∈ {1, 2} and A ⊆ Mβℓ has cardinality < λ
then for some (n1,n2, h) ∈ AP which is ≤AP-above (m1,m2, g) we have
A ⊆ Bnℓ + c¯nℓ + d¯nℓ .
[Why? By symmetry we can assume ℓ = 1. Now trivially we can find x ∈ pKλ,λ,<λ
such that xm1 ≤1 x and A ⊆ Rang(d¯x[m1]). By 5.20 there is n
′
1 ∈ rK
⊕
λ,λ,<λ such
that m1 ≤1 n′1 and x ≤1 xn′1 .
Let Cℓ = d¯x[m¯ℓ] + c¯x[mℓ]+B
+
x[mℓ]
. Now recall that by 3.10, the model (Mα1)[C1]
is (λ,Dℓ)-sequence homogeneous and moreover g induces a mapping from D1 onto
D2, because g maps m1 to m2. So there is an isomorphism f from Mα1 onto
Mα2 such that f ∪ g is an elementary mapping (of C), hence it can be extended
to an automorphism f+ of M . Now (n1, f
+(n1), f
+↾(Bn1 + c¯n1 + d¯n1)) is almost
as required but f(c¯n1ˆd¯n1) is ⊆ M rather than ⊆ Mβ2. But β2 ∈ E hence the
definition of E we can finish.]
Now by (∗)4+(∗)5+(∗)6 we can find a ≤AP-increasing sequence 〈(m1,ε,m2,ε, gε) :
ε < λ〉 such that: for any A1 ⊆ Mβ1 , A2 ⊆ Mβ2 of cardinality < λ for some ε < λ
we have Aℓ ⊆ Bmℓ,ε + c¯mℓ,ε + d¯mℓ,ε for ℓ = 1, 2.
So gλ = ∪{gε : ε < λ} is an isomorphism as required. 7.3
Discussion 7.5. 1) So we know that T2 = Th(Mα0 ,Mα1) for every α0 < α1 of
cofinality λ from U , is a complete theory and does not depend in (α0, α1) and even
on λ. But we may like to understand it better, see Kaplan-Shelah [KpSh:946].
2) Still M[α0,α1] = (Mα0 ,Mα1) is close to being sequence-homogeneous. So this
leads us to deal with dependent finite diagrams D. Because if we like to deal with
(λ, ζ)-uniqueness we have to look at (Mα0 ,Mα1) for any a¯ ∈
λ>(Mλ+).
∗ ∗ ∗
§ 7(B). Criterion for saturativity.
Claim 7.6. Assume σ > µ = (2|T |)+ + i+ω .
Then M is σ-saturated iff
(a) M is µ-saturated
(b) if κ ∈ [µ, σ) and 〈aα : α < κ〉 is an indiscernible sequence in M then for
some a ∈M the sequence 〈aα : α < κ〉ˆ〈a〉 is indiscernible
(c) if κ ∈ [µ, σ) is regular, 〈as : s ∈ I1 + I2〉 is an indiscernible sequence in M
where I1 ∼= (κ,<), I2 ∼= (α,>) for some α ≤ κ + 1 then for some a ∈ M
the sequence 〈as : s ∈ I1〉ˆ〈a〉ˆ〈at : t ∈ I2〉 is an indiscernible sequence.
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Proof. The “only if” implication is obvious. For the “if” direction assume (a),(b),(c)
and we prove thatM is κ+-saturated by induction on κ ∈ [µ, σ); clearly this suffices.
By clause (a) of the assumption the model M is µ-saturated. So by the induction
hypothesis M is κ-saturated. Let A∗ ⊆ M be of cardinality κ, p∗ ∈ S(A∗) and we
should prove that p∗ is realized in M . Let x ∈ pKκ,µ,θ, θ = |T |, d¯x = 〈d〉 where d
realizes p∗,Mx = M, vx = 0.
Now
⊞1 if m = 1, I = 〈a¯α : α < κ〉 is an indiscernible sequence of m-tuples from M
and A ⊆M have cardinality ≤ κ then the type Av(I, A) is realized in M .
[Why? Choose bα ∈ M for α < κ such that A ⊆ {bα : α < κ} and let Aα =
∪{a¯βˆ〈b¯β〉 : β < α} for α ≤ κ. Let {ϕε(x, c¯ε) : ε < κ} list the type q = Av(I, Aκ)
and for a¯ ∈ mC define ε(a¯) as min{ε ≤ κ: if ε < κ then C |= ¬ϕε[a¯, c¯ε]}. We try to
choose a¯′α, εα by induction on α < κ such that
(∗) (a) a¯′α realizes pα := Av(I,∪{a¯
′
β : β < α})
(b) if α is even then ε(a¯′) is minimal, i.e. ε(a¯′) ≤ ε(a¯′′) whenever
a¯′′α realizes Av(I,∪{a¯
′
β : β < α})
(c) if α is odd then C |= ϕ[a¯′α, c¯ε(a¯′α−1)].
We can choose a¯′α satisfying clause (a) as pα is an m-type in M of cardinality < κ
and M and is κ-saturated.
If α is even it follows trivially that we can satisfy clause (b), too. If α is odd, and
ε(a¯′α−1) = κ then a¯
′
α−1 is as required, i.e. so we are done proving ⊞1, so assume
ε(a¯′α−1) < κ hence also pα ∪ {ϕε(a¯′α)(x¯, c¯ε(a¯′α−1))} is well defined and being a subset
of q it is an m-type in M hence is realized in M , and any a¯′α realizing it is O.K.
Having carried the definition, clearly 〈a¯α : α < κ〉 is an indiscernible sequence;
also by clause (b) of the theorem there is a¯′κ ∈
mM such that 〈a¯′α : α ≤ κ〉 is an
indiscernible sequence. If a¯′κ realizes q we are done, if not choose ε < κ such that
C |= ¬ϕε[a¯′κ, c¯ε]. So for every even α < κ, a¯
′
κ satisfies clause (a) hence ε(a¯
′
α) ≤ ε.
So for some ζ ≤ ε the set {α < κ : α even and ε(a¯′α) = ζ} is infinite. But by
(∗)(b) + (c) this is a contradiction to “〈a¯′α : α < κ〉 is an indiscernible sequence”
from the beginning of the paragraph and “T is dependent”. So ⊞1 holds.]
⊞2 if B ⊆ A ⊆M, |B| < κ, |A| ≤ κ,m = 1 and p is an m-type over A which is
finitely satisfiable in B, then p is realized in M .
[Why? Let D be an ultrafilter on mB such that p ⊆ Av(D,A). Let 〈Aα : α < κ〉 be
⊆-increasing with union A such that |Aα| ≤ |α|. Choose a¯α ∈ mM by induction on
α < κ such that a¯α realizes Av(D, {a¯β : β < α} ∪ Aα ∪ B). So I = 〈a¯α : α < κ〉 is
an indiscernible sequence ([Sh:c, I,§1] or see [Sh:715, §1]) and p ⊆ Av(I, A), hence
by ⊞1 we are done proving ⊞2.]
⊕1 if κ is singular, p∗ is realized in M .
[Why? Let 〈A∗ε : ε < cf(κ)〉 be ⊆-increasing with union A∗ such that |A
∗
ε| < κ for
ε < κ. As M is κ-saturated for each ε < κ there is aε ∈ M realizing p∗↾Aε. Let
B = {aε : ε < cf(κ)} and let D be an ultrafilter on B such that ε < κ⇒ {aζ : ζ ∈
(ε, cf(κ)} ∈ D. Clearly p∗ ⊆ Av(D,A∗) hence by ⊞2 we are done.]
⊕2 if κ is regular, then p∗ is realized in M .
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[Why? Let 〈A∗α : α < κ〉 be ⊆-increasing with union A∗ such that |A
∗
α| < κ for
α < κ. Let m = (y, ψ¯, r,u) ∈ vK⊗κ,µ,θ be such that x ≤1 y, exists by 5.20. We can
choose (d¯α, c¯α) by induction on α < κ such that it solves (m, Aα ∪ {d¯βˆc¯β : β <
α} ∪ B+y ). By 3.14 the sequence 〈c¯αˆd¯α : α < κ〉 is an indiscernible sequence over
B+y .
Let d′α = dα,0 so I = 〈d
′
α : α < κ〉 is an indiscernible sequence and d
′
α realizes
p∗↾Aα. Hence Av(I, A∗) is equal to p∗. So by ⊞1 we are done.]
By ⊕1 +⊕2 we are done. 7.6
Another result of interest is (compare with 6.2)
Conclusion 7.7. Assume vKκ,µ¯,θ is dense and ε < θ
+.
If M is a κ-saturated model then for any p ∈ Sε(M) there is a κ-complete filter
on ε|M | which is an ultrafilter when restricted to Defε(M), see Definition 1.19.
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§ 8. Concluding Remark
Another relative of 4.6 is
Claim 8.1. 1) Assume ϕn(x¯[ζ], y¯n) is a formula for n < n∗. If D is a filter on I
and a¯t ∈ ζC for t ∈ I, then there is S¯ such that
(a) for some k∗, S¯ = 〈Sk : k < k∗〉 is a partition of I
(b) Sk ∈ D+
(c) if ℓ < n∗ and b¯ ∈ ℓg(y¯ℓ)C then for some truth value t and k < k∗ we have
{t ∈ Sk : C |= ϕℓ[a¯t, b¯]if(t)} = Sk mod D .
1A) Above we find S¯ such that
(a), (b) are as there and
(c) if b¯n ∈ ℓg(y¯ℓ)C for n < n∗ then for some k we have
• for each n < n∗ for some truth value t, the set {t ∈ Sk : C |=
ϕn[a¯t, b¯n]
if(t)} is = Sk mod D .
2) Assume Dℓ is a filter on Iℓ for ℓ = 0, 1 and C ⊆ CT ,∆ ⊆ L(τT ) are finite and
a¯ℓ,t ∈ m(i)C for t ∈ Iℓ, ℓ < 2. Then we can find Sℓ ∈ D
+
ℓ for ℓ < 2 such that for
some q we have (∀D0s0 ∈ S0)(∀D1s1 ∈ S1)[q = tp∆(a¯0,s0ˆa¯1,s1 , C)].
3) Like part (2) for 〈(Iℓ,Dℓ) : ℓ < n∗〉.
Proof. 1) We try to choose nℓ, b¯ℓ, S¯ℓ by induction on ℓ ∈ N such that
⊞ (a) nℓ < n∗
(b) b¯ℓ has length ℓg(y¯nℓ)
(c) S¯ℓ = 〈Sη : η ∈ ℓ+12〉 is a partition of I
(d) Sη ∈ D+ for η ∈ ℓ2
(e) Sη = {t ∈ I: if k < ℓg(η) then C |= “ϕnk [a¯t, b¯k]
if(η(k))”}.
We stipulate S¯−1 = 〈S<>〉,S<> = I.
If we succeed, we get a contradiction to “T is dependent”. Arriving to ℓ, clearly
S¯ℓ−1 has been defined, and if we cannot choose nℓ, b¯ℓ are required, the conclusion
of part (1) holds.
1A) Similarly; e.g. without loss of generality ζ is finite from a failure we get that
for every k we can find A, |A| ≤ (Σ{ℓg(y¯n) : n < n∗} × k, |S
ζ
{ϕn:n<n∗}
(A)| ≥ 2k,
contradiction to “T dependent” (see ??(b)).
2) Let ∆ = {ϕ1n(x¯[m(0)], y¯[m(1)], z¯n) : n < n∗} and Φ = {ϕ
1
n(x¯[m(0)], y¯[m(1)], c¯k) : n <
n∗, c¯ ∈ ℓg(z¯n)C), it is finite and clearly it suffices to deal with one pair (ϕ1n, c¯), as
we can replace Dℓ by Dℓ+S when S ∈ D
+
ℓ and let ϕ
2
n = ϕ
1
n(y¯[m(1)], x¯[m(0)], z¯n) =
ϕ1n(y¯[m(0)], y¯[m(1)], z¯n). We apply part (1) with m(n), 1, ϕ
2
n, 〈a¯tˆc¯ : t ∈ Iℓ〉,D1 here
standing for ζ, n∗, ϕn, 〈a¯t : t ∈ I〉,D there and get S¯1 = 〈S1,k : k < k∗〉 as
there. We define a funtion h : I0 → {0, . . . , k∗ − 1}, by h(s) = min{k : (∀D1t ∈
I1)ϕ
2
n(a¯1,t, a¯0,s, c¯) or (∀
D1t ∈ I1)(¬ϕ2n(a¯1,t, a¯0,s, c¯))}. By the choice of S¯ , this is a
well defined function. Clearly for some k and t, the set S0 := {s ∈ I1 : h(s) = k
and (∀D1t ∈ I1)[ϕ2n(a¯1,1, a¯0,s, c¯)
if(t)]} belongs to D+0 and let S1 = S1,k, clearly we
are done. 8.1
Here we look again at decomposition as in [Sh:900], i.e. with ux = ∅.
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Claim 8.2. Assume ∆ = {ϕ∗(x¯, y¯),¬ϕ∗(x¯, y¯)},m = ℓg(x¯) and m < ω and n∗ =
ind(ϕ∗). For any A(⊆ C) and p ∈ Sm∆(A) is consistent with r∗(x¯) and µ > ℵ0 we
can find the following objects:
(A) (a) d¯ ∈ mC realizing p
(b) n1 < ind(ϕ(x¯, y¯))
(c) An ⊆ A has cardinality < µ for n < n1
(d) b¯n,0, b¯n,1 ∈ ℓg(y¯)C for n < n1
(e) Dn is an ultrafilter on
ℓg(y¯)(An)
(f)(α) b¯n,0ˆb¯n,1 realizes Av(Dn, {b¯k,0, b¯k,1 : k < n}+A
(β) if ℓ ≤ n then b¯ℓ,0, b¯ℓ hence realizes the same type over
{bk,ι : k ≤ n, k 6= ℓ, ι < 2}+A
(γ) if η, ν ∈ n+12, 〈b¯0,η(0), b¯1,η(1), . . . , b¯n,η(n)〉, 〈b¯0,ν(0), b1,ν(1), . . .〉
realizes the same type over A
(g) p∪ r∗n1 is consistence where r
∗
k(x¯) = {ϕ(x¯, b¯ℓ,1) ≡ ¬ϕ(x¯, b¯ℓ,0) : ℓ < k}
(h) d¯ realizes the type from (g)
(B) (a) if q ⊆ p has cardinality < µ then for some finite r ⊆ p we have
r ∪ r∗ ⊢ q
(b) for some n2 depending on p only, we can demand
|r| = n2 so {r∗ ∪ r : r ⊆ p, |r| = n2} is a µ-directed partial ordered
by r1 ≤ r2 ⇔ (r2 ⊢ r1).
Remark 8.3. 1) This is a relative of a claim from [Sh:900]. We lose not fixing d¯ a
priori but can use e.g. finite ∆.
2) We can chose Dn such that if B ⊇ An and b¯′0ˆb¯1 realizes Av(Dn, B) then
tp(b¯0, B) = tp(b¯1, B), moreover the two natural projections of Dn to an ultrafilter
on ℓg(y¯)(An) are equivalent.
3) If we are analyzing tp(d¯, A) and already have c¯ as in decompositions, w can work
in C∗c¯ = (C, cα)α<ℓg(c¯) and use ϕ
′ = ϕ(x¯d¯, c¯, y¯), A
′ = A and apply the claim.
4) This may be used in §5.
Proof. We try to choose (An, Dn, b¯n,0, b¯n,1) by induction on n such that
⊞ clauses (c), (d), (e), (f)(α), (β) of (A) of the assumption holds as well as (g)
of (A), i.e. p ∪ r∗n+1 is consistent where r
∗
n+1 is from clause (A)(g).
Note that p ∪ r∗0 is consistent by an assumption.
Case 1: We can carry the induction for n < ind(ϕ).
We get a contradiction to the definition of ind(−) as in [Sh:900].
Case 2: We are stuck in n1 (i.e. cannot choose for n1)
⊕1 clause (B)(a) holds.
Why? Toward contradiction, let q(x¯) ⊆ p(x¯) be of cardinality < µ be a counterex-
ample so let q(x¯) = {ϕα(x¯, b¯α) : α < µ∗} where µ∗ = |q(x¯)|.
For any finite r ⊆ p let
Ur = {α < µ∗ : r(x¯) ∪ r
∗
n1
1 “ϕα(x¯, b¯α)” and r(x¯) ∪ r
∗
n1
1 “¬ϕα(x¯, b¯α)”}
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U
1
r = {(α, β) ∈ µ∗ : r(x¯) ∪ r
∗
n1
∪ {ϕβ(x¯, b¯β),¬ϕα(x¯, b¯α)} is consistent}.
Clearly
(∗)1 Ur 6= ∅.
[Why? Otherwise recalling r ⊆ p, r is as promised in (B) of the claim.]
So ϕα(x¯, b¯α) = ϕ∗(x¯, b¯α)
if(t(α) for some truth value t(α).
Let y¯ℓ = 〈yℓ,k : k < ℓg(y¯)〉.
Let
(∗)2 Γ∗ = {ψ(y¯1, c¯) ≡ ψ(y¯2, c¯) : ψ = ψ(y¯, z¯) ∈ L(τT ) and c¯ ∈ ℓg(z¯)(Σ{bn,ι : n <
n1, ι < 2}+A)}.
Now
(∗)3 for any finite Γ ⊆ Γ∗ let
U 2Γ = {(α, β) ∈ µ∗ × µ∗ : (b¯α, b¯β) realizes Γ and t(α) = t(β)}.
Now
(∗)4 if Γ ⊆ Γ∗ is finite then U 2Γ is an equivalence relation on µ∗ with ≤ 2
|Γ|+1
equivalence class.
[Why? By inspection.]
(∗)5 if r(x¯) ⊆ p(x¯) and Γ ⊆ Γ∗ are finite then U
1
r ∩U
2
Γ 6= ∅.
[Why? As U 2Γ has ≤ 2
|Γ|+1 equivalence classes, we can find a sequence 〈α(j) :
j < 2|Γ|+1〉 of ordinals < µ∗ represent all the U 2Γ -equivalence classes. Let r1(x¯) =
r(x¯)∪{ϕαj (x¯, b¯α(j) : j < 2
|Γ|+1} as q(x¯) ⊆ p(x¯), necessarily r1(x¯) is a subset of p(x¯)
and of course it is finite. So Ur1 6= ∅ and choose β ∈ Ur1 and let j < 2
|Γ| be such
that αj , β are U
r
Γ -equivalent. Recalling ϕ∗(x¯, b¯α(j))
if(t(α,j)) ∈ p so in particular
r1(x¯) ∪ {ϕ∗(x¯), b¯α(j))
if(1−t(α(j)))} is consistent.
Let d¯′ realize it then the pairs (α(j), β), (β, α(j)) belongs to U 2p and at least one
of them belongs to U 1r . So (∗)5 holds indeed.]
(∗)6 If r1, r2 ⊆ p(x¯) and Γ1,Γ2 ⊆ Γ∗ are finite then U 1r1∪r2 ∩ U
2
Γ1∪Γ2
⊆ (U 1r1 ∩
U 2Γ1) ∩ (U
1
r2
∩U 2Γ2).
[Why? By inspection.]
By (∗)5 + (∗)6 clearly
(∗)7 there is an ultrafilter Dn1 on µ∗ × µ∗ such that:
if r(x¯) ⊆ p(x¯) is finite and Γ ⊆ Γ∗ is finite then U 1r(x¯) ∩U
2
Γ ∈ Dn1
(∗)8 let t be such that {(α, β) ∈ µ∗ × µ∗ : t(α) = t(β) is equal to t} belongs to
D.
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[Why well defined? As U 2∅ ∈ Dn1 by (∗)7 and see (∗)3.]
Let b¯n1,0, b¯n1,1 ∈
ℓg(y¯)C be such that b¯n1,0ˆb¯n1,1 realize Av(Dn1 , 〈b¯αˆb¯β : (α, β) ∈
µ∗ × µ∗〉,Σ{b¯k,ι : k < n1 and ι < 2}+A). Clearly Dn1 satisfies clause (A)(e).
Let An1 := ∪{Rang(b¯α) : α < µ∗} so clause (A)(i) holds. Now (b¯n1,0, b¯n1+1)
satisfies clauses (A)(d) and (A)(f)(α), (β) and r∗n∗+1 is well defined.
Lastly, concerning clause (e), the set p(x¯) ∪ r∗n1+1 is well defined and consistent
because for any finite r(x¯) ⊆ p(x¯), for the Dn1 -majority of (α, β) ∈ µ∗ × µ∗, p(x¯) ∪
r∗n1 ∪{ϕ∗(x¯, a¯β)
if(t),¬ϕ∗(x¯, a¯α)⇐⇒ (t)} is inconsistent, contradiction to D assump-
tions. So indeed (An1 , D
′
n, b¯n1,0, b¯n1,1) are as required.
Contradiction to the case assumption so really to “⊕1 fail”. So indeed ⊕1, i.e.
clause (B)(a) holds.
⊕2 choose d¯ ∈ nC realizing p(x¯) ∪ r∗n1+1 so clauses (A)(a),(b) hold.
[Why possible? As p(x¯) ∪ r∗n1+1 is consistent by the induction assumption, i.e.
clause (A)(g), see above.]
⊕3 clause (A)(f)(γ) holds.
⊕4 clause (B)(b) holds.
[Why? Otherwise for every n there is qn(x¯) ⊆ p(x¯) of cardinality < µ for which in
clause (B)(a) there is no r(x¯) ⊆ p(x¯) with n elements such that r(x¯)∪r∗n1(x¯) ⊢ qn(x¯).
Still there is a finite rn(x¯) ⊆ p(x) such that rn(x¯) ∪ r∗n1(x¯) ⊢ qn(x¯). Let q(x¯) =
∪{qn(x¯) : n ∈ N}, by (B)(a) there is a finite r(x¯) ⊆ p(x¯) such that r(x¯)∪r∗n1 ⊢ q(x¯);
let n = |r(x¯)| and we get a contradiction to the choice of qn(x¯).
Together by ⊕1 −⊕4 and the induction hypothesis ⊞ we are done. 8.2
Claim 8.4. Assume ∆ ⊆ {ϕ : ϕ = ϕ(x¯[m], y¯) ∈ L(τT )} is finite and closed under
negation (well we stipulate ¬¬ϕ = ϕ). Then 8.2 holds.
Proof. We may repeat the proof. Alternatively we can in [Sh:c, Ch.II] manipulate
∆ to one formula ϕ∗, i.e. let ∆ = {ϕℓ(x¯, y¯ℓ) : ℓ < n∗} and we can consider only A
with at least two members. Let ℓg(y¯ℓ) = kℓ, (∀ℓ < n∗)(kℓ ≤ k0) let
ϕ∗(x¯, y¯0ˆ〈z0, z1, z2, z2n∗+1) =
∧
ℓ<n∗
(z2n∗+1 = zℓ ∧
∧
k<ℓ
z2n∗+1 6= zℓ → ϕℓ(x¯, y¯0↾kℓ))
∧
∧
ℓ<n∗
(z2n∗+1 = zn∗+ℓ ∧
∧
k<n∗+ℓ
z2n∗+1 6= zk → ¬ϕℓ(x¯, y¯ℓ↾kℓ))
∧(
∨
ℓ<2n∗+1
z2n∗+1 = zℓ).
So
(∗)1 for any c¯ ∈ (k0+2n∗+2)A one of the following cases occurs:
(a) for some ℓ < n∗ and b¯ ⊳ c¯ and truth value t we have (∀x¯)[ϕ∗(x¯, c¯) ≡
ϕℓ(x¯, b¯)
if(t)]
(b) (∀x¯)ϕ(x¯, c¯)
(c) (∀x¯)(¬ϕ(x¯, c¯)
(∗)2 if a∗0 6= a
∗
1, ℓ < n∗ and b ∈
ℓg(y¯)C and t a truth value then for some
c¯ ⊆ (Rang(b¯) ∪ {a0, a1}) we have (∀x¯)[ϕ∗(x¯, c¯) ≡ ϕℓ(x¯, b¯)if(t)]
(∗)3 if a0 6= a1 then for some c¯0, c¯1 ∈ 2n∗+2){a0, a1} we have C |= (∀x¯)(ϕ(x¯, c¯1))∧
(∀x¯)(¬ϕ(x¯, c¯0)).
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