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Abstract
We investigate the complexity of several domination problems on the complements of bounded
tolerance graphs and the complements of trapezoid graphs. We describe an O(n2 log5 n) time and
O(n2) space algorithm to solve the domination problem on the complement of a bounded toler-
ance graph, given a square embedding of that graph. We also prove that domination, connected
domination and total domination are all NP-complete on co-trapezoid graphs.
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1. Introduction
Consider a graph G = (V; E). A subset D of V is a dominating set for G if every
vertex of V −D is adjacent to a vertex of D. The domination problem is the problem
of ?nding a minimum cardinality dominating set in a graph. The domination problem
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is one of the fundamental problems in graph theory, and it has many applications
in facility location problems, where one wants to place services (e.g. ?re halls or
ambulance stations) so that every point of interest is “close enough” to a service
location. Two variants of the domination problem that have also been studied are total
domination, where every vertex of D is adjacent to at least one other element of D,
and connected domination, where D induces a connected subgraph of G.
In this paper, we investigate the complexity of the domination problems on subclasses
of comparability graphs, that is, graphs whose edges can be oriented in such a way
that, if x, y and z are three vertices of the graph, and directed edges xy and yz exist,
then the directed edge xz also belongs to the graph. For comparability graphs, the
domination [10], total domination [6] and connected domination problems [21] are all
NP-complete.
The intersection graph of a family F of sets is the graph having F as vertex set with
two elements of F adjacent in the graph if and only if their intersection is non-empty.
A graph is a permutation graph if it is the intersection graph of a set of line segments
joining points on two parallel lines. Every permutation graph is a comparability graph
[14]. For permutation graphs, the domination [24], total domination [7] and connected
domination problems [4,17] can all be solved in polynomial time.
This paper is the ?rst attempt at bridging the gap between permutation graphs and
comparability graphs, by considering the complements of trapezoid graphs. Trapezoids
graphs can be de?ned as follows: consider two parallel lines that each contain n in-
tervals labeled using the integers 1; 2; : : : ; n. For each i, the convex hull of the union
of the two intervals labeled i is a trapezoid. A graph is a trapezoid graph if it can be
realized as the intersection graph of such a set of trapezoids.
Every trapezoid graph is the complement of a comparability graph [5]. The class
of trapezoid graphs contains permutation graphs (when the intervals on each parallel
line are points) and interval graphs (when the contents of the two parallel lines are
identical).
A partially ordered set, P = (X;¡), is called an interval order if there exists a
function mapping each x in X to an interval Ix, of the real line, such that x¡y if and
only if Ix lies totally to the left of Iy. A poset P has interval order dimension at most
two if P is either an interval order or the intersection of two interval orders. A graph
is a cotrapezoid graph (the complement of a trapezoid graph) if and only if it is the
comparability graph of a partially ordered set having interval order dimension at most
two, as shown by Dagan et al. [8].
In Section 2, we prove that the domination, total domination and connected domina-
tion problems are all NP-complete for cotrapezoid graphs. In fact, our proof works for
an in?nite family of subclasses of cotrapezoid graphs. The limiting class of this family
is the class containing the complements of the graphs called bounded tolerance graphs,
which we de?ne in the next section. In Section 3, we show how to ?nd a minimum
dominating set in the complement of a bounded tolerance graph in O(n2 log5 n) time,
provided that a square embedding of the graph is available. Finally, we present our
conclusions and directions for future research in Section 4.
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2. Co-trapezoid graphs
We prove that the domination, connected domination and total domination problems
are all NP-complete on cotrapezoid graphs, using a reduction from 3SAT. Both this
proof and the algorithm presented in Section 3.2 use a representation of trapezoid and
cotrapezoid graphs by sets of rectangles in the plane. To describe this representation,
we ?rst need to de?ne the notion of dominance on points in the plane.
A point (x1; y1) dominates a point (x2; y2) from the left, and (x2; y2) dominates
(x1; y1) from the right, if x1¡x2 and y1¡y2. Consider an axis-parallel rectangle R:
the lower left and upper right corners of R will be denoted by ll(R)= (llx(R); lly(R))
and ur(R) = (urx(R); ury(R)), respectively. The rectangle R dominates a rectangle R′
from the left (and R′ dominates R from the right) if ur(R) dominates ll(R′) from the
left. Finally, R and R′ dominate each other if one dominates the other from the left
(or the right). Note that if rectangle R dominates rectangle R′ from the left(right) then
R lies below(above) R′.
Felsner et al. [12] observed that trapezoid graphs can be realized by sets of rectangles
in the plane: a trapezoid de?ned by the two intervals [x1; x2] and [y1; y2] is mapped to
the rectangle {(x; y) | x16 x6 x2 and y16y6y2}. Two rectangles are joined by an
edge if and only if they do not dominate each other. A set of rectangles that realize
a trapezoid graph G is called a box embedding of G. The graphs that admit a square
embedding (where every rectangle is a square) are called parallelogram graphs, or
bounded tolerance graphs. These were ?rst studied by Golumbic and Monma [15,16].
The square embedding was introduced by Felsner [11].
Consider an instance I of 3SAT with n variables and m clauses. We want to
generate the box embedding for a cotrapezoid graph G, and an integer k, such that I
is satis?able if and only if G admits a dominating set whose cardinality is at most k.
We assume without loss of generality that I cannot be satis?ed by assigning the same
truth value to every variable, and that the literals in each clause are ordered so that all
non-negated variables occur before all negated variables.
The rectangles used in de?ning G serve three purposes: some represent literals, some
represent clauses, and the remaining rectangles are used to enforce the consistency of
a truth assignment to the variables of I.
Literal rectangles: Fig. 1 shows the literal rectangles that are generated for the
3SAT instance with the two clauses {X1 ∨ X2 ∨ X3}, and {X4 ∨ X5 ∨ KX 3}. Each literal
rectangle is a square whose side is 2 units long. We use 6m rectangles, divided into
two groups containing 3m rectangles each. The two groups are separated by a gap
of width w, both horizontally and vertically. For the moment, we will assume that
w = 2. The ith rectangle on each side corresponds to the ith literal that appears in
the instance of 3SAT. Note that there are two literal rectangles associated with the
occurrence of the literal X3 in the ?rst clause and another two associated with the
occurrence of KX 3 in the second clause. To understand the manner in which rectangles
that enforce consistency work, it helps to imagine that each rectangle on the left side is
labeled using the negated variable for the associated literal (whether or not that literal
is negated in the clause), while every rectangle on the right side is labeled using the
non-negated variable for the corresponding literal.
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Fig. 1. The literal rectangles for the instance {X1 ∨ X2 ∨ X3; X4 ∨ X5 ∨ KX 3}.
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Fig. 2. The clause rectangles for the clauses X1 ∨ X2 ∨ X3 and X4 ∨ X5 ∨ KX 3.
Clause rectangles: A clause C of I is represented by a clause rectangle R in G
which dominates (either from the left or right) exactly the literal rectangles that are
part of the clause C. The rectangle R is positioned so that it is only dominated by
the left literal rectangles associated with each literal of C that is a negated variable,
and the right literal rectangles corresponding to each literal of C that is a non-negated
variable. Recall that we assumed that every non-negated variable occurs in C before
every negated variable. Since logical or is commutative this can be done without loss
of generality. For example in the second clause of the example in Fig. 2 we ordered
the clause X4 ∨ X5 ∨ KX 3 rather than X4 ∨ KX 3 ∨ X5. We therefore have that the literal
rectangles that dominate R will occur consecutively on both sides. Four cases thus
need to be considered, depending on the number k of literals of C that are negated
variables. We show the cases k = 0 and k = 1 in Fig. 2, the other two cases being
symmetric.
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Fig. 3. The consistency rectangles for X3 in the clauses X1 ∨ X2 ∨ X3 and X4 ∨ X5 ∨ KX 3.
Consistency enforcing rectangles: Let us denote by L(Xi) and R(Xi) the sets of literal
rectangles labeled KX i and Xi on the left and right sides, respectively. The purpose of
the rectangles that enforce consistency is to ensure that, for every minimum dominating
set of G and every variable Xi of I, either all of L(Xi) is contained in the dominating
set and R(Xi) is disjoint from it, or vice versa.
To construct the rectangles enforcing the consistency for Xi, we start by ordering
the elements of L(Xi) ∪ R(Xi). Begin with the leftmost rectangle in L(Xi), then add
the leftmost rectangle in R(Xi), then continue from left to right alternating between
elements of L(Xi) and elements of R(Xi). In Fig. 3 the ordering of L(X3) ∪ R(X3) is
shown. For each pair of elements that are circularly adjacent in this ordering (one of
L(Xi) and one of R(Xi)), we then add a rectangle that dominates the elements of the
pair, and no other literal rectangle. For example, in Fig. 3 the rectangle labeled 1-2
dominates the ?rst two elements of L(X3)∪R(X3) and no other literal rectangle, likewise
the rectangle labeled 2-3 dominates the second and third elements of L(X3) ∪ R(X3)
and no other literal rectangle.
We now prove that I is satis?able if and only if G has a dominating set containing
no more than 3m elements. Suppose ?rst that I admits a satisfying truth assignment in
which not all variables have the same truth value. We select the subset of G consisting
of every left or right literal whose label is true under this truth assignment. It can easily
be veri?ed that this subset of G is connected, contains 3m rectangles, and dominates
all the literal, clause and consistency rectangles of G.
Conversely, suppose that G has a dominating set D that contains at most 3m
elements, chosen to minimize the number of non-literal rectangles used. No consis-
tency enforcing rectangle belongs to D, since such a rectangle could be replaced by
one of the two literal rectangles that it dominates. Consider a variable Xi that occurs t
times in I. The minimum number of elements of D needed to dominate all rectangles
78 J.M. Keil, P. Belleville / Discrete Applied Mathematics 140 (2004) 73–89
enforcing the consistency of Xi is t. Since |D|6 3m, however, this number is exactly
t. To dominate the consistency rectangles, for a variable Xi, either D contains all left
literal rectangles (labeled KX i) and none of the right ones (labeled Xi), in which case
we call Xi false, or vice versa, in which case we call Xi true.
Since D dominates G, every clause rectangle is dominated either by a left literal
rectangle (whose corresponding variable we called false) or by a right literal rectangle
(whose associated variable we called true). That is, the corresponding clause either
contains the negation of a variable assigned the value false, or a variable assigned the
value true. Therefore I is satis?able.
Theorem 1. The problem of determining whether or not a cotrapezoid graph G admits
a dominating, connected dominating, or total dominating set with at most k vertices
is NP-hard.
De?ne the aspect ratio of a rectangle to be the ratio between the length of its longest
side and the length of its shortest side. Observe that for every ¿ 0, by making the gap
w large enough, we can force every rectangle in the box embedding to have aspect
ratio between 1 and 1 + . Hence the domination problems remain NP-complete on
the subclasses of cotrapezoid graphs that have a box embedding with aspect ratios
arbitrarily close to 1. 3
3. Co-parallelogram graphs
Let us now describe an O(n2 log5 n) time algorithm to ?nd a minimum dominating set
in the complement of a parallelogram (bounded tolerance) graph G=(V; E). Recall that
bounded tolerance graphs and their complements can be represented by an embedding
using squares. We assume that a square embedding of the graph G is given as part of
the input. 4 We assume moreover that at most two vertices of the square embedding
lie on any line parallel to the x-axis, the y-axis, or the line y = x. It can be shown
that every bounded tolerance graph admits a square embedding of this type, and that
it can be computed from an arbitrary square embedding in O(|V | log|V |) time.
Consider the diagonal joining the lower left corner of a square to its upper right
corner. It is contained in the line y − x = c for some constant c. Hence we can
impose a diagonal order ≺ on the squares, de?ned by the total order on the value
of c (the y-axis intercept). It is this order that allows us to obtain a polynomial
time algorithm for the domination problem on the complements of bounded tolerance
graphs.
In Section 3.1, we classify the rectangles into three groups, and study how the
rectangles assigned to diOerent groups interact. We prove that it is suPcient to ?nd
3 It can be shown that, for every r in a dense subset of (1;∞), there are cotrapezoid graphs for which
the minimum aspect ratio needed is arbitrarily close to, but strictly greater than, r [1]. Hence this de?nes a
countably in?nite family of subclasses of cotrapezoid graphs.
4 The problem of computing a square embedding of a bounded tolerance graph, and hence the recognition
problem for these graphs, remains open.
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Fig. 4. A, B and C are left squares, D and E are right squares, and F and G are middle squares.
a minimum dominating set that satis?es a special property. In Section 3.2, we
use the results of Section 3.1 to derive a dynamic programming algorithm for the
domination problem. Finally, we describe an ePcient implementation of our
algorithm.
3.1. Classifying squares
The rectangles used in the reduction of Section 2 were partitioned in three subsets
depending on their location with respect to the “gap”: left (the left literal rectangles),
right (the right literal rectangles), and middle (the clause and consistency enforcing
rectangles). Our algorithm uses the same type of partition: let us call a square S left
if ur(S) does not dominate from the right the upper right corner of any other square,
right if ll(S) does not dominate from the left the lower left corner of any other square,
and middle if S is neither left nor right. 5 See Fig. 4. Note that a square S is right if
ll(S) has either a greater x or y coordinate than ll(S ′), for any other square S ′, thus
the right squares can be identi?ed using the O(n log n) algorithm of Kung et al. [19]
for ?nding the maxima of a set of vectors. Likewise the left squares can be identi?ed
in O(n log n) time, since no square lies southwest of their upper right corners.
This classi?cation immediately leads to the following properties. If a set of left
squares is ordered in increasing diagonal order, then it is also ordered in increasing
order of the y-coordinate of its upper right corners. Likewise, if a set of right squares
is ordered in increasing diagonal order, then it is also ordered in increasing order of
the y-coordinate of its lower left corners.
Rather than considering all possible dominating sets, we restrict our search to min-
imum dominating sets that have a minimum number of middle squares. We will call
5 It is possible for a square to be both left and right. Such a square will always correspond to an isolated
vertex in the graph.
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such a dominating set optimal, and we will soon show that optimal dominating sets
satisfy the following property:
If S and S ′ are two squares that belong to the dominating set, and S is middle,
then ll(S ′) does not dominate ll(S) from the right and ur(S ′) does not dominate
ur(S) from the left.
A dominating set with this property will be called separated.
Lemma 2. Every optimal dominating set Dmin is separated.
Proof. Consider two squares S and S ′ of Dmin, where S is a middle square. Suppose
?rst that ll(S ′) dominates ll(S) from the right. This implies that S ′ dominates from the
right every square that S dominates from the right. Since S is middle, there is a left
square S∗ whose upper right corner is dominated by ur(S) from the right. Hence S∗
dominates from the left every square that S dominates from the left. The set obtained
from Dmin by replacing S by S∗ is thus a minimum dominating set with fewer middle
squares than Dmin, a contradiction. A similar argument shows that ur(S ′) does not
dominate ur(S) from the left.
Let us now prove that the left squares that precede a square S in the diagonal order
and dominate S occur consecutively in the diagonal order.
Lemma 3. Consider a square S. If a square S∗, that precedes (follows) S in the
diagonal order, dominates S from the left, then every left square that occurs between
S∗ and S in the diagonal order also dominates S from the left.
Proof. We present the proof for the case where S∗ precedes S in the diagonal order,
the other case is similar. Let l∗ and l be the lines that contain the main diagonals of
S∗ and S, respectively, as shown in Fig. 5. Moreover, let l′ be the vertical line that
contains ur(S∗). Since S∗ dominates S from the left, the point ll(S) lies to the right
of l′ on l. Consider a left square Sl that occurs between S∗ and S in the diagonal
order. The point ur(Sl) lies in the strip between l∗ and l. Moreover, since Sl is
a left square, ur(Sl) does not dominate ur(S∗) from the right. Therefore ur(Sl) lies
left of l′, in the shaded area of Fig. 5, which means that Sl dominates S from the
left.
We also have a similar lemma for right squares.
Lemma 4. Consider a square S. If a square S∗, that precedes (follows) S in the diag-
onal order, dominates S from the right, then every right square that occurs between
S∗ and S in the diagonal order also dominates S from the right.
We can also show that in a optimal dominating set D, there is no need for a square
below a middle square S of D to dominate a square above S.
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Fig. 5. Illustrating the proof of Lemma 3.
Lemma 5. Let D be an optimal dominating set containing a middle square S and
let S+ be a square following (preceding) S in the diagonal order. Then S+ is either
dominated by S or a member S∗ of D which follows (precedes) S in the diagonal
order.
Proof. Suppose to the contrary that S+ is not dominated by S or a member of D
following S in the diagonal order. Since D is a dominating set S+ must then be
dominated by a square S− ∈D that precedes S in the diagonal order. Without loss of
generality assume S− dominates S+ from the left. Now since D is separated we know
ur(S−) does not dominate ur(S) from the left thus urx(S−)¿urx(S). This in turn
implies that S dominates S+ from the left contradicting our initial assumption.
In an optimal dominating set D the only square below a given left square S that is
needed to dominate squares above S is the nearest right square.
Lemma 6. Let D be an optimal dominating set containing a left square S and let
S+ be a square following (preceding) S in the diagonal order. Then S+ is either
dominated by S, or a member of D which follows (precedes) S in the diagonal
order, or the nearest, in the diagonal order, right square of D that precedes
(follows) S.
Proof. If S+ is dominated by neither S nor a square following S in the diagonal order
then S must be dominated by a square S− ∈D that precedes S in the diagonal order.
Since S does not dominate S+ we know llx(S+)¡urx(S). If S− dominates S+ from
the left then urx(S−)¡llx(S+), but then ur(S) would dominate ur(S−) from the right
contradicting S being left. It must thus be that S− dominates S+ from the right, and
thus S− must be either middle or right. Since S is left, ury(S+)¿ury(S), and since
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S− dominates S+ from the right , S− dominates S as well as S+, but since D is
separated this eliminates the possibility that S− is middle. Thus S− is right and by
Lemma 4 the nearest right square of D dominates S+.
We also have the corresponding lemma for right squares.
Lemma 7. Let D be an optimal dominating set containing a right square S and let
S+ be a square following (preceding) S in the diagonal order. Then S+ is either
dominated by S, or a member of D which follows (precedes) S in the diagonal order,
or the nearest, in the diagonal order, left square of D that precedes (follows) S.
For each square S in the box embedding, let ≺S denote the set of all squares that
precede S in the box embedding, including S. Putting Lemmas 5–7 together gives us
the following theorem.
Theorem 8. Let Dmin be an optimal dominating set, let S be a square, and let D∗ =
Dmin∩ ≺S . Also, suppose that at least one element of D∗ dominates S.
• If the element of D∗ closest to S in the diagonal order is middle, then it
dominates S.
• Otherwise either the left square closest to S in D∗ dominates S, or the right square
closest to S in D∗ dominates S.
3.2. Algorithm outline
A natural algorithm for the domination problem would be to compute, for each set
≺S , a minimum dominating set that consists only of elements of ≺S . This approach is
however doomed to failure, since this minimum dominating set may be much larger
than the minimum subset of the graph that dominates ≺S (for instance if ≺S is a large
independent set, but a square that follows S in the diagonal order dominates every
element of ≺S).
We use a dynamic programming approach. For convenience, we ?rst add an arti?cial
unit square S∗ whose lower left corner is above and to the left of every square in the
box embedding. The square S∗ follows every element of S in the diagonal order,
is both a left square and a right square and does not dominate any other square.
By convention when considering the cardinality of a dominating set we do not count
the contribution of the arti?cial square S∗. We then compute the following separated
dominating sets:
• For every square S that is a middle square we ?nd an optimal dominating subset
DS of ≺S that contains S.
• For every left square S, and each right square T following S, we ?nd an optimal
subset DS;T of ≺S ∪{T} that contains S and T , dominates ≺S , and maximizes the
right extent of DS;T . We also compute an optimal dominating subset DS of ≺S that
contains S and maximizes the right extent of DS .
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We de?ne the right extent of DS;T to be lly(B) where B is the right square of
DS;T − {T} that follows every other right square of DS;T − {T} in the diagonal
order. The right extent of DS is de?ned to be lly(B) where B is the right square of
DS that follows every other right square of DS in the diagonal order. We say B is
the right extent square of DS;T (DS). If such a square B does not exist, we de?ne
the right extent of DS;T to be −∞. Extents on the left are de?ned analogously.
• For every right square S except S∗, and each left square T following S, we ?nd
an optimal subset DS;T of ≺S ∪{T} that contains S and T , dominates ≺S , and
maximizes the left extent of DS;T . We also compute an optimal dominating subset
of DS of ≺S that contains S and maximizes the left extent of DS .
We construct a table with one entry for each set DS , and another table for each set
DS;T . We consider the squares in increasing diagonal order, and for a given square S,
• if S is a left (right) square, we compute for all right (left) squares S−, in ≺S , the
set DS− ; S ,
• we also compute the set DS .
Each entry in a table contains the previous square (the square that immediately pre-
cedes S in the dominating set, in the diagonal order), the cardinality of the minimum
dominating set, the number of middle squares that it contains and its extent square
when applicable.
The last entry computed by our algorithm is that for DS∗ . Since S∗ does not dominate
any element of S, the set DS∗ − {S∗} is a minimum dominating set for S, and it
can be computed from the table in time proportional to its size, by using the previous
square information.
3.3. Preprocessing
If a square S does not belong to a separated dominating set D then, by Theorem 8,
it is dominated by either the nearest middle, or the nearest left or right square in D
that follows (or precedes) S in the diagonal order. While we are computing the sets
DS;T , we will consider pairs of squares that bound a strip in the diagonal order (refer
to Figs. 6 and 7). Given these two squares, and at most two other squares, we will
need to determine whether or not they dominate every square in the strip. This can be
done ePciently by mapping every square in the embedding of the graph to a point in
R5. A square C is represented by the point
"(C) = (llx(C); lly(C); urx(C); ury(C); ury(C)− urx(C)):
We preprocess the set "(S) of points for orthogonal range emptiness queries. We
will show that one orthogonal range emptiness query is suPcient to determine whether
or not the two to four squares we have selected dominate every square in the strip.
The preprocessing takes O(n log4 n) time using O(n log4 n) space, and each query is
answered in O( log4 n) time [20,22,25].
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Fig. 6. In part (a) square A is middle, while in part (b) square A is left.
(b)(a)
A
A
B
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T                                            T
Fig. 7. In (a) square A is middle, and in (b) square A is left with right extent square B and closest preceding
right square B∗.
3.4. Computing DS
Our goal is to ?nd a square A that immediately precedes S in at least one optimal
dominating subset of ≺S that contains S. We do this by considering every square A of
≺S −{S}, and adding S to DA. The resulting set is a candidate if it dominates ≺S . We
then pick the candidate containing the minimum number of middle squares amongst
those of minimum cardinality.
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Case 1 (A is a middle square): Refer to Fig. 6(a). By Theorem 8, DA∪{S} dominates
≺S if and only if every square that occurs between A and S in the diagonal order is
dominated by either A or S. Consider such a square C: it is dominated by A if and
only if either
(1) ury(C)¡lly(A) (which implies that urx(C)¡llx(A)) or
(2) llx(C)¿urx(A) (which implies that lly(C)¿ury(A)).
Similarly, C is dominated by S if and only if either urx(C)¡llx(S) or lly(C)
¿ury(S). Hence, a square C lies between A and S in the diagonal order, and is not
dominated by either of them, if and only if "(C) = (x; y; z; u; v) belongs to the orthog-
onal range de?ned by the equations x6 urx(A), y6 ury(S), z¿ llx(S), u¿ lly(A),
and lly(A)− llx(A)6 v6 lly(S)− llx(S). Therefore DA ∪ {S} is a candidate if and
only if this range does not intersect "(S). Throughout the algorithm O(n2) of these
queries will be necessary, one for each S and A pair. Each query requires O( log4 n)
time.
Let us now prove that if there is an optimal dominating set D for ≺S that contains S
and A, and in which A immediately precedes S, then DA∪{S} is a minimum separated
set that dominates ≺S .
DA ∪ {S} dominates ≺S Consider a square C of ≺S . If C belongs to ≺A then C is
dominated by an element of DA. Otherwise, by Theorem 8,
C is dominated by either A or S.
|DA ∪ {S}|6 |D| Lemma 5 implies that every element of ≺A dominated by
S is also dominated by A. Hence D \ {S} contains A and
dominates ≺A. This means that |DA|6 |D| − 1.
Case 2 (A is a left square): Refer to Fig. 6(b). By Theorem 8, DA ∪ {S} (or DA;S
if S is right) dominates ≺S if and only if every square that occurs between A and
S in the diagonal order is dominated by either A, or S, or the right extent square B
of DA (or DA;S). Using an argument similar to that used in case 1, we obtain that
a square C lies between A and S in the diagonal order, and is not dominated by
either of A, B and S, if and only if "(C) = (x; y; z; u; v) belongs to the orthogonal
range de?ned by the equations x6 urx(B), y6 ury(S), z¿ llx(S), u¿ lly(B), and
lly(A) − llx(A)6 v6 lly(S) − llx(S). Therefore DA ∪ {S} (or DA;S if S is right) is
a candidate if and only if this range does not intersect "(S). Again these emptiness
queries may require O(n2 log4 n) time overall.
Let B∗ be the right square of ≺A closest to A. It may also be necessary to consider
the sets DA∪{S; B∗} and DA;S ∪{B∗} as candidates for DS . DA∪{S; B∗} or DA;S ∪{B∗}
are candidates if S; A and B∗ dominate every square between A and S in the diagonal
order. This can be tested with the appropriate 5-d range emptiness query.
Let us now prove that if there is an optimal dominating set D for ≺S that contains
S and A, and in which A immediately precedes S, then if S is left or middle DA ∪{S}
or DA ∪ {S; B∗} is a minimum separated set that dominates ≺S and if S is right DA;S
or DA;S ∪ {B∗} is a minimum separated set that dominates ≺S .
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Case 2a (S is a left or middle square): First notice that since S is left or middle and
D is separated urx(S)¡urx(A), and since A is left S does not dominate any square in
≺A from the right. Lemma 6 implies that D − {S} dominates ≺A, thus |DA|6D − 1
and |DA ∪ {S}| 6 |D|. If |DA ∪ {S}| =|D| then D − {S} is a minimum separated
dominating set for ≺A and since DA maximizes its right extent we know that the right
extent square of DA lies between A and the right extent square of D in the diagonal
order. Hence by Lemma 4 the right extent square of DA dominates any square that lies
in ≺S , but not ≺A, that is dominated by a right square in D. But Lemma 6 implies that
any square C in ≺S but not ≺A that is not dominated by S or A will be dominated by
a right square in ≺A. Thus in this case DA ∪ {S} dominates ≺S . The remaining case
has |DA ∪ {S}| ¡ |D|. We know |DA ∪ {S; B∗}| 6 |D| and DA ∪ {S; B∗} is a minimum
dominating set for ≺S .
Case 2b (S is a right square): By de?nition DA;S is the optimal dominating set for
≺A that contains S and A such that A immediately precedes S. Thus |DA;S |6 |D|. Also
DA;S maximizes it right extent thus if |DA;S |= |D| the right extent square of DA;S lies
between S and the right square of D immediately preceding S. Hence by Lemma 4
the right extent square of DA;S dominates any square that lies in ≺S , but not ≺A, that
is dominated by a right square in D. But Lemma 6 implies that a square C in ≺S but
not in ≺A that is not dominated by A or S, will be dominated by a right square in ≺A.
Thus if |DA;S | = |D| then DA;S dominates ≺S . If |DA;S |¡ |D| then DA;S ∪ {B∗} is an
optimal dominating set for ≺S .
Case 3 (A is a right square): This case is symmetric to case 2.
3.5. Computing DS;T
We consider the case where T is a right square and S is a left square, the case
where T is a left square is symmetric. Our goal is to ?nd, for each right square T and
each preceding left square S, a square A that immediately precedes S in at least one
minimum separated subset of ≺S ∪{T} that contains S and T , and dominates ≺S . We
do this by considering every square A of ≺T −{T}, and adding S to DA, or DA;T . The
resulting set is a candidate if it dominates ≺S . We then pick the candidate containing
the minimum number of middle squares amongst those of minimum cardinality.
Case 1 (A is a middle square): Refer to Fig. 7(a). If there is an optimal dominating
set D for ≺S that contains S and T and for which the square A that immediately
precedes S in D is middle, then D=DA∪{S; T} since no square that precedes (follows)
A can be useful after (before) A by Lemma 5. Given a middle square A, by Lemma
5, DA ∪ {S; T} dominates ≺S if and only if every square that occurs between A and S
in the diagonal order is dominated by either A, S or T . Consider such a square C: it
is dominated by A if and only if either
(1) ury(C)¡lly(A) (which implies that urx(C)¡llx(A)) or
(2) llx(C)¿urx(A) (which implies that lly(C)¿ury(A)).
Similarly, C is dominated by S if and only if lly(C)¿ury(S). Also C is domi-
nated by T if and only if urx(C)¡llx(T ). Hence, a square C lies between A and
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S in the diagonal order, and is not dominated by either A; S or T , if and only if
"(C)=(x; y; z; u; v) belongs to the orthogonal range de?ned by the equations x6 urx(A),
y6 ury(S), z¿ llx(T ), u¿ lly(A), and lly(A)−llx(A)6 v6 lly(S)−llx(S). There-
fore DA ∪ {S; T} is a candidate if and only if this range does not intersect "(S). The
separated minimum cardinality candidate will be a solution to DS;T if there exists a
solution with the square A preceding S being middle.
We now turn to the task of computing these candidates ePciently. For each right
T and each preceding middle A, we compute the set, S, of left squares such that for
each S ∈S, DA ∪ {S; T} dominates ≺S . The set S will form an interval from A part
way up to T . This is true since for left squares increasing diagonal and y orders of top
right corners coincide. Thus a higher S means more squares that need to be dominated
between A and S, and also less ability for S to dominate them. The interval S can be
found by binary search where each query is a 5-d emptiness range query to determine
if A, S and T dominate all squares between A and S. There are O(n2) of these binary
searches and each requires O( log n) queries of time O( log4 n) time. The total time is
O(n2 log5 n).
Now to compute the optimal DS;T such that the immediate predecessor of S is a
middle square A, we proceed as follows. For each T we process the left squares S
from T down in the diagonal order. To do this we use a heap to store the intervals
associated with middle squares that contain the current left squares. We insert an
interval associated with a middle square A at the highest S square associated with the
A interval and we delete this interval at A. At a given S, after all containing intervals
have been inserted, we query the heap to ?nd the least cost interval containing S. If
A∗ is the middle square associated with the optimal interval then DA∗ ∪ {S; T} covers
≺S and is the best candidate for a dominating set of ≺S containing S and T whose
square immediately preceding square S is a middle square. This step computes O(n2)
DS;T sets and the overall process inserts at most O(n) intervals associated with middle
squares A and makes at most O(n2) min queries to a heap. Thus the total time here is
O(n2 log n).
Case 2 (A is a left square, with right extent square B in DA;T and closest preceding
right square B∗): Refer to Fig. 7(b). If there is an optimal dominating set D for ≺S
that contains S and T and for which the square A that immediately precedes S in D is
left, then D=DA;T ∪{S} or D=DA;T ∪{S; B∗}. DA;T ∪{S} is a candidate if all squares
between A and S are dominated by one of A, B, S or T . Whereas DA;T ∪ {S; B∗} is a
candidate if all squares between A and S are dominated by one of A; S; T or B∗. The
validity of this approach can be veri?ed using the same reasoning given in the case
where S is middle.
To compute these candidates ePciently we proceed in a manner similar to that used
in case 1. For each right square T and each preceding left A, we compute the set of
left squares S such that for S ∈S, DA;T ∪ {S} dominates ≺S . We also compute the
set of left squares S∗ such that for S ∈S∗ DA;T ∪{S; B∗} dominates ≺S . Both S and
S∗ will form intervals from A upwards towards T . The rest of the implementation
proceeds like it does in case 1 except there are two intervals S and S∗ associated
with each square A.
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Case 3 (A is a right square, with left extent square B in DA;S and preceding left
square B∗):
This case is analogous to case 2.
Now that all relevant cases have been considered we can conclude the following.
Theorem 9. Given the square embedding for the complement of the bounded tolerance
graph, we can @nd a minimum dominating set for the graph in O(n2 log5 n) time using
O(n log4 n) space.
4. Conclusion
We proved that the domination, total domination and connected domination problems
are NP-complete on cotrapezoid graphs, and gave an O(n2 log5 n) time and O(n log4 n)
space algorithm to solve the domination problem for the complements of bounded
tolerance graphs. We also leave several problems open. The ?rst of those would be
to modify the algorithm of Section 3 to solve the total domination and connected
domination problems. Clearly, middle squares need not be used in either problem.
What is not so clear, however, is how to guarantee that no square on either side will
be left isolated, or that no set of squares will be left isolated, since the right square
needed to “connect” a set of left squares may be quite distant in the diagonal order.
Finally, there are two other problems that can be solved in polynomial time on
permutation graphs, but are NP-complete on comparability graphs: minimum Steiner
trees [4,13], and Hamiltonian paths [9,23,18]. The state of the isomorphism problem
is similar, since it can be solved in O(n2) time for permutation graphs [3], but is
isomorphism complete for comparability graphs [2]. It would be interesting to see if
techniques similar to those used in Sections 2 and 3 could be used to determine their
complexity for the complements of trapezoid graphs and the complements of bounded
tolerance graphs.
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