Recent advancements in artificial intelligence especially in evolutionary algorithms have enabled much efficient way to solve the constrained optimization problems in various fields of engineering. In this paper we explain the development of the optimization techniques from single criterion to multi criterion. We also address the Combined Economic and Emissions Dispatch (CEED) problem in thermal power stations. We use the aggregate objective function approach to solve the multiobjective CEEED problem using firefly optimization technique. Then we simulate the proposed approach on a test system and formulate the pareto optimal front for three different load demands. This proves that the algorithm can be effectively used to solve such multiobjective problems.
INTRODUCTION
The growth of technology has extended the boundaries of science and logic to a greater domain. Especially power generation has seen many developments and still continues to attract researchers. Technology enabled us to generate and transmit power from one place to another but engineering can enable to transmit this power with least expense. The demand is not met by a single generating unit. Many generating units share the load and thus the total generation capacity is thus achieved by the individual generations put together. The concept of economic dispatch suggests that this distribution among the different units can be done such that the total cost of production is minimized.
The rising concentrations of green house gases (GHGs) of anthropogenic origin in the atmosphere such as Carbon Dioxide (CO 2 ), Methane (CH 4 ), and Nitrous Oxide (N 2 O) have increased, since the late 19 th century. According to the Third Assessment Report (TAR) of the inter government Panel on climatic changes, because of increase in the concentration of the green house gases in the atmosphere in the last 100 years, the mean surface temperature has risen by 0.4-0.8 0 C globally. The precipitation has become spatially variable and the intensity and frequency of extreme events has increased. The sea level has also risen at an average rate of 1-2 mm during this period. This continuous increase in the concentration of the green house gases will result in more severe changes in the eco system and may cause imbalance in the nature. In this industrial era, many activities of the man emit the green house gases into the atmosphere, mainly through burning fossil fuels and deforestation. The carbon dioxide emissions by burning of fossil fuels can be classified into seven categories namely, Solid fuels 35%, liquid fuels 36%, gaseous fuels 20%, flaring gas <1%, cement production 3%, non-fuel hydrocarbons <1%, the international bunkers of shipping and air transport 4%. To minimize these emission researchers have proposed solutions that use the artificial intelligence techniques.
In [1] Authors solved emission constrained economic dispatch problem using Fuzzy Guided Tabu Search (FGTS). The problem is formulated as a multi-objective function. Results of 6-unit system with FGTS are compared with Tabu Search and analytical methods. In [2] taking emission constrained economic dispatch as multi-objective function, results are obtained on a 30-bus standard test system using PSO. No comparision with any other optimization technique. In paper [3] modelling of machines to suit our constraints was discussed. Ideas were proposed. No optimization technique. Results using lambda iteration technique are given. Authors in [4] Common Emission and economic dispatch problem is considered and evaluated using Particle Swarm Optimization(PSO), Dispersed Particle Swarm Optimization (DPSO), New Particle Swarm Optimization (NPSO). The authors stressed on the description of the algorithms and concluded saying it is better to conventional Genetic Algorithm(GA). The paper [5] develops a lambda based-GA approach to solve the ED problem taking emission constraints into account. Here losses are also considered and in the generation constraint for a generation of 300MW,1% error was taken as acceptable. In [6] solution for common emission and economic dispatch problem through sequential approach with matrix framework considering all constraints. Results were shown for a 10 generator system with multiple fuel options. The paper [7] proposes to solve the multi-objective problem of emission constrained economic dispatch using Improved Genetic Algorithm. Three different examples were taken and the results were compared with two other methods: Linear Programming and Genetic Algorithm method. [8] BBBC algorithm has been tested with the IEEE 30-bus system with different fuel cost characteristics, quadratic cost curve model, and quadratic cost curve with valve-point effects model. In [9] a new optimization technique called the BB-BC has been proposed by the authors. Genetic algorithm and Simulated Annealing have been discussed and the superiority of the proposed method over these two is shown in the results. The authors in [10] discussed "Big Crunch" Optimization technique which is similar to BBBC. Results of present algorithm are compared with other algorithms like GA.
MULTIOBJECTIVE OPTIMIZATION
The The pioneer work of Rosenberg in late 60's regarding the possibility of using genetic algorithm based search to deal with multiple objectives laid the foundations for a very important area in the research called "Multiobjective Optimization." This area of research has gained a lot of importance in past 15 years. Many researchers and scientists have proposed many techniques and methodologies in peer-reviewed journals and international conferences across the globe. Multiobjective Optimization is an important area of research for both engineers and scientists. This is because all the real world problem are never simple and they involve in multiple criterions to be fulfilled by the proposed solution. [15] [16] [17] .
Multiobjective optimization (also called as multicriterion optimization, multiperformance or vector optimization) can be defined as the problem of finding a vector of decision variables which satisfies a set of constraints (if any exist) and optimizes a vector function whose elements represents multiple objectives. These objectives are the mathematical description of different performance indices of a given system. In many real time problems the objectives are often in conflict with each other. This means betterment of an individual objective may worsen the other. This is the reason we call this as optimizing the multiple objectives of a system. The problem can be formally stated as below:
The vector solution that we need to find is:
Then we also have p equality and m inequality constraints: This is the vector function with k objectives that we need to optimize satisfying the above mentioned constraints:
In other words the main aim is to find the vector x * satisfying the constraints (1) and (2) there by optimizing all the objectives of the vector function (3).
The concept of pareto optimum and pareto front:
The concept of pareto optimum was formulated by Vilfredo Pareto. We can say that a point x * € F either, for i € I or, there is at least one i € I such that
In other words, x * is said to be Pareto Optimal if there exists no feasible vector x which would decrease some criterion without causing a simultaneous increase in a tleast one other criterion. But in most of the cases, Pareto Optimum is not a single solution, rather a set of solutions called as non dominated solutions.
Fig 1: Pareto Optimal Front
The region of points defined by a bold line is called as a Pareto Front. In general it is very difficult to find an analytical expression of the line or surface that contains these points
The Aggregating Function approach to solve multiobjective or multicriterion functions is very simple and efficient. Here there is no need of further interaction with the decision maker. The approach of combining different objectives into a single objective has been attempted several times in the literature with relative success. The only limitation with this method is the decision maker should have prior knowledge on each of the criterion.
1. Weighted Sum Approach 2. Goal Programming 3. e-constrained method.
Among all these methods the Weighted Sum Approach is most efficient and simple method. Weighted Sum Approach: In this method, different objectives are added up with different weights to form a single objective function. This can be solved using the same methods that we adopt to solve single objective functions.
Where w i >= 0 are the weighing coefficients representing the relative importance of the objectives. It is usually assumed that In this case the designer must be aware of deciding the weights of each of the k objectives. For this the designer must be aware of all the objectives. Jakob et al. used a weighted sum approach in a task planning problem: to move the tool centre point of an industrial robot to a location as precise as possible avoiding certain obstacles aiming the path to be as smooth as possible and as short as possible. Yang and Gen [20] used a weighted sum approach to solve a bicriteria linear transportation problem. Gen et al. [18, 19] extended this approach to allow more than two objectives, and added a additional feature i.e, fuzzy logic to make decision upon the weights.
With the rising demand, the generation cannot be increased as the emissions must be taken into account. Thermal power plants
PROBLEM FORMULATION
The problem formulation is discussed in this section.
Economic Dispatch Problem
Power sector is aimed at producing good quality power at the minimum feasible cost. Any power plant has a running cost apart from the usual initial cost of establishment. Especially in thermal power plants which contribute to the major share of power generation the cost of coal is high unlike other renewable source based like hydro power. The cost of generation directly affects the price paid by consumer for the utility. Hence many techniques have been discovered to keep this cost of generation to the minimum.
The load is shared by many generating units which are in parallel operation. When the demand is very high or during the peak times, it would be necessary to avail the full generation capacity of a power plant. However, if the total capacity of generation is not necessary, those generators which have been found to have lower cost of production can be engaged. The concept of economic dispatch problem can be defined by
The fuel cost function is generally described by a quadratic equation of power output Pi as :
Fi (Pi) = ai Pi 2 + bi Pi + ci Rs/hr (1)
Where Pi is the power output by the i'th generator and ai bi and ci are the cost constraints of the i'th generator.
Emissions Problem
Global warming is the one of the most pressing problems of today's world which has arisen in the face of growing technology. The weight of this problem of global warming or else rise of global temperatures is clear as it questions the fate of the earth to a probable premature end. Geologists say that unless the carbon dioxide emissions are not controlled, the global changes in climate and sea levels would reach an alarming level where it will not be possible for the nature to heal itself.
Geologists predict that human geological footprint will be visible in a variety of areas, one of them being contributing to increased CO 2 levels. Humans have raised this level by 40% since the Industrial revolution and this may double or triple it over the coming century. . Major sources of CO 2 in the atmosphere are emissions from the power plants. Thermal power plants are the major sources of power in many countries. Recent studies suggest that limiting the emissions into the nature would be a significant advance towards its rehabilitation process. Limiting emissions should be achieved without limiting the power generation. It is therefore, essential to go for a generation technique which satisfies both the constraints. Therefore, we formulate the problem that we need to reduce emissions without compromising with the generation.
An emission problem can be considered similar to economic dispatch problem in the sense that in both the cases the minimizing function is similar. The emission equation for a generating unit is given by:
Where d i e i f i are the emission coefficients of a unit i.
Combined Economic Emissions Dispatch
The total generation must supply the online demand.
Economic dispatch problem and emission problem were treated as different problems until a long time earlier. Emission constrained economic dispatch was developed in a different technique by Granelli et al [1] . The author has reduced the economic emission dispatch problem into a single objective one by treating the emission as a constraint. Better results which are compatible with the constraints and which satisfy both the emission and economic dispatch part of the problem were sought for. Thereafter many researchers have proposed various methods to solve the combined economic and emission problem. In a research direction, the multi-objective CEED problem was converted into a single objective problem by linear combination of different objectives as a weighted sum [12] [13] [14] . Farag et al [15] has proposed a linear programming based optimization method in which the objectives are considered separately one at a time.
Here we first define the CEED problem and the constraints and propose to solve it by the Big Bang Big Crunch Algorithm. The CEED problem can be formulated as follows 
Generator Limit Constraints
There will be some upper and lower limits for any generating unit. The power generation of unit n should be in between its minimum and maximum limits only. P n min < P n < P n max
where P n min is the minimum limit of unit n P n max is the maximum limit of unit n.
Power Balance Constraints
The total generation must meet the demand
Where Pd is load demand and Pi is the generation of the i'th unit.
FIREFLY OPTIMIZATION TECHNIQUE
The Fire Fly Optimization Algorithm is based on the biochemical and social behaviour of the fireflies. Fireflies produce luminescent flashes as a signal system to communicate with other fireflies, especially to prey attractions. The algorithm has 4 main assumptions. They are:
1. All the fire flies are unisexual, means there are no male and female fire flies as such.
2. Every fire fly communicates with the other flies using the luminous flashes.
3. The attraction is directly proportional to the brightness of the light that the fly emits and which is inversely proportional to the distance between them.
4. No fire fly can attract the brightest fire fly and in fact all the others are attracted to the brightest one.
In this algorithm all the fire flies initially will be at random locations in the search space. Based on the fitness values they produce the light with certain intensity proportional to its fitness. All the fireflies move towards the brighter fire fly and eventually an optimum solution is found in the search space.
The pseudo code for the Fire fly optimization algorithm is as follows:
Input : 
TEST SYSTEM
The parameters of the test system are noted in this section. Table  1 gives the emission coefficients of the 6 generator test system. Table 2 gives the cost coefficients of the 6 generator system. The power limits of the individual generators is also noted. 
SIMULATION AND EVALUATION
The simulations are carried out on MATLAB software. The processor is intel core2duo. We have varied the weights of the emissions and the cost objective ranging from 0 to 1. Thus plotting these values gives us the pareto optimal front for a given load. We found pareto optimal fronts for three different load conditions. These tables show that the optimal operating points in a multiobejective problem form a smooth surface. We plotted the surface for a load of 284.3 MW in figure 2.
CONCLUSIONS
In this paper we have proposed an approach to combine both the economic dispatch and emissions dispatch in a thermal power plant using the pareto optimal front of a multiobjective optimization problem. The results show that, by varying the weights of different objectives the optimum point of operation moves on a curve which is called as optimal front. It is the designer's choice to choose a point on the optimal front. The results also show that the two objectives that we considered in
