ABSTRACT. In [RATANAPRASERT, C.-DAVEY, B.: Semimodular lattices with isomorphic graphs, Order 4 (1987), 1-13], the authors found conditions under which an isomorphism of graphs of discrete lattices transfers semimodularity. The main theorem of the present paper generalizes their result for discrete partially ordered sets.
Introduction

G. Birkhoff proposed in [2] the following problem (Problem 8):
Give necessary and sufficient conditions on a lattice L in order that every lattice M whose unoriented graph is isomorphic with the covering graph G(L) of L be lattice-isomorphic to L. In the case when the lattices L and M are distributive or modular, the problem was solved by Jakubík and Kolibiar [7] and Jakubík [4] . Jakubík [5] also showed that if one of L or M is modular (distributive) then so is the other. The mentioned papers were followed by a great deal of further ones, concerning not only lattices but also semilattices and multilattices (cf. e.g. [3] , [6] , [8] , [11] , [12] , [13] ). A large list of papers concerning covering graphs of lattices and some other special partially ordered sets can be found in [10] .
Preliminaries
Let P = (P, ≤) be a partially ordered set, a, b ∈ P . Denote by U (a, b) and L (a, b) the set of all upper and lower bounds of the set {a, b}, respectively. Further, let a ∨ b denote the set of all minimal elements of the set U (a, b), a ∧ b the set of all maximal elements of the set L (a, b).
w ≥ d}. Then P is said to be a multilattice (cf. [1] ) whenever the sets (a ∨ b) h , (a ∧ b) d are nonempty for all a, b ∈ M , h ∈ U (a, b), d ∈ L (a, b). Further, P is called discrete if each bounded chain in P is finite. Evidently every discrete partially ordered set is a multilattice, the converse does not hold in general. Ò Ø ÓÒ 1.1º Let P be a multilattice and let u, v, x 1 , . . . , x m , y 1 , . . . , y n (m, n ∈ N) be distinct elements of P such that
Then the set {u, v, x 1 , . . . , x m , y 1 , . . . , y n } is said to be a cell of P of type V (m, n). If m > 1 or n > 1, the cell is called proper. By an elementary square of P a cell of type V (1, 1) is meant. In other words, an elementary square is a four-element set {u, x, y, v} with u ≺ x ≺ v, u ≺ y ≺ v. It will be denoted by u, x, y, v .
A subset A of P will be said to be a c-subset of P if, whenever a, b ∈ A and b covers a in (A, ≤), then b covers a in P , too. By a c-subset of P of type S 7 , a c-subset isomorphic to that in Figure 1 with u ∈ r ∧ s will be meant. Figure 1 
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Semimodularity
Ò Ø ÓÒ 2.1º A multilattice P = (P, ≤) will be called semimodular if, for
We will use the notions defined in Definition 1.1 and Definition 2.1 in connection with discrete partially ordered sets.
Ì ÓÖ Ñ 2.2º Let P = (P, ≤) be a discrete partially ordered set. The following conditions are equivalent:
(1) P is semimodular;
(3) P does not contain any proper cell of type V (m, n). P r o o f. The equivalence of (1) and (3) is trivial, so is the implication (2) =⇒ (1). To prove the converse implication, let us take any maximal chain a
The following theorem, which can be proved easily, will often be used. The proof of the corresponding theorem for discrete modular multilattices can be found in [1] .
Ì ÓÖ Ñ 2.3º Let P be a discrete semimodular partially ordered set. If Ä ÑÑ 2.4º Let P = (P, ≤) be a semimodular partially ordered set; let x 0 ≺
In order to prove (ii), let us suppose by contradiction that c 2 
Evidently also x 1 = y 1 and c 1 = d 0 , because otherwise it would be x 1 ≤ x n , x 1 ≤ y n , which is a contradiction with x 0 ∈ x n ∧ y n . Using semimodularity of P , we obtain successively c 1 
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Graph isomorphism
If P = (P, ≤) is a partially ordered set, by the graph G(P ) of P , the (undirected) graph with the vertex set P and with the edge set containing those two-element sets {a, b} for which a ≺ b or b ≺ a holds, is meant.
Let
be partially ordered sets. We say that P 1 , P 2 are graph-isomorphic if there exists a (graph-) isomorphism of G(P 1 ) onto G(P 2 ), i.e. a bijective map ϕ : P 1 → P 2 , which satisfies
Let ϕ be an isomorphism of G(P 1 ) onto G(P 2 ). An elementary square u, a, b, v of P 1 will be said to be broken by
Having an isomorphism ϕ of G(P 1 ) onto G(P 2 ), we can identify a with ϕ(a) for each a ∈ P 1 . Consequently, we can suppose that P 1 = P 2 = P and there are two orderings on P , say ≤ and ≤ 1 , satisfying
for all a, b ∈ P , i.e., that the identity map ι on P is an isomorphism of G(P, ≤) onto G(P, ≤ 1 ). If ι breaks an elementary square u, a, b, v , we will say briefly that u, a, b, v is broken. If ι preserves (reverses) a subset X of (P, ≤), it will be expressed by "X is preserved (reversed)".
Ä ÑÑ 3.1º Let ι be an isomorphism of G(P, ≤) onto G(P, ≤ 1 ). If ι does not break an elementary square u, a, b, v of (P, ≤), then the set {u, a} is preserved (reversed) if and only if {b, v} is preserved (reversed).
P r o o f. Let u, a, b, v be an elementary square of (P, ≤) and let us suppose In Lemma 3.2-Lemma 3.9, we will suppose that P = (P, ≤), P 1 = (P, ≤ 1 ) are discrete partially ordered sets, P is semimodular, the identity map ι on P is an isomorphism of G(P ) onto G(P 1 ) and the following conditions are satisfied:
(a) ι does not break any elementary square of P ;
Using the semimodularity of P we obtain that the set
The condition (b) yields that the elementary square x 0 , x 1 , c 0 , c 1 is preserved. Then by (a) and Lemma 3.1, used successively to elementary squares
The following lemma is an immediate consequence of the preceding one.
ÓÖÓÐÐ ÖÝ
and a (or b) does not cover u, then both the sets {a, c} and {b, c} are preserved.
P r o o f. By way of contradiction, let us suppose that a chain Repeating this process, we obtain v n z n , v n−1 , {v n−1 , v n } is preserved, {z n , v n } is reversed. As z n ≺ v n ≤ z n+1 and z n ≺ z n+1 , we get v n = z n+1 . This means that the set {z n , z n+1 } is both preserved and reversed, a contradiction. The case that a chain z 0 ≺ z 1 ≺ · · · ≺ z n ≺ z n+1 is reversed and {z 0 , z} is preserved for some z with z 0 ≺ z ≤ z n+1 can be excluded in the same way.
Further, assume that a chain z 0 ≺ z 1 ≺ · · · ≺ z n ≺ z n+1 is preserved (reversed) and {z , z n+1 } is reversed (preserved) for some z with z 0 ≤ z ≺ z n+1 . Let us choose u n ∈ (z n ∧ z ) z 0 and u i ∈ (z i ∧ u i+1 ) z 0 for all 1 ≤ i < n. Now, we can proceed analogously as above but using Corollary 3.3 instead of semimodularity of P , to obtain again a contradiction.
P r o o f. We will proceed by induction on n. It is easy to see that for n = 3 the assertion is true. Now, let l > 3 and assume that the assertion holds for all n ∈ N, 2 < n < l. We are going to verify the assertion for n = l. If z k−1 = z k+1 , we can use induction hypothesis at once. So assume that z k−1 = z k+1 . We can suppose without loss of generality that z 1 ≥ z l . Let us put v k = z k+1 and choose
Case 1. Using semimodularity of P and Lemma 3.1, we obtain
Case 2. Let i 0 be the greatest element with
Using again semimodularity and Lemma 3.1, we obtain
The proof is completed by using induction hypothesis.
Using Corollary 3.3 instead of semimodularity of P , we can prove the dual statement to the "reversing" part of Lemma 3.5:
and 1 < k < n with all {z i , z i+1 } (i = 1, . . . , n − 1) being reversed and let Then there exist m, r ∈ N, 1 ≤ r ≤ m and u 1 , . . . , u m such that
Let us suppose that for some
So the sequence z 0 , z 1 , . . . , z n , z n+1 can be considered as a broken line in P . If
z i+1 for some 0 < i < n + 1 or dually, we will say that there is a break in z i . 
Ä ÑÑ 3.7º Let
, we would proceed dually, but using the semimodularity of P instead of Corollary 3.3.
The proof of the preceding lemma consists in turning the first part of the broken line z 0 , z 1 , . . . , z n , z n+1 downwards or upwards. In fact, we can turn any part of this broken line in this way. By induction on n ∈ N we obtain the following: Ä ÑÑ 3.9º Let P be directed. Then P 1 does not contain a cell of type V (1, n) for n > 1. (Then evidently x is different from y 1 , . . . , y n and y n+1 is a minimal upper bound of {x, y 1 } in P 1 .) As to y 0 , x, y n+1 in P , the following cases can occur:
P r o o f. Let us assume by contradiction that y
First, assume that 1) holds, and let us apply Corollary 3.8 to y 0 , . . . , y n+1 . Evidently, (β) is impossible and (α) is in a contradiction with Theorem 2.3. Now, we can suppose, without loss of generality, that y 0 ≺ · · · ≺ y k y k+1 · · · y n+1 for some 0 < k < n + 1. But then we have a contradiction with Lemma 3.4. The case 2) can be excluded analogously. Now, let us suppose that the case 3) occurs and let us apply again Corollary 3.8 for y 0 , . . . , y n+1 . Evidently (α) and (β) are out of question. So we can suppose, without loss of generality, that y 0 ≺ · · · ≺ y k y k+1 · · · y n+1 for some 0 < k < n + 1. Taking u ∈ (y 0 ∨ y n+1 ) y k we have y 0 ≺ u y n+1 in view of semimodularity of P . Further, {y 0 , u} is preserved, {y n+1 , u} is reversed by Lemma 3.1. Now using Lemma 3.5 we obtain that a maximal chain between u and y k is preserved and another one is reversed. Since u = y k , because of n > 1, this means a contradiction. Finally, let us suppose that the case 4) occurs and y 0 ≺ y 1 ≺ · · · ≺ y k y k+1 · · · y n+1 . Taking v ∈ y 0 ∧ y n+1 , u ∈ (y 0 ∨ y n+1 ) y k and using Corollary 3.3, Lemma 3.1 and semimodularity of P we obtain a contradiction in the same way as in the preceding case.
Ì ÓÖ Ñ 3.10º Let P = (P, ≤) and P 1 = (P, ≤ 1 ) be discrete partially ordered sets and let P be semimodular and directed. If the identity map ι on P is an isomorphism of G(P ) onto G(P 1 ) satisfying conditions (a), (b) , then P 1 is also semimodular. P r o o f. By Theorem 2.2, it is sufficient to prove that P 1 does not contain any proper cell of type V (m, n). We will proceed by induction on m + n. P 1 does not contain any cell of type V (1, 2) , as it follows from Lemma 3.9. Now, let us suppose that k > 3 and P 1 does not contain any proper cell of type V (m, n) with m + n < k. We want to show that P 1 does not contain any cell of type V (m, n) with m + n = k.
Let us suppose by contradiction that P 1 contains a cell u
means the set of all minimal upper bounds of {x 1 , y 1 } in P 1 ). In view of Lemma 3.9 we can suppose that n > 1, m > 1. Then the following cases can occur in P :
We will apply Corollary 3. 8 to x 1 , . . . , x m , v and y 1 , . . . , y n , v, respectively. The corresponding possibilities will be referred to as (αx), (βx), (γx) and (αy), (βy), (γy), respectively. The next part of the proof will consist in combining these possibilities in each of the cases 1)-4). Case 1. The combinations (αx) with (αy), (βx) with (βy), (γx) with (βy) and (αx) with (γy) cannot occur because of Lemma 3.4. Combining (βx) with (αy) we obtain a contradiction with Theorem 2.3, while the combination (αx) with (βy) is evidently impossible. Let us analyse (γx) with (γy). We can suppose that 
, which is a contradiction with Theorem 2.3. Now, assume that (γx) and (αy) occur. We can suppose that
Take a 1 ∈ (u ∨ y 2 ) x j . Then y 1 , u, y 2 , a 1 is an elementary square in P with {u, a 1 } being preserved and {y 2 , a 1 } being reversed. Now x 1 = a 1 , because otherwise it would be x 1 = a 1 ≺ 1 y 2 , which is not the case. Thus taking a 2 ∈ (x 1 ∨ a 1 ) x j we have an elementary square u, x 1 , a 1 , a 2 in P , which is preserved. Using Lemma 3.5 and Theorem 2.3 we obtain
which is a cell in P 1 of type V (m − 1, n − 1), because a 2 1 x 1 , y 2 1 y 1 , so v ∈ a 2 ∨ 1 y 2 . By induction hypothesis, this cell cannot be proper. Thus, we get m = n = 2 and
Then we have an elementary square r, x 1 , v, x 2 in P with {r, x 1 } being reversed and {r, v} being preserved. Further, r = u, so that y 1 , u, r, x 1 is an elementary square in P , too, with {y 1 , r} being preserved. So we have y 1 ≺ 1 r ≺ 1 v, x 1 ≺ 1 r, a contradiction with v ∈ x 1 ∨ 1 y 1 . The remaining case ((βx) with (γy)) can be excluded dually to the last one.
Case 2. It cannot occur by symmetry. The case (1) is evidently impossible. As to (2), we can suppose that
Take t ∈ x 1 ∨ y l . Using Lemma 3.5 we obtain that there exists a maximal chain between x 1 and t which is preserved and simultaneously another one which is reversed. So x 1 = t. Analogously it is obtained y l = t. But then x 1 = y l , a contradiction. The case (3) can be excluded analogously as (2), taking t ∈ x 1 ∨ y 1 .
Supposing (4) we obtain at once a contradiction with Lemma 3.4. Let us consider the case (5): In view of Theorem 2.3, we have n = m. Take u ∈ (x 1 ∨ y 1 ) v . Then u, x 1 , y 1 , u is an elementary square in P , which is preserved. Now using Lemma 3.5, we obtain a maximal chain
The remaining case (6) can be excluded analogously as (2), if we take t ∈ x j ∨ y l supposing that
Case 4. We will also consider the possibilities (1)-(6) mentioned in case 3. Evidently (1) is impossible. Considering (2) and assuming that y 1 · · · y l ≺ y l+1 ≺ · · · ≺ y n ≺ v, we obtain a contradiction with Lemma 3.4 at once. As to (3), takingū ∈ (x 1 ∧ y 1 ) v and using Corollary 3.3 and Lemma 3.6, we obtain v 1ū 1 x 1 ,ū 1 y 1 , a contradiction with v ∈ x 1 ∨ 1 y 1 . Let us consider (4): Suppose y 1 ≺ y 2 ≺ · · · ≺ y l y l+1 · · · y n v. Taking u ∈ x 1 ∧ y 1 , u ∈ (x 1 ∨ y 1 ) y l and using Corollary 3.3, semimodularity of P and Lemma 3.1, we obtain a contradiction with Lemma 3.4. In the case (5), a contradiction can be obtained analogously. It remains to analyse (6) . Let us suppose that
Take t ∈ x j ∧ y l . Using Lemma 3.6 we obtain that there exists a maximal chain between t and x j and also between t and y l , both being reversed. Now, let t ∈ (x j ∨ y l ) v . Then there exists a maximal chain between x j andt and also between y l andt, which are reversed, by Lemma 3.5. Evidently x j <t, because if it were x j =t, we would have x j =t ≤ 1 y l , which is a contradiction, again. Taking into account that the maximal chain x j ≺ x j+1 ≺ · · · ≺ x m ≺ v is preserved, we obtain a contradiction to Lemma 3.4. The proof is complete.
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ÓÖÓÐÐ ÖÝ 3.11º Let P 1 = (P 1 , ≤ 1 ), P 2 = (P 2 , ≤ 2 ) be discrete partially ordered sets and let ϕ be an isomorphism of G(P 1 ) onto G(P 2 ) such that it does not break any elementary square of P 1 and preserves all c-subsets of P 1 of type S 7 . If P 1 is semimodular and directed, then P 2 is also semimodular.
A natural question is whether Theorem 3.10 loses validity omitting (a) or (b). The answer is affirmative. In [11] , there are given two finite bounded multilattices M 1 and M 2 defined on the same 13-element set M such that M 1 is modular while M 2 does not satisfy the condition dual to that in Definition 2. In order to see that the condition (b) of Theorem 3.10 is not superfluous, it is enough to take P = L × L, P 1 = L × L δ , where L is the lattice given in Figure 1 .
