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LDA 線形判別法 (Linear Discriminant Analysis)の略号






































































されており，強力かつ持続的に学習を促進させる [5, 6, 11, 12]．好奇心には拡散的
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である．
2.4 好奇心





























































































































ルである [27, 28]．類似した状況は 1つの状況としてまとめられ，その各状況に対

















































れている [35, 39, 40, 41]．これらは動物の行動から得られた知見 [42, 43, 44]と理
論的に組み上げた採餌戦略とが，どのくらい合致するかを確認することを目的と
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して行われている．また，生物の基本戦略である採餌行動の戦略を研究すること
で，より高度な意思決定戦略を生み出すことが期待されている．こうした研究の
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満腹度 f(0 · f · 1)は式 (3.1)によって更新される．
f(t) = f(t¡ 1) + qt¡ fcons ¡ fsearch (3.1)
餌が得られた場合は餌量 qtに応じて満腹度が増加し，移動や調査行動により満腹
度が減少する．fcons，fsearchは，それぞれ移動によるエネルギの消費量，調査行
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での (i; j)座標の期待値は餌場環境から得られた餌量 qt,餌質 qlを基に式 (3.2),(3.3)
を用いて更新される．このとき，¸は学習係数である．
hq^tij(t)i = (1¡ ¸) ¢ hq^tij(t¡ 1)i+ ¸ ¢ qt (3.2)












uij = ®(f) hq^liji+ (1¡ ®(f)) hq^tiji (3.4)
3.3. エージェントモデル 23
uijは (i; j)座標での各餌場の評価値を表す．また，®(f)は式 (3.5)で表わされる．















Step 0 : 満腹度 f，学習ユニットの推定値 hq^tiji,hq^lijiを初期化する．
Step 1 : 式 (3.4)により各餌場の餌量，餌質の期待推定値,満腹度 f より，各餌
場の評価値を算出する．次に式 (3.6)によって目標地点 (xSG(t); ySG(t))を決
定する．
Step 2 : 式 (3.7)によって目標地点に 1マス近づく．
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Step 3 : エージェントが目標地点に到達した場合は Step 4，それ以外の場合に
は Step 6へ．
Step 4 : エージェントは目標地点に対して調査行動を行う．設定された餌の獲
得率に応じて餌量 qt,餌質 qlを得る．
Step 5 : 式 (3.2),(3.3)によって hq^tiji,hq^lijiを更新する．
Step 6 : 式 (3.1)によって満腹度 f を更新する．
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cDij(t¡ 1) ¢ rDd if (i; j) = (xagent(t); yagent(t))






する．(i; j)座標の餌量，餌質の予測誤差を eqtij,eqlij と表すと，これらの値は式
(3.9),(3.10)によって算出される．
eqtij(t) = kqt(t)¡ hq^tij(t)i k (3.9)
eqlij(t) = kql(t)¡ hq^lij(t)i k (3.10)
eqt,eqlの時間変化を求めるために，誤差曲線の 2点間の差を用いる．このとき，2
点の値は式 (3.11)-(3.14),によって区間平均として求める．








28 第 3章 好奇心を備えたエージェントモデルの提案と餌場利用問題への応用
< eqtij(t+ 1¡ ¿) >= §
µ
k=0eqtij(t+ 1¡ ¿ ¡ k)
µ + 1
(3.13)
< eqlij(t+ 1¡ ¿) >= §
µ





Eqtij(t+ 1) =< eqtij(t+ 1) > ¡ < eqtij(t+ 1¡ ¿) > (3.15)
Eqlij(t+ 1) =< eqlij(t+ 1) > ¡ < eqlij(t+ 1¡ ¿) > (3.16)
Eij(t+ 1) =




(i; j)座標の特殊的好奇心 cSij(t+ 1)は式 (3.18)によって求められる．
cSij(t+ 1) = ¡Eij(t+ 1) (3.18)




















uij = ®(f) ¢ hq^liji+(1¡®(f)) ¢ hq^tiji +(1¡°) ¢¯D(f) ¢cDij+° ¢¯S(f) ¢cSij (3.19)




¯D = 4(f ¡ 0:5)2 (3.20)
¯S = f (3.21)
満腹度 f と ®,¯D,¯Sの関係を図 3.6に表した. また，°は式 (3.22)によって表わさ
れる重みである．
° = max(cSij) (3.22)
















モデルとの相違点は Step 1と Step 6に好奇心に関する項目が追加された事である．
Step 0 : 満腹度 f，学習ユニットの推定値 hq^tiji,hq^lijiを初期化する．
Step 1 : 式 (3.19)により各餌場の期待推定餌量 hq^tiji，期待推定餌質 hq^liji,拡
散的好奇心 cD，特殊的好奇心 cS，満腹度 f より，各餌場の評価値 uを算出
する．次に式 (3.6)によって目標地点 (xSG(t); ySG(t))を決定する．
Step 2 : 式 (3.7)によって目標地点に 1マス近づく．
3.4. 実験結果 31
Step 3 : エージェントが目標地点に到達した場合は Step 4，それ以外の場合に
は Step 6へ．
Step 4 : エージェントは目標地点に対して調査行動を行う．設定された餌の獲
得率に応じて餌量 qt,餌質 qlを得る．
Step 5 : 式 (3.2),(3.3)によって hq^tiji,hq^lijiを更新する．
Step 6 : 式 (3.8),(3.18)によって拡散的好奇心 cDと特殊的好奇心 cSを更新する．
Step 7 : 式 (3.1)によって満腹度 f を更新する．












事を 1エピソードとし，これを 1000エピソード行った．エージェントは Carnov
モデル+²-グリーディ方策，特殊的好奇心のみのモデル (式 (3.19)の第 3 項を外し
































図 3.9: 実験 1で用いた環境.(a)環境A,(b)環境B.
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¸ = 0:2,　 fcons = 0:007,　 fsearch = 0:007,
rDd = 0:5, rDi = 0:99,　 µ = 40, ¿ = 25, fの初期値:0.8,　初期座標 (x; y) = (5; 5).
実験１







実験 2は 500試行ごとに 10の餌場をランダムに配置し環境を変化させる．10の餌
場のうち 7は餌量の高い餌場 (qt = 0:5,　 ql = 0:01,　 p = 0:5)であり，3は餌質













































































なるので，Liner Discriminat Analysis(LDA)[17, 50, 51]を逐次学習型に改良した
Incremental LDA(ILDA)[36]を用いた．ILDAは識別する対象が動的な場合であっ



















学習データX = fxmg; (m = 1; :::; N)が得られた時, nc は学習データの総数
N =
PM
c=1 ncのうち，クラス cに属するデータの数を表す．また，¹xcはクラス cの




















nc(¹xc ¡ ¹x)(¹xc ¡ ¹x)T ; (4.3)
線形変換行列U は次式の固有値問題を解くことで求められる．
DU=U¤ (4.4)





まりに対して逐次学習することを可能とした Incremental LDA (ILDA)を提案し
た [36]．
新しく得られたサンプルのかたまりを Y = y1; :::;yLと表す．この時Lは 1つの
かたまりに含まれるサンプル数を表し，正の値をとる．更新される固有ベクトル
空間は­0 = (Sw0;Sb0; ¹x0; N + L)となる．
Y の内，クラス cに属するサンプル数を lcとすると，n0c = nc+lc,N+L = §Mc=1n0c =
§Mc=1(nc+ lc),¹x































式 (4.8)のDc;Ecはクラス cの平均ベクトル ¹x回りの新しく獲得したサンプル y
の分散行列である．









(ycj ¡ ¹yc)(ycj ¡ ¹yc)T (4.11)









n0c(¹xc ¡ ¹x0)(¹xc ¡ ¹x0)T (4.12)
42 第 4章 好奇心駆動型 LDA学習法の提案と識別問題への応用
Y を加えた後のクラス cのサンプル数 n0cは，c = M + 1の場合，n0c = lM+1，そ


















M 個の ILDAユニット Fcn; (n = 1; :::;M)が存在するとき，n番目の ILDAユ
ニットが持つ t時刻での LDAの効果は次式で表わされる．
en(t) = Adn(t)¡ Aon(t) (4.14)
このとき，Adn(¢)はLDA判別空間での識別率，Aon(¢)は元のサンプル空間での識
別率である．識別方法にはどのような手法を用いても良い．この実験では Leave-







4.2. 好奇心駆動型 LDA学習法 43
< en(t¡ ¿) >= §
µ




識別率の差E(t)が t時刻での n番目の ILDAユニットが持つ好奇心である．

















以下に示す処理手順の中で Step 1が領域分割段階，Step 2が拡散的好奇心学習段
階，Step 3-5が特殊的好奇心学習段階，Step 6が判別空間の統合段階である．領域







Step 0 : ユニット数 M ; データセット X; 学習終了条件となるパラメータ »を決
定する.




次にM 個の ILDAユニット (Fc1;Fc2; :::;FcM)を各領域 (S1; S2; :::; SM)に配
置する．従って，それぞれの領域Snには ILDAユニットFcnが配置され，Sn
内で判別空間を獲得する．














Step 4 : 勝者ユニット Fcaは以下の手順に従ってサンプルを獲得し，好奇心を
更新する．
(d) 勝者ユニットの配置された領域 Saから新しいサンプルを獲得する.
(e) 判別空間を更新する, ­a(t)! ­a(t+ 1).
(f) 式 (4.17)によって好奇心を更新する, Ea(t)! Ea(t+ 1)
Step 5 : (8n;En(t) < »)の条件式を満たす場合は Step 6へ進む．それ以外の場
合は Step 3へ戻り競合学習を繰り返す．
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Agent Allocation
Selection of Active Agent
Acquiring Instance 







Initialization of LDA knowledge
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とき，提案モデルのパラメータはそれぞれ µ = 3,¿ = 2,» = 0:003とした．
実験 2
実験 1で得られた結果を基に，提案モデルのサンプル選択手法と従来のサンプル選
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表 4.1: UCI datasets.
name input dim. class num. data num.
Iris 4 3 150
Liver-disorder 6 2 345
Vehicle 18 4 846
Glass 10 7 214
Wine 13 3 178
Sonar 60 2 208
Balance 4 3 625
Heart 13 5 297
表 4.2: UCIデータセットを用いた実験結果：提案モデルと LDAとの比較.
Proposed Method Batch LDA
Datasets No. Units No. Smaples(rate[%]) Acc.[%] No. Samples Acc.[%] Di®.[%]
Iris 5 46 (30.7) 98.0 150 98.0 §0.0
Liver-disorder 10 212 (61.4) 65.2 345 62.6 +2.6
Vehicle 20 247 (29.2) 77.0 846 75.4 +1.6
Glass 3 114 (53.3) 71.0 214 67.7 +3.3
Wine 10 109 (61.2) 97.9 178 96.6 +1.3
Sonar 20 146 (70.1) 84.1 208 81.0 +2.7
Balance 10 168 (26.9) 96.5 625 93.9 +2.6











Datasets No. Samples Proposed Method Random Select MLV Method
Iris 46 98.0 96.2 96.4
Liver-disorder 212 65.2 61.9 62.6
Vehicle 247 77.0 74.6 72.8
Glass 114 71.0 63.2 67.0
Wine 109 97.9 96.4 97.0
Sonar 146 84.1 81.0 82.2
Balance 168 96.5 81.1 87.2
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実験結果
実験 1の結果を表 4.2に示す．`No. Samples(rate)'は学習終了時に取得したデー



















実験 2の結果を表 4.3に示す．実験 1の結果 (表 4.2)に示される提案手法の取得
サンプル数と同等数を，ランダム選択，MLV法により選択し，そのときの認識精
4.4. 顔画像認識実験と提案モデルの性能検証 51
表 4.4: MPEG-7 face datasets.
name input dim. class num. data num.
pose 2576 102 510
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領域分割数に対する提案モデルの性能検証
表 4.4の `pose'のデータセットに対して提案モデルを適用した．このとき，領域
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30 units : cooperative
10 units : cooperative
  5 units : cooperative
  1 unit  : independent
(a)






































図 4.6: 提案モデルのユニット数を変化させた時の取得サンプル数と識別精度の (a)
平均と (b)分散の関係.
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図 4.7: 領域分割数の異なるボロノイ領域. (a)分割数 20, (b)分割数 100.
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図 4.8: 冗長度を変化させた時の会員認証実験結果. (a)会員数を変化させた場合
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M 個の ILDAユニットをサンプル空間に配置し，好奇心駆動型マルチ ILDAシ
ステムによって学習を行う場合，学習終了時にはM 個の ILDAユニットはそれぞ








判別空間­とクラスラベルの集合 fcg が与えられているとすると, N , ¹x, Swは
それぞれ，N =
P







空間­は (f§cgjc2fcg;Sb; f¹xcgjc2fcg; fncgjc2fcg; fcg)と表現される．§cはクラス c
のクラス内分散である.
次に，2つの判別空間について考えてみる．サンプル集合Xについての判別空間を
­p = (f§pcgjc2fcpg;Sbp; f¹xpcgjc2fcpg; fnpcgjc2fcpg; fcpg)，サンプル集合 Y について
の判別空間を­q = (f§qcgjc2fcqg;Sbq; f¹xqcgjc2fcqg; fnqcgjc2fcqg; fcqg)と表すことに
する. このとき，LDA判別空間の統合とは，­pと­qのみを用いて，サンプル集合
Z = [X [Y ]についての判別空間­r = (f§rcgjc2fcrg;Sbr; f¹xrcgjc2fcrg; fnrcgjc2fcrg;
fcrg)を求めることを意味する．
76 付録B LDA判別空間統合手法
fcrgは fcpgと fcqgとを統合すればよい．このとき，式 (B-2)に示すように重複
するクラスラベルが存在するならば取り除く必要がある．





npc if cr 2 fcpg and cr 3 fcqg
nqc elseif cr 3 fcpg and cr 2 fcqg
npc + nqc otherwise cr 2 fcpg and cr 2 fcqg:
(B-3)




¹xpc if cr 2 fcpg and cr 3 fcqg
¹xqc elseif cr 3 fcpg and cr 2 fcqg
np¹xpc+nqc¹xqc
npc+nqc
otherwise cr 2 fcpg and cr 2 fcqg
(B-4)











nrc(¹xrc ¡ ¹x)(¹xrc ¡ ¹x)T (B-6)




§pc if cr 2 fcpgand cr 3 fcqg




(¹xpc ¡ ¹xqc)(¹xpc ¡ ¹xqc)T otherwise cr 2 fcpgand cr 2 fcqg
(B-7)
M 個の ILDAユニットを配置し，これらを統合する場合には，ここまでに述べ
た 2つの判別空間の統合をM ¡ 1回繰り返せばよい．
