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あらまし 本研究は，信頼性や生産性に課題の多いソフトウェア開発の分野において，科学的根拠に基づく
開発手法である実証的ソフトウェア工学 (Empirical Software Engineering) の確立を目指す EASE (Empirical
Approach to Software Engineering) プロジェクトの一環として行われたものである．本論文では，より実践的
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開発にも適用することができる [2]．プロセス改善の


































(Empirical Software Engineering) の確立を目指すも
のである [10]．
表 1 文書中心のプロジェクト管理の問題点
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図 1 プロセス改善のための基本フェーズ









































































況を可視化する Augur [17] や ROSE [18] 等がある．
これら以外にも，構成管理や障害管理システムに蓄積
された履歴データを分析する研究が近年盛んに行われ












3. Empirical Project Monitor
本章では，2.2 の設計指針に従って実装を行った






















図 2 Empirical Project Monitor の概要









































の各サブシステムの説明を示す．EPM は Red Hat
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図 3 EPM のアーキテクチャ
Fig. 3 The architecture of EPM.
表 4 カスタマイズ機能
Table 4 Customization of EPM.
機能 カスタマイズ内容
環境設定 環境変数 EPM のインストール場所及びデータ保存場所の指定が可能．環境変数は Tomcat の引数経由
でサーブレットからも参照
環境設定ファイル プロジェクトごとの開発環境，履歴データ位置，出力位置を XML 形式で記述指定可能




























ジェクト [9]）における EPM 開発を例として利用し，
EPMが可視化する 5種類の標準分析結果を説明する．
表 3 EPM のサブシステム









































































Fig. 5 Check-in and checkout.
図 6 メール投稿数の推移と障害発生・解決時期との関連
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図 7 チェックインと障害件数との関係
Fig. 7 Check-in and bugs.
図 8 累積・未解決障害件数と平均障害滞留時間との関連

























Fig. 9 Comparison of LOC.
図 10 多数の OSS プロジェクトの散布図


















（注3）：SourceForge.net の active project list の上位 300 プロジェ

































表 6 EPM 開発プロジェクトの概要と評価環境





開発者数 企業派遣の開発者 4 名（それぞれは異な
る企業に所属）
分析対象システム CVS，Mailman，GNATS
EPM 導入期間 EPM試作版完成後から約 3 カ月（2003
年 11 月中旬から 2004 年 1 月）
評価に利用した計算機環境
EPM 導入 PC CPU Pentium4 2.53GHz，Memory
1GByte，HDD 200GByte
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表 7 EPM 適用の有用性評価









Table 8 Result of real-time performance.
Translator によるデータフォーマット変換 約 3 秒
Importer によるデータベースへのデータ格納 約 74 秒




















































































































図 11 CVS の運用方法の変更





























ごとの作業の状況把握（図 11 のグラフ右 3分の 1部
分）や日々の作業の把握が可能になった．
（注4）：2004 年 1 月中旬以降，CVS の運用方法を変更．
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