In this work, we propose a method that combines unsupervised deep learning predictions for optical flow and monocular disparity with a model based optimization procedure for camera pose. Given the flow and disparity predictions from the network, we apply a RANSAC outlier rejection scheme to find an inlier set of flows and disparities, which we use to solve for the camera pose in a least squares fashion. We show that this pipeline is fully differentiable, allowing us to combine the pose with the network outputs as an additional unsupervised training loss to further refine the predicted flows and disparities. This method not only allows us to directly regress pose from the network outputs, but also automatically segments away pixels that do not fit the rigid scene assumptions that many unsupervised structure from motion methods apply, such as on independently moving objects. We evaluate our method on the KITTI dataset, and demonstrate state of the art results, even in the presence of challenging independently moving objects.
Introduction
The advent of unsupervised methods for neural networks has resulted in the rapid growth of works that train networks that predict the camera pose and depth of a scene, such as [29] , without any labeled training data. By utilizing the ability of neural networks to learn a prior for the scale of a scene, these networks are able to predict accurate 6-dof poses and depths without the scale ambiguity problem that optimization based structure from motion methods face for monocular inputs, and without the need for explicit feature extraction. However, these methods abstract away the function between the image and the pose within the network weights, and so cannot provide any guarantees on robustness or safety. Furthermore, outliers such as independently moving objects remain a challenging problem, as incorporating outlier rejection schemes into the pose when it is di- * These authors contributed equally to this work. rectly regressed from the network has proven difficult.
Most state-of-the-art learning frameworks for pose estimation have a network structure which estimates 6-dof pose from 2D images using convolutions. It is well established that CNN's are exceptionally strong when operating on spatially structured data such as 2D images, and we have seen highly successful examples in problems such as depth [9] and flow [19] prediction, where network based methods are now state of the art. However, whether a network with these architectures can extract 3D translations and rotations from the 2D image plane is not obvious, and learning based methods for camera pose have yet to beat traditional methods.
On the other hand, geometric optimization methods have seen immense success in this field with feature correspondences and outlier rejection using epipolar constraints [1] . Given accurate correspondences between images and depths, optimization methods such as Random Sample Concensus (RANSAC) [5] are able to recover extremely robust and accurate estimates of the camera pose and the surrounding scene. Direct visual odometry methods, for example, directly optimize on the photometric errors generated by warping each pixel by the estimated pose and depth. These methods have extremely high accuracy, and can make use of full amount of information from the image.
In this work, we decompose the classical direct visual odometry pipeline and introduce a learning-based front end. We combine the best of both worlds by leveraging the learning ability of neural networks to predict optical flow correspondences and disparities from a set of images, and applying a robust optimization backend using RANSAC to estimate pose from the network outputs.
By applying RANSAC for pose estimation, we are able to apply outlier rejection at a pixel level to extract only the set of predicted flow and disparity values that best fit the camera pose model. In particular, most SFM methods assume a static scene, and so are easily corrupted by independently moving objects. There have been a number of works that try to filter out these objects, for example by directly predicting a mask for the valid pixels in the scene Figure 1 . The pipeline given three images as inputs. Only forward and backward images are used as inputs, but a third image from the stereo is used for the disparity network and end-to-end training with RANSAC. from the network [29, 20] , or by detecting mismatches between the predicted optical flow and the disparity and pose [18, 26] . Our method does this through a principled geometric matching, without the need to separately learn these objects.
Our contributions can be summarized as:
• A novel end-to-end unsupervised structure from motion pipeline which uses two fully convolutional networks to predict optical flow and disparity from a pair of images, and a RANSAC outlier rejection scheme to robustly estimate camera pose.
• A novel set of photometric losses that uses the camera pose to estimate disparity from flow and vice versa, allowing for additional supervision of each modality from another image.
• Evaluation on the KITTI datasets, where we show robustness to independently moving objects, with ablations demonstrating the improvements of our RANSAC method.
Related Work
There have been a number of recent methods that leverage the principles of photoconsistency and image warping [11] to perform unsupervised learning of image motion. Garg et al. [6] and Godard et al. [9] showed that metric depth can be learned from a monocular camera by warping stereo images onto one another. Similarly, Yu et al. [12] and Meister et al. [15] use a similar transformation to learn optical flow from a pair of images. Zhou et al. [29] also showed that 3D camera motion can also be learned from this regime, by jointly predicting the egomotion of the camera, the depth of the scene, and combining the two to warp each pixel in the image. Since then, a number of methods have improved upon this scheme. Zhan et al [27] add a feature reconstruction loss to resolve ambiguities seen with a photometric loss, such as in textureless regions. Li et al. [13] use the egomotion to align the point clouds associated with the predicted depths, while Wang et al. [22] introduce a recurrent neural network to replace the feed-forward CNN.
However, these methods rely on a rigid scene assumption, and so are corrupted by independently moving objects in the scene. A number of works have tried to remove these objects from the loss function, including the works by Zhou et al. [29] and Vijayanarasimhan et al. [20] , which predict masks to remove invalid pixels. Moreover, the works by Ranjan et al. [18] , Luo et al. [14] and Yang et al. [26] use the mismatches between egomotion and depth and optical flow predictions to generate these masks.
In a similar vein to our work, Wang et al. [21] train a depth network by applying direct visual odometry optimization using the predicted depths to minimize the image reprojection error, and Yang et al. [24] incorporate a separately trained depth network into the Direct Sparse Odometry [3] framework, providing a monocular odometry pipeline that is able to estimate metric trajectories comparable to a stereo setup.
Our work, on the other hand, uses an interpretable geometric, model-based backend to jointly detect outliers and regress pose, while leveraging the strength of the network in 2D to predict both correspondences and depths. nation of photometric, smoothness and geometric losses, which we describe in Sec. 3.1-3.5. At training time, we sample four images randomly from the dataset, consisting of two stereo pairs from times t 0 and t 1 . We then pass these images into both networks to predict a forward, F t0→t1 ( x), and backward, F t1→t0 ( x), flow for each image in the stereo pairs, and a disparity for each image, D( x), resulting in four flow and disparity predictions respectively for every two stereo image pairs. The inner circle on Fig. 2 illustrates the 4-way loss pattern we adopted to maximize the usage of training data within a pair.
As both flow and disparity can both be modeled by a general image warping function that warps a pixel, x, to another location: W ( x i ) → x j , we will describe our loss functions in terms of this general warping, which can then be substituted by either optical flow or disparity.
We use RANSAC, Sec. 3.6, for relative pose estimation and outlier rejection, taking the flow and disparity from the networks as inputs. Then, we calculate the flow from pose and disparity, and the disparity from pose and flow. The refinement losses, Sec. 3.7, from the calculated flow and disparity implicitly enforces the epipolar constraint between the flow and disparity outputs from the networks, making three images visible when calculating the gradient. This pipeline is depicted in Fig. 1 , and the additional losses are illustrated as the outer circle on Fig. 2 . As the inlier mask from RANSAC removes any points that do not fit the rigid motion model, any moving objects are also automatically segmented. As a result, we only back-propagate through the set of inliers, and the whole pipeline is trainable end-toend.
Appearance Loss
Given a pair of images, I i , I j , and a warping between them, W i→j , we apply a photoconsistency assumption, which assumes that the correct warp should warp pixels from I i to pixels at I j with the same intensity. We therefore apply the following photometric loss to enforce the constraint:
where ρ(x) is the robust Charbonnier loss function. We combine this photometric loss with a structural similarity (SSIM) loss [23] to form our appearance loss:
Geometric Consistency
Several works, such as [9, 15] , have proposed additional losses to constrain geometric consistency between the forward and backward (or left and right) estimates of a warp. That is, the backward warp, warped to the previous image, should be equivalent to the negative of the forward warp. We apply this constraint to both the disparity and flow:
Smoothness Regularization
We further apply a constraint for the warp to be locally smooth. This is applied with an edge aware smoothness loss, which weighs the loss lower at pixels with high image gradient:
Motion Occlusion Estimation
For a given warp function, there may be pixels that are warped out of the image. Applying a photometric or geometric consistency loss at these pixels would introduce errors into the model, as we cannot sample from points from outside the image. To resolve this issue, we generate a mask, M Wi→( x) occ , which is 0 for pixels that are warped out of the image, and 1 otherwise, and is used for the photometric and geometric consistency losses.
Total Loss
For a single warp, W i→j ( x), the total loss is:
The final loss, then, is the sum of L total for each of the flow and disparity predictions:
3.6. RANSAC Outlier Rejection
Given the flow and disparity predictions, F , D, we can use the Random Sample Consensus (RANSAC) algorithm [5] to estimate the best set of inliers to be used to estimate the pose of the cameras. RANSAC is a robust inlier selection scheme that allows us to filter out outliers such as independently moving objects from the optimization to estimate pose. The motion field equation that constrains pose, depth and optical flow is:
where x and y represent the coordinates in the normalized camera frame of the corresponding pixel, v and ω are the linear and angular velocity of the camera in the camera frame, Z( x) is the depth in the camera frame, and a v and a ω are the 2-dimensional vectors corresponding to linear and angular velocity terms. f is the focal length of the camera and b is the baseline between the cameras. Note that, in this work, we estimate displacements rather than velocity, although we will keep the same notation for brevity. i.e. v × t and ω × t instead of v and ω.
Using F ( x) and D( x) from the network, this is a least squares problem for v and ω. We perform 3-point RANSAC by randomly sampling 3 points from F ( x) and D( x), and solving for v and ω. The solution is then used to find the set of inlier points that best fit the estimated model. The threshold for inliers is set to be the absolute difference between the network and RANSAC flow estimates, in terms of pixels. Because the motion field equation above assumes a static scene, the computed inlier mask will automatically filter out independently moving (non-static) objects.
After performing RANSAC, we have an estimate of the camera velocity, computed from the inlier set of points. While the function to compute the inlier set is non differentiable, we can treat the inliers as a mask, and backpropagate through the computed velocity to the inliers from the flow and depth predictions from the network. 
Refinement Loss
Using the pose estimate from RANSAC and the motion field equation in (8), we can estimate the optical flow from the disparities and pose using the forwards equation, as in Zhou et al. [29] , but also the disparities using the flow and pose using the backwards equation derived from (8) . To estimate disparity from flow and pose, we would like to find the disparities,D( x), that minimize L( x):
This is equivalent to finding the scale between the vector v 1 and the projection of v 2 onto v 1 :
Using these estimated flows and disparities, we can then compute the appearance loss, (1), for the other image sequence. That is, we can use the disparities estimated from flow to compute the appearance loss on the stereo pair, and the flow estimates from disparity on the temporal pair. These losses allow each network to learn from an additional pair of images. An example of these estimates can be found in Fig. 3 
Network Architecture
One disadvantage of our method is that it requires dense per-pixel optical flow and disparity predictions from two networks in order to estimate pose, as compared to other networks that directly regress pose using a, potentially smaller, CNN. In order to compensate for this, we use a much smaller pair of networks in our pipeline than the standard works, such as [9, 15] . Our network is based on the Flownet-S architecture [4] , but with a significantly smaller model. In summary, we remove the final three convolution layers from the encoder and the first two convolution - layers from the decoder, and halve the number of output channels at each layer. In our experiments, our network reduces an input image with resolution 128x448 to activations with resolution 8x28 and 256 channels at the bottleneck. In Tab. 2, we compare the number of parame-ters in our network with several methods, including Monodepth [9] , SFM-Learner [29] , FlowNet [5] , as well as the Resnet50 [ 
Experiments
We evaluate our structure on the KITTI Dataset [7] and make comparison to other state-of-the-art networks for depth, flow and pose estimation. In our ablation studies, we quantitatively compare the models before and after training with the proposed refinement loss terms in Sec. 3.7, and show that the refinement significantly improves the accuracy of the final pose estimates. We also show qualitative examples where the outlier mask is able to correctly segment independently moving objects as outliers.
Evaluation Details
For testing, we trained our final model on KITTI Odometry sequences 00 to 08 to observe the same splits used in other similar methods such as [29] . We trained the flow and depth networks for 15 epochs and started the refinement process on the full pipeline with RANSAC for another 15 epochs. We evaluate the final model's pose performance on the full training set of KITTI Odometry, depth on the KITTI Stereo 2015 Dataset and also the KITTI Raw with splits defined by Eigen et al. [2] , and flow on KITTI Flow 2015. Note that in all comparisons our model is only trained on KITTI Odometry.
Depth Prediction
We evaluate our depth network prediction based on the metrics used in Eigen et al. [2] . We test on the same set of images according to the test split specified by [2] , however our model is not trained on the training split but a split based on the KITTI Odometry Dataset. The Eigen split test set has around 670 images in total selected from KITTI Raw sequences. In addition, we also test our model on the Stereo 2015 set using the same metrics. We report both results and comparison to other methods evaluated according to Eigen splits and report the values as in Table 3 . Note that Un-DeepVO [13] results are from the model trained only from the KITTI Odometry Dataset and Luo et al. [14] is trained on their full stereo model. We can see that our stereo model performs well in general comparing to other state-of-the-art methods despite its size.
Flow Prediction
Our optical flow evaluation is performed on KITTI Flow 2015 training dataset. We have the ground truth from 200 images in the training set and we calculate the average Endpoint Error (EPE) as an error metric. We then calculate the percentage of outliers on the non-occluded(noc) area and occluded(occ) areas defined by KITTI Dataset [7] . We compare to the state-of-the-art pose network by Luo et al. [14] which incorporates both flow and depth networks into the pipeline. We see that our flow estimate is much worse than theirs. However, this is typically due to outliers where our network fails due to its small size, and are masked out by the RANSAC.
Pose Estimates
We compare our pose estimates results against ground truth on KITTI. DVSO [25] performs much better than us because they use a keyframe based windowed optimization structure and preserves the VIO framework, while our method is only doing pairwise image SFM and concatenate the results which produces large drift. The SfM-Learner [28] , UnDeepVO [13] , Zhan et al. [27] are methods with CNN pose network structure and they do not use flow, and we showed that our structure performs much better than theirs. Luo et al. [14] has a joint depth and flow networks like ours, and they produce a segmentation mask which functions similarly to RANSAC inlier mask and boosts their network performance. However our model is much smaller in size compared to theirs.
Ablation Studies
In this section we perform an ablation study of our model with and without the proposed fine-tuning, trained on the complete City, Residential, and Road sections of the KITTI Raw dataset [7] . For evaluation, we evaluate on the KITTI Odometry [8] and Stereo/Flow datasets [17, 16] . We first train the flow and disparity networks for 30 epochs until the training losses stabilize, before adding the proposed RANSAC optimization on top of the graph. We use the estimated pose to fine tune the network and train for another 20 epochs. We show that the fine-tuning process has a significant improvement on the odometry estimates, and small improvements in disparity and flow predictions. Table 1 shows the odometry results of our pipeline with the network models trained before and after refinement on the KITTI Odometry training set. There are 11 training sets in KITTI Odometry with ground truth 6dof pose in total, and we evaluate the RMSE in translation and rotation, following [8] . The refinement process improves the disparity and flow outputs of the networks and clearly improves the odometry estimates of the pipeline by a large margin. Fig. 4 shows the trajectories generated by the two models against ground truth on 6 of the 11 sequences. Note that sequence 01 has a much higher translation error than the other datasets. This is because this is the only sequence on a highway in a very open space without many other structures, as can be seen in Fig. 5 . An example of a failure case from sequence 01. From left to right the images concatenated are flow, inlier mask and disparity respectively. The network consistently underestimates the flow over the textureless road section, causing the RANSAC to select a large part of the sky in the inlier set, and produce an underestimate of the translation.
KITTI Odometry Benchmark

Depth and Flow Prediction
We evaluate the effect of refinement on our disparity network through the accuracy of depth prediction on the metrics used in [2] . The results between the two models can be found in Tab. 3, where it can be observed that there is very little difference before and after the refinement. Note that, for the refinement comparison, our models are trained on KITTI Raw Dataset instead of the split specified by Eigen et al. [2] . We provide two results evaluated on KITTI Stereo Our flow results after the refinement is slightly worse than the original in terms of EPE and slightly better in the percentage of error pixels. We observed that the refinement improved the flow predictions within the inlier region, but did not improve pixels considered outliers, resulting in slightly worse results for those pixels.
Independently Moving Objects
Our RANSAC procedure automatically segments independently moving objects in the image. We show some examples of this segmentation in Fig. 6 . As the outlier rejection is purely geometric, it does not rely on the network to learn that these objects have independent motion. In addition, the outlier masks show that RANSAC also segments parts of the scene where the network tends to struggle, such as strong shadows (second row), the sky (fifth row), thin structures (sixth row) and vegetation (seventh row). 
Discussion
From our experiments, we can see that our pose prediction results are competitive with most state of the art methods. Overall, DVSO clearly beats the other methods, but relies on a joint optimization scheme that allows for optimization over multiple long term keyframes. On the other hand, our method's pose predictions are generated by concatenating pose estimates between each pair of frames in each sequence, and so could see significant improvement with a similar optimization scheme. Amongst the other methods, we outperform the monocular only SFMLearner and the work by Zhan et al., are quite close to UnDeepVO, but do not achieve the same accuracy as Luo et al. However, this work takes as input images of size 256x832, and so receive a significantly larger amount of information to process.
In our ablations, we saw that our pose results improve significantly given the additional refinement, but we did not see a similar improvement in the flow and depth errors. To resolve these two conflicting sets of results, we additionally computed the flow and depth error metrics only over points considered inliers by RANSAC, which we show in Tables 5 and 6 . From these results, we can see that our inlier flow errors improve significantly after refinement, with a more modest improvement in the depth errors. This follows from the formulation of our loss, as it only allows for backpropagation through the inlier points. However, while the errors over these inlier points have improved, the outlier points experienced worse errors, resulting in a lower than expected improvement in global errors. This is not an issue when the goal is pose estimation, and only the inliers are used to estimate pose, but in the future, we plan to explore better ways to combine these losses to improve the global errors further.
Conclusion
In this work, we demonstrate a novel unsupervised egomotion pipeline that combines unsupervised learning with geometric optimization. We show that our method is able to compete with state of the art methods which directly predict pose from a network, while providing extra guarantees about robustness and automatically detecting independently moving objects. We also show that this pipeline is able to achieve state of the art accuracy with a significantly reduced model, and hope that it can spur future work in bringing robustness and safety to learning for egomotion.
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