Various methodologies using a wide range of measurement systems have been employed previously in order to determine the amount of UV that could be incident upon various aquatic organisms in a number of different aquatic locales. Broadband meters and spectroradiometers have been employed extensively to take underwater measurements. However, these measurement campaigns are limited by the fact that radiometric equipment requires a human controller, constant power supply and regular calibrations and corrections in order to function properly. Dosimetric measurements have also been made underwater using two distinct types of dosimeter.
developing a calibration methodology required for accurate underwater long -term UVB measurements in the field using the PPO film dosimeter.
INTRODUCTION
The sizeable reduction in the protective ozone layer over recent decades has coincided with an increase in the amount of biologically damaging solar ultraviolet radiation (UV BE ) reaching the Earth's surface. Not only does this intensification of the UV BE affect terrestrial life forms, but it also has a negative influence upon a wide and varied number of organisms inhabiting marine environments such as rivers and dams.
Coupled with the enhanced evaporative effect of global warming, these organisms living underwater have even less protection against the UV BE than was once present.
Several studies have analysed the behaviour of the solar UV underwater with varying degrees of success. One recent notable investigation was made by Frost et al. [1] where spectral data was obtained over a range of different depths in order to calculate attenuation factor values in the UV waveband for a variety of different streams each with their own particular dissolved organic matter (DOM) levels. Some other notable similar investigations detailing underwater solar UV spectral irradiance and its relationship with DOM and other marine constituents have been published by:
Bracchini et al. [2] in shallow lake water; Conde, Aubriot & Sommaruga [3] in lagoon waters within the Southern Atlantic Ocean; Crump et al. [4] in shallow pond water; Vincent et al. [5] in Antarctic ice covered lakes; and Sommaruga & Psenner [6] in a high altitude mountain lake in Austria. Most recently, Belmont et al. [7] analysed diffuse attenuation factors for river water in both the laboratory and field environments using radiometric instrumentation set to multiple wavelength channels.
All of these measurement campaigns have been limited by the fact that the spectroradiometric equipment used required a constant power supply, a human controller and regular calibrations in order to operate correctly. Also, due to the high cost of spectroradiometric equipment, usually only one spectroradiometer can be employed during a series of measurements. This greatly reduces the amount of measurement data available for analysis and also does not allow for precise same-time comparisons to be made with the data, for example comparisons between measurements made at different angles and at different depths.
These problems can be alleviated with the use of a high exposure UV dosimeter applicable underwater, as many dosimeters can be deployed at different angles and depths at the same time at a cost far less than that of a conventional spectroradiometer. Also, no human operator is required apart from their initial calibration, setting-up and collection and they require no external power source to operate.
However, despite their usefulness, it is important to note that dosimetric measurements are not a complete replacement for spectroradiometric measurements in the underwater environment. Spectroradiometers and radiometers are still necessary to record short term changes in underwater UV irradiance levels, such as those brought on by rapidly evolving systems, such as cloud coverage. Dosimetric measurements have been made underwater using two distinct types of dosimeter. The first type based on a synthetic chemical, such as the commonly used polysulphone, and the second type based on a biological composition, such as a particular DNA sample. One example of this DNA dosimeter technique is seen in Regan et al. [8] . Out of these two dosimetric techniques, the biological dosimeters (most often those based on DNA) have been the most commonly used in marine applications.
Boelen et al. [9] has delivered one of the most extensive underwater biological dosimeter investigations to date. Using DNA dosimeters fabricated out of calf thymus DNA, the authors developed distributions of DNA damaging UV irradiance as a function of depth with good accuracy when compared against spectroradiometeric measurements. Other notable examinations have been carried out by Koussoulaki et al. [10] using Euglena gracilis cultures and Li et al. [11] by calibrating tobacco cells against UVB related DNA damaging effects. These studies have all shown good results, however the time and skill necessary to make biologically active dosimeters appear to outweigh their usefulness.
Only three chemical dosimeter types have been deployed in the underwater environment. The first and most commonly used is polysulphone. Dunne [12] evaluated UVB radiation with polysulphone dosimeters in a variety of different types of seawater at tropical latitudes. The author found that polysulphone had a practical depth range of between 2.2 and 7.0 m, dependent upon seawater turbidity with a 5% error margin. However, exposures of between 1.5 to 40.0 kJ m -2 could only be measured. Polysulphone was also successfully employed by Frost et al. [13] 
MATERIALS AND METHODS

Dosimeter Description and Measurement Technique
For this investigation, the UV responsive polymer film PPO dosimeter was tested and calibrated in outdoor aquatic environments long -term. In this work, a long -term exposure is defined as an exposure received in an outdoor aquatic environment at a subtropical site over a one week time interval at any time of the year. Shimadzu Co., Kyoto, Japan) at 320 nm, which is a wavelength where a measurably significant change in optical absorbance is known to occur [15] . The error threshold for optical absorbance measurements in the spectrophotometer has been quoted as ± 0.002 by the manufacturer. After each UV exposure, the change in optical absorbance at 320 nm (ΔA 320 ) for each PPO dosimeter used in a measurement campaign is measured to provide a data point, where ΔA 320 is calculated with the following equation:
where is the final optical absorbance measurement taken at the wavelength of the maximum change in optical absorbance at 320 nm as described by Schouten et. al.
[15] after exposure to the sun and is the initial absorbance measurement taken at the same wavelength of 320 nm before exposure to the sun. After every underwater exposure and before measurement in the spectrophotometer, any residues or particulates remaining on the PPO film surface were removed with a distilled water jet and then left to dry in a dark box.
To better improve the accuracy of the measurements, the ΔA 320 value is measured over four positions across the film surface with the mean of these values used to calculate the UV exposure by means of interpolation from a dose -response calibration.
Dose Response Calibrations
The PPO dosimeter was calibrated on the horizontal plane to solar UV over the time period of approximately 25 hours sunlight spanning 5 to 7 days outdoors to solar UV for the UVB waveband running from 300 nm to 320 nm in four different water types. Figure 1 shows the respective UV transmission and absorption distributions from 300 nm to 320 nm for each water type, measured using a spectrophotometer (model 1601, Shimadzu Co., Kyoto, Japan). According to the work of Lester et al.
[ 16] , the response of the PPO dosimeter is not influenced in any way by fluctuations in local temperature. Therefore, changes in temperature over the different calibration sessions would not have had any effect upon the measured ΔA 320 data.
For each water type, one batch of dosimeters was calibrated just above the water surface (which acted as the control calibration), while another batch was placed below the water surface at a depth of about 1 cm (Z 1CM ). UV exposures during these calibrations were measured using an IL1400 radiometer working at a ½ second refresh rate (International Light, Newburyport, MA) fitted with an underwater detector with a UVB filter having a response running from 265 to 332 nm (UVB-1, International Light). The IL1400 radiometer was chosen as the primary measurement instrument due to the fact that it is capable of recording the integrated UVB exposure.
Another batch of dosimeters were placed at a depth of 20 cm below the water surface (Z 20CM ) in order to test for differences in calibration trends at varying depth. As a second IL1400 unit was not available for use, the exposure received at Z 20CM in each water type had to be calculated from that at Z 1CM . A basic methodology using current underwater light attenuation theory was utilised in order to achieve this.
The attenuation of any form of light (including UV) into a water column is dependent upon both absorption and scattering, which are specific optical characteristics of the water type [17] . Absorption removes the incoming light completely, while scattering changes the direction in which the light moves. ( ) ( )
where E(0, λ) is the downwelling irradiance at a depth just below the water surface. In this research, the K d value for each water type over the 300 to 320 nm waveband was calculated using spectral data measured using the spectrometer mentioned in the next 
Immersion Effect
To ensure the highest levels of accuracy, the IL1400 radiometer was calibrated for underwater use against a standardised immersion effect corrected spectrometer (StellarNet EPP2000 C-UV-VIS, Tampa, Florida). The immersion effect comes into play when an optical meter is submerged underwater to take a light measurement. A larger amount of light is backscattered out of the meter during a water -based measurement in comparison to an air -based measurement. This is due to the discrepancies between the refractive indices for air and water at the collector interface. The methodology employed to calculate these immersion factors was based upon the work of Zibordi [23] , Hooker & Zibordi [24] and Zibordi et al. [25] .
Water Tank Description
The water tank used during the calibration campaign had a length of 66 cm, a width of 46 cm and a depth of 35 cm. The tank was made out of tinted plastic. This plastic is opaque to the UV waveband, so any UV wavelengths incident upon the sides of the tank during the calibrations would not have had any effect upon the submerged dosimeters. Any pieces of debris that landed in the tank were removed each day in order the keep the water as close to its natural state as possible. Also, at the end of each daily session, the tanks were sealed off using a lid in order to reduce evaporation and to ensure no debris fragments would fall into the water overnight. 
RESULTS
Water Type Spectrophotometry
Immersion Effect
The immersion factors calculated for the spectrometer can be seen in Figure 3 . It is clear from this graph that the immersion factor remains relatively static across the 300 to 320 nm waveband. There is a slight fluctuation in the immersion factor value from 300 nm to 305 nm. This can be attributed to the lower response of the spectrometer at in this region. Figure 4 and Figure 6 display the in-air and underwater PPO dosimeter calibrations for each water type as measured at Z 1CM in autumn and winter respectively with the cumulative UVB exposures as measured by the IL1400 broadband meter. Figure 5 and Figure Table 1 displays the different α, β and R 2 values obtained for each particular calibration.
Dose Response Calibrations
In Figures 4 to 7 , the x-axis error bars for each data point in the underwater calibrations represent an uncertainty margin of ± 9%, which was the calculated inwater dosimeter variation for PPO as found by Schouten et al. [15] . The x-axis error bars on the data points for the in -air calibration series represent a calculated error margin of approximately ± 7%, which was the estimated average interdosimeter variation found to exist across the batch of dosimeters used for the in -air calibration. Over autumn and winter, the calibrations measured at Z 20CM in each water type were also all found to be in close proximity to each other, apart from the dam water calibration, which presented a regime completely different to the three other water types. From the spectrophotometry data shown in Figure 1 it is clear to see that the dam water has the lowest level of UV transmission and in turn the highest amount of UV absorption across the 300 to 320 nm waveband when compared to the other three water types due to having a high concentration of DOM constituents. So it appears that calibrations made at deeper depths (lower than Z 1CM ) are transferable from one water type to another, but only within a certain spectral transmission (or absorption)
range. In this research it appears that this range is approximately ± 5% UV transmission difference (or ± 0.03 UV absorption difference) between each water type for calibrations to be completely transferable with minimal error. Researchers would have to keep this in mind when calibrating dosimeters to measure exposures deeper than just below the water surface.
The direct comparison between the master calibration equations for autumn and winter show that there is a definite difference between the calibration regimes obtained over the autumn months when compared to those obtained in the winter months. This discrepancy between the calibration sets could be attributed not only to the change in the sun's position between the two seasons, but also to a progressive increase in column ozone levels over the measurement site. This has a direct effect on the UV spectrum present here on the Earth. The UVB spectra received by the dosimeters during the winter calibration campaign would have had a different cut -off point, and in turn, have had a different composition in comparison to the spectra received by the dosimeters during the autumn calibration campaign. Consequently, when calibrating the PPO film for underwater usage, researchers should obtain calibration data for the season in which they will be recording measurements. Similar results to this have been discovered by other researchers investigating the effect of fluctuations in column ozone upon the response of broadband UV meters. In particular, Bodhaine et. al. [26] found that if the influence of ozone is ignored during calibration, UV measurements made with broadband meters can produce errors of 10% or greater. 
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