Abstract
Introduction
. Despite this sensitivity to environmental conditions, we 109 do not know the time-scales over which phytoplankton community dynamics may be predicted. 110
Historically, most plankton monitoring campaigns have measured the community at coarse time-111 scales of once to twice a month (Jochimsen et al. 2012 ), amounting to tens of generations. 112
These efforts have helped us understand broad changes driven by eutrophication and 113 environmental warming (Pomati et the picture that coarser long-term datasets have hinted at. They also provide us with the quantity 120 of data needed to profitably employ ML tools. 121
We quantified the predictability of phytoplankton cell density over time scales ranging from 4 122 hours to 10 years, or approximately 10 -1 to 10 3 generations. Cell density, or the abundance of 123 phytoplankton cells per unit volume, is the most important parameter characterising the 124 phytoplankton community. It is a strong proxy for phytoplankton biomass (including in our 125 were also collected (Table S1 ). (2) A long-term time series created from monthly measurements 134 of depth-integrated phytoplankton measurements (Fig. 1) , as well as associated environmental 135 factors (Table S2) . Although the datasets differ in methodology and size, they measure 136 substantially similar biological, physical and chemical factors (Tables S1, S2 ). Given the length 137 of the two datasets and their sampling frequency and location, we are able to directly compare 138 predictability in the two datasets at a time lag of 1 month. 139
In addition to community density, ecology aims to predict the dynamics of functional groups and 140 taxa. Especially because toxic cyanobacterial blooms are a major health concern (Chorus & the predictability of cyanobacterial cell density over these time scales, and the drivers of 143 competitive dynamics between cyanobacteria and eukaryotic phytoplankton (Fig. 2) . Eukaryotic 144 densities have remained relatively stable in Greifensee since the 1980s, while average 145 cyanobacterial densities first increased 100-fold during eutrophication and then decreased by a 146 similar amount over this time period as a result of re-oligotrophication (Fig. 2) . Understanding the 147 drivers of growth and competition between these two broad phytoplankton groups can help us 148 refine process-based models of water quality, with important implications for the management of 149 aquatic ecosystem services. 150
Methods

151
We use two datasets in this study: a high-frequency dataset consisting of measurements every 4 157 hours during the summer and autumn of 2014 and 2015 using the automated monitoring station 158
Aquaprobe (Pomati et al. 2011) , and a long-term dataset consisting of monthly measurements 159 from March 1984 to June 2016. In both cases, important environmental data (both abiotic and 160 biotic) was collected simultaneously near the middle of the lake, allowing similar analyses to be 161 conducted and thereby enabling comparisons. However, the datasets differ in important ways: 162
i) The high-frequency dataset involved measurements by SFCM, while the long-term dataset 163 involved microscopy measurements. Therefore, sampling effort and density assessment 164 methods differ. 165
ii) The high-frequency dataset consists of measurements at six specific depths (1.0, 2.5, 4.0, 5.5, 166
7.0 and 8.5m). Abiotic environmental data were also estimated at the same depth as the 167 collected sample. In contrast, the long-term dataset consists of integrated phytoplankton 168 measurements across the top 20m of the lake. Abiotic measurements were not integrated, but 169 collected at specific depths (except for light, which is a surface estimate), and so we calculated 170 the maximum and minimum value of each abiotic factor in the top 20m for use as our predictors. 171
iii) The high-frequency dataset consists of 7161 measurements, while the long-term dataset 172 contains 383 measurements. 173 as its cyanobacterial and eukaryotic algal fractions (estimated densities are strongly correlated 177 with estimates from microscopy, 
Environmental factors:
The full list of environmental parameters is found in Table S1 . We 194 measured temperature, conductivity and irradiance at all depths. We also collected weekly and measurement methodology may be found in Bürgi et al. (2003) . 220
Data processing:
For every time point, we calculated the maximum and minimum value of 221 every depth-specific parameter (such as phosphate concentration) across the entire water 222 column, and used these for subsequent analyses. Additionally, samples were not collected on 223 the same day every month and, in rare cases, more than one sample was collected in a month. 224
We therefore aggregated measurements by rounding to the nearest month and then averaged 225 duplicate values. 226
IV. Machine learning analyses 227
1. Random forests overview: Random forests (RFs) are a robust ML tool comprising ensembles 228 of regression trees (or classification trees) (Breiman 1999) . In each regression 'tree' within the 229 random 'forest', a randomly selected subset of the data is recursively partitioned based on the 230 most strongly associated predictor. At each node, a random subset of the total number of 231 predictors is considered for partitioning. The final tree 'prediction' for new data is given by the 232 average value of the data within each branch of the tree. By aggregating predications across 233 trees, RFs are able to reproduce arbitrarily complex shapes patterns without a priori functional 234 form specification. 235
We took advantage of three features that make RFs a flexible and useful tool for examining 236 ecological systems: permutation importance, easy quantification of partial effects of individual 237 predictors, and out-of-bag prediction. 238 (i) The importance of each predictor in a RF is assessed by permuting the predictor across all 239 trees in the forest and quantifying the resulting change in the forest's error rate. More important 240 predictors lead to a greater increase in error when permuted. 241
(ii) The partial effect of any single predictor on the dependent variable can also be quantified, 242 allowing us to examine the functional form of the relationship (which may be arbitrarily nonlinear, 243 though non-bifurcating). 244 (iii) Out-of-bag (OOB) prediction allows us to make accurate estimates of error rate and 245 goodness of fit (model R 2 ) via a process akin to cross validation (Breiman 1999) . Each data 246 point is present in the training data of only a subset of all 'trees' that comprise the 'forest'. 247
Therefore, the value of every point may be predicted using the trees that have not been trained 248 with it. The 'OOB prediction error', or mean difference between the OOB predictions and the true 249 value of all points in the dataset (see Fig. S3 , S4 for examples using our data) can be used to 250 quantify the RF's predictive ability through a pseudo-R , there is no lower bound. It is possible for the pseudo-R 2 to be negative, if 256 MSE > var(y). This may be interpreted as saying that the model prediction is worse than the 257 mean value of the dependent variable in the entire dataset. In our analyses, we saw low, 258 negative values of pseudo-R 2 in a small number of cases; we rounded these values to zero to 259 avoid confusion, while noting this in the figure captions. 260 2. Data pre-processing: In our analyses, we omitted: i) all entries cases where the dependent 261 variable was missing, and ii) the predictors sampling depth and sampling time. We omitted the 262 latter in order to accurately estimate the effects of predictors that covary with depth and time on 263 cell density. In other words, we believe that gradients in light, temperature and nutrients should 264 characterise most of the relevant information contained within depth and time. 265
Quantifying predictability:
We quantified the predictability of log cell density of the total 266 phytoplankton community, and the cyanobacterial and eukaryotic fractions, using the pseudo-R 2 267 calculated based on the OOB predictions of the fitted model (see details above). We estimated 268 predictability at time lags ranging from 4 hours to 1 month in the high-frequency dataset, and 269 from 1 month to 10 years in the long-term dataset. For every time lag, we fit two models, 270 predicting log cell density using: 1) only log cell density at the specified time lag, and 2) both log 271 cell density and environmental parameters at the specified time lag. E.g. our simplest model 272 considering a time lag of four hours predicted log cell density at all time points using only log cell 273 density from the measurement four hours previously.
Predictor importance:
We assessed the importance of predictors at all time lags using the 275 change in model error rate when the predictor values were permuted. 276
Partial effects of environment on growth:
We quantified the model-inferred effects of 277 environmental factors on cyanobacteria and eukaryotes. Instead of examining the effects of 278 these predictors on log density, we instead examined how they influence the population growth 279 rate (i.e. specific growth rate, day -1 , the rate of change in density between successive time 280 points). We did this to facilitate comparison between the partial effects in our field dataset and 281 extensive prior laboratory findings for the same predictors. However, the functional forms 282 remained highly similar to the model explaining log density. 283
We focussed on two factors that are known to influence phytoplankton growth (Litchman & 284 Klausmeier 2008) and were identified as important in our analyses: light and temperature. 285
Because laboratory studies typically measure the effects of environmental factors on population 286 growth rate per day, we multiplied the estimates of growth rate over four hours by 6 to express 287 them in the same units. We then fitted RFs to these population growth rates using environmental 288 parameters at a 4-hour lag and estimated their partial effects. Note that we omitted log density 289 as a predictor, but model structure was otherwise identical to those previously described. 290
Though we were also interested in the effects of dissolved nitrate, phosphate and N:P ratio, we 291 had less well-resolved data for these predictors that limited the power of analyses relating to 292 these factors. 
Results
300
Phytoplankton cell density was highly predictable on time scales of hours to months. In our high-301 frequency dataset, pseudo-R 2 of the RF models trained with cell density and environmental data 302 decreased from 0.89 at a 4 hour lag to 0.74 at a lag of 1 month (Fig. 3) . The model using only 303 cell density as a predictor had a lower R 2 at all time lags. As time lag increased, including 304 environmental data led to larger improvements in predictability: the difference in R 2 between the 305 two models was 0.03 at a 4 hour lag, and ten times higher (0.30) at a lag of 1 month (Fig. 3) . In 306 the long-term dataset, R 2 of the model trained with cell density and environmental data 307 decreased from 0.46 at a time lag of 1 month to 0.35 at 6 months, after which it remained 308 relatively stable (Fig. 3) . R 2 in the density-only model was lower at all time lags. 309
Aside from cell density, which was the strongest predictor at all time lags in our high-frequency 310 dataset, the most important predictors were light, temperature and thermocline depth, itself an 311 indirect effect of temperature (Fig. 4) . Light and temperature were also most important in our 312 long-term dataset on time scales of months (Fig. 4) . At time-scales of years, dissolved 313 phosphorus and zooplankton density become more important. 314
Cyanobacteria were more predictable than eukaryotes at all time scales, in both high-frequency 315 and long-term datasets (Fig. 3) . Model R 2 for cyanobacteria was consistently higher that than for 316
eukaryotes by approximately 5-20 percentage points (Fig. 3) , in both types of models (cell 317 density only and cell density with environmental data). 318
To motivate the development of process-based models of phytoplankton competition, we also 319 examined the partial effects of environmental factors on the growth rate of cyanobacteria andbiologically realistic nonlinear patterns. Additionally, in both cases, each group dominated a 322 region of parameter space, suggesting the presence of trade-offs in performance. 323
Discussion
324
Assessing the predictability of natural communities is crucial if we are to develop forecasts of 325 how ecosystems will be altered by anthropogenic environmental change (Petchey et (Figs. 3, S5 ). Our approach quantifies the decline in predictability with increasing 331 time lag, identifies the predictors that contribute to predictive power, and points towards realistic 332 trade-offs and parameterisations through the examination of partial effects. Together, these can 333 inform the development of process-based models, set targets for their forecasts to achieve, and 334 identify a forecast horizon for adaptive management strategies. This is especially true in the 335 case of cyanobacteria, which are a threat to human health and aquatic ecosystem services 336 because of toxin production, and are believed to be hard to forecast (Chorus & be consistently more predictable than those of eukaryotes (Fig. 3) . 339
As our understanding of ecological processes improves, the limits to predictability of ecological 340 systems will be determined by more fundamental constraints such as stochasticity, and sensitive 341 dependence on initial conditions. Despite these forces, we find strong, ecologically important 342 environmental forcing in a natural system across a range of time scales (Figs. 3-5) . 343
Consequently, we believe that process-based models are very likely to provide us with useful 344 predictions over medium-to-long time scales. In other words, we believe that despite theis sufficiently distant for ecologists to provide useful input into adaptive management strategies. 347
Note that we do not quantify a specific horizon here because this requires the specification of a 348 (arbitrary) forecast threshold; if desired, readers may choose these thresholds for themselves 349 and identify the resulting forecast horizon from Fig. 3 . 350
Light and temperature were strongly predictive of phytoplankton dynamics across time scales 351 (Fig. 4) , consistent with existing ecological understanding (Litchman & Klausmeier 2008) . We 352 also found that zooplankton density and dissolved phosphorus concentrations become highly 353 predictive on time scales longer than a year, consistent with an ongoing, multidecadal decrease 354 in phosphorus and biomass in Greifensee (Buergi et al. 2003 ). This identification of variables 355 that are known to play a major role in phytoplankton ecology strengthens our confidence in the 356 relationships underlying our metric of predictability. However, we note that predictor importance 357 -while a useful tool -is sensitive to missing data patterns. Our estimates therefore understate 358 the importance of two major groups of predictors in our high frequency data: nutrients and 359 zooplankton density. Unlike most other predictors that were measured every four hours, these 360
were measured weekly in 2014 and twice a week in 2015 (Table S1 ). To partially correct for this 361 difference, we also assessed the relative importance of all predictors when these were 362 interpolated using generalised additive models (GAMs) (Fig. S6) . Models with interpolated 363 nutrients and zooplankton predictors had marginally higher R 2 values and these predictors rose 364 considerably in importance, especially dissolved nitrogen. We believe that these results are 365 noteworthy, but choose not to focus on them here because we are unable to validate the 366 interpolated estimates. 367
Importantly, the predictive power of environmental factors in our models arises from nonlinear 368 dependencies that are consistent with causal relationships established through lab studies ( 2012, Thomas et al. 2016 ). This concordance between controlled lab studies and ML-derived 376 field patterns increases our confidence in the suitability of this ML approach, and suggests that 377 the relationships we have uncovered are likely to be useful in guiding process-based model 378 creation. Furthermore, it suggests that ML approaches may be used to discover novel ecological 379 patterns. This is particularly important in the case of interactions between factors, which 380 presently require labour-intensive and expensive multifactorial experiments to understand. 381
The partial effects that we show here (Fig. 5) point towards trade-offs that could enable the co-382 existence of cyanobacteria and eukaryotes. Cyanobacteria appear to benefit from high light 383 intensity and high temperature, while eukaryotes have a growth advantage in the converse 384 conditions. Therefore, temporal heterogeneity in one or both of these dimensions could allow for 385 the maintenance of both these groups (Chesson 2000). Cyanobacteria do possess higher 386 optimal temperatures for growth than eukaryotic phytoplankton at temperate latitudes (Thomas 387 et al. 2016) , consistent with the temperature-dependence we see (Fig. 5) . The apparent trade-off 388 between growth at high and low light intensities was not seen in a synthesis of lab-measured 389 light traits (Schwaderer et al. 2011 ), but at present, measurements are available only from a 390 small number of species and may be influenced by interactions with other factors. Laboratory 391 data on a broader range of species and under a greater range of conditions will be needed to 392 resolve this discrepancy. If true, the pattern we observe in the field also suggests an explanation 393 underlying the formation of surface scums by cyanobacteria through buoyancy regulation (Paerl 394 et al. 2011 , Carey et al. 2012 ). Scum formation -important due to the negative impact on lake 395 ecosystem services -is consistent with a cyanobacterial benefit from higher irradiance. Indegradation from surface growth. These observations offer an example of the insights that may 398 be gained through a combination of high-frequency monitoring and machine learning. 399
Our models may understate the long-term predictability of the phytoplankton community. The 400 difference in predictability between high-frequency and long-term datasets at a time lag of 1 401 month suggests that if a similar methodology was followed in the long-term dataset, reasonably 402 high R 2 values may have been obtained over time scales of years, not just months. This 403 difference is driven by several factors: 1) our high-frequency dataset includes measurements of 404 both phytoplankton and environmental factors at specific depths, as opposed to integrated 405 values across the water column as in the long-term dataset, 2) the high-frequency dataset has 406 more than an order of magnitude more data points (7161 vs. 383) with which to train the 407 machine learning algorithm, and 3) the long-term dataset explores a far greater range of 408 parameter space in temperature, nutrient concentration, zooplankton density and unmeasured 409 factors. Of the three, we believe depth-specific sampling may be the major factor, as the 410 difference in model R 2 at a lag of one month is <15% in the case of the cell density-only models, 411 and 30% in the models with both cell density and environmental factors (Fig. 3) . However, we 412 also note that in more complex systems where migration is a larger factor -such as coastal and 413 open-ocean communities -predictability may be lower unless physical circulation patterns are 414 highly predictable as well. 415
It is important to note that although pseudo-R 2 provides estimates of predictability that are robust 416 (Breiman 1999), we have not assessed a true forecast, in which error is allowed to compound 417 through time. This approach can in principle be used to make a forecast, but we chose not to do 418 so because of large changes in environmental conditions towards the end of the 2014 and 2015 419 monitoring seasons. Attempting to forecast would require us to predict in conditions well outside 420 those that the model was trained on, where it will inevitably perform poorly. Despite this 421 limitation, we believe that out-of-bag error is a useful proxy for forecast error: the realisticenvironmental dependencies (Fig. 5) highlight that we are uncovering the mechanisms 423 underpinning ecological dynamics. In the future, a broader sampling of parameter space 424
(through a year-round monitoring campaign) should allow us to make and test true forecast skill. 425
We have shown that high-frequency environmental monitoring and machine learning 426 approaches can be usefully employed to uncover patterns in complex ecological communities, to 427 assess the predictability of these communities, and to uncover dependencies that can then be 428 Tables S4 and  590 S5 for the importance of all variables tested. 591 
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