Abstract. The elasticity operator with zero Poisson coefficient is considered in a strip or a plate with an interior crack. It is shown that there exist embedded eigenvalues in the continuous spectrum due to the presence of the crack and asymptotic bounds in terms of the size of the crack are provided.
Introduction
In this paper we consider a two-dimensional strip R × (−π/2, π/2) or a three-dimensional plate R 2 ×(−π/2, π/2) of a homogenous, linear elastic and isotropic material with zero Poisson coefficient having a crack. In the two-dimensional case we consider cracks of the form Γ := {0} × [−l, l] (first case, l < π/2) or Γ := [−l, l] × {0} (second case), whereas in the threedimensional case cracks of the form Γ := U × {0} will be considered for an open subset U of R 2 .
Mathematically, the problem is described by a self-adjoint operator A Γ and its associated quadratic form a Γ . It is known, that the absolute continuous spectrum of the operator A ∅ is [0, ∞), if there is no crack in the material. Roitberg, Vassiliev and Weidl showed in [7] that there is an embedded eigenvalue, if we consider the half-strip, which is the limit situation of the first case with l = π/2. So it seems likely that there is also an eigenvalue for a smaller crack. Indeed, in this work we will show that there exists such an eigenvalue for arbitrarily small cracks.
1.1. The model. We will start by introducing the mathematical model. The elasticity operator A Γ will be defined in terms of its sesquilinear form.
The two-dimensional case: Let Ω := R × (−π/2, π/2) and let Γ be the empty set or chosen as above. We denote 1) for u, v ∈ d[a Γ ] := H 1 (Ω\Γ; C 2 ). Hence the quadratic forms for different Γ differ only in their form domain. From the definition of a Γ it is obvious that
It is important to point out that a converse is also valid. The inequality c u 2
is known as Korn's inequality, see, e.g., [6, Chapter 10] and [7] . It implies that the form a Γ is closed on the domain d[a Γ ] and as the form is lower semi-bounded there is a unique self-adjoint operator A Γ associated to it. On smooth functions the operator A Γ acts as (1.3) and is endowed with stress-free boundary conditions on ∂Ω ∪ Γ. If the strip has no crack, i.e., Γ = ∅, the domain of the operator is 4) with additional boundary conditions on Γ in the general case. Our approach is based on the symmetry of the domain Ω \ Γ. It allows to decompose the form domain and therefore also the operator into symmetric pieces. We point out that the situation differs depending on wether we consider horizontal or vertical cracks. Using the ideas from [4, 7] we denote H := L 2 (Ω; C 2 ) and define H j to be the following subspaces
The set H 3 is a subspace of H 1 . Let H 4 be the orthogonal complement of H 3 in H 1 , thus
then we get the following decomposition
Denote P (j) the orthognal projection on H j , j = 1, 2, 3, 4. For horizontal cracks the operator A Γ and the quadratic form a Γ decompose into orthogonal sums
due to the fact, that the subspaces H 3 , H 4 and H 2 form invariant subspaces for the operator A Γ respectively for the quadratic form [7] . We use the short notation A
The absolute continuous spectrum of A ∅ is the set [0, ∞). Förster showed in [3] that there is a constant Λ = 0, such that the essential spectrum of A (4) ∅ is [Λ, ∞) and that for some perturbations of that operator eigenvalues below the threshold Λ can be found.
The decomposition does no longer hold true for vertical cracks as H 1 (Ω\Γ; C 2 ) is not invariant with respect to the projection P (3) . In order to show the existence of embedded eigenvalues we introduce the subspace
which reduces the form a Γ and and hence the associated operator A Γ . Let A
If there is no crack in the material then the operator A (4 ) ∅ is the restriction of the operator A (4) ∅ to D(A ∅ ) ∩ H 4 and its essential spectrum is also [Λ, ∞).
The three-dimensional case: Let Ω := R 2 × (−π/2, π/2) and Γ := U × {0} for U ⊆ R 2 , open. We denote
Korn's equality (1.2) applies analogously for the threedimensional case and the operator can be decomposed similarly, denoting:
and let P (j) be the orthogonal projection on H j , j = 1, 2, 3, 4. Similarly the absolute continuous spectrum of A ∅ is the set [0, ∞) and the essential spectrum of A
∅ is [Λ, ∞) with the same constant Λ as in the two-dimensional case (cf. [3] ).
1.2.
Results. In the two-dimensional case we get the following results:
Result (Theorem 3.5). The two-dimensional elasticity operator A Γ has an embedded eigenvalue in the interval [0, Λ) for every crack Γ of the form
To obtain this result we will construct a test function
and show that the variational coefficient of this test function u will be below the threshold Λ. In addition we will show that the distance between the value of the variational coefficient and Λ for certain test functions and small size l of the crack is about l 4 for horizontal cracks and l 8 for vertical ones. This gives a lower bound for the distance of the eigenvalue to the threshold.
Result (Theorem 3.6, 3.7) . For l > 0 let Γ (l) denote the crack of size l and let k := 4 for horizontal cracks and k := 8 for vertical cracks. Then there exists a constant C > 0 and an eigenvalue λ(l) ∈ σ p (A Γ (l) ) with
In the three-dimensional case we obtain:
Result (Theorem 4.2, 4.3). The three-dimensional elasticity operator A Γ has an embedded eigenvalue in the interval [0, Λ) for every crack Γ of the form U × {0} with U open subset of R 2 .
If U denotes the unit disc we can take advantage of further spacial symmetries to decompose the operator A (4) Γ . Due to this decomposition we obtain:
Result (Corollary 4.6). The elasticity operator A (4) Γ has infinitely many eigenvalues (counted by multiplicity) in the interval [0, Λ).
In the last section we will also obtain a lower bound for the distance of the eigenvalue to the threshold which depends on the considered subspace. Proof. We will sketch the proof for the two-dimensional case with horizontal cracks, the other cases are proven analogously. It is sufficent to show that (A Γ −λ) −1 −(A ∅ −λ) −1 is a compact operator for some λ < 0 since we have
for j = 2, 3, 4. Following Birman [2] we choose a smooth closed line Γ 0 in Ω around the crack and we introduce two operators B ∅ resp. B Γ representing the elasticity operator on Ω resp. Ω\Γ with additional Dirichlet conditions at Γ 0 . Let λ < 0. As in [2] the operators
Due to the compactness of the embedding of H 1 (Ω 1 ) and
where Ω 1 denotes the interior domain with respect to Γ 0 , the operator (
is compact and the statement follows.
We point out that this lemma is essential for what follows. Our aim is now to construct a test function, contained in
, respectively, whose variational coefficient is below the threshold of the essential spectrum, which equals Λ in all considered cases. This gives rise to an eigenvalue below this threshold. Thus we can focus on the parameter Λ and the corresponding generalised eigenfunction φ of the operator without crack. This function will be modified such that the modified function v will be in H 1 (Ω; C 2 ) or H 1 (Ω; C 3 ), respectively. In a final step we will add a further perturbation αf , which is allowed to jump at the crack. The function v + αf will in a natural way be our test function.
3. The two-dimensional case 3.1. General setting. We obtain the parameter Λ and the generalised eigenfunctions by applying a Fourier transform in x 1 -direction and solving the corresponding Sturm-Liouville problem. The operator A ∅ is reduced by Fourier transform to an ordinary differential operator A ∅ (ξ) parametrised by the frequency ξ ∈ R. It is given by
where
The symmetries extend to the operator A ∅ (ξ) via
The subspace h 3 consists of all functions, linearly dependent of the function (1, 0) , and the subspace h 4 is given by h 4 := h 1 h 3 . Förster showed in [3] that the smallest eigenvalue of this family of Sturm-Liouville-problems in h 4 is Λ with Λ = 1.887837 ± 10 −6 achieved for κ = ±0.632138 ± 10 −6 . Searching for functions ψ ± ∈ h 4 fulfilling the eigenvalue equation A ∅ (±κ)ψ ± = Λψ ± together with the boundary conditions yields generalised eigenfunctions
In particular, they satisfy the boundary conditions from (1.4). They can be combined to the real-valued function
where 3.4) and the parameters are to be chosen as
The function φ fulfils
for all x 1 ∈ R and satisfies the boundary conditions. Now we will focus on the elasticity operator for the strip with a crack Γ, where Γ :
In the latter case we assume l < 1. This introduces additional boundary conditions at the crack for the elasticity operator as well as more freedom for the choice of test functions. First we will multiply the gerenalised eigenfunction with a decaying function ρ δ (x 1 ), so we get the approximate eigenfunction
The sequence of functions ρ δ , δ ≤ 1, will be chosen in
for an even function ρ ∈ C 2 0 (R) being constant ρ(x 1 ) = 1 for |x 1 | ≤ 1. We define our test function as perturbation of v δ
with f supported near the crack Γ. We assume α ∈ R and f real-valued to simplify the calculations. The functions φ, ρ δ and therefore the function v δ are also real. We assume that the function f is supported inside (−1, 1) × (−π/2, π/2), i.e., in particular ρ δ = 1 on the support of f . In addition the function f has to be an element of H 4 or H 4 , resp., such that
Further conditions on f will arise during the calculations.
The value of the quadratic form a Γ acting on the test function u α,δ is given by
In order to show existence of eigenvalues we consider the variational coefficient
If it takes negative values, the spectrum of A
Γ or of A (4 ) Γ , resp., has to include points below Λ which have to be eigenvalues of the operator by Lemma 2.1 . For this we have to understand the influence of the choice of f on the bilinear expressions a Γ [f, v δ ] and a Γ [f, f ] and the appearing inner products.
For the denominator we obtain the following Lemma 3.1. Let u α,δ be defined by (3.6) and denote
Then for all α 0 > 0
Proof. The definition of u α,δ leads to
For the first term v δ we obtain
based on the differentiability assumption ρ ∈ C 1 0 (R) to treat the second integral. The second and third term in (3.8) are independent of δ due to the support assumption on f and are therefore also O(1) uniform in |α| ≤ α 0 .
Next, we will consider the numerator of the variational coefficient, i.e.,
where we use the notation
All these terms are independent of α. The first term P (v δ ) is treated using the following lemma.
Lemma 3.2. Let P (v δ ) be given by (3.10), then
In consequence,
Proof. As the function φ is formally an eigenfunction of A ∅ , we have
Therefore, we obtain Λ v δ 2 = Z 1 + Z 2 with
Here we used integration by parts and in particular that the functions φ j satisfy the boundary conditions from (1.4) . On the other hand, we obtain for the quadratic form
Combining both, we arrive at the first statement of Lemma 3.2
This can be treated as the first term in the proof of Lemma 3.1, except for an additional factor of δ 2 and that we need to control a second derivative for ρ. This proves the lemma.
Next, we will focus the second term Q(v δ , f ). The choice of f has to be made in such a way that
we choose the function f continuously differentiable in x 2 -direction and f 2 is allowed to jump at the crack in x 1 -direction. If Γ = [−l, l] × {0} the function f is assumed to be continuously differentiable in x 1 -direction and f 2 is allowed to jump in x 2 -direction along Γ. The symmetry requirements in both cases imply that f 1 is continuous.
Then the term Q(v δ , f ) can be calculated using integration by parts. For such functions f we use the notation
to denote their jumps in x 1 -direction; similarly for jumps in x 2 -direction. Lemma 3.3. Let Q(v δ , f ) defined by (3.11), then we obtain
14)
in the case Γ = {0} × [−l, l] and Proof. We consider the crack Γ = {0} × [−l, l] first. Due to the support assumption made for f we immediately get
such that integration by parts and the properties of the function f (being continuously differentiable in x 2 -direction and having a jump at the crack in x 1 -direction) imply
Since ∂ 1 φ 1 (0, x 2 ) = 0 we obtain
which is independent of f 1 and δ. The second case Γ = [−l, l] × {0} is treated analogously, except that there are only boundary terms arising from f 2 .
The proof of our first main result is reduced to making an appropriate choice for the auxiliary function f . Lemma 3.4. There exist functions ρ δ and f , such that for u α,δ given by (3.6) the variational coefficient
is negative for some choice of α and δ.
This lemma leads immediately to
Theorem 3.5. The two-dimensional elasticity operator A Γ has an embedded eigenvalue in the interval [0, Λ) for every crack Γ of the form
Proof. The function u α,δ , given by (3.6) is an element of H 4 or H 4 , resp. Then the statement of Lemma 3.4 together with Lemma 2.1 in the form Λ = inf σ ess (A
Γ ) = inf σ ess (A
Γ ) yields the desired statement.
It remains to prove Lemma 3.4.
Proof of Lemma 3.4. The variational coefficient is given by
The term P (v δ ) is positive and R(f ) will be also positive in general. Therefore we have to ensure that Q(v δ , f ) does not vanish. It holds for 3.16) and the first factor of the integrand is given by 3.17) and the first factor
which is not identically vanishing for our choice of β and γ due to (3.5) . Again we can choose the jump in such a way that Q(v δ , f ) < 0. We fix one such choice for f for now. The Lemmas 3.1 and 3.2 give the behaviour of the remaining terms as δ → 0 and therefore lead to 3.18) with d 1 = (a 1 +a 2 /2) and c 1 = (a 1 +a 2 )/2. Choosing α such that 2αQ(v δ , f )+α 2 R(f ) < 0 and then δ small enough, we see that Ξ(α, δ) becomes negative for some choice of parameters.
Remark 1. The choice of φ was not unique, there is also the following choice 3.19) or any linear combination of them. Note that the corresponding function v δ is still an element
We will comment, which changes have to be made for this choice in the case of a horizontal crack. In Lemma 3.2 the leading coefficient changes to (a 1 /2 + a 2 ). In the proof of Lemma 3.4 we have to change the formula for S. For the above choice it is given as
3.2. Asymptotic bounds. Embedded eigenvalues exist only if l > 0, in the following we ask at what rate such eigenvalues are separated from the threshold Λ. The following gives an asymptotic lower bound for the distance of the eigenvalue to the threshold Λ. The minimum of Ξ(α, δ) corresponds to an eigenvalue, thus any estimate, how small Ξ(α, δ) can get, gives such a bound.
We construct a test function based on f (l) , which scales like (3.20) for a given fixed function f . The scaling is chosen such that f (l) = f . Based on the test function u α,δ,l defined in analogy to (3.6) we consider the variational coefficient Ξ(α, δ, l). It remains to make optimal choices of parameters. Now we have to distinguish between the different orientations of the crack.
Horizontal crack: Γ = [−l, l] × {0}.
We choose φ as in (3.19) and f 2 jumps in x 2 = 0 along x 1 ∈ [−l, l]. The optimal choice of the parameters depends on the asymptotic properties of R(f (l) ) and Q( v δ , f (l) ) as l → 0. As consequence of the definition of f (l) , we obtain
and (again independent of δ)
based on Taylor expansion of S and with
The choice of f is made such that µ 0 > 0. Therefore, the choice of α in the proof of Lemma 3.4 is made to minimise
In particular, we see that 2αQ(
) is of the size l 2 . It remains to choose δ. The optimal choice of δ makes (3.18) , and therefore
for a certain constant ν. Hence, we obtain the following statement on the location of the eigenvalue. In view of [8] this seems to be optimal.
Theorem 3.6. Assume the crack is of the form
Then there exists a constant C independent of l and an eigenvalue λ(l) ∈ σ p (A
We choose φ as in (3.3) and f 2 jumps in x 1 = 0 along x 2 ∈ [−l, l]. Main difference to the previous case is that now
Applying the same reasoning as above, this gives α of the size l 3 and 2αQ
is of the size l 4 . This yields δ of the size l 4 and finally that Ξ(α, δ, l) is of size l 8 .
Theorem 3.7. Assume the crack is of the form
Then there exists a constant C independent of l and an eigenvalue λ(l) ∈ σ p (A ∅ we obtain the same constant Λ as in two-dimensional case. In contrast to the above considered setting we obtain a family of eigenfunctions (ψ(ξ, ·)) ξ∈Sκ of the operator A (4) (ξ) satisfying A (4) (ξ)ψ(ξ, ·) = Λψ(ξ, ·). Here and in the sequel S κ denotes the circle of radius κ centred at the origin, where κ > 0 is the same constant as in the two-dimensional case. An appropriate choice for the functions ψ(ξ, ·) is for example 1) chosen similar to (3.4) , see [3] or [5] for further details. This introduces more freedom for the choice of the generalised eigenfunction φ. Let k ∈ L 2 (S κ ), k = 0. We define:
Let furthermore ρ ∈ C ∞ 0 (R 2 ) be a real-valued, radial function with ρ = 1 on B 1 (0). For δ ∈ (0, 1) we define in analogy to the previous section
Note that v δ is not supposed to be real in this consideration. Taking real parts will (with minor modifications) allow to move to real functions again. Then v δ ∈ C ∞ (Ω) and
The next statement is the three-dimensional equivalent to Lemma 3.1
Lemma 4.1. There exists c > 0 such that
Proof. The proof consists of applying two results of Agmon and Hörmander [1] . By Theorem 3.1. in [1] we get for i ∈ {1, 2, 3} and x 3 ∈ (−π/2, π/2):
where N ξ is the normal hyperplane at ξ ∈ S κ . Furthermore by Theorem 2.1. in [1] it holds that
The assertion follows now by applying the Lebesgue theorem.
Let now U be an open subset of R 2 and let f ∈ C ∞ (Ω\Γ) ∩ H 4 have continuous limits on Γ. For α > 0 and δ ∈ (0, 1) we define as before u α,δ := v δ + αf (4.4) and consider the variational coefficient 5) where
The remainder term R(f ) will in general be non-negative. If not, the desired statement is already proven and we can disregard this case. A direct calculation gives
and (4.9) where [f 3 ] x 3 =0 denotes in analogy to the previous section the jump of f 3 in x 3 direction. We obtain the following theorem. Proof. By Lemma 4.1 and a small adaptation of its proof to estimate P (v δ ), there exist constants c 1 , c 2 > 0 and δ 0 ∈ (0, 1) such that for all α < 1 und δ ∈ (0, δ)
which ensures the existence of embedded eigenvalues as in the two-dimensional case, by choosing an appropriate function f such that Q(v δ , f ) < 0.
In addition we get the following asymptotic bound, which can be proven as in the previous section.
Then there exists a constant C independent of l and an eigenvalue λ(l) ∈ σ p (A (4)
Reduction by rotational symmetry. By appropriate choice of the function k we can show the existence of embedded eigenvalues in smaller invariant subspaces. For this we will make use of the invariance of the elastic operator and of the underlying geometry with respect to rotations. We suppose that the crack is of the form B l (0) × {0}, for l > 0. For ϕ ∈ (0, 2π) let M ϕ denote the planar rotation matrix to the rotation angle ϕ and let R + := (0, ∞). Using
we define for m ∈ Z the spaces
  for a.e. r and ϕ (4.12)
(Q m u) 3 (r cos ϕ, r sin ϕ) = 1 2π e imϕ 2π 0 e −imψ u 3 (r cos ψ, r sin ψ). dψ A short calculation shows that Y m reduces the Fourier transform, i.e., Q m and the Fourier transform commute. As the spaces L 2 (Ω) and
can be canonically identified we define
We will list some properties of the spaces X m which are not difficult to prove.
P m commutes with the projections P (j) on the spaces H j , j = 1, 2, 3, 4.
(4) If u ∈ H 1 (Ω; C 3 ) then also P m u ∈ H 1 (Ω; C 3 ) and the series j∈Z P j u converges in H 1 (Ω; C 3 ) to u. (5) The trace operators γ ± : H 1 (Ω; C 3 ) → L 2 (R 2 ; C 3 ) on the boundaries R 2 × {±π/2} satisfy γ ± (P m u) = Q m (γ ± u). (6) If u ∈ X m and v ∈ Xm then a Γ [u, v] = 0. (7) If u ∈ X m then u ∈ X −m .
Remark 2. The fourth assertion follows from the fact that H 1 (R 2 ; C 2 ) is invariant under Q m . Let the Fourier transform with respect to the first two variables be denoted by Φ. As X m reduces the operator Φ we can easily prove the the sixth assertion by expressing a Γ [u, v] in terms of Φu and Φv.
Let now U := B 0 (1), Γ := U × {0} and m ∈ Z. The previous lemma ensures that the space H 1 (Ω\Γ; C 3 ) is invariant under the projection P m as we know that u| R 2 ×(−π/2,0) ∈ H 1 R 2 × (−π/2, 0) ;
and that the traces of the two functions coincide on (R 2 \Γ) × {0}. Likewise, we obtain for u ∈ P m H 1 (Ω\Γ; C 3 ) und v ∈ PmH 1 (Ω\Γ; C 3 ) that a Γ [u, v] = 0. This implies that the operator A
Γ can be further decomposed by the spaces X m . Let k m (κ cos ϕ, κ sin ϕ) := e iϕm (r, ϕ) ∈ R + × (0, 2π). (4. 14)
The function φ m defined as in (4.2) with k is replaced by k m is an element of X m as can be seen directly in connection with (4.1). Furthermore we obtain for (r, ϕ) ∈ R + × (0, 2π), x := (r cos ϕ, r sin ϕ):
T m (x) := 2κγ 2 β cos π 2 β − cos π 2 γ This expression is clearly strictly negative for an appropriate choice of the jump w. Therefore, in analogy to the proof in the previous section we immediately obtain the following theorem.
The choice of f and thus in particular w is made such that µ 0 > 0. This implies Q(v δ , f (l) ) to be of order l |m|+1/2 , α ∼ l |m|+1/2+2 , δ ∼ l 2|m|+3 und finally implies an order of l 4|m|+6 for the size of the variational coefficient. We conclude the following asymptotic bound.
Theorem 4.7. Let m ∈ Z. There exists a constant C m independent of l and an eigenvalue λ(l, m) ∈ σ p (A
Γ (l) | Xm ) such that |λ(l, m) − Λ| ≥ C m l 4|m|+6 . (4.17) 
