In this paper, we propose a data dissemination protocol for asynchronous duty-cycling wireless sensor networks. In an asynchronous duty-cycling network, each node independently selects its wake-up time. In this environment, data dissemination becomes energy consuming, because broadcasting a packet does reach all neighbors but only the neighbors that are awake at the time. A node can forward its packet to all neighbors by continuously transmitting the packet for a whole wake-up interval, but it leads to high energy consumption and high dissemination delay. e idea proposed in this paper is to use opportunistic forwarding, where each node forwards the packet to a neighbor that wakes up early and receives the packet. Each node forwards the packet, as long as there is a neighboring node that has not received the packet yet. e main bene t of this opportunistic forwarding-based dissemination is that every time a packet is disseminated, it may take a di erent path to reach the nodes. At the beginning of dissemination, a sender needs to transmit for a very short duration of time because there are plenty of neighboring nodes to receive the packet. As more nodes receive the packet, the transmit duration of the sender becomes longer, thus consuming more energy. Since the order of dissemination is di erent every time, energy consumption is naturally balanced among the nodes, without explicit measures. rough extensive simulations, we show that the proposed protocol achieves longer network lifetime and shorter dissemination delay compared to other dissemination protocols in various network environments.
Introduction
A wireless sensor network is a type of wireless network that is often used for environmental and industrial monitoring. A typical wireless sensor network consists of small batterypowered devices deployed throughout an area. Each device has one or multiple sensors for collecting data and a wireless transceiver for sending and receiving messages. Most wireless sensor networks are in the form of a multihop ad hoc network where packets originated from one node may travel through multiple links via other nodes in order to reach its destination, and there is no infrastructure. Wireless sensor networks are often expected to operate for a long time without human intervention, so conserving energy consumption is one of the most important issues in designing a network. For that reason, many wireless sensor networks use duty cycling; a technique where nodes in the network switch between sleep state and active state. A node in a sleep state cannot send or receive packets but consumes much less energy compared to when a node is in an active state. A node may operate on a very low duty cycle such as 1%, which means the node is in active state for 1% of the time and stays in sleep state for 99% of the time.
Since nodes cannot transmit or receive packets in sleep state, forwarding packets becomes tricky; when a node wants to transmit a packet, its intended receiver may be in sleep state and cannot receive the packet. A medium access protocol should address this issue, and there are two major approaches: synchronized and asynchronous protocols. In a synchronous MAC protocol, a sender should be aware of the receiver's wake-up schedule and transmit when the receiver is awake and ready to receive the packet. Some synchronized MAC protocols make all nodes wake up at the same time, whereas other protocols allow di erent schedules but nodes exchange messages with neighbors to find out their schedules. Synchronized protocols have several issues. First, time synchronization is necessary, which may often require extra message overhead. Second, when a node wakes-up, multiple nodes may transmit their packets to the node simultaneously, resulting in collision and packet loss. A collision avoidance technique such as random backoff should be applied in order to avoid collision. ird, if nodes are allowed to operate on different schedules, further message overhead is required to exchange information between neighbors.
On the other hand, in an asynchronous MAC protocol, nodes are not time-synchronized, and they do not know when the neighbors will wake up. In a well-known asynchronous MAC protocol called BoX-MAC, a node wanting to send a packet wakes up and transmits the packet repeatedly. When the receiver wakes up according to its schedule, the node receives the packet and sends an acknowledgment (ACK) to the sender. On receiving the ACK, the sender finally stops transmitting and goes back to the sleep state. Asynchronous MAC protocols are simpler to implement than synchronized protocols, because asynchronous protocols do not require control overhead to maintain synchronization. In this paper, we consider wireless sensor networks that operate on asynchronous MAC protocols.
Data collection is a major application of wireless sensor networks, where information flows from sensor nodes to one or multiple sink nodes. A data collection tree can be established from the sink node to all the sensor nodes, and packets are forwarded from the nodes to the root node. For data collection, a typical form of transmission is unicast, but sometimes multicast or anycast are also used. Although data collection is a typical application of a wireless sensor networks, data dissemination is also an important operation. In contrast to data collection, information flows from one node (a sink or a sensor node) to all sensor nodes in the network. Data dissemination is used to update parameters and configurations, download code to the sensor nodes, or issue network-wide commands if the nodes are equipped with actuators.
Most dissemination protocols take one of the two approaches: Flooding or Tree-based. In Flooding, a node forwards a packet to all of its neighbors, and each node receiving the packet also forwards it to its neighbors. In a Tree-based protocol, a dissemination tree is established in the network, rooted at the source node. Nodes forward the packet to their child nodes, and thus the packet is forwarded along the tree structure. In an asynchronous duty-cycling sensor network, both approaches have drawbacks, as we discuss further in Section 3. A Flooding-based approach is reliable, but creates too many redundant packets that lead to unnecessary energy consumption. A Tree-based approach shows the energy-hole problem, in which energy drains faster in nodes near the source than nodes far away from the source. In this paper, we propose a new data dissemination protocol suited for an asynchronous duty-cycling network, which uses opportunistic forwarding for dissemination. Opportunistic forwarding has been shown to work well with asynchronous duty-cycling for data collection applications [1, 2] . Here, we use opportunistic forwarding for data dissemination, with the goal of achieving similar benefits such as low delay and low energy consumption. In the proposed protocol, each node forwards the packet to one of its neighbors, who wakes up early and receives the packet first. A node uses two-hop neighbor information in order to find out if the node is an articulation point and forwards the packet to multiple nodes if necessary. e benefit of the proposed protocol is that depending on when the dissemination occurs, the packet is forwarded along a different path because of the opportunistic forwarding. is balances load and energy consumption among nodes without any explicit measures.
e simulation results show that the proposed protocol can achieve longer network lifetime compared to Flooding and Tree-based protocols in various network environments.
As discussed in Section 2, there have been a few protocols that use opportunistic forwarding in data dissemination [3, 4] . However, they require wake-up schedules of neighbors and link quality information, which is cumbersome to maintain and requires message overhead. To use neighbor wake-up schedules, notification should be made whenever a node changes its wake-up schedule. It is even harder to maintain and exchange link quality information, because many packets need to be actually transmitted on the link in order to estimate the average link quality. Our proposed protocol does not require these information and thus can work on top of BoX-MAC. We believe it is important for practicality of the protocol because BoX-MAC is a widely used protocol. e rest of the paper is organized as follows. In Section 2, we discuss the existing work that considers data dissemination in multihop wireless networks. In Section 3, we briefly introduce relevant system and protocols and motivate our design of a new data dissemination protocol. In Section 4, we describe the proposed protocol, Oppo-Flood, in detail. In Section 5, we evaluate the performance of Oppo-Flood, comparing with other existing protocols. Finally, in Section 6, we conclude the paper with remarks for future work.
Related Work
Data dissemination is an important operation in wireless sensor networks as well as other multihop networks such as wireless ad hoc networks. Naturally, many dissemination protocols have been proposed for different network environments and application requirements. Earlier protocols were developed for non-duty-cycling networks where nodes are mostly in active mode and ready to receive packets. Trickle [5] and Deluge [6] are epidemic type dissemination protocols where each node occasionally broadcasts its data to its neighboring nodes. If a node finds out that a neighboring node has a newer version of data, the node sends a request in order to acquire the new data. Redundant transmissions are suppressed by nodes overhearing each other, and broadcast rate is dynamically adjusted depending on node density. Kyasanur et al. [7] proposed Smart Gossip, a probabilistic forwarding scheme to reduce redundant 2
Wireless Communications and Mobile Computing transmissions caused by Flooding. e probability of forwarding is determined based on the importance of the nodes. Stann et al. [8] proposed RBP, which controls number of retransmissions depending on density of nodes in the vicinity in order to balance the reliability and energy consumption. Huang and Setia proposed CORD [9] , which minimizes number of transmissions by establishing connected dominating set on the network. Nodes that are not involved in transmitting or receiving data are put to sleep in order to save energy. Sprinkler [10] adopts a similar strategy, which divides the area into a virtual grid of equal sized planes and builds a connected dominating set using the grid. Zhu et al. [11] proposed Collective Flooding, which uses collective ACKs to reduce the number of ACKs. Using correlation between the links, the sender estimates whether a packet is successfully received by a node, from an ACK sent by another node. Dong et al. [12] proposed ECD, where packet senders are selected according to link quality and packet sizes are dynamically configured in order to improve transmission efficiency. ese protocols are not suitable for asynchronous duty-cycling networks, because they assume the neighboring nodes will always receive the packet if the link quality between the nodes allows successful reception. Data dissemination protocols have also been proposed for networks with synchronized duty-cycling networks. Miller et al. [13] proposed a broadcast protocol where all nodes follow the same active-sleep cycle, but some nodes wake up in the sleep cycle to send packets and some nodes decide to remain active in the sleep period. ese two events occur with probability p and q which establishes the tradeoff between reliability, packet delay, and energy consumption. Lu and Whitehouse proposed Flash Flooding [14] , which exploits capture effects to allow concurrent transmissions and thus rapid Flooding. Ferrari et al. proposed Glossy [15] which exploits constructive interference by allowing time-synchronized concurrent transmissions, leading to successful packet receptions without the capture effect. Splash [16] builds on top of Glossy and adds tree pipelining technique to achieve fast and energy-efficient Flooding. A reverse path of data collection tree is used as dissemination paths, and odd-hop nodes and even-hop nodes take turns to transmit and receive Flooding packets. Pando [17] improves the performance of tree pipelining by applying Fountain coding in order to defend against unreliability of constructive interference. Since every encoded packet contains new information of the original data, receivers become insensitive to loss of individual packets. e environment we consider in this paper is an asynchronous duty-cycling network, where each node independently switches between active and sleep states. Many dissemination protocols were proposed for this type of network as well. Sun et al. [18] proposed ADB, a protocol designed to work on top of RI-MAC [4] . In ADB, the broadcasting is done through a tree, but a node can opportunistically delegate its transmission to one of its child nodes. For example, suppose node A has node B and C as its child nodes. If node A finds out that the link condition between B and C is better than the link condition between A and C, A can delegate its transmission to B so that B can forward its packet to C on behalf of A. Lai et al. proposed Hybrid-cast [19] , which uses quorum-based wake-up scheduling and delivery deferring to reduce the number of transmissions. In Hybrid-cast, each node broadcasts a beacon at the beginning of a wake-up slot. On receiving a beacon, the data sender defers its transmission for a period of time hoping that more neighbors wake up during that time so that one broadcast transmission could be received by multiple neighboring nodes. Hong et al. [20] proposed an algorithm for building a connected dominating set on the network to minimize the number of broadcast transmissions. e proposed algorithm considers the fact that a node may need to transmit multiple times to cover its neighbors, because they may wake up at different times. Tang et al. [21] and Duc et al. [22] have followed the same approach but have improved the performance of CDS-based broadcasting.
Guo et al. [23] proposed a protocol where a flooding tree is constructed on the network considering link correlation. e tree is established so that nodes choose a common parent node if the links between the nodes and the parent node are highly correlated. After selecting a common parent, the nodes wake up at the same time to receive the broadcast packet from the parent node. Only one node sends back an ACK in order to mitigate ACK implosion and energy consumption. Zhao et al. [24] have followed a similar approach but their protocol is designed to achieve 100% reliability required for WSN reprogramming. Wang and Liu [25] proposed a protocol where the broadcast problem is formulated as a shortest path problem in a time-coverage graph. A centralized and distributed version of the protocol is presented which calculates the shortest path considering node wake-up schedules. Xu et al. [26] proposed a protocol where nodes extend their active time in order to overhear broadcast packets from neighbors, thereby reducing packet delay and energy consumption. Niu et al. [27] proposed a protocol for building a flooding tree in the network. e protocol initially builds an ETX-(Expected Transmission Count-) based shortest path tree. While operating, nodes can dynamically reselect the best parent node based on link quality, while ensuring loop-free property of the flooding tree. Guo et al. [3] proposed a protocol which is based on a tree structure, but allows opportunistic transmissions to paths outside the tree. Due to unreliable links, forwarding packets along the tree may cause long packet delay. In order to reduce the delay, a node forwards to a neighboring node outside the tree if it is statistically probable that the receiving node will receive the packet earlier than receiving the packet from its parent node. Han et al. [28] proposed a protocol where nodes can adjust their transmission power. Since the network topology changes according to transmission power, the goal is to find a valid dissemination tree that minimizes the total transmission power consumed. Sutton et al. proposed Zippy [29] , a protocol for infrequent on-demand flooding.
e protocol uses an additional low-complexity transmitter and a receiver that are always on so that nodes can quickly wake-up when the flooding needs to take place. Xu et al. [30] proposed a dissemination protocol with the focus of balancing the transmission load in the network. e flooding tree is built and adjusted so that each node has Wireless Communications and Mobile Computing 3 similar number of child nodes and thus similar transmission load. Cao et al. proposed Chase [31] , a broadcast service that allows concurrent broadcast transmissions using random interpreamble packet interval adjustments. Chase classifies signal patterns to detect whether concurrent transmission is possible or not and extends radio-on time if successful packet delivery is expected. Although many dissemination protocols have been proposed for asynchronous duty-cycling WSNs, most of them require and utilize knowledge of wake-up schedules in 1-hop or 2-hop neighborhood. When a node needs to send a packet, it wakes up just before the scheduled wake-up time of the receiver and transmits the packet. Acquiring wake-up schedule needs time synchronization among nodes, as well as control overhead to exchange schedules occasionally. ADB [18] does not require nodes to know wake-up schedules of neighboring nodes. However, quality of links between every pair of nodes must be measured, in order to decide whether a node should delegate its transmission or not. Acquiring accurate link quality is challenging, especially when nodes are on a low-duty cycle [2] . Also, ADB does not consider load balancing and may suffer from the energy hole problem [32] . Different from existing works, our target environment is an asynchronous duty-cycling network where nodes do not know the wake-up schedule of neighboring nodes. Under this environment, our goal is to design a dissemination protocol that is energy-efficient and loadbalancing, in order to achieve long network lifetime. [33] is the default MAC protocol implemented in TinyOS-2.x, an operating system for sensor devices. BoX-MAC operates on top of a wireless sensor network system where nodes duty-cycle asynchronously. Whenever a node wants to transmit a packet to a specific destination (unicast), the node wakes up and performs carrier sensing on the channel. If the channel is idle, the node transmits a packet repeatedly, with short intervals in the middle of each transmission (as shown in Figure 1 ). Other nodes wake up according to their schedules. Whenever a node wakes up, it first checks the channel to see if energy is detected on the channel. If not, the channel is idle, so the node immediately goes back to sleep (idle receive check). If there is energy, the node tries to receive a packet. When a node starts receiving the packet, it checks the packet header to determine whether it should continue receiving the packet or not. If the packet is not intended for the node itself, the node aborts reception and goes back to sleep (invalid packet reception). Finally, if the node is the intended receiver, it continues receiving the packet until the end and sends back an ACK to the sender (valid packet reception). When the sender receives an ACK, it stops transmission and goes back to sleep. If we assume that every node runs on the same wake-up interval of w seconds, the sender has to wait for w seconds in the active mode before its destination node wakes up, in the worst case. is sender "wait time" is the most significant source of energy consumption in asynchronous duty-cycling networks.
Preliminaries

BoX-MAC. BoX-MAC
Data Dissemination in Asynchronous Duty-Cycling
WSNs. Here, we look at the basic approaches for disseminating data in asynchronous duty-cycling WSNs. As mentioned earlier, our assumption is that the nodes do not know the wake-up schedules of neighbors, which is the same assumption for the BoX-MAC. Also, this assumption makes our protocol design different from most approches taken in existing protocols, as discussed in the previous section. We look at the two basic approaches to data dissemination: network wide Flooding and Tree-based dissemination.
Flooding-Based Data Dissemination.
e basic flooding technique does not require any structures in the network. Initially, the source node broadcasts a packet to all of its neighbors. On receiving a packet, a node also broadcasts the packet to all its neighbors. In order to avoid sending duplicate packets, the broadcast packet has a sequence number in the header. If a node receives a packet that has been received and forwarded previously, the node simply discards the packet. In an asynchronous duty-cycling network, nodes wake-up for a short duration of time periodically and their wake-up times are different. In order to reach all neighbors, a node has to transmit the packet repeatedly for a whole wake-up interval. If nodes use different wake-up intervals, a node should transmit the packet for the longest wake-up interval used by its neighboring nodes. Since receiving nodes do not reply with ACKs for broadcast packets, the sender just decides to transmit for a certain duration of time and finishes transmission without knowing who received the packet. If link conditions are bad or packet collisions occur, a single wake-up interval may not be sufficient, and the sender may need to transmit longer in order to have all neighbors receive the packet.
It is well known that when a packet is flooded, too many duplicates are created if all nodes forward the packet to all neighbors [34] . e level of redundancy depends on the network density. We have conducted a preliminary experiment, where we have deployed a number of sensor devices in an area and had one of the node periodically send packets to be disseminated to all the nodes in the network (the simulation setup is the same as what we used in Section 5, and it will be described there in detail). We have varied number of nodes to study the impact of node density in the data dissemination performance. Each packet has a sequence number, and a node only broadcasts once for a packet with a particular sequence number. Whenever a node starts transmitting, it continues for a whole duration of wake-up interval, which is set to 1 second in this experiment. e result is shown in Figure 2 . Figure 2 (a) shows that regardless of node density, dissemination ratio is almost 100%, since each node broadcasts packets for a whole wake-up interval. However, as shown in Figure 2 (b), average energy consumption of the nodes increase with node density, and that is due to the increased number of duplicates shown in Figure 2 (c); nodes spend more time in active mode receiving unnecessary packets.
A natural intuition that follows from this result is to reduce the duration of broadcast; a node does not transmit its packet for a whole duration of time. Only a subset of neighbors will receive the packet, but if there is enough number of neighbors, duplicate copies of packets forwarded by them could reach the whole network. To see if this is true, the next experiment is conducted. For a fixed node density, we have varied the transmission duration. e result is shown in Figure 3 . Similar to the previous experiment, the wake-up interval of all nodes is 1 second. Figure 3 (a) shows that the dissemination ratio decreases when the transmission duration becomes short. If we need to achieve a certain level of dissemination ratio, the proper transmission duration depends on node density; when the network is dense, each node can transmit shorter and still achieve high dissemination ratio. Figures 3(b) and 3(c) show that energy consumption per node is higher for dense networks due to duplicate packets. us, it is important to control transmission duration based on network density in order to improve energy efficiency and achieve long network lifetime.
In the previous experiments, we assumed that all links are reliable. e received signal strength is calculated based on a path loss model, and a packet is always received correctly if the signal-to-noise ratio (SNR) is higher than a certain threshold. In reality, the nodes could be deployed in an environment where packet loss frequently occurs due to various environmental reasons such as fading. In order to model that, we have assigned loss rates to links. If a link between a pair of nodes has a loss rate of 30%, it means that 30% of the packets that are transmitted between the pair are dropped. In the next experiment, we have varied the link loss rate to see its impact on dissemination ratio and energy consumption (all links have the same loss rate). e result is shown in Figure 4 .
We can observe from Figures 4(a) and 4(b) that when link loss rate increases, the dissemination ratio drops while the energy consumption stays similar. When transmission duration is 1 second (which is the same as the wake-up interval), the dissemination ratio is near 100% until the link loss rate goes over 30%. en, the dissemination starts to drop. is means that, with lossy links, a node may need to transmit its packet longer than a wake-up interval, in order to achieve a certain level of reliability. When the transmission duration is 0.3 seconds, the dissemination ratio is significantly degraded as the link loss rate goes up. Suppose the application has a reliability requirement, such as 90% dissemination ratio. If link loss rate is 30%, we can achieve the reliability level with transmission duration of 0.6 seconds. But if link loss rate is 50%, a longer transmission duration is required. is experiment shows that a proper transmission duration depends on node density and link loss rate. e difficulty of using this approach is that since ACKs are not used, the network does not know how many nodes have successfully received the broadcast packet. Without feedback from the receivers, a node cannot adjust its transmission duration in order to improve reliability or reduce energy consumption.
Tree-Based Data Dissemination.
A Tree-based dissemination protocol builds a dissemination tree in the network, and the packets are forwarded along the tree. e dissemination tree could be a reverse of a collection tree if the collection sink and the dissemination source is the same node. In a typical Tree-based dissemination protocol, a parent node unicasts the packet to each of its child nodes. Since unicast packets are replied by ACKs, a parent node knows which of the child nodes have successfully received the packet. In order to achieve 100% reliability, each node simply needs to make sure that all of its child nodes receive the packet. en, all nodes will receive the packet, except the ones that are disconnected from the network.
Provided that the network topology does not change frequently and the link conditions are not bad, a Tree-based approach is expected to consume less energy compared to a flooding-based approach, because nodes do not need to transmit the packet for a whole wake-up interval and leaf nodes do not need to transmit packets at all. However, provided that the nodes are uniformly distributed, a Treebased dissemination could lead to the energy hole problem [32] , where energy drains faster in nodes that are close to the source than nodes far away from the source. It is because nodes near the source tend to have more child nodes, and thus, they need to transmit packets for longer duration of time.
We have conducted a preliminary experiment on the Tree-based dissemination approach. Varying the number of nodes, we have measured dissemination ratio and average and maximum node energy consumption. e maximum node energy consumption is related to the network lifetime, when we define network lifetime as time until all of the energy drains in the first node [35] . We have experimented three variations of Tree-based dissemination. First, "Tree" is the basic tree-based protocol in which a broadcast packet is transmitted from the source node, and each node receives the broadcast message to select a parent node based on the hop distance from the source node. e tree-building phase is not included in the energy consumption measurements. Second, "Tree-Balanced" is a protocol where if a node has Wireless Communications and Mobile Computing 5 multiple candidate parents with the same hop distance from the source node, it selects a parent node which has the minimum number of child nodes. is is to balance the number of child nodes, which will lead to balanced load among nodes. Finally, "Tree-Dynamic" is a protocol where each node periodically reselects its parent node, which has the maximum residual energy among candidate parent nodes.
is method is expected to balance energy consumption among nodes. e result is shown in Figure 5 . First, all the tree-based protocols achieve 100% dissemination ratio. When looking at the average and maximum energy consumption, we can observe that there is a gap Wireless Communications and Mobile Computing between the two. Also, while the average energy consumption does not increase for Tree and Tree-Dynamic, the maximum energy consumption of these protocols increases with number of nodes. is means that energy consumption is not well-balanced among nodes, especially when the node density is high. Looking at each of the three variations, Tree-Balanced does not achieve load balancing as expected and performs worse than Tree in terms of average and maximum energy consumption. e reason is because energy consumption does not only depend on number of child nodes, but also number of neighbors in general because of energy consumption due to invalid and valid receptions. Also, when the number of child nodes is balanced, it reduces the chance that a node will become a leaf node without any child node. Tree-Dynamic spends more energy compared to Tree, but has lower maximum energy consumption which means it is balancing energy consumption better than Tree. Still, the gap between Tree and Tree-Dynamic is not significant, compared to the gap between average and maximum energy consumption. Since Tree-Dynamic performs best in terms of maximum energy consumption, we use this protocol for the next experiment, as well as the performance evaluation in Section 5.
In the second experiment, we have varied the link loss ratio from 0 to 50%, for different Tx durations. e Tree-Dynamic protocol is used in this experiment. Since nodes only forward their packets to child nodes in a tree-based dissemination, it is expected that the protocol is vulnerable to lossy links. In order to improve reliability, nodes should increase Tx duration so that a child node who failed to receive the packet could try once more in the next wake-up period. e results are shown in Figure 6 . As expected, the dissemination ratio drops drastically as the link loss ratio increases (compared with Flooding-based dissemination shown in Figure 4 ). Figures 6(b) and 6(c) show that when Tx duration is high, not only the nodes spend more energy due to increased Tx duration, but because more nodes are disseminated into the network. It can be observed that the gap between maximum energy consumption is higher than average energy consumption, which also indicates that some portions of the nodes spend energy faster than other nodes, which is harmful for achieving long network lifetime.
From preliminary experiments, we can conclude that while the Flooding-based protocol achieves high reliability in the face of lossy links, it generally spends too much energy by creating lots of duplicate packets. On the other hand, the tree-based protocol spends less energy, but is highly vulnerable to lossy links and does not balance energy consumption well among nodes. For reliability and tolerance to packet loss, we would like to allow multiple candidate paths for dissemination. Also, in order to reduce unnecessary energy consumption, we want to minimize the number of duplicate packets in the network. e main idea is to make each node forward the packet to a single node in the neighborhood, which has not received the packet yet. Since nodes wake up at different times in an asynchronous dutycycling network, a node can opportunistically forward the packet to the node which wakes up the earliest and receives the packet. Near the beginning of the dissemination, a node will have many candidate forwarders since not many nodes have received the packet yet. As more nodes receive the packet, the expected wait time of a sender becomes larger, because the number of neighbors who have not received the packet becomes small. However, since the packet is disseminated on a different path each time, wait time of nodes are expected to be balanced among nodes. e implementation of this idea is the proposed protocol, which is described in detail in the next section.
Proposed Protocol: Oppo-Flood
4.1. Overview. We call the proposed protocol Oppo-Flood, which reflects the idea of opportunistic forwarding in data dissemination. e main idea of Oppo-Flood is to make each node opportunistically forward packet to a subset (mostly one) of its neighbors so that all the nodes can eventually receive the packet. Consider the scenario in Figure 7 . Wireless Communications and Mobile Computing 7 Figure 7 (b), and send packets along the tree. In that case, node 1 and node 2 should always forward the packets to their child nodes, and their energy will drain faster than other nodes. Instead, in Oppo-Flood, we let each node transmit its packet to whoever wakes up first among its neighboring nodes. In Figure 7 (c), node 0 forwards its packet to node 1 because after node 0 starts transmitting, node 1 wakes up first and receives the packet. On receiving packet, node 1 sends an ACK back to node 0. When node 0 receives the ACK, it stops transmission and goes back to sleep. Node 1 also opportunistically forwards its packet to node 3, who wakes up before nodes 4 and 5. Node 3 then forwards its packet to node 4. Node 1 may wake up before node 4, but since node 1 has already received the packet, it discards the packet and does not send an ACK to node 3. Similarly, node 4 forwards the packet to node 5, node 5 sends its packet to node 2, and finally node 2 sends its packet to node 6. In another case shown in Figure 7(d) , when node 1 starts transmitting, node 4 wakes up before nodes 3 and 5 to receive the packet. In this case, if node 4 opportunistically sends its packet to 5 and goes back to sleep, node 3 cannot receive the packet. us, node 4 needs to know that it has to forward its packet to both 3 and 5, because otherwise one of the nodes cannot receive the packet. e benefit of using opportunistic forwarding is that every time a flooding packet is sent from the source node, it can take a different path to reach all the nodes in the network. erefore, energy consumption is balanced among nodes, without explicitly measuring residual energy and explicitly guiding packets to nodes with higher residual energy. Also, opportunistic forwarding can be beneficial when link conditions are unstable. In Figure 7 , suppose the link between node 0 and node 1 is unstable, and so node 1 cannot receive packet from node 0 intermittently. Using a Tree-based forwarding, node 0 has to send its packet to node 1, so node 0 wastes energy trying multiple times to send its packet to node 1. However, in an opportunistic flooding, node 0 can send its packet to node 2 and let other nodes forward the packet to node 1. Node 0 sends its packet to node 2 without explicitly choosing another path, because whoever replies first with an ACK becomes the forwarding node.
e basic idea of opportunistic flooding is simple, but in order to achieve reliability and energy-efficiency, two major challenges need to be addressed. First, as shown in Figure 7(d) , a node has to figure out whether it is enough to forward the packet to just one of the neighbors or it should send the packet to multiple nodes. More specifically, if the node is an articulation point which disconnects the graph when removed, it needs to forward the packet to nodes in each of the subgraphs. Second, duplicate copies are inevitably created due to various reasons. For example, when node 0 is transmitting its packet, nodes 1 and 2 may wake up at the same time receiving the packet. If duplicate packets are created, the protocol should minimize energy wasted from sending redundant packets. In order to do that, nodes should keep track of which nodes have received the packet. In the following section, we describe the details of protocol operation.
Basic Protocol Operation.
In Oppo-Flood, each node is assigned a unique identifier. For example, if 128 nodes are deployed, they are assigned IDs from 0 to 127. When a packet is disseminated, the receive status of the packet is included as a bitmap in the packet header. For example, if there are 128 nodes, 128 bits (16 bytes) are required in the header to indicate the receive status of the packet. Since one bit of header space is required for each node in the network, the header size could become too large for a large-scale network. In that case, we can divide the network into multiple groups and assign IDs for each group (plus the group ID). If there are multiple groups, the packet is first delivered to the group leaders, and from thereon, the packet is disseminated in each group using opportunistic flooding. Here we assume that there is only a single group in the network.
An example packet header of Oppo-Flood is described in Figure 8 . Figure 8(a) shows the packet header of IEEE 802.15.4, a standard for low-rate wireless personal area networks (LR-WPANs).
e Oppo-Flood replaces the addressing fields in the header with the receive status fields that consist of group ID and the Rx bitmap. e size of the fields could be adjusted according to network scale. Also, the receive status should be included in the ACK frame. Including Rx bitmap in the header could significantly increase the packet size, especially if the payload size is small and the network is large. e increased packet size could cause additional energy consumption for the sender and the receiver. However, the sender wait time is not affected by the packet size, but by wake-up interval of nodes.
In Oppo-Flood, each node maintains a neighbor table, which includes the neighbor nodes of each neighbor. In other words, each node should have knowledge on its twohop neighbors. ere are several ways of obtaining neighbor information. First, after deployment, an initial phase can take place where all nodes are active and nodes periodically broadcast messages to its neighbors. Once a node discovers a neighboring node, it includes the IDs of the neighboring nodes in the message, so that its neighbors can find out the two-hop neighbors. is initial phase is similar to the treebuilding phase in tree-based collection or dissemination protocols. Also, after the duty-cycling is started, a node can send request messages to its neighbors so that they can reply with ACK messages. Each node includes its neighbor information in the ACK messages so that the requesting node can acquire two-hop neighborhood information.
Here, we illustrate the operation of Oppo-Flood using an example scenario shown in Figure 9 . Figure 9 (a) shows a dissemination flow which matches the scenario shown in Figure 7 (c). For each edge where the packet is forwarded, the contents of the Rx bitmap in the packet header is shown. First, node 0 starts the dissemination by transmitting its packet. In the packet header, node 0 sets the first bit (which indicates node 0) of the Rx bitmap, because it is the only node that currently has the disseminated packet (it is also possible to omit the source node to save 1 bit). Node 1 receives the packet header and finds out that the packet is a new packet by reading the sequence number field. Also, node 1 reads the Rx bitmap and updates its neighbor table as shown in Figure 9 (b). Now, node 1 needs to decide which node it should forward the packet to, which is decided locally based on the two-hop neighbor information. After receiving the packet, node 1 finds out that nodes 2, 3, 4, and 5 need to receive the disseminated packet. e node checks whether these nodes are connected using the information in the neighbor table. In this case, node 1 can find out that all its neighbors are connected. en, node 1 can forward the packet to whoever wakes up first and finish transmission. Among the neighbors, node 3 wakes up first and receives the packet. Since node 1 already has the packet, node 3 needs to send the packet to node 4. Node 4 has nodes 1, 2, 3, and 5 as neighbors, but through the Rx bitmap, node 4 knows that nodes 1 and 3 have received the packet. Since nodes 2 and 5 are connected, node 4 can forward the packet to any of the nodes, which happens to be node 5 in this case. Similarly, node 5 needs to send the packet to one of node 2 and node 6, and node 2 receives the packet. Finally, node 2 sends the packet to node 6 and the dissemination process is finished. Let us consider another example shown in Figure 10 . is shows a dissemination flow which matches the scenario shown in Figure 7(d) . In this case, node 4 receives the packet transmitted by node 1, because as node 1 is transmitting, node 4 wakes up before other nodes and receives the packet.
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Node 4 updates its Rx status, and knows that nodes 2, 3, and 5 need to receive the packet. In this case, although nodes 2 and 5 are connected to each other, node 3 is not connected to either node 2 or node 5. us, if node 4 forwards the packet to node 2 or node 5 and finishes transmission, node 3 will not be able to receive the packet. In this case, node 4 forwards the packet to node 3 and one of node 2 and node 5. Generally speaking, a node checks if the neighbors that did not receive the packet form a connected component. If they are all connected, the node can forward its packet to any one of the neighbors and finish transmission. If there are multiple connected components, the node should forward the packet to one node from each of the connected components. If the sender receives ACKs from at least one node from every connected component, it stops transmission and goes back to sleep. Otherwise, the sender continues transmitting the packet until timeout occurs, based on a predefined timeout period.
Duplicate Packet Handling.
In Oppo-Flood, when a node transmits a packet, two or more neighboring nodes can wake-up simultaneously and receive the packet. In that case, since the receivers do not know whether multiple nodes have received the packet, each node forwards the packet independently. e problem is that each copy of the packet does not have the full knowledge of who has received the packet. Consider the scenario shown in Figure 11 . When node 0 transmits the packet, node 1 and node 2 wake up at the same time to receive the packet. is is possible because node 1 and node 2 do not coordinate schedules and independently choose their own wake up times. When the two nodes receive the packet, both nodes know that node 0 has the packet but do not know that the packet is received by the other node. Suppose node 1 forwards the packet to node 3 and then the packet goes to node 4. Also, node 2 forwards the packet to node 6 and then to node 5. Now, node 5 knows that the packet is received by nodes 0, 2, 5, and 6 and thinks it should forward the packet to either node 1 or node 4. When node 5 transmits its packet, any of its neighboring nodes can wake up and receive the packet. In the first case, suppose node 2 wakes up. First, node 2 reads the sequence number field in the packet header and finds out that it is an already received packet. en, node 2 reads the Rx bitmap field. e Rx bitmap field in the header is "1010011," which means nodes 0, 2, 5, and 6 have received the packet. Node 2 compares the Rx bitmap with its own Rx status, which is "1010000." is means that node 5 already knows all the information that node 2 has. In this case, node 2 aborts reception and goes back to sleep without sending an ACK back to the sender. If node 6 receives the packet, it will show the same behavior.
In the second case, suppose node 1 wakes up and receives the packet. Checking the sequence number field, node 1 finds out that it is a duplicate packet. en, node 1 compares the Rx bitmap ("1010011") with its Rx status ("1100000"). In this case, node 5 does not know that node 1 has already received the packet. us, node 1 sends an ACK to node 5 and includes its Rx status in the packet header. When node 5 receives the ACK, it updates its Rx status using the newly acquired information. e Rx status of node 5 now becomes "1110011." Also, since the Rx status was included in the ACK header, node 5 knows that the packet was already received by node 1. Now, after updating the Rx status, node 5 recalculates the connected components in the neighbor. In this case, node 4 is the only node in the neighborhood that did not receive the packet. So, node 5 continues transmitting the packet with updated Rx bitmap in the packet header.
In the third case, suppose node 4 wakes up and receives the packet. After reading the header and comparing the Rx bitmap ("1010011") with its Rx status ("1101100"), node 4 decides to send an ACK since it has additional information that the sender does not have. When node 5 receives the ACK, it updates its Rx status to "1111111." In this case, node 5 knows that all of its neighbors have received the packet.
us, node 5 stops transmission and goes back to sleep. In summary, duplicate packets are inevitably created while disseminating the packets in the network. In order to minimize unnecessary transmission, nodes exchange Rx status included in data and ACK packets in order to gather information from each other. When a node receives a duplicate packet, it checks whether it has additional information in its Rx status that the sender does not have. In this case, the node decides to send an ACK; otherwise, the node does not send an ACK. When the sender receives an ACK that includes an Rx bitmap, it updates its Rx status and decides whether it should continue or stop the transmission.
Probabilistic Packet Reception.
When nodes 1 and 2 wakes up and receive the packet, they will both send ACKs to node 0, which will cause a collision. If their received power is similar, it is possible that node 0 loses both ACKs. Since node 0 did not successfully receive the ACK, it has to continue transmission until it receives an ACK from the forwarder (or the timer expires). us, an ACK collision creates duplicate packets in the network, and also it extends the wait time of the sender. If a node has a lot of neighbors that are potential forwarders, its wait time will be short, but the probability of ACK collision will also increase. So there is an optimal number of forwarders which will minimize the network consumption, and this optimal number depends on network parameters such as node density and wake-up interval, as well as environment factors such as link quality.
If a node has too many neighboring nodes that can receive the packet, the high probability of ACK collision will increase energy consumption. In order to control the number of receivers, Oppo-Flood uses probabilistic packet reception. For example, the sender can indicate a probability such as 5/8 using 3 bits in the header. en, a receiver receives the packet with 5/8 probability by generating a random number. If the node does not receive the packet, it does not send an ACK back to the sender. e sender chooses the probability in order to meet the expected number of forwarders in the connected component. For example, consider the scenario in Figure 12 . Suppose node S is the packet sender, and all the unlabeled nodes have yet to receive the packet. First, node S calculates the connected components of neighbors. Suppose there are two connected components with 6 nodes and 4 nodes in each component. In this case, node S calculates the probability based on the size of the smallest connected components (4 nodes in this example).
ere is a predefined expected number of forwarders. If the number is 2, then node S chooses the reception probability to be 0.5. is information is included in the packet header, and the neighboring nodes receive packets and send ACKs according to the given probability.
Finding the optimal number of forwarders is out of scope of this paper. In the performance evaluation, we study the impact of expected number of forwarders in metrics such as network lifetime, energy consumption, and dissemination delay.
Performance Evaluation
Simulation Setup.
We have evaluated the performance of Oppo-Flood using simulations. e simulator was implemented in Python. At the beginning of a simulation, sensor nodes are randomly deployed in the simulation area, as illustrated in Figure 13 . e source node is placed at the center of the area. en, the nodes start duty-cycling based on independently chosen wake-up times. Otherwise specified, the wake-up interval of every node is 1 second, including the source node. Periodically, the source node transmits a packet to be disseminated to the whole network. e default period of dissemination is 5 minutes. We use the Log-distance path loss model (equation (1)) to calculate the received signal strength, and successful packet reception is determined based on the signal-to-noise ratio (SNR, equation (2)). In equation (1), the reference path loss (PL 0 ), the reference distance (d 0 ), and the path loss exponent (c) are 46.67 dB, 1 m, and 3, respectively. ese values are default values used in the ns-3 simulator [36] . In equation (2), the noise floor is 93.97 dBm, which is also a default value in the ns-3 simulator. e transmit power is 0 dBm for all nodes [37] , and the SNR threshold for successful packet reception is 6 dB. With these default parameters, the transmission range is approximately 23.8 m. Additional packet loss is modeled using link loss ratio, which is 0 at default, but we conduct an experiment where we vary the link loss ratio.
We follow the timing model specified in the BoX-MAC paper [33] . When a node wakes up at its scheduled time, it checks the channel to see if there is any ongoing packet. is is called idle receive check, which requires 5.61 ms. If there is an ongoing packet, the node has to determine if the packet is intended for the node itself and thus it should receive the packet. If the packet is not to be received, the node cancels reception and goes back to sleep. is is called invalid receive, and it requires 20 ms. If the packet should be received, the node receives the packet and replies to the sender by sending an ACK. is is called valid receive, and it takes 50 ms. In the simulations, we divide time into 50 ms slots, and let each node randomly choose one slot for wake up, S Figure 12 : An example scenario where node S is sending packets to its neighbors. Node S finds out that its neighbors form two connected components of 6 nodes and 4 nodes. If the expected number of forwarders is 2, node S indicates the reception probability of 0.5, since the smaller component has 4 nodes. among the slots in a wake-up interval. For the energy consumption model we follow the CC2420 specification [37] . e current consumption for transmit, listen (or receive), and sleep modes are 17.4 mA, 18.8 mA, and 0.02 μA, respectively. At the beginning of simulation, all nodes are assumed to be equipped with fully charged batteries that have 10,000 mAh capacity.
For evaluation metrics, we use dissemination ratio, network lifetime, average energy consumption of nodes, and dissemination delay. e dissemination ratio indicates how many nodes have successfully received the disseminated packet. e network lifetime is calculated as the time when the first node drains all of its energy [35] . e average consumption of nodes is calculated as the average current consumption of all the nodes per hour (mAh/hr). Finally, the dissemination delay is the duration of time between that when the source node transmits the packet and when the last node in the network receives the packet.
For performance comparison, we have used a Floodingbased protocol and a Tree-based protocol. Although there exist dissemination protocols that use opportunistic forwarding such as [3] , the protocol assumes that each node knows the wake-up schedules of neighboring nodes, and so the sender wakes up just before the receiver's wake-up time to send the packet. On the other hand, the proposed protocol uses BoX-MAC where the sender should wait in active mode until the receiver wakes up. Since the underlying assumptions are different, comparing the protocols cannot be fair. Since the Flooding-based approach and the Tree-based approach are the most representative methods in data dissemination and most protocols are their variants, we compare the performance of our protocol to these two protocols.
In the Flooding protocol, the source node transmits the packet for a wake-up duration, so that all of its neighbors wake up and receive the packet. No ACKs are transmitted by the receivers. When a node receives a packet that was not received before, it forwards the packet by transmitting the packet for a whole wake-up interval. If the packet is an already received one, the node simply discards the packet and does not forward it. In the Tree-based protocol, a tree rooted at the source node is established as an initial phase. In order to balance energy consumption, a node periodically selects a parent with the maximum residual energy while in operation (this protocol was called "Tree-Dynamic" in Section 3). When a node receives a packet from its parent node, it sends an ACK back to the receiver. If the packet is not from its parent node, the node discards the packet and does not send an ACK. When a node forwards a packet, the node continues transmitting packet streams until it receives ACKs from all of its child nodes. For the proposed protocol Oppo-Flood, we evaluate two variations of the protocol, "Oppo-Flood-1" and "Oppo-Flood-2." e probabilistic packet reception described in Section 4-D is not used in Oppo-Flood-1, whereas it is used in Oppo-Flood-2. In Oppo-Flood-2, the probability is calculated so that the expected number of forwarders is 6. In the results, each point in the graph is an average of 100 runs with different topology and random number generator seed.
Results
Varying Number of Nodes.
In the first experiment, we have varied the number of nodes from 40 to 240. e nodes were randomly deployed in a simulation area of 100 m × 100 m, and the source node was placed at the center of the area. e result is in Figure 14 . Dissemination ratio is not shown since all protocols achieve 100% dissemination ratio regardless of number of nodes. For the network lifetime, the Oppo-Flood protocol achieves longer network lifetime compared to Flooding and Tree-based protocols. For the Flooding and Tree-based protocols, the network lifetime decreases with node density. For the Flooding protocol, every node transmits once for each disseminated packet, for the duration of a wake-up interval. us, the energy consumption for transmission is similar regardless of number of nodes. However, more energy is consumed receiving invalid packets, which makes the network lifetime decrease. For the Tree-based protocol, as the number of nodes increases, the nodes near the source node have more child nodes to forward the packet to. us, they need to transmit the packet for a longer duration of time in order to receive ACKs from all of its child nodes. us, they drain their energy faster and the network lifetime is decreased.
On the other hand, for the Oppo-Flood protocol, the network lifetime increases with number of nodes to a certain extent and then starts decreasing. is is because when the number of nodes is small, nodes have few candidate forwarders and the forwarding path becomes similar to a tree. In this case, nodes near the source node drains energy faster than nodes far away from the source node. As the number of nodes increase, nodes have more candidate forwarders, and especially the nodes near the source node can spend less energy because they can quickly forward to one of the neighbors and finish transmitting the packet. us, the energy consumption is well-balanced and the network lifetime becomes longer. However, if the network becomes very dense, the network lifetime starts to drop due to ACK collisions and duplicate packets, as discussed in Section 4-D.
e network lifetime of Oppo-Flood-1 drops faster than Oppo-Flood-2, because Oppo-Flood-1 creates more ACK collisions and duplicate packets by allowing more candidate forwarders. Oppo-Flood-2 mitigates the negative effect of duplicate packets by limiting the number of forwarders, and it achieves longer network lifetime than other protocols when the network is very dense. Figure 14(b) shows the average node energy consumption. Here, we can observe that while the energy consumption of the Flooding protocol is significantly higher, the average energy consumption of the other protocols is similar. Also, when the node density is high, the average energy consumption of Oppo-Flood-1 is higher than the Tree-based protocol. Still, the network lifetime of Oppo-Flood-1 is higher than Tree-based. is is due to the fact that energy consumption is more well-balanced in Oppo-Flood-1 compared to the Tree-based protocol. Finally, Figure 14 (c) shows the dissemination delay. For the Flooding protocol, the dissemination delay increases up to a certain point and converges afterwards. In the Flooding protocol, each node transmits its packet for a fixed duration of time. As the number of nodes increases, more nodes need to transmit before all nodes in the network receive the packet. us, the dissemination delay increases. However, after a certain point, the number of nodes that cover the whole network does not increase further, although the node density increases. us, the dissemination delay converges and does not increase any more. Comparing Tree and Oppo-Flood, we can observe that the Oppo-Flood protocol achieves lower dissemination delay than the Treebased protocol.
is is because the average transmission time of each node is longer for the Tree-based protocol. In the Tree-based protocol, the parent-child relations are not established according to the wake-up time. us, a node may need to wait a long time before all of its child nodes wake up and receive the packet. On the other hand, in Oppo-Flood, most of the time, a node finishes transmission after the first neighboring node wakes up and receives the packet. us, the average transmission time of each node is shorter than the Tree-based protocol which results in lower dissemination delay. When the node density is very high, the dissemination delay of Oppo-Flood-2 is slightly higher than Oppo-Flood-1, because Oppo-Flood-2 limits the number of neighbors who can receive the packet using probabilistic packet reception. At the cost of increased delay, Oppo-Flood-2 achieves higher network lifetime by reducing number of ACK collisions and duplicate packets.
Varying Area Size.
In the next experiment, we have varied the area size from 2500 m 2 (50 m × 50 m) to 250000 m 2 (500 m × 500 m). e number of nodes was fixed at 100. e result is shown in Figure 15 . Similar to the previous experiment, dissemination ratio is not shown since all protocols achieve 100% ratio. First, as shown in Figure 15 (a), the Oppo-Flood protocol achieves longer network lifetime compared to Flooding and Tree-based protocols. Similar to the previous experiment, the Flooding protocol achieves the shortest network lifetime because all nodes have to transmit for a whole wake-up interval. e Tree-based protocol achieves longer network lifetime than Flooding protocol by reducing the transmission cost, but not by a large margin. For both Flooding and Tree-based protocols, the network lifetime mostly increases when the area size becomes larger. is is mainly because when the area size is large, node density becomes lower and nodes have less number of invalid packets to receive. One exception is that when the area size is very small (2500 m 2 ), the Tree-based protocol achieves longer network lifetime than when the area size is larger (3600 m 2 ). When the area size is 2500 m 2 , most nodes can be reached by a single hop from the source node. In this case, only the source node transmits the packet for the Tree-based protocol.
us, no duplicate packets are generated and no energy is consumed due to invalid packet reception. For Oppo-Flood-1 and Oppo-Flood-2, the network lifetime increases with area size up to a certain point but then drops down until it reaches a point. When the area size is very small, large energy is wasted due to ACK collisions and duplicate packets. As the area size increases, the probability that multiple neighbors wake up simultaneously and receive the packet drops, and thus, the network lifetime becomes higher. After a certain point, the effect of ACK collision diminishes. en, the network lifetime becomes shorter as the area size grows, because nodes have less number of candidate forwarders and so they have to transmit packets for longer durations. When the area size is small, Oppo-Flood-2 achieves higher network lifetime compared to Oppo-Flood-1 by limiting number of neighbors who can receive the packet. is benefit disappears as the area size becomes larger, because the number of neighbors become smaller.
For average node energy consumption shown in Figure 15 (b), the Oppo-Flood protocol spends more energy than Tree-based when the area size is small, but the energy consumption becomes similar as the area size becomes larger. It shows that the longer network lifetime achieved by the Oppo-Flood protocol is not by reducing the average energy consumption but by balancing the energy consumption among nodes. For the dissemination delay, the Oppo-Flood protocol achieves smaller delay compared to Flooding and Tree-based protocols. In Figure 15(c) , as the area size becomes large, the dissemination delay of Flooding becomes significantly large because more nodes have to transmit in order to cover the entire network. In the Flooding protocol, every node transmits for the duration of a whole wake-up interval, regardless of whether the neighboring nodes need to receive the packet or not. However, it is possible that all nodes receive the packet when only a small subset of nodes transmit. When the area is small, the number of nodes that can cover the entire network is also small. When the area size becomes larger, the number of nodes needed to cover the whole network becomes larger, and thus the dissemination delay of Flooding becomes larger. In the other protocols, the dissemination delay increases with area size, at a slower rate compared to Flooding. e reason for increase in delay is similar to Flooding, but the Tree-based protocol and the Oppo-Flood protocol limit transmission time of each node using ACKs, which help these protocols to achieve low dissemination delay.
Varying Link Loss
Ratio. Until now, whether a node successfully receives a packet is based on the SNR calculated from the Log-distance path loss model. However, channel conditions may vary due to large-scale or small-scale fading, and additional packet losses could occur. In order to study the impact of link quality, we have varied the link loss ratio from 0 to 0.5. For example if link loss ratio is 0.5, a packet is dropped with 50% probability even if the SNR surpasses the threshold. For the Tree-based and Oppo-Flood protocols, the timeout is set to 1 second, which means if the sender does not receive required ACKs within the timeout period, the node finishes transmission and goes back to sleep. e number of nodes is fixed at 100, and the area size is 100 m × 100 m. e result is shown in Figure 16 . In this case, we show the dissemination ratio because it is not always 100%. We do not show the dissemination delay, because when the dissemination ratio is very low, dissemination delay is not meaningful because it only measures delay for those who have received the packet successfully. Figure 16 shows the dissemination ratio of protocols. In Figure 16 (a), the Flooding protocol achieves near 100% ratio regardless of link loss, which shows that it is a good candidate for harsh environments and applications in which reliability is more important than network lifetime. In contrast, for the Tree-based protocol, the dissemination ratio drops significantly as the link loss ratio increases. is is due to the unicast behavior of the Tree-based protocol, where a node can only receive the packet from a single parent node.
e Oppo-Flood protocol achieves relatively high dissemination ratio in the face of severe link loss. Oppo-Flood-1 achieves 95% dissemination ratio at 50% link loss, while Oppo-Flood-2 achieve 78% at the same level of link quality. Compared to the Tree-based protocol, the Oppo-Flood protocol not only achieves higher dissemination ratio, but also longer network lifetime, as shown in Figure 16 (b). In Figure 16 (c), we can observe that as the link loss ratio increases, Oppo-Flood starts to spend more energy compared to the Tree-based protocol. Still, the Oppo-Flood protocol achieves longer network lifetime by balancing energy consumption among the nodes. For Oppo-Flood-2, we can observe that the dissemination ratio drops considerably when the link loss ratio is very high. is is because the probability of packet reception does not consider the link quality. A simple improvement is to consider the link quality when calculating the probability of packet reception, but that will require constantly monitoring the link quality, which is not a trivial and cost-free operation.
Varying Wake-Up
Interval. For all the previous experiments, the wake-up interval was fixed at 1 second. However, the wake-up interval could be tuned according to application delay requirements. In this experiment, we have varied the wake-up interval from 0.25 to 2.5 seconds. e number of nodes was fixed at 200, and all the other parameters were fixed at their default values. e result is shown in Figure 17 .
From Figure 17 (a), we can observe that the benefit of Oppo-Flood is increased when the wake-up interval becomes longer (or the duty-cycle becomes lower). When the wake-up interval is short, the network lifetime increases as the wake-up interval becomes longer. Intuitively, the network lifetime becomes shorter if nodes wake-up more frequently. If the wake-up interval is small, the sender wait time will be short, but the benefit is lost by frequent ACK collisions and duplicate packets. As the wake-up interval becomes longer, the network lifetime of Flooding and Treebased protocols starts to decrease. is is when the cost of transmission starts to dominate energy consumption more than frequent wake-ups. As the wake-up interval becomes longer, packet senders need to stay in active mode longer in order to forward the packets. However, the network lifetime of Oppo-Flood continues to increase when the wake-up interval is large. is is because Oppo-Flood makes use of opportunistic forwarding to keep the Tx duration low for the packet senders. Similar to previous experiments, Figure 17 (b) shows that the average energy consumption of Oppo-Flood is similar to that of the Tree-based protocol, which indicates that the longer network lifetime of Oppo-Flood is achieved through load balancing, by randomly choosing forwarding paths based on when the nodes wake up. On the other hand, the average energy consumption and network lifetime of the Tree-based protocol show that in the Tree-based protocol, a few nodes drain energy much faster than others, thereby shortening the network lifetime. In terms of dissemination delay shown in Figure 17(c) , the delay of all protocols increases linearly with the wake-up interval.
e Oppo-Flood achieves shorter dissemination delay compared to the Flooding and Tree-based protocols by quickly forwarding packets to a neighboring node who wakes up at the earliest time among all candidate forwarders.
Impact of Probabilistic Packet Reception.
In Oppo-Flood-2, we have fixed the expected number of maximum forwarders to 6. e optimal number of forwarders considering the wait time and possibility of ACK collision depends on factors such as wake-up interval and link quality. In this experiment, we have varied the expected number of forwarders from 1 to 30, for wake-up intervals of 1, 2, and 3 seconds. e result is shown in Figures 18(a)-18(c) . When the number of forwarders is very small, the network lifetime increases with number of forwarders because more forwarders will reduce wait time of the senders. However, after some point, the network lifetime starts to decrease because the negative effect of ACK collisions and duplicate packets is more significant than the benefit of short wait time. When the wake-up interval is 1 second, the optimal number of forwarders is 5, whereas this optimal number becomes larger when the wake-up interval is longer. is is because when the wake-up interval is longer, the probability of ACK collision is smaller for the same number of forwarders. is result shows that it is necessary to use probabilistic packet reception in order to reduce unnecessary energy consumption and achieve longer network lifetime. For example, when the wake-up interval is 1 second, if we do not limit the number of forwarders, the network lifetime becomes similar to when the number of forwarders is 1.
In summary, the simulation results show that the proposed Oppo-Flood protocol achieves higher network lifetime compared to other protocols such as Flooding and Tree-based protocols. e Oppo-Flood selects dissemination paths opportunistically, thereby reducing the wait time of forwarders and balances energy consumption among nodes by choosing a random path each time a packet is disseminated. e load balancing behavior of Oppo-Flood is shown through network lifetime and average energy consumption, where Oppo-Flood achieves significantly higher network lifetime compared to the Tree-based protocol, while spending comparable amount of energy in average. When the links are lossy, Oppo-Flood achieves higher reliability compared to the Tree-based protocol, which means that in order to achieve a certain level of reliability, Oppo-Flood can use shorter Tx duration compared to the Tree-based protocol, thereby consuming less energy. Oppo-Flood also achieves shorter dissemination delay compared to other protocols by opportunistically forwarding the packet to a neighbor which wakes up at the earliest time.
Conclusion and Future Work
In this paper, we proposed an energy-efficient dissemination protocol called Oppo-Flood. Unlike most previous protocols, Oppo-Flood is designed for asynchronous duty-cycling sensor networks where nodes do not know the wake-up schedules of neighbors. In order to overcome the energyhole problem and balance energy consumption among nodes, the nodes opportunistically forward the packet to a neighbor which wakes up at the earliest time. Using two-hop neighbor information, a node determines if it is an articulation point in the two-hop neighborhood. If the node is an articulation point, it forwards the packet to at least a node in each of the connected components formed by the neighboring nodes. Also, in order to mitigate the negative effects of ACK collision caused by simultaneous wake-ups from neighbors, Oppo-Flood uses probabilistic packet reception based on target number of forwarders. rough extensive simulations, it is shown that the Oppo-Flood protocol achieves higher network lifetime and shorter dissemination delay compared to Flooding and Tree-based protocols in various environments. e main drawback of Oppo-Flood is that the packet header needs to include a bitmap which increases linearly with number of nodes. When the packet sizes are small, the header size could become excessive overhead, limiting the benefit of the protocol. When the header size becomes large, the sender wait time is not affected, but the time for receiving the packet becomes larger, which increases energy consumption. As briefly discussed in Section 4, for large-scale networks, we can divide the network into multiple groups and apply Oppo-Flood in each of the group. In order to divide the network, we first construct a tree structure rooted at the source node. To balance the number of nodes, each node chooses a parent which has the minimum number of child nodes. After constructing the tree, the first-hop nodes could become the root for each subtree. e dissemination packet is first forwarded to the first-hop nodes, and from thereon, the packets are disseminated using Oppo-Flood. If the tree rooted at a first-hop node is still too large, the tree can be further divided into trees rooted at the second-hop nodes. As a future work, we plan to investigate ways to improve Oppo-Flood, such as efficiently grouping the nodes and reducing the packet header overhead.
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