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Abstract.
Cosmography (cosmokinetics) is the part of cosmology that proceeds by making
minimal dynamic assumptions. One keeps the geometry and symmetries of FLRW
spacetime, at least as a working hypothesis, but does not assume the Friedmann
equations (Einstein equations), unless and until absolutely necessary. By doing so
it is possible to defer questions about the equation of state of the cosmological fluid,
and concentrate more directly on the observational situation. In particular, the “big
picture” is best brought into focus by performing a fit of all available supernova data
to the Hubble relation, from the current epoch at least back to redshift z ≈ 1.75.
We perform a number of inter-related cosmographic fits to the legacy05 and gold06
supernova datasets. We pay particular attention to the influence of both statistical
and systematic uncertainties, and also to the extent to which the choice of distance
scale and manner of representing the redshift scale affect the cosmological parameters.
While the “preponderance of evidence” certainly suggests an accelerating universe,
we would argue that (based on the supernova data) this conclusion is not currently
supported “beyond reasonable doubt”. As part of the analysis we develop two
particularly transparent graphical representations of the redshift-distance relation —
representations in which acceleration versus deceleration reduces to the question of
whether the graph slopes up or down.
Turning to the details of the cosmographic fits, three issues in particular concern us:
First, the fitted value for the deceleration parameter changes significantly depending
on whether one performs a χ2 fit to the luminosity distance, proper motion distance,
angular diameter distance, or other suitable distance surrogate. Second, the fitted value
for the deceleration parameter changes significantly depending on whether one uses
the traditional redshift variable z, or what we shall argue is on theoretical grounds an
improved parameterization y = z/(1+z). Third, the published estimates for systematic
uncertainties are sufficiently large that they certainly impact on, and to a large extent
undermine, the usual purely statistical tests of significance. We conclude that the case
for an accelerating universe is considerably less watertight than commonly believed.
Based on a talk presented by Matt Visser at KADE 06, the “Key approaches to Dark
Energy” conference, Barcelona, August 2006.
Keywords: Supernova data, gold06, legacy05, Hubble law, data fitting, deceleration,
jerk, snap, statistical errors, systematic errors, high redshift, convergence.
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1. Introduction
From various observations of the Hubble relation, most recently including the supernova
data [1, 2, 3, 4, 5], one is by now very accustomed to seeing many plots of luminosity
distance dL versus redshift z. But are there better ways of representing the data?
For instance, consider cosmography (cosmokinetics) which is the part of cosmology
that proceeds by making minimal dynamic assumptions. One keeps the geometry and
symmetries of FLRW spacetime,
ds2 = −dt2 + a(t)
{
dr2
1− k r2 + r
2(dθ2 + sin2 θ dφ2)
}
, (1)
at least as a working hypothesis, but does not assume the Friedmann equations (Einstein
equations), unless and until absolutely necessary. By doing so it is possible to defer
questions about the equation of state of the cosmological fluid, and concentrate more
directly on the observational situation. In particular, the “big picture” is best brought
into focus by performing a global fit of all available supernova data to the Hubble
relation, from the current epoch at least back to redshift z ≈ 1.75. Indeed, all
the discussion over acceleration versus deceleration, and the presence (or absence) of
jerk (and snap) ultimately boils down, in a cosmographic setting, to doing a finite-
polynomial truncated–Taylor series fit of the distance measurements (determined by
supernovae and other means) to the standard luminosity distance versus redshift
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A central question thus has to do with the choice of the luminosity distance as the
primary quantity of interest — there are several other notions of cosmological distance
that can be used, some of which (we shall see) lead to simpler and more tractable
versions of the Hubble relation. Furthermore, as will quickly be verified by looking at
the derivation (see, for example, [6, 7, 8, 9, 10, 11], the standard Hubble law is actually a
Taylor series expansion derived for small z, whereas much of the most interesting recent
supernova data occurs at z > 1. Should we even trust the usual formalism for large
z > 1? Two distinct things could go wrong:
• The underlying Taylor series could fail to converge.
• Finite truncations of the Taylor series might be a bad approximation to the exact
result.
In fact, both things happen. There are good mathematical and physical reasons for this
undesirable behaviour, as we shall discuss below. We shall carefully explain just what
goes wrong — and suggest various ways of improving the situation. Our ultimate goal
will be to find suitable forms of the Hubble relation that are well adapted to performing
fits to all the available distance versus redshift data. In fact — once one stops to
consider it carefully — why should the cosmology community be so fixated on using the
luminosity distance dL (or its logarithm, proportional to the distance modulus) and the
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redshift z as the relevant parameters? In principle, in place of luminosity distance dL(z)
versus redshift z one could just as easily plot f(dL, z) versus g(z), choosing f(dL, z) and
g(z) to be arbitrary locally invertible functions, and exactly the same physics would
be encoded. Suitably choosing the quantities to be plotted and fit will not change the
physics, but it might improve statistical properties and insight. (And we shall soon see
that it will definitely improve the behaviour of the Taylor series.)
By comparing cosmological parameters obtained using multiple different fits of
the Hubble relation to different distance scales and different parameterizations of the
redshift we can then assess the robustness and reliability of the data fitting procedure.
In performing this analysis we had hoped to verify the robustness of the Hubble
relation, and to possibly obtain improved estimates of cosmological parameters such
as the deceleration parameter and jerk parameter, thereby complementing other recent
cosmographic and cosmokinetic analyses such as [12, 13, 14, 15, 16] . The actual results
of our cosmographic fits to the data are considerably more ambiguous than we had
initially expected, and there are many subtle issues hiding in the simple phrase “fitting
the data”.
In the following sections we first discuss the various cosmological distance scales,
and the related versions of the Hubble relation. We then discuss technical problems
with the usual redshift variable for z > 1, and how to ameliorate them, leading to
yet more versions of the Hubble relation. After discussing key features of the supernova
data, we perform, analyze, and contrast multiple fits to the Hubble relation — providing
discussions of model-building uncertainties (some technical details being relegated to an
appendix) and sensitivity to systematic uncertainties. Finally we present our results and
conclusions: There is a disturbingly strong model-dependence in the resulting estimates
for the deceleration parameter. Furthermore, once realistic estimates of systematic
uncertainties (based on the published data) are budgeted for it becomes clear that
purely statistical estimates of goodness of fit are dangerously misleading. While the
“preponderance of evidence” certainly suggests an accelerating universe, we would
argue that this conclusion is not currently supported “beyond reasonable doubt” —
the supernova data (considered by itself) certainly suggests an accelerating universe, it
is not sufficient to allow us to reliably conclude that the universe is accelerating.
2. Cosmological distance scales
In cosmology there are many different definitions of the notion of “distance” between
two objects or events, whether directly observable or not. For the vertical axis of the
Hubble plot, instead of using the standard default choice of luminosity distance dL, let
us now consider using one or more of:
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• The “distance modulus”:
µD = 5 log10[dL/(10 pc)] = 5 log10[dL/(1 Mpc)] + 25. (7)
• Or possibly some other surrogate for distance.
Some words of explanation and caution are in order here:
• The “photon flux distance” dF is based on the fact that it is often technologically
easier to count the photon flux (photons/sec) than it is to bolometrically measure
total energy flux (power) deposited in the detector. If we are counting photon
number flux, rather than energy flux, then the photon number flux contains one
fewer factor of (1 + z)−1. Converted to a distance estimator, the “photon flux
distance” contains one extra factor of (1+z)−1/2 as compared to the (power-based)
luminosity distance.
• The “photon count distance” dP is related to the total number of photons absorbed
without regard to the rate at which they arrive. Thus the “photon count distance”
contains one extra factor of (1+ z)−1 as compared to the (power-based) luminosity
distance. Indeed D’Inverno [17] uses what is effectively this photon count distance as
his nonstandard definition for luminosity distance. Furthermore, though motivated
very differently, this quantity is equal to Weinberg’s definition of proper motion
distance [6], and also equal to Peebles’ version of angular diameter distance [7].
That is:
dP = dL,D’Inverno = dproper,Weinberg = dA,Peebles. (8)
• The quantity dQ is (as far as we can tell) a previously un-named quantity that seems
to have no simple direct physical interpretation — but we shall soon see why it is
potentially useful, and why it is useful to refer to it as the “deceleration distance”.
• The quantity dA is Weinberg’s definition of angular diameter distance [6],
corresponding to the physical size of the object when the light was emitted, divided
by its current angular diameter on the sky. This differs from Peebles’ definition
of angular diameter distance [7], which corresponds to what the size of the object
would be at the current cosmological epoch if it had continued to co-move with
the cosmological expansion (that is, the “comoving size”), divided by its current
angular diameter on the sky. Weinberg’s dA exhibits the (at first sight perplexing,
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but physically correct) feature that beyond a certain point dA can actually decrease
as one moves to older objects that are clearly “further” away. In contrast Peebles’
version of angular diameter distance is always increasing as one moves “further”
away. Note that
dA,Peebles = (1 + z) dA. (9)
• Finally, note that the distance modulus can be rewritten in terms of traditional
stellar magnitudes as
µD = µapparent − µabsolute. (10)
The continued use of stellar magnitudes and the distance modulus in the context
of cosmology is largely a matter of historical tradition, though we shall soon see
that the logarithmic nature of the distance modulus has interesting and useful side
effects. Note that we prefer as much as possible to deal with natural logarithms:









[µD − 25]. (12)
Obviously
dL ≥ dF ≥ dP ≥ dQ ≥ dA. (13)
Furthermore these particular distance scales satisfy the property that they converge on
each other, and converge on the naive Euclidean notion of distance, as z → 0.
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For our purposes Ω0 is a purely cosmographic definition without dynamical content.
(Only if one additionally invokes the Einstein equations in the form of the Friedmann
equations does Ω0 have the standard interpretation as the ratio of total density to the
Hubble density, but we would be prejudging things by making such an identification in
the current cosmographic framework.) In the cosmographic framework k/a20 is simply
‡ The “Hubble distance” dH = c/H0 is sometimes called the “Hubble radius”, or the “Hubble sphere”,
or even the “speed of light sphere” [SLS] [18]. Sometimes “Hubble distance” is used to refer to the naive
estimate d = dH z coming from the linear part of the Hubble relation and ignoring all higher-order
terms — this is definitely not our intended meaning.
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the present day curvature of space (not spacetime), while d −2H = H
2
0/c
2 is a measure
of the contribution of expansion to spacetime curvature of the FLRW geometry. More
precisely, in a FRLW universe the Riemann tensor has (up to symmetry) only two



























3. New versions of the Hubble law
New versions of the Hubble law are easily calculated for each of these cosmological
distance scales. Explicitly:
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If one simply wants to deduce (for instance) the sign of q0, then it seems that plotting
the “photon flux distance” dF versus z would be a particularly good test — simply check
if the first nonlinear term in the Hubble relation curves up or down.
In contrast, the Hubble law for the distance modulus itself is given by the more
complicated expression








[1− q0] z − 1
24
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However, when plotting µD versus z, most of the observed curvature in the plot comes
from the universal (ln z) term, and so carries no real information and is relatively








[−1 + q0] z + 1
24
[−3 + 10q0 + 9q20 − 4(j0 + Ω0)] z2 +O(z3). (26)
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21 + 10q0 + 9q
2
0 − 4(j0 + Ω0)
]
z2 +O(z3). (30)
These logarithmic versions of the Hubble law have several advantages — fits to these
relations are easily calculated in terms of the observationally reported distance moduli
µD and their estimated statistical uncertainties [1, 2, 3, 4, 5]. (Specifically there is no
need to transform the statistical uncertainties on the distance moduli beyond a universal
multiplication by the factor [ln 10]/5.) Furthermore the deceleration parameter q0 is easy
to extract as it has been “untangled” from both Hubble parameter and the combination
(j0 + Ω0).
Note that it is always the combination (j0 + Ω0) that arises in these third-order
Hubble relations, and that it is even in principle impossible to separately determine j0
and Ω0 in a cosmographic framework. The reason for this degeneracy is (or should be)
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well-known [6, p. 451]: Consider the exact expression for the luminosity distance in any
FLRW universe, which is usually presented in the form [6, 7]















sin(x), k = +1;
x, k = 0;
sinh(x), k = −1.
(32)
By inspection, even if one knows H(z) exactly for all z one cannot determine dL(z)
without independent knowledge of k and a0. Conversely even if one knows dL(z) exactly
for all z one cannot determine H(z) without independent knowledge of k and a0. Indeed
let us rewrite this exact result in a slightly different fashion as














where this result now holds for all k provided we interpret the k = 0 case in the obvious
limiting fashion. Equivalently, using the cosmographic Ω0 as defined above we have the
exact cosmographic result that for all Ω0:













This form of the exact Hubble relation makes it clear that an independent determination
of Ω0 (equivalently, k/a
2
0), is needed to complete the link between a(t) and dL(z). When
Taylor expanded in terms of z, this expression leads to a degeneracy at third-order,
which is where Ω0 [equivalently k/a
2
0] first enters into the Hubble series [10, 11].
What message should we take from this discussion? There are many physically
equivalent versions of the Hubble law, corresponding to many slightly different physically
reasonable definitions of distance, and whether we choose to present the Hubble law
linearly or logarithmically. If one were to have arbitrarily small scatter/error bars on
the observational data, then the choice of which Hubble law one chooses to fit to would
not matter. In the presence of significant scatter/error there is a risk that the fit
might depend strongly on the choice of Hubble law one chooses to work with. (And if
the resulting values of the deceleration parameter one obtains do depend significantly
on which distance scale one uses, this is evidence that one should be very cautious
in interpreting the results.) Note that the two versions of the Hubble law based on
“photon flux distance” dF stand out in terms of making the deceleration parameter
easy to visualize and extract.
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4. Why is the redshift expansion badly behaved for z > 1?
In addition to the question of which distance measure one chooses to use, there is a
basic and fundamental physical and mathematical reason why the traditional redshift
expansion breaks down for z > 1.
4.1. Convergence
Consider the exact Hubble relation (31). This is certainly nicely behaved, and possesses
no obvious poles or singularities, (except possibly at a turnaround event where H(z)→
0, more on this below). However if we attempt to develop a Taylor series expansion in
redshift z, using what amounts to the definition of the Hubble H0, deceleration q0, and














(t− t0)3 +O([t− t0]4). (35)
Now this particular Taylor expansion manifestly has a pole at z = −1, corresponding to
the instant (either at finite or infinite time) when the universe has expanded to infinite
volume, a = ∞. Note that a negative value for z corresponds to a(t) > a0, that is: In
an expanding universe z < 0 corresponds to the future. Since there is an explicit pole
at z = −1, by standard complex variable theory the radius of convergence is at most
|z| = 1, so that this series also fails to converge for z > 1, when the universe was less
than half its current size.
Consequently when reverting this power series to obtain lookback time T = t0−t as
a function T (z) of z, we should not expect that series to converge for z > 1. Ultimately,
when written in terms of a0, H0, q0, j0, and a power series expansion in redshift z you
should not expect dL(z) to converge for z > 1.
Note that the mathematics that goes into this result is that the radius of
convergence of any power series is the distance to the closest singularity in the complex
plane, while the relevant physics lies in the fact that on physical grounds we should not
expect to be able to extrapolate forwards beyond a = ∞, corresponding to z = −1.
Physically we should expect this argument to hold for any observable quantity when
expressed as a function of redshift and Taylor expanded around z = 0 — the radius of
convergence of the Taylor series must be less than or equal to unity. (Note that the radius
of convergence might actually be less than unity, this occurs if some other singularity
in the complex z plane is closer than the breakdown in predictability associated with
attempting to drive a(t) “past” infinite expansion, a = ∞.) Figure 1 illustrates the
radius of convergence in the complex plane of the Taylor series expansion in terms of z.
Consequently, we must conclude that observational data regarding dL(z) for z > 1
is not going to be particularly useful in fitting a0, H0, q0, and j0, to the usual traditional
version of the Hubble relation.








z = 1 z = +∞
a = 0
Figure 1. Qualitative sketch of the behaviour of the scale factor a and the radius of
convergence of the Taylor series in z-redshift.
4.2. Pivoting
A trick that is sometimes used to improve the behaviour of the Hubble law is to Taylor
expand around some nonzero value of z, which might be called the “pivot”. That is, we
take
z = zpivot +∆z, (36)
and expand in powers of ∆z. If we choose to do so, then observe
1
1 + zpivot +∆z










The pole is now located at:
∆z = −(1 + zpivot), (38)
which again physically corresponds to a universe that has undergone infinite expansion,
a =∞. The radius of convergence is now
|∆z| ≤ (1 + zpivot), (39)
and we expect the pivoted version of the Hubble law to fail for
z > 1 + 2 zpivot. (40)
So pivoting is certainly helpful, and can in principle extend the convergent region of the
Taylor expanded Hubble relation to somewhat higher values of z, but maybe we can do
even better?
4.3. Other singularities
Other singularities that might further restrict the radius of convergence of the Taylor
expanded Hubble law (or any other Taylor expanded physical observable) are also
important. Chief among them are the singularities (in the Taylor expansion) induced
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by turnaround events. If the universe has a minimum scale factor amin (corresponding
to a “bounce”) then clearly it is meaningless to expand beyond
1 + zmax = a0/amin; zmax = a0/amin − 1; (41)
implying that we should restrict our attention to the region
|z| < zmax = a0/amin − 1. (42)
Since for other reasons we had already decided we should restrict attention to |z| < 1,
and since on observational grounds we certainly expect any “bounce”, if it occurs at all,
to occur for zmax ≫ 1, this condition provides no new information.
On the other hand, if the universe has a moment of maximum expansion, and then
begins to recollapse, then it is meaningless to extrapolate beyond
1 + zmin = a0/amax; zmin = −[1− a0/amax]; (43)
implying that we should restrict our attention to the region
|z| < 1− a0/amax. (44)
This relation now does provide us with additional constraint, though (compared to the
|z| < 1 condition) the bound is not appreciably tighter unless we are “close” to a point
of maximum expansion. Other singularities could lead to additional constraints.
5. Improved redshift variable for the Hubble relation
Now it must be admitted that the traditional redshift has a particularly simple physical
interpretation:















That is, z is the change in wavelength divided by the emitted wavelength. This is








That is, define y to be the change in wavelength divided by the observed wavelength.
This implies









Now similar expansion variables have certainly been considered before. (See, for
example, Chevalier and Polarski [20], who effectively worked with the dimensionless
quantity b = a(t)/a0, so that y = 1 − b. Similar ideas have also appeared in several
related works [21, 22, 23, 24]. Note that these authors have typically been interested
Cosmography: Extracting the Hubble series from the supernova data 13
in parameterizing the so-called w-parameter, rather than specifically addressing the
Hubble relation.)






1− y . (49)
In the past (of an expanding universe)
z ∈ (0,∞); y ∈ (0, 1); (50)
while in the future
z ∈ (−1, 0); y ∈ (−∞, 0). (51)
So the variable y is both easy to compute, and when extrapolating back to the Big Bang
has a nice finite range (0, 1). We will refer to this variable as the y-redshift. (Originally
when developing these ideas we had intended to use the variable y to develop orthogonal
polynomial expansions on the finite interval y ∈ [0, 1]. This is certainly possible, but
we shall soon see that given the current data, this is somewhat overkill, and simple
polynomial fits in y are adequate for our purposes.)
In terms of the variable y it is easy to extract a new version of the Hubble law by
simple substitution:




[−3 + q0] y + 1
6
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This still looks rather messy, in fact as messy as before — one might justifiably ask in
what sense is this new variable any real improvement?
First, when expanded in terms of y, the formal radius of convergence covers much
more of the physically interesting region. Consider:









0 (t− t0)3 +O([t− t0]4). (53)
This expression now has no poles, so upon reversion of the series lookback time T = t0−t
should be well behaved as a function T (y) of y — at least all the way back to the Big
Bang. (We now expect, on physical grounds, that the power series is likely to break
down if one tries to extrapolate backwards through the Big Bang.) Based on this, we
now expect dL(y), as long as it is expressed as a Taylor series in the variable y, to be a
well-behaved power series all the way to the Big Bang. In fact, since
y = +1 ⇔ Big Bang, (54)
we expect the radius of convergence to be given by |y| = 1, so that the series converges
for
|y| < 1. (55)
Consequently, when looking into the future, in terms of the variable y we expect to
encounter problems at y = −1, when the universe has expanded to twice its current
size. Figure 2 illustrates the radius of convergence in the complex plane of the Taylor
series expansion in terms of y.




y = −1 y = 0 y = 1
a = 2a0 a = a0 a = 0
y = −∞
Figure 2. Qualitative sketch of the behaviour of the scale factor a and the radius of
convergence of the Taylor series in y-redshift.
Note the tradeoff here — z is a useful expansion parameter for arbitrarily large
universes, but breaks down for a universe half its current size or less; in contrast y is
a useful expansion parameter all the way back to the Big Bang, but breaks down for
a universe double its current size or more. Whether or not y is more suitable than z
depends very much on what you are interested in doing. This is illustrated in Figures 1
and 2. For the purposes of this article we are interested in high-redshift supernovae —
and we want to probe rather early times — so it is definitely y that is more appropriate
here. Indeed the furthest supernova for which we presently have both spectroscopic data
and an estimate of the distance occurs at z = 1.755 [4], corresponding to y = 0.6370.
Furthermore, using the variable y it is easier to plot very large redshift datapoints.
For example, (though we shall not pursue this point in this article), the Cosmological
Microwave Background is located at zCMB = 1088, which corresponds to yCMB = 0.999.
This point is not “out of range” as it would be if one uses the variable z.
6. More versions of the Hubble law
In terms of this new redshift variable, the “linear in distance” Hubble relations are:
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Note that in terms of the y variable it is the “deceleration distance” dQ that has the
deceleration parameter q0 appearing in the simplest manner. Similarly, the “logarithmic








[−3 + q0] y + 1
24
[












[−2 + q0] y + 1
24
[










[−1 + q0] y + 1
24
[


























[1 + q0] y +
1
24
[−3− 2q0 + 9q20 − 4(j0 + Ω0)] y2 +O(y3). (65)
Again note that the “logarithmic in distance” versions of the Hubble law are attractive in
terms of maximizing the disentangling between Hubble distance, deceleration parameter,
and jerk. Now having a selection of Hubble laws on hand, we can start to confront the
observational data to see what it is capable of telling us.
7. Supernova data
For the plots below we have used data from the supernova legacy survey (legacy05) [1, 2]
and the Riess et. al. “gold” dataset of 2006 (gold06) [4].
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7.1. The legacy05 dataset
The data is available in published form [1], and in a slightly different format, via
internet [2]. (The differences amount to minor matters of choice in the presentation.)
The final processed result reported for each 115 of the supernovae is a redshift z, a
luminosity modulus µB, and an uncertainty in the luminosity modulus. The luminosity
modulus can be converted into a luminosity distance via the formula
dL = (1 Megaparsec)× 10(µB+µoffset−25)/5. (66)
The reason for the “offset” is that supernovae by themselves only determine the shape
of the Hubble relation (i.e., q0, j0, etc.), but not its absolute slope (i.e., H0) — this is
ultimately due to the fact that we do not have good control of the absolute luminosity of
the supernovae in question. The offset µoffset can be chosen to match the known value of
H0 coming from other sources. (In fact the data reported in the published article [1] has
already been normalized in this way to the “standard value” H70 = 70 (km/sec)/Mpc,
corresponding to Hubble distance d70 = c/H70 = 4283 Mpc, whereas the data available
on the website [2] has not been normalized in this way — which is why µB as reported
on the website is systematically 19.308 stellar magnitudes smaller than that in the
published article.)
The other item one should be aware of concerns the error bars: The error bars
reported in the published article [1] are photometric uncertainties only — there is an
additional source of error to do with the intrinsic variability of the supernovae. In
fact, if you take the photometric error bars seriously as estimates of the total error,
you would have to reject the hypothesis that we live in a standard FLRW universe.
Instead, intrinsic variability in the supernovae is by far the most widely accepted
interpetation. Basically one uses the “nearby” dataset to estimate an intrinsic variability
that makes chi-squared look reasonable. This intrinsic variability of 0.13104 stellar
magnitudes [2, 12]) has been estimated by looking at low redshift supernovae (where we
have good measures of absolute distance from other techniques), and has been included
in the error bars reported on the website [2]. Indeed
(error)website =
√
(intrinsic variability)2 + (error)2article. (67)
With these key features of the supernovae data kept in mind, conversion to luminosity
distance and estimation of scientifically reasonable error bars (suitable for chi-square
analysis) is straightforward.
To orient oneself, figure 3 focuses on the deceleration distance dQ(y), and plots
ln(dQ/[y Mpc]) versus y. Visually, the curve appears close to flat, at least out to y ≈ 0.4,
which is an unexpected oddity that merits further investigation — since it seems to imply
an “eyeball estimate” that q0 ≈ 0. Note that this is not a plot of “statistical residuals”
obtained after curve fitting — rather this can be interpreted as a plot of “theoretical
residuals”, obtained by first splitting off the linear part of the Hubble law (which is now
encoded in the intercept with the vertical axis), and secondly choosing the quantity to
be plotted so as to make the slope of the curve at zero particularly easy to interpret in
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Figure 3. The normalized logarithm of the deceleration distance, ln(dQ/[y Mpc]), as
a function of the y-redshift using the nearby and legacy datasets (legacy05) [2].




















Figure 4. The normalized logarithm of the photon flux distance, ln(dF /[z Mpc]), as
a function of the z-redshift using the nearby and legacy datasets (legacy05) [2].
terms of the deceleration parameter. The fact that there is considerable “scatter” in the
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plot should not be thought of as an artifact due to a “bad” choice of variables — instead
this choice of variables should be thought of as “good” in the sense that they provide
an honest basis for dispassionately assessing the quality of the data that currently goes
into determining the deceleration parameter. Similarly, figure 4 focuses on the photon
flux distance dF (z), and plots ln(dF/[z Mpc]) versus z. Visually, this curve is again very
close to flat, at least out to z ≈ 0.4. This again gives one a feel for just how tricky it is
to reliably estimate the deceleration parameter q0 from the data.
7.2. The gold06 dataset
Our second collection of data is the gold06 dataset [4]. This dataset contains 206
supernovae and reaches out considerably further in redshift, with one outlier at z =
1.755, corresponding to y = 0.6370. Though the dataset is considerably more extensive
it is heterogeneous — combining observations from five different observing platforms over
almost a decade. In some cases full data on the operating characteristics of the telescopes
used does not appear to be publicly available. The issue of data inhomogeneity has been
specifically addressed by Nesseris and Perivolaropoulos in [25]. In the gold06 dataset
one is presented with distance moduli and total error estimates, in particular, including
the intrinsic dispersion.
A particular point of interest is that the HST-based high-z supernovae previously
published in the gold04 dataset [3] have their estimated distances reduced by 5%
(corresponding to ∆µD = 0.10), due to a better understanding of nonlinearities in the
photodetectors. Furthermore, the authors of [4] incorporate (most of) the supernovae
in the legacy dataset [1, 2], but do so in a modified manner by reducing their estimated
distance moduli by ∆µD = 0.19 (corresponding naively to a 9.1% reduction in luminosity
distance) — however this is only a change in the normalization used in reporting the
data, not a physical change in distance. Based on revised modelling of the light curves,
and ignoring the question of overall normalization, the overlap between the gold06 and
legacy05 datasets is argued to be consistent to within 0.5% [4].
The critical point is this: Since one is still seeing ≈ 5% variations in estimated
supernova distances on a two-year timescale, this strongly suggests that the unmodelled
systematic uncertainties are not yet fully under control in even the most recent data. It
would be prudent to retain a systematic error budget of at least 5% (corresponding to
∆µD = 0.1), and not to place too much credence in any result that is not robust under
possible systematic recalibrations of this magnitude. Indeed the authors of [4] state:
• “... we adopt a limit on redshift-dependent systematics to be 5% per ∆z = 1”;
• “At present, none of the known, well-studied sources of systematic error rivals the
statistical errors presented here.”
We shall have more to say about possible systematic uncertainties later in this article.
To orient oneself, figure 5 again focusses on the normalized logarithm of the
deceleration distance dQ(y) as a function of y-redshift. Similarly, figure 6 focusses on
the normalized logarithm of the photon flux distance dF (z) as a function of z-redshift.
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Figure 5. The normalized logarithm of the deceleration distance, ln(dQ/[y Mpc]), as
a function of the y-redshift using the gold06 dataset [2].




















Figure 6. The normalized logarithm of the photon flux distance, ln(dF /[z Mpc]), as
a function of the z-redshift using the gold06 dataset [2].
Visually, these curves are again very close to flat out to y ≈ 0.4 and z ≈ 0.4 respectively,
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which seems to imply an “eyeball estimate” that q0 ≈ 0. Again, this gives one a feel for
just how tricky it is to reliably estimate the deceleration parameter q0 from the data.
Note the outlier at y = 0.6370, that is, z = 1.755. In particular, observe that
adopting the y-redshift in place of the z-redshift has the effect of pulling this outlier
“closer” to the main body of data, thus reducing its “leverage” effect on any data
fitting one undertakes — apart from the theoretical reasons we have given for preferring
the y-redshift, (improved convergence behaviour for the Taylor series), the fact that it
automatically reduces the leverage of high redshift outliers is a feature that is considered
highly desirable purely for statistical reasons. In particular, the method of least-squares
is known to be non-robust with respect to outliers. One could implement more robust
regression algorithms, but they are not as easy and fast as the classical least-squares
method. We have also implemented least-squares regression against a reduced dataset
where we have trimmed out the most egregious high-z outlier, and also eliminated the
so-called “Hubble bubble” for z < 0.0233 [26, 27]. While the precise numerical values of
our estimates for the cosmological parameters then change, there is no great qualitative
change to the points we wish to make in this article, nor to the conclusions we will draw.
7.3. Peculiar velocities
One point that should be noted for both the legacy05 and gold06 datasets is the way
that peculiar velocities have been treated. While peculiar velocities would physically
seem to be best represented by assigning an uncertainty to the measured redshift, in
both these datasets the peculiar velocities have instead been modelled as some particular
function of z-redshift and then lumped into the reported uncertainties in the distance
modulus. Working with the y-redshift ab initio might lead one to re-assess the model
for the uncertainty due to peculiar velocities. We expect such effects to be small and
have not considered them in detail.
8. Data fitting
We shall now compare and contrast the results of multiple least-squares fits
to the different notions of cosmological distance, using the two distinct redshift
parameterizations discussed above. Specifically, we use a finite-polynomial truncated
Taylor series as our model, and perform classical least-squares fits. This is effectively
a test of the robustness of the data-fitting procedure, testing it for model dependence.
For general background information see [28, 29, 30, 31, 32, 33, 34].
8.1. Finite-polynomial truncated-Taylor-series fit
Working (for purposes of the presentation) in terms of y-redshift, the various distance
scales can be fitted to finite-length power-series polynomials d(y) of the form
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where the coefficients aj all have the dimensions of distance. In contrast, logarithmic
fits are of the form





where the coefficients bj are now all dimensionless. By fitting to finite polynomials we
are implicitly making the assumption that the higher-order coefficients are all exactly
zero — this does then implicitly enforce assumptions regarding the higher-order time
derivatives dma/dtm for m > n, but there is no way to avoid making at least some
assumptions of this type [28, 29, 30, 31, 32, 33, 34].









where the N data points (yI , PI) represent the relevant function PI = f(µD,I , yI) of
the distance modulus µD,I at corresponding y-redshift yI , as inferred from some specific
supernovae dataset. Furthermore P (yI) is the finite polynomial model evaluated at yI .
The σI are the total statistical error in PI (including, in particular, intrinsic dispersion).
The location of the minimum value of χ2 can be determined by setting the derivatives
of χ2 with respect to each of the coefficients aj or bj equal to zero.
Note that the theoretical justification for using least squares assumes that the
statistical uncertainties are normally distributed Gaussian uncertainties — and there
is no real justification for this assumption in the actual data. Furthermore if the
data is processed by using some nonlinear transformation, then in general Gaussian
uncertainties will not remain Gaussian — and so even if the untransformed uncertainties
are Gaussian the theoretical justification for using least squares is again undermined
unless the scatter/uncertainties are small, [in the sense that σ ≪ f ′′(x)/f ′(x)], in which
case one can appeal to a local linearization of the nonlinear data transformation f(x)
to deduce approximately Gaussian uncertainties [28, 29, 30, 31, 32, 33, 34]. As we have
already seen, in figures 3–6, there is again no real justification for this “small scatter”
assumption in the actual data — nevertheless, in the absence of any clearly better data-
fitting prescription, least squares is the standard way of proceeding. More statistically
sophisticated techniques, such as “robust regression”, have their own distinct draw-
backs and, even with weak theoretical underpinning, χ2 data-fitting is still typically the
technique of choice [28, 29, 30, 31, 32, 33, 34].
We have performed least squares analyses, both linear in distance and logarithmic
in distance, for all of the distance scales discussed above, dL, dF , dP , dQ, and dA, both
in terms of z-redshift and y-redshift, for finite polynomials from n = 1 (linear) to n = 7
(septic). We stopped at n = 7 since beyond that point the least squares algorithm
was found to become numerically unstable due to the need to invert a numerically ill-
conditioned matrix — this ill-conditioning is actually a well-known feature of high-order
least-squares polynomial fitting. We carried out the analysis to such high order purely
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as a diagnostic — we shall soon see that the “most reasonable” fits are actually rather
low order n = 2 quadratic fits.
8.2. χ2 goodness of fit





where the factor ν = N − n− 1 is the number of degrees of freedom left after fitting N
data points to the n+1 parameters. If the fitting function is a good approximation to the
parent function, then the value of the reduced chi-square should be approximately unity
χ2ν ≈ 1. If the fitting function is not appropriate for describing the data, the value of χ2ν
will be greater than 1. Also, “too good” a chi-square fit (χ2ν < 1) can come from over-
estimating the statistical measurement uncertainties. Again, the theoretical justification
for this test relies on the fact that one is assuming, without a strong empirical basis,
Gaussian uncertainties [28, 29, 30, 31, 32, 33, 34]. In all the cases we considered, for
polynomials of order n = 2 and above, we found that χ2ν ≈ 1 for the legacy05 dataset,
and χ2ν ≈ 0.8 < 1 for the gold06 dataset. Linear n = 1 fits often gave high values for
χ2ν . We deduce that:
• It is desirable to keep at least quadratic n = 2 terms in all data fits.
• Caution is required when interpreting the reported statistical uncertainties in the
gold06 dataset.
(In particular, note that some of the estimates of the statistical uncertainties reported in
gold06 have themselves been determined through statistical reasoning — essentially by
adjusting χ2ν to be “reasonable”. The effects of such pre-processing become particularly
difficult to untangle when one is dealing with a heterogeneous dataset.)
8.3. F -test of additional terms
How many polynomial terms do we need to include to obtain a good approximation to
the parent function?
The difference between two χ2 statistics is also distributed as χ2. In particular, if
we fit a set of data with a fitting polynomial of n − 1 parameters, the resulting value
of chi-square associated with the deviations about the regression χ2(n − 1) has N − n
degrees of freedom. If we add another term to the fitting polynomial, the corresponding
value of chi-square χ2(n) has N − n − 1 degrees of freedom. The difference between
these two follows the χ2 distribution with one degree of freedom.
The Fχ statistic follows a F distribution with ν1 = 1 and ν2 = N − n− 1,
Fχ =
χ2(n− 1)− χ2(n)
χ2(n)/(N − n− 1) . (72)
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This ratio is a measure of how much the additional term has improved the value of the
reduced chi-square. Fχ should be small when the function with n coefficients does not
significantly improve the fit over the polynomial fit with n− 1 terms.
In all the cases we considered, the Fχ statistic was not significant when one
proceeded beyond n = 2. We deduce that:
• It is statistically meaningless to go beyond n = 2 terms in the data fits.
• This means that one can at best hope to estimate the deceleration parameter and
the jerk (or more precisely the combination j0 +Ω0). There is no meaningful hope
of estimating the snap parameter from the current data.
8.4. Uncertainties in the coefficients aj and bj
From the fit one can determine the standard deviations σaj and σbj for the uncertainty
of the polynomial coefficients aj or bj . It is the root sum square of the products of the
standard deviation of each data point σi, multiplied by the effect that the data point


























Practically, the σaj and covariance matrix σ
2
ajak
are determined as follows [28]:
• Determine the so-called curvature matrix α for our specific polynomial model, where












• Invert the symmetric matrix α to obtain the so-called error matrix ǫ:
ǫ = α−1. (76)
• The uncertainty and covariance in the coefficients aj is characterized by:





















< αjk(y) < αjk(z). (79)
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Furthermore the matrices αjk(z) and αjk(y) are both positive definite, and the spectral
radius of α(y) is definitely less than the spectral radius of α(z). After matrix inversion
this means that the minimum eigenvalue of the error matrix ǫ(y) is definitely greater
than the minimum eigenvalue of ǫ(z) — more generally this tends to make the statistical
uncertainties when one works with y greater than the statistical uncertainties when one
works with z. §
8.5. Estimates of the deceleration and jerk
For all five of the cosmological distance scales discussed in this article, we have calculated
the coefficients bj for the logarithmic distance fits, and their statistical uncertainties, for
a polynomial of order n = 2 in both the y-redshift and z-redshift, for both the legacy05
and gold06 datasets. The constant term b0 is (as usual in this context) a “nuisance term”
that depends on an overall luminosity calibration that is not relevant to the questions at
hand. These coefficents are then converted to estimates of the deceleration parameter
q0 and the combination (j0+Ω0) involving the jerk. The results are presented in tables
1–4. Note that even after we have extracted these numerical results there is still a
considerable amount of interpretation that has to go into understanding their physical
implications. In particular note that the differences between the various models, (Which
distance do we use? Which version of redshift do we use? Which dataset do we use?),
often dwarf the statistical uncertainties within any particular model.
Table 1. Deceleration and jerk parameters (legacy05 dataset, y-redshift).
distance q0 j0 + Ω0
dL −0.47± 0.38 −0.48± 3.53
dF −0.57± 0.38 +1.04± 3.71
dP −0.66± 0.38 +2.61± 3.88
dQ −0.76± 0.38 +4.22± 4.04
dA −0.85± 0.38 +5.88± 4.20
The statistical uncertainties in q0 are independent of the distance scale used because
they are linearly related to the statistical uncertainties in the parameters a1 or b1,
which themselves depend only on the curvature matrix, which is independent of the
distance scale used. In contrast, the statistical uncertainties in (j0 + Ω0), while they
depend linearly the statistical uncertainties in a2 or b2, depend nonlinearly on q0 and
its statistical uncertainty.
§ However this naive interpretation is perhaps somewhat misleading: It might be more appropriate to
say that the statistical uncertainties when one works with z are anomalously low due to the fact that
one has artificially stretched out the domain of the data.
Cosmography: Extracting the Hubble series from the supernova data 25
Table 2. Deceleration and jerk parameters (legacy05 dataset, z-redshift).
distance q0 j0 + Ω0
dL −0.48± 0.17 +0.43± 0.60
dF −0.56± 0.17 +1.16± 0.65
dP −0.62± 0.17 +1.92± 0.69
dQ −0.69± 0.17 +2.69± 0.74
dA −0.75± 0.17 +3.49± 0.79
Table 3. Deceleration and jerk parameters (gold06 dataset, y-redshift).
distance q0 j0 + Ω0
dL −0.62± 0.29 +1.66± 2.60
dF −0.78± 0.29 +3.95± 2.80
dP −0.94± 0.29 +6.35± 3.00
dQ −1.09± 0.29 +8.87± 3.20
dA −1.25± 0.29 +11.5± 3.41
Table 4. Deceleration and jerk parameters (gold06 dataset, z-redshift).
distance q0 j0 + Ω0
dL −0.37± 0.11 +0.26± 0.20
dF −0.48± 0.11 +1.10± 0.24
dP −0.58± 0.11 +1.98± 0.29
dQ −0.68± 0.11 +2.92± 0.37
dA −0.79± 0.11 +3.90± 0.39
9. Model-building ambiguities
The fact that there are such large differences between the cosmological parameters
deduced from the different models should give one pause for concern. These differences
do not arise from any statistical flaw in the analysis, nor do they in any sense represent
any “systematic” error, rather they are an intrinsic side-effect of what it means to do
a least-squares fit — to a finite-polynomial approximate Taylor series — in a situation
where it is physically unclear as to which if any particular measure of “distance” is
physically preferable, and which particular notion of “distance” should be fed into the
least-squares algorithm. In an appendix we present a brief discussion of the most salient
mathematical issues.
The key numerical observations are that the different notions of cosmological
distance lead to equally spaced least-squares estimates of the deceleration parameter,
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with equal statistical uncertainties; the reason for the equal-spacing of these estimates
being analytically explainable by the analysis presented in the appendix. Furthermore,
from the results in the appendix we can explicitly calculate the magnitude of this
modelling ambiguity as









zjI ln(1 + zI)
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, (80)













Note that for the quadratic fits we have adopted this requires calculating a (n+1)×(n+1)
matrix, with {i, j} ∈ {0, 1, 2}, inverting it, and then taking the inner product between
the first row of this inverse matrix and the relevant column vector. The Einstein
summation convention is implied on the j index. For the z-redshift (if we were to
restrict our z-redshift dataset to z < 1, e.g., using legacy05 or a truncation of gold06) it


































As an extra consistency check we have independently calculated these quantities (which
depend only on the redshifts of the supernovae) and compared them with the spacing we
find by comparing the various least-squares analyses. For the n = 2 quadratic fits these
formulae reproduce the spacing reported in tables 1–4. As the order n of the polynomial
increases, it was seen that the differences between deceleration parameter estimates
based on the different distance measures decreases — unfortunately the size of the
purely statistical uncertainties was simultaneously seen to increase — this being a side
effect of adding terms that are not statistically significant according to the F test. Thus
to minimize “model building ambiguities” one wishes n to be as large as possible, while
to minimize statistical uncertainties, one does not want to add statistically meaningless
terms to the polynomial.
Note that if one were to have a clearly preferred physically motivated “best”
distance this whole model building ambiguity goes away. In the absence of a clear
physically justifiable preference, the best one can do is to pick the mid-range of the
estimates for q0 (which corresponds to the photon count distance dP ), and report an
additional model building uncertainty (beyond the traditional statistical uncertainty)
of one half the range due to modelling ambiguity.
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Turning to the quantity (j0 + Ω0), the different notions of distance no longer yield
equally spaced estimates, nor are the statistical uncertainties equal. This is due to the
fact that there is a nonlinear quadratic term involving q0 present in the relation used to
convert the polynomial coefficient b2 into the more physical parameter (j0 + Ω0). Note
that while for each specific model (choice of distance scale and redshift variable) the
F -test indicates that keeping the quadratic term is statistically significant, the variation
among the models is so great as to make measurements of (j0+Ω0) almost meaningless.
Since the modelling dependencies are no longer equally spaced we shall estimate the
modelling ambiguities by picking the median values of (j0 + Ω0), the median values
of the statistical uncertainties, and report an additional model building uncertainty
(beyond the traditional statistical uncertainty) of one half the range due to modelling
ambiguity.
10. Systematic uncertainties
Beyond the statistical uncertainties and model building ambiguities we have so far
considered lies the issue of systematic uncertainties. Systematic uncertainties are rarely
considered in cosmology, at least when it comes to distance measurements, because they
are extremely difficult to quantify — see for instance the relevant discussion in [4]. What
is less difficult to quantify, but still somewhat tricky, is the extent to which systematics
propagate through the calculation.
10.1. Deceleration
For instance, assume we can measure distance moduli to within a systematic error
∆µsystematic over a redshift range ∆(redshift). If all the measurements are biased high,
or all are biased low, then the systematic error would affect the Hubble parameter H0,
but would not in any way disturb the deceleration parameter q0. However there may be
a systematic drift in the bias as one scans across the range of observed redshifts. The
worst that could plausibly happen is that all measurements are systematically biased
high at one end of the range, and biased low at the other end of the range. For data
collected over a finite width ∆(redshift), this “worst plausible” situation leads to a




















Note that (despite comments sometimes encountered in the literature) there is absolutely
no justification for assuming that systematic uncertainties will in any way “cancel” —
cancellation of uncertainties is the hallmark of statistical uncertainties, is not to be
expected (or even desirable) for systematic uncertainties. In particular (and despite
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comments sometimes encountered in the literature) it is simply not valid mathematics to
pretend that the systematic uncertainties are statistically independent of the statistical
uncertainties and then simply add them in quadrature.
For the situation we are interested in, even if we take at face value the reliability
of the assertion “...we adopt a limit on redshift-dependent systematics to be 5% per
∆z = 1” [4], this corresponds to ∆µsystematic = 0.10 and so, (taking ∆z = 1), even an
optimist has to face the somewhat sobering estimate:
∆q0,systematic = 0.18; (optimistic). (86)
When working with y-redshift, one really should reanalyze the entire corpus of data
from first principles — failing that we shall simply observe that
dz
dy
→ 1 as y → 0, (87)
and use this as a justification for assuming that the systemic uncertainty in q0 when
using y-redshift is the same as when using z-redshift.
A related issue is the interpretation of the comment: “At present, none of the known,
well-studied sources of systematic error rivals the statistical uncertainties presented
here” [4]. If this is interpreted as a statement about the output parameters, such as
q0, the situation is manageable. If however this is interpreted as a statement about the
input observations (the luminosity moduli), it implies (using the average value for the
size of the statistical uncertainty)
∆µsystematic ≈ average {∆µstatistical} ≈ 0.25; (conservative). (88)
Regardless of the meaning actually intended by the authors of [4], it should be borne in
mind that with regard to distance estimates in cosmology the historical evidence over the
last century has been quite distressing — a systematic error budget on the luminosity
moduli that is at least as large as the observed/inferred purely statistical uncertainties
is actually a prudent and conservative approach. Thus a conservative estimate of the
systematic error budget leads to the rather distressing:
∆q0,systematic = 0.45; (conservative). (89)
A pessimist might without being unreasonable take the more drastic
∆µsystematic ≈ max {∆µstatistical} ; (pessimistic). (90)
However even without adopting a pessimistic systematic error budget the situation is
sufficiently dire to merit caution.
10.2. Jerk
Turning to systematic uncertainties in the jerk, the worst that could plausibly happen
is that all measurements are systematically biased high at both ends of the range, and
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biased low at the middle, (or low at both ends and high in the middle), leading to a

























which then propagates to an uncertainty in the jerk parameter of at least







There are additional contributions to the systematic uncertainty arising from terms
linear and quadratic in q0. They do not seem to be important in the situations we are
interested in so we content ourselves with the single term estimated above. In the more
optimistic of the scenarios above (∆µsystematic = 0.10) we have:
∆(j0 + Ω0)systematic = 1.11; (optimistic). (94)
For the more conservative scenario above (∆µsystematic = 0.25) we have:
∆(j0 + Ω0)systematic = 2.76; (conservative). (95)
Thus direct cosmographic measurements of the jerk parameter are plagued by very high
systematic uncertainties.
11. Results
In table 5 we present the final results of our analysis regarding the deceleration
parameter — the result of fitting second-order polynomials to ln(dP/redshift) for the
two datasets, and two choices of redshift variable, including uncertainty estimates due
to: (1) statistical fluctuations, (2) model building ambiguities, (3) and an “optimistic”
systematic error budget.
Table 5. Deceleration parameter summary: Optimistic.
dataset redshift q0 ± σq0 ±∆model ±∆systematic
legacy05 y −0.66± 0.38± 0.19± 0.18
legacy05 z −0.62± 0.17± 0.14± 0.18
gold06 y −0.94± 0.29± 0.32± 0.18
gold06 z −0.58± 0.11± 0.19± 0.18
With 1-σ statistical uncertainties, model building ambiguities,
and optimistic systematic uncertainties.
What can we conclude from this? While the “preponderance of evidence” is
certainly that the universe is currently accelerating, q0 < 0, this is not yet a “gold
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plated” result. We emphasise the fact that (as is or should be well known) there is an
enormous difference between the two statements:
• “the most likely value for the deceleration parameter is negative”, and
• “there is significant evidence that the deceleration parameter is negative”.
When it comes to assessing whether or not the evidence for an accelerating universe is
physically significant, the first rule of thumb for purely statistical uncertainties is the
well known aphorism “if it’s not three-sigma, it’s not physics”. The second rule is to be
conservative in your systematic error budget.
In table 6 we report conservative estimates for the deceleration parameter. We
cannot in good faith conclude that the expansion of the universe is accelerating. It
is more likely that the expansion of the universe is accelerating, than that that the
expansion of the universe is decelerating — but this is a very long way from having
definite evidence in favour of acceleration.
Table 6. Deceleration parameter summary: Conservative.
dataset redshift q0 ± 3σq0 ±∆model ±∆systematic
legacy05 y −0.66± 1.04± 0.19± 0.45
legacy05 z −0.62± 0.51± 0.14± 0.45
gold06 y −0.94± 0.87± 0.32± 0.45
gold06 z −0.58± 0.33± 0.19± 0.45
With 3-σ statistical uncertainties, model building ambiguities,
and conservative systematic uncertainties.
Similarly, in table 7 we present the optimistic summary regarding the jerk
parameter. Even the optimistic summary is rather grim reading, and indicates the
need for considerable caution in interpreting the supernova data.
Table 7. Jerk parameter summary: Optimistic.
dataset redshift (j0 + Ω0)± σq0 ±∆model ±∆systematic
legacy05 y +2.61± 3.88± 3.18± 1.11
legacy05 z +1.92± 0.69± 1.53± 1.11
gold06 y +6.35± 3.00± 4.92± 1.11
gold06 z +1.98± 0.29± 1.82± 1.11
With 1-σ statistical uncertainties, model building ambiguities,
and optimistic systematic uncertainties.
Note that while use of the y-redshift may improve the theoretical convergence
properties of the Taylor series, and will not affect the uncertainties in the distance
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modulus or the various distance measures, it does seem to have an unfortunate side-
effect of magnifying statistical uncertainties for the cosmological parameters.
As previously mentioned, we have further checked the robustness of our results by
first excluding the outlier at z = 1.755, then excluding the so-called “Hubble bubble”
at z < 0.0233 [26, 27], and then excluding both — the precise numerical estimates for
the cosmological parameters certainly change, but the qualitative picture remains as we
have painted it here.
12. Conclusions
Why do our conclusions seem to be so much at variance with currently perceived wisdom
concerning the acceleration of the universe? The main reasons are twofold:
• Instead of simply picking a single model and fitting the data to it, we have tested
the overall robustness of the scenario by encoding the same physics (H0, q0, j0)
in multiple different ways (dL, dF , dP , dQ, dA; using both z and y) to test the
robustness of the data fitting procedures.
• We have been much more explicit, and conservative, about the role of systematic
uncertainties, and their effects on estimates of the cosmological parameters.
If we only use the statistical uncertainties, then the case for cosmological acceleration is
much improved, and is (in most cases we study) “statistically significant at three-sigma”,
but this does not mean that such a conclusion is either robust or reliable.
Systematic uncertainties are by definition independent of the statistical
uncertainties, and while estimating them in a cosmographic context is difficult, an
“optimistic” estimate leads to the result that the systematics are comparable to
one-sigma uncertainties in the cosmological parameters, while a more “conservative”
estimate suggests that the systematics are comparable to 2.5-sigma uncertainties in the
cosmological parameters. This is generally enough to convert a “statistically significant”
result into an “unreliable” result, and demonstrates that an honest systematic error
budget is absolutely essential to obtaining physically meaningful estimates of the
cosmological parameters.
The modelling uncertainties we have encountered depend on the distance variable
one chooses to do the least squares fit (dL, dF , dP , dQ, dA). There is no good physics
reason for preferring any one of these distance variables over the others. One can
always minimize the modelling uncertainties by going to a higher-order polynomial —
unfortunately at the price of unacceptably increasing the statistical uncertainties —
and we have checked that this makes the overall situation worse. This does however
suggest that things might improve if the data had smaller scatter and smaller statistical
uncertainties: We could then hope that the F -test would allow us to go to a cubic
polynomial, in which case the dependence on which notion of distance we use for least-
squares fitting should decrease.
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Though we have chosen to work on a cosmographic framework, and so minimize the
number of physics assumptions that go into the model, we expect that similar modelling
uncertainties will also plague other more traditional approaches. (For instance, in the
present-day consensus scenario there is considerable debate as to just when the universe
switches from deceleration to acceleration, with different models making different
statistical predictions [35].) One lesson to take from the current analysis is that purely
statistical estimates of error, while they can be used to make statistical deductions
within the context of a specific model, are often a bad guide as to the extent to which
two different models for the same physics will yield differing estimates for the same
physical quantity.
There are a number of other more sophisticated statistical methods that might
be applied to the data to possibly improve the statistical situation. For instance,
ridge regression, robust regression, and the use of orthogonal polynomials and loess
curves. However one should always keep in mind the difference between accuracy and
precision [28]. More sophisticated statistical analyses may permit one to improve
the precision of the analysis, but unless one can further constrain the systematic
uncertainties such precise results will be no more accurate than the current situation.
Excessive refinement in the statistical analysis, in the absence of improved bounds on
the systematic uncertainties, is counterproductive and grossly misleading.
However, we are certainly not claiming that all is grim on the cosmological front —
and do not wish our views to be misinterpreted in this regard — there are clearly parts of
cosmology where there is plenty of high-quality data, and more coming in, constraining
and helping refine our models. But regarding some specific cosmological questions the
catch cry should still be “Precision cosmology? Not just yet” [36].
In closing, we strongly encourage readers to carefully contemplate figures 3–6 as an
inoculation against over-interpretation of the supernova data. In those figures we have
split off the linear part of the Hubble law (which is encoded in the intercept) and chosen
distance variables so that the slope (at redshift zero) of whatever curve one fits to those
plots is directly proportional to the acceleration of the universe (in fact the slope is
equal to −q0/2). Remember that these plots only exhibit the statistical uncertainties.
An “optimist” (remembering that we prefer to work with natural logarithms, not stellar
magnitudes) would add systematic uncertainties of ±[ln(10)/5]× (0.1) ≈ 0.05 to these
statistical error bars, while a “conservative” would add ±[ln(10)/5] × (0.25) ≈ 0.125,
and a good case could be made for simply making the systematic error budget as big
as the statistical uncertainties. Ultimately it is the fact that figures 3–6 do not exhibit
any overwhelmingly obvious trend that makes it so difficult to make a reliable estimate
of the sign of the deceleration parameter.
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Appendix A. Some ambiguities in least-squares fitting
Let us suppose we have a function f(x), and want to estimate f(x) and its derivatives
at zero via least squares. For any g(x) we have a mathematical identity
f(x) = [f(x)− g(x)] + g(x), (A.1)
and for the derivatives
f (m)(0) = [f − g](m)(0) + g(m)(0). (A.2)
Adding and subtracting the same function g(x) makes no difference to the underlying
function f(x), but it may modify the least squares estimate for that function. That
is: Adding and subtracting a known function to the data does not commute with the





i + ǫ. (A.3)
Then given a set of observations at points (fI , xI) we have (in the usual manner) the
equations (for simplicity of the presentation all statistical uncertainties σ are set equal
for now)





I + ǫI , (A.4)
where we want to minimize∑
I
|ǫI |2. (A.5)
This leads to ∑
I















[fI − g(xI)]xjI , (A.7)
where the square brackets now indicate an (n + 1) × (n + 1) matrix, and there is an
implicit sum on the j index as per the Einstein summation convention. But we can
re-write this as










relating the least-squares estimates of bf,i and bf−g,i. Note that by construction i ≤ n.























where fˆ (i)(0) is the “naive” estimate of f (i)(0) obtained by simply fitting a polynomial
to f itself, and fˆ
(i)
[f−g]+g(0) is the “improved” estimate obtained by first subtracting g(x),
fitting f(x)− g(x) to a polynomial, and then adding g(x) back again. Note the formula
for the shift of the estimate of the ith derivative of f(x) is linear in the function g(x)
and its derivatives. In general this is the most precise statement we can make — the
process of finding a truncated Taylor series simply does not commute with the process
of performing a least squares fit.
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This is the best (ignoring convergence issues) that one can do in the general case.
Note the formula for the shift of the estimate of the ith derivative of f(x) is linear in
the derivatives of the function g(x), and that it starts with the (n + 1)th derivative.
Consequently as the order n of the polynomial used to fit the data increases there are
fewer terms included in the sum, so the difference between various estimates of the
derivatives becomes smaller as more terms are added to the least squares fit.
In the particular situation we discuss in the body of the article







ln(1 + z); K ∈ Z; (A.17)
or a similar formula in terms of the y-redshift. Consequently, from equation (A.10),
particularized to our case
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. (A.18)
Then the “gap” between any two adjacent estimates for ˆ˜µ
(i)
K (0) corresponds to taking
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. (A.19)
But then for the particular case i = 1 which is of most interest to us
ˆ˜µ
(1)


































zjI ln(1 + zI)
]
. (A.21)




























































(Because of convergence issues, if we work with z-redshift these last three formulae
make sense only for supernovae datasets where we restrict ourselves to zI < 1, working
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in y-redshift no such constraint need be imposed.) Now relating this to the modelling
ambiguity in q0, we have













zjI ln(1 + zI)
]
. (A.26)
By Taylor-series expanding the logarithm, modulo convergence issues discussed above,

















In particular, without further calculation, these results collectively tell us that the
different estimates for q0 will always be evenly spaced, and it suggests that as n → ∞
the differences will become smaller. This is actually what is seen in the data analysis
we performed. If we were to have a good physics reason for choosing one particular
definition of distance as being primary, we would use that for the least squares fit, and
the other ways of estimating the derivatives would be “biased” — but in the current
situation we have no physically preferred “best” choice of distance variable.
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