In markets where spatial competition is important, many models predict that average prices are lower in denser markets (i.e., those with more producers per unit area). Homogeneous-producer models attribute this effect solely to lower optimal markups. However, when producers instead differ in their production costs, a second mechanism also acts to lower equilibrium prices: competition-driven selection on costs. Consumers' greater substitution possibilities in denser markets make it more difficult for high-cost firms to profitably operate, truncating the equilibrium cost (and price) distributions from above. This selection process can be empirically distinguished from the homogenous-producer case because it implies that not only do average prices fall as density rises, but that upper-bound prices and price dispersion should also decline as well. I find empirical support for this process using a rich set of price data from U.S. readymixed concrete plants. Features of the industry offer an arguably exogenous source of producer density variation with which to identify these effects. I also show that the findings do not simply result from lower factor prices in dense markets, but rather because dense-market producers have low costs because they are more efficient.
I. Introduction
When spatial product differentiation is important, theory typically associates higher producer density-the number of producers per unit area-with more intense competition and lower prices in a market. Closer producer spacing raises substitution possibilities for consumers, raising the elasticities of producers' residual demand curves and lowering optimal markups and prices.
1 This effect is manifested in, for example, Salop's (1979) spatial competition model.
Exogenous increases in consumer density (the number of purchasers dispersed around the unitcircumference circular market) yield equilibria with more and closer-spaced producers and a lower equilibrium price. A similar mechanism is also appealed to in Bresnahan and Reiss (1991) , though the spatial element is implicit. They infer differences in the intensity of competition from the response of the number of producers to increases in market size.
A typical assumption in such models is that producers have homogeneous production costs. Thus the models only characterize the response of the (unique) average price in a market to shifts in the intensity of competition. In the more realistic case where producers have different costs, there are richer predictions regarding spatial competition's effect on prices. Indeed, heterogeneous-producer frameworks imply a new, selection-based channel through which competition influences equilibrium prices (though the above effect on markups can remain as well). This paper describes this new mechanism, tests for it in an industry where spatial competition is significant, and finds support for its implications.
The basic intuition of the mechanism can be put rather simply. Increases in the toughness of competition strengthen the selection process that eliminates relatively inefficient (high-cost) producers from the market. This truncates the equilibrium production-cost distribution from above, and this is in turn reflected in two ways in a truncated equilibrium price distribution.
First, high-cost producers that would optimally set high prices are eliminated from the market.
Second, the remaining firms face a more selected set of competitors, and this reduces their optimal price. Therefore with heterogeneity, more competitive markets exhibit not only lower average prices, as homogeneous-producer frameworks imply, but also lower upper-bound prices and (given some additional regularity assumptions on the underlying cost distribution) less price 1 However, Ohta (1981) discusses a few exceptions to the conventional wisdom.
dispersion. 2 In other words, competition among heterogeneous producers shapes the equilibrium price distribution through its impact on the equilibrium cost distribution.
I present below empirical evidence regarding the interaction between spatial competition and equilibrium prices. In a case study of the ready-mixed concrete industry (SIC 3273), I find strong support for the conventional wisdom that average prices tend to be lower in markets where spatial competition is expectedly more intense. (I describe the measurement of competition intensity and argue its exogeneity below.) However, I also document nontrivial within-market price dispersion, and find that this dispersion as well as the upper-bound market price both fall with increases in competition. These results, which are robust across several alternate empirical specifications, suggest that competition-driven selection among heterogeneous producers is important to understanding pricing patterns in industries where transport costs exist.
I go on to show that these price patterns are not a result of systematic differences in input costs across markets. This further suggests that the selection mechanism is acting along the efficiency margin, weeding out the less efficient in more competitive markets. This is consistent with evidence I have found in previous work (Syverson 2004a (Syverson , 2004b ) that product substitutability, spatial or otherwise, shapes equilibrium productivity distributions.
The paper intermeshes conceptually with the previous empirical literature along two primary dimensions. Recent research such as Sorensen (2000) ; Clay, Krishnan, and Wolff (2001) ; Goolsbee and Brown (2002) ; Chevalier and Goolsbee (2003) ; Baye, Morgan, and Scholten (2004) ; and Goldberg and Verboven (2005) has inferred consumers' substitution possibilities (or lack thereof) from observed price dispersion. 3 These papers rely on differences in search incentives, technology, or regulatory structures (e.g., repeat purchases, access to the internet, or reductions in trade barriers) to identify substitutability changes connected to 2 Given the spatial nature of the market, one could of course observe dispersion in delivered prices in the homogeneous-producers case because of differing transport costs across consumers. However, factory-door/free-onboard prices-those for which I have data in this study-would be equal. In the heterogeneous-producers case, however, free-on-board prices exhibit dispersion. Note also that a simple generalization of the homogenousproducers model to allow for noisy prices (say from mismeasurement) would not fit the implications of the selection-driven mechanism. Selection acts asymmetrically on the cost and price distributions, implying changes in the upper-bound and dispersion of the distributions that noise alone would not create.
increases in search intensity. In this paper, the analysis is explicitly spatial since transport costs are the source of consumers' limited substitution opportunities in ready-mixed concrete. The focus on the transport-cost-intensive ready-mixed industry also offers, as I will explain below, exogenous substitutability/competitiveness variation across many geographically independent markets, allowing considerable empirical leverage for identifying equilibrium price effects. The paper also departs from this other work in its particular focus on how substitutability influences the price distribution through selection on producer costs.
The impact of cost-based selection accounts for the paper's second point of contact with the literature. Empirical work on selection mechanisms in heterogeneous-producer industries- Baily, Hulten, and Campbell (1992) ; Olley and Pakes (1996); and Foster, Haltiwanger, and Krizan (forthcoming) are just a few examples-has shown that competitive forces tend to drive out less efficient producers in industry equilibrium. This paper extends this research, which has focused primarily on producers' observed costs, to investigate equilibrium price distributions.
Besides highlighting the distinct truncation impact of cost-based selection on the price distribution that the standard homogeneous-producer model misses, looking at price patterns is useful for other reasons. First, the relative magnitudes of cost and price truncation show the extent to which equilibrium price distributions constrain (or magnify) the benefits of cost truncation accruing to consumers. Selection of low-cost producers can improve total welfare, but consumers see a greater portion of these benefits when equilibrium prices are more response to those low costs. Second, while cost truncation necessarily implies price truncation if all producers in a market face the same demand curve, in reality there will likely be demand idiosyncrasies across producers in the same market. This opens the possibility that the correspondence between cost and price truncation may not be ironclad. The paper's empirical work allows one to test this possibility. Third, the results inform recent empirical work (Foster, Haltiwanger, and Syverson [2005] ) connecting plants' survival likelihoods to their price levels, where prices are recognized to confound opposing cost-and demand-side influences on survival.
The results below are only for a single industry. However, given the empirical ubiquity of price dispersion for what may at first glance be homogeneous goods, it seems likely that the mechanisms discussed here could reach beyond the ready-mixed concrete industry alone.
II. Conceptual Framework

A. Competition-Driven Selection
Because of space considerations, I present an intuitive discussion of the theoretical framework for selection-driven price distribution effects in lieu of a formal model. However, models yielding such results can be found in Syverson (2004a and 2004b). 4 Consider entry into a market as a two-stage, simultaneous move game. In the first stage, ex-ante identical producers decide, upon observing the level of demand, whether to take an initial entry step into the market. If they choose to do so, they incur a sunk cost and then learn their own (constant) marginal cost of production. This marginal cost is drawn from a distribution common to all entrants. Upon learning its cost level, the firm then decides whether or not to commence production, which entails another fixed cost.
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Two conditions are imposed on the equilibrium: no producer operates at a loss (they can always forgo production and earn nothing, though they must forfeit any sunk costs if so), and entry occurs until ex-ante expected profits (i.e., before sunk entry costs are paid and cost draws are learned) are zero. Because a producer's operating profits decrease in its marginal cost, the former condition implies there must be a critical marginal cost draw such that a producer with this cost level earns zero operating profits. 6 Those drawing costs higher than this level will choose not to produce in equilibrium.
This cutoff (zero-operating-profit) marginal cost is critical because it determines the extent of cost truncation in equilibrium. Changes in exogenous factors that shift this cutoff level to lower cost levels further truncate the distribution. Clearly, then, to understand the truncation 4 The latter is explicitly spatial and is most directly applicable to the ready-mixed concrete industry, though both yield the same implications with regard to the shape of the equilibrium price distribution. Some additional models of selection among heterogeneous producers in an industry equilibrium (though not all are concerned with price effects) include Hopenhayn (1992) , Melitz (2003) , and Asplund and Nocke (2006) . 5 Empirical evidence suggests that producers do sink resources into entry before learning their costs. Several papers, such as Dunne, Roberts, and Samuelson (1989); Baily, Hulten, and Campbell (1992); and Foster, Haltiwanger, and Krizan (forthcoming) have found that young plants have higher failure (exit) rates than incumbents. Thus it seems entering producers do not typically know very well their own position relative to their competition when it comes to profitability components like production costs. There are several possible sources of these cost differences in the ready-mixed industry. Plausible candidates include differences in managerial practices, logistical operations, capital vintages, or perhaps even factor prices. Pinning down the separate contribution of these or other underlying cost drivers is beyond the scope of this paper, but it is an active area of continuing research. I will explicitly control for factor price differences in some of the empirical specifications below. 6 It is assumed that the marginal cost distribution spans a sufficient domain so that not every draw is profitable (or every draw unprofitable) given the size of the sunk entry and fixed production costs.
effect of greater demand density and its concomitant increase in spatial substitutability, one needs to understand how density affects this cutoff cost level. In equilibrium, the cutoff is pinned down by the second, free-entry condition above: it is the value that sets expected profits at entry equal to zero.
To see why, consider the cutoff cost's role in the free-entry condition. The expected gross benefit of entry averages operating profits over the cost distribution, but only for those cost draws that yield positive operating profits. Free entry equates this expected benefit with the sunk entry cost. Clearly, a higher cutoff cost level corresponds to a higher probability of successful entry, since a greater proportion of draws from the cost distribution will imply positive profits.
Further, a higher cutoff also increases the expected profits conditional on commencing production. This is because higher-cost producers are let into the market, raising the average costs of any given producer's rivals. The expected value of entry therefore increases monotonically in the cutoff cost level, implying a unique equilibrium cutoff where the free entry condition holds.
Now consider the comparative static of interest: the change in the cutoff marginal cost in response to a rise in market demand (and since the market area is fixed, an increase in demand density). For simplicity, let it be simply a multiplicative increase from the previous level. In the absence of any other change in the market, this would clearly raise the expected value of entry, since each producer would sell more output at the same price. Therefore there must be a countervailing effect that lowers expected profits enough to ensure the free-entry condition
holds. An increase in the number producers paying to enter the market will induce greater substitution opportunities for market consumers, lowering optimal markups and prices. If the loss in profits from lower prices is greater than the gain due to higher sales for the formerly marginal producer (and Syverson 2004a and 2004b show that this is the case), this will decrease the cutoff cost value. 7 This in turn leads to a smaller probability of successful entry and lower expected profits from production, bringing the expected value of entry back to zero and yielding a new equilibrium with a lower cutoff cost level. Therefore the initial increase in demand density leads to more severe cost selection in the market.
If all producers in a market face the same demand curve, prices monotonically increase in costs, and producers' rank ordering will be the same in both the cost and price distributions.
This implies that cost truncation will directly lead to price truncation, as high-cost producers are eliminated and remaining firms face lower-cost competitors. (In reality, there will likely be demand idiosyncrasies across producers in the same market. Thus empirical tests are necessary to see if price truncation occurs on average.) The upper-bound price and dispersion impacts discussed above reflect the progressive truncation of the marginal cost distribution when density rises. Furthermore, this truncation combines with lower optimal markups (due to higher substitutability and the heightened selection of lower-cost competitors) to result in lower average prices in denser markets.
B. Ready-Mixed Concrete as a Case Study
The U.S. ready-mixed concrete industry offers several advantages as a test case to study the equilibrium price effects of the intensity of spatial competition. I discuss these briefly here.
Ready-mixed concrete's relative homogeneity minimizes price dispersion driven by variation in vertical or horizontal product attributes (other than location, of course), sharpening the focus on how cost differences, rather than quality disparities, affect the price distribution.
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The industry's very high transport costs are also helpful. Besides creating the spatial nature of industry competition, they imply that the national industry is actually comprised many virtually independent markets. There is considerable variation producer density and spatial substitutability across these markets. It is this disparity in producer spacing that results in differences in the toughness of competition from market to market.
One problem with inferring the price effects of market competition by looking at markets with different producer densities is that this spacing is itself an endogenous response to the competitive environment in a market. However, the input-output patterns in the ready-mixed industry allow a way to circumvent this endogeneity. I am able to measure the density of readymixed demand using construction sector employment per square mile in the local market. This is a virtually comprehensive demand measure; the sector (SICs 15-17) buys 97.2 percent of readymixed output according to the 1987 Benchmark Input-Output Tables. Thus I observe a major determinant of producer density in local markets (the empirical correlation between demand density and producer density is roughly 0.7). Especially useful, though, is the fact that the demand density in a market is arguably exogenous to the nature of competition among local ready-mixed concrete plants. Because construction projects require output from a wide array of industries, the cost share of ready-mixed alone is small (only 2.0 percent of the construction sector's total costs, looking again at the 1987 Input-Output Tables). Therefore a shock to the competitiveness of the local ready-mixed industry-that would lower average concrete prices, say-is unlikely to spur a construction boom. Causation travels from construction demand to concrete competitiveness, not in the reverse direction.
Focusing on the ready-mixed industry also affords the use of data from the Census of Manufactures (CM), a rich source of establishment-level production data. Unlike many economic microdata sets, the CM has at the detailed product level information on both establishments' revenues and physical units. This allows me to, in a given year, compute average unit prices for roughly 3100 ready-mixed plants spread across hundreds of local markets.
Moreover, the CM has available information on intermediate materials input prices for a subset of these producers. This makes it possible to see if the key empirical findings are affected by input price differences across markets.
III. Data
A. Output and Factor Prices
To test the theoretical implications outlined above, I use data collected from several thousand ready-mixed concrete (SIC 3273) plants in the 1977, 1982, 1987, and 1992 Census of Manufactures (CM) Product Files. These contain plant-level data on the value of shipments by detailed (seven-digit SIC) product category. Furthermore, when feasible, annual production in physical units is also collected. (The unit is thousands of cubic yards for ready-mixed concrete.)
This data allows unit prices to be computed at the plant level, offering an unusually rich set of producer prices from many different local markets that I exploit here.
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There are two important notes regarding these calculated unit prices. First, the value-ofshipments data is collected on a free-on-board basis, i.e., exclusive of any shipping costs. Prices should reflect not the delivered cost of ready-mixed but rather what one could buy it for at the plant gate. This price measure better reflects the prices described in the theoretical framework and allows direct testing of the theory. The observation of lower prices in denser markets does not simply reflect shorter average shipment distances in such markets.
Second, the unit prices are annual averages, which are equivalent to a quantity-weighted average of all transaction prices charged by the plant during the year. Roughly 5200 ready-mixed plants operate in the United States. While the CM contains information on each of these, the data required to compute unit prices is not available for all plants. 11 The largest excluded set, roughly one-third of plants, are Administrative Record (AR) establishments. These are very small producers (typically with less than five employees, so their output and employment shares within the industry are much smaller than one-third) exempted from most CM reporting requirements. As such, these plants are not useful for my sample.
Some further data cleaning is necessary. Plant-level data contains occasional reporting and recording errors. I remove the small number of gross outliers having prices greater than five times or less than one-fifth the median in a given year. I further limit the sample to those plants with ready-mixed sales accounting for over one-half of yearly revenues. Producers who do not specialize in concrete may be operating under different conditions than specialist producers in the same market, and as such may price differently due to product bundling considerations, or simply because setting optimal prices is costly and the losses from small deviations from their profit-maximizing prices are smaller for these producers. This sample criterion is not very restrictive in practice; most ready-mixed producers are specialists. The average fraction of plant revenues from ready-mixed concrete sales is over 90 percent for plants in the sample.
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The final group of excluded establishments are those non-AR producers who happen to have (mostly because of incomplete reporting) physical quantities imputed by the Census Bureau. Unfortunately, these imputes are not flagged. To distinguish and remove imputed product-level data from my sample, I use the techniques described in detail in Supina (1994) , Roberts and Supina (1996) , and Foster, Haltiwanger, and Syverson (2005) .
13
After removing gross outliers, unspecialized producers, and those with imputed output quantities, my final core sample includes 12,376 plant-year price observations.
In some specifications below, I also use plant-level information on three factor prices computed using CM data. One of these, a plant's average salary (the producer's total yearly wage bill, including supplements such as Social Security payments, divided by the number of employees) is available for almost every producer in the sample. The other two are computed from the CM materials supplement, which provides input price information for a subset of plants 12 Other products produced (usually in small amounts) by the plants typically include pre-formed concrete products such as blocks and pipe. 13 Complicating the detection of imputes is the fact that the Census Bureau uses different imputation methods. One involves calculating the average industry unit price (from establishments reporting both quantity and value data) and dividing the establishment's reported value of production by this price. These imputes can be eliminated by simply removing plant-year observations that are at the modal price for the year. The second imputation algorithm is the "hot-deck" method. This uses ratios of both plants' total value of shipments and intermediate materials expenditures to payroll in order to assign imputed quantities to similar plants. I identify hot-deck imputes by finding plants with modal values of these two ratios and remove from the sample. One should remain mindful, however, that these methods are imperfect for identifying imputed data given the absence of explicit identifiers.
(3,452 plant-year observations, or 28 percent of the sample). The materials supplement, like the CM product files, collects detailed product-level data by plant, except it covers intermediate material inputs rather than outputs. Total annual purchases by material input as well as their physical quantities (when feasible) are collected. For ready-mixed concrete plants, unit prices can be computed for two material inputs: cement and sand and gravel (sand and gravel are treated as a composite good by the Census Bureau). 14 Despite the sparser coverage, this data allows me to isolate-at least in part-productivity selection's effect on prices by controlling for across-market factor price differences.
B. Local Markets and Demand Density in the Ready-Mixed Concrete Industry
The empirical work uses variations in demand density across geographic markets to identify the effect of spatial competition on the equilibrium price distribution. This of course The key exogenous variable in the model is demand density. To measure this empirically, I use the log of the number of construction-sector workers per square mile in the CEA-year market. Construction sector employment is obtained from County Business Patterns data aggregated at the CEA level. 16 Land areas are from the City and County Data Book. As discussed above, construction sector employment density is arguably an exogenous demanddensity shifter because, while the sector buys most of the ready-mixed concrete industry's output, concrete's cost share in total construction costs is quite small.
IV. Empirical Specification
The theory implies higher demand density should decrease the maximum, central tendency, and (given some regularity conditions on the distribution) dispersion of prices in the local market. This suggests a simple empirical model:
where y it is a moment of the (log) price distribution for market i in year t, dens it is the market's demand density, X c,it is a vector of (possibly time-varying) local market conditions that might 16 County Business Patterns data occasionally have missing observations due to data disclosure regulations. This is a small matter in the case of the construction sector (SICs 15-17), however. The sector's ubiquity and abundance of small firms allows full disclosure of total employment in nearly all counties (employment data is withheld in roughly 1.5 percent of the county-year observations in my sample). I impute employment when missing by multiplying the number of establishments in each of nine employment ranges (which are always reported) by the midpoint of their respective employment ranges, and summing the result. The impact of using imputes is likely to be even less than their proportion indicates, as the typically small nondisclosure counties are less likely to contain non-AR ready-mixed plants.
also influence price moments, and ε it a disturbance term. The coefficient on demand density, β d , is the estimate of interest.
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I use six empirical moments of logged price distributions as dependent variables: two each to measure the upper bound, central tendency, and dispersion of the distribution. The upper-bound price measures offer the most direct test of the hypothesized cost-selection truncation and shaping of the price distribution. The maximum price is the obvious measure to use, but it is also the moment most vulnerable to outliers. Therefore I also run specifications using the 90 th percentile price. This equals the maximum price in markets with fewer than 10 observable prices, but it does remove the influence of outliers in large markets. The two central tendency moments are the median and the physical-output-weighted average prices. The former is used for its robustness to outliers and the latter to better capture the average transaction price in the market by giving more weight to producers who sell more output. 18 The dispersion measures are the interquartile and 90-10 percentile ranges (the latter equals the range in markets with fewer than 10 prices). Note that because the moments are for logged price distributions, these dispersion measures reflect relative price disparity-i.e., percentage differences-rather than differences in absolute levels.
The local demand controls in X c,it include an assortment of variables that plausibly shift the demand structure of the local ready-mixed concrete market through channels other than the spatial substitutability influence of demand density. 19 These include demographics of the CEA:
17 A reasonable alternative specification would replace demand density with (endogenous) producer density and instrument for the latter with the former. This would offer estimates of producer density's direct effect on price moments. I chose the specification here because while the price effects of producer density per se in the industry (effects whose magnitudes are almost surely industry-specific) are interesting, I am primarily concerned with testing the more general notion that density differences shape the equilibrium price distribution in certain ways. I posit that while the magnitudes of such effects may differ for other products, the directions of these effects are more likely to be robust. That is, the most important issue is the sign of density's effects, rather than their size for this particular industry (conditional of course on the effects being economically nontrivial). As long as demand and producer density are correlated-and recall that the correlation of these two measures is 0.7 across markets-including the exogenous value directly in the regression will yield the same implications as the more structural estimate.
18 Note that homogeneous-producer models imply no distinction between weighted and unweighted price moments. Cost heterogeneity makes the distinction an interesting one. Weighted average prices can decline because all producers' prices are declining, or through a reallocation of quantities sold to low-price producers, or a combination thereof. Comparing weighted to unweighted central tendency moments allows measurement of the relative size of the quantity-reallocation effect.
19 Of course, these other influences will not necessary bias the demand density results in the simpler specifications if they are orthogonal to my measure of demand density. It seems possible, however, that some of these control variables independently influence both local ready-mixed market structure and the overall level of construction activity (which is a key element of the demand density measure). Due to data limitations, some of these measures the percentage of the population that is nonwhite, the fraction over 25 years old, the proportion with at least a bachelor's degree, and the number of marriages per 1000 population. Each of these variables is aggregated from values in the 1988 City and County Data Book. The race and the marriage variables constructed from 1984 data, while the others are from the 1980 population census. I also include variables conceivably correlated with concrete demand specifically: the fraction of households owning at least two automobiles, the fraction of housing units that are owner-occupied, the median value of owner-occupied housing, and median personal income (also from 1980 and 1984) . The output-weighted average specialization ratio (that is, the fraction of plant revenue from ready-mixed) in the market is included to control for any systematic differences in specialization across markets. Finally, I also add the growth rate of local construction employment over the previous five years to control for short-term effects (e.g., a transient construction boom that allows relatively high-priced producers to temporarily operate). Because demand growth is included in the control vector, specifications where controls are included use only market-level price moments from 1982, 1987, and 1992.
As estimated, the empirical tests identify density's impact primarily from across-market differences in price distribution moments and density levels. This strategy is used because the theoretical framework focuses on longer-run equilibrium price distribution responses to density, rather than short-term responses. Across-market variation better isolates these long-run effects than would the within-market responses of prices to intertemporal density movements. The latter may confound responses to temporary demand shocks that could (for a certain period) actually reduce the intensity of cost-based selection. Consider first the results from column 1, which come from specifications that regress the price moments on demand density and a set of year dummies. The correlations between demand density and price moments are in directions consistent with the theoretical framework. Increases in demand density are associated with declines in each price moment. This negative effect is significant in four of the six cases.
V. Empirical Results-Price Distributions
A. Benchmark
When the demand controls are added in column 2, the implied negative connection between demand density and the price moments becomes even stronger. All six coefficients rise in magnitude, particularly demand density's downward influence on the maximum price in the market, which is now significant. (The impact on the interquartile range remains insignificant despite the larger coefficient.) The size of the effects implied by these coefficients seems, at least for the upper bound and central tendency results, economically relevant. For example, a one standard deviation increase in density (a change equivalent to an increase from 1.6 construction workers per square mile-the geometric mean density across markets in the sample-to 6.7 workers per square mile) corresponds roughly to a 6 percent drop in the maximum market price. This is one-third of its across-market standard deviation and implies a drop in the maximum price of $3.15 when evaluated at its mean. Table 1 ). The implied effects on within-market price dispersion are weaker, with a one standard deviation density increase implying decreases in the interquartile and 90-10 percentile ranges of 0.7 and 1.3 percent, respectively, or about one-twelfth of their standard deviations. Table 3 reports the qualitative features of the demand covariates estimates from the fullmodel specifications in column 2. While the effects of many of the controls change across price moments, perhaps the most consistent result is the positive correlation between price levels and the median household income in the market (its coefficient is positive and significant for all the upper bound and central tendency moments). This is not altogether surprising; many goods are more expensive in higher-income areas, and building materials are unlikely to be an exception to this. Prices seem to be lower in markets with high rates of owner-occupied housing. Price dispersion is lower in 1992 than other years, and in markets with more specialized producers.
Demand growth is only significant for two of the price moments; it seems that short-run effects of changing market sizes do not have great impacts on the shapes of equilibrium price distributions.
The results from the benchmark specification are consistent with the theorized mechanism above. Upper-bound prices are lower in denser markets. This truncation suggests that cost-based selection in the presence of heterogeneous producers plays an important role in determining equilibrium prices. Selection's impact also carries over into average prices, which are lower in high-density markets. There is some support for the implication that prices are less disperse in denser markets as well, although this appears to be concentrated in the tails of the distribution and the quantitative impact in economic terms is small. Note, however, that even in the specifications that include demand covariates, most of the across-market variation in price moments remains unexplained. Hence cost-based selection, while having non-negligible effects, is hardly the complete story on price variation within an industry.
B. Robustness Checks
I conduct a number of checks on the robustness of the results. These checks are described briefly below, and the estimated demand density coefficients from the various specifications are reported in Table 4 . In each case, the implied impact of demand density is qualitatively and quantitatively similar to that found in the benchmark exercises above. (All reported specifications include the full set of demand controls.)
The first robustness test investigates whether density specifically, rather than just market size, drives cost-based selection and the resulting price distribution effects. I do so by estimating a specification that includes both demand density and demand size (logged construction employment in the local market) as explanatory variables. The results are reported in column 2 of the table. The demand density coefficients retain their negative signs in all cases as well as the benchmark results' patterns of significance. 21 Thus spatial substitutability specifically, and not just overall size, shapes the cost and price distributions of market establishments.
The next specification checks if demand density's impact on the price distribution is nonlinear by including the square of demand density as a covariate. The results, which exhibit little difference from the benchmark estimation, are in column 3 of Table 4 . The unreported coefficients on the quadratic density term are positive for every price moment, though only significant in the case of the 90 th percentile price level and the two central tendency moments.
So demand density's impact may fade somewhat at higher density levels, but this effect is statistically weak.
For inclusion in my benchmark sample, I require that a market has at least five readymixed producers with non-imputed price data. To check if changing this exclusion criterion affects the results, I estimate the model using the samples obtained when the cutoff levels for the minimum number of plants are instead two and ten. The sample size is of course larger in the former case (927 markets) and smaller in the latter (318 markets). In both cases the results largely coincide with the benchmark values, as is seen in columns 4 and 5. 21 The coefficients on market size (not shown) are somewhat erratic. While negative in four cases-the 90 th percentile price, median price, and the two dispersion moments-they are significant only in the former two cases. Moreover, they are significant and positive in the maximum and output-weighted average price regressions. One must be mindful that these coefficients reflect only the effect of size variation that is orthogonal to density variation. Still, it is unusual that size would have an oppositely signed (and significant) impact on two moments meant to measure the same shape attributes of the price distribution.
The next robustness check tests whether multiproduct pricing considerations impact the results. The theoretical framework assumes each production unit prices independently.
However, firms owning multiple plants in a market likely set prices recognizing that a low price at one of their plants could cannibalize market share from their other plants. This consideration might shape the price distribution in ways outside the theoretical framework. Such concerns are tempered in this industry during the sample period because, as discussed previously, most of the establishments are the only concrete plant owned by their firm. To make sure any empirical impacts are small, I estimate a specification where, rather than looking at the price distribution across plants in the market, I instead look at the price distribution across firms. This is done as follows. If a firm owns two or more plants in a market, I compute the quantity-weighted average price across all these plants. Any firm owning only a single plant in a market (the majority case)
simply has that plant's price as its observation. I then compute the same six price distribution moments as above, now from these firm averages rather than the plant-level price observations.
The sample is somewhat smaller because I again impose the restriction that only markets with at least five price observations are included. This excludes some benchmark sample markets with five or more plants but less than five firms. The results obtained with these moments, shown in column 6, match the benchmark results quite closely. Multi-unit pricing apparently has little impact on demand density's effect on the price distribution.
Column 7 reports the results from a specification where a market's demand density is measured as the employment-weighted sum of the densities of the market's component counties, rather than the ratio of total market employment to land area. The qualitative patterns of the benchmark results remain, with the exception of the maximum price regression, where the density coefficient is positive and insignificant. Both density measures have roughly equal standard deviations, so the smaller coefficients in this specification suggest that the implied impact of the alternative demand density measure is smaller than that of the benchmark.
Column 8 presents the estimates from a random effects model with CEA as the longitudinal unit. This specification allows for the presence of correlated error terms over time within markets. If present and of sufficient size, these could affect inference in the earlier results due to understated standard errors. However, the estimates in column 8 indicate the earlier patterns remain in the random effects model. Some of the coefficients are insignificantly smaller than their benchmark counterparts, though none lose their statistical significance.
C. Robustness-Input Price Effects
One possible concern regarding the results above is that they reflect variations in input prices rather than differences in true technical efficiency levels. While selection among heterogeneous producers does in fact depend on cost differences regardless of whether their source is input prices or productivity levels, most models abstract from such distinctions. Thus it is possible that the patterns observed above obtain because simply because input prices are lower in dense markets rather than more stringent selection on productivity. However, I observe three plant-specific input prices for a subset of my data: (the composite) sand and gravel, cement, and labor (using the average salary). I use these to separate the influence of productivity selection from factor price differences.
The broadest patterns seen in these input prices yield mixed implications about their possible influence on the results above. Table 5 Table 5 . The panel shows the covariance patterns between a market's demand density and the median of observed input and output prices in the market. The plantlevel comovement between output and input prices seen above is reflected in the patterns of 22 Some further discussion of these input prices is appropriate. Some ready-mixed concrete producers mine sand and gravel on the factory site. Producers who obtain all of such inputs on site will not be included in the input-price subsample, since plants report only materials purchases from other establishments (though these other plants could be owned by the same firm, in which case they are still to report the "full economic value" of the materials purchases as with purchases from arms-length suppliers). While I do not directly observe if producers have on-site mining operations, the vast majority of industry plants have materials' revenue shares that are narrowly distributed around the industry average share. Given that gravel and stone are major intermediate inputs, materials costs at these levels suggest on-site mining is the exception rather than the rule. As for the average salary measure, I am of course abstracting from the possibility that wage variation reflects differences in the quality of labor inputs. It is possible, for example, that higher-wage workers work at more productive establishments who are still able to pass along the resulting cost advantage to their customers in lower prices. market medians. However, notice the correlations between these prices and demand density.
While as with ready-mixed, cement tends to be less expensive in denser markets, sand and gravel prices as well as average salaries are higher. Therefore at first glance it seems unlikely that the lower ready-mixed prices observed in denser markets arise simply as the result of systematically lower input costs.
To more rigorously test for this invariance of the key results to input price variation, I
rerun the benchmark models, now including the input price moments corresponding to the readymixed price moment used as the dependent variable. That is, the interquartile ranges of cement, sand and gravel, and average salary are included in the interquartile price dispersion regressions, the median input prices in the median regressions, and so on. The results are presented in Table   6 .
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Column 1 presents the results from the specification that excludes all demand controls but year dummies, while column 2 contains the full-covariate model results. Notice first the correspondence between input and output price moments. The results observed in the median correlations above remain prevalent in this specification. In every case, a higher input price moment in a market corresponds to an increase in the same moment of ready-mixed prices, and this effect is statistically significant in virtually every instance as well. Even average salaries, despite having raw correlations that suggest a negative comovement with ready-mixed price levels, have a positive impact once I control for demand density and the other input price moments. It appears that these input price controls do absorb ready-mixed price variation arising from input cost differences.
The demand density coefficients now capture the density effects on the equilibrium price distribution that are independent of major input price differences. The results in Table 6 indicate that the relationships seen in the benchmark results remain. The demand density coefficients are negative in all regressions but one. They are significant for the upper bound and central tendency moments, while insignificant for the dispersion moments. Considerably larger impacts are implied for median and output-weighted average prices here. This is probably because the 23 The results in this table and in the reported market-level correlations in Table 5 are obtained from a sample comprised of the 575 market-year observations for which I observe at least two plants with both output and input price data. I use this smaller minimum-producer cutoff here because of the sparser coverage of the input price data. Results using the five-producer cutoff of the benchmark specification (which cuts the sample down to just over 200 market-year observations rather than the 575 here) were roughly equivalent in magnitude to those reported below, but not surprisingly less precisely estimated and as such were less likely to be statistically distinguishable from zero.
input price moments control for the unconditional positive correlations between demand density, average salary, and sand and gravel prices, that would otherwise tend to bias downward the estimated impact of demand density on average ready-mixed prices.
Therefore it appears that demand density's shaping of the equilibrium price distribution arises from selection on more efficient producers, as theorized, and not merely through coincidental relationships between density and input prices. Indeed, its impact on the central tendency of the price distribution is larger once the influence of input prices is accounted for.
VI. Discussion and Conclusion
This paper has explored how differences in the intensity of spatial competition across markets are manifested in equilibrium prices. Standard models predict that, ceteris paribus, price should fall as producer density (the number of producers per unit area) increases, since this raises substitution possibilities for consumers and lowers optimal markups. I find empirical support for this in a case study of the ready-mixed concrete industry: average prices are lower in denser markets.
However, I also find that there are considerable within-market price differences, and that this dispersion as well as upper bound prices also fall with density. These observations cannot be explained by homogeneous-producer models of competition (even if extended to cases with noisy price measurement) that are commonly appealed to. On the other hand, heterogeneousproducer models where production costs differ are able to account for the empirical patterns.
These models imply a competition-driven selection effect on equilibrium prices that is absent from homogeneous-producer frameworks. As more intense competition drives out high-cost producers, upper-bound prices, average prices, and price dispersion all decline. These effects are all observed in the data.
An advantage of testing for these effects in the ready-mixed concrete industry is that the measured price differences are in response to changes in concrete demand density, which is an arguably exogenous shifter of the intensity of competition across local concrete markets. Thus the price effects of competition seen here can be reasonably seen to be causal. The responses are economically nontrivial and robust to several alternative empirical modeling assumptions.
Furthermore they do not simply result from across-market differences in input price distributions, suggesting that selection on actual efficiency differences drives the connection between the equilibrium cost and price distributions.
While these empirical results were derived using data from a single industry, they seem likely to apply more generally. The spatial nature of competition that dominates the ready-mixed concrete industry is also important in many other industries. Indeed, spatial competition is probably weaker in manufacturing industries than in the service, retail, or wholesale trades, where the mechanisms explored here could are likely to play an even larger role. Furthermore, the body of evidence showing producer cost heterogeneity exists and is important to describing plant and firm survival continues to grow. The presence of cost-based selection means the link between competition and average market prices hides a more complex mechanism with additional implications about the shape of the equilibrium price distribution.
Much is still left to be learned about the connection between the intensity of competition and the shape of the equilibrium price distribution. While the theoretical framework outlined above implies within-market price dispersion can exist in equilibrium, all across-market differences in price distribution moments are completely explained by density variation. Yet this is clearly not true in the empirical results. This could be in part from market-specific differences in other parameters in the model, like transport costs. It may also result from the coarse nature of the spatial measures-average market density measures rather than detailed, location-specific interactions-and could be reconciled with more detailed data. Further, there are also likely other ways (often not measurable) that product differentiation arises, such as variation in the services that come bundled with manufactured outputs, that may explain some of remaining variation. These areas seem ripe for future research. Note that price moments are computed from local logged price distributions; for example, the average (across market-years) of within-market interquartile logged price ranges is 0.093. Demand density is measured as the log of the number of construction sector employees per square mile in a market-year (the alternative density measure is an employment-weighted average of county-level densities in the market-year). Demand is simply the logged number of construction sector employees. Notes: This panel shows simple correlations between demand density and median prices (output and inputs) across the 575 market-year observations that include at least two producers with all input price data available. All prices are in logarithms of 1987 dollars. Notes: This table shows results obtained when input-price moments are included in the outputprice-moment regressions (coefficients for covariates have been suppressed). The sample consists of 575 region-year observations (362 in the specification that includes demand controls) with at least two plants for which I have non-imputed output and input price data. Reported standard errors are robust to heteroskedasticity, and an asterisk denotes significance at the 5 percent level. Notes: This table shows results obtained when input-price moments are included in the outputprice-moment regressions (coefficients for covariates have been suppressed). The sample consists of 575 region-year observations (362 in the specification that includes demand controls) with at least two plants for which I have non-imputed output and input price data. Reported standard errors are robust to heteroskedasticity, and an asterisk denotes significance at the 5 percent level.
