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La grégarité compte parmi les phénomènes les plus communs du vivant et produit à son tour
des phénoménologies parmi les plus impressionnantes observables dans le monde. Chez plusieurs
espèces animales, des structures complexes émergent, alors qu’elles semblent à priori inaccessibles
à l’échelle individuelle comme les formes spectaculaires prises par les bancs de sardines ou les
étourneaux. De nombreux travaux sont dédiés à l’étude des déplacements collectifs et cherchent
à comprendre comment des interactions locales permettent l’émergence de fonctionnements et
structures complexes des groupements. La simple mise en mouvement d’un groupe nécessite co-
ordination et transfert d’information rapide pour répondre aux contraintes environnementales et
ainsi conserver l’intégrité du groupe. De nombreux mécanismes sont proposés dans la littérature
pour rendre compte des règles d’interactions qui permettent de tels phénomènes. Bien souvent, ce
sont des forces sociales qui sont utilisées et les modèles qui les utilisent ont prouvé leur robustesse
dans la reproduction de ces phénomènes. Il me semble cependant qu’au niveau conceptuel, assimi-
ler des interactions sociales à des forces présente de nombreuses limites notamment dans la prise
en compte de comportements intermittents. J’ai dans ce travail de thèse investigué l’apport d’une
hypothèse alternative basée sur des transitions probabilistes entre des états comportementaux.
Nous avons dans un premier temps approfondi une étude expérimentale réalisée dans l’équipe
permettant de mettre en lumière la constitution du voisinage influent, prérequis nécessaire à la
formation d’interactions. Nous avons notamment pu rendre compte de la possibilité que les in-
teractions dépendent de la distance. Dans un deuxième temps, nous avons construit un modèle
individu-centré, modélisant la dynamique de transition entre stationnarité et départ collectif, en
une puis deux dimensions. Nous avons quantifié la propagation d’une information, le départ d’un
individu, dont la nature très particulière lui permet de rétroagir sur sa propre propagation. Nous
avons ainsi révélé une phénoménologie très diverse dépendante de la vitesse de déplacement des
individus qui est un paramètre du système. Nous avons également pu mettre en lumière des pro-
priétés de criticalité très affectées par les fluctuations liées à la stochasticité des transitions. Par
ailleurs, nous avons construit un système d’équations aux dérivées partielles en support des simu-
lations réalisées. Ce système a permis d’une part de démontrer mathématiquement des propriétés
et phénoménologies produites par les simulations mais aussi de faire un parallèle conceptuel avec
des équations de réaction-diffusion de type Fisher-Kolmogorov-Petrovskii-Piskunov. Enfin nous
avons démontré dans une dernière étude que notre modèle était capable de conserver l’intégrité
du groupe en dépit de l’absence d’une force explicite d’attraction. Cela nous a permis à la fois de
définir ce qu’était la cohésion d’un groupe, et de quantifier une partie de ces caractéristiques. Nous




Gregarity is one of the most common phenomena of the living and in turn produces some of
the most impressive phenomenologies observable in the world. In several animal species, complex
structures emerge, whereas they seem a priori inaccessible on an individual scale, such as the
spectacular forms taken by schools of sardines or starlings. Numerous researches are dedicated
to the study of collective movements and seek to understand how local interactions allow the
emergence of complex functioning and structures of group. The simple movement of a group
requires coordination and rapid information transfer to meet environmental constraints and thus
maintain the integrity of the group. Many mechanisms are proposed in the literature to account
for the rules of interactions that allow such phenomena. Very often, social forces are used and
the models that use them have proven their robustness in the reproduction of these phenomena.
It seems to me, however, that at the conceptual level, assimilating social interactions to forces
has many limitations, particularly in taking into account intermittent behaviors. In this thesis,
I investigated the contribution of an alternative hypothesis based on probabilistic transitions
between behavioral states. We first deepened an experimental study carried out in the team
to shed light on the constitution of the influential neighborhood, a necessary prerequisite for
the formation of interactions. In particular, we were able to account for the possibility that
interactions depend on distance.In a second step, we built an individual-based model, modeling
the transition dynamics between a state of rest and collective departure, in one and then two
dimensions. We have quantified the propagation of information, the departure of an individual,
whose very particular nature allows him to retroact on its own propagation. We have thus revealed
a very diverse phenomenology dependent on the speed of movement of individuals, which is a
parameter of the system. We have also been able to highlight criticality properties that are highly
affected by fluctuations linked to the stochasticity of transitions. In addition, we have built a
system of partial differential equations to support the simulations performed. This system has
allowed us on one hand to demonstrate mathematically properties and phenomenologies produced
by the simulations, but also to draw a conceptual parallel with reaction-diffusion equations of
the Fisher-Kolmogorov-Petrovskii-Piskunov type. Finally, we have demonstrated in a last study
that our model was capable of preserving the integrity of the group despite the absence of an
explicit force of attraction. This allowed us both to define what the cohesion of a group was, and
to quantify some of these characteristics. We finally succeeded in giving a minimal model that
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Cette thèse reflète le travail que j’ai effectué durant ces trois années, dans le cadre
d’un projet sur les déplacements collectifs. Le format employé est celui qualifié de
« thèse sur dossier de publications ». Cela signifie que les principaux chapitres
seront composés des articles publiés, soumis ou en cours de soumission. Cette thèse
commencera par une introduction générale et se terminera par une conclusion sur
l’ensemble des sujets présents dans ce manuscrit. Chaque chapitre comportera une
brève introduction servant à préciser certaines définitions, méthodes et réflexions
utilisées dans les articles et qui, pour des raisons de clarté et de concision, n’ont
pas pu être mises dans le corps de l’article. Toutes les idées introduites dans cette
thèse ont été nourries par mon travail bien sûr, mais aussi par mes discussions, à
la fois avec mes directeurs de thèse, mes collègues, ou avec d’autres scientifiques,
lors de congrès en particulier. J’ai également pu bénéficier de discussions avec un
public moins « spécialisé », comme par exemple les étudiants auxquels j’ai donné
cours, ou mon entourage proche, ma famille, mes amis. Ces réflexions ont aussi
été cultivées par mes lectures, la bibliographie et la veille scientifique sur le travail
d’autres équipes, des formations sur la forme comme sur le fond des sciences, allant
de l’éthique à l’apprentissage, de la mécanique quantique à la musique et parfois
même la philosophie. Vous trouverez d’ailleurs peut-être dans mon écriture des




Comme point de départ pour introduire cette thèse, il me semble important de
définir et d’expliciter les termes du sujet. Et pour ne pas déroger à ma remarque
deux lignes plus haut, j’évoquerai déjà Platon. Dans son livre Phèdre, aux travers
du personnage de Socrate, celui-ci pose les bases de ce que doit être un débat
ou une réflexion de quelque sorte que ce soit. Il y argumente que la principale
des bases est de s’accorder avec son interlocuteur sur les différents termes, qui
fonderont les concepts mêmes de ce qui sera sujet à débat. Si le thème est la
mer, que doit-on définir comme la mer, si le thème est l’amour, il en va de même.
Une définition partagée est donc le prérequis de toute construction raisonnée. Ce
discours et la définition qui y est donnée, m’ont frappé tant ils semblaient simples
et pourtant rarement respectés ; les non-dits, les assomptions et les sous-entendus
étant courants. Chacun étant doué d’une perception qui lui est propre, chacun
possédant une expérience de la vie qui lui est propre, il me semble impératif de
fixer ces définitions lorsque l’on cherche à argumenter.
En science, on pourrait penser que les chercheurs sont tous fidèles à ce principe.
D’esprits raisonnés ne pourraient naître que des règles logiques, une classification
méthodique et des procédés rigoureux. Or, c’est bien par des êtres humains que sont
produites les idées scientifiques, des êtres humains dont la raison est subjective sous
certains aspects. D’ailleurs, Marie Curie disait des scientifiques : « Un scientifique
dans son laboratoire est non seulement un technicien, il est aussi un enfant placé
devant des phénomènes naturels qui l’impressionnent comme des contes de fées. »
[1]
Nous savons qu’il est parfois bien difficile de s’atteler à définir certaines choses,
soit parce que ces choses sont complexes, soit parce qu’elles semblent si simples
qu’on ne peut les définir sans se référer à elles-mêmes. Je ne peux résister d’ailleurs
à ouvrir une parenthèse sur la philosophie des noms propres. Dans cette catégorie
d’étude philosophique, je m’arrêterai particulièrement sur deux courants qui m’ont
paru pertinents dans ma quête de définition. La premier courant est appelé des-
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criptivisme [2], il vise à placer derrière le nom d’une idée, d’une chose ou d’une
personne, un certain nombre d’énoncés — appelés conditions descriptives — qui
la décrivent et qui sont propres uniquement au locuteur qui emploie ce nom. Ainsi
si je possédais un chat s’appelant Felix, je placerais derrière son nom un certain
nombre de descriptions : « un animal à poil », « possède une queue », « ne supporte
pas l’orage »... Ce processus doit pouvoir se répéter jusqu’à ce qu’un nombre suffi-
sant d’informations puisse le définir sans équivoque. Cependant, le descriptivisme
comporte des limites. Imaginons que je mentionne le nom de Felix dans une conver-
sation avec une autre personne, cette dernière pourra-t-elle à son tour employer ce
nom en se référant bien à mon chat, et ce, en dépit du fait de pouvoir trouver un
certain nombre d’énoncés satisfaisant la définition donnée par le descriptivisme ?
A quoi fait référence ce nom pour cette personne ? Peut-être ne sera-t-elle pas en
mesure de me dire plus que « Felix est l’individu auquel tu te réfères lorsque tu
emploies ce nom ». Cette personne me déléguerait en quelque sorte l’usage qu’elle-
même fait de ce nom. L’autre courant appelé théorie causale de la référence [3]
définit précisément cela. L’emploi d’un nom n’est fait que par référence à la ou les
personnes qui ont causé mon propre usage du nom. Ainsi je fais reposer la respon-
sabilité des descriptions sur ces personnes, et elles-mêmes sur les personnes qui les
leur ont données et ainsi de suite, dans ce qu’on peut appeler une chaîne causale
de référence. Finalement, on en arriverait à la première personne ayant baptisé cet
individu ou ce concept : pour une personne ses parents par exemple, pour mon
chat, ce serait moi. Le concept de référence est fondamental en science, il suffit de
voir le nombre de références qui se trouvent à la fin de ce manuscrit. On appuie le
savoir et la connaissance sur celles et ceux qui nous ont précédé et ce, que ce soit
pour partager leur avis ou les contredire, pour valider ou invalider leurs théories,
pour s’appuyer sur certaines hypothèses ou en formuler de nouvelles dans un souci
de complétion...
Commençons donc par définir les notions présentes dans cette thèse. Nous dé-
buterons par les concepts généraux et nous nous attellerons notamment à définir
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les termes présents dans le titre de cette thèse et qui ont, bien évidemment, une
place importante dans le travail fourni.
1.1 Systèmes vivants
En tout premier lieu, je me dois de préciser que dans la suite, nous nous intéresse-
rons à des systèmes vivants, c’est-à-dire des individus ou des ensembles composés
d’êtres vivants et ce, indépendamment de l’espèce, d’une échelle spatiale ou de
temps donnée. Je ne rentrerais pas en profondeur dans la notion de « vivant » qui
encore aujourd’hui possède des limites floues, sujet à débat en biologie comme en
philosophie. On peut cependant reconnaître aux êtres vivants un certain nombre
de propriétés comme l’assimilation de matière externe afin de produire la sienne,
la capacité de se reproduire ou encore l’évolution sous la pression de sélection. La
complexité du vivant tient tout particulièrement au fait qu’il se compose d’une my-
riade de processus biologiques, chimiques et parfois même physiques, selon l’échelle
de temps et d’espace que l’on adopte. Dans notre domaine d’étude, nous tentons de
résumer cette myriade de processus par des hypothèses souvent stochastiques, c’est-
à-dire qui dépendent de l’aléatoire. Cette simplification non triviale fera d’ailleurs
l’objet d’un paragraphe plus détaillé dans cette introduction. Dans ce travail, les
systèmes vivants que nous étudierons seront composés de plusieurs individus.
1.2 Vivre en groupe
1.2.1 Des avantages et désavantages
Si de nombreuses espèces au cours de milliers d’années d’évolution ont fait le
choix de vivre en groupe [4, 5, 6, 7], c’est qu’il existe de nombreux avantages à celui-
ci. La grégarité n’est d’ailleurs pas forcément constante dans le temps, à l’échelle de
la vie d’un groupe. Sa taille comme sa composition peuvent être amenées à varier.
Par exemple chez certains groupes de mammifères, des individus pourront quitter
ou rejoindre un groupe. En revanche, chez les insectes sociaux, on constate plutôt
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Figure 1.1 – Exemples d’espèces vivant en groupe : chez les poissons [Photo no 1 : © voir page
133], chez les oiseaux [Photo no 2 : © voir page 133], chez les insectes [Photo no 3 : © voir page
133], chez les mammifères [Photo no 4 : © voir page 133]
une composition stable [8, 9, 10, 11]. Cependant la grégarité vient au prix de nom-
breux inconvénients [12]. En effet, la vie en groupe engendre la compétition [13]
pour accéder à divers types de ressources comme la nourriture, l’eau ou même un
abri pour se reposer. De même, la compétition en termes de reproduction peut être
tout aussi importante. Il semble néanmoins que cette compétition soit contrebalan-
cée par la facilité d’accès à des partenaires. Enfin, la concentration des individus
facilite la propagation de maladies et présente donc un risque pour le groupe [14].
Ainsi, il est généralement admis que si de nombreuses espèces ont adopté la vie
en groupe, c’est que les bénéfices excèdent les coûts. Divers mécanismes ont été
proposés pour rendre compte des bénéfices apportés par la grégarité [15].
Dans le cadre de l’alimentation, la théorie des observateurs multiples (many-
eye theory) postule que la recherche de nourriture est d’autant plus efficace que le
nombre d’individus prospectant est important [16]. Cette théorie peut s’appliquer
également à la détection des prédateurs. Ainsi, le groupe bénéficiant d’un plus
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grand nombre d’individus en surveillance, pourrait plus aisément réagir à un danger
potentiel [17]. Dans le même temps un nombre suffisamment élevé d’individus en
état de vigilance, permet de réduire globalement le temps passé dans cet état, et
laisse ainsi plus de temps aux autres activités [18, 19, 20].
Pour rendre compte de la grégarité, Hamilton a quant à lui proposé la théorie du
troupeau égoïste (selfish herd) [21, 22]. Selon cette dernière, les individus peuvent
bénéficier d’une réduction du risque de prédation individuel, si le prédateur ne
peut capturer qu’une seule proie par attaque [23, 24, 25, 26]. Cependant, rejoindre
ses congénères avec comme conséquence un moindre risque, ne serait pas un choix
conscient comme le montre une expérience réalisée avec des croûtons de pains
et des mouettes. En effet, dans cette étude, les croûtons sans conscience propre,
bénéficient tout de même de ce mécanisme de dilution du risque [27]. Selon une
autre explication, lorsque de nombreux membres d’un même groupe se mettent à
fuir, et ce, en des sens parfois différents, cela crée de la confusion pour le prédateur,
qui aura ainsi du mal à cibler précisément une proie [28, 29].
Les théories présentées précédemment, correspondent plus à des espèces de
proies qui forment souvent de larges groupes. Il est néanmoins observé des re-
groupements chez certains prédateurs, qui peuvent alors développer des techniques
de chasse plus élaborées et ainsi maximiser le rendement [30, 31].
Plus récemment, on peut trouver dans la littérature le concept d’apaisement
social. Celui-ci permet aux individus qui vivent en groupe, de ressentir moins de
stress lorsqu’ils sont en présence de congénères. Il permet également une récupé-
ration plus rapide pour les individus malades au sein de ce même groupe [32, 33].
On pourrait d’ailleurs voir cet apaisement comme une conséquence des théories
précédentes, puisque si le groupe apporte de la protection, il peut sembler logique
pour un individu de se sentir plus apaisé.
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1.2.2 Cohésion et voisinage
Ainsi, si les individus d’une espèce tirent des bénéfices de la grégarité, cela
suppose que des mécanismes permettent la persistance du groupement ou cohésion
sociale. Une question se pose alors : par quels mécanismes cette dernière est-elle
régit ?
La cohésion impose ainsi de nouvelles contraintes à résoudre pour ces groupes.
Plus spécifiquement, dans un cas de déplacement collectif, il doit être possible de
prendre une décision acceptée par l’ensemble du groupe de manière à conserver
la cohésion. En théorie, toute activité présentant des risques vis à vis de cette
cohésion, impliquerait d’être synchronisé avec l’ensemble du groupe [34]. On voit
que si certains se déplacent pour trouver une nouvelle source de nourriture tandis
que d’autres sont au repos et donc à l’arrêt, cela provoquera une scission. Pour
opérer cette synchronisation, il devient alors impératif d’avoir une prise de décision
consensuelle [35] reposant sur une information et sa diffusion, de sorte qu’elle soit
plus rapide que le temps nécessaire à créer une scission. Cette question du transfert
d’information est évidemment centrale dans notre étude et nous nous emploierons
à la quantifier dans le régime des différentes hypothèses qui seront faites.
Un premier type d’hypothèses a trait à la perception qu’a chaque individu de
son entourage et de ses congénères (« qui ? »), mais aussi à la façon qu’il a de traiter
cette information (« comment ? »). Dans la littérature, on trouve de nombreuses
hypothèses dont je me propose de présenter les quatre principales. La première est
l’hypothèse métrique [36, 37, 38, 39] qui stipule qu’un individu donné, prend en
compte tous les individus présents dans un certain rayon d’interaction fixé, peu
importe leur nombre. Cette hypothèse est spécifiquement utilisée dans le modèle
de Vicsek. La deuxième hypothèse nommée voisinage topologique [40, 41, 42, 43],
propose que les individus d’intérêt représentent un nombre fixe des plus proches
individus. Cette hypothèse considère ainsi de la même façon, la prise de décision
indépendamment de la densité. La troisième hypothèse utilise la tesselation de
Voronoï [44, 45, 46, 47] qui est un processus permettant de définir un voisinage
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et des zones d’influences. Le résultat donne également un nombre de plus proches
individus, qui peut changer au cours du temps (contrairement au topologique) mais
ne peux croître infiniment (contrairement au métrique). Enfin la dernière hypothèse
appelée hypothèse visuelle [48], se base sur l’angle de vision occupé par les autres
individus, sur l’œil de l’individu focus. Tous les individus sont considérés comme vus
si cet angle dépasse une valeur seuil et sont pris en compte de manière équivalente.
Il existe en plus de ces hypothèses, une multitude de variantes de celles-ci, qui sont
plus ou moins pertinentes en fonction de l’espèce et de la complexité du modèle
envisagé.
Figure 1.2 – Schéma explicatif des hypothèses présentées (réalisé par [49]). a) L’hypothèse mé-
trique : sur les 10 individus, 3 sont situés dans le rayon d’interaction. b) L’hypothèse topologique :
on prend les K plus proches voisins, ici K = 5. c) La tesselation de Voronoï : selon l’algorithme
de Voronoï, on détermine les voisins immédiats. d) L’hypothèse visuelle : on tient compte de la
capacité d’un individu à voir un autre, ici un seul individu est caché à la vue de l’individu central.
On représente les individus non plus comme des points mais en tenant compte cette fois de leurs
dimensions réelles (ce sont ces dimensions qui créent l’obstruction).
L’hypothèse principale que nous avons adoptée, se situe entre les hypothèses
18
1.3. DIFFUSION
métrique et topologique. Nous avons en effet opté pour un potentiel d’interaction
dépendant de la distance, sans nombre de congénères fixé. Ainsi, le nombre de
voisins peut changer au cours du temps, mais ceux-ci ne sont pas pris en compte
avec le même poids, selon leur distance. Cette liste d’hypothèses est encore une fois
non exhaustive et de nombreuses autres peuvent être trouvées dans la littérature.
Il est néanmoins utile de remarquer que ces hypothèses illustrent les nombreuses
possibilités qui s’offrent dans la modélisation d’individus vivant en groupe.
1.3 Diffusion
Le premier terme du titre de ce mémoire est la diffusion. Celle-ci, ici, doit être
entendue dans le sens de propagation. S’il est vrai que dans le langage courant ces
deux mots sont synonymes, en science et en particulier en physique, le terme de
diffusion (macroscopique 1) désigne un comportement bien précis – souvent comparé
à un étalement ou à l’homogénéisation d’une quantité dans l’espace – et décrit par
l’équation générale suivante :
∂tA(x, t) = D∆xxA(x, t) (1.1)
Ici la quantité A diffuse dans l’espace, D représentant le coefficient de diffusion,
c’est-à-dire la propension du système à diffuser [50, 51, 52].
Au niveau microscopique 2, on peut illustrer la diffusion par le mouvement brow-
nien, dont on attribue la mise en évidence au botaniste Robert Brown en 1827, qui
observa à travers son microscope le mouvement erratique de particules dans un
fluide. Pourtant, une très bonne illustration fut donnée quelques 19 siècles plus
tôt par le poète romain Lucrèce dans son ouvrage De rerum terra, dont le livre II
abordait la notion d’atomes [53].
« Un exemple commun le révèle à nos yeux.
Lorsqu’à travers la nuit d’une chambre fermée
1. L’échelle macroscopique est une échelle où on ne discerne pas les individus, on raisonne alors souvent en
terme de densité.
2. A l’inverse de l’échelle macroscopique, on discerne cette fois les individus ou les particules.
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Le soleil entre et darde une flèche enflammée,
Regarde, et tu verras, dans le champ du rayon,
D’innombrables points d’or, mêlés en tourbillon,
Former leurs rangs, les rompre, encor, toujours, sans trêve,
Et livrer un combat qui jamais ne s’achève !
Tu concevras alors quels infinis hasards,
Bercent les éléments dans l’étendue épars,
Tant le petit au grand peut prêter de lumières !
Le moindre fait nous guide aux vérités premières.
Compare à l’univers ce nuage vermeil,
Ce monde que balance un rayon de soleil.
Je veux te faire lire en cette humble poussière
Le travail invisible et sourd de la matière.
Vois ces points, sous des heurts que l’œil ne saisit pas,
Changer de route, aller, revenir sur leurs pas,
Ici, là. Quelque atome en passant les dérange,
Et c’est ce qui reforme ou défait leur phalange :
Par lui-même en effet se meut tout corps premier.
Sur les groupes errants qui n’ont pu se lier
S’il tombe un poids égal, il les réduit en poudre.
L’imperceptible choc n’a-t-il pu les dissoudre ?
Ont-ils pu résister ? Ils tremblent seulement.
Ainsi des corps premiers part tout ce mouvement
Qui par degrés arrive à nos sens et rencontre
Enfin ces frêles grains que le rayon nous montre.
Nous voyons ondoyer leur poussière, et nos yeux
Ne peuvent point saisir la cause de leurs jeux. » 3
Dans le Chapitre 4 de cette thèse, nous reparlerons du mouvement brownien au-
3. S’il est vrai que la diffusion peut être observée dans des fluides comme l’air, il est à noter que de nom-




quel on préfère l’appellation de « marche aléatoire » en éthologie, puisqu’il consti-
tuera un modèle de référence dans cette partie du travail.
La diffusion telle qu’utilisée dans le titre de cette thèse, représente la propaga-
tion d’une quantité mesurable – que nous appellerons pour le moment de manière
floue « une information » – et correspond ici à un déplacement effectif de cette
même quantité. Ce dernier sera produit, dans le travail abordé par cette thèse, par
un processus de contagion, c’est-à-dire qu’à l’instar d’une maladie qui se propa-
gerait dans une population, l’information se propagera d’un individu porteur de
l’information à un individu qui ne la possède pas.
Par ailleurs, il semble nécessaire de pouvoir observer l’information pour rendre
compte de sa propagation. Or, si dans les simulations que nous avons mises en
place, l’information est visible par souci de clarté, sur le terrain, cette même in-
formation telle que nous la définirons n’est pas forcément accessible. Nous verrons
plus loin dans cette introduction qu’il est possible de la révéler par des méthodes
adaptées.
Figure 1.3 – Propagation d’une information d’un individu à un autre (contagion). L’information
est ici représentée par la couleur verte, mais elle aurait tout aussi bien pu représenter un virus
dans le cadre d’une épidémie, ou bien un comportement comme nous le verrons ultérieurement.
1.4 L’information
Dans le langage courant, il est certaines notions, certains concepts qu’on ne peut
définir facilement sans avoir recours à d’autres concepts synonymes ou du moins
reliés. Il en devient même difficile de les définir sans se retrouver à les utiliser eux-
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mêmes, dans une tentative de définition. L’information est un de ces concepts, et je
me propose ici d’aborder son emploi et les différentes définitions qui sont utilisées
dans certains milieux spécialisés.
1.4.1 Du langage courant aux médias
Considérons d’abord ce qu’énonce un public non spécialisé lorqu’il est interrogé à
propos de la notion d’information. Après avoir questionné certains membres de mon
entourage proche, il est apparu très rapidement que cette notion était empreinte
d’amalgame et intrinsèquement corrélée à d’autres notions que sont la communi-
cation, la connaissance, le savoir, la perception mais aussi, à tort ou à raison, aux
médias et à l’actualité. Dans ce dernier cas, il est facile de comprendre pourquoi.
Les informations désignent très souvent par abus de langage, les journaux télévisés
ou radio, dans lesquels sont présentées les actualités. Aussi vais-je commencer par
donner la définition de l’information telle qu’elle est donnée par les médias, car elle
est pour moi la plus éloignée de ce que mon sujet de thèse aborde. Pour le journa-
lisme, une information a les propriétés suivantes : c’est quelque chose de nouveau,
qui intéresse ou impacte un groupe de personnes et enfin qui est factuelle si tant est
que les faits soient avérés [54, 55, 56]. Elle s’oppose donc par définition aux opinions
et aux rumeurs. Cette définition journalistique n’est pas celle qui m’intéresse car
elle se trouve bien évidemment biaisée par les codes économiques de l’édition, en
particulier dans son caractère nouveau et attrayant.
1.4.2 Etymologie
Pour bien définir un terme sémantiquement, il est d’usage de fournir son étymo-
logie qui met en lumière l’histoire de la création, puis de l’utilisation du mot. Le
terme information vient donc du latin informare qui signifie « donner une forme à
» ou encore « se former une idée de ». Elle touche donc directement à la représen-
tation des choses qui nous entourent, comment on les perçoit, mais aussi comment
on nous les fait percevoir, ce qui équivaut à dire comment on nous les communique.
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1.4.3 Sciences et techniques de l’information
Il semble logique de questionner un domaine de la science dont le nom est tout à
fait pertinent : les sciences et techniques de l’information et de la communication.
Dans le dictionnaire encyclopédique des sciences de l’information et de la communi-
cation [57], l’information est définie comme une donnée pourvue d’un sens, qui est
reçue dans un processus de communication. Elle est liée aux notions de messages,
d’émetteur et de récepteur. Le mot « donnée » est ici très intéressant car dans le
langage courant français, il signifie aussi bien des éléments qui nous sont apportés
par un interlocuteur ou dans un énoncé, que les données compilées et produites par
les systèmes informatiques, ce que l’on nomme data internationalement.
1.4.4 L’informatique
Il est impensable d’ailleurs à notre époque de décorréler l’information des sys-
tèmes informatiques qui, étymologiquement et par définition sont des systèmes de
traitement automatique de l’information [58, 59]. En particulier, des théories de
l’information telles que celle de Shannon ou celle de Kolmogorov ont été dévelop-
pées avec, sinon pour le domaine de la télécommunication et de l’informatique. La
théorie de l’information de Shannon — nom accepté par l’usage mais qui, par Shan-
non et Weaver, était appelée Théorie Mathématique pour la Communication de
l’Information [60] — est une théorie probabiliste de quantification d’un message.
Le but pour Shannon et son équipe, était de travailler sur le moyen de transmettre
un message compressé, sans perdre en information ni en intégrité après transfert.
Dans cette théorie, le contenu cognitif et sémantique du message n’est pas pris en
compte. L’information est ici une mesure d’incertitude tirée de la probabilité qu’un
événement ait lieu : la célèbre entropie de Shannon. De même dans la théorie de
Kolmogorov, Chaitain et Solomonoff [61], la notion d’information est reliée à celle
de la complexité d’un objet au sens large. Ainsi, plus un objet est complexe, plus
sa description minimale est longue. Les objets étudiés par Kolomogorov et ses pairs
étant souvent mathématiques, la description minimale se traduisait par le script
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informatique minimal permettant de générer l’objet. Plus le code était long et donc
complexe, plus l’objet décrit contenait d’information.
Jusque là, les définitions de l’information données sont plus ou moins pertinentes
par rapport au caractère éthologique de notre objet d’étude. Il semble donc inté-
ressant de regarder comment les biologistes et en particulier les éthologues, font
pour définir l’information dans leur objet d’étude, et quels aspects elle présente.
1.4.5 L’information en éthologie
Pour ce passage, ma source principale sera le livre de review : Animal Commu-
nication Theory [62] et en particulier sa préface. De prime abord, on peut observer
que de nombreux articles traitant de la notion d’information ne définissent pas
ou très vaguement celle-ci. De fait, cela amène à définir des concepts centraux en
éthologie (comme la communication, les signaux, etc) très différemment selon que
l’on choisit ou non de tenir compte de la notion d’information.
Signaux et communication vraie
Prenons un exemple : pendant la période de reproduction, les lucioles produisent
une activité lumineuse intermittente pour communiquer entre individus du sexe
opposé, d’abord les mâles, puis en réponse les femelles. Ces événements sont appelés
signaux. Un message est alors produit volontairement par un émetteur à l’intention
d’un destinataire. En science du comportement, on parle de communication vraie
[63] puisque les deux partis tirent des bénéfices de la communication malgré le coût
énergétique de production du message. L’information se définit ici comme étant le
contenu du signal, autrement dit, ce dont il est question. En l’occurrence, dans le
cas des lucioles, il s’agit de la capacité de se reproduire. Il existe évidemment de
nombreux autres exemples de messages directs, comme des cris, des grognements,
et tous types de vocalisations [64, 65], mais on peut également citer la danse des
abeilles [66] dont nous reparlerons un peu plus loin.
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Indices et information publique
A contrario, le receveur d’un message pourrait ne pas en être le destinataire, soit
parce que l’émetteur envoie ce message malgré lui, soit parce que l’information est
en libre accès, également appelée « information publique ». On parle à ce moment
d’indices, cues en anglais [67, 68, 69]. Un bon exemple de cela est donné par le
serpent à sonnette du Pacifique. Celui-ci produit un signal — donc intentionnel —
avec sa queue qui prévient les prédateurs — destinataires de ce message — que
ce serpent est venimeux — information/contenu de ce message 4. En revanche, la
hauteur de son de ce signal permet aux écureuils californiens de réguler leur vigi-
lance. En effet, cette hauteur est directement corrélée à la taille et à la température
du corps des serpents, et donc à leur dangerosité potentielle. La communication de
cette information n’est pas intentionnelle. Enfin, un dernier exemple de message
non intentionnel avec lequel nous sommes familiers, est l’utilisation du CO2 que
nous dégageons et qui permet alors aux moustiques de nous traquer [71].
L’utilisation d’indices peut aussi être intra-espèce, comme l’utilisation des traces
laissées au sol par les congénères dans certaines espèces de crotales [72], qui per-
mettent à ceux-ci d’envisager de nouvelles zones de chasse. Il ne faut néanmoins pas
confondre ces indices avec des signaux indirects. C’est notamment le cas des pistes
de phéromones chez les insectes sociaux [73, 74] qui sont produits à l’intention de
leurs congénères.
L’information dans le moyen de transmission : la méta-information
La forme sous laquelle est présentée une information contient elle-même de l’in-
formation. Précédemment, nous avons abordé un exemple concernant la hauteur
de son du signal produit par le serpent à sonnette, mais il est encore plus évident
quand on aborde la communication à l’échelle humaine. En effet, la manière avec
laquelle est délivrée le message n’impactera pas de la même façon l’auditoire. Les
4. On parle d’aposématisme c’est-à-dire la production d’un signal dissuasif ou aversif [70]
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notions de connotations 5 et de rhétorique 6 sont autant de preuves de la présence
de méta-information — l’information contenue dans la forme sous laquelle elle est
délivrée — dans les messages entre individus de l’espèce humaine. D’ailleurs, si
la forme d’un message ne permet pas la compréhension optimale du destinataire,
on aura tendance à reformuler, c’est-à-dire très précisément donner une nouvelle
forme à notre message.
La multimodalité
De fait, on a donc potentiellement plusieurs sources d’informations au sein d’un
même message, par son contenu d’une part, par sa forme d’autre part. On a alors
la possibilité de présenter un message sous diverses formes qui, en se juxtaposant,
permettront une compréhension accrue. On appelle ce concept « la multimodalité »
[75] et on la retrouve cette fois encore chez les animaux. Chez l’abeille en effet, les
éclaireuses ayant trouvé une source de nourriture vont, une fois rentrées à la ruche,
entamer une phase de recrutement, exécutant à l’occasion une danse donnant des
indications directionnelles quant à la position de la source de nourriture [76, 77].
Des indices olfactifs sont également libérés par l’agitation de l’abeille recruteuse au
moment de sa danse. Ces indices seraient à même de donner d’avantage d’indica-
tions concernant la position et la qualité de la source. Ici, les abeilles utiliseraient
donc à la fois un signal visuel et un indice olfactif.
Information au travers d’un déplacement
La gestuelle, mais plus généralement tout type de comportement visuel, permet
elle aussi de transmettre un message. Nous pourrions d’ailleurs citer l’exemple
des parades nuptiales qui peuvent être accompagnées d’une gestuelle spécifique,
comme c’est le cas chez certaines espèces d’oiseaux de paradis [78]. L’exemple des
abeilles est très intéressant. Il montre qu’une information complexe peut aussi être
5. Ensemble de significations secondes provoquées par l’utilisation d’un matériau linguistique particulier et qui
viennent s’ajouter au sens conceptuel, fondamental et stable, qui constitue la dénotation. (Ainsi, cheval, destrier,
canasson ont la même dénotation, mais ils diffèrent par leurs connotations : destrier a une connotation poétique,
canasson une connotation familière.) – Larousse
6. Ensemble de procédés constituant l’art du bien-dire, de l’éloquence. – Larousse
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transmise au travers du déplacement de l’ensemble du corps. Les indications seront
alors sensiblement différentes en fonction du rythme, de la durée et de la vitesse
du déplacement [66]. Nous verrons dans ce manuscrit que cette constatation est
d’importance, notamment dans le Chapitre 3 qui aborde la transmission d’un état
de déplacement.
Compréhension et sémantique
Un autre aspect important de l’information est la capacité à la comprendre puis
à l’interpréter. Lorsque je dis à mon ami « j’ai vu un chien », si mon ami ne sait
pas ce qu’est un chien parce qu’il n’en a jamais vu ou entendu parler, on peut dire
que le concept même de « chien » lui est inconnu. De la même manière, si mon ami
est non-francophone et qu’il ne connaît pas le mot « chien », alors, de son point de
vue, la quantité d’information contenue dans mon message sera minimale : pour
lui, j’ai vu quelque chose, mais il ne sait pas quoi précisément. Cette information
sera en tout cas moins informative que pour une personne connaissant le mot ou
le concept de « chien ».
Cette capacité à pouvoir se représenter une information aux travers du proces-
sus de communication est donc importante. Il se pourrait même que l’on puisse
la retrouver chez les animaux. Par exemple, le singe Vervet (Chlorocebus pygery-
thrus) posséderait un panel des cris distincts pour chaque type de prédateur. Ainsi,
lorsqu’un individu repère une menace, l’émission du cri adéquat permettrait à l’en-
semble du groupe de répondre au danger par des actions adéquates elles-aussi. De
cette façon, sans avoir observé directement le danger, les singes parviendraient à
se faire une représentation mentale de celui-ci. De plus, il a été montré qu’une
modification des caractéristiques acoustiques du message, comme la hauteur ou la
puissance du cri, ne modifieraient pas la réponse. Pour ces raisons, les cris du singe
Vervet seraient considérés comme référentiels ou sémantiques [79, 80].
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Information : besoin, utilité et contexte
Enfin, à l’image de la définition donnée plus haut par les journalistes, on peut
penser qu’un message ne contient une information que si son contenu est utile à
son destinataire. Chez le cerf rouge (Cervus Elaphus), les brames des mâles portent
une information sur la puissance de l’individu [81]. Les concurrents peuvent alors
à partir de cette information prendre la décision ou non d’aller défier ce congénère.
Ici, l’information, mais aussi la nécessité même d’attendre cette information, sont
importantes. En ce qui concerne les autres animaux ou pour un quelconque ran-
donneur passant dans la forêt, le brame d’un cerf dans le lointain n’apporte pas
plus d’information que la présence dudit cerf, information qui ne serait dès lors
pas significative, si le randonneur connaissait déjà la présence de cerfs dans cette
forêt. La question de la pertinence de l’information, de la nécessité qu’a un indi-
vidu à percevoir celle-ci, semble donc étrangement corrélée à la définition même
d’information et de connaissance, mais aussi et finalement à la notion de contexte.
Pour reprendre l’exemple précédent du cri du cerf, le contexte dans lequel ce
signal est perçu va grandement influer sur la quantité d’information acquise par
l’individu qui le reçoit. Si entendre un cerf dans une forêt n’est pas plus étonnant
que cela, qu’en serait-il si vous entendiez ce même cri, la nuit, dans votre appar-
tement citadin situé au 4e étage d’un immeuble ? Autre exemple, moins effrayant
cette fois-ci, si, invité chez un ami, vous prononcez les mots « j’ai un peu froid »,
cela pourra très bien avoir la signification que, de manière polie, vous souhaitez
que cette personne ferme la fenêtre ouverte derrière lui.
Vers une définition de l’information
Finalement, nous pourrions nous demander : « un message est-il porteur d’infor-
mation si son destinataire la possède déjà ? » Une réponse peut être apportée si l’on
considère par exemple de façon pragmatique, qu’une information est une donnée
qui change la distribution statistique d’une observable 7. Il est néanmoins admis que
7. Le terme d’observable rassemble ici toutes les quantités mesurables qui peuvent être extraites d’un système
donné.
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le choix de l’observable est crucial, puisqu’un ensemble d’observables composant un
système donné, n’ont pas la même sensibilité à tous les paramètres envisageables.
On pourrait donc compléter la définition précédente par la suivante : une infor-
mation est une donnée qui modifie la distribution d’au moins une des observables
d’un système donné, parmi la liste exhaustive des observables qui composent ce
système. Cette définition très pragmatique a le mérite de faire l’abstraction du
système qu’on regarde. Je me dois néanmoins de rajouter cette définition plus «
éthologique » formulée par le doctorant qui m’a précédé, et stipulant que l’infor-
mation est « une connaissance sur un sujet donné, échangé entre une source et un
individu récepteur, et qui diminue l’incertitude du récepteur au sujet de la source
ou d’une composante de l’environnement » [49, 82, 83]. Le terme d’incertitude est
ici cependant, difficile à interpréter.
1.5 Prise de décision
La prise de décision et les processus décisionnels forment à eux seuls un vaste
pan de la recherche en éthologie, neurobiologie et cognition au sens large. Selon
moi, elle se définit pour un système quelconque, par le choix actif d’un état parmi
une multitude d’états accessibles à ce système. Dans le travail de ce manuscrit,
le système est représenté par un individu. Nous aurions pu également considérer
le groupe dans son intégralité comme une entité prenant des décisions, abordant
ainsi la thématique du leadership. S’il existe de nombreux types de leadership [84],
nous avons choisi comme hypothèse de travail un leadership distribué [85, 86, 87],
c’est-à-dire qu’aucun individu n’occupe une position dominante par rapport aux
autres.
Le processus de choix est soumis à de nombreuses contraintes et encore aujour-
d’hui, il est présomptueux de dire que l’on sait exactement ce qui conditionne le
choix d’un individu, d’autant plus lorsque celui-ci change selon l’espèce, d’un in-
dividu à un autre, et peut aussi varier dans le temps [88]. On peut désigner deux
sources d’influence. La première, externe, regroupe tous les stimuli environnemen-
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taux. Elle est donc régie par la perception. La deuxième source est par opposition
interne, et se définit par l’état physique et physiologique dans lequel se trouve l’in-
dividu. On peut alors distinguer la génétique et l’épigénétique. La génétique [89] et
l’expression des gènes dans son ensemble, régissent nombre de processus corporels
internes. L’épigénétique, quant à elle, décrit les variations dans l’activité des gènes
induites par l’environnement [90]. Il est à noter qu’à la différence de la perception
que j’évoque plus haut et dont je reparlerai, l’épigénétique m’apparaît plus comme
une empreinte, une mémoire, que laisse l’environnement sur les différents processus
internes et aux différentes échelles auxquels ils ont lieu. Ainsi, la prise de décision
est un dosage méticuleux de tous ces facteurs et sa relation avec la propagation
d’une information est cruciale. En effet, ce sont les décisions, la perception et l’in-
teraction avec l’environnement qui seront à la base de la transmission de celle-ci.
Pour notre part, inspiré de la biologie et notamment du modèle biologique du mou-
ton, nous avons basé notre mode de décision sur de l’imitation de comportement
aussi appelé allélomimétisme [91].
1.6 Modélisation
L’utilisation de modèle dérive du besoin de représenter quelque chose (un objet,
un concept) en le simplifiant, souvent dans le but de le comprendre, et de faire
par la suite des prédictions. La simplification passe souvent par un découpage de
la représentation en plusieurs sous-concepts ou mécanismes, afin de ne garder que
les plus pertinents selon les critères de l’étude. En science, cette méthodologie est
particulièrement utilisée puisqu’il est rarement possible de saisir l’ensemble de la
complexité d’un système d’un seul coup et dans un seul contexte donné. Une autre
propriété du modèle permet en le simplifiant, d’en faire une abstraction. Cela passe
souvent par les mathématiques qui excellent dans ce domaine. Par ailleurs, cette
abstraction ne peut être considérée comme l’inverse d’un travail concret et comme
le dira Langevin : « Le concret est l’abstrait rendu familier par l’usage. » [92].
Ainsi la mise en équation d’un certain concept apporte une nouvelle possibilité
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d’approche du système, puisqu’il est alors possible de faire des rapprochements
entre plusieurs domaines, qui n’ont a priori rien à voir. Cette propriété que l’on
appelle similitude permet l’utilisation du processus d’analogie [93]. Ainsi si un
système A est similaire à un système B, et si le système B possède une propriété
a priori non observé pour le système A, on peut, par analogie, penser que cette
propriété est présente dans le système A. Ce processus est très puissant car on peut
ainsi classer, lier et mutualiser des travaux faits par des spécialistes de domaines au
départ très différents de par leur objet d’étude. On peut même imaginer bénéficier
de méthodes d’analyses développées pour le système B et que l’on appliquerait
alors au système A produisant un gain de temps considérable. Cela fait selon moi
de la modélisation, un outil particulièrement efficace.
1.6.1 Ethologie et modélisation
Dans l’histoire des sciences, l’éthologie ou l’étude des comportements animaux
(incluant l’humain), a plutôt consisté en l’observation des animaux dans leur mi-
lieu naturel, puis dans un cadre expérimental contrôlé. Un des premiers exemples
de l’utilisation de la modélisation en éthologie revient à Erich Von Holst qui, en
1939, fait paraître un article, dont l’objet était la construction d’un modèle mé-
canique, représentant la manière dont interagissent les nageoires chez l’infra-classe
des teleost [94]. Depuis, et avec le développement du traitement informatique des
sciences pendant le XXe siècle, l’éthologie a gagné de plus en plus d’outils lui
permettant de produire des modèles de ses objets d’études. L’étude des compor-
tements collectifs s’est notamment accéléré avec le postulat, que des interactions
sociales simples devaient être à l’œuvre, dans le déplacement de certaines popu-
lations [95, 96, 97, 36, 98]. On peut également évoquer l’émergence de modèles
informatiques très abstraits comme ceux de Vicsek [99] ou Aoki/Couzin [37, 97],
dont le succès a reposé sur la simplicité de leur utilisation. Ces modèles sont dits «
microscopiques » ou encore « individu-centré » (individual based), car ils reposent
sur une visualisation directe des individus. On les oppose aux modèles « macro-
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scopiques » et « de champs moyens », qui se focalisent sur le groupe dans son
ensemble, et qui travaillent sur des moyennes et non plus sur des individus.
Chaque type de modélisation a ses avantages et ses inconvénients et il est même
parfois intéressant de concevoir les deux en parallèle. Ces modèles, typiquement
utilisés en physique pour des systèmes de particules, ont tardé à s’immiscer en
éthologie, mais ont ainsi pu bénéficier de tout le savoir-faire accumulé pendant les
décennies précédentes. Cependant, et nous en rediscuterons ultérieurement, il faut
être prudent lorsque l’on introduit des approches physiques à des systèmes biolo-
giques. Les modèles ont en effet un principal défaut de par leur capacité de simplifi-
cation, car il est alors possible de modéliser un phénomène ou un comportement de
plusieurs manières différentes. Un parfait exemple concerne la compréhension que
nous avons du système solaire. En effet, depuis le XVIe siècle, les avancées scien-
tifiques nous ont permis de décrire précisément les règles qui régissent les corps
célestes notamment grâce aux travaux de Newton et plus tard d’Einstein. Cepen-
dant, il n’en fut pas toujours de même puisque le système geocentrique théorisé par
Aristote puis Ptolémée, s’est imposé de nombreux siècles comme le meilleur modèle
puisqu’il rendait compte précisément du mouvement des astres. Cela ne veut donc
pas dire que toute hypothèse de modélisation est celle qui s’applique réellement
pour le système que l’on étudie.
Il est enfin nécessaire également de faire attention au nombre de paramètres qui
sont injectés dans un modèle. Plus le nombre de paramètres s’accroît, plus le modèle
dépeindra fidèlement le comportement qu’on essaie d’appréhender. Néanmoins, on
perd avec cette opération l’objectif qui était de savoir parmi tous les paramètres
envisageables, lesquels étaient primordiaux.
1.6.2 Concept d’émergence
Une particularité spécifique aux systèmes d’individus vivant en groupe, a no-
tamment su motiver de nombreux physiciens à s’intéresser à eux. Cette propriété
est appelée « émergence » et caractérise la phénoménologie obtenue à l’échelle du
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groupe lorsqu’aucun élément ne laisse à penser qu’elle est présente à l’échelle indi-
viduelle. Dans un modèle, on dirait des règles du comportement individuel qu’elles
n’implémentent pas explicitement cette phénoménologie. Cette dernière émerge
donc spontanément des interactions inter-individuelles [100]. On parle aussi d’auto-
organisation, notamment lorsque l’on fait référence aux constructions réalisées par
des insectes sociaux, dont la complexité dépasse de loin leur échelle de planification
[101, 102]. Le mécanisme ici à l’œuvre, appelé « stigmergie », postule que les indi-
vidus sont capables de modifier leur environnement de sorte que cette modification
stimule à son tour, le comportement d’autres congénères [103, 104, 105, 106]. Outre
les insectes sociaux, on peut bien évidemment citer les structures aériennes formées
par les étourneaux, lorsqu’ils rejoignent leur site de nidification [107].
Figure 1.4 – Exemples de structures émergeantes à l’échelle du groupe : le milling [46] dans des
bancs de poissons [Photos no 1 à 3 : © voir page 133], les murmurations [107] chez les étourneaux
[Photos no 4 à 6 : © voir page 133].
1.6.3 Outils de modélisation
L’approche que j’ai adoptée dans mon travail, repose principalement sur la mise
en place d’un modèle d’abord microscopique, dans le but d’obtenir des simula-
tions faciles à interpréter qualitativement. Il est accompagné dans de nombreux
cas, d’un modèle macroscopique basé sur des équations aux dérivées partielles, qui
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permettent de démontrer certains résultats obtenus par les simulations, et ainsi
mettre en lumière des éléments ne relevant pas seulement d’un artéfact numé-
rique 8. On verra aussi, que dans la plupart des processus étudiés et des hypothèses
injectées, l’aléatoire, et plus précisément les fluctuations, tendent à jouer un grand
rôle. De fait, s’il est vrai que les résultats émanant du modèle macroscopique sont
par construction les plus robustes, il est nécessaire que ce modèle reste un outil pé-
riphérique, car le système d’équations présenté est déterministe, c’est-à-dire qu’il
ne tient pas compte de la composante aléatoire.
Le script de simulation mis en place, ainsi que toutes ses variations, est accom-
pagné d’un large cortège d’outils d’analyse de données spécialement développés
pour l’occasion. Certains de ces outils permettent la visualisation qualitative des
simulations, d’autres l’interprétation quantitative au travers des statistiques. Ces
derniers sont divisés en autant d’observables qui ont été jugées pertinentes au cours
des études et nécessitent de fait, un traitement différent.
1.6.4 Les modèles de forces
Depuis les premiers modèles théoriques que j’ai évoqués plus haut, de nom-
breuses avancées ont été faites dans la création de modèles microscopiques visant à
étudier le comportement grégaire d’animaux. Dans la lignée des modèles d’Aoki et
Vicsek, on trouve une myriade de modèles dit « de force » [97, 108, 109, 110]. Ces
modèles, tout comme leurs prédécesseurs, proposent un paradigme selon lequel des
forces, au sens physique du terme 9, qualifiées de « sociales », lient les individus entre
eux et régissent leur déplacement et par conséquent, la cohésion du groupe. Les
deux principales forces utilisées sont des forces de positionnement – les individus
s’attirent et se repoussent – et des forces d’alignement – les individus prennent une
direction similaire à leurs congénères. Ce genre de modèles a ainsi réussi à repro-
duire les comportements observés d’une part, et à prédire d’autres comportements,
8. Les outils numériques peuvent de multiples façon introduire des phénoménologies indésirables, notamment
car il est impossible de représenter des processus continus. On appelle ces phénoménologies des artéfacts.
9. Force (Physique) : Concept traduisant quantitativement les interactions entre objets et permettant d’expli-
quer leurs déformations ou les modifications de leurs mouvements. - Larousse
34
1.6. MODÉLISATION
a priori non observés d’autre part [111]. Ces deux éléments fondent généralement
la robustesse et l’efficacité d’un modèle théorique. L’utilisation de forces est géné-
ralement une solution appropriée lorsque que l’on traite de particules élémentaires,
d’objets physiques qui sont soumis à des champs extérieurs (comme la pesanteur),
ou bien des forces d’interactions internes au système (comme par exemple deux
billes liées par un ressort). Néanmoins, l’utilisation de ces mêmes forces semblent
plus complexes dans des systèmes vivants, dotés d’une volonté propre en ce qui
concerne leur déplacement. On parle de forces « effectives » lorsque des forces re-
produisent le comportement global observé mais ne sont pas produites pas des
interactions physiques 10 réelles. Ce sont donc des forces qui reproduisent le com-
portement mais ne rendent pas forcément compte des mécanismes sous-jacents
dont elles sont issues. Il y a donc pour moi une certaine ambiguïté ici puisqu’il est
évident que ces forces « sociales » ne sont pas issues des interactions fondamentales.
Cependant, on pourrait considérer les interactions « sociales » comme des interac-
tions qui conduisent à des forces. Une question fondamentale de mon étude, qui
s’inscrit dans la poursuite de ce que mes directeurs de thèse et mes prédécesseurs
doctorants avaient commencé, est de proposer une alternative de modélisation aux
comportements individuels sans utiliser de forces, et qui donneraient des résultats
tout aussi concluants.
1.6.5 Mouvement, interactions et intermittence
La plupart des modèles de forces s’attachent à décrire le déplacement d’individus
en continu lorsqu’ils sont déjà en mouvement. Cependant, cette configuration n’est
que peu représentative de l’activité quotidienne des groupes d’animaux. Les espèces
aquatiques sont contraintes de par le milieu dans lequel elles évoluent de produire
une action pour maintenir une position ou une direction. Au contraire, les espèces
terrestres ne sont pas soumises à ce genre de contraintes et peuvent, dés lors, se
trouver à l’arrêt pour répondre à un besoin de quelque nature que ce soit. Les




espèces aériennes quant à elles, bénéficient d’un statut mixte puisque lorsqu’elles
évoluent dans l’air, elles sont soumises à des contraintes similaires aux espèces
aquatiques. Cependant, à la différence de ces dernières, elles peuvent parfaitement
décider de se poser sur un support fixe pour des raisons d’alimentation ou de repos.
Les comportements intermittents, c’est-à-dire des comportements qui présentent
une discontinuité temporelle, sont donc prépondérants dans la vie des espèces ani-
males, et ce, même lorsque l’on aborde la locomotion. Pourtant cette question de
l’intermittence, si elle est souvent abordé en terme de leadership ou de processus
de décisions [112, 113, 114], ne l’est que très rarement dans la modélisation de
déplacements collectifs. Les forces sociales sont en effet peu adaptées à décrire de
tels processus. Ce sont des interactions continues.
Ces modèles considèrent enfin que les individus sont en permanence en interac-
tion avec le voisinage influent. S’il est difficile de démontrer son absence lorsque
les individus sont en mouvement, il est très probable que l’interaction ne soit pas
constante lorsque les individus sont à l’arrêt pour l’alimentation par exemple.
1.6.6 États internes
Nous allons introduire la notion d’états internes comportementaux. Ces états
au niveau biologique, seraient la conjonction de myriades de processus cognitifs et
physiologiques, dont la complexité évidente ne saurait être décrite complètement
dans un même modèle. Ces états « internes » n’étant pas forcément observables,
il est parfois nécessaire de procéder à une analyse fine des données pour en révéler
la teneur. Le travail de mon ami et collègue L. Gómez [115], a pu démontrer cette
ambiguïté chez des groupes de moutons — modèle animal très présent et inspirant
dans tout le travail que j’ai effectué. Ce dernier a révélé que l’on pouvait dissocier
deux états comportementaux internes de « repos », dont l’un est réfractaire à la
mise en mouvement de l’individu. Cela signifie que dans cet état, l’individu ne serait
pas sensible (ou du moins bien plus difficilement) au départ d’un autre individu. Or,
cet état réfractaire est difficilement dissociable de l’état non réfractaire, puisque du
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point de vue de l’observateur, les deux états se rapportent à un mouton à l’arrêt.
Dans cette thèse, je propose de considérer le comportement des individus comme
un ensemble d’états comportementaux, puis de définir des règles permettant la
transition de manière stochastique entre ces différents états. Si l’information était
ici liée aux états comportementaux et leur synchronisation à l’échelle du groupe,
les transitions constitueraient alors l’aspect de prise de décision de l’étude.
1.7 Transition de phase et criticalité
Nous aborderons dans le Chapitre 3 la notion de criticalité qui est une propriété
fondamentale émergeant du modèle proposé. Cela nécessite donc que j’introduise
brièvement sa définition et ses caractéristiques. Pour ce faire, je citerai Peter Grass-
berger qui dans son article [116] propose la phrase suivante :
“Quand on change un paramètre de contrôle [e.g. température, vi-
tesse, alignement], un paramètre d’ordre [e.g. magnétisation, propaga-
tion, swarming, milling] passe par une singularité qui est soit discontinue
(transition de phase de premier ordre) ou continue (Transition de phase
de second ordre).”
La figure 1.5 illustre la dynamique du paramètre d’ordre selon que la dynamique
de la transition de phase est continue ou discontinue.
La criticalité est l’observation des propriétés du système au voisinage du point
critique, uniquement dans le cas d’une transition de phase de second ordre. Pour
la caractériser, on va notamment rechercher les exposants critiques. Ces exposants
rendent compte de la manière dont la courbe se comporte proche du point critique.
De plus, ces exposants permettent de manière univoque, de définir le type de cri-
ticalité du système. Ainsi, il existe des groupes de systèmes de même criticalité et
donc de mêmes exposants critiques. Ces groupes sont appelés classe d’universalité.
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Figure 1.5 – Représentation de la transition de phase d’un paramètre d’ordre O en fonction d’un
paramètre de contrôle p. Au niveau de la singularité pc – on parle aussi de point critique – la
transition est soit discontinue (gauche), qualifiée alors de transition de phase de premier ordre,
soit continue (droite), que l’on qualifie cette fois de transition de phase de second ordre.
1.8 Objectifs de la thèse
Dans le Chapitre 2 de cette thèse, nous aborderons la question du voisinage
influent. Dans le cadre d’une expérience sur les moutons, nous évaluerons la per-
tinence des hypothèses classiques présentées dans cette introduction. Nous tradui-
rons au passage ces hypothèses en terme probabiliste, afin d’amorcer la transition
vers l’hypothèse alternative d’un modèle probabiliste de transitions entre des états
internes.
Dans le Chapitre 3, nous aborderons le coeur de la thématique sur la diffusion de
l’information, en développant la question du couplage entre information et mouve-
ment. Nous détaillerons les mécanismes du modèle probabiliste de transitions entre
des états internes et nous investiguerons les propriétés émergeant d’un tel modèle.
Dans le quatrième et dernier chapitre, nous considérerons la question de la co-
hésion d’un groupe en l’absence d’une force d’attraction. Nous évaluerons en par-
ticulier, les mécanismes les plus simples permettant d’obtenir la cohésion toujours
dans le cadre d’un modèle probabiliste de transitions entre états internes.
Chacun des chapitres a fait l’objet d’un article restitué dans leur version origi-
nale en anglais. Ils seront introduits et suivis d’une discussion propre à chacun en
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2.1 Avant-propos
Ce premier article constitue la poursuite d’une partie du travail de thèse de
Sylvain Toulet [49]. Le travail de ce dernier s’insérait dans la quête d’identification
des stimuli sociaux, impliqués dans la prise de décision (se déplacer ou rester sur
place) de sujets appartenant à un groupe et soumis au départ d’un congénère, celui-
ci étant contrôlé expérimentalement. Ensuite, Toulet et al. souhaitaient quantifier la
dynamique de la réponse collective si l’adhésion s’opérait, ce qui a permis de saisir le
rôle des différents stimuli sociaux, dans la cascade temporelle des départs. L’article
qui compose ce chapitre, reprend l’expérience réalisée dans l’étude de Toulet et
al. Partant des données, j’ai axé mon étude sur une vision plus probabiliste du
problème, c’est donc par les analyses et les hypothèses que je me différencierai
ici de leur travail. L’étude reprend en particulier une expérience réalisée sur des
moutons mérinos, dans la ferme expérimentale du Domaine du Merle. Lors de cette
expérience, des individus ont été entraînés à répondre à un stimulus combinant la
vibration d’un collier et un panneau levé en bord d’arène, au pied duquel est délivrée
une récompense. Une fois entraînés, les individus sont placés dans des arènes avec
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des congénères naïfs, habitués préalablement à la levée seule du panneau. Ainsi
les expérimentateurs ont pu créer une situation où un individu entraîné, placé
parmi des individus naïfs, réalisait un départ pour une motivation connue des
expérimentateurs, mais inconnue de ses propres congénères, dans un contexte social
et un environnement contrôlés.
Dans l’article qui suit, nous avons abordé la question du voisinage influent, ques-
tion majeure dans le cadre des comportements collectifs. Le voisinage influent est
constitué, pour un individu donné, de l’ensemble des individus qui, par leurs com-
portements, peuvent influencer son comportement. Le cadre théorique de l’auto-
organisation pose le postulat que les phénomènes à grande échelle émergent d’inter-
actions à l’échelle locale, ce que j’ai pu détailler précédemment dans l’introduction
générale. Cette règle est souvent utilisée dans des modèles « individus centrés »
comme base, pour construire ces derniers. Cela signifie que tous les ingrédients du
modèle s’appliqueront à l’unité (un individu) et jamais à tout le système (le groupe)
dans sa globalité. Plus particulièrement, la règle d’interaction dite « topologique
» présentée par Ballerini et al. [42] comme une alternative à la règle « métrique »,
s’est révélée très efficace dans l’analyse des corrélations d’alignement, lorsque l’on
observe des groupes d’étourneaux. Cependant, si les résultats obtenus sont très
séduisants puisqu’ils reposent sur des hypothèses raisonnables et qu’il est possible
de reproduire les propriétés collectives, cette hypothèse est inférée puisqu’extraite
à partir d’individus en mouvement permanent. Il est donc difficile d’identifier qui
prend la décision et quels voisins (nombre, position) influencent la décision. En
outre, toutes les espèces animales ne vivent pas dans des groupes en déplacement
permanent et ces groupes peuvent d’ailleurs varier en taille comme en densité,
de sorte que les propriétés collectives pourraient résulter d’une modulation des
règles d’interaction locale. Les espèces d’ovins, incluant les moutons domestiques,
présentent des déplacements dits « intermittents » tout comme de nombreuses es-
pèces grégaires évoluant tant dans un milieu aérien qu’aquatique. Nous avons donc
travaillé sur la pertinence des hypothèses métrique et topologique concernant le
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voisinage, en nous servant d’une expérience réalisée sur des moutons, grâce à la-
quelle nous connaissons aussi bien la position des animaux avant et au moment du
départ, que la date de suivi de chacun des 32 individus de chaque groupe.
Pour le cadre théorique de cette étude, nous avons défini une probabilité d’in-
teraction générale notée W (A,B), que nous avons fait varier dans sa forme pour
décrire les différentes hypothèses. Nous avons ensuite simulé une situation expéri-
mentale similaire : un individu actif tente de provoquer l’activation de ses congé-
nères selon cette probabilité. Après de multiples réalisations de simulations, nous
avons été en mesure de tracer la courbe de distribution cumulée des distances
(DCD) entre l’individu entraîné et le premier suiveur. Si cette courbe nous permet
à l’œil, de déterminer qualitativement la proximité des résultats avec la DCD expé-
rimentale, nous avons mis en place un test de Kolmogorov-Smirnov (ks-test), pour
évaluer quantitativement la pertinence entre les différentes DCD théoriques (une
pour chaque hypothèse) résultant de l’utilisation de la probabilité W (A,B) et de
la DCD expérimentale.
Ce cadre théorique nous permet de travailler dans un deuxième temps, sur le
concept de prise de décision. En effet, ici nous ne souhaitons pas qualifier ni quan-
tifier la réaction d’un individu à un stimulus (ici le départ d’un congénère), mais
plutôt la prise en considération ou non dudit stimulus. Il est important d’insister
sur cette notion qui me semble floue dans la littérature. Ainsi, un individu donné,
passerait d’abord par une étape de sélection des voisins influents, puis, par une
étape de réponse, ce que je vais ludiquement baptiser le « who then how » (« qui
puis comment » en français). Dans la littérature, nombre de publications s’inté-
ressent au « comment » sans le dissocier vraiment du « qui », donnant lieu à des
modèles de force continus dans le temps. Or, si nous voulons rendre compte d’un
choix, d’une possibilité de s’arrêter puis, de reprendre son mouvement, ou même, de
ne pas répondre à un congénère qui s’éloigne alors qu’on l’a pourtant effectivement
perçu, nous avons besoin d’un mécanisme en deux temps. Dans ce chapitre, mais
aussi dans le reste de la thèse, c’est uniquement le « qui » que nous investiguons.
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Nous laissons pour le moment la question du « comment » en suspens, de sorte que
nous n’excluons pas la potentialité d’un modèle de choix comme proposé ici puis,
un modèle de déplacement comme, par exemple, celui de Vicsek.
Par ailleurs, cette étude nous a permis de retravailler la pertinence de l’hypothèse
d’une sensibilité des sujets à une stimulation par les voisins, dépendante de la dis-
tance. Si dans certains modèles existant dans la littérature, de telles hypothèses ont
été utilisées [38, 117, 118], celle proposée par Ballerini et al. est actuellement prédo-
minante. Il nous apparaît pourtant qu’une limitation voire même une modulation
métrique de la perception et/ou de la cognition – c’est-à-dire du traitement des in-
formations perçues –, est nécessaire pour rendre compte de nombreuses contraintes
dans le traitement de l’environnement. Une information visuelle lointaine possède
un diamètre apparent plus petit et sera intégré sur une portion plus petite de la
rétine. Une information auditive se dilue avec la distance, puisque la surface du
front d’onde augmente. De même, une information olfactive est dépendante des
flux d’air. Dans tous les cas, l’obstruction du milieu est une source importante
de la dégradation des informations. Enfin, comme on le trouve dans la littérature
de l’auto-organisation, les interactions sont souvent locales, ce qui signifie que les
individus d’un même groupe traitent – on est cette fois sur le plan cognitif – en
priorité une information proche d’eux.
Il est nécessaire de souligner que nous n’aborderons pas la question du nombre
d’individus dans le voisinage influent. En effet, l’expérience proposée ne nous per-
met pas de discerner avec précision à qui répond un individu donné, au-delà du
premier suiveur. Il faut néanmoins noter qu’il existe obligatoirement une limite
supérieure à ce nombre. Cette limite peut être due à des aspects cognitifs – un
individu ne peut traiter, voire ne peut discriminer une infinité de stimuli – ou à
des aspects perceptifs, un individu possédant une surface de perception finie : sa
rétine ou ses récepteurs olfactifs.
Si je devais résumer en quelques mots cet article et ainsi vous présenter un guide
possible de lecture, je dirais que cette étude a pour but de comprendre les inter-
42
2.2. ABSTRACT
actions locales entre les individus d’un même groupe, au travers d’une expérience
unique, présentant le départ contrôlé d’un individu et permettant d’observer la ré-
action des autres. Ainsi, en comparant des hypothèses classiques théoriques quan-
titativement, on peut évaluer la prise en compte de l’entourage et donc l’influence
entre les individus, mais aussi une dépendance métrique, qui sont des hypothèses
fortes utilisées dans l’ensemble de la thèse.
2.2 Abstract
Identifying interaction partners – a particularly challenging task in the absence
of an explicit communication system (e.g. vocalization) – is key to understand
how information is distributed and processed within animal groups. Moreover, the
interaction network (IN) regulates complex collective behaviors such as collective
motion and predator detection. Despite the relevance of the IN, there are only few
experiments specially designed to decipher it. Moreover, the mechanism by which
an individual selects its interaction neighbors remains largely unknown. Here, we
investigate the interaction-neighbor selection process, by studying the behavioral
response of naive group members confronted to the controlled departure of a trai-
ned individual (TI) in herds of merino sheep. By identifying the first individual
that follows the TI, we infer the probability for a group member to choose the TI
as interaction neighbor, assuming that this probability is modulated by either the
relative distance, the relative distance-rank, or a combination of both. The under-
lying IN is constructed from this probability. The obtained results provide unique,
reliable information on the functional form of this probability, and thus on the IN
and on how individuals interact within groups. The suggested method to unveil the
selection process can be easily implemented in other animal systems and contexts.
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2.3 Introduction
Large groups of animals such as fish shoals, bird flocks, and sheep herds are
able to produce captivating collective motion patterns, preserving cohesion, while
performing complex manoeuvres or escaping predators [119, 120, 121]. The spatio-
temporal coordination of large moving groups is assumed to be the result of local
interactions [122]. Interactions or mutual stimulations are basic ingredients of so-
cial living systems spanning from cells to societies. Social interactions are involved
in aggregation [123, 124], known to influence phenotypes [125], and play a central
role in the organization of sexual displays [126, 127, 128], choice of reproductive
sites [129], search of food sources [130, 131, 132], shelter selection [133], and beha-
viour synchrony [134]. Besides, animals’ propensity to lead varies according to their
dominance status [135], energetic requirements [136, 137], while the propensity to
follow may depend on friendship [138, 139], or body size [140]. Leader and follower
behavior can also result from motion characteristics such as speed and straightness
of displacement [141, 97, 142]. Finally, environmental heterogeneity is known to
modulate the density of animals and influences the global structure and motion of
groups [143, 144].
Studying collective phenomena through the scope of self-organization implies
that complex, global patterns emerge, in large group sizes that exceed the per-
ceptual and/or cognitive capacity of individuals, from local interactions. Thus, the
existence of an “interaction neighborhood” for each group member is assumed. For a
given focal individual (FI), the group members it can receive information from and
to which it can respond to (e.g. approach, avoid, follow) are the interaction neigh-
bors. Identifying the interaction neighbors of a FI is fundamental to understand
how information is processed and distributed through the group [145, 146, 147].
The importance of identifying the interaction neighbors outstrips the study of ani-
mal behavior as it is of interest in other scientific fields as in the study of social
networks, social sciences, management and economics [148].
There is evidence that in animal groups the interaction neighbors of a FI – in
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the absence of a strong hierarchical social structure – are those group members
located at close proximity of the FI [149, 117, 150, 151, 152]. The degree of in-
fluence of an interaction neighbor is often assumed to be decreasing function of
the relative distance between the two individuals [153, 154, 155, 152]. There exist
several options on how the degree of influence varies with the distance. One option
is to assume that given two individuals, the influence depends on the Euclidean
distance between them. Another option is to assume that the closest individual is
the most influential, the second closest individual, the second most influential, and
so on, in such a way that the influence is based on a distance rank rather than
directly on the Euclidean distance. If a distance rank is used, the influence of the
closest individual results the same if this individual is located at a distance of e.g.
5m or 10m, while for a degree of influence based on the Euclidean distance, these
two situations lead to different values.
Several mathematical interaction neighbor models (INMs), based on both Eucli-
dean distance and distance rank, have been proposed [156, 150, 157, 147, 149, 151,
152]. The simplest Euclidean INM, extensively used in agent-based, social-force
models [158, 159], assumes the existence of a threshold R, such that all individuals
located at a distance smaller or equal to R from the FI are interaction neighbors
and exhibit the same degree of influence, while those at a distance larger than R
are not interaction neighbors. More realistic extensions of this simple model assume
that perception is limited by a blind zone, which requires the use of an interaction
cone [156, 160]. Finally, using also social-force models, it was explored in [149] an in-
fluence, between two individuals, that goes as the inverse of their relative distance,
while [117, 150] tested a series of mathematical functions to assess the effect of the
distance-dependent influence. The idea that an INM has to be necessarily based on
the relative Euclidean distance between individuals was challenged by Ballerini et
al. [151]. Based on empirical evidence, Ballerini et al. [151] showed that starlings
flying in a flock interact with a (roughly) fixed number of nearest (in the Euclidean
sense) neighbors and independently of the local density. As pointed out by Ballerini
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et al., this is in sharp contrast with what is expected for metric interactions [157]
and refer to this set of neighbors, i.e. this fixed number of nearest neighbors, as
“topological” neighbors. Topological neighbors can be identified by performing a
Voronoi Tessellation or by performing a distance ranking for each individual. The
use of topological neighbors ensures flock cohesion, even if the flock experiences
large density fluctuations, and facilitates information spreading, which takes the
form, for the analyzed birds, of an undamped, linearly propagating wave [161].
Here, we investigate the process by which individuals select interaction neigh-
bors. We characterize this process by the probability W (A,B) that B chooses A
as interaction neighbor. Specifically, we look at a generic activation process, where
initially all individuals are inactive (sharing the same behavioral state), except for
one individual (the initiator) that is activated (undergoes a behavioral change).
Our goal is to determine W (A,B) from experimental data by studying the rela-
tive position of the first individual, after the initiator, to get activated, and for
whom, we know with certainty, the initiator is an interaction neighbor (Fig. 2.1a
and 2.1b). By focusing on the first activation, we avoid the ambiguity that results
from having multiple activators as well as possible nonlinear effects that may lead,
for instance, to an acceleration of the process as the number of active individuals
increases over time [162]. We assume that W (A,B) can depend on the Euclidean
distance dMAB , distance rank dTAB , or a combination of both. In the following we
make a distinction between W (A,B) the probability and the weight w(A,B) such
as W (A,B) = w(A,B)
Z
where Z is a normalization factor. Note that dMAB = dMBA ,
while in general dTAB 6= dTBA , since dTAB is a rank and not a distance, as illustrated
in Fig. 2.1c, 2.1d, 2.1e and 2.1f. As a direct consequence of this, if W (A,B) is
based on Euclidean distance, then w(A,B) = w(B,A), while when based on a dis-
tance rank we have to consider that in general w(A,B) 6= w(B,A). Furthermore,
because the renormalization factor is computed in the neighborhood of individuals
i for W (i, j), W (A,B) and W (B,A) might differ when w(A,B) = w(B,A). Thus,
the resulting interaction network tend to exhibit undirected links when using Eu-
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clidean distance, and directed ones for distance rank (Fig. 2.1g and 2.1h). This
strongly affects how information, here an activation, propagates over the system.
To illustrate these ideas, we investigate W (A,B) in sheep herds. More specifi-
cally, we study the behavioral response of naive group members, initially static,
confronted with the experimentally controlled departure of a trained individual
(the initiator). In this context, an activation occurs when a naive individual starts
following the trained individual. By identifying the first individual that follows the
initiator, we determine W (A,B). The procedure outlined here might prove of use
in other animal systems as well as in contexts different from a collective departure.
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Figure 2.1 – The interaction-neighbor selection probabilityW (A,B). Histogram of the Euclidian
distance (a) and distance rank (b) between the trained individual (initiator) and the first group
member to respond to the initiator departure. The first follower tend to be near the initiator in
both, Euclidian distance and distance rank. Panels (c) and (d) illustrate the symmetry of the
selection weight w(A,B) when based on Euclidean distance. On the other hand, when w(A,B)
is based on a distance rank, tends to be asymmetric. Resulting interaction networks strongly
depends on whether w(A,B) was based on a metric distance or distance rank, as illustrated in
panels (g) and (h).
2.4 Material and Methods
2.4.1 Study area and sheep herd
Experiments were conducted at the Domaine du Merle, an experimental farm in
the south of France. This field station covers 400 ha within a native steppe in the
old delta of the Durance river. This area is particularly flat. A system of irrigation
permits to obtain homogeneous pastures. The herd of merino sheep raised in the
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station graze these pastures in autumn and winter. Later they forage in the native
steppe and hills around the field station before being transported in the Alps for
the summer period. To conduct our experiments, we randomly choose from the
available herd of 1400 ewes, 30 sheep at random to be trained and 200 sheep used
as naive individuals during the experiments. All animals were 3 to 6 years old. The
aim was to provoke departures of one individual in groups of 32 grazing sheep. This
was possible by previously training some sheep to move toward a coloured panel
raised at distance when stimulated by vibrating collar.
2.4.2 Training of initiators and habituation of naïve sheep
Training of future initiators was performed using 6 stable groups of 5 individuals
each, following following the protocol described in [163, 164, 162]. Sheep were trai-
ned to associate a vibration delivered by a neck collar and a food reward (handful
of corn) delivered by a panel raised at the same time at the periphery of one 50
× 50 m arena. After the training phase we selected the 3 sheep that exhibited
the best learning scores (100 % of departures towards the panel rising following a
stimulation) to proceed with the experiments. Meanwhile, the set of naive sheep
(N = 200) to be used was habituated to panel rising (without corn delivery) at
the periphery of experimental arenas, at one-min interval during two sessions of 90
min. At the end of this habituation session, none of the 200 naïve raised the head
when the panel was lifted up.
2.4.3 Trials of collective movements and control trials
The trials of collective movements consisted in introducing 32 sheep groups (1
trained sheep and 31 naives) within one of the two arenas delimited with sheep
fences. All experiments were carried out from 10 AM to 6 PM and all sheep were
penned up in the same sheepfold and fed hay in the morning and the evening. Each
trial lasted 30 min. Once introduced within one arena, sheep were freely grazing
during 20 min. Then the trained sheep was stimulated (2 s) through a vibrating
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neck collar (activated remotely) while at the same time one of two coloured panels
located at the external periphery of the arena was raised. The stimulation was
delivered when all sheep were grazing head down. The trained individual did not
show preferences in term of positions as it has been observed, relatively to panel
raised, either in front, in the middle or in the back of the group. Past 10 min
(end of test), a new panel was raised (one of the two farthest from the tower) to
reinforce the conditioning of trained ewes and avoid restricting their space use to
the vicinity of panels closest to the tower. The group was led back to the sheepfold
shortly afterward. We performed 30 experimental trials. The naive sheep that were
not tested during one experimental day were introduced in distant pasture.
We also carried out control experiments different from the habituation sessions
to be sure that naive ewes did not associate the panel rise and the food reward.
Thereby, 6 trials before and 6 after the experimental trials have been conducted
with groups of 32 naive ewes, using the same protocol as described before. We
found no movement of naïve individuals during these 12 control trials.
2.4.4 Data Collection and analyses
A 7 m high tower was located near the two arenas. Two digital cameras (Canon
EOS D50) were anchored on the top of the tower, each one focusing on one arena.
Fifteen minutes after the introduction of the 32-sheep groups, each containing 1
trained and 31 naïve individuals, the digital camera was turned on, taking a picture
of the entire arena every second and turned off five minutes after the stimulation
of the trained sheep. For each trial, about 600 pictures were collected. Using a
custom software, we track on each picture the position of animals by dragging a
vector on their back, and identify the behaviour of each individual, i.e. grazing,
standing head-up, moving and others. Due to the oblique viewing angle, we use an
algorithm detailed in [121] to compute the real positions.
We defined the departure of the trained sheep (initiator), as an uninterrupted
walk towards the raised panel immediately following the experimental stimulation
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(neck collar vibration). The first follower was identified as the first naive sheep that
moved after the trained sheep departure, without stopping until joining the trained
ewe near the panel. The identification of the first followers was possible because the
followings were successive, even if followers departed almost simultaneously at many
occasions. Twelve replications were discarded, one because the initiator did not
depart, five because the behaviour of the initiator was atypical and not comparable
to other trials and six because no naive sheep followed the initiator’s departure. The
analyses were thus performed on 18 trials. From the 18 trials selected to perform the
analyses, we extracted the configuration of the group at the moment the initiator
departed from the group i.e. the position of all individuals in the arena. In each trial
with collective following, we were able to identify the first follower. The location of
each sheep allowed calculating the inter-distance between all sheep and so ranking
all sheep by their metric distance and rank of distance to each individual in a group.
These distances were calculated using the location of sheep the second before the
departure of the trained sheep.
2.4.5 Details on the simulations
Simulations were created in order to assess which INM performed better in com-
parison to experimental data. Obtaining all relative distances and distance ranks
from the experiments, we simulated the first activation that follows the departure of
the trained individual by applying a Monte Carlo algorithm using the test function
W (A,B). For each (field) experiment, 500 simulations were performed to compute
the probability for each naïve individual to act as first follower, and the cumula-
tive distribution of distances between the initiator and the simulated first follower.
Parameter estimation was performed by maximum likelihood over the 18 experi-
ments. The statistical relevance of each tested function W (A,B) was assessed by
performing the 2-sample Kolmogorov-Smirnov test [165]. This statistical test com-
pares the maximum “distance” between two cumulative distributions with a critical
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where n and m are the size of each sample, and α is the significant level. Along the
study, we used a standard significant level of α = 0.05.
Ethics statement
All the animals were maintained under routine husbandry conditions at a Mont-
pellier Supagro research station (Domaine du merle, Salon-de-Provence, France)
with full approval of its director Pierre-Marie Bouquet. Animal welfare require-
ments were fully respected in accordance with the European Directive 2010/63/EU,
with the rules of the European Convention for the Protection of Vertebrate Ani-
mals used for Experimental and Other Scientific Purposes and with the Convention
of the French Comité national de réflexion éthique sur l’expérimentation animale.
No special authorization from the French Ethical Committee for animal experi-
mentation (Commission nationale de l’expérimentation animale) was required as
no protected or endangered species was involved, as the experiments did not imply
any invasive manipulation (the experimental protocol consists in the observation of
groups and the acquired data are only pictures of the animals) and as sheep were
conducted to the test arenas, as they are herded on a daily basis to the pastures.
All personnel involved had technical support from the employees of the research
station as required by the French Ministry of Research. The experimental protocols
included short test periods (35 minutes) where sheep did not experience painful,
stressful or unfamiliar situations. The experimental procedures had no detrimental
effect on the sheep and at the end of the experiment all the animals reintegrated
the sheep herd of the breeding research station.
2.5 Results
As explained in the introduction, we characterized the interaction-neighbor se-
lection process via the probability W (A,B) that B chooses A as interaction neigh-
bor. Our strategy is to determine W (A,B) using a simplified scenario where all
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group members are initially in the same behavioral state, and then force a be-
havioral change in one individual to identify the first individual that responds to
the initiator. Note that in this scenario there is no ambiguity to whom this first
individual is responding to. Our experimental system consist of a group of N − 1
naive sheep and one trained individual (here, N = 32). When all individuals are in
a motionless phase, the trained individual is stimulated to move to a given loca-
tion in the field by activating, remotely, a vibrating collar. We assume naive sheep
do not perceive the activation of the collar. We identify the first individual that
responds to the activation of the trained individual, i.e. the first individual that
starts moving toward the trained individual. The experiment is repeated using dif-
ferent sets of 31 individuals, and performed only once with each naive group ; for
more details see Material and Methods. To determine W (A,B), we test a series of
functional forms for the probability W (A,B), in increasing order of complexity or
number of parameters. Our goal is to determine which hypotheses are consistent
with the experimental data. For that purpose, we perform a large number of in
silico experiments, in which the location of each individual is taken from the ex-
periments and using the proposed functional form of W (A,B), we simulate which
individual is the first to select trained individual (initiator) and imitates its beha-
vior (i.e. moves in the same direction). We compute from the simulated data the
cumulative distribution (CDD) of the inter-distance between the first followers and
the initiator. This distribution indicates the probability that the first follower is
found at a distance smaller than a given distance from the initiator. Finally, we
compare the experimental and simulated CDD.
2.5.1 Global Perception – a 0 parameter model
We start out by testing the simplest hypothesis – we call it “global perception”
– by which we assume that all individuals exhibit the same probability to choose
as interaction neighbor the initiator :
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This model assumes that each individual perceives all conspecifics and can select,
with the same probability, any individual in the system as interaction neighbor,
irrespective of its location.
This model is reasonable, when dealing with small group sizes, where it can be
ensured that the cognitive and perception capacity of individuals allow them to
interact with any group member. In this limit, no spatial effects are observable.
For group sizes that exceed the perception and/or cognitive capacity of the indivi-
duals, the global perception model is inadequate. Using N = 32 sheep, deviations
between the global perception model and the experiments, though weak, are sta-
tistically significant. The Kolmogorov-Smirnov test indicates that this model is not
consistent with the experimental data [D-statistics,D = 0.34 > Dcritical,0.05 = 0.33] ;
as illustrated by the corresponding CDD (Fig. 2.2a). This implies, as suggested by
the experimental data (Fig. 2.1a and 2.1b), that W (A,B) depends on the relative
position between individual A and B. This possibility is investigated below.
2.5.2 Distance and Distance Rank models – 1 parameter models
Now, we study models that depend on only one parameter. We assume that
W (A,B) depends on either the Euclidean distance or the distance rank between
A and B. We start out by exploring interaction-neighbor selection models inspired
on the most common metric (Euclidean distance) and topological (distance rank)
neighborhood models used in the literature. We express the probability, inspired





if dMBA ≤ R0




where dMAB is the Euclidean distance between B and A, R0 is a constant that
defines the interaction radius, and the only parameter of the model, and n is the
number of individuals for which A is at a distance less than or equal to R0. Thus,
the number n depends on the group density. Note that all individuals within the
interactions radius exhibit the same probability of choosing A as interaction neigh-
bor. It is important to note that according to this definition of W (A,B) for small
values of R0, even if all interaction neighbors are included, the resulting interaction
network is not percolated, while for large values, the network is percolated. Since
we consider experiments in which the departure of the trained individual lead to a
collective departure, the topology of the interaction network should be such that a
global activation can be ensured. This means that the interaction network permits
that each individual is connected to at least one group member as illustrated in
Fig. 2.1g. In practice, this implies that R0 has to be R0 > R∗, where R∗ is the
critical value of R0 (see Fig. 2.2b). Provided percolation is ensured, we estimate by
maximum likelihood estimation (MLE), the value of R0 that best describes the ex-
perimental data. The obtained CDD, using this value of R0, is shown in Fig. 2.2d. A
KS-test indicates this model is consistent with the experimental data [D-statistics,
D = 0.31 < Dcritical,0.05 = 0.33].





if A within K0 nearest neighbors of B
0 otherwise
(2.3)
where K0 is an integer constant and the only parameter of the model.
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Figure 2.2 – Comparison of different interaction-neighbor selection models with experimental
sheep-herd data. The experimental cumulative distributions of first follower distances (plain black
curves) and the theoretical models : (a) the global perception model, (d) the model inspired on
the standard metric neighborhood model (for short, standard metric), eq. 2.2, the one inspired
on the standard distance rank neighborhood model (for short, standard topologic) , eq. 2.3, (e)
the metric model defined by eq. 2.4 (Exponential metric) and the topological one given by eq. 2.5
(Exponential topologic), and (f) the model combining both, distance and distance rank, eq. 2.6.
Probability that networks are percolated as a function of the values of the model parameter for
(b) the standard metric model, eq. 2.2 (R = 11), and (c) distance rank model, eq. 2.5 (K = 8).
As in the previous analyzed model, here the model parameter K0 has to be
such that percolation is ensured ; note this time the percolated network is direc-
ted as shown in Fig. 2.1h. This means that K0 has to be K0 > K∗ as shown
in Fig. 2.2c. As before, the value of K0 that best describes the experimental
data is obtained by MLE. This model, as indicated by the KS-test [D-statistics,
D = 0.23 < Dcritical,0.05 = 0.33] is also consistent with the experimental data ; the
resulting simulated CDD is shown in Fig. 2.2d.
The idea that there is a hard threshold that regulates the probability that B
selects A as interaction-neighbor, as suggested by eqs. 2.2 and 2.3, seems, from
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a biological point of view, unrealistic. In the following, we explore the possibility,
arguably more realistic, that W (A,B) is given by a smooth, continuous decrea-
sing function of either the Euclidean distance or distance rank between A and B
characterized, again, by only one parameter. Using a smooth, continuous function
for W (A,B) has an important conceptual consequence. Under this assumption,
any individual can potentially become an interaction neighbor of another group
member, though this may occur with a very small probability if the two indivi-
duals are located far away in the group. A priori, any decreasing functional form,
characterized by a single parameter, could be tested. For simplicity, we limit the
discussion to an exponential distribution, which is widespread in statistics, easy
to interpret, and is characterized by one parameter, the so-called rate parameter.
Assuming that W (A,B) depends on Euclidean distance dMBA from B to A, we











Rc ensures that W (A,B) is properly normalized. We used MLE to
obtain the value of Rc that best describes the data. This model, as indicated by
the KS-test [D-statistics, D = 0.24 < Dcritical,0.05 = 0.33] is also consistent with the
experimental data ; the resulting simulated CDD is shown in Fig. 2.2e. If instead
we assume thatW (A,B) depends on the distance rank between A and B, the same







where dTBA is the distance rank of A with respect to B (i.e. whether A is the
first, second, third, etc, nearest neighbor from B), Kc is a constant, and the only





Kc ensures thatW (A,B)
is properly normalized. The KS-test [D-statistics, D = 0.18 < Dcritical,0.05 = 0.33]
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applied to this model using the value of Kc that best describes the data (obtained
by MLE) indicates that eq. 2.5 is also consistent with the data.
Since the selection models inspired in the standard metric and topological neigh-
bor models (eqs. 2.2 and 2.3) are consistent with the experimental data, as well as
the models that assume that W (A,B) is given by a smooth, continuous decreasing
function of either the distance or distance rank between A and B (eqs. 2.4 and 2.5),
we use the negative log-likelihood – defined as l = − log(L), where L is the likeli-
hood – to identify the model that best describes the data. Note that since we are
comparing models with the same number of parameters, this is equivalent to using
the Akaike model selection criterion. The obtained negative log-likelihood values
are : i) for the selection model inspired on the standard metric model, 60.72, ii) for
the one inspired on the standard topological model, 61.15, iii) for the exponential
metric model, 57.99, and iv) for the exponential topologic model, 54.67. This means
that the models defined by eqs. 2.4 and 2.5 perform better than the one given by
eqs. 2.2 and 2.3. It is worth indicating that even though it is tempting to use the
negative log-likelihood to select the model given by eq. 2.5 over the model defined
by Eq. 2.4, a KS-test over simulated data from these two models indicate they
are statistically indistinguishable [D-statistics, D = 0.1016 < Dcritical,0.05 = 0.1025]
when using the optimal values Rc and Kc obtained by MLE. In short, we cannot
distinguish between the model given by eq. 2.4 and the one by eq. 2.5.
2.5.3 Combining Distance and Distance Rank models – a 2 parameters
model
Since we cannot distinguish between the models defined eqs. 2.4 and 2.5, we
combine both models in an attempt to measure the relative importance inW (A,B)
















Kc and the two parameters of the model are
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Rc and Kc. These parameters are again obtained by MLE. Not surprisingly, this
model, with two parameters, is also consistent with the data [D-statistics, D =
0.18 < Dcritical,0.05 = 0.33]. We insist that this model with 2 parameters is not
introduced as an alternative to the one-parameter models, but as a tool to assess
the relative weight in W (A,B) of Euclidean distance vs. distance rank. Here, we
are interested in the values of Rc and Kc, namely, Rc = 83 m and Kc = 14.
Considering that N = 32 and the diagonal of the squared arena is 70.7m, this
suggests that W (A,B) is more sensitive to difference in distance rank than in
Euclidean distance. Nevertheless, the observation that a model that combines both,
distance and distance rank, is consistent with the empirical data points towards
more complex processes being involved in the interaction-neighbor selection, where
both, the distance rank and the distance between two individuals play a role.
2.6 Discussion
Information spreading and processing within animal groups – that plays a key
role in complex processes such as collective motion and predator detection – stron-
gly depends on the properties of the underlying interaction network. In the ab-
sence of a communication system (e.g. vocalization), information spreading takes
the form of a propagation of behavioral change. Despite the relevance of identi-
fying how interaction partners are selected to understand the dynamics of animal
groups, there are only few examples of experiments specially designed to decipher
the underlying interaction network [147, 166, 167]. In most experimental condi-
tions, behavioral changes are difficult to identify, and the presence of multiple
sources (individuals) participating in the behavioral-change propagation makes it
difficult to determine with certainty to whom an individual is reacting to. There
exist, however, few notable experimental studies of animal groups on the move,
where influential neighbors were identified [151, 152, 147, 166, 167], but only indi-
rectly, after a data analysis treatment allowed establishing correlations in velocity
changes among group members.
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Here, we investigated how interaction neighbors are selected, and focused on
the early stage of a collective displacement, when the interaction network is first
established. The experiments were specifically designed to identify the selection
process of interaction neighbors. In these experiments, all group members share,
initially, the same behavioral state, except for a single individual. This experimen-
tal scenario was achieved by introducing a trained individual that we were able to
activate remotely, within a group of naive individuals. This allowed us to initiate
experiments only once all individuals were in the desired initial behavioral state
(a non-motion state). After setting in motion the trained individual, we monitored
the behavioral state of all group members, and identified the first individual that
followed (and thus that chose as interaction neighbor) the trained individual. Fi-
nally, by focusing on the first follower, we avoided the ambiguity that emerges by
the presence of multiple activation sources in the system (the who-activates-whom
problem) that takes place as the behavioral change propagates through the group.
This allowed us to collect reliable experimental data to investigate the interaction-
neighbor selection process, which we characterized with W (A,B) : the probability
that B chooses A as interaction neighbor.
In models that aim at explaining collective displacements, as in [153, 154, 155,
168, 152, 142], it has been proposed the use of neighborhood rules – i.e. rules that
allow to determine the neighbors of any given individual at a given time – that in-
clude, in the equation of motion of the individuals, a continuous, distant-dependent
weight associate to each neighbor. It is worth stressing that here we are not compu-
ting these weights nor modeling collective displacements. The difference is that the
present study focuses on the cognitive selection process used by the individuals to
choose interaction neighbors, and not on the weights assigned to neighbors during
a collective displacement. This implies the assumption that the individual behavior
can be dissected in a series of simple cognitive tasks : first, select your interaction
neighbors – the focus on the current study – then execute an action (e.g. choose a
direction of motion), in which the selected interaction neighbors may be weighted
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differently. Assuming the existence of a cognitive selection process of interaction
neighbors has a strong impact on the concept of neighborhood. For instance, the
interaction neighbors of an individual are not necessarily determined by the ins-
tantaneous position of the individuals, as assumed in most collective displacement
models, but are likely to depend on the recent “history” of the individual and
the system. For a situation where all individuals are initially at fixed position, as
analyzed in this study, it is reasonable to assume that the selection process is fun-
damentally dependent on the relative position of the individuals. And indeed we
found that W (A,B) is modulated by the relative distance between the individuals,
observing that the best estimations are obtained using exponential decaying func-
tions of either the distance or distance rank. And while W (A,B) seems to be more
sensitive to the distance rank than to the (Euclidean) distance, it is important to
stress that the distance dependency is always present and not negligible.
In summary, these results, obtained by following a protocol that allows assessing
W (A,B) in a direct and reliable manner, provide unique, valuable information on
how individuals select interaction neighbors within groups. Knowledge on the func-
tional form of W (A,B) is key to understand the spreading of behavioral changes,
and thus information, in animal groups. It is likely that other animal systems ope-
rate using a similar W (A,B), while the outlined protocol should be applicable to
assess the structure of W (A,B) in other biological contexts.
2.7 Pour aller plus loin
Au travers de cette étude, nous avons construit un cadre théorique s’appuyant
sur la probabilité W (A,B) de réponse d’un individu A, au comportement d’un
individu B. Ce cadre nous a permis de reformuler d’une manière probabiliste, des
hypothèses de voisinage classique de la littérature que sont l’hypothèse métrique
et l’hypothèse topologique puis, de comparer ces hypothèses à l’expérience réalisée
sur des moutons Mérinos. Nous montrons dans ce travail que ces hypothèses sont
consistantes toutes deux, avec les données. Nous montrons de la même façon, qu’en
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adoptant une structure qui décroît avec la distance, nous obtenons également des
résultats consistants avec les données expérimentales.
En parallèle, nous avons montré en considérant l’interdistance d’une part, et
le rang du premier suiveur d’autre part, que plus proche était l’individu concerné
tant en distance qu’en rang, plus grande était sa chance d’être le premier suiveur.
Il nous apparaît donc conceptuellement pertinent de considérer la distance absolue
ou relative, comme critère de prise de décision, dans les interactions locales. La
différence entre les cadres théoriques classiques et ceux dépendant de la distance est
légère mais penche favorablement dans le sens du second. Ce cadre nous semble plus
confortable pour rendre compte d’une phénoménologie qui elle-même est rarement
dichotomique, lorsque l’on aborde les comportements animaux dans des groupes.
En regard de l’indiscernabilité du caractère topologique ou métrique, et dans
une tentative de mesurer la prépondérance d’un aspect par rapport à l’autre, nous
avons construit une probabilité combinant les deux et avons cherché à optimiser
les paramètres. Le résultat révèle que la limite donnée par un tel outil (R = 83) est
supérieure à la taille maximale que peut adopter un tel groupe, ce qui indiquerait
une importance moindre de la composante métrique. La composante topologique
(K = 14), elle, semble plus cohérente. Il est néanmoins nécessaire de noter que
j’ai recalculé les paramètres optimum K et R grâce à la méthode de calcul de la
fonction de vraisemblance. Celui-ci s’effectue en évaluant la probabilité qu’un point
de mesure soit tiré de la distribution théorique, c’est-à-dire ici, en évaluant la pro-
babilité que notre point expérimental provienne de la distribution calculée grâce à
W (A,B). En raison du grand nombre de répétitions, cette dernière est assimilable
à une courbe théorique. Par ailleurs, nous avons dans les points expérimentaux, un
individu de rang K = 31. Or, par calcul de la vraisemblance dans les hypothèses
classiques, pour tous les K < N − 1 = 31, la vraisemblance et donc la probabilité
d’obtenir ce point, est forcément égale à 0. Ce qui signifie qu’il est impossible de
trouver ce point expérimentalement pour cette valeur de paramètre. Si l’on s’en
tient strictement à cela, nous avons deux choix : accepter un modèle classique
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avec un nombre d’individus très grand et donc très difficilement justifiable cogni-
tivement, ou bien, rejeter le modèle, cette limite technique étant résolue dans un
modèle à décroissance par rapport à la distance, puisque la probabilité est toujours
définie non nulle. Or, c’est très précisément la définition ou non de cette proba-
bilité comme non nulle, qui affecte le calcul de vraisemblance. Ainsi, il peut donc
sembler que le problème vienne de la méthode, certes précise, mais très exigeante.
Nous avons préféré exclure cette réflexion de l’article car difficile à démontrer.
Concernant l’hypothèse topologique et sa construction, il est aisé de se rendre
compte qu’elle comporte intrinsèquement une hypothèse de proximité. En effet,
les K individus de l’entourage sont obligatoirement les K plus proches. En outre,
elle ne dit rien sur la limite supérieure quant à l’éloignement des K plus proches
voisins. Une approche possible aurait pu d’ailleurs être de mesurer à quel point
l’hypothèse topologique contient du métrique, dans une philosophie proche d’une
simulation Monte-Carlo, en tirant aléatoirement des combinaisons deK individus et
en évaluant la probabilité de trouver un pourcentage de ces individus dans un rayon
métrique de taille R. Cette approche nécessitant plus de réflexion pour aboutir,
et par manque de temps, a été laissée provisoirement de côté, mais semble assez
prometteuse pour être considérée comme une analyse future pouvant être faite en
complément.
Cette étude comporte globalement plusieurs limitations et perspectives que je
souhaite aborder ici. En tout premier lieu, le protocole expérimental utilisé m’ap-
paraît extrêmement puissant vis-à-vis de la clarté des observations qui peuvent être
faites. Nous avons dû effectivement nous limiter au premier suiveur, car nous ne
pouvions ensuite plus discerner qui réagissait à qui et à combien. Néanmoins, ce
seul point nous a permis sans équivoque, de mesurer la réaction d’un individu à
son entourage. C’est sans nul doute un très gros point fort de cette étude.
Plusieurs points ont, en revanche, grandement limité l’étude, à commencer par
le nombre de réplications de l’expérience. En excluant les groupes en deçà de 32
individus et en limitant l’étude aux seules réalisations produisant un suivi de tout
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le groupe, il ne restait que 18 points de données. Les tests statistiques mis en place
lors de l’analyse sont évidemment affectés par de telles limitations, notamment ex-
plicitement dans le calcul de la distance critique du test de Kolmogorov-Smirnov.
Même si les résultats de ces analyses sont significativement concluants au regard
du critère de la p-value largement utilisée dans la littérature, il me parait insatis-
faisant de trouver des valeurs qui à peu de choses près, pourraient être acceptées
ou refusées.
Le deuxième point qu’il est nécessaire d’aborder, concerne les tailles de groupes.
Celles-ci sont selon moi trop faibles, ou plutôt juste assez suffisantes pour com-
mencer un travail d’analyse du genre que l’on a entrepris. Lors du calcul de MLE
effectué notamment pour ajuster les paramètres des différents modèles, on a plu-
sieurs fois atteint des tailles de K ou R les plus satisfaisantes, lorsque les valeurs
étaient supérieures (parfois bien supérieures) aux tailles du groupe ou de l’arène.
De tels paramètres, rendent difficile l’exclusion du modèle de perception globale.
Ici, la taille était suffisante pour le faire, mais loin d’être satisfaisante.
Enfin la réflexion apportée sur le mécanisme que j’ai baptisé « who then how
» me parait être une importante nouveauté de l’article. Principalement, la littéra-
ture des comportements collectifs s’intéresse aux individus en mouvement. Il n’est
donc pas insensé d’entremêler le « qui » et le « comment » lorsque la dynamique
est continue et ne laisse donc que très peu de chance de bien discerner l’un de
l’autre. Les individus doivent à chaque instant prendre de l’information et consti-
tuer leur voisinage, puis ajuster leur position et leur déplacement. Dans les cas des
déplacements intermittents, tout est beaucoup plus simple. Les individus ne sont
en effet par constamment en train de répondre à leur environnement. Un point qui
pour moi représente complètement ce mécanisme et qui n’a pas été abordé dans
l’étude, est la présence de cas de non suivi collectif. Dans ces situations, l’individu
entraîné semble effectuer un départ sans exhiber une différence notable dans son
comportement, cependant on n’aboutit pas cette fois-ci à un suivi, et l’individu
finit par réintégrer le groupe de lui-même. On pourrait ainsi prétendre que les indi-
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vidus ne sont pas conscient du départ. Or, il est observé le contraire : les individus
non partis ont bien pris conscience du départ du congénère entraîné, ceux-ci levant
la tête en direction de ce dernier. Pillot et al. [169] ont proposé un mécanisme
de prise de décision, tenant compte des individus non partis. Ainsi, les individus
parviendraient à un consensus basé sur le fait qu’un seul individu partant n’est pas
suffisant pour motiver l’ensemble à partir. C’est néanmoins un mécanisme de prise
de décision qui tient compte de tout individu de manière équivalente. Il est pour
moi évident que ce n’est pas le cas, en raison des limitations de perception des
individus. Dans la suite des travaux de thèse nous avons d’ailleurs employé cette
règle de prise de décision en y instillant des limitations, notamment l’utilisation
d’une fonction décroissante avec la distance.
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CHAPITRE 3
VAGUES D’INFORMATION, FLUCTUATIONS ET
CRITICALITÉ, DANS L’INITIATION D’UN MOUVEMENT
COLLECTIF
3.1 Avant-propos
Dans cet article, nous allons aborder le coeur de la thématique principale de
cette thèse : la diffusion de l’information. L’étude se traduit par la construction
d’un modèle théorique et d’outils d’analyse sur mesure, afin de mieux comprendre
les propriétés du transfert d’information dans un modèle probabiliste. Ce modèle
est basé sur des transitions entre des états représentés eux-mêmes par des compor-
tements distincts. Cette idée est un prolongement de ce qui a pu être fait dans le
travail de thèse de Sylvain Toulet [49] d’une part, mais également du travail issu
du Chapitre 1. Nous ne parlions d’ailleurs pas explicitement de transition entre
des états mais d’une probabilité de suivre un individu. Nous retrouvons cela ici
puisque nous emploierons deux états représentant deux comportements distincts :
d’une part un état d’arrêt où les individus auront une vitesse de déplacement nulle,
d’autre part un état de déplacement où un individu adoptera une vitesse fixée. De
la même manière qu’au Chapitre 1, nous nous intéresserons ici uniquement au cas
d’un départ collectif, ainsi nous définirons une probabilité de transition entre l’état
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statique et l’état de déplacement, mais aucune transition inverse de sorte qu’un
individu en mouvement le restera jusqu’à la fin de la simulation. La probabilité
de transition entre l’état d’arrêt et l’état de mouvement sera construite à partir
de deux aspects importants. D’une part, celle-ci aura une forme fonctionnelle dé-
croissante avec la distance, idée que nous avons validée dans le Chapitre 1. D’autre
part, elle adoptera une règle de mimétisme social simplifié comme développé dans
le travail de Pillot et al. [169]. La résultante nous donne donc une probabilité dé-
pendante de la somme des contributions des degrés d’influences de l’entourage d’un
individu focus, l’intensité de ce degré d’influence diminuant avec l’interdistance.
Cette dernière hypothèse, ainsi que la définition d’états internes statiques et
de mouvement, nous place dans une situation très particulière. Ici, l’information
peut être assimilée à l’état d’un individu (statique ou en mouvement). Or, tout
individu possédant l’état de mouvement, va alors accroître son interdistance avec
des individus statiques. Par ce biais, la propagation de l’information, c’est-à-dire
l’adoption de l’état de mouvement par ces derniers, s’en trouve d’autant réduite
de par l’hypothèse de décroissance de l’influence. Cela signifie que l’information
rétroagit sur sa propre propagation. Or, comme nous le verrons, la phénoménologie
du système dépend fortement de la propagation de l’information. De plus, cette
même propagation dépend de la vitesse de déplacement des individus qui, dans un
système réel, est contrôlé par les individus eux-mêmes et varie selon la situation
à laquelle ils font face. Cela signifie donc que des phénoménologies très différentes
à l’échelle du groupe pourraient émerger des mécanismes individuels simples et de
la variation de la vitesse. L’idée que le contrôle de la vitesse suffise à produire des
phénoménologies différentes, est notamment développée dans plusieurs études sur
les poissons [46, 97, 170].
Le modèle de simulations que nous avons produit est un modèle en une di-
mension et peut être motivé de plusieurs manières. Tout d’abord, il a été montré
que dans la nature certaines espèces pouvaient se déplacer en formant des files
[171], apportant une réalité biologique à ce choix. Par ailleurs, il est évident que
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mathématiquement le traitement du travail en une dimension seulement simplifie
grandement les considérations analytiques qui peuvent être faites. Cependant, nous
verrons aussi que d’autres aspects ne peuvent être abordés de manière exhaustive
par le choix de cette dimension. Nous en reparlerons lorsque nous évoquerons la
criticalité. Le dernier critère qui peut motiver ce choix est conceptuel. En effet,
nous pouvons toujours considérer un problème en deux dimensions comme un pro-
blème à une seule dimension, en projetant sur un axe les positions des individus. Il
faut néanmoins faire attention car les distances projetées ne correspondent pas aux
distances réelles, de sorte que si le système que l’on observe est réellement éclaté,
ce critère ne peut être employé seul. En parallèle, on peut considérer de manière
similaire que le système 1D est une tranche d’un système 2D, et choisir de regarder
en premier lieu la propagation longitudinale de l’information.
Dans notre système en particulier, nous ne considérerons pas de gêne stérique,
autrement dit de répulsion lorsque deux individus sont proches sur la ligne, ils
peuvent alors librement se dépasser. Ce choix est avant tout un choix de simplicité,
une interaction supplémentaire apportant au moins un paramètre supplémentaire.
De plus et en regard des considérations du paragraphe précédent, il est aisé de se
représenter la situation comme l’idéalisation d’une expérience faite dans un couloir.
Dans ce cas, il est toujours possible de dépasser un individu devant soi par la droite
ou par la gauche si sa largeur le permet. Par la suite, nous avons été contraint
de considérer le problème en deux dimensions pour des aspects précis de l’étude.
Cela nous a permis au passage, de produire des visuels en deux dimensions à but
didactique, car plus proches d’une situation réelle.
Nous avons choisi d’approcher le problème du transfert d’information dans un
groupe en étudiant sa vitesse de propagation. Ici, l’information sera représentée
par le mouvement, toujours dans l’idée que, si le groupe ne doit pas perdre sa
cohésion, chaque individu doit adopter l’état et le transmettre. Dans le cadre d’un
départ collectif, nous allons définir la vitesse de propagation de l’information de
deux manières. D’une part, nous considérons la dérivée du nombre d’individus actifs
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par rapport au temps. D’autre part, nous pouvons mesurer la distance de l’individu
porteur de l’information le plus éloigné de la position de départ. Un aspect très fort
de cette étude résulte dans la rétroaction de l’information sur elle-même. En effet,
si l’on considère que l’information est l’état de mouvement et que la transition vers
ce dernier est dépendante de la distance, il est aisé de constater que le déplacement
va influer sur l’interdistance et donc sur la transmission de l’état.
Dans la lecture de cet article, je vous propose d’apprécier la richesse de la phé-
noménologie produite par un modèle probabiliste aux règles simples. Quantitati-
vement, nous sommes arrivés à évaluer la dépendance de la vitesse de propagation
vis à vis de la vitesse de déplacement. Nous avons analytiquement réussi à dé-
montrer la tendance de cette dépendance. Nous avons au passage pu montrer un
pont conceptuel entre le domaine des équations de réaction-diffusion et nos propres
équations. Par ailleurs, le système a révélé l’existence de criticalité, observable et
quantifiable principalement en deux dimensions. L’étude quantitative qui a été
menée pour comprendre de quel type de criticalité il s’agissait, n’a pas permis de
trancher mais a pu fournir des arguments allant dans deux directions. La première,
soutenue par la large gamme de paramètres présentant des cascades de grandes
tailles (quantitativement se traduisant par des lois de puissance) indiquerait de la
criticalité auto-organisée (self-organized criticality). La seconde s’appuie quant à
elle, sur la capacité de faire le parallèle analytique en une dimension, entre notre
modèle et la classe d’universalité de la percolation dynamique (dynamical perco-
lation). C’est dans cette classe que l’on peut trouver le modèle épidémiologique
Susceptible-Infecté-Resistant (SIR) par exemple. Et finalement, nous avons pu ap-
précier une phénoménologie particulière dans les gammes de hautes vitesses de





Collective motion is generally not a continuous process, and collectives display
repeated transitions from static to moving phases. The initiation of collective mo-
tion – of an initially static group – is a crucial process to ensure group cohesion
and behavioral synchrony that remains largely unexplored. Here, we investigate the
statistical properties of the initiation of collective motion. We find that the infor-
mation propagates as an activation wave, whose speed is modulated by the velocity
of the active agents, where both, the magnitude and direction of the agents’ velo-
city play a crucial role. The analysis reveals a series of distinct dynamic regimes,
including a selfish regimes that allow the first informed individuals to avoid preda-
tion by swapping position with uninformed individuals. Furthermore, we unravel
the existence of a generic and intimate connection between the initiation of collec-
tive motion and critical phenomena in systems with an absorbing phase, showing
that in a range of agents’ velocities the initiation process displays criticality. The
obtained results provide an insight in the way collectives distribute, process, and
respond to the local environmental cues.
3.3 Introduction
Collective motion is observed in a large variety of biological systems : fish
schools [111], bird flocks [42], and ungulate herds [121], are few of the countless
existing examples [172, 173]. Despite the fact that collective motion is in general
not a continuous process [174, 175], and collectives display repeated transitions
from static to moving phases – with the former associated to e.g. resting or feeding
phases – most experimental and theoretical studies have focused on the characte-
rization and modeling of groups on the move [111, 42, 173], and the initiation of
collective motion remains largely unexplored.
The transition to collective motion, from an initially static group, is in general
triggered by the behavioral shift of one individual [169, 162, 121, 176]. This initial
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behavioral shift can be the result of, for instance, the decision of an individual to
search for a new feeding area, or the reaction of this individual to a predator attack
[175]. Then, we can imagine that this behavioral shift involved a slow displacement
in the former scenario and a fast one in the latter. And in general, it is expected
that certain features of this initial behavioral shift – e.g. the velocity of the indivi-
dual – encode information on the nature of the individual transition and regulate
the collective response of the group. In summary, the statistical properties of the
initiation to collective motion are likely to reveal important information on how
collectives sense and distribute local environmental information.
On the other hand, it has been argued that biological systems – and including
group-living animals – in order to exhibit an efficient response (robust, high sensi-
tivity) to an external perturbation, such as, for instance, a predator attack, have to
operate at criticality, i.e. in the vicinity of a critical point [177, 178]. In the context
of animal collective motion, evidence of critical behavior was suggested in studies
of bird flocks on the move, that revealed long-range scale invariant correlations and
fast, non-decaying propagating turning waves [42, 179, 180], and in sheep herds,
where it was observed intermittent collective behavior characterized by density
fluctuations at all accessible scales [121]. Furthermore, at a theoretical level it was
initially assumed that the transition of an ensemble of disordered moving active
particles to a coherent moving phase, given the involved breakup of a continuum
symmetry and the parallel to XY spins, was a critical phenomenon [99]. Howe-
ver, it was found that this transition is associated to a phase separation process,
with the emergence of traveling polar band, precluding the critical character of the
transition [181]. Observing criticality in the context of collective motion (of per-
sistent, non-reversing active particles) has proven remarkably elusive, and examples





Here, we investigate the initiation of collective motion of an initially static group,
where behavioral shifts result from imitation among group members. In particular,
we consider a system in which the state of each agent i is given by its position xi
and its behavioral state qi that adopts one of two possible values : I (inactive) or
A (active). The spatial dynamics of the i-th individual obeys the simple equation :
ẋi = V[qi] =

v if qi = A
0 if qi = I
, (3.1)
where the dot denotes temporal derivative. This implies that only active agents
move, and they do it with the same velocity v. As initial condition, we suppose,
except if indicated otherwise, all individuals, but one, are in state I. The only







αK(|xj − xi|/d)δ[qj ,A] is a transition rate with α and d positive
constants given in units of inverse of time and distance, respectively, Ωi the set of
neighbors of the individual i (that could include all other agent in the system or
a subset of topological neighbors [42]), and δ[qj ,A] a Kronecker delta. The influence
of individual j on i is given by αK(|xi − xj|/d), where K(·) is function defined
either for topological or metric neighbors. It is important to stress that the results
discussed below are independent of the specific functional form of K(·), in the sense
that there exists a large number of functions, such as exponentials, gaussians,
among many others, that we can use for K(·) that lead to the same qualitative
results.
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Figure 3.1 – Information propagation. a) Kymographs showing the evolution – in individual-
based simulations (IBM) – of the activation wave in a 1-dimensional system corresponding to
three different scenarios : the initiator is on the left border of the group and moves away from it
(v <0), it moves toward the group (v > 0), or is placed in the middle of the group. Active agents
are displayed in green and inactive ones in red. b) Information propagation speed c as function
of the agents’ velocity v in one and two dimensions. Blue symbols correspond to IBM simulation,
dashed line is the scaling predicted by Eq. (3.4), and the violet circle represents the FKPP limit.
Stars in the first panel correspond to finite size simulations : in the thermodynamic limit there is




Let us imagine first a simple one-dimensional scenario in which the initial active
individual is located at the left boundary of the group. i) For v > 0, active agents
move towards the inside of the group, as in Hamilton’s selfish herd model [21]. As
group members switch from I to A, it emerges a flow of agents to the right. The
propagation of information (or activation) advances in the same direction at speed
c (i.e. Sgn(v) = Sgn(c)). ii) For v < 0 active agents move away from the group,
and thus the emergent agent flow is to the left, while the information wave still
propagates to the right [cf. first two panels in Fig. 3.1a]. Importantly, the speed at
which information travels is modulated by the speed of the individuals, |v|, as well
as by the direction of motion [as shown in Fig. 3.1b]. In particular, for the same
motion speed |v|, it turns out that c(|v|) 6= c(−|v|). Note that by combining the
scenarios i) and ii), it is possible to understand a generic situation in which the
first active individual is located at random position within the group [third panel
in Fig. 3.1a].
These findings, obtained in agent-based simulations [Fig. 3.1a and symbols in
Fig. 3.1b], can be understood using a macroscopic description of the system in
terms of a density field ηA(x, t) [ηI(x, t)] of active [inactive] individuals at time t in
position x, whose temporal dynamics is given by :
∂tηA(x, t) = Γ(x, t) ηI(x, t)− v ∂xηA(x, t) (3.3a)
∂tηI(x, t) = -Γ(x, t) ηI(x, t) , (3.3b)
where Γ(x, t) = α
ï ∫∞
-∞ ηA(x
′, t)K(|x − x′|/d)dx′
ò
. Note that the density of indivi-
duals, ρ = ηA+ηI , is such that ∂tρ = −∂xJ , with J = v ηA the agent mass flux. The
system of Eqs. (3.3) exhibits well-defined propagation fronts that move at speed
c(v) that can be approximated, in the limit |v|  1, by :
c(v) = αρ0
√
2 a b+mv (3.4)
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2K(|w|)dw, and ρ0 is initial density of inac-
tive individuals. Note that expression (3.4) predicts a linear dependency with v of
c(v), as observed in agent-based simulations, including that both, |v| and sgn(v)
play a role. For v = 0, and after properly approximating the integral in Γ(x, t),
it is possible to show that the behavior Eq. (3.3) reduces to that of the FKPP
equation [184]. On the other hand, for v 6= 0 the behavior Eq. (3.3), due to the
absence of a convection term in Eq.(3.3b), is fundamentally different from, and
not reducible to, the one of the FKPP equation. The symmetry breaking intro-
duced by v 6= 0 leads, for an initial semi-infinite population of inactive agents,
with initial activation at the boundary, to the emergence of a growing active po-
pulation whose expansion occurs not with only one, as in the FKPP equation, but






 1, the density profiles of the expanding active population
is a plateau with two sharp edges advancing at different speeds. As the speed at
which individuals move (v) approaches the information propagation speed c, i.e.
as u → 1, the system exhibits what we refer to as a “quasi supersonic" regime, in
which an initial activation perturbation travels through the population of inactive
individuals as it grows in size [Fig. 3.2b), bottom panel]. The dynamics of this
regime is easier to understand in agent-based simulations : an initial active agent
moves so fast that goes by inactive agents, which do not have the time to transition
to the active state, and are left behind. Eventually, the fast moving active agent
recruits a second agent that starts running near by the initial active agent, which
contributes to recruit faster a third active agent. The dynamics is such that the
recruiting process accelerates and the spatially concentrated populations of active
agents increases its density as it moves through the populations of inactive agents.
Asymptotically, the density growth saturates as the density profile of active agents
becomes wider [Fig. 3.2]. To interpret these results, let us consider an hypothetical
scenario where the activation of the first individual results from a reaction to a















Figure 3.2 – Dynamic regimes. a) The sketches illustrate the three regimes : the FKPP limit
(u = 0), slow velocity regime (0 < u < 1), and the selfish regime (u ∼ 1). Active agents are
displayed in green and inactive ones in red. b) Density profile of active agents ηA(x, t) at a fixed
time t in IBM simulations and in the numerical integration of Eq. (3.3) (PDE). The insets display
the density of inactive agents ηI(x, t).
as all active individual, then it can be ensured that the information propagates over
all inactive agents, triggering a collective displacement of the group away from the
predator. Note that the individual exhibiting the highest probability of being the
closest of the predator is at all times the first active agent. On the other hand, if
the first active individual moves at a speed v ∼ c, then the information will not be
passed on to the first inactive individuals, and the initial active agent will manage
to penetrate inside the group leaving a layer of inactive agents between its position
and the predator. A collective response still occurs, though not involving all group
members, and in the form of an avalanche-like event, in the sense that as the mass
of active agents grows it starts collecting all inactive agents in its way.
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3.6 Fluctuations
Fluctuations – which cannot be analyzed by the deterministic approach given
by Eq.(3.3) – play a fundamental role in the dynamics of the system [Eqs. (3.1)
and (3.2)]. To understand this, we start out by considering a system composed
of only two individuals, one active and one inactive located at position xA and
xI , respectively. We are interested in knowing the probability pI(t→∞) that the
initial inactive individuals remains inactive at t→∞, meaning its activation never
occurs. To compute pI(t), let us assume that xI(t) = 0 and xA(t) = v t + xA(0),
so that ∂tpI = −αK(|xA(t)|/d)pI . The solution of this equation can be expressed







. For v = 0, it is evident that pI(t →
∞)→ 0, meaning that with certainly the activation of the initially inactive agent
has occurred. For v 6= 0, on the other hand, given that |xA(t → ∞)| → ∞,
pI(t → ∞) > 0 for any function K(·) such that
∫∞
0
K(w)dw < ∞. This implies
that with probability pT = 1 − pI(t → ∞) the activation of the initial inactive
agent has occurred. Furthermore, note that the activation of the inactive agent is
ensured for any spatial dynamics such that for all t, |xI(t)−xA(t)| < ∆, where ∆ is
a constant. Let us make use of this result to study the activation propagation of a
one-dimensional semi-infinite chain of agents, where the first initial active agent is
located at the left boundary of the chain, as shown in Fig. 3.2. For simplicity, but
without loss of generality, we imagine that each inactive individual i can only be
activated by its nearest neighbor to the left or to the right. For v > 0, the right-most
active agent (likely to be the latest activated one) as it moves towards the inside
of the group, has necessarily, at all times, an inactive individual at a distance less
than or equal to ∆, with ∆ the initial inter-distance between inactive agents. This
ensures that right-most active agent with certainty activates an inactive agents, and
by iterating the process the asymptotic propagation of the activation occurs, even
in the quasi-supersonic regime. All this implies that – except for a finite number
of inactive agents, as shown on the bottom row of Fig. 3.2(b) – for t → ∞ the
population of active agents tends to be the system size. This can be expressed
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as φ = limt→∞ nA(t)/nI(0) → 1, where nA(t) and nI(t) are the number of active
and inactive individuals, respectively, at time t. On the other hand, for v < 0, if
the latest activated agent fails to transmit the activation to its nearest neighbor
to the right, the propagation will cease. Let us compute the probability Pc(n) of
observing only n+ 1 active agents for t→∞. This requires n successive activation
transmissions, followed by a transmission failure, and thus Pc(n) = [pT ]
n pI(t →
∞) ' e−npI(t→∞)pI(t → ∞). It is evident that an activation avalanche of infinite
size cannot occur since Pc(n→∞)→ 0. In summary, for v < 0 the propagation of
the activations gets necessarily extinguished and moreover, φ→ 0 as consequence
of 〈nA(t → ∞)〉 ∼ 1/pI(t → ∞). This is somehow reminiscent of what happens
in phase transitions with an absorbing phase, in particular in dynamic percolation
models such as the susceptible-infected-recovered (SIR) epidemic model [185, 186].
Moreover, in one dimension it is possible to show that our system for v < 0 with
two state (A and I) and spatial displacement of active agents, can be mapped onto
a SIR model on a one-dimensional static lattice. Choosing K(w) = e−w such a
mapping is exact ; see Supplementary Information 3.8.3 for details. This implies
that we can interpret the observation that pI(t→∞) > 0 for a pair active-inactive
agents as an effective transition of the active agent to a third state in which the
agent is unable to transmit the activation (state R in the SIR model). All this
highlights the existence of an absorbing phase and suggests that critical behavior
should be present in two dimensions. It is important to stress that exact mapping is
not possible in two dimensions, and moreover there exist qualitative differences with
the two-dimensional SIR model, but this does not preclude observing criticality, as
we explain below.
The two dimensional extension of the model is straightforward. Active agents
still move along the x̂-axis with velocity v and transition rates from state I to A
are given by Eq. (3.2), where xi now refers to the two-dimensional position of agent
i. Initially, agents are arranged, equally spaced, on a half-plan that extends to the
right. We start with either one active agent or activating the entire left boundary
79
CHAPITRE 3. VAGUES D’INFORMATION, FLUCTUATIONS ET CRITICALITÉ, DANS




























































Figure 3.3 – Criticality. a) The order parameter φ = nA(t → ∞)/nI(0), with nA(t → ∞) and
nI(0) the final and initial number of, respectively, active and inactive individuals, as function
of the agent velocity v. b) Probability p(s) of observing a cascade of size s = nA(t → ∞) for
various velocities. Insets show two examples in lin-lin scale of p(s). c) Flow rate Q of individuals,
crossing x = 0, as function of time t for three representative velocity values. d) Average flow rate
〈Q〉 as function of the velocity v. Simulation snapshots at selected velocity values illustrate the
system dynamics. Active agents are displayed in green and inactive ones in red. Note that as v




(first column) of the system. The order parameter φ indicates that, as expected,
for v > 0 activity propagates to the entire system ; Fig. 3.3(a). For v < 0, system-
spanning avalanches of activity can occur for not too negative velocities. This is
a remarkable observation, but not totally surprising : the two-dimensional SIR
model exhibits a dynamical percolation transition above a non-trivial transition
rate [116]. By moving v to more negative values, we observe a clear drop in φ.
For very negative v values, the initial active agents fail to transmit activity and
no propagation occurs. For v∗1 < v < v∗2, the initial active agents can propagate
the activity to a reduced number of initially inactive agents, but they can also
trigger giant activity avalanches ; Fig 3.3(b). In short, there exist a remarkably
large variability of possible (asymptotic) outcomes for the same initial condition.
In particular, the distribution of avalanche sizes p(s) seems to be, for v∗1 < v < v∗2,
a power-law distributed with exponents in the interval [−3
2
,−1) ; Fig 3.3(c). But,
what is the meaning of these fluctuations in the context of a system of moving
agents ? In order to characterize the spatio-temporal dynamics of the system, we
compute the flow rate Q(t), defined as the number of agents crossing to the left
half-plane (i.e. x = 0) per time unit. For v > v∗2, Q(t) fluctuates around a well-
defined mean, while for v∗1 < v < v∗2, Q(t) displays large temporal fluctuations
before the system falls into the absorbing phase ; Fig 3.3(d). The average 〈Q〉 –
performed over time, while the system is in the active state, and realizations –
as function of v exhibits a maximum at v∗2 ; Fig 3.3(e). Thus, 〈Q〉 decreases for
v < v∗2 due to the temporal fluctuations displayed by Q(t). Given that for v = 0
and v < v∗2, the flow rate is zero, a maximum was expected at intermediate values :
at v∗2 the increase in flow due a larger |v| value is compensated by the presence of
larger density fluctuations. This becomes evident by looking at snapshots of the
system, where “empty bubbles” emerge ; see insets in Fig 3.3(e). It is the formation
of a thick, percolating (in y) empty bubble that interrupts the activity propagation
and pushes the system to the absorbing phase.
From the collected numerical data, it is unclear whether the system exhibits a
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transition from an active to an absorbing phase, with critical behavior at the critical
point, or whether it is self-organized criticality (SOC). We note that the connection
between SOC and systems with absorbing states is a very active research area in
non-equilibrium statistical physics [187]. The analogy with the two-dimensional
SIR model points in the direction of the former hypothesis. However, the finding
of heavy-tailed distributions of avalanche sizes for an interval of v values seems to
tip the scale in favor of SOC. And there is a compelling argument : in dynamical
percolation, specifically in the two-dimensional SIR model at the critical point,
we observe that as the infection propagation advances island of susceptible agents
are left behind. These islands are protected by a layer of recovered agents and
will never be infected. In contrast to this picture, in the studied two-state system,
due to the displacement of active agents, islands of inactive agents are activated
as agents pass by. Nevertheless, a detailed numerical investigation, exceeding our
current computational capacity, and/or a renormalization group approach, beyond
the scope of the current study, would be required to settle this very interesting
issue.
3.7 Conclusions
The study proves that the analyzed set of simple, generic behavioral rules –
based on imitation – lead to fundamentally different information propagation pro-
cesses by modulating the velocity at which agents move. The obtained results are
of key importance to understand how collectives distribute, process, and respond
to the environmental information that is sensed by group members. Let us assume
that individual behavior is context-depending : for instance, from an initial static
group, an individual performs a slow displacement to a new feeding area, or on
the contrary, displays a fast reaction to a threat. If the individual moves at a slow
speed |v|, information propagates to the group at speed c > |v|. Let us recall that
we establish that c is a linear function of v. If the individual reacts to a threat,
it can seek cover by getting into the inside of the collective, as suggested in Ha-
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milton’s selfish herd hypothesis [21]. However, we have shown that, if individuals
perceive and react to the motion of conspecifics – a crucial element not conside-
red in [21] – such a selfish behavior is only possible if the individuals move at a
speed comparable to the one information travels. Finally, we revealed an intimate
connection between the initiation of collective motion and critical phenomena in
systems with an absorbing phase. Furthermore, we provided evidence that suggests
that heavy-tailed distribution of avalanche sizes and critical behavior emerge for a
range of velocity, without requiring fine tuning it.
These predictions can be tested in experiments of large groups of gregarious ani-
mals using either robots or trained individuals to elicit group responses as in [162],
or by characterizing the response to predator attacks [188], considering that criti-
cality can be achieved as well by modulating individual responsiveness (α) and the
spatial positioning of the individuals (ρ).
3.8 Supplementary information
3.8.1 Technical details of the simulations of the individual-based model
Eq. (1) was integrated using an Euler scheme. At each integration step ∆t
transition rates of each particle i, Γi, were computed, and using a Monte Carlo
scheme transitions were executed. We performed simulations using three different
kernels K(·) for the definition of Γi : an exponential K(u) = exp(−|u|), where
u = (xj − xi)/d, a Gaussian K(u) = exp(−u2), and piecewise linear function of
triangular shape K(u) = −|u| + b for −|u| + b > 0, with b a constant, and 0
otherwise. The obtained results are qualitatively identical for these three kernels.
Simulations shown in the main text, correspond to the exponential kernel. Note that
the Gillespie algorithm cannot be (directly) implemented due to the displacement
of active agents that results in time varying-transition rates Γi. The integration
step ∆t was adaptive : it was modified at every integration step ensuring that i)
Γi∆t 1/10 and ii) that v∆t ∆, where ∆ is the initial inter-distance between
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inactive agents. The smallest ∆t between condition i) and ii) was chosen. Simu-
lations were run until no transition could occur in the system, either because all
possible transitions took place or because the highest transition rate in the system
was such that Γi∆t < 10−5.
For each simulation, we record the temporal evolution of the number nA(t) of
active agents, as well as the left-most [xLeft(t)] and right most [xRight(t)] active
agent. Derivatives of these quantities are used to estimate the propagation speed of
fronts. Note that in e.g. numerical experiments where the first initial active agent
is located to the left edge of the group, ṅA(t) provides an estimate of c, using
c ' ṅA/ρ0, with ρ0 the initial density of inactive agents, while from ẋRight(t) it
is obtained another independent estimate of it. Measurements of c are performed
while the system is in the “active phase", meaning during the time that transition
between I → A are still possible. Finally, for the computation of cascade size
distribution s = nA(t → ∞) and order parameter φ = s/N , with N = nA(t =
0), a large number of numerical experiments using the same initial condition and
parameters are realized.
3.8.2 Technical details on the macroscopic model
Numerical integration.– The numerical integration of Eq. (3) was performed
using a finite-difference method, where the discretization of space and time was
performed in such a way that the CFL condition was satisfied : |v|δt
δx
 1. Fur-
thermore, for the advection term we used an upwind numerical scheme, e.g. for
v > 0, [ηA(x, t)− ηA(x− δx, t)] /δx. Away from the critical point, i.e. when fluc-
tuations can be neglected, the integration of Eq. (3) provides a good qualita-
tive description of the system dynamics ; Fig. 2. Furthermore, the numerical in-
tegration of Eq. (3) indicates that the front moving at speed c takes the form
yF (x) = AF [1− tanh(x−xF (t))/`F ], while the one that moves at speed v > 0 is gi-
ven by yT (x) = AT [1+tanh(x−xT (t))/`T ], where AF , AT , `F , and `T are constant,
and xF (t) and xT (t) are linear functions whose slopes are c and v, respectively. We
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note that `F 6= `T and that the travelling and expanding density of agents, ηA(x, t),
is such that in between xF (t) < x < xT (t) is not constant, but presents a weak
slope from xT (t) to xF (t) ; Fig. 3.4(b).
Finally, the estimates of the speed fronts obtained from the integration of Eq. (3)
– performed by tracking iso-values of ηA = ρ0/2, with ρ0 the initial density of
inactive agents – indicate that the speed c of the leading edge goes as c(v) = c∗+mv,
withm ' 1
3
, are in line with measurements obtained from simulations of individual-
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Figure 3.4 – a) Example of the numerical resolution of quantity ηA(x, t) along time. The color
bar gives the density. Dashed line represent a slice that can be seen in b) The two edges of the
ηA distribution can be fitted using the two displayed functional form. It has to be noted that
they are not symmetrical as expected for real FKPP propagating fronts. c) Comparison between
results found with the IBM and the macroscopic one. Evaluating the speed of activation for
several value of v, we find a linear function with same slope but different origin value (IBM :
y = 1.3102x + 7.3636 ; PDE : y = 1.3197x + 4.3791). Graphic representations are collapsed in
order to compare the slope.
Further insight into the macroscopic model.– It is possible to perform a series of
approximations to recast Eq. (3) into a systems of equations, where it is possible to
prove the existence of propagation fronts and compute their speed. The first step
85
CHAPITRE 3. VAGUES D’INFORMATION, FLUCTUATIONS ET CRITICALITÉ, DANS
L’INITIATION D’UN MOUVEMENT COLLECTIF


























-∞K(w)dw and b =
∫∞
-∞w
2K(w)dw. Defining ρ(x, t) = ηA(x, t) +
ηI(x, t), and using the approximation given by Eq. (3.5), we recast Eq. (3) into :
∂tρ = −v∂xηA (3.6)
∂tηA = AηA (ρ− ηA) +B (ρ− ηA)∂2xηA − v∂xηA (3.7)
where A = α d a and B = αd3 b
2
. For v = 0, ρ(x, t) = ρ0, with ρ0 a constant, and
Eq. (3.7) reduces to a equation very similar, but not identical, to the standard
FKPP equation : due to the term f(ηA) = AηA(ρ0 − ηA), it is evident that there
is a linearly unstable fixed point, ηA = 0, and an stable one, ηA = ρ0, while there
is also, as in FKPP, a diffusive term, though it is multiplied by a linear function
of the field. To put in evidence that in general Eqs. (3.6) and Eqs. (3.6) exhibit a
front that moves at speed c, with c satisfying a relation with v, we performed a
further approximation. We linearize Eq. 3.7 assuming ηA = δA and ηI = ρ0 − δI ,
with δA  1 and δI  1, which yields :
∂tρA = Aρ0δA +B ρ0∂
2
xδA − v∂xδA (3.8)
At this level of approximation, we can estimate c by first Fourier transforming
Eq. (3.8) to obtain δ̂A(k, t) = a exp [(Aρ0 −Bρ0k2 − ikv)t], with a a constant, and














For a propagating front, we can identify at a given time t, a point x∗ that neither
grow nor decay exponentially, which leads to c ∝ 2
√
ABρ0 + v. Note that we
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have performed a series of approximations to arrive to this result. From the direct
numerical integration of Eq. (3), as mentioned above, c(v) ' c∗+ 43v. Nevertheless,
the argument put forward here proves that for |v|  1, Eq. (3) exhibits travelling
solution, and furthermore that c and v obey a linear relation.
3.8.3 Technical details on the relation to dynamic percolation
A well-known dynamic percolation model is the SIR epidemic model. In this
model, there are three possible states for an agent : S, I, or R ; do not confuse
symbols I and I : we use I to denote infected agent in the SIR model, while
the symbol I is reserved for inactive agents in the active model. The SIR model is
defined in static lattices. The transition S→I requires the agent in state S to have
at least a nearest neighbor in state I and is characterized by a rate σ, while the
transition I →R occurs spontaneously at a rate ρ. Thus, the possible transitions
are :
S + I σ→ 2I (3.9)
I ρ→ R (3.10)
A fundamental feature of this model is the existence of three states, the absence
of reverse transitions, and the impossibility of transition from state R : i.e. a node
that reached state R cannot experience any future transition. This means that the
system is dynamically active as long as there are agents in state I (active phase).
When there is no agent in the system in state I, the system is frozen (absorbing
phase).
To understand the relation between the SIR and the two-state moving agent
model, we focus on a system consisting of only two neighboring agents that are
initially in state S and I, respectively. We are interested in computing the proba-
bility of finding the agent initially in state S remains in the same state at time t.
We call this probability pS(t), while use pI(t) to denote the probability of finding
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the second agent is in state I at time t. These probabilities obey :
∂tpS = −σ pSpI (3.11)
∂tpI = σ pSpI − ρ pI (3.12)










There two limits worth discussing of Eq. (3.13). For ρ→∞, implying that the
agent initially in state I turns immediately into R, pS(t)=1, i.e. the agent in state
S never transition to state I. On the other hand, if the agent initially in state I




= t. And thus, in this limit, pS(t→∞) → 0 and in consequence the
transition of the agent initially in S to I is ensured. On the other hand, for a finite
values ρ > 0, in the limit t→∞, we obtain pS(t→∞) = e
−σ
ρ , which corresponds
to the probability that the transition of the agent initially in state S to I never
occurs.
This discussion is of relevance to understand the behavior of the SIR model in
a one-dimensional lattice, where agents are initially arranged as :
I−S−S−S− · · · −S−S−S− · · ·
In this one-dimensional, semi-infinite chain, agents interact with their nearest
neighbors to the left and right. Initially, there is only one agent in state I. This agent
can induce a transition S→I to its nearest neighbor to the right, which in turn can
cause the same type of transition to its right neighbor, and so on. We are interested
in computing how many agent will end up in state R at t→∞. In order to do that,
we focus on the leading edge of the propagation that consists of a pair of agents I−S.
The spreading process stops when the leading pair of agents transition toR−S : the
agent in state R constitutes a barrier that prevents any further propagation to the
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right. All this means that if we observe at t→∞, n agents in state R, then n− 1
transition S→I have occurred. The probability for a pair of agent, with an initial
configuration I−S, to infect the agent in state S at some point in time is, according
to the above discussion, [1− pS(t→∞)] = [1− e
−σ
ρ ]. And thus, the probability of
observing exactly n−1 transitions at t→∞ is Pn = [1− pS(t→∞)]n−1 pS(t→∞).
On the other hand, in the active model analyzed, we have discussed that given
two individuals, one active and the other one inactive, located at initial positions
xA(t = 0) = ∆0 and xI(t = 0) = 0, respectively, the probability of finding the




















where we have used the exponential kernel, i.e. K(z) = exp(−z). From Eq. (3.14)
it is evident that if we identify ρ = |v|/d and σ = α e−∆0/d we recover Eq. (3.13).
Similarly, the probability that the initially inactive agent remains inactive for





= e−σ/ρ. And finally, the probability
of observing an activation of n agent in the active model, for v < 0, is Pc(n) =
[1− pI(t→∞)]n−1 pI(t→∞) (restricting interactions to two topological neighbors),
and thus the probability Pc(n) is identical to Pn using the above given definition for
ρ and σ. This implies that in the one-dimensional version of both, the active model
for v < 0 and SIR model, the propagation (of either activation or infection) is al-
ways finite and the size of the propagation exponentially distributed. In summary,
the one-dimensional active model for v < 0 – defined with only two states – can
be mapped into the one-dimensional SIR model, involving three states. It is worth
stressing that if we consider only two states, and assume that the only transition
possible is S→I (which corresponds to the limit ρ→ 0), then the propagation is
always infinite, and there is no phase transition.
The existence of three states in the SIR model plays a fundamental role in
the dynamics of the system. Three states are necessary for the system to exhibit
excitable behavior – defining an excitable medium with infinite refractory period –
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and to belong to the dynamic percolation class. Importantly, the SIR model in two
dimensions exhibits a non-trivial critical point (i.e. a finite σc > 0) above which it
is possible to observe, in the thermodynamic limit, infinite propagation, implying
that it is possible to observe a non-vanishing ratio limN→∞ nR(t→∞)N , with N the
total number of agents in the system and nR(t → ∞) the number of agents in
state R at time t→∞ At σ = σc, the probability of observing a given value of
nR(t→∞) is p(nR) ∝ nR−χ, with χ a constant, for nR  1 [116, 178]. Note that
while for σ > σc (and significantly away from σc) the infection propagates with a
well-defined front, at σ = σc there is no evident front and islands of susceptible
agents, surrounded by agents in state R – with a large distribution of sizes – are
formed ; see Fig. 3.5.
It is important to stress that in two-dimension it is not possible to establish
a direct correspondence between standard SIR model and the two-state active
model we analyze here. While it is still possible to justify the effective existence
of three states focusing on pairs of agents, there is an important difference : long-
lived islands of inactive agents surrounded by a wall of effective “R" agents cannot
emerge. Though islands of inactive agents can briefly formed, these can be reached
and activated by active agents at a later time. And summary, it is not possible to
map the two-state active model into the SIR model in two dimensions, and thus
there is no a priori reason to expect the same macroscopic behavior, particularly
in the vicinity of the critical point.
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Figure 3.5 – Examples of snapshots taken from SIR simulations under 3 well-chosen conditions,
(b) at σ = 0.3 (absorbing phase), (a) σ = 0.7 (active phase), and (c, d, e) σ = 0.5 (critical point).
3.8.4 Videos
Visualization of simulations
Video 3.1 – Visualization of a simulation when v < 0.
Video 3.2 – Visualization of a simulation when v > 0.
Video 3.3 – Visualization of a simulation when v < 0 in a case of splitting. Given an
infinite system, we have proved that a splitting is sure to occur.
Video 3.4 – Visualization of a simulation when v >> 0. We made here a video of the
so-called shockwave effect. The active individual overtake several inactive ind. before converting one.
Video 3.5 – Dynamic of the density for active ind. (upper part) and inactive ind. (lower
part) when the speed of movement is 0. A Fischer-like propagation is observed with a front growing on
the right part as inactive ind. are converted to active ones.
Video 3.6 – Dynamic of the density for active ind. (upper part) and inactive ind. (lower
part) when the speed of movement is low but not equal to 0. A propagation different from before is
observed with a front growing on the right part as inactive ind. are converted to active ones but now also
moving with speed v with its left edge.
Video 3.7 – Dynamic of the density for active ind. (upper part) and inactive ind. (lower
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part) when the speed of movement is much greater than 1. A propagation different from before is observed
with a front growing on the right part as inactive ind. are converted to active ones but now also moving
with speed v with its left edge.
3.9 Pour aller plus loin
Cet article reprend l’ensemble des résultats obtenus à la suite de la construction
d’un modèle individu-centré avec transitions d’états comportementaux probabi-
listes.
La question de la dépendance de la vitesse de propagation de l’information en
fonction de la vitesse de déplacement n’est que peu abordée dans la littérature.
Quand elle l’est [161], c’est souvent dans un contexte de groupe déjà en déplace-
ment. Comme nous l’avons dit précédemment dans l’introduction générale et le
Chapitre 2, il est difficile de bien définir ce qu’est l’information et où elle se trouve
à un instant donné. Dans ces études, les calculs sont alors faits par des mesures de
corrélation. Cependant, pour des groupes en déplacement, je pense qu’il est néces-
saire de considérer la vitesse relative des individus pour comprendre clairement la
dépendance. À des niveaux de coordination tels que peuvent l’être les étourneaux,
il m’apparaît difficile qu’un individu ait une vitesse relative bien différente de ses
voisins. Ainsi même si dans l’absolu les individus peuvent adopter une large gamme
de vitesses, la vitesse relative elle, peut potentiellement rester constante rendant
difficile une conclusion appropriée. Il convient donc pour des études de terrains de
prendre en compte de tels éléments dans la mise en place des protocoles de me-
sure, et ainsi trancher quand à la dépendance ou non de la vitesse d’information
en fonction de la vitesse des individus et ce, pour des systèmes vivants réels.
Dans le régime des vitesses positives (individu pénétrant le groupe), la vitesse
d’information suit une tendance affine dont le coefficient directeur est supérieur
à 1 que ce soit au sein des simulations IBM ou de la résolution numérique de
l’équation au dérivées partielles. L’ordonnée à l’origine est quant à elle non-nulle.
Cela signifie donc que pour toute vitesse de déplacement dans ce régime, la vitesse
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de propagation de l’information sera supérieure à la vitesse de déplacement des
individus. Cela fait échos à la théorie de l’effet Trafalgar [189], postulant que la
vitesse de propagation de l’information est supérieure à la vitesse de déplacement de
la source de cette information. Ici, on ne considère pas la vitesse d’un prédateur qui
est souvent la source première d’une information entrainant la fuite. Par ailleurs,
cette vitesse variera selon l’espèce de prédateur considéré. Cependant, cela permet
d’envisager qu’il existe une vitesse telle que cet effet est bien vérifié, et qu’il émerge
spontanément de notre modèle.
L’étude s’appuie également sur un système d’équation aux dérivées partielles.
Celui-ci permet, outre le fait de consolider le résultat du paragraphe précédent,
d’effectuer un parallèle avec les équations de réaction-diffusion de type Fisher-
Kolmogorov-Petrovsky-Piskounov (FKPP) [184], dans le cas où la vitesse est nulle.
Cette équation est très bien étudiée et il serait intéressant d’investiguer nombre
d’aspects donnés par cette théorie pour l’appliquer à notre système. Cependant la
nécessité d’avoir une vitesse nulle nous est apparue marginale dans l’investigation
des résultats. Notamment puisque ce cas précis nous oblige à repenser les compor-
tements tels qu’interprétés pour nos individus. Une vitesse nulle veut en effet dire
qu’on ne peut plus parler d’état de mouvement et d’état statique. Les deux états
comportementaux étant désormais statiques, on peut réfléchir à d’autres types de
comportements entrainant la propagation d’une information. Il est notamment ob-
servé chez plusieurs espèces d’oiseaux et de mamifères [190] des comportements
de vigilance et plus particulièrement la transmission – on pourrait aussi parler de
contamination – de cet état de vigilance. Ce dernier peut tout à fait se traduire
par la levée de la tête pour observer les alentours alors que le sujet est statique. Ce
comportement serait facilement discernable pour des expérimentateurs et pourrait
ainsi faire l’objet d’une étude afin d’expérimenter un modèle de type FKPP.
Une des configurations présentées dans cet article nous permet d’étudier le cas
où un individu effectuerait un départ vers l’intérieur du groupe. Ce cas pourrait
notamment être observé en cas d’attaque d’un prédateur. Un individu en périphérie
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chercherait alors à se protéger en pénétrant à l’intérieur du groupe, pour profiter
ainsi d’un effet de dilution, mais aussi d’un effet d’écrantage de ses congénères. Ce
comportement bien observé a notamment permis à Hamilton de produire la théo-
rie du troupeau égoïste (selfish herd), discutée précédemment dans l’introduction
générale de cette thèse. Ainsi, il serait bénéfique à un individu qui repérerait le
danger, de chercher la protection de ses congénères. Cependant, nous démontrons
dans cette étude que ce mécanisme n’est possible que dans une certaine gamme
de vitesse, au-delà d’un certain seuil. En effet, pour des vitesses faibles, la mise en
mouvement de l’individu en bordure du groupe déclenche une vague de départ qui
entraîne l’ensemble avant que cet individu n’ait le temps d’y pénétrer réellement.
Ainsi, nous aurions en quelque sorte une vitesse d’Hamilton nécessaire pour que
la théorie du troupeau égoïste puisse se mettre en place. Notons que la mise en
mouvement dépend évidemment de la densité du groupe. Dans le cas où des ef-
fets de blocage stérique empêchent l’ensemble de fuir correctement, un individu en
périphérie rattrapera aisément ses congénères, même si ceux-ci sont conscients du
danger. Ainsi Hamilton décrit des cas dans des troupeaux de moutons, où ceux-ci,
pressés par le danger, n’hésitent pas à sauter par dessus leurs congénères afin de
gagner en couverture.
La prise en considération d’un système à 2 particules, nous a permis de considé-
rer une approche analytique plus probabiliste. Nous avons été dès lors capables de
calculer précisément la probabilité que le système conserve sa configuration initiale
en terme d’états – le système est composé d’une particule en mouvement et d’une
particule à l’arrêt – au cours du temps. De ce formalisme, découlent des résultats
asymptotiques nous permettant de conclure deux choses. Dans un premier temps,
lorsque la vitesse est nulle, on constate que la probabilité asymptotique est nulle.
Cela traduit l’idée que la particule active finira de toute façon par contaminer sa
voisine. En revanche, lorsque la vitesse est non nulle, la probabilité que la particule
active ne contamine pas sa voisine existe. Ainsi, par le jeu des fluctuations, un
système de ce type peut toujours, en une dimension, être amené à se scinder.
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Si l’on souhaite poursuivre l’investigation analytique probabiliste, deux choix
s’offrent alors. On peut tout d’abord tenter de calculer exactement la probabilité
d’obtenir un système à N particules. Cependant, pour cela, il est non seulement né-
cessaire de considérer toutes les combinaisons d’activations possibles, mais surtout
de connaître, de par la forme fonctionnelle d’interaction, toutes les combinaisons
de temps possibles de chaque nouvelle activation. Cela est évidemment impossible
puisqu’en temps continu, il en existe une infinité. La deuxième possibilité qui est
donc celle que nous avons cherchée à implémenter, est de considérer une chaîne de
N -1 sous-systèmes à 2 particules. Cette approximation suppose donc qu’un indi-
vidu ne voit que ses voisins de gauche et de droite et que la propagation ne pourra
sauter de maillons.
Le dernier résultat accessible analytiquement en une dimension est l’analogie
qu’il est possible de faire avec un autre modèle, appartenant à la classe d’univer-
salité de la percolation dynamique (dynamic percolation) : le modèle épidémio-
logique Susceptible-Infecté-Resistant (SIR). Ce modèle considère pourtant trois
états, tous étant dépourvus de mouvement. Si l’état Susceptible est pour sa part
transparent avec notre état d’inactivité, ce n’est pas le cas pour les états Infecté et
Résistant qui vont quant à eux se fondre en un seul état actif dans notre modèle.
C’est grâce au mouvement et au choix de la forme fonctionnelle décroissante avec la
distance que nous avons pu réaliser cela. En effet, lorsque nos particules actives sont
proches de particules inactives, ces dernières sont susceptibles d’effectuer une tran-
sition. Cependant, au fur et à mesure qu’une particule active commence à s’éloigner
du groupe, sa capacité à activer les inactives va décroître. Dans le premier cas, on
peut considérer que notre particule active proche se comporte comme si elle était
dans un état I. Dans le second cas, elle sera considérée comme étant dans un état
R lorsqu’elle ne sera pratiquement plus perçue par aucune autre particule inactive.
Les propriétés de transitions de phases et l’apparition d’un point critique en deux
dimensions sont bien connues dans les systèmes appartenant à la classe d’universa-
lité de la percolation dynamique. Nous avons cherché à savoir s’il en allait de même
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pour notre système. Nous avons adapté notre modèle de sorte qu’il fonctionne en
deux dimensions grâce à deux changements notables. Nous avons tout d’abord su-
perposé N systèmes à 1 dimension. Dans un deuxième temps, nous avons considéré
pour une transition, toutes les particules présentes dans le voisinage qu’elles soient
sur la même ligne ou sur une parallèle. Ainsi les particules se voient désormais
affectées deux coordonnées x et y, le déplacement se faisant toujours selon l’axe
x uniquement. Finalement, on définit la condition initiale en activant toutes les
premières particules en tête de ligne.
Les mesures faites sur ce système ont permis effectivement de mettre en lumière
un phénomène de transition de phase, lorsque le module de vitesse était négatif.
Cependant, les ressources computationnelles dont nous disposions, n’ont pas permis
de trancher sur le type de criticalité dont il s’agissait. Certains éléments tels que
le calcul des exposants critiques, nous laissent à penser que le système se trouve
effectivement dans la classe d’universalité de la percolation dynamique. Cependant,
nous avons expliqué précédemment que les états dans un modèle tels que le SIR,
ne sont pas explicitement transposables. Or les exposants dynamiques sont souvent
calculés en utilisant l’état R [116]. Il a donc été nécessaire de produire nous-mêmes
un modèle de simulation SIR, afin de mesurer l’exposant critique d’un tel système
pour la variable que nous souhaitions (à savoir les inactifs dans notre modèle et
donc les susceptibles pour le SIR). Par ailleurs, nous avons chercher à savoir où se
trouvait notre point critique. Pour cela, nous avons mesuré la taille des cascades,
c’est-à-dire le nombre d’individus activés à la fin d’une répétition. Nous avons alors
voulu savoir si leurs tailles décrivaient une loi de puissance, indicatrice du point
critique. Cependant, nous avons trouvé à l’issue de cette recherche, non pas un
seul point mais une gamme de valeurs présentant une telle tendance. Si une telle
propriété n’est pas présente dans le modèle SIR, il est cependant l’indicateur d’un
potentiel phénomène de criticalité auto-organisé (self-organized criticality). Il est à
noter qu’un débat existe concernant l’appartenance des phénomènes de criticalité
auto-organisé à la classe d’universalité de la percolation dynamique [187] et si
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nos capacités de calcul et de temps ne nous ont pas permis d’investiguer plus en
profondeur ce sujet, il est possible que ce résultat puisse apporter un cas d’étude
approprié au débat.
Si le type exact de criticalité reste flou, nous n’avons cependant aucun doute sur
le fait que les fluctuations jouent un grand rôle dans ce système. Les visuels en 2D
présents dans cet article, nous montrent la richesse des observations qu’elles peuvent
produire. Cela affecte en particulier le transport du groupe dans son ensemble. De
par la géométrie et l’unidirectionnalité de notre système, il est aisé de concevoir
une mesure de débit. Celui-ci se définit comme le nombre d’individus traversant
une ligne verticale multiplié par la vitesse de déplacement qui est un paramètre
du système. Lorsque la vitesse est nulle, le débit l’est lui aussi. Cependant, si la
vitesse est trop élevée, le transfert d’information sera tel que les fluctuations seront
prépondérantes. A partir d’une certaine valeur, il est même impossible de trouver
une quelconque propagation de sorte que le nombre d’individus activés et donc
le débit, soit nuls, et ce en dépit du fait que la vitesse continue d’augmenter en
module. Le débit entre ces deux valeurs extrêmes de vitesse passe par un maximum,
cette valeur faisant le compromis entre vitesse et transfert d’information.
Nous avons choisi de modéliser ici un départ collectif. Cependant, nous pouvons
très simplement montrer que le modèle est complètement transposable dans le cas
d’un arrêt collectif. En effet, nous pouvons opérer un changement de référentiel et
nous placer cette fois dans un référentiel en déplacement à vitesse v. Les individus
qui étaient en déplacement apparaissent donc à l’arrêt, tandis que les individus à
l’arrêt apparaissent cette fois en déplacement à vitesse -v. Tout individu qui opère
un départ collectif au sens du premier référentiel, réalise dans le nouveau un arrêt
collectif. Nous récupérons de la sorte toute la phénoménologie et l’ensemble des
résultats quantitatifs proposés pour un départ collectif.
Dans sa globalité, le modèle que nous avons proposé se compose de règles re-
lativement simples. Pourtant, il dépeint un grand nombre de phénoménologies et
semble traduire la richesse des comportements émergeants observés dans la réa-
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lité. Il est à noter qu’un tel modèle ne propose ici, par soucis de simplicité, que
deux états comportementaux. Il a été montré cependant que pour des groupes de
moutons réels [115], il est nécessaire d’implémenter au moins trois états compor-
tementaux pour rendre compte du déplacement. De même, un groupe d’individus
n’est pas amené à résoudre uniquement des opérations de déplacements. Il est
alors tout à fait possible de concevoir un modèle plus complet, à plusieurs niveaux,
composés d’états comportementaux interagissant les uns avec les autres.
Il est enfin vrai qu’un tel modèle, bien qu’il s’inspire de travaux biologiques, n’a
pas été comparé à des situations expérimentales réelles. De manière générale, toute
étude présentant une situation de départ collectif pourrait être analysée, cette fois
en terme de transfert d’information et non plus en terme de prise de décision. Nos
résultats sont plus facilement comparables pour des espèces terrestres mais aussi
des espèces aquatiques dans des environnements peu profonds de sorte qu’on puisse
négliger la troisième dimension. Enfin une possibilité très proche de notre modèle
pourrait être d’imaginer une expérience de départ collectif chez les moutons tel que




PRODUIRE DE LA COHÉSION SANS FORCES DANS UN
MODÈLE INDIVIDU-CENTRÉ
4.1 Avant-propos
Dans le chapitre précédent, nous avons mis en place une alternative à la modé-
lisation classique proposée dans la littérature et qui met en jeu des forces sociales.
Si nous avons plusieurs fois dans ce manuscrit abordé les limites de ce type de
modélisation, un des principaux aspects qui fait la force de tels modèles, est sa
capacité à produire facilement de la cohésion. Une force d’attraction bilatérale ten-
dra toujours à rapprocher les individus comme s’ils étaient liés par un ressort. Les
voisinages proposés dans ces travaux viennent contrebalancer cet aspect prépondé-
rant d’agrégation et peuvent alors rendre compte de scission comme il est observé
dans certains cas expérimentaux (cf Chapitre 2).
En l’absence de forces sociales, il est donc crucial de savoir si notre modélisation
est capable de produire de la cohésion, quels mécanismes peuvent être utilisés et
sous quelles conditions. Le chapitre qui suit se propose justement d’aborder cette
question.
Au chapitre précédent, notre modèle rendait compte uniquement du départ col-
lectif d’un groupe d’individus. Nous avions alors abordé la question de la cohésion
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et de la scission dans ce cadre et exhibé des propriétés de criticalité intéressantes.
Cependant, il nous a semblé plus intéressant de considérer un modèle plus complet
de déplacements collectifs intermittents partant des mécanismes proposés. Ainsi,
dans le chapitre qui suit, nous ne considérons plus seulement le départ collectif,
mais aussi l’arrêt collectif. Au niveau des transitions, cela signifie que les individus
qui accèdent à l’état de mouvement, se voient désormais proposer, de la même
manière que pour le départ, une transition vers l’état d’arrêt.
La forme fonctionnelle utilisée dans le chapitre précédent était une exponentielle.
Nous avons cependant démontré que toute forme fonctionnelle dont l’intégrale est
finie, convenait et produisait l’ensemble de la phénoménologie décrite. Dans ce
chapitre, nous souhaitions investiguer les mécanismes les plus simples parvenant
à produire de la cohésion pour un modèle d’états internes probabilistes. Ainsi,
plusieurs formes fonctionnelles sont utilisées, dont certaines ne satisfont pas la
propriété d’intégrabilité énoncée ci-avant, l’objectif étant d’obtenir la cohésion sans
ajouter de contraintes liées à d’autres propriétés.
Finalement, nous avons investigué la propriété dite de synchronicité. Comme
dit précédemment dans le chapitre introductif, cette propriété est jugée nécessaire
à la mise en place de la cohésion dans un groupe [35] lorsque des activités viennent
à mettre en péril son intégrité. Cette proposition raisonnable peut être comprise
dans le cas simple où un individu effectue un départ, et où tous les autres restent
statiques. Si l’individu parti ne se ravise pas, le groupe se scinde alors. Nous sou-
haitons dans ce chapitre, comprendre dans quelle mesure la synchronicité affecte
la cohésion sur une échelle plus quantitative. Nous nous sommes aussi demandé si
la synchronicité était suffisante pour induire la cohésion. Dans ce dernier cas, nous
avons produit un modèle un peu différent du cas classique, simulant une synchro-
nicité quasi-parfaite et examiné si elle menait à la cohésion.
En résumé, ce chapitre décrit les mécanismes les plus simples permettant d’ac-
céder à la cohésion dans le cas d’un déplacement collectif sans forces sociales. Ce
déplacement collectif est basé sur le modèle individu-centré présentant des transi-
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tions d’états internes probabilistes ici, à la fois pour les départs mais aussi pour les
arrêts. Finalement, on investigue au travers du modèle, le rôle de la synchronicité
vis à vis de la cohésion.
4.2 Abstract
Living in groups has for a long time been accepted as a beneficial feature in many
species of animals. For that purpose, these animals have developped a number of
mechanisms ensuring cohesion among group members. In the literature, many mo-
dels have described these mechanisms in terms of attraction and alignement ruled
by forces which are explicitly provoking cohesion. In a previous work, we proposed
a different kind of modelling to represent groups of individuals, based on probabi-
listic transition rates between a number of internal states. In the following article,
we investigate how we can define quantitatively cohesion and which ingredients
are required in order to achieve such property without explicit attraction forces.
Furthermore, this work unveils that synchrony is not a required feature to elicit
cohesion.
4.3 Introduction
Across thousand of years of evolution, numerous species made the choice to
live in groups [4, 5, 6, 7]. Even if individuals may incur several drawbacks such
as competition [13] to exploit resources (food, water, shelter), increased risk of
disease propagation [14], it is admitted that the benefits they derive from group
living exceed those costs [15]. Among many, detection and exploitation of resources,
predator avoidance, and social buffering are benefits commonly cited [12, 172, 21,
29, 30, 32].
If the ultimate levels of group living have received considerable attention, group
living itself encompasses a large array of modalities in social organization [191, 192,
193, 194] and across species [7, 193]. The question of defining a group is not less
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complex. Formally, a group can be defined as “a number of animals that remains
together in or separate from a larger unit and interacts mostly with each others”
[195]. According to Boinski [196], a cohesive group is “an aggregation of individuals
that in most circumstances remain in visual or vocal contact with most other group
members and travel together as a concerted unit.” Groups are composed in most
cases of individuals belonging to the same species, but mixed-species groups also
occur [197]. Whether composed of individuals belonging to one or to several species,
groups are considered to differ from ephemeral aggregation and from congregation
of individuals attracted by a common environmental resource or area.
Gregarious animals would compose social groups when driven by social inter-
attraction and/or tolerance [198, 199, 192]. Attraction would rely on the capacity
of individuals to be sensitive to cues or signals emitted by conspecifics and to
move toward them using the cues or gradient to navigate [200, 201]. In species that
live in closed societies, whether societies are anonymous in rodents or insects, or
individualized as in mammals species (wolves, lions) [202], individuals may remain
in the same society or group lifelong and thus the composition of the group remains
stable. On the other hand, groups may vary in size and composition, depending on
the species and/or environmental condition [203, 172, 204]. In open societies such
as fish shoals, insect swarms and bird flocks, adult individuals may be tolerant to
conspecifics and may be free to leave or join individuals or groups allowing such
variation in group size and composition. Whatever the degree of stability of groups,
group living requires a non-random distribution of individuals in space and time.
Indeed group membership may be submitted to two opposite trends, one centripetal
and one centrifugal within the groups or to fusion and fission between groups.
Focardi & Pecchioli [205] argued that animals are subject to attractive and repulsive
forces (pioneered by Okubo [206]), or undergo social and individualistic states
as generalized by Gueron and Levin [207], and applied to ungulates [208]. Social
group existence requires mechanisms of cohesion, i.e. behavioural rules allowing
individuals to remain close in space or at least able to communicate. Empirically,
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group membership is commonly assessed by the distance between individuals within
the groups, which may vary according to the season, density of population or group
size [209, 210].
Most of the time in theoretical modelling of collective displacements, studies take
into account only one type of individuals [37, 99, 46], and do not consider variation
of the population in a general sense (e.g. individuals leaving group). A group can
be therefore defined with a thresholded closeness ; above a certain interdistance, an
individual is no more considered as part of the group. Furthermore, cohesiveness is
often used as an order parameter such as the mean interdistance to the barycentre
of the group [46, 211]. In this type of paradigm, cohesiveness is an absolute value
that can be associated with density. However in a more descriptive sense, group
cohesion can be defined as “the continuous association of a number of adult animals,
often with their offspring, over a period of time” [202]. Temporality is therefore
an important aspect of cohesion and taking into consideration temporal variation
of cohesion may be an important component to understand sociality [212, 199].
Modelling of the cohesiveness in terms of an absolute order parameter, gives no
information whether the group will keep its integrity over time, i.e. the dynamics
of association, which is an important parameter as stated in the definition of group
cohesion. This is again not of much concern as such studies design interactions in
order to be ruled by social forces among which an attraction force can be found
[97, 108, 109, 110]. Subsequently, an explicit attraction will always result in the
group integrity.
Those models succeeded to reproduce experimental data on one side, but also
to predict a priori non observed behaviours [111] on the other side. Apart from
modelling individuals already in movement, those models fail to reproduce inter-
mittent behaviours without addition of state based elements. In a previous study
[213], we started to evaluate the relevance of a probabilistic state based models.
In the following paper we will address the question of achieving cohesion in the
absence of any force term and therefore without explicit attraction.
103
CHAPITRE 4. PRODUIRE DE LA COHÉSION SANS FORCES DANS UN MODÈLE
INDIVIDU-CENTRÉ
Furthermore, many animals species and thus groups alternate motionless and
moving phases. The transition between these phases is critical for group cohesion
as it supposedly requires behavioural synchrony implied in these two states [35].
Duranton & Gaunet reviewed and defined in [214] behavioural synchrony along
three main aspects. The temporal aspect is the capacity to act at the same time
even if actions are different. The behavioural aspect also called allelomimicry (or
allelomimetism), is an extension of the first aspect where individuals exhibit the
same behaviour as a conspecific in the same time frame. And finally the spatial
aspect also called local synchrony, is the fact to be at the same place at the same
time.
In order to synthetize, we will use the following terminology :
— Cohesiveness is defined as a degree of cohesion. Therefore, it will be associated
with any kind of measurement quantitatively describing how close individuals
are from each other.
— Cohesion is the crucial defining property of a group to keep its integrity over
time. It can only be expressed by a yes or no answer to the question : “Is it a
group ?”.
— Synchronization are all mechanisms that are set to achieve synchrony.
— Meanwhile, synchrony is the group property to perform the same behaviour




4.4.1 Individual based model
We model a system of N active particles that move in a one dimensional space.
The dynamic of the particles is intermittent. Each particle can either move with
constant speed (active state) or be motionless (inactive state). This intermittency
is computed using an internal variable qi(t), that can adopt two different values :
qi(t) = 0 if the particle is inactive at time t, and qi(t) = 1 if the particle is active.
The motion of the particles is considered to be only in the positive direction (no
change of direction allowed). This is motivated by phenomenologies observed in
[171]. The equation of motion of the particles is :
ẋi(t) =

0 if qi(t) = 0,
v0 +
√
2D ξ(t) if qi(t) = 1,
(4.1)
where v0 is a constant speed and D a constant diffusion coefficient ruling the
noise term. In this model, each particle might interact with the neighbors that
are in front of them. The number of interacting neighbors Nint is a parameter
of the system. For simplicity, we study the case Nint = 1, which means that the
particles are influenced only by the immediate neighbor in front. This is motivated
by observations made in small groups of gregarious animals that form files [171].
Afterwards, we make numerical simulations to explore the case Nint > 1.
In our model, the change of the internal variable qi(t) is computed by transition
rates. The transition rate of a particle i from state 0 to state 1 is called RiM , and
the rate to do the inverse transition (from 1 to 0) is called RiS. These rates are,
in general, functions of the distance with the neighbor dij = |xj − xi| and the
neighbor’s internal state qj. The cohesiveness of the group of individuals can be
quantified using the distance between the most distant pair of individuals, which
will be called the span of the group :
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∆(t) = x+ − x−, (4.2)
where x+/− is the position of the individual to the right/left end of the group.
Notice that ∆(t) never adopts negative values and that the composition of this pair
may vary across time.
In the following, we perform a bottom-up analysis of the functional form of
the transition rates RM and RS. We identify the minimal requirements to have
cohesive groups, we highlight the degree of synchrony of the group and also the
transport properties. We explore the cases where cohesion and synchrony can be
disentangled. We start our analysis with a system of N = 2 particles. In this
particular case, we can derive the corresponding Fokker-Planck equation for the
probability distribution P (∆, t) of observing the group with a span ∆ at time t.
We implement individual based model (IBM) simulations and compute the dynamic
of ∆(t) as well. By making an ensemble average, we can numerically compute the
distribution P (∆, t) and compare it with the solution of the derived Fokker-Planck
equation.
4.4.2 Fokker-Planck equation for a system of N = 2 particles
For a system of N = 2 particles, we can derive the corresponding Fokker-Planck
equation for P (∆, t). Things get simpler because ∆(t) is directly the distance bet-
ween the particles. Given that the particles can be in two different states, then we
have only four possible configurations, depicted in Fig.4.1. The transition rates of
the particle in the back, labeled as x1 in Fig. 4.1, are :
R1M = µ(∆, s2) R
1
S = ρ(∆, s2). (4.3)
These transition rates depend, in general, on the distance with the particle in front
and the value of its internal state. The transition rates of the particle in the front,
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Figure 4.1 – Scheme of transitions from active to inactive and reverse. Four possible configura-
tions in a system of N = 2 particles. The red particles are stationary (ie. qi = 0), whereas the
green particles are moving with constant speed v0.
labeled as x2 in Fig. 4.1, are :
R2M = ωM R
2
S = ωS. (4.4)
These transition rates correspond to spontaneous transitions as individuals are only
influenced by neighbours ahead. We can then write the system of equations for the
probability of finding a given configuration I with a given span ∆ at time t, that
we call PI(∆, t). The system of equations is :
∂tP(∆, t) = −v0M̂1∂∆P(∆, t) +DM̂2∂2∆2P(∆, t) + M̂3P(∆, t), (4.5)
where the matrices in (4.5) are M̂1 =
Å
1 0 0 0
0 −1 0 0
0 0 0 0




1 0 0 0
0 1 0 0
0 0 0 0





−µ(∆, 1)− ωS 0 ωM ρ(∆, 1)
0 −ρ(∆, 0)− ωM µ(∆, 0) ωS
ωS ρ(∆, 0) −µ(∆, 0)− ωM 0
µ(∆, 1) ωM 0 −ρ(∆, 1)− ωS
 .
(4.6)
The solution to the partial differential equation in (4.5) gives us the complete
spatio-temporal dynamic of the probability distribution P(∆, t).
Although it is very complicated to find an analytical solution for P(∆, t), we can
always implement a numerical integration of (4.5) to get the numerical solution.
For this, we need to use particular boundary conditions for the correct solution of
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(4.5). In the limit ∆ → 0 we can see that the only configuration in Fig. 4.1 that
is concerned is config. B, where particle labeled as 1 is in motion and particle 2 is
not. If we keep the labels as they are (label 1 ↔ particle in the back, label 2 ↔
particle in the front), then we can see that we change from config. B to config. A
when ∆→ 0. This is expressed as a border condition as follows :
∂∆PA(0, t) = −∂∆PB(0, t). (4.7)
Something similar happens as well with the second derivatives :
∂∆2PA(0, t) = ∂∆2PB(0, t). (4.8)
In the upper limit of ∆ (i.e : ∆ → ∞), the conditions should be rather absor-
bing. The only configuration that contributes to the limit ∆ → ∞ is config. A.
Nonetheless, the condition should be valid for all components of P(∆, t) :
∂∆PI(L, t) = 0 ∀I ∈ {A,B,C,D}, (4.9)
where L is the observation window in ∆. We can compare the result with indi-
vidual based simulations, where we obtain P(∆, t) by averaging over many realiza-
tions. We compare qualitatively and quantitatively both results for different kernels
(functional forms of µ(∆, s2) and ρ(∆, s2)) by plotting the variance of ∆ :





∆2 P (∆, t) d∆ and 〈∆〉 =
∞∫
−∞
∆ P (∆, t) d∆ (4.11)
All the different cases that we study here are detailed in Table 4.1.
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Case 1 Case 2 Case 3 Case 4
µ(∆, s2) ωM ω̃M = KM + ωM e
∆/dM + ωM δs2,1 e
∆/dM + ωM
ρ(∆, s2) ωS ω̃S = KS + ωS e
∆/dS + ωS δs2,0 e
∆/dS + ωS
Table 4.1 – All studied kernels. Case 1 : the probability for the rear particle are the two exact same
spontaneous rate as the front particle. Case 2 : two rates constituted of the same spontaneous rate
ωM (resp. ωS) and a constant KM (resp. KS) which are tuned asymmetrical in order to achieve
cohesion. Case 3 : satisfies same properties as case 2 with rates which are exponentially dependant
with distance instead of constants. Case 4 : the rear particle benefits of case 3 properties only
when front particle is in a different internal state (otherwise solely spontaneous rates are left as
in case 1).
4.5 Results
4.5.1 Cohesion and cohesiveness
Consider two particles performing random walk, and assume these two cannot
be in interaction – they don’t have any kind of affinity to stay close – therefore,
over time, those two particles will slowly drift apart. We believe this is as close as
we can get towards a null hypothesis.
Consider then, particles that do have an affinity to stay together. One could
choose any mechanisms that causes attraction, such as an explicit attraction force.
In the extreme case, say an infinite attraction force, variance would therefore de-
crease from ∆0 to 0 and keep that value at infinity. In fact what truly matters is
that the derivative of the variance stays null. In a sense the two particles are not
able to drift apart above a certain threshold value of interdistance and therefore
could be labelled as cohesive. We present an illustration of cohesive and decohesive
cases in Fig. 4.2, as well as a kymograph of one simulation exhibiting such quali-
tative behaviour. Note that if one is looking only at kymographs, it is not possible
to assess if there is a difference in cohesiveness. Particles seem a bit more loose
in their interaction but could potentially have a greater threshold of cohesiveness.
Therefore, it is mandatory to show variance profile in order to give a true response
in terms of cohesion.
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Figure 4.2 – Illustration of two configurations, the first one is having specifically designed inter-
actions to achieve cohesion (a and c) whereas the other corresponds to two independent particles
achieving random stop and go movement (b and d). (a) and (b) shows variance in function of
time for 500 simulations. In (a), variance reach a plateau corresponding to the thresholding cohe-
siveness. In (b), variance follows a linear increase. (c) and (d) show kymographs 1 illustrating the
dynamic of a simulation, while colors are showing states in which particles are. In the decohesive
case, we clearly see that the two particles have a looser cohesiveness than in (c) however we
cannot conclude that we see decohesion just from that as it could also feature a greater threshold
of cohesiveness.
Note that this resulting behavior of the variance can be recovered quantitatively
and therefore qualitatively with the Fokker-Plank equation in cases compatible with
its formalism as shown in Fig. 4.3.
Going onward with our mathematical definitions of cohesion and cohesiveness,
we tested cases 1 to 4 (see Table 4.1) in order to see which would trigger cohesion.
A constant symmetrical rate of interaction
In this configuration, rates from eq. 4.3 are constants of same magnitude and do
not depend on the state of the other individual. Under such circumstances, variance
profile is linearly growing and showing a decohesive configuration (Fig. 4.1).
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Figure 4.3 – Comparison between individual based model simulations and the numerical integra-
tion of equation (4.5). Left : Case 1 described in Table 4.1 using parameters ωM = 0.2, ωS = 0.1,
and a speed of v = 1 m/sec. Right : Case 2 in Table 4.1 using parameters ωM = 0.1, ωS = 0.1,
ω̃M = 0.7, ω̃S = 0.1, and a speed of v = 1 m/sec.
A constant asymmetrical rate of interaction (case 2)
In this configuration, rates from eq. 4.3 are constants (KM and KS) of different
magnitude and do not depend on the state of the other individual. We therefore
proceeded to increase the ratio Kr = KMKS . Under such circumstances, at lower Kr,
variance profile is linearly growing showing a decohesive configuration as expected
from case 1 where Kr = 1. However, as we increased this ratio, the linear tendency
was fluctuating until it fell under second regime where variance reached a plateau
(see SI). We conducted an extreme value statistics evaluation on cohesive configu-
ration of Kr in order to know if such cohesive behaviour was merely an artifact
based on the observation time and we found that this was not the case. Therefore
we can say that a configuration with asymmetrical rate of interaction can produce
a cohesive behaviour under the condition of having a large Kr, typically above 20.
A linear decreasing function of distance symmetrical and asymmetrical rate of inter-
action (cases 3 and 4)
In this configuration, rates from 4.3 are two decreasing exponential with dis-
tance whose rate parameter (dM and dS) ratio (Dr = dMdS ) are evaluated with two
different magnitude 1 and 20 corresponding to the values tested in the previous
configuration. The rates do not depend on the state of the other individual. Such
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simulations exhibited similar results compared to previous configuration, Dr = 1
corresponding to a decohesive case whereas Dr = 20 would bring the cohesive
feature back.
Dependency on the state of others
This dependency whether it is motivated by biology and by former work on
imitation processes in groups of sheep [169, 49] would not change the cohesion in
previous cases.
4.5.2 Synchrony
As said in introduction, behavioural synchrony is achieved when individuals
perform actions in the same spatio-temporal frame as the other group members.
Only two actions are available in our simulations, either an individual move or it
does not. Therefore, we can define the synchrony Z as the fraction of individuals
being in the same state. Note that because there is only two states we can easily
extract the fraction remaining in the other state. If this definition is quite useful
to see the dynamic of synchrony across time for large groups, when using this
definition with small groups, fluctuations yield reading of graphs very difficult. We
therefore expand on that definition of synchrony by considering the time spent by
a system of N particles altogether in the same state q. If there are two particles,






This definition cannot give us information on the dynamic but rather yield, for a
given configuration, a score of synchrony proving useful in order to compare several
configurations.
Under the null hypothesis of two individuals that are independent, one can easily
calculate Z because it is directly related to the probability of having a set where
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all individuals have the same state. For N = 2, there are only 4 sets as previously
mentioned among which two are “synchronized”. This gives a probability of 2/4




We give in the following table the synchrony measured for several configurations
and variations of configurations based on what has been tested in previous section
on cohesion.
Config. N=2 N=10
Rand. walk 0.50 0.002
Case 2 0.74 0.51
Case 3 0.50 0.05
Case 4 0.49 0.18
Table 4.2 – Summary of synchrony scores for several configurations and several conditions
First, we find in the case of random walk what was previously expected analy-
tically.
There is also an effect of group size, as we see that the more numerous a group
is, the less it is synchronous. In a probabilistic model, it seems reasonable that the
more coins you have to flip the less probable it is to find all coins on the same side.
Furthermore, we see that the dependency to the state of other individuals when
one is making a transition is enhancing the synchrony in groups of 10, whereas it
doesn’t make much difference for groups of 2. This is also consistent because this
feature, made to reproduce social imitation, is meant to provoke synchrony.
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Figure 4.4 – Mean cohesiveness plateau value plotted against synchrony score. In cyan, case
1 for several increasing values of Kr. In dark blue, typical values for cases 2, 3 and 4 given in
Table 4.2. A circle shows values with exponential kernels enhancing the fact that kernels have
an influence independent from synchrony. Overall, the greater the synchrony is, the lesser is the
maximum span value of cohesiveness.
Overall, the synchrony seems to be present in all cases displaying cohesion. Ho-
wever, we see that depending on the configuration used, synchrony is quantitatively
different. For example, for N = 10, if the case 3 has a score ten times higher than
in the random case, it is ten times lower than the case 2. In order to answer the
question : “ Do we need synchrony to achieve cohesion ? ”, we need more elements.
In this regard, we built a model following several rules. All individuals are set as
inactive and placed periodically along the axis as done before. Each step of time,
we have a probability of 0.5 to trigger a transition to the opposite state. The tran-
sition is applied on a random individual among the group. At the next step of time,
all the other individuals will forcibly adopt the opposite state. We therefore mea-
sure synchrony and cohesiveness at the end of the simulation. Unsurprisingly, the
synchrony score given is 0.97, traducing an almost perfectly synchronized system.
However, the cohesiveness criterion state that such system is decohesive.
Furthermore, we attempted to plot the synchrony score in function of the mean
cohesiveness plateau given in cohesive cases for N = 2. Results are presented in




The last aspect that we investigated is transport. In our case we would define it
as the capacity for a group to move when achieving at the same time cohesion. In
order to assess this variable, we propose to look at the barycentre of the group and
more precisely its mean speed V . As the individual have a constant speed when
moving, the perfect transport configuration would be a group where all individuals
are moving. Therefore, as each individual perform a uniform movement, the speed of
barycentre would be equal to the speed of displacement of each individual (V = v).
We compare in the following table the speed of barycentre v for several cases.
Note that the value have to be compared to the speed of displacement which is
usually v = 1.
Config. N=2 N=10
Rand. walk 0.50 0.50
Case 2 0.86 0.94
Case 3 0.70 0.74
Case 4 0.61 0.75
Table 4.3 – Summary of barycentre speed for several configurations and several conditions
The previous table yields several results. The first one is that there are some
functional forms more efficient than others. Here constants give better results being
closer to 1 than exponentials. The number of individuals in the group have also a
significant influence, as N = 10 have always a better score than N = 2.
The q-dependency is harder to understand here. However, we can see in the table
that it decreases the speed for groups of 2 individuals whereas it increases slightly
the speed for groups of 10. Therefore, a more complex phenomenology might be at
play, powered by both the number and the q-dependency.
4.6 Discussion
In this study, we built a one-dimensional individual based model of intermittent
collective displacement. For two particles, we manage to produce its Fokker-Plank
equations and build a numerical integration of such system.
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The goal was to understand better what cohesion and cohesiveness are when
dealing with models not implementing explicitly a force of attraction. Cohesiveness
can be found as an order parameter in several studies [211] giving a quantitative
idea of how packed individuals are. However, those studies always assume that their
modelized system achieve cohesion without defining it properly. Cohesion here has
been defined as a crucial group property to conserve its closeness along time in
absence of any external disturbing event. Therefore we wanted to know what basic
properties had to be set in order to achieve it. Our model is well suited to do
so, as it is based on probabilistic transitions between internal states and does not
implement an explicit force of attraction.
In this study, we found that a simple system composed of two constant tran-
sitions is sufficient as long as its rates are asymmetrical, and more precisely as
its rate of departure has greater order of magnitude than its rate of stop. In this
scenario any rear individual would only have to know that it has an individual in
front without any necessary knowledge of its behavioural state nor its distance.
However, it would need to have a far greater propension to make departures in its
direction than it would have to make stops.
Furthermore, we investigated the synchrony of those groups and unveiled that it
is not sufficient to have synchrony in order to achieve cohesion. This result may seem
contradictory as it has been stated many times in studies on collective displacement
that individuals have to synchronize activity in order to keep cohesion. We believe
that this is a question of definition. Synchrony, in the strictest sense, is the ability
to behave in the exact same way at the exact same time. However, being able to
perceive and process instantaneously a switch in behaviour from a conspecific is
impossible. Therefore, each departure made by an individual would slowly bring the
group to drift apart as it has been shown by the model of almost perfect synchrony.
In fact, what is really needed is a compensation of such behaviour. We believe that
is is indeed the case, an animal initiating a departure would compensate either by
waiting to see if it is followed and if not, come back to reintegrate the group. An
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other possibility is for other group members to compensate by accelerating their
displacement, doing so, not adopting the exact behaviour of the initiator. In the
end, synchrony is not a good term when dealing with such phenomenon.
Synchrony, if it does not bring cohesion in a general sense, seems however to
be correlated with cohesiveness. As stated before, the more synchronous, the more
tight the group is. We previously explained that synchrony is not sufficient without
behaviours compensating for the lag in reaction time. However, it can reduce its
duration, helping the group to remain compact.
Regarding transport, the functional form seems to play a role as it varies greatly
between cases 2 and 3. We showed also that the number of individuals have a signi-
ficant enhancing effect. This may be the consequence of some kind of behavioural
inertia, as a group have more members. We saw indeed that individuals were most
of the time not synchronized, therefore it is more probable that at least one indivi-
dual will be active. As a consequence the barycentre will move accordingly on one
hand, but the mere fact that one individual is moving is also a sufficient motive
for others to imitate and therefore could trigger an activation cascade.
Finally, the q-dependency, ingredient that has been introduced to enhance imi-
tation and therefore synchrony, is playing its role as required. In terms of transport
however, results are more ambiguous and may unveil a more complex phenomenon.
In conclusion, we believe that such work will provide better insight on mecha-
nisms ensuring group cohesion. We have given in this study, tools to define and
quantify cohesion as well as cohesiveness. Therefore, we hope it will bring further
discoveries in modelling of collective displacement as well as in field experiments.
Moreover, we believe to have resolved a conceptual misunderstanding on the widely
spread idea that synchrony brings cohesion. Finally, we believe that these results
give novel credit to the probabilistic IBM model as a possible alternative model to
explore collective behaviours.
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4.7 Supplementary information
4.7.1 Estimation of cohesion over range of Kr
The ratio Kr and Dr have been thoroughly investigated across a large range
of parameters. As we can see in Fig. 4.5, we go from a linear regime of variance






































































































































































































































































Figure 4.5 – (a) Case 2 : Variance in function of time over a range of Kr from 5 to 50, each
subplot has been taken from 500 repetitions on 2 particles over T=1000. (b) Case 4 : Variance
in function of time over a range of Dr from 2.5 to 50, each subplot has been taken from 500
repetitions on 2 particles over T=1000.
4.7.2 Extreme values
We conducted more precise simulations using different length of time to compute
a rough extreme value statistics. Basicly we checked if the maximum over several
span of time was growing in linear cases and keeping constant in plateau cases







Figure 4.6 – Variance in function of time over a range of Dr from 12.5 to 20, each subplot has
been taken from 500 repetitions on 2 particles over T=1000, T=5000 and T=10000. Maximal
values for each span are represented by a blue dot with abscissa being the associated span.
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4.8 Pour aller plus loin
Dans ce chapitre, nous avons pu démontrer quels étaient les mécanismes indis-
pensables à la mise en place de la cohésion, en l’absence de forces d’attractions
explicites. Ces mécanismes résident principalement dans la nécessité d’une asymé-
trie à deux niveaux. La première asymétrie concerne l’interaction des individus avec
leur entourage en fonction de la position. L’individu en tête sera en effet considéré
comme un leader effectif 2. Il n’interagit avec personne et peut uniquement opérer
des transitions d’états spontanées. Les individus qui se trouvent derrière le premier
individu sont tous des suiveurs effectifs. Leurs transitions que ce soit de l’arrêt au
déplacement ou du déplacement à l’arrêt, sont motivés par la présence d’un indi-
vidu devant, avec ou sans prise en considération du comportement de ce dernier.
Il est à noter que parce que le choix de modélisation n’autorise que l’interaction
avec l’individu immédiatement devant, chaque individu est le leader effectif d’un
autre, à l’exception du dernier individu de la file. De plus, un individu pourra tout
à fait dépasser l’individu de tête et devenir à son tour le leader effectif de la co-
lonne. Cette phénoménologie est concordante avec une étude menée par Gomez et
al. [171] qui montre la rotation du rôle de leader.
Cette première asymétrie n’est cependant pas suffisant pour produire de la co-
hésion. La deuxième asymétrie se trouve dans le ratio entre le taux de départ
et le taux d’arrêt de tout individu qui est suiveur effectif. Ce taux doit être tel
qu’il favorise les départs par rapport aux arrêts. Dans un tel contexte, l’individu
suiveur va avoir souvent tendance à se mettre en mouvement et réduire ainsi la
distance avec son vis-à-vis. On pourrait alors penser que cet individu, poursuivant
dans sa lancée, dépasserait l’individu devant lui et par sa propension à faire plus
de départs, s’éloignerait. Or, c’est là qu’intervient le premier mécanisme, puisqu’à
partir du moment où l’individu passe en première position, ses taux de transitions
reprennent une valeur faible correspondant au taux spontané uniquement. C’est
alors au tour de l’individu qui vient de passer suiveur, de produire plus de départs
2. L’occupation du rôle de leader est ici transitoire et non spécifique à un individu en particulier, chaque
individu peut ainsi l’occuper. Il en va de même pour le rôle de suiveur.
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que d’arrêts. Par ces deux asymétries, nous sommes donc en mesure de produire
de la cohésion sans aucune force sociale d’attraction explicite.
Il est à noter que le rôle d’une asymétrie dans la cohésion d’un modèle sans
force a déjà été mis en lumière dans une autre étude basée sur des groupes de
moutons [215]. Dans cette étude, l’asymétrie provient également d’une perception
unidirectionnelle de la même manière que dans notre étude à laquelle a été ajouté
la règle complète d’allélomimétisme développée dans [169]. Il est tenu ainsi compte
d’un effet inhibiteur des autres individus toujours dans l’état d’origine (non-partis
dans le cas d’un départ, toujours en mouvement dans le cas d’un arrêt) sur les
transitions, absent dans notre étude.
Dans l’article qui constitue le Chapitre 4 de cette thèse, nous avons investigué le
rôle de la synchronicité sur la cohésion. La mesure du coefficient de synchronicité
se faisant sur les états, elle traduit l’aspect comportemental (et donc temporel) de
la définition de synchronicité comme donnée par Duranton & Gaunet [214], par
exemple.
Comme plusieurs fois mentionnée, l’hypothèse selon laquelle il est obligatoire
d’avoir de la synchronicité pour produire de la cohésion est à nuancer. En effet, au
sens strict, la synchronicité n’est pas possible dans un système vivant dans le cas
d’un allélomimétisme social 3. Il existera ainsi toujours un décalage plus ou moins
important entre l’individu initiateur et ses congénères. Il est à noter que la teneur de
ce décalage pour 2 sujets dépend du taux de transition. La motivation, l’attention
ou la perception module donc la latence de la transition d’état pour le sujet qui
imite (suiveur). Et finalement, nous avons montré que ce décalage aussi minime
soit-il, inhibe complètement la cohésion du groupe pour un modèle de transitions
probabilistes. D’autre part, par nos mesures de synchronicité, nous avons établi que
des individus pouvaient tout à fait produire de la cohésion avec une synchronisation
faible. Ainsi au sens strict, les individus d’un groupe ne peuvent être considérés
comme synchronisés.
3. Si une synchronisation par un facteur externe est théoriquement envisageable, les capacités cognitives indi-
viduelles rendent difficilement possible une réaction immédiatement et parfaitement synchronisée
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On peut pousser la démonstration et examiner un système tout à fait asyn-
chrone. Deux individus ne pourraient alors jamais adopter le même état en même
temps. Plus précisément, dés qu’un individu change d’état, l’autre fait de même, et
adopte l’état opposé. Il est à noter que dans ce cas, il y a synchronicité temporelle
parfaite des transitions mais pas des comportements. On peut alors implémenter
un petit modèle numérique qui montre qu’un tel système amène à de la cohésion.
Si elle était possible, la synchronicité temporelle serait suffisante pour produire de
la cohésion. La synchronicité comportementale elle, n’est pas nécessaire.
Il est possible de parler de synchronicité dans un sens faible. Je la définirai alors
comme le partage d’un état comportemental pendant une période de temps donnée,
sous réserve d’une interaction et donc, d’une synchronicité spatiale locale au sens de
Duranton & Gaunet. La mesure que nous avons choisi d’adopter dans ce Chapitre
pour la synchronicité, traduit parfaitement cette définition. Il est en ce sens difficile
de dire que dans les cas de cohésion, nos systèmes sont ou ne sont pas synchronisés.
Dans notre étude, nous prenons comme modèle nul, la marche aléatoire. On peut
alors uniquement conclure sur l’aspect synchrone en comparant les valeurs obtenues
par rapport à ce cas standard. Il est utile de mentionner que l’on peut trouver une
paramétrisation ou des mécanismes qui diminuent la synchronicité par rapport à
la valeur du cas aléatoire. La taille des groupes par exemple, tend à diminuer la




5.1 En résumé, le Chapitre 2
L’objectif principal de cette thèse nous a amené à concevoir un modèle alternatif
pour décrire les déplacements collectifs animaux.
La construction d’un tel modèle nous a tout d’abord plongé dans l’examen des
voisinages et des hypothèses classiques qui sont proposés dans la littérature. Dans le
Chapitre 2 de cette thèse, on repense le concept de voisinage en indiquant un choix,
c’est-à-dire un processus cognitif, qui s’opère avant tout déplacement de l’individu.
Ce choix est traduit par la probabilité de sélectionner un individu comme voisin avec
lequel interagir : W (A,B). Pour mieux comprendre ce qu’elles impliquaient, nous
avons proposé de comparer les hypothèses à des données prises lors d’une expérience
réalisée sur des moutons Mérinos. Cette expérience présente la particularité de
proposer un protocole de départ collectif contrôlé, grâce à l’entraînement d’un
individu précis. Nous avons ainsi pu extraire de ces expérimentations, la position
et le rang du premier suiveur. Cela a pu confirmer des résultats présents dans la
littérature comme l’inadéquation du modèle de perception globale pour des tailles
de 32 individus. Nous avons également pu valider l’hypothèse d’une sensibilité
décroissante avec la distance qui nous paraissait biologiquement plus pertinent que
son absence. J’ai également introduit dans ce chapitre un point de détail conceptuel
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vis-à-vis de la succession des processus impliquée dans un cas de départ collectif. Ce
que j’ai alors baptisé l’hypothèse du « qui puis comment », propose de considérer
d’abord le choix du voisinage et de l’interaction puis, d’envisager la réponse à
adopter. Il est ainsi conceptuellement plus facile de rendre compte d’une absence de
consensus. Cette hypothèse s’intègre de plus très bien dans un modèle de transitions
d’états probabilistes.
5.2 En résumé, le Chapitre 3
Le Chapitre 3 contient la majeure partie de la mise en place du modèle de tran-
sitions d’états probabilistes. Ce modèle cherche à rendre compte, tout comme dans
le Chapitre 2, d’une situation de départ collectif en une puis deux dimensions. Le
modèle est principalement caractérisé par la rétroaction de l’information sur sa
propre propagation et donc du contrôle de la vitesse de déplacement. Cela per-
met, en conjonction avec la probabilité de choisir un voisin avec lequel interagir,
introduit dans le Chapitre 2, de rendre compte d’une grande diversité phénomé-
nologique qui résulte prioritairement d’une volonté de l’individu. Cette émergence
phénoménologique rend d’ailleurs le modèle très versatile pour décrire des processus
biologiques divers. Le choix d’une vitesse de déplacement par un individu va modi-
fier la propagation de l’information et par conséquent, peut amener le système dans
une configuration critique. Cela permet ainsi de changer de comportement lorsque
les conditions environnementales l’exigent, et ainsi répondre en adéquation avec
ces dernières. En outre, nous avons quantifié en profondeur le comportement des
variables et des paramètres d’ordre du modèle tout en les confrontant à un système
d’équation déterministe permettant d’asseoir la robustesse de nos résultats.
Le choix de produire deux modèles : l’un individu-centré et l’autre résultant en
un système d’équations déterministes, et constitue une prise de partie importante
du travail de cette thèse. Nous aurions pu classiquement nous attarder sur l’un ou
l’autre plus en profondeur.
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5.3 Une prise de parti dans la modélisation
En effet, dans le Chapitre 3, nous abordons la modélisation de l’initiation d’un
départ collectif et pour en décrire les propriétés nous avons eu recourt à deux types
de modélisation. D’une part, nous avons initié l’étude par la construction d’un mo-
dèle individu-centré qui permet d’indiquer des règles de comportement à chaque
agent. D’autre part, nous avons construit un modèle d’équations aux dérivées par-
tielles qui analyse le comportement à une échelle macroscopique. On ne voit ainsi
plus l’action individuelle mais la résultante locale d’une combinaison d’un certain
nombre d’effets. La deuxième approche permet lorsque c’est possible, de dévelop-
per un système d’équations et d’obtenir des résultats analytiques, c’est-à-dire qui,
mathématiquement, sont robustes et découlent de méthodes développées et bien
connues depuis des centaines d’années. Dans notre étude, cela a notamment permis
de démontrer la linéarité de la dépendance entre vitesse de propagation et vitesse
de déplacement mais aussi de produire un pont conceptuel avec le domaine des
équations de type FKPP, très bien étudié pour les systèmes de réactions diffusions.
Nous aurions pu alors, si nous l’avions souhaité, poursuivre l’étude intégralement
sous cet aspect mathématique souvent jugé plus robuste et s’appuyant sur une large
littérature des équations de réaction-diffusion. Nous avons pourtant choisi de mettre
l’accent sur le modèle individu-centré et ce pour plusieurs raisons.
Tout d’abord, le pont conceptuel avec les équations de type FKPP n’est valable
que pour une petite gamme de valeurs aux alentours du point v = 0. Ce point
découle de la continuité mathématique entre les valeurs de vitesse positive et néga-
tive, traduisant l’orientation du déplacement. Biologiquement, la validité de cette
continuité est difficile à motiver mais peut être utilisée dans un contexte annexe :
celui prenant en compte deux états comportementaux statiques. Cependant, nous
aurions pu aborder l’étude en ajoutant un terme convectif comme cela peut-être
fait dans les études sur les équations FKPP avec couplage hydrodynamique [216].
Dans ces études, on considère classiquement une situation de réaction-diffusion
entre deux espèces chimiques. Il est donc tout naturel de se demander ce qu’il se
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passe lorsque la réaction-diffusion se produit au sein d’un fluide en mouvement,
situation courante en chimie. Pour prendre en considération cet aspect, on doit
donc rajouter à chacune des équations régissant la dynamique des deux espèces un
terme convectif traduisant l’action du fluide dans lequel évolue l’espèce chimique.
Or c’est précisément l’application du terme convectif à une seule des deux espèces
qui fondent l’originalité de notre modèle. Cette différence de considération entre
les deux types d’agents nous place donc dans une situation très éloignée de ce qui
peut être considéré pour du FKPP hydrodynamique.
D’autre part, l’approche EDP et son point de vue macroscopique est une ap-
proche qui élude la question de l’impact des fluctuations. Or, ce sont ces mêmes
fluctuations qui produisent des phénoménologies très intéressantes dans le modèle
IBM. Notre étude de la criticalité démontre bien cette importance. Il existe dans
la littérature des travaux qui incorporent un terme de bruit dans l’équation FKPP
[217], cependant, l’efficacité d’un tel traitement mathématique est pour le moment
toujours sujet à débat.
C’est pour ces deux principales raisons que nous avons choisi de concentrer nos
efforts sur l’approche individu-centré tout en nous servant du modèle EDP en tant
qu’outil annexe à l’étude.
5.4 Originalité des modèles
Dans la littérature, il existe quelques références dont les tenants et les aboutis-
sants semblent très similaires à notre modèle probabiliste d’états comportementaux
développé dans le Chapitre 3. Je choisis ici de les discuter en détail afin d’expliciter
les points de divergence de notre modèle par rapport à ceux-ci et donc l’originalité
de notre travail.
5.4.1 Modèle piéton de Bain et al.
Dans le modèle piéton de Bain et al. [218], les auteurs se proposent de modéliser
la foule de coureurs d’un marathon avant le départ de la course lorsque le staff les
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emmène à la ligne de départ. Le déplacement est unidirectionnel puisque le départ
se fait généralement dans une grande avenue droite. Les piétons vont se déplacer
par vague, lorsque cela leur est possible et on voit alors la propagation d’une infor-
mation, ici un état de mouvement. J’utilise à dessein tout le vocabulaire que l’on
a utilisé jusque là et on pourrait penser que les processus qui régissent ce système
sont les mêmes. Or plusieurs points différencient ce système du nôtre. Les piétons
ont, dans ce cadre, très précisément un cadre, c’est-à-dire qu’ils évoluent dans un
environnement dense d’une part, mais aussi dont les limites sont fixés par l’or-
ganisation de l’événement. Ainsi de grosses contraintes émergent de l’obstruction,
il n’est ici pas question de dépassement d’aucune sorte. On pourrait alors penser
qu’un modèle de trafic serait plus approprié, proposition que les auteurs écartent
explicitement : “The density and velocity waves we observed are the result of the
linear response of the crowd and therefore intrinsically different from the non linear
stop-and-go waves that have been extensively studied in pedestrian and car-traffic
models”
Une autre phénoménologie observée chez les piétons est l’absence de réponse
transverse. Si l’on simplifiait le groupe par une succession de colonnes (un peu à
la manière de notre 2D simplifié), les individus ne répondraient pas à un déplace-
ment des voisins latéraux ni pour un mouvement latéral ni longitudinal. Cela est
très différent de ce qu’on a mis en place dans le 2D simplifié puisque l’on permet
explicitement aux individus de propager l’information entre les colonnes.
Enfin un effet d’atténuation de la propagation de la vague est observé, élément
qui n’est pas retrouvé dans notre modèle. Cependant nous n’avons pas investigué
cet aspect dû principalement aux variations de la vitesse. Il est donc possible que
ce phénomène existe pour des groupes d’animaux d’une part, mais également que
dans la phase de production d’un mouvement collectif complet nous soyons amenés
à rendre compte d’un tel phénomène.
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5.4.2 Expériences et modèle poisson d’Herbert-Read et al.
Dans l’étude proposé par Herbert-Read et al. [219], les auteurs traitent la pro-
pagation d’une vague d’information au sein d’un groupe de poissons. Plus préci-
sément, ils provoquent un virage à 180◦ de la part du groupe en produisant une
perturbation en aval. Au cours d’une répétition de l’experience, la succession des
virages individuels se traduit par le retournement complet de l’ensemble.
Le modèle proposé est un modèle inspiré du modèle classique de Vicsek [99]
dans lequel chaque individu adopte la direction moyenne de la majorité dans un
certain rayon d’interaction. Ici le modèle propose de tenir compte non seulement de
l’orientation mais aussi du module de la vitesse. Finalement, on « informe » les 10%
des individus les plus en avant du groupe de la perturbation. Ce modèle est capable
de reproduire la situation expérimentale dans des régimes de densité intermédiaires
mais pas dans des régimes très denses. Dans ce dernier cas en effet, l’information
est diluée/écrasée par le comportement des non informés majoritaires.
Le mécanisme proposé et observé dans les expériences pour la vague d’infor-
mation est basé justement sur la densité. C’est par une augmentation locale de la
densité, qui place les informés en surnombre, que l’on aboutit à une propagation
d’information. L’utilisation de la philosophie des modèles de Vicsek et métrique
est propice à ce genre de modélisation puisque la fonction utilisée permet de créer
cette surcharge temporaire. Il suffit pour cela de proposer une interaction de l’ordre
de la longueur interindividuelle, la compression soudaine produite par le demi-tour
des congénères de tête va ensuite en pratique provoquer le surnombre. Pourtant,
l’utilisation du modèle Vicsek [99] et notamment de la perception métrique pose de
nombreux problèmes comme nous l’avons vu en introduction et dans le Chapitre
2. Un type de modélisation de perception décroissant avec la distance aurait pro-
bablement réussi à rendre compte du même phénomène. Les auteurs ont d’autre
part souhaité mettre l’accent sur la facilité de perception de la vitesse et parti-
culièrement sur l’intégration de cette mesure. Cela me semble quelque peu hâtif,
puisque s’il est raisonnable de penser qu’il est simple de capter un déplacement, il
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est probablement plus difficile d’en évaluer le module de vitesse notamment. Dans
notre modèle, la dichotomie certes simpliste, mais plus accessible, entre mouvement
et non mouvement me semble plus réaliste. D’autant que nous ne perdons pas la
force de la proposition qui est faite puisqu’il est raisonnable de penser que le mou-
vement est facile d’accès et simple à prendre en compte cognitivement. Finalement
cela permet de résoudre le problème des hautes densités, les individus auront une
probabilité de répondre ou non à l’individu qui fait un demi-tour peu importe la
densité. Cependant, la modélisation complète d’un processus de décision consen-
suelle avec inhibition serait nécessaire pour réellement évaluer la véracité de ma
proposition ci-avant.
Les mesures de vitesses faites sur les poissons indiquent que la vague de pro-
pagation se déplace à une vitesse comparable à celle des individus (0.29 m.s−1).
Ce résultat se différencie de ceux mesurés en pleine mer par Radakov et al. (11-15
m.s−1) [220] et Gerlotto et al. [221] (7.5 m.s−1 et jusqu’à 14 m.s−1 en pic) là où
les individus ne se déplaçaient qu’à 0.48 m.s−1 dans un contexte de prédation. Le
mécanisme des vagues de demi-tour leur apparaît donc comme différent des vagues
d’agitation observées dans ces études. Le seul cas où nous serions en mesure de pro-
duire une observation comparable serait lorsque nous nous plaçons dans les hauts
régimes de vitesse. Les auteurs observent par ailleurs que le front se situe juste
devant l’individu informé ayant le plus pénétré le groupe après son demi-tour. Cela
suggère donc que nous pourrions être très proche du régime que j’ai proposé.
5.5 En résumé, le Chapitre 4
Fort de la base constituée par les outils développés dans le Chapitre 3, nous
avons alors choisi de nous pencher sur la question de la cohésion. Cette question
est peu souvent abordée dans les modèles existants dans la littérature. Ces derniers
font souvent le choix de représenter les interactions par des forces sociales. L’ajout
d’une force explicite d’attraction ne permet alors plus d’envisager véritablement la
question. Notre modèle lui, n’incorpore pas de règle se rapportant explicitement
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à la cohésion, le rendant intéressant pour l’aborder plus en profondeur. Dans le
Chapitre 4, nous avons démontré que notre modèle était capable de produire une
telle cohésion. Nous avons alors commencé à proposer ce qui apparaît être comme
les mécanismes indispensables pour l’émergence de cette propriété fondamentale
d’un groupe. Par la même occasion, nous avons pu quantifier et statuer sur le rôle
de la synchronicité dans la cohésion du groupe.
5.6 Perspectives
Le modèle proposé dans ce manuscrit est loin d’être aussi abouti que l’hypo-
thèse des forces sociales à laquelle nous cherchions une alternative. En premier lieu,
il est nécessaire de noter que cette théorie des états internes probabilistes n’est
pas forcément en totale opposition avec celle des forces sociales. A de nombreuses
reprises en effet, nous avons expliqué que les modèles de forces sociales avaient
des faiblesses pour rendre compte de certaines phénoménologies ou pour discerner
certains concepts. La théorie des états internes probabilistes a su compléter ces
manques. Le modèle n’est cependant pas assez complet pour rendre compte inté-
gralement d’un mouvement collectif en deux dimensions au minimum. Il me semble
en particulier que l’utilisation de forces pour intégrer le mouvement réel d’un indi-
vidu sera indispensable. Cependant, il ne s’agira plus forcément de forces sociales,
mais d’un déplacement issu d’une volonté interne, poussé par le choix du voisinage
et de l’interaction en amont. Cela pourrait mathématiquement se formuler par le






où l’individu est obligatoirement soumis à l’influence des voisins présents dans son
voisinage et donc à la somme des forces sociales Fij produites par chaque voisin j,
à une description du type :
−̇→xi = −→vi (qi) (5.2)
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où qi représente l’état interne de l’individu i et traduit ainsi une prise de décision,
une volonté du déplacement provenant de l’individu même. En imaginant un sys-
tème à 5 individus, dans le premier cas de figure, l’individu serait forcer de réagir
à ses 4 voisins, tandis que dans le deuxième il pourrait très bien réagir à un puis
deux voisins, au même titre qu’il pourrait réagir aux 4 en même temps. C’est dans
cette discontinuité que réside la difficulté de l’implémentation de forces sociales.
La validation expérimentale de ce modèle va constituer une perspective très in-
téressante. La construction du modèle et son analyse ayant représentées une grande
part du travail de thèse, nous n’avons pas eu le temps de nous intéresser à la mise
en place de protocoles pour envisager une comparaison. J’ai proposé à plusieurs
reprises dans les différents chapitres, des pistes de réflexion pour la constitution
de tels protocoles. Il sera donc intéressant de poursuivre ces pistes et d’envisager
la mise en place d’expérimentations sur le terrain. Nous bénéficions en particulier
du savoir-faire expérimental sur le modèle des moutons Mérinos, dont nous avons
proposé un exemple dans le Chapitre 2. La capacité à entraîner un individu pour
contrôler un départ constitue pour moi un point qui fait la force de ce savoir-faire.
5.7 Le mot de la fin
Pour clôturer ce manuscrit, j’aimerai exprimer ici la grande satisfaction que j’ai
eu à prendre part à ce projet. Une telle entreprise scientifique a été très stimulante,
et ce, à plusieurs niveaux.
Au niveau de la pluridisciplinarité, d’abord, ce projet m’a permis de mettre en re-
lation, des savoir-faires, des façons de penser, des communautés au sens larges, très
différentes. Si je me considère comme physicien de formation, la maîtrise de notions
à la fois en biologie, en mathématiques et évidemment en physique m’a apporté
une richesse intellectuelle incomparable. Le changement de casquettes, lorsqu’il est
nécessaire de parler à ces diverses communautés, est un exercice des plus difficiles,
mais extrêmement formateur.
Le second aspect qui m’a particulièrement fait aimer ces trois années de thèse
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est la modélisation numérique. Si la renaissance a mené pour les européens, à
l’exploration de contrées lointaines et inconnues, la modélisation est à notre époque,
un espace infini en possibilités de découvertes. Il est alors extrêmement satisfaisant
d’explorer, en essayant, en imaginant. La modélisation numérique a cela de très
particulier qu’elle demande de la créativité. Évidement, la jungle des possibilités
est dense et profonde, et il faut toujours s’assurer de savoir où l’on va et pourquoi
l’on est là scientifiquement. Il n’en est pas moins que la liberté que cela procure est
bien présente.
Finalement, mais d’une manière similaire, la thèse est un exercice d’auto-formation
qui laisse l’entière responsabilité au thésard de la voie qu’il souhaite emprunter et
par la même occasion des compétences qu’il souhaite acquérir. Évidement, on ne
cesse jamais d’apprendre, cependant, cette période de ma vie restera riche de toutes
ces compétences acquises mais enfin et surtout, de la confiance en mes capacités à
surmonter tous ces obstacles.
C’est donc avec une grande fierté que j’écris ce mot, comme pour matérialiser
la fin de ces trois années d’expérience réellement enrichissantes.
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