In fuzzy set theory, it is well known that a triangular fuzzy number can be uniquely determined through its position and entropies. In the present communication, we extend this concept on triangular intuitionistic fuzzy number for its one-to-one correspondence with its position and entropies. Using the concept of fuzzy entropy the estimators of the intuitionistic fuzzy regression coefficients have been estimated in the unrestricted regression model. An intuitionistic fuzzy weighted linear regression (IFWLR) model with some restrictions in the form of prior information has been considered. Further, the estimators of regression coefficients have been obtained with the help of fuzzy entropy for the restricted/unrestricted IFWLR model by assigning some weights in the distance function.
Introduction
In statistical analysis, regression is used to explore the relationship between input variables x 1 , x 2 , . . . , x (also known as independent variables or explanatory variables) and the output variable y (also called dependent variable or response variable) from sets of observations. In linear regression, the method of least-squares is applied to find the regression coefficients , = 0, 1, . . . , , which describe the contribution of the corresponding independent variable x in explaining the dependent variable y. The aim of regression analysis is to estimate the parameters on the basis of available/observed empirical data. Traditional studies on regression assume the observations to have crisp values. In the crisp linear regression model, the parameters (regression coefficients are crisp) appear in a linear form; that is, y = 0 + 1 x 1 + 2 x 2 + ⋅ ⋅ ⋅ + x + random error. (1) Once the coefficients 0 , 1 , 2 , . . . , are determined from the observed samples, the responses are estimated from any given sets of x 1 , x 2 , . . . , x values. Fuzzy set theory, developed by Zadeh [1] , has capability to describe the uncertain situations, containing ambiguity and vagueness. It may be recalled that a fuzzy set defined on a universe of discourse is characterized by a membership function ( ) which takes values in the interval [0, 1] (i.e., : → [0, 1]). The value ( ) represents the grade of membership of ∈ in . This grade corresponds to the degree to which that element or individual is similar or compatible with the concept represented by the fuzzy set. Thus, the elements may belong in the fuzzy set to a greater or lesser degree as indicated by a larger or smaller membership grade.
Tanaka et al. [2, 3] initiated the research in the area of linear regression analysis in a fuzzy environment, where a fuzzy linear system is used as a regression model. They consider a regression model in which the relations of the variables are subject to fuzziness, that is, the model with crisp input and fuzzy parameters. In general, fuzzy regression can be classified into two categories:
(i) when the relations of the variables are subject to fuzziness,
(ii) when the variables themselves are fuzzy.
There exist several conceptual and methodological approaches to fuzzy regression with respect to the characterization mentioned above. Tanaka and Watada [4] , Tanaka et al. [5] , and Tanaka and Ishibuchi [6] considered more general [7] . Chang and Lee [8] and Redden and Woodall [7] pointed out some weaknesses of the approaches proposed by Tanaka et al. A fuzzy linear regression model based on Tanaka's approach by considering the fuzzy linear programming problem has also been introduced by Peters [9] . In fuzzy set theory, the entropy is a measure of degree of fuzziness which expresses the amount of average ambiguity/difficulty in making a decision whether an element belongs to a set or not. The following are the four properties introduced in de Luca and Termini [10] , which are widely accepted as a criterion for defining any new fuzzy entropy measure (⋅) of the fuzzy set : (iii) P3 (resolution): ( ) ≥ ( * ), where * is sharpened version of ; (iv) P4 (symmetry): ( ) = ( ), where is the complement of ; that is, ( ) = 1 − ( ).
Dubosis and Prade [11, 12] interpreted the measure of fuzziness ( ) as quantity of information which is being lost in going from a crisp number to a fuzzy number. It may be noted that the entropy of an element with a given membership functioñ( ) is increasing if ( ) is in [0, 0.5] and decreasing if ( ) is in [0. 5, 1] . We accept the definition of fuzzy number given by Tanaka and Watada [4] , where the mean value is also called apex. Let = ( 1 , 2 , . . . , ) be a discrete random variable with probability distribution = ( 1 , 2 , . . . , ) in an experiment; then according to Shannon [13] , the information contained in this experiment is given by
Based on this famous Shannon's entropy, de Luca and Termini [10] indicated the following measure of fuzzy entropy:
Kumar et al. [14] studied fuzzy linear regression (FLR) model with some restrictions in the form of prior information and obtained the estimators of regression coefficients with the help of fuzzy entropy for the restricted FLR model. Here, we propose an intuitionistic fuzzy regression model and its general form in triangular intuitionistic fuzzy setup is given byỹ
where the value of the output variableỹ defined by (4) is a triangular intuitionistic fuzzy number;̃0,̃1, . . . ,̃is a vector of intuitionistic fuzzy parameters wherẽ= ( ; , ; , ) is a triangular intuitionistic fuzzy number for = 0, 1, . . . , andx 1 ,x 2 , . . . ,x are triangular intuitionistic fuzzy (explanatory) variables.
Intuitionistic Fuzzy Sets: Basic Definitions and Notations.
It may be recalled that a fuzzy set in , given by Zadeh [1] , is as follows:
where
is the membership function of the fuzzy set and ( ) is the grade of belongingness of into . Thus in fuzzy set theory the grade of nonbelongingness of an element into is equal to 1 − ( ). However, while expressing the degree of membership of an element in a fuzzy set, the corresponding degree of nonmembership is not always equal to one minus the degree of belongingness. The fact is that, in real life, the linguistic negation does not always identify with logical negation. Therefore, Atanassov [15] [16] [17] [18] suggested a generalization of classical fuzzy set, called intuitionistic fuzzy set (IFS).
Atanassov's IFS̃under the universal set is defined as
where , ]̃: → [0, 1] are the membership and nonmembership functions such that 0 ≤̃+̃≤ 1 for all ∈ . The numbers̃( ) and ]̃( ) denote the degree of membership and nonmembership of an element ∈ to the set̃⊂ , respectively. For each element ∈ , the amount̃( ) = 1 −̃( ) − ]̃( ) is called the degree of indeterminacy (hesitation part). It is the degree of uncertainty whether belongs tõor not.
Intuitionistic Fuzzy Numbers (IFNs).
In literature, Burillo and Bustince [19] , Lee [20] , Liu and Shi [21] , and Grzegorzewski [22] proposed various research works on intuitionistic fuzzy numbers. In this section, the notion of IFNs has been studied and presented by the taking care of these research works. (ii) the membership functioñis fuzzy-convex; that is,
(iii) the nonmembership function ]̃is fuzzy-concave; that is
(iv) the membership and the nonmembership functions of̃satisfying the conditions 0 ≤ 1 ( ) + 1 ( ) ≤ 1 and 0 ≤ 2 ( ) + 2 ( ) ≤ 1 have the following form:
where the functions 1 ( ) and 2 ( ) are strictly increasing and decreasing functions in [ − , ] and [ , + ], respectively, and
where the functions 1 ( ) and 
It may be noted that a TIFÑ= ( ; , ; , ) degenerate to a triangular fuzzy number = ( ; , ) if = , = , and ]̃( ) = 1 −̃( ), ∀ ∈ R. Further, an TIFÑ = {⟨ ,̃( ), ]̃( )⟩ : ∈ R}; that is,̃= ( ; , ; , ) is a conjunction of two fuzzy numbers + = ( ; , ) with the membership function + ( ) =̃( ) and − = ( ; , ) with the membership functioñ(
The entropy calculated using (3) from the membership function of TIFN given by (11) can be expressed as follows: size
where (̃) = /2 and (̃) = /2. It follows that (̃) = ( + )/2, which does not depend on . It may be observed that, in the case of symmetrical TIFN, the left and the right entropies are identical. On the other hand, in case of nonsymmetric TIFN, the left entropy is a function of and the right entropy is a function of . Similarly, the left entropy and the right entropy from the nonmembership function (which we called left to left and right to right entropies) of the TIFN are the functions of and , respectively. Hence, a triangular intuitionistic fuzzy number can be characterized by five attributes: the position parameter , the left entropy , the right entropy , left to left entropy , and right to right entropy . There is a one-to-one correspondence between a triangular intuitionistic fuzzy number and its entropies. In other words, given a triangular intuitionistic fuzzy number, one can determine the unique position and entropies. Conversely, given a position and entropies, one can construct a unique triangular intuitionistic fuzzy number. Sometimes experimenter's past experiences may be available as prior information about unknown regression coefficients to estimate more efficient estimators. Here, we assume that such prior information is provided in the form of exact linear restrictions on regression coefficients. In the present work, we first find the unrestricted estimators of regression coefficients with the help of fuzzy entropy. Next, we introduce the restricted intuitionistic fuzzy linear regression model with fuzzy entropy. Further, the restricted estimators of the regression coefficients are obtained by incorporating the prior information in the form of linear restrictions.
Restricted IFWLR Model with Fuzzy Entropy
Without loss of generality, suppose that all observations (ỹ ,x 1 ,x 2 , . . . ,x ), = 1, . . . , , in the regression analysis are triangular intuitionistic fuzzy numbers. , . . . , e r x by the right to right entropy ofỹ,x 1 ,x 2 , . . . ,x , respectively. Therefore, the five fundamental regression equations in a nonrecursive (nonadaptive) setup may be written as 
where .
In many real life situations, where the measurements are carried out (for example car speed astronomical distance), it is natural to think that the spread (vagueness) in the measure of a phenomenon is proportional to its intensity. D'Urso and Gastaldi [23] ; where e r * y = X + 1V,
where X is the × ( If some prior information about unknown regression coefficients is available on the basis of past experiences, then it may be used to estimate more efficient estimators. We assume that such prior information is in the form of exact linear restrictions on regression coefficients. In the present model, we associate such restrictions in the equations for the estimation of regression coefficients in the intuitionistic fuzzy linear regression model with fuzzy entropy. Therefore, we make the model capable of taking into account possible linear relations between the size of the entropies and the magnitude of the estimated apexes. Moreover, we assume that the regression coefficients are subjected to the ( < 5 +1) exact linear restrictions, which are given by
where h and H are known and the matrix H is of full row rank.
Estimation of Regression Coefficients
In many applications, it is possible that the values of the variables are on completely different scales of measurement. Also, the possible larger variations in the values will have larger intersample differences, so they will dominate in the calculation of Euclidean distances. Therefore, some form of standardization is necessary to balance out the individual contributions. Consider the Euclidean distance between two triangular intuitionistic fuzzy numbers = ( ; , ; , ) 
It may be observed that we compute the usual squared differences between the values of variables on their original scales, as in the usual Euclidean distance, but then multiply these squared differences by their corresponding weights. Next, similar to common linear regression (based on crisp data), the regression parameters are estimated by minimizing the following sum of square errors (we use a compact matrix notation): 
1V)
Differentiating ( , , , , , , , , V), that is, (20) , partially with respect to and equating it to zero, we get ( , , , , , , , , V) = 0 
Similarly, differentiating (20) partially with respect to , , , , , , , and V, we get
respectively.
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Equations (21)- (29) are recursive solutions for the problem of least square estimation with intuitionistic fuzzy data. Therefore, we rewrite the system of equations explicitly in a recursive way as follows: 
In order to initiate the recursive process of obtaining the estimators, we take some initial values for , , , , , , , V, and . After several numbers of iterations, the values of estimators get corrected to a predefined error of tolerance. We denote these values bŷ,̂,̂,̂,̂,̂,̂,V, and̂in order to differentiate them from the eventually obtained restricted estimator̃in the next commutation.
In a more general setup, if, in the linear regression model (17), we consider 1 crisp and 2 intuitionistic fuzzy input variables, then the dimensions of X and will be × ( 1 + 5 2 + 1) and ( 1 + 5 2 + 1) × 1, respectively. It may further be noted that the core of the solution's structure will remain the same and we will have similar kind of estimators.
Remark. If a TIFÑ= ( ; , ; , ) degenerate to a triangular fuzzy number = ( ; , ), then our nonsymmetric intuitionistic fuzzy weighted linear regression model reduces to nonsymmetric fuzzy linear regression model defined by Kumar et al. [24] .
Next, we assume that the regression coefficients are subjected to the linear restrictions which are given by (18) . It may be noted that the unrestricted estimator obtained above in (21) does not satisfy the given restrictions (18) . We aim to obtain the restricted estimator which satisfies the given restrictions under the regression model (17) . For this, we propose to minimize the following score function: 
1V)
where 2 is the vector of Lagrange's Multiplier.
Differentiating ( , , , , , , , , , V) partially with respect to and equating it to zero, we get 
Similarly, differentiating ( , , , , , , , , , V) partially with respect to and equating it to zero, we get
From (33) and (34), we have
Also, differentiating (31) partially with respect to , , , , , , , and V and equating all to zero, we get =̂,̃=̂,̃=̂,̃=̂, =̂,̃=̂,̃=̂,Ṽ =V,
respectively. From (35) we see that
Therefore, the estimator̃satisfies the given restrictions (18).
Numerical Examples
We consider the following numerical examples to illustrate the proposed model.
Example 1.
We apply our procedure to estimate the intuitionistic fuzzy output value for a data consisting of the crisp input and intuitionistic fuzzy output (where left entropy and right entropy are equal) and tabulate the data in Example 3. We apply our procedure to estimate intuitionistic fuzzy output value for a data consisting of crisp input, intuitionistic fuzzy input, and intuitionistic fuzzy output (where left and right entropy are not equal) and tabulate the data in Table 3 .
We obtain̂= (−3.2352, 0.6811, 0.5314, −0.9164, 0.0846, −3.1631, 2.953) ,̂= 0.4225,̂= 0.5478,̂= 0.4307,̂= 0.1637,̂= 0.3231,̂= 3.8723,̂= 0.4985, andV = 1.8659 where the number of iterations required is 51.
Example 4. We apply our procedure to estimate intuitionistic fuzzy output value for a data consisting of intuitionistic fuzzy input and intuitionistic fuzzy output (where left and right entropy are not equal) and tabulate the data in Table 4 .
We obtain̂= ( 
Conclusions
An intuitionistic fuzzy weighted linear regression (IFWLR) model with and without some linear restrictions in the form of prior information has been studied. The estimators of regression coefficients have also been obtained with the help of fuzzy entropy for the restricted/unrestricted IFWLR model by assigning some weights in the distance function. It has been observed that the restricted estimator is better than unrestricted estimator in some sense. Thus, whenever some prior information is available in terms of exact linear restrictions on regression coefficients, it is advised to use restricted estimator̃in place of unrestricted estimator̂.
