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Abstract
In this paper, we consider the setting of exact repair linear regenerating codes. Under this setting, we derive a new outer bound
on the storage-repair-bandwidth trade-off for the case when d = k = n − 1, where (n, k, d) are parameters of the regenerating
code, with their usual meaning. Taken together with the achievability result of Tian et. al. [1], we show that the new outer bound
derived here completely characterizes the trade-off for the case of exact repair linear regenerating codes, when d = k = n − 1.
The new outer bound is derived by analyzing the dual code of the linear regenerating code.
I. INTRODUCTION
In the regenerating-code framework, a file of size B symbols is encoded into nα symbols and distributed among n nodes
in the network, such that each node stores α symbols. These symbols are assumed to be drawn from a finite field Fq . The
property of data collection demands that one should be able to recover the entire uncoded file by connecting to any k nodes
(see Fig. 1) and downloading all the kα coded symbols in them. Further, repair of a single failed node is required to be
accomplished by connecting to any d surviving nodes and downloading β ≤ α symbols from each node. The quantity dβ is
termed as the repair-bandwidth. Two notions of node repair exist, and these are known as functional repair and exact repair.
Under functional repair, the code symbols in the replacement node are such that data collection and node repair properties
continue to hold. Under exact repair, the contents of the failed and replacement nodes are identical. A cut-set bound argument
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Fig. 1. The Regenerating Code Framework.
based on network-coding was used in [2] to show that under the framework of functional repair (FR), the file size B is upper
bounded by
B ≤
k−1∑
i=0
min{α, (d− i)β}. (1)
For fixed values of parameters {B, k, d}, there are multiple pairs (α, β) that satisfy (1) with equality. This leads to the storage-
repair-bandwidth trade-off shown in Fig. 2 which is piece-wise linear. Existence of FR regenerating codes that can achieve
any point on the storage-repair-bandwidth trade-off was also shown in [2]. The two extremal points on the trade-off curve are
termed as the Minimum Storage Regeneration (MSR) and Minimum Bandwidth Regeneration (MBR) points. At the MSR point,
the total storage-overhead is as small as possible, while at the MBR point, the repair-bandwidth is the least. The intermediate
points on the curve will be referred to as FR-interior points. Several constructions of MSR and MBR codes, having the property
of exact repair (ER) exist in literature. Explicit constructions of ER MSR codes for a class of parameters are presented in [3],
[4], [5], [6], [7], whereas the existence of ER MSR codes for all (n, k, d), n > d ≥ k is shown in [8]. Explicit ER MBR
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Fig. 2. The Storage-Overhead Repair-Bandwidth Trade-off for Regenerating Codes for an example set of parameters.
codes for all (n, k, d), n > d ≥ k are presented in [4]. In [9], a class of ER MBR codes with d = (n− 1) is presented, and
these codes are termed as repair-by-transfer MBR codes as they enable node repair without need for any operation other than
simple data transfer.
A. The Trade-off for the Case of Exact Repair
Following results are known in literature regarding the storage-repair-bandwidth trade-off for the case of ER regenerating
codes.
1. The non-existence of ER regenerating codes which operate on the FR-interior points of the trade-off curve (with the possible
exception of the line segment from the MSR point to the next deflection point) was shown in [9].
2. The trade-off of ER regenerating codes with parameters (n = 4, k = 3, d = 3) was characterized in [10]. Except for
a region near the MSR point, the interior points on ER trade-off (to be abbreviated as ER-interior points) for the case
(n = 4, k = 3, d = 3) lie strictly away from the FR-interior points.
3. In [11], an outer bound on the ER trade-off for any general (n, k, d), n ≥ 4 was derived, which established that the ER-
interior points for any (n, k, d), n ≥ 5 also lie strictly away from the corresponding FR-interior points (except possibly for
a small region near the MSR point). For the case of (4, 3, 3), the bound in [11] coincided with the bound in [10]. Further,
it is also known from the results in [12] that the bound in [11] is optimal when the parameters of the ER regenerating
code are given by (n, k = 3, d = n− 1). However, when k ≥ 4, the optimality of the outer bound in [11] is not known in
general.
4. Two new outer bounds on the trade-off of ER regenerating codes appear in [13]. These are obtained by extending the
techniques of [10] and [11]. The optimality of these bounds is not known, if we exclude the parameters (n, k = 3, d = n−1).
5. Constructions of ER regenerating codes which strictly improve upon the space-sharing region of MBR and MSR codes
appear in [1], [14], [15]. When k = d = n − 1, the achievable regions presented in all these three works coincide (see
Remark 1, [15]).
B. Our results
In this paper, we characterize the storage-repair-bandwidth trade-off of (n, k = n − 1, d = n − 1), n ≥ 5 ER linear
regenerating codes1. This is done by deriving a new upper bound on the file size B of ER linear regenerating codes for the
case k = d = n− 1, n ≥ 4. The main result of this paper is stated below.
Theorem 1.1: Consider an exact repair linear regenerating code, having parameters (n, k = n−1, d = n−1), (α, β), n ≥ 4.
Then, the file size B of the code is upper bounded by
B ≤

⌊
r(r−1)nα+n(n−1)β
r2+r
⌋
, dβr ≤ α ≤ dβr−1 ,
2 ≤ r ≤ n− 2
(n− 2)α+ β, dβn−1 ≤ α ≤ dβn−2
. (2)
1The case n = 4 is already solved in [10], and the case n < 4 degenerates to trivial cases.
3The above theorem gives an upper bound on B for the range of α given by β ≤ α ≤ (n−1)β. Note that when d = k = n−1,
α = β corresponds to the MSR point and α = (n − 1)β corresponds to the MBR point. In Section II, we will see that the
outer bound on storage-repair-bandwidth trade-off corresponding to the bound in Theorem 1.1 coincides with the achievability
result provided in [1]. Thus, together with this achievability result, the new outer bound completely characterizes the trade-off
of ER linear regenerating codes, for the case k = d = n− 1, n ≥ 5.
1) Illustration of Theorem 1.1 for the case of (5, 4, 4) codes: If we specialize (2) for the case (5, 4, 4), we get
B ≤

⌊
5α+10β
3
⌋
, 2β ≤ α ≤ 4β⌊
15α+10β
6
⌋
, 4β3 ≤ α ≤ 2β
3α+ β, β ≤ α ≤ 4β3
. (3)
In Fig. 3, we plot the outer bound on the “normalized” storage-repair-bandwidth trade-off between α/B and β/B corresponding
to (3). The normalization is done with respect to the file size B. In this figure, we have also plotted the following other curves:
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Fig. 3. Comparison of outer bounds on the storage-repair-bandwidth trade-off of ER regenerating codes for the case (n = 5, k = d = 4). The new outer
bound plotted in this figure is obtained under the assumption of linear regenerating codes.
1. The FR trade-off of (5, 4, 4) regenerating codes.
2. The achievability result from [1] for the parameters n = 5, d = k = 4. We see that our outer bound on the trade-off
coincides with this achievability result, and thus establishes the optimality of the new outer bound.
3. The outer bounds on the trade-off obtained in [11] and [13] for (5, 4, 4) ER regenerating codes. We see that the new outer
bound is tighter than both these other outer bounds, when the latter bounds are restricted to the case of linear regenerating
codes. The expression for the file size bound appearing in [11], when restricted to the case of linear codes, is given by (see
Example 2 of [11])
B ≤

⌊
7α+22β
5
⌋
, 187 β ≤ α ≤ 4β⌊
7α+6β
3
⌋
, 3β2 ≤ α ≤ 187 β
3α+ β, β ≤ α ≤ 3β2
, (4)
4and the bound in [13], when restricted to the case of linear codes, is given by (see Examples 4.3 and 5.2 of [13])
B ≤

⌊
7α+22β
5
⌋
, 237 β ≤ α ≤ 4β⌊
21α+57β
14
⌋
, 197 β ≤ α ≤ 237 β⌊
11α+19β
6
⌋
, 52β ≤ α ≤ 197 β⌊
13α+14β
6
⌋
, 2β ≤ α ≤ 52β⌊
7α+6β
3
⌋
, 32β ≤ α ≤ 2β
3α+ β, β ≤ α ≤ 32β
. (5)
C. Our Approach, and Some Preliminaries
We make use of the fact that for the case of linear regenerating codes, maximizing the file size B of the regenerating code is
equivalent to minimizing the dimension of dual of the linear regenerating code. More formally, let C denote an (n, k, d), (α, β)
ER linear regenerating code, having the (vector-symbol) alphabet Fαq . Also, let the B×nα matrix G (whose entries are drawn
from Fq) denote a generator matrix for C. To be precise, G is the generator matrix for the underlying scalar code (say Cs)
of length nα, where Cs is obtained by expanding each vector-symbol of C into α scalar symbols over Fq . Next, consider the
(nα − B) × nα matrix H which forms a parity check matrix of Cs, i.e., H generates the dual code of Cs. In this paper, we
will simply say that H corresponds to the dual of the regenerating code C, and also loosely identify the dual of the code Cs
as the dual of the regenerating code C itself. Since the code is linear, we have B = rank(G) = nα− rank(H). Our approach
in this paper will be to find a lower bound on rank(H) and then convert it to an upper bound on rank(G).
Without loss of generality, we assume that the first α columns of G generate the contents of the first node, the second α
columns of G generate the contents of the second node, and so on. The first α columns of H will together be referred to as
the first thick column of H; similarly the second thick column and so on. For any set S ⊆ [n] = {1, 2, . . . , n}, we will write
H|S to denote restriction of H to the thick columns indexed by the set S.
We will make use of the following properties of the matrix H which were established in [13].
Lemma 1.2 (Data Collection): Rank (H|S) = (n− k)α, for any S ⊆ [n] such that |S| = n− k.
Proof: This is a re-statement of Part (1) of Proposition 2.1 of [13], and is equivalent to the data collection property.
Lemma 1.3 (Exact Repair): Assume that d = n − 1. Then, under the assumption of ER, the row space of H contains a
collection of nα vectors which can be arranged as the rows of an nα× nα matrix Hrepair, as given below:
Hrepair =

Iα A1,2 A1,n
A2,1 Iα A2,n
. . .
An,1 An,2 Iα

, (6)
where Iα denotes the identity matrix of size α and Ai,j denotes an α×α matrix such that rank (Ai,j) ≤ β, 1 ≤ i, j ≤ n, i 6= j.
Proof: This follows from Part (2) of Proposition 2.1 of [13], and is equivalent to the exact-repair property for the case
d = n− 1.
Remark 1: Note from Lemmas 1.2 and 1.3 that for the case of d = k = n − 1, the matrix Hrepair by itself defines an
(n, k = n− 1, d = n− 1)(α, β) regenerating code. Since rank(H) ≥ rank(Hrepair), we will assume that H = Hrepair while
we derive a lower bound on the rank of H for the case of d = k = n− 1.
The technical discussion appearing in the rest of the article is divided as follows:
1. In Section II, we quickly review the achievability result from [1], for the case of k = d = n− 1. As mentioned before, the
optimality of the new bound derived here will follow from this achievability result.
2. In Section III, we will re-derive (1) for the case of ER linear codes, by calculating a simple lower bound on rank(H).
3. In Sections IV and V, we will refine the proof presented in Section III, and obtain the proof of Theorem 1.1 for the special
cases of (4, 3, 3) and (5, 4, 4) ER linear regenerating codes, respectively. Our proofs for these two special cases will help us
5illustrate the key ideas that will be involved in the general proof. Note that the trade-off for the case of (4, 3, 3) (including
non-linear codes) has already been solved by Tian et. al. [10].
4. The proof for the general (n, k = n− 1, d = n− 1) will be subsequently presented in Section VI.
II. ACHIEVABLE REGION FOR (n, k = n− 1, d = n− 1)
In [1], the authors give a construction of (n, k = d, d) ER linear regenerating codes, and these are termed as canonical
regenerating codes. When specialised to the case d = n − 1, code constructions are obtained for the following points on the
normalized storage vs repair-bandwidth plot:(
α
B
,
β
B
)
=
(
r
n(r − 1) ,
r
n(n− 1)
)
, 2 ≤ r ≤ n− 1. (7)
Note that in (7), if we put r = 2, we get the MBR point, and as r increases, points closer to the MSR point are achieved. It
is also proved that the point corresponding to r = n − 1 lies on the FR trade-off, on the line-segment whose one end point
is the MSR point. An achievable region on the normalized storage vs repair-bandwidth plot, corresponding to (7) is obtained
by 1) connecting the adjacent points in (7) by straight line-segments, and 2) drawing a line segment between the MSR point
and the point corresponding to r = n− 1. For example, if we set n = 5, the points of deflection on this achievable region are
given by (see Fig. 3.) (
α
B
,
β
B
)
=
(
1
4
,
1
4
)
, MSR point (8)(
α
B
,
β
B
)
=
(
4
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,
1
5
)
, r = 4 (9)(
α
B
,
β
B
)
=
(
3
10
,
3
20
)
, r = 3 (10)(
α
B
,
β
B
)
=
(
2
5
,
1
10
)
, r = 2,MBR point. (11)
Now, to see that the outer bound on the normalized trade-off induced by the new file-size bound in Theorem 1.1 is the
same as what is achieved by [1], we note that 1) the equation of the line-segment obtained by connecting the two points(
r
n(r−1) ,
r
n(n−1)
)
and
(
(r+1)
n((r+1)−1) ,
(r+1)
n(n−1)
)
, 2 ≤ r ≤ n− 2 is given by
r(r − 1)n
( α
B
)
+ n(n− 1)
(
β
B
)
= r2 + r, (12)
and 2) the equation of the line segment obtained by joining the MSR point and the point corresponding to r = n− 1 is given
by (n− 2) ( αB )+ ( βB) = 1.
III. A DERIVATION OF (1) BASED ON DUAL CODE
In this section, we will present a simple proof of (1) for ER linear regenerating codes. As we will see, our proof of Theorem
1.1, to be presented later in this document, will be built up on proof of (1) that is presented here.
As before, we assume that C denotes an (n, k, d = n − 1)(α, β) linear regenerating code, and the matrix H generates the
dual of C. Also, recall that we use the notation H|S to denote the restriction of H to the thick columns indexed by the set S,
where S ⊆ [n]. The basic idea of the proof is to get a lower bound on the column rank of the matrix H . Towards this, define
the quantities δj , 1 ≤ j ≤ n as follows:
δ1 = rank(H|[1]), (13)
δj = rank(H|[j])− rank(H|[j−1]), 2 ≤ j ≤ n, (14)
where we have used the notation [t] = {1, 2, . . . , t} for any positive integer t.
We claim that
δj = α, 1 ≤ j ≤ n− k, (15)
and
δj ≥ (α− (j − 1)β)+, n− k + 1 ≤ j ≤ n, (16)
6where the quantity a+ denotes max(a, 0). Here, (15) follows because we know from Lemma 1.2 that any n−k thick columns
of H has rank given by (n−k)α. To see why (16) is true, focus on the jth thick row of Hrepair (i.e., the rows from (j−1)α+1
to jα of Hrepair) and note that
δj ≥
(
rank(Iα)−
j−1∑
`=1
rank(Aj,`)
)+
(17)
≥ (α− (j − 1)β)+ , n− k + 1 ≤ j ≤ n, (18)
where (18) follows because, we know from Lemma 1.3 that rank(Ai,j) ≤ β.
Now, the (column) rank of the matrix H can be lower bounded as
rank(H) =
n∑
i=j
δj (19)
≥ (n− k)α+
n∑
j=n−k+1
(α− (j − 1)β)+ , (20)
where (20) follows from (15) and (16). From this, it follows that the file size B of the code C can be upper bounded as
B = nα− rank(H) (21)
≤ nα− (n− k)α−
n∑
j=n−k+1
(α− (j − 1)β)+ (22)
=
n∑
j=n−k+1
(
α− (α− (j − 1)β)+
)
(23)
=
n∑
j=n−k+1
min(α, (j − 1)β) (24)
=
k−1∑
j=0
min(α, (d− j)β), (25)
where (24) follows from noting that α − (α− (j − 1)β)+ = min(α, (j − 1)β) and (25) follows from our assumption that
d = n− 1.
IV. THE TRADE-OFF OF (4, 3, 3) ER LINEAR REGENERATING CODES BASED ON DUAL CODE
In this section, we will re-derive the trade-off of (4, 3, 3) linear regenerating codes, which was originally obtained by [10].
Our proof here will be built on the proof of (1) which was presented in Section III. We will prove that, when restricted to the
case of ER, it is possible to get a lower bound on rank(H) that is in general tighter than what is given in (20). The following
theorem specialises Theorem 1.1 for the case of (4, 3, 3) and states the result (to be proved here) in terms of rank(H).
Theorem 4.1: Consider an exact repair linear regenerating code C, having parameters (n = 4, k = 3, d = 3, ), (α, β). Let
the matrix H correspond to the dual of the code C. Then, the rank of the matrix H is lower bounded by
rank(H) ≥

⌈
8α−6β
3
⌉
, 1.5β ≤ α ≤ 3β
2α− β, β ≤ α ≤ 1.5β
. (26)
Before we prove Theorem 4.1,we note the following points regarding this theorem.
1. For the case of (4, 3, 3), α = β corresponds to the MSR point and α = 3β corresponds to the MBR point.
2. From (20), we see that
rank(H) ≥ 2α− β, β ≤ α ≤ 2β. (27)
Thus, to prove Theorem 4.1, we only need to prove that
rank(H) ≥
⌈
8α− 6β
3
⌉
, 1.5β ≤ α ≤ 3β. (28)
7In fact, we will simply prove that
rank(H) ≥
⌈
8α− 6β
3
⌉
, (29)
without bothering about the range of α. Note that given (27), this suffices to prove Theorem 4.1.
3. To see that the bound in Theorem 4.1 is tighter than the bound in (20), note that⌈
8α− 6β
3
⌉
> 2α− β, 1.5β < α ≤ 2β (30)
and ⌈
8α− 6β
3
⌉
> 3α− 3β, 2β ≤ α < 3β, (31)
where 2α−β and 3α−3β respectively denote the bounds obtained in (20) for the cases when β ≤ α ≤ 2β and 2β ≤ α ≤ 3β.
A comparison of the bounds in (20) and (26) is shown in Fig. 4. Here, we plot the two lower bounds on rank(H) as a
function of α, when β is fixed as 48.
60 80 100 120 140
70
140
210
280
α
Lo
w
er
 b
ou
nd
 o
n 
ra
nk
(H
)
 
 
Functional repair
Exact repair
MBR point
MSR point
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A. Proof of Theorem 4.1
We begin with certain notation needed to prove Theorem 4.1. For any matrix B (over Fq), we will use S(B) to denote
the column space of B. We will write ρ(B) to mean rank(B), which is also the same as the dimension of the space S(B).
Next, define H(4) = Hrepair. Also let the matrix H
(4)
j denote the j
th thick column of H(4), 1 ≤ j ≤ 4, i.e., H(4) =
[H
(4)
1 H
(4)
2 H
(4)
3 H
(4)
4 ]. Next, define the matrices H
(3)
j , 2 ≤ j ≤ 4, such that the columns of H(3)j form a basis for the vector
space S
(
H
(4)
j
)
∩ S (H(4)|[j−1]). Also define the matrix H(3) as
H(3) = [H
(3)
2 H
(3)
3 H
(3)
4 ], (32)
i.e., H(3) is obtained by stacking the columns of H(3)j , 2 ≤ j ≤ 4. Notice that the first thick column of H(3) is denoted as
H
(3)
2 instead of H
(3)
1 (and so on). This has been done intentionally for notational convenience.
The basic idea of our proof for the case of (4, 3, 3) comes from the observation that ρ(H(4)) ≥ ρ(H(3)). We will show here
that (29) is a necessary condition for this to be true. Towards this, we will firstly establish some more notation needed for the
proof. We will then separately compute (or bound) the ranks of the two matrices H(4) and H(3). Finally, we will show that
the comparison of the two ranks yields the desired bound.
81) Some Additional Notation : For any two subspaces W1 and W2, we write W1 ⊆W2 to mean that W1 is a subspace of
W2. Equation (6) will be denoted as H(4) =
(
A
(4)
i,j , 1 ≤ i, j ≤ 4
)
, where A(4)i,i = Iα, 1 ≤ i ≤ 4, and when i 6= j, we have
added a superscript on Ai,j . Note that in this notation, the jth thick column of H(4) is given by H
(4)
j =
(
A
(4)
i,j , 1 ≤ i ≤ 4
)
.
Also note that
ρ
(
H
(4)
j
)
= ρ
(
A
(4)
j,j
)
, 1 ≤ j ≤ 4. (33)
In terms of block sub-matrices, the matrix H(3) will be identified as H(3) =
(
A
(3)
i,j , 1 ≤ i ≤ 4, 2 ≤ j ≤ 4
)
, where A(3)i,j is
an α× ρ(H(3)j ) matrix (over Fq) such that
S
(
A
(3)
i,j
)
⊆ S
(
A
(4)
i,j
) ⋂ j−1∑
`=1
S
(
A
(4)
i,`
)
. (34)
Note that (34) is a direct consequence of the definition of the matrix H(3). Here, we would like to clarify that (34) is not
equivalent to the definition of H(3). The definition of H(3) demands additional restrictions on the matrices {A(3)i,j } so that the
columns of H(3)j form a basis for the vector space S
(
H
(4)
j
)
∩ S (H(4)|[j−1]) , 2 ≤ j ≤ 4.
Next, observe that the jth thick column of H(3) can be written in terms of the block sub-matrices as H(3)j =
(
A
(3)
i,j , 1 ≤ i ≤ 4
)
, 2 ≤
j ≤ 4. Also, note that
ρ
(
H
(3)
j
)
= ρ
(
A
(3)
j,j
)
, 2 ≤ j ≤ 4. (35)
To see why (35) is true, firstly observe that the ρ
(
H
(3)
j
)
columns of H(3)j can be extended to a basis for S
(
H
(4)
j
)
by adding
exactly ρ
(
H
(4)
j
)
−ρ
(
H
(3)
j
)
additional columns. This implies that the ρ
(
H
(3)
j
)
columns of A(3)j,j can be extended to a basis for
S
(
A
(4)
j,j
)
by adding at most ρ
(
H
(4)
j
)
−ρ
(
H
(3)
j
)
additional columns. But then, we know from (33) that ρ
(
H
(4)
j
)
= ρ
(
A
(4)
j,j
)
.
Hence, it must indeed be true that ρ
(
H
(3)
j
)
= ρ
(
A
(3)
j,j
)
, 2 ≤ j ≤ 4.
2) Rank(H(4)): Let us define the quantities δj , 1 ≤ j ≤ 4 in the same manner as we did in (13) and (14) for the proof of
the FR-trade-off, i.e.,
δ1 = ρ
(
H
(4)
1
)
= ρ
(
A
(4)
1,1
)
, (36)
δj = ρ
(
H(4)|[j]
)
− ρ
(
H(4)|[j−1]
)
, 2 ≤ j ≤ 4, . (37)
From the discussion in Section III (see (17)), we know that
δj ≥
(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
, 2 ≤ j ≤ 4. (38)
Thus, let us assume that
δj =
(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+ αj , 2 ≤ j ≤ 4, (39)
where {αj , 2 ≤ j ≤ 4} are non-negative integers. The rank of the matrix H(4) can now be written as
ρ
(
H(4)
)
=
4∑
j=1
δj (40)
= ρ
(
A
(4)
1,1
)
+
4∑
j=2

(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+ αj
 . (41)
Remark 2: Note that in (38), we could have written the bound on δj directly in terms of α, β, like we did in (18). The
reason for not doing so at this stage of the proof, and keeping the bound on δj only in terms of ranks of {A(4)i,j } will become
evident when we discuss the case of (5, 4, 4) regenerating codes in Section V. See Remark 3 as well.
93) Rank(H(3)): The following lemma obtains a relation between the ranks of the matrices {A(3)i,j } and the ranks of the
matrices {A(4)i,j }. This result will be used to obtain a lower bound on the rank of H(3).
Lemma 4.2: a)
ρ
(
A
(3)
j,j
)
= ρ
(
A
(4)
j,j
)
− δj (42)
= ρ
(
A
(4)
j,j
)
−

(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+ αj
 , 2 ≤ j ≤ 4. (43)
b)
j−1∑
`=2
ρ
(
A
(3)
j,`
)
≤
j−1∑
`=1
ρ
(
A
(4)
j,`
)
− ρ
(
A
(3)
j,j
)
, 3 ≤ j ≤ 4. (44)
Proof: Let us prove (42) first. Using the definition of δj from (37), we get
δj = ρ
(
H(4)|[j]
)
− ρ
(
H(4)|[j−1]
)
(45)
= dim
(
S
(
H(4)|[j−1]
)
+ S
(
H
(4)
j
))
− dim
(
S
(
H(4)|[j−1]
))
(46)
= dim
(
S
(
H
(4)
j
))
− dim
(
S
(
H(4)|[j−1]
)
∩ S
(
H
(4)
j
))
(47)
= ρ
(
H
(4)
j
)
− ρ
(
H
(3)
j
)
(48)
= ρ
(
A
(4)
j,j
)
− ρ
(
A
(3)
j,j
)
, (49)
where in (47) we have used the fact that for any two subspaces W1,W2, dim(W1+W2) = dim(W1)+dim(W2)−dim(W1∩W2).
Equation (48) follows from the definition of H(3)j , while (49) follows from (33) and (35). This completes the proof of (42).
Equation (43) now follows directly from (39).
We will next prove (44) which is the second claim in the lemma. Towards this, observe from (34) that we have S
(
A
(3)
j,j
)
⊆∑j−1
`=1 S
(
A
(4)
j,`
)
and thus, we get that
ρ
(
A
(3)
j,j
)
≤ dim
(
j−1∑
`=1
S
(
A
(4)
j,`
))
. (50)
The right hand side of (50) can be upper bounded as follows:
dim
(
j−1∑
`=1
S
(
A
(4)
j,`
))
= dim
(
j−2∑
`=1
S
(
A
(4)
j,`
)
+ S
(
A
(4)
j,j−1
))
(51)
= dim
(
j−2∑
`=1
S
(
A
(4)
j,`
))
+ dim
(
S
(
A
(4)
j,j−1
))
− dim
(
j−2∑
`=1
S
(
A
(4)
j,`
)
∩ S
(
A
(4)
j,j−1
))
(52)
≤ dim
(
j−2∑
`=1
S
(
A
(4)
j,`
))
+ dim
(
S
(
A
(4)
j,j−1
))
− dim
(
S
(
A
(3)
j,j−1
))
, (53)
= dim
(
j−2∑
`=1
S
(
A
(4)
j,`
))
+ ρ
(
A
(4)
j,j−1
)
− ρ
(
A
(3)
j,j−1
)
, (54)
where (53) follows from (34). The term dim
(∑j−2
`=1 S
(
A
(4)
j,`
))
appearing in (54) can be further upper bounded (for the case
when j = 4. If j = 3 (54) completes the proof) by following a similar sequence of steps as in (51) - (54). Combining with
(50), we eventually get that
ρ
(
A
(3)
j,j
)
≤
j−1∑
`=1
ρ
(
A
(4)
j,`
)
−
j−1∑
`=2
ρ
(
A
(3)
j,`
)
, 3 ≤ j ≤ 4. (55)
This completes the proof of (44).
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We will now use the result in Lemma 4.2 to get a lower bound on the rank of H(3). The steps that we follow here are
similar to those appearing in the calculation of the rank of H(4). Thus, let us define the quantities γj , 2 ≤ j ≤ 4 such that
γ2 = ρ
(
H
(3)
2
)
, (56)
γj = ρ
(
H(3)|{2,...,j}
)
− ρ
(
H(3)|{2,...,j−1}
)
, 3 ≤ j ≤ 4. (57)
The quantity γ2 is given by
γ2 = ρ
(
H
(3)
2
)
(58)
= ρ
(
A
(3)
2,2
)
(59)
= ρ
(
A
(4)
2,2
)
−
{(
ρ
(
A
(4)
2,2
)
− ρ
(
A
(4)
2,1
))+
+ α2
}
, (60)
where (59) and (60) follow from (35) and (43), respectively. The quantities γj , 3 ≤ j ≤ 4 can be lower bounded in the same
way we lower bounded δj , 2 ≤ j ≤ 4 in (38). Thus, we get that
γj ≥
(
ρ
(
A
(3)
j,j
)
−
j−1∑
`=2
ρ
(
A
(3)
j,`
))+
(61)
≥ ρ
(
A
(3)
j,j
)
−
j−1∑
`=2
ρ
(
A
(3)
j,`
)
(62)
≥ 2ρ
(
A
(3)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
)
(63)
= 2
ρ(A(4)j,j) −

(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+ αj

− j−1∑
`=1
ρ
(
A
(4)
j,`
)
, 3 ≤ j ≤ 4, (64)
where (63) and (64) follow from (44) and (43), respectively. The rank of the matrix H(3) is now given by
ρ
(
H(3)
)
=
4∑
j=2
γj , (65)
where γ2 is given by (60), and γ3, γ4 are lower bounded as given by (64).
4) Comparison of the ranks of the matrices H(3) and H(4): We are now in a position to compare the ranks of the matrices
H(3) and H(4). Recall from (41) that the rank of the matrix H(4) is given by
ρ
(
H(4)
)
= ρ
(
A
(4)
1,1
)
+
4∑
j=2

(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+ αj
 . (66)
The goal is to obtain a lower bound on
∑4
j=2 αj via the comparison ρ
(
H(4)
) ≥ ρ (H(3)), and then use this lower bound
in (66) to get the desired lower bound on ρ
(
H(4)
)
. One can verify that the comparison yields the following lower bound on∑4
j=2 αj :
4∑
j=2
αj ≥ 1
3
−ρ(A(4)1,1)+ ρ(A(4)2,2)+ 2
4∑
j=3
ρ
(
A
(4)
j,j
)
−
2(ρ(A(4)2,2)− ρ(A(4)2,1))+ + 3 4∑
j=3
(
ρ
(
A
(4)
j,j
)
−
j−1∑
`=1
ρ
(
A
(4)
j,`
))+
+
4∑
j=3
j−1∑
`=1
ρ
(
A
(4)
j,`
) (67)
An upper bound on the rank of H(4) is now obtained by substituting (67) back in (66). The result is stated formally in the
following theorem:
Theorem 4.3:
ρ
(
H(4)
)
≥ 1
3
2
4∑
j=1
ρ
(
A
(4)
j,j
)
−
4∑
j=2
j−1∑
`=1
ρ
(
A
(4)
j,`
) . (68)
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Finally, to get the bound in Theorem 4.1, we invoke the facts that ρ
(
A
(4)
j,j
)
= α, 1 ≤ j ≤ 4 and ρ
(
A
(4)
i,j
)
≤ β, 1 ≤ i, j ≤
4, i 6= j. Using these expressions in (68), we get that
ρ
(
H(4)
)
≥ 1
3
2
4∑
j=1
α−
4∑
j=2
(j − 1)β
 (69)
=
8α− 6β
3
. (70)
The use of the ceil function in Theorem 4.1 is justified by the fact the ranks are integers.
Remark 3: Note that in the preceding discussion, we never used the facts that ρ
(
A
(4)
j,j
)
= α, 1 ≤ j ≤ 4 and ρ
(
A
(4)
i,j
)
≤
β, 1 ≤ i, j ≤ 4, i 6= j till (including) Theorem 4.3. The lower bound in Theorem 4.3 holds for any matrix H(4) =
[H
(4)
1 H
(4)
2 H
(4)
3 H
(4)
4 ] =
(
A
(4)
i,j , 1 ≤ i, j ≤ 4
)
having the following properties:
1. For any j, 1 ≤ j ≤ 4, the columns of H(4)j are all linearly independent,
2. ρ
(
H
(4)
j
)
= ρ
(
A
(4)
j,j
)
, 1 ≤ j ≤ 4.
As we will see, this fact will enable us to reuse Theorem 4.3 in a certain way, for the case of (5, 4, 4) as well.
V. THE TRADE-OFF OF (5, 4, 4) ER LINEAR REGENERATING CODES
In this section, we will prove Theorem 1.1 for the case of (5, 4, 4)(α, β) ER linear regenerating codes. The proof for the
case of (5, 4, 4) is essentially built on top of the proof for the case of (4, 3, 3) and involves one additional idea which was not
present (rather, not needed) in the case of (4, 3, 3). As we will see in Section VI, this extra step is the key to deriving the proof
for any general n. We will keep the focus of this section on the main steps of the proof without giving detailed calculations,
wherever such calculations resemble those for the case of (4, 3, 3). Like in the case of (4, 3, 3), we begin with a re-statement
of Theorem 1.1 for the case of (5, 4, 4), where the result is stated in terms of rank(H).
Theorem 5.1: Consider an exact repair linear regenerating code C, having parameters (n = 5, k = 4, d = 4, ), (α, β). Let
the matrix H correspond to the dual of the code C. Then, the rank of the matrix H is lower bounded by
rank(H) ≥

⌈
10(α−β)
3
⌉
, 2β ≤ α ≤ 4β
⌈
15α−10β
6
⌉
, 43β ≤ α ≤ 2β
2α− β, β ≤ α ≤ 43β
. (71)
Like in the of case of (4, 3, 3), the fact rank(H) ≥ 2α − β, β ≤ α ≤ 2β follows from our proof of FR-trade-off, see (20).
Thus, notice that in order to prove Theorem 5.1, it suffices to prove the following bounds on rank(H) individually, without
considering any particular range of α:
Bound 1 : rank(H) ≥
⌈
10(α− β)
3
⌉
(72)
Bound 2 : rank(H) ≥
⌈
15α− 10β
6
⌉
. (73)
We will now separately illustrate the main steps involved in the proofs of (72) and (73).
A. Proof of (72)
The bound in (72) can be derived exactly in the same way we derived (29) for the case of (4, 3, 3). Thus, we define the
matrices H(5) and H(4) (in the same way we defined the matrices H(4) and H(3) for the case of (4, 3, 3)) and make the
comparison ρ
(
H(5)
) ≥ ρ (H(4)). More formally, the matrices are defined as follows :
H(5) = Hrepair, (74)
where Hrepair is as given by (6). Also, let the matrix H
(5)
j denote the j
th thick column of H(5), 1 ≤ j ≤ 5, i.e., H(5) =
[H
(5)
1 H
(5)
2 H
(5)
3 H
(5)
4 H
(5)
5 ]. Next, define the matrices H
(4)
j , 2 ≤ j ≤ 5, such that the columns of H(4)j form a basis for the
vector space S
(
H
(5)
j
)
∩ S (H(5)|[j−1]). Also define the matrix H(4) as
H(4) = [H
(4)
2 H
(4)
3 H
(4)
4 H
(4)
5 ]. (75)
12
Both the matrices H(5)j and H
(4)
j are also associated with corresponding block-submatrix representations, i.e.,
H(5) =
(
A
(5)
i,j , 1 ≤ i, j ≤ 5
)
, (76)
H(4) =
(
A
(4)
i,j , 1 ≤ i ≤ 5, 2 ≤ j ≤ 5
)
. (77)
The calculation of ρ
(
H(5)
)
and ρ
(
H(4)
)
follow steps similar to those in (36)-(41) and (42)-(65),respectively. The subsequent
comparison of the two ranks (i.e, ρ(H(5)) ≥ ρ(H(4))) yields the following lower bound on the rank of H(5):
ρ
(
H(5)
)
≥ 1
3
2
5∑
j=1
ρ
(
A
(5)
j,j
)
−
5∑
j=2
j−1∑
`=1
ρ
(
A
(5)
j,`
) . (78)
Note that (78) is the analogue of the bound in Theorem 4.3 (see 51), where the upper limits of summations have been
changed from 4 to 5, and {A(4)i,j } have been replaced by {A(5)i,j }. Now, we invoke the facts that ρ
(
A
(5)
j,j
)
= α, 1 ≤ j ≤ 5 and
ρ
(
A
(5)
i,j
)
≤ β, 1 ≤ i, j ≤ 5, i 6= j. Thus, we get
ρ
(
H(5)
)
≥ 1
3
2
5∑
j=1
α−
5∑
j=2
(j − 1)β
 (79)
=
10(α− β)
3
. (80)
This completes the proof of (72).
B. Proof of (73)
This is the part which is new in the case of (5, 4, 4). For proving (73), consider the matrix H(4) as defined in (75), and
whose block submatrix representation is as given by (77), i.e.,
H(4) = [H
(4)
2 H
(4)
3 H
(4)
4 H
(4)
5 ] =
(
A
(4)
i,j , 1 ≤ i ≤ 5, 2 ≤ j ≤ 5
)
, (81)
Define the submatrix H˜(4) of H(4) as follows:
H˜(4) =
(
A
(4)
i,j , 2 ≤ i ≤ 5, 2 ≤ j ≤ 5
)
, (82)
i.e., H˜(4) is formed by excluding the first thick row of H(4). The matrix H˜(4) has exactly 4 thick rows and 4 thick columns.
Next, observe that the matrix H(4) satisfies the following properties:
1. For all j, 2 ≤ j ≤ 5, the columns of H(4)j are linearly independent, and
2. ρ
(
H
(4)
j
)
= ρ
(
A
(4)
j,j
)
, 2 ≤ j ≤ 5.
The first property follows directly from the definition of H(4)j (since we know that the columns form a basis for a certain
subspace), while the second property is the analogue of (35) for the case of (5, 4, 4). Also, note that the above two properties
together imply that the matrix A(4)j,j , 2 ≤ j ≤ 5 has full column rank. It then follows that the sub-matrix H˜(4) satisfies the
following properties :
1. ρ
(
H˜
(4)
j
)
= ρ
(
A
(4)
j,j
)
, 2 ≤ j ≤ 5. This follows as a result of the fact that the matrix A(4)j,j has full column rank.
2. For all j, 2 ≤ j ≤ 5, the columns of H˜(4)j are all linearly independent. This follows because 1) the previous statement
implies that ρ
(
H˜
(4)
j
)
= ρ
(
H
(4)
j
)
, and 2) the columns of H(4)j are linearly independent.
Remark 3 now implies that Theorem 4.3 can be used to lower bound the rank of the matrix H˜(4). The only thing that needs
to be taken care of is the fact that in Theorem 4.3, the indices of the thick columns range from 1 to 4, where as for the matrix
H˜(4), they range from 2 to 5. Accounting for this variation in Theorem 4.3, we get
ρ
(
H(4)
)
≥ ρ
(
H˜(4)
)
≥ 1
3
2
5∑
j=2
ρ
(
A
(4)
j,j
)
−
5∑
j=3
j−1∑
`=2
ρ
(
A
(4)
j,`
) . (83)
In summary, we have a got a new lower bound on the rank of H(4) and this new bound in (83) is, in general, different from
what is used to prove (72). We will now show that (73) is obtained as necessary condition for satisfying ρ(H(5)) ≥ ρ(H(4)),
where ρ(H(4)) is assumed to be lower bounded as in (83). Towards this, note from (78) that ρ(H(5)) is given by
ρ
(
H(5)
)
= ρ
(
A
(5)
1,1
)
+
5∑
j=2

(
ρ
(
A
(5)
j,j
)
−
j−1∑
`=1
ρ
(
A
(5)
j,`
))+
+ αj
 . (84)
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Recall that (84) is the same expression for ρ(H(5)) that is used in the proof of (72). Given the two bounds on ρ(H(5)) and
ρ(H(4)), the remaining sequence of steps that need to be carried out to complete proof of (73) are similar to what we do for
the proof of (72). These are given as follows:
1. Express the quantities {A(4)i,j } appearing in (83) in terms of {A(5)i,j }. This is accomplished via an analogue of Lemma 4.2
for the case of (5, 4, 4).
2. Next, obtain a lower bound on
∑5
j=2 αj by invoking the comparison ρ(H
(5)) ≥ ρ(H(4)), where ρ(H(5)) and ρ(H(4)) are
given by (84) and (83), respectively.
3. Finally, use the lower bound on
∑5
j=2 αj back in (84) to get a lower bound on ρ(H
(5)).
We will defer the calculations of the above three steps until Section VI, where we give the full proof of Theorem 1.1. As we
will see, the bound on ρ(H(5)) that is obtained by after carrying out the above steps is given by
ρ
(
H(5)
)
≥ 1
6
3
5∑
j=1
ρ
(
A
(5)
j,j
)
−
5∑
j=2
j−1∑
`=1
ρ
(
A
(5)
j,`
) . (85)
Given (85), we invoke the facts that ρ
(
A
(5)
j,j
)
= α, 1 ≤ j ≤ 5 and ρ
(
A
(5)
i,j
)
≤ β, 1 ≤ i, j ≤ 5, i 6= j. Thus, we get
ρ
(
H(5)
)
≥ 1
6
3
5∑
j=1
α−
5∑
j=2
(j − 1)β
 (86)
=
15α− 10β
6
. (87)
This completes the proof of (73).
Remark 4: We would like to mention that the equivalent of Theorem 4.3 for the case of (5, 4, 4) involves putting together
the three equations (78), (83) and (85).
VI. PROOF OF THEOREM 1.1 FOR GENERAL (n, k = n− 1, d = n− 1)
In this section, we will prove Theorem 1.1 for any general (n, k = n − 1, d = n − 1). We begin with a re-statement of
Theorem 1.1 in terms of rank of H .
Theorem 6.1: Consider an exact repair linear regenerating code C, having parameters (n, k = n− 1, d = n− 1), (α, β). Let
the matrix H correspond to the dual of the code C. Then, the rank of the matrix H is lower bounded by
rank(H) ≥

⌈
2rnα−n(n−1)β
r2+r
⌉
, dβr ≤ α ≤ dβr−1 , where 2 ≤ r ≤ n− 2
2α− β, dβn−1 ≤ α ≤ dβn−2
. (88)
Like we mentioned in the special cases of (4, 3, 3) and (5, 4, 4), the fact rank(H) ≥ 2α− β, β ≤ α ≤ 2β follows from our
proof of FR-trade-off, see (20). Thus, in order to prove Theorem 6.1, it suffices to prove the following bound on rank(H),
without considering any particular range of α:
rank(H) ≥
⌈
2rnα− n(n− 1)β
r2 + r
⌉
, 2 ≤ r ≤ n− 2. (89)
Note that there are in fact n − 3 bounds which needs to be established for the general case, where each bound corresponds
to a value of r in the range 2 ≤ r ≤ n − 2. A quick outline of the proof is provided next. We will consider the matrices
H(t), 3 ≤ t ≤ n, where H(n) = Hrepair corresponding to the matrix H , and where the matrix H(t), 3 ≤ t ≤ n− 1 is defined
based on matrix H(t+1). We will also have the relation ρ(H(t)) ≥ ρ(H(t−1)), 3 ≤ t ≤ n. The bound in (89) corresponding to
the case of a general r, 2 ≤ r ≤ n− 2 will be obtained as necessary condition for satisfying the chain of inequalities given by
ρ(H(n)) ≥ ρ(H(n−1)) ≥ ρ(H(n−2)) ≥ . . . ≥ ρ(H(n−(r−2))) ≥ ρ(H(n−(r−1))). (90)
Recall that for the case of (5, 4, 4), we used the relations 1) ρ(H(5)) ≥ ρ(H(4)) and 2) ρ(H(5)) ≥ ρ(H(4)) ≥ ρ(H(3)) to
prove (72) and (73), respectively.
The rest of the technical discussion in this section is divided as follows:
1. Formal definition of the matrices H(t), 3 ≤ t ≤ n, and also the associated block sub-matrix representations.
2. Establish a generalization of Lemma 4.2 which in turn enables us to prove a generalization of Theorem 4.3. Arguments
based on mathematical induction will be used in the proofs of both these generalizations.
3. Deriving the bound in (89) based on the generalization of Theorem 4.3.
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A. Notation
1) The Matrices {H(t)}: As stated above, we assume that H(n) = Hrepair, where Hrepair is as defined by Lemma 1.3.
Also assume that H(n)j denotes the j
th thick column of H(n), 1 ≤ j ≤ n, i.e.,
H(n) = [H
(n)
1 H
(n)
2 . . . H
(n)
n ]. (91)
The matrices H(t), 3 ≤ t ≤ n− 1 are iteratively defined as follows:
Step 1. Let t = n− 1.
Step 2. Define the matrices H(t)j , n − t + 1 ≤ j ≤ n, such that the columns of H(t)j form a basis for the vector space
S
(
H
(t+1)
j
)
∩ S (H(t+1)|{n−t,n−t+1,...,j−1}).
Step 3. Define the matrix H(t) as
H(t) = [H
(t)
n−t+1 H
(t)
n−t+2 . . . H
(t)
n ]. (92)
Step 4. If t ≥ 4, decrement t by 1 and go back to Step 2.
Steps 2, 3, 4 are carried out in that sequence a total of n− 3 times so that all the matrices H(t), 3 ≤ t ≤ n− 1 get defined.
Clearly, the ranks of the matrices H(t), 3 ≤ t ≤ n are ordered as
ρ(H(n)) ≥ ρ(H(n−1)) ≥ . . . ≥ ρ(H(4)) ≥ ρ(H(3)). (93)
2) Block Sub-Matrix Representation of H(t): The block submatrix representation for the matrix H(n) is given by (6). Like
we did in the case of (4, 3, 3) and (5, 4, 4), for easiness of notation, (6) will be denoted as
H(n) =
(
A
(n)
i,j , 1 ≤ i, j ≤ n
)
, (94)
where A(n)i,i = Iα, 1 ≤ i ≤ n, and when i 6= j, we have added a superscript on Ai,j . Next, we introduce block sub-matrix
representations for the other n− 3 matrices H(t), 3 ≤ t ≤ n− 1. The matrix H(t) will be identified as
H(t) =
(
A
(t)
i,j , 1 ≤ i ≤ n, n− t+ 1 ≤ j ≤ n
)
, (95)
where A(t)i,j is an α× ρ(H(t)j ) matrix (over Fq) such that
S
(
A
(t)
i,j
)
⊆ S
(
A
(t+1)
i,j
) ⋂ j−1∑
`=n−t
S
(
A
(t+1)
i,`
)
. (96)
Note that (96) is a direct consequence of the definition of the matrix H(t). The following lemma gives additional properties of
the matrices {A(t)i,j}. While the first part of the lemma is a generalization of (35), the second and third parts together generalize
Lemma 4.2.
Lemma 6.2: a)
ρ
(
H
(t)
j
)
= ρ
(
A
(t)
j,j
)
, 3 ≤ t ≤ n, n− t+ 1 ≤ j ≤ n. (97)
b)
ρ
(
A
(t)
j,j
)
= ρ
(
A
(t+1)
j,j
)
−
{
ρ
(
H(t+1)|{n−t,...,j}
)
− ρ
(
H(t+1)|{n−t,...,j−1}
)}
,
3 ≤ t ≤ n− 1, n− t+ 1 ≤ j ≤ n. (98)
c)
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
≤
j−1∑
`=n−t
ρ
(
A
(t+1)
j,`
)
− ρ
(
A
(t)
j,j
)
, 3 ≤ t ≤ n− 1, n− t+ 2 ≤ j ≤ n. (99)
Proof: See Appendix A
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B. Generalization of Theorem 4.3
Theorem 6.3: Consider the matrices {H(t), 4 ≤ t ≤ n} as defined together by (91) and (92). Also, consider the associated
block sub-matrix representations given by H(t) =
(
A
(t)
i,j , 1 ≤ i ≤ n, n− t+ 1 ≤ j ≤ n
)
, 4 ≤ t ≤ n. Then, for any s such
that 1 ≤ s ≤ n− 3, and any t such that 3 + s ≤ t ≤ n, the rank of the matrix H(t) is lower bounded by
ρ
(
H(t)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (100)
Proof: A proof based on induction on the parameter s appears in Appendix B. The induction starts at s = 1 and ends at
s = n− 3.
Observe that if we set n = 4 in Theorem 6.3, there is only one (s, t) pair for which we get a bound via the theorem. The
pair is given by (s = 1, t = 4), and in this case, the bound in (100) is exactly same as what we have in (68). For the case
when n = 5, we get bounds for three pairs of (s, t) given by (s = 1, t = 5), (s = 1, t = 4) and (s = 2, t = 5). The bounds
obtained from Theorem 6.3 for these three cases are given by (78), (83) and (85), respectively.
C. Proof of Theorem 6.1
We will now give a proof of (89) based on Theorem 6.3. Recall from our earlier discussion that proving (89) is sufficient to
prove Theorem 6.1. For proving (89), we evaluate the bound in (100) for the (n− 3) pairs given by (s, t = n), 1 ≤ s ≤ n− 3.
Further, we also invoke the facts that ρ
(
A
(n)
j,j
)
= α, 1 ≤ j ≤ n and ρ
(
A
(n)
i,j
)
≤ β, 1 ≤ i, j ≤ n, i 6= j. Thus, we get that
ρ
(
H(n)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=1
ρ
(
A
(n)
j,j
)
−
n∑
j=2
j−1∑
`=1
ρ
(
A
(n)
j,`
) (101)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=1
α−
n∑
j=2
(j − 1)β
 (102)
=
2(s+ 1)nα− n(n− 1)β
(s+ 1)(s+ 2)
, 1 ≤ s ≤ n− 3. (103)
Finally, note that (89) follows from (103) by substituting r = s + 1. This completes the proof of (89) and thereby, also the
proof of Theorem 6.1.
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APPENDIX A
PROOF OF LEMMA 6.2
The proofs of (97), (98) and (99) are very similar to the proofs of (35), (42) and (44), respectively. We will still give a full
proof of Lemma 6.2 here for sake of completeness.
A. Proof of a) :
We will give a proof of (97) based on an induction argument on the parameter t, starting at t = n and decrementing t by
1 at each step. As for the induction start, the fact that ρ(H(n)j ) = ρ(A
(n)
j,j ) follows because we had defined H
(n) = Hrepair,
and from (6) it is clear that
ρ
(
H
(n)
j
)
= ρ
(
A
(n)
j,j
)
= α, 1 ≤ j ≤ n. (104)
Next, assume that
ρ
(
H
(t+1)
j
)
= ρ
(
A
(t+1)
j,j
)
, n− t ≤ j ≤ n (105)
for some t in the range 3 ≤ t ≤ n− 1. We will now prove that
ρ
(
H
(t)
j
)
= ρ
(
A
(t)
j,j
)
, n− t+ 1 ≤ j ≤ n. (106)
Towards this, recall from the definition of H(t)j that the columns of H
(t)
j form a basis for the vector space S
(
H
(t+1)
j
)
∩
S (H(t+1)|{n−t,n−t+1,...,j−1}). Now, first of all note that the ρ(H(t)j ) columns of H(t)j can be extended to a basis for S (H(t+1)j )
by adding exactly ρ
(
H
(t+1)
j
)
− ρ
(
H
(t)
j
)
additional columns. If we now focus on the sub-matrix A(t)j,j , it then follows that
the ρ(H(t)j ) columns of A
(t)
j,j can be extended to a basis for S
(
A
(t+1)
j,j
)
by adding at most ρ
(
H
(t+1)
j
)
− ρ
(
H
(t)
j
)
additional
columns. From the induction hypothesis in (105), we know that ρ
(
H
(t+1)
j
)
= ρ
(
A
(t+1)
j,j
)
, and hence it must also be true that
ρ
(
H
(t)
j
)
= ρ
(
A
(t)
j,j
)
, n− t+ 1 ≤ j ≤ n.
B. Proof of b) :
For the proof of (98) appearing in Lemma 6.2, observe the following chain of equalities:
ρ
(
H(t+1)|{n−t,...,j}
)
− ρ
(
H(t+1)|{n−t,...,j−1}
)
(107)
= dim
(
S
(
H(t+1)|{n−t,...,j−1}
)
+ S
(
H
(t+1)
j
))
− dim
(
S
(
H(t+1)|{n−t,...,j−1}
))
(108)
= dim
(
S
(
H
(t+1)
j
))
− dim
(
S
(
H(t+1)|{n−t,...,j−1}
)
∩ S
(
H
(t+1)
j
))
(109)
= ρ
(
H
(t+1)
j
)
− ρ
(
H
(t)
j
)
(110)
= ρ
(
A
(t+1)
j,j
)
− ρ
(
A
(t)
j,j
)
, (111)
where (109) follows from the fact that for any two subspaces W1,W2, dim(W1+W2) = dim(W1)+dim(W2)−dim(W1∩W2).
Equation (110) follows from the definition of H(t)j , while (111) follows from Part a) of Lemma 6.2. This completes the proof
of (98).
C. Proof of c) :
We need to prove that
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
≤
j−1∑
`=n−t
ρ
(
A
(t+1)
j,`
)
− ρ
(
A
(t)
j,j
)
, 3 ≤ t ≤ n− 1, n− t+ 2 ≤ j ≤ n. (112)
Towards this, observe from (96) that we have S
(
A
(t)
j,j
)
⊆∑j−1`=n−t S (A(t+1)j,` ) and thus, we get that
ρ
(
A
(t)
j,j
)
≤ dim
(
j−1∑
`=n−t
S
(
A
(t+1)
j,`
))
, 3 ≤ t ≤ n− 1, n− t+ 2 ≤ j ≤ n. (113)
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The right hand side of (113) can be upper bounded as follows:
dim
(
j−1∑
`=n−t
S
(
A
(t+1)
j,`
))
= dim
(
j−2∑
`=n−t
S
(
A
(t+1)
j,`
)
+ S
(
A
(t+1)
j,j−1
))
(114)
= dim
(
j−2∑
`=n−t
S
(
A
(t+1)
j,`
))
+ dim
(
S
(
A
(t+1)
j,j−1
))
− dim
(
j−2∑
`=n−t
S
(
A
(t+1)
j,`
)
∩ S
(
A
(t+1
j,j−1
))
(115)
≤ dim
(
j−2∑
`=n−t
S
(
A
(t+1)
j,`
))
+ dim
(
S
(
A
(t+1)
j,j−1
))
− dim
(
S
(
A
(t)
j,j−1
))
, (116)
= dim
(
j−2∑
`=n−t
S
(
A
(t+1)
j,`
))
+ ρ
(
A
(t+1)
j,j−1
)
− ρ
(
A
(t)
j,j−1
)
, (117)
where (116) follows from (96). The term dim
(∑j−2
`=n−t S
(
A
(t+1)
j,`
))
appearing in (117) can be further upper bounded by
following a similar sequence of steps as in (114) - (117). Combining with (113), we eventually get that
ρ
(
A
(t)
j,j
)
≤
j−1∑
`=n−t
ρ
(
A
(t+1)
j,`
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
, 3 ≤ t ≤ n− 1, n− t+ 2 ≤ j ≤ n. (118)
This completes the proof of (112).
APPENDIX B
PROOF OF THEOREM 6.3
We need to prove that for any s such that 1 ≤ s ≤ n− 3 and any t such that 3 + s ≤ t ≤ n, the rank of the matrix H(t) is
lower bounded by
ρ
(
H(t)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (119)
The proof will be based on an induction argument on the parameter s, starting at s = 1 and incrementing s by 1 at each step.
A. Induction Start : The case s = 1
We need to prove that for any t such that 4 ≤ t ≤ n, the rank of the matrix H(t) is lower bounded by
ρ
(
H(t)
)
≥ 1
3
2
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (120)
The proof of (120) is very similar to the proof of Theorem 4.3, where derived the lower bound on ρ(H(4)) for the case of
(4, 3, 3). Thus, we will first separately calculate (or bound) the column ranks of the matrices H(t) and H(t−1) (for a general
t, 4 ≤ t ≤ n) and then show that (120) is a necessary condition for the satisfying the relation
ρ(H(t)) ≥ ρ(H(t−1)), 4 ≤ t ≤ n. (121)
Recall from (93) that the ranks of the matrices {ρ(H(t))} are ordered as given in (121).
1) Rank of H(t), 4 ≤ t ≤ n: Let us define the quantities δj , n− t+ 1 ≤ j ≤ n as follows:
δn−t+1 = ρ
(
H
(t)
n−t+1
)
(a)
= ρ
(
A
(t)
n−t+1,n−t+1
)
, (122)
δj = ρ
(
H(t)|{n−t+1,...,j}
)
− ρ
(
H(t)|{n−t+1,...,j−1}
)
, n− t+ 2 ≤ j ≤ n, (123)
where the equality in (a) follows from Part a) of Lemma 6.2. It is straightforward to see that δj , n− t+ 2 ≤ j ≤ n is lower
bounded by
δj ≥
(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
, n− t+ 2 ≤ j ≤ n. (124)
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Thus, let us assume that
δj =
(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj , n− t+ 2 ≤ j ≤ n, (125)
where {αj , n− t+ 2 ≤ j ≤ n} are non-negative integers. The column rank of the matrix H(t) can now be written as
ρ
(
H(t)
)
=
n∑
j=n−t+1
δj (126)
= ρ
(
A
(t)
n−t+1,n−t+1
)
+
n∑
j=n−t+2

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj
 . (127)
2) Rank of H(t−1), 4 ≤ t ≤ n: The goal here is to get a lower bound on the rank of H(t−1), where the lower bound
depends only on the quantities {A(t)i,j} (and not {A(t−1)i,j }). The initial steps of this rank calculation here resemble those for
the rank calculation of H(t). Thus, let us define the quantities γj , n− t+ 2 ≤ j ≤ n such that
γn−t+2 = ρ
(
H
(t−1)
n−t+2
)
, (128)
γj = ρ
(
H(t−1)|{n−t+2,...,j}
)
− ρ
(
H(t−1)|{n−t+2,...,j−1}
)
, n− t+ 3 ≤ j ≤ n. (129)
The quantity γn−t+2 can be written as
γn−t+2 = ρ
(
H
(t−1)
n−t+2
)
(130)
= ρ
(
A
(t−1)
n−t+2, n−t+2
)
(131)
= ρ
(
A
(t)
n−t+2,n−t+2
)
−
{
ρ
(
H(t)|{n−t+1, n−t+2}
)
− ρ
(
H
(t)
n−t+1
)}
(132)
= ρ
(
A
(t)
n−t+2,n−t+2
)
− δn−t+2 (133)
= ρ
(
A
(t)
n−t+2,n−t+2
)
−
(
ρ
(
A
(t)
n−t+2,n−t+2
)
− ρ
(
A
(t)
n−t+2,n−t+1
))+
− αn−t+2, (134)
where (131) and (132) respectively follow from Parts a) and b) of Lemma 6.2. Also, notice that (133) and (134) follow from
(123) and (125) respectively. Next, we note that the quantities γj , n− t+ 3 ≤ j ≤ n can be lower bounded in the same way
we lower bounded δj , n− t+ 2 ≤ j ≤ n in (124). Thus, we get that
γj ≥
(
ρ
(
A
(t−1)
j,j
)
−
j−1∑
`=n−t+2
ρ
(
A
(t−1)
j,`
))+
, n− t+ 3 ≤ j ≤ n. (135)
From Part c) of Lemma 6.2, we know that (replace t by t− 1 in part c) of Lemma 6.2)
j−1∑
`=n−t+2
ρ
(
A
(t−1)
j,`
)
≤
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
− ρ
(
A
(t−1)
j,j
)
, n− t+ 3 ≤ j ≤ n. (136)
Using (136) in (135), we get that
γj ≥
(
2ρ
(
A
(t−1)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
(137)
≥ 2ρ
(
A
(t−1)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
(138)
= 2
[
ρ
(
A
(t)
j,j
)
−
{
ρ
(
H(t)|{n−t+1,...,j}
)
− ρ
(
H(t)|{n−t+1,...,j−1}
)}]
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
(139)
= 2
[
ρ
(
A
(t)
j,j
)
− δj
]
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
(140)
= 2
ρ(A(t)j,j) −

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj

− j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
, n− t+ 3 ≤ j ≤ n, (141)
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where (139) follows from part b) of Lemma 6.2, while (140) and (141) follow from (123) and (125) respectively. The rank of
the matrix H(t−1) is now given by ρ
(
H(t−1)
)
=
∑n
j=n−t+2 γj , where γn−t+2 is given by (134), and {γj , n− t+3 ≤ j ≤ n}
are lower bounded as given by (141). We thus get a lower bound on the rank of H(t−1), where the lower bound depends only
on the quantities {A(t)i,j} and {αj}.
3) Comparison of ranks of H(t) and H(t−1): We are now in a position to show that the bound in (120) is a necessary
condition for satisfying the relation ρ(H(t)) ≥ ρ(H(t−1)), 4 ≤ t ≤ n. Recall from (127) that the rank of the matrix H(t) is
given by
ρ
(
H(t)
)
= ρ
(
A
(t)
n−t+1,n−t+1
)
+
n∑
j=n−t+2

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj
 , 4 ≤ t ≤ n. (142)
The goal is to obtain a lower bound on
∑n
j=n−t+2 αj by invoking the comparison ρ
(
H(t)
) ≥ ρ (H(t−1)), and then use this
lower bound back in (142) to get the desired lower bound on ρ
(
H(t)
)
. One can verify that the comparison yields the following
lower bound on
∑n
j=n−t+2 αj :
n∑
j=n−t+2
αj ≥ 1
3
−ρ(A(t)n−t+1,n−t+1)+ ρ(A(t)n−t+2,n−t+2)+ 2
n∑
j=n−t+3
ρ
(
A
(t)
j,j
)
−
2(ρ(A(t)n−t+2,n−t+2)− ρ(A(t)n−t+2,n−t+1))+ + 3 n∑
j=n−t+3
(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+
n∑
j=n−t+3
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
(143)
It can be verified that substituting (143) back in (142) results in the following lower bound on rank of H(t):
ρ
(
H(t)
)
≥ 1
3
2
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (144)
This completes our proof of the first step of the induction.
B. Induction Step : From s to s+ 1
Let us assume that for some s in the range 1 ≤ s ≤ n − 4 and for any t such that 3 + s ≤ t ≤ n, the rank of the matrix
H(t) is lower bounded by
ρ
(
H(t)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (145)
We then need to prove that for any t such that 3 + (s+ 1) ≤ t ≤ n, rank of H(t) is lower bounded by
ρ
(
H(t)
)
≥ 2
(s+ 2)(s+ 3)
(s+ 2)
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (146)
Towards this first of all note that 3+ (s+1) ≤ t =⇒ 3+ s ≤ t− 1, and hence we can apply the induction hypothesis to any
pair (s, t− 1), 3 + (s+ 1) ≤ t ≤ n. Thus, using (145), the rank of the matrix H(t−1) can be lower bounded as
ρ
(
H(t−1)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=n−t+2
ρ
(
A
(t−1)
j,j
)
−
n∑
j=n−t+3
j−1∑
`=n−t+2
ρ
(
A
(t−1)
j,`
) . (147)
In the following sequence of steps, we consider (147) and we will express (or bound) summations involving {A(t−1)i,j } with
summations which only involve {A(t)i,j}. In this way, we will get a lower bound on the rank of H(t−1) in terms of {A(t)i,j}. We
will then invoke the comparison ρ(H(t)) ≥ ρ(H(t−1)), where ρ(H(t)) is as before, given by (127). The bound in (146) will
turn out to be a necessary condition for satisfying ρ(H(t)) ≥ ρ(H(t−1)). At this point, it may be noted that the difference
between the case of induction start (with s = 1) and the case for any general s lies in the expression for ρ(H(t−1)) that we
use for performing comparison ρ(H(t)) ≥ ρ(H(t−1)). The expression for ρ(H(t)) is always as given by (127).
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Recall from Part c) of Lemma 6.2 that we have (replace t with t− 1 in Part c) of Lemma 6.2)
j−1∑
`=n−t+2
ρ
(
A
(t−1)
j,`
)
≤
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
− ρ
(
A
(t−1)
j,j
)
, n− t+ 3 ≤ j ≤ n. (148)
Using (148) in (147), we get
ρ
(
H(t−1)
)
≥ 2
(s+ 1)(s+ 2)
(s+ 1)
n∑
j=n−t+2
ρ
(
A
(t−1)
j,j
)
−
n∑
j=n−t+3
(
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
)
− ρ
(
A
(t−1)
j,j
)) (149)
=
2
(s+ 1)(s+ 2)
(s+ 1)ρ(A(t−1)n−t+2,n−t+2)+ (s+ 2)
n∑
j=n−t+3
A
(t−1)
j,j −
n∑
j=n−t+3
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) .
(150)
For proceeding further, note from (131)-(134) that we have
ρ
(
A
(t−1)
n−t+2,n−t+2
)
= ρ
(
A
(t)
n−t+2,n−t+2
)
−
(
ρ
(
A
(t)
n−t+2,n−t+2
)
− ρ
(
A
(t)
n−t+2,n−t+1
))+
− αn−t+2. (151)
Also, one can see from (138)-(141) that the quantity ρ
(
A
(t−1)
j,j
)
, n− t+ 3 ≤ j ≤ n is given by
ρ
(
A
(t−1)
j,j
)
= ρ
(
A
(t)
j,j
)
−

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj
 , n− t+ 3 ≤ j ≤ n. (152)
Substituting for ρ
(
A
(t−1)
n−t+2,n−t+2
)
and ρ
(
A
(t−1)
j,j
)
, n− t+ 3 ≤ j ≤ n in (150), using (151) and (152) respectively, we get
ρ
(
H(t−1)
)
≥ 2
(s+ 1)(s+ 2)
{
(s+ 1)
[
ρ
(
A
(t)
n−t+2,n−t+2
)
−
(
ρ
(
A
(t)
n−t+2,n−t+2
)
− ρ
(
A
(t)
n−t+2,n−t+1
))+
− αn−t+2
]
+ (s+ 2)
n∑
j=n−t+3
ρ(A(t)j,j) −

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj

 − n∑
j=n−t+3
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) , (153)
and thus we have our bound on ρ
(
H(t−1)
)
in terms of {Ati,j}.
We now perform the comparison ρ
(
H(t)
) ≥ ρ (H(t−1)). Towards, this, recall from (127) that the rank of the matrix H(t)
is given by
ρ
(
H(t)
)
= ρ
(
A
(t)
n−t+1,n−t+1
)
+
n∑
j=n−t+2

(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
+ αj
 , 4 ≤ t ≤ n. (154)
One can verify that the comparison ρ
(
H(t)
) ≥ ρ (H(t−1)) using the above two equations yields the following lower bound
on
∑n
j=n−t+2 αj :
n∑
j=n−t+2
αj ≥ 1
(s+ 2)(s+ 3)
{
−(s+ 1)(s+ 2)ρ
(
A
(t)
n−t+1,n−t+1
)
+ 2(s+ 1)ρ
(
A
(t)
n−t+2,n−t+2
)
+ 2(s+ 2)
n∑
j=n−t+3
ρ
(
A
(t)
j,j
)
− (s+ 1)(s+ 4)
(
ρ
(
A
(t)
n−t+2,n−t+2
)
− ρ
(
A
(t)
n−t+2,n−t+1
))+
− (s+ 2)(s+ 3)
n∑
j=n−t+3
(
ρ
(
A
(t)
j,j
)
−
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
))+
− 2
n∑
j=n−t+3
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) . (155)
It can be checked that substitution of (155) in (154) yields the desired lower bound given by
ρ
(
H(t)
)
≥ 2
(s+ 2)(s+ 3)
(s+ 2)
n∑
j=n−t+1
ρ
(
A
(t)
j,j
)
−
n∑
j=n−t+2
j−1∑
`=n−t+1
ρ
(
A
(t)
j,`
) , 4 + s ≤ t ≤ n. (156)
This completes the proof of Theorem 6.3.
