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In Section 1 we explain some of the definitions and terminology that we 
use. 
In Section 2 we prove several theorems concerning the approximation 
of upper semi-continuous correspondences having for range a locally 
convex space. Theorems 1 and 2 (and Corollary 1) generalize certain 
approximation theorems by G. Haddad [16, pp. 1352213541, G. Haddad 
and J. M. Lasry [ 17, pp. 299-3001, and J. P. Aubin and A. Cellina [2, pp. 
86891 (see also F. S. De Blasi [lo] and J. M. Lasry and R. Robert [21]). 
Although some of the details of the proofs of Theorems 1 and 2 are new, 
the basic ideas are taken from the above mentioned papers. Theorem 3 
shows that the correspondences in the approximating families can be 
chosen so that they are regular (see Section 1). This theorem (see the 
remark following its proof) contains a classical result of M. Hukuhara [ 18, 
pp. 56573. Theorem 3 is proved using Theorem 2 and Propositions 1 and 
4. Variants of Propositions 2, 3, and 4 were given in [ 193. 
In Section 3 we give, among others, Theorem 5, which concerns the 
existence of equilibriums of generalized games ( = abstract economies). The 
main purpose of this result is to replace the continuity hypothesis in the 
W. Shafer-H. Sonnenschein equilibrium theorem for generalized games by 
an upper semi-continuity one. The proof of Theorem 5 is based on the 
results on the approximation of upper semi-continuous correspondences 
obtained in Section 2. Theorem 5 us used in Section 4. 
In Section 4 we establish Theorems 6 and 7. These theorems show that 
certain statements concerning the equilibrium of generalized games are 
equivalent to certain statements concerning minimax inequalities of K. Fan 
type. 
Theorems 1, 2, 3, 5, 6, and 7 are the main results of this paper. 
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1. NOTATIONS AND TERMINOLOGY 
Let X and Y be two sets and C a correspondence between X and Y. For 
every x E X and y E Y we write 
C(x) = {Y I (x3 Y) E Cl and c-’ (y)= {x I (X,Y)EC}. 
Let X and Y be two topological spaces (in this paper we assume, 
although this is not always necessary, that all the topological spaces we 
consider are separated). The filter of neighborhoods of a point t in a 
topological space is denoted by V“(t). 
A correspondence C, between X and Y, has open lower sections if C ‘(y) 
is open for every y E Y. A correspondence having open graph has open 
lower sections. 
A correspondence C, between X and Y, is compact’ if for every t E X 
there is V, E V(t) such that C( V,) is relatively compact. If Y is compact any 
correspondence between X and Y is compact. A correspondence which is 
compact and has closed graph is upper semi-continuous. A correspondence 
which is compact, upper semi-continuous and has closed upper sections 
has closed graph. 
For every correspondence C, between X and Y, we denote by C the 
correspondence which has for graph the adherence of the graph of C. The 
correspondence C is compact if and only if C is compact. 
A correspondence C, between X and Y, is quasi-regular if: 
(i) it has open lower sections; 
(ii) C(x) is non-void and convex for every x E X, 
(iii) C(x) = C(x) for every x E X. 
If the correspondence C is compact (iii) is equivalent with: The 
correspondence C’ between X and Y, defined by C’(x) = C(x) for x E X, is 
upper semi-continuous. 
The correspondence C is regular if it is quasi-regular and has open 
graph. 
It is easy to see that C is continuous if the correspondence C is quasi- 
regular and compact. Hence, c is continuous if C is quasi-regular and Y is 
compact. 
For every subset A of a vector space we denote by y(A) the smallest 
convex set containing A. 
’ The reader should observe that the compactness of a correspondence does not imply the 
relative compactness of its graph. A correspondence is compact if its graph is relatively com- 
pact; the converse, however, is not true. There are several other dehnitions of compactness of 
correspondences in the literature, and these detinitions are not all equivalent. 
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In this paper, unless we say explicitly the contrary, we denote by E a 
locally convex space. 
For other notations and terminology used here see the monographs by 
N. Bourbaki [S-S] and the monograph by C. Castaing and M. Valadier 
c91. 
2. VARIOUS APPROXIMATION THEOREMS 
Let X be a non-void set, Y a non-void subset of E and f‘ a correspond- 
ence between .X’ and Y. A family (f,),,, of correspondences between X and 
Y, indexed by a non-void filtering2 set J (we denote by < the order 
relation in J) is an upper approximating family for ,f if: 
(A,) f c f, for every Jo J; 
(A,,) for every Jo J there is j* E J such that ,f,, c f, if h E J and 
j* <h; 
(An,) for every t E X and VE $/k(O) there is J’,,~E J such that 
,f,,(t)cj’(t)+ VifhEJand jr,c,<h. 
Remarks. (1) We deduce from (A,t(A,,,) that: 
(A,,) for every t~Xand keJ 
f(t)c n f;(t)= n f,wfocf(t). 
IEJ k<l 
It follows that if f(t) is closed for t E X then 
f(t)= n f,(t) 
JEJ 
for every t E X. 
(2) Let ,f be a correspondence between X and Y and define the 
correspondence S’ by3 f ‘( t ) = f(t) for t E X. An upper approximating family 
for f’ is also an upper approximating family for f: 
(3) Let X be a non-void set and Y a non-void subset of E. Let f be a 
correspondence between X and Y and let (f,)jE J be an upper 
approximating family for f Let f’ and (fj),, J be defined by f’(t) = f(t) 
and f,!(t)=f,(t) for every tgX and jEJ. Then (f,‘),EJ is an upper 
approximating family for both f and f I. 
* We can modify the order on J such that the family becomes decreasing. 
’ Here and in (3) below take the adherences in Y so that the new correspondences are again 
correspondences between A’ and Y. 
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If X is a topological space we denote by Y(X, Y; E) the set of all 
correspondences A between X and Y such that for every f E X 
A(t) = C qjtf) A,, (1) 
jtl 
where (Cpj), t r is a partition of unity of X and (A,),,, is a family of non-void 
closed convex parts of Y. We denote by 94p’C’(X, Y; E) the set of all 
A E 9(X, Y, E) which can be defined by (1) with a family (A i)is, of non- 
void compact convex parts of Y. Observe that 
if Y is compact. 
P”(X Y E) = 9(X 3 9 Y E) 3 9 
A correspondence f belonging to 9’(X, Y; E) is lower semi-continuous. 
To prove this assertion it is enough to observe that for every teX and 
y Ef( t) there is a continuous selection of f which takes the value y at t. A 
correspondence belonging to Y(X, Y; E) is not necessarily upper semi-con- 
tinuous. As we shall see later, a correspondence belonging to y(“‘(X, Y; E) 
is both lower and upper semi-continuous (whence continuous). 
THEOREM 1. Let X be a non-void paracompact space and Y a non-uoid 
closed conuex subset of E. Let f be a correspondence between X and Y such 
that: 
(1.1) f is upper semi-continuous on X; 
( 1.2) f(t) is non-void and convex for euery t E X. 
Then there is an upper approximating family for A consisting of correspon- 
dences belonging to Y(X, Y; E). 
Remarks. (1) The proof of Lemma 1 below shows that f(t) c fu(t) for 
every t E X and UE 9. It follows that the family (fj),EJ constructed in the 
proof of Theorem 1 is also an upper approximating family for f’, where 
f’(t)=fo for tEX. 
(2) Let X be a topological space, Y a uniform space and 94’” the 
uniform structure of Y. A correspondence i between X and Y, is Hausdorff 
upper semi-continuous if for every t E X and U E V there is VE r(t) such 
that 
f(x) = Uf(t)) 
for every x E X. The statement and proof of Theorem 1 remain valid if the 
hypothesis (1.1) is replaced by: (1.1’) f is Huusdorff upper semi-continuous. 
The proof of Theorem 1 is based on three lemmas which we prove first. 
Since X is paracompact, there is a uniform structure on X compatible 
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with the topology of X. Let 9 be a basis of this uniform structure, 
consisting of symmetric sets. 
For every U E 9 we denote: 
(a) by U, an element of 9 such that 
(B) by Cu,)je,(u) an open locally finite covering of X, which is a 
refinement of the covering (U,(X)),.~ (we assume that Z(U) does not 
contain 1); 
(Y) by ((~u,,),EI,li) a partition of unity of X subordinated to the 
covering (U,)j, ,(Li)' 
For every U E 9 and j E Z(U) we denote by t,, j an element of X such that 
u~c ul(tU,j). 
For every U E 9 and x E X we denote by I( 17, x) the set 
(observe that I(U, x) is finite and that ~p~,~(x) =0 if j#I(U, x)). 
For every U E 9 we denote by fu the correspondence between X and Y 
defined by 
for x E X, where 
for jE Z( U). 
fUCx)= 1 ‘PU.jcU,, (2) 
,E ICC’) 
cU,,=Y(f(U(tU,j))) (3) 
LEMMA 1. For every UE 9 we have f c fu. 
Proof Let x E X. If j E 1( U, x) then U, 3 x, whence 
If y E f(x) then 
Y= C cPU.j(x)YE C ‘PU, jtx) cU,,, 
jeI(U,x) je I(U,x) 
whence y E fu(x). Since x E X and y E f(x) were arbitrary, the lemma is 
proved. 
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LEMMA 2. If VEX, UE~ and Vo VcU,, thenf,cf,. 
ProoJ We observe first that if i E Z( V, x) and j E I( U, X) then 
c V,r = c,,. (*) 
Indeed, let s E V( t v,i); then (t v, ;, s) E V. Since i E I( V, x) and j E I( U, X) 
XE vie Vl(tV,i) and XE u,c U,(trJ); 
hence (x, t,,,)E V, and (t,..,, X)E U,. We deduce 
(tQ, s) E vo v, 0 u, c u, 0 u, c u, 
whence s E U( tu,,). Hence 
V(tV,i)c u(tU,,). 
From (**) and (3) we deduce immediately (*). 
If x E X and y Ebb, then 
YE c cpV,ib) CVJC cu., 
reI(V,r) 
for every Jo Z( U, x). We deduce 
YE c cpU,j(X) CU.,’ 
jt /(U,.r) 
(**) 
that is, YE~Jx).‘ Since x EX and y of, were arbitrary, the lemma is 
proved. 
LEMMA 3. Let t E X, WE 9 and let M c E be convex and closed. Zf 
f(x)cMfor XE W(t) then f”(t)cM ifU~9 and UoUc W. 
Proof Let jEZ(U, t). Then tE U,c U,(t,,). If ZE U(t,,j) we deduce 
(t, Z)E 170 U, c W so that ZE W(t). Hence 
f(U(tu,,))cf(Wt))cM 
and hence C,, i c M for jE Z( U, t). We conclude that 
fu(t)= 1 vu,j(f) Cu,jc M. 
/EUU,l) 
Therefore, the lemma is proved. 
We shall now prove Theorem 1. Let J= 9 (we write U d V if and only if 
UX V). We shall show that (fU)uEJ is an upper approximating family 
forf: 
By Lemma 1, (A,) is satisfied. 
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Now let UEJ and let U,EJ such that U,oU, cU,. If HEJ and 
U, < H then 
HoHc U,oU,cU, 
and, hence, by Lemma 2, fH c f,,. Hence (Au) is satisfied. 
Let t E X and VE YE(O). Let V, be a convex neighborhood of 0 E E such 
that V, + V, c V. Since f is upper semi-continuous at t, there is WE 9 
such that 
f(x) cf(t) + v, cf(t)+ v, cf(t) + v 
if x E W(t). Let U,. y E J such that 
U 1. v 0 U,>“C w. 
If HEJand U,,.<Hthen 
Ho Hc U,,“o U/c W 
and hence, by Lemma 3, 
Hence (Am) is also satisfied. 
We conclude that (fu)utJ is an upper approximating family for f: Since 
fu E Y(X, Y; E) for every U E J the theorem is proved. 
Remarks. (1) It follows from (3) that C, ic y(f(X)) for every U and 
hence that 
fu(X) = v(f (X)) 
for every U. Hence, if y(f(X)) is relatively compact the correspondences 
fi( jc J) constructed in the proof of Theorem 1 belong to #‘) (X, Y; E) 
and y(f;(X)) is relatively compact for every je J. 
(2) The index set of the upper approximating family constructed in 
Theorem 1 is 9. Hence the index set of the family depends on X but not on f: 
A similar remark is valid for j* (see An)). For every j= U in 9 we may 
choose j* = U, where U, is an element of 9 such that U, 0 U, c U,. These 
remarks will be used in the proof of Theorem 2. 
(3) Every A E 9(X, Y; E) obviously has a continuous selection. It 
follows from Brouwer’s fixed point theorem (for finite dimensional spaces) 
that if X= Y and Y is compact and convex every A E 9(X, Y; E) has a 
fixed point. From this remark and from Theorem 1 one can easily deduce 
the Fan-Glicksberg generalization of Kakutani’s fixed point theorem (see 
also G. Haddad [ 161). 
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A closed convex part Y of E has the property (K) if for every compact 
part B of Y the set y(B) is relatively compact. Obviously Y has the 
property (K) if it is compact. If B is compact, then y(B) is compact if and 
only if it is complete for r(E, E’) (M. G. Krein’s theorem). 
To simplify, we assume in the definition of totally hounded correspond- 
ences and in Corollary 1 below that X is a metric space (we denote by d the 
distance on X.) 
A correspondence C, between X and Y, is totally bounded if C(B) is 
relatively compact for every ball B (see G. Haddad and J. M. Lasry [ 17, 
p. 3001). It is obvious that a totally bounded correspondence is compact 
according to the definition adopted in this paper. The converse, however, is 
not true (for example, there are X, E, Y, and f~ ,(‘)(X, P E) such that f 
is not totally bounded). Nevertheless: 
COROLLARY I. Assume that the hypotheses of Theorem 1 are satisfied, 
that Y has the property (K) and that: 
(1.1”) f is totally bounded, 
Then there is an upper approximating family for A consisting of corre- 
spondences which belong to 9’(“(X, Y; E) and are totally bounded. 
Proof: This result follows from Theorem 1 once we show that, under 
the hypotheses of the corollary, we can choose 9 so that, for every UE 9, 
the correspondence fu (defined by (2)) belongs to ,(“(X, K E) and is 
totally bounded. 
For this purpose, let 
9={W’“‘I&>O}, 
where 
WE) = {(x, Y) I 0, Y) d 6) 
for every s > 0 (we may, instead, take 9 = ( I+‘(“‘) I n EN)). If U = IV(‘) we 
choose U1 = W(&“‘. 
Let U= W@) be an element of 9. Since the correspondence f is totally 
bounded and U(tu,j) is a ball, f(U(t,,i)) is relatively compact; since E has 
the property (K) we deduce that 
C”,, =Y(f(U(t.,i))) 
is compact for every j E J. Hence the correspondence fu belongs to 
Ycc’(X Y E). 
Noi le; W,(x,) be the ball of center x0 and radius r and let x be an 
element of this ball. If j E Z( U, x) then x E U, c U,( t U, j); it follows that if 
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ZE U(t,,,) then d(x,, z)6i if E.=r +E/~+c. Hence U(t,j)c II’, and 
hence 
for every j E I( CJ, x). Since y( f( W,(X,))) is convex we obtain 
Since x E W,(x,) was arbitrary we deduce fU( W,(x,)) c y( f( W,(x,))). 
Since x0 and r were arbitrary, we conclude that fc, is totally bounded. 
Let X be a non-void topological space, Y a non-void closed subset of E, 
and A E P’(X, Y, E). It is easy to see that (we recall that the supports of 
the functions in a partition of unity form a local1 finite family): 
(a) A(t) is compact for every t E X and A is a compact correspondence. 
For completeness we prove that the correspondence A is compact: 
Indeed, let t E X and let I’, E V(t) such that 
is finite. Let 
1, = i .i I v, n Support ‘P, # 0 1 
Since Y, is obviously compact and since A(x) c Y, for every x E V, our 
assertion is proved. 
(b) A has closed graph and is continuous. 
Let (CL Y,)),, T be an arbitrary family of elements belonging to the 
graph of A, indexed by a filtering set T and converging to (x, y). By using 
an ultrafilter 92 on T, liner than the filter of sections of T, we show that y is 
of the form CjE, q,(x) a, with a,E Aj for every je J. We deduce that (x, y) 
belongs to the graph of A; since ( (xt, y,)),, T was arbitrary we conclude 
that the graph of A is closed. Since by (a) the correspondence A is compact 
it follows that it is upper semi-continuous. Since A is lower semi-con- 
tinuous we conclude that (b) is proved. 
(c) A has compact graph if X is compact. 
Assume that Y is conoex. Let (A’),, 7 be a family of correspondences 
belonging to #C’(X, Y; E) and (tl,),, T a partition of unity of X. Thenn: 
(d) The corresponding A, between X and Y, defined by 
A(x) = 1 a,(x) A’(x) 
(ET 
for x E X, belongs to Y”“(X Y E) 2 , 
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Since the set {t I E,(X) #O} is finite, for every XE X, A is well defined. 
Since Y is convex 
A(x) = 1 CL,(x) A’(x) c 1 cc,(x) Y c Y 
/‘ST IET 
for every x E X. Hence A is a correspondence between X and Y. 
By hypothesis for every IE T there is a partition of unity of X (q~j)~~,,,, 
and a family (A.j),E,C,j of non-void compact convex parts of Y such that 
A,(x) = 1 cpjw A; 
ic I(I) 
for x E X. Whence 
A(x)= ET a,(x) A’(x) =!FT %(X1 ( c
JE I(l) 
= c c @,cp:Mx) A\= 1 (or,cp:)(x) Af 
(ET jeI(r) (r. i)e T* 
forxEXifT*=IJ,,T ((2) XI(t)). Since (o! cp!) , I C,,,je T* is a partition of unity 
of X it follows that A belongs to 9(‘)(X, Y; E). 
We now give the following variant of Theorem 1: 
THEOREM 2. Let X be a non-void paracompact space and Y a non-void 
closed equilibrated convex part of E which has the property (K). Let f be a 
correspondence between X and Y such that: 
(2.1) f is compact and upper semi-continuous; 
(2.2) f(t) is non-void compact and convex for every t E X, 
Then there is an upper approximating family for f consisting of correspon- 
dences belonging to Y”‘(X, Y; E). 
ProoJ Let ( Wh)hs H be a locally finite open covering of X such that 
f( W,) is relatively compact for every h E H. Let (U,),,, be a locally finite 
open covering of X such that 0, c W, for every h E H. For every h E H let 
uh be a continuous mapping of X into [0, 1 ] such that uL(x) = 1 for x E U,, 
and uJx) = 0 if x +! W, (the space X is paracompact, whence normal). Let 
((Ph)h.H be a partition of unity of X subordinated to the covering ( U,,)hEH. 
For every h E H, uhf is a correspondence, between X and Y, such that 
(uhf)(X) is relatively compact; moreover, uhf is upper-semicontinuous on 
X (f is compact-valued) and (uhf)(x) is non-void and convex for every 
x E X. Hence, for every h E H, uhf satisfies the hypotheses of Theorem 1 and 
hence there is an upper approximating family (fj")),,, for uhf, consisting 
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of correspondences belonging to Y”‘(X, Y; E) (see Remarks (1) and (2) 
following the proof of Theorem 1 and observe that since Y has the property 
(K) the set y((uJ)(X)) is compact). 
For every Jo J let f, be the correspondence, between X and Y, defined by 
f;(x) = c (Ph(X)f:h’b) 
heH 
for x E X; by (d), above, f, belongs to y”“(X, Y; E). 
Observe also that 
ftx) = c (PhtX)ftX) = c (Ph(X)(Uhf)(X)t 
heH heH 
for x E X (by (2.2) the set f(x) is convex). 
Since uhf c f jh) for every h E H and j E J, we deduce that f c f, for every 
jE J. Hence ( fj)j,J satisfies (A,). 
If jeJ, iEJ, and j*<i, then fjh)Cf, (h) for every h E H (see Remark (2) 
following the proof of Theorem 1); we deduce f, c fi. Hence ( fJ)jsJ satisfies 
(A,,). 
Now let tEX, let H(t)= {h 1 U,st} (H(t) is finite) and let V be a 
convex neighborhood of 0 E E. 
For every h E H(t) there is j(t, h) E J such that 
f;;!h,@k tUhf)tf)+ V=f(t)+ V. 
Let j(t) be an element of J superior to j(r, h)* for every h E H(t). Then 
f$)(t) cf(t) + V 
for every h E H(t). Hence 
&,tt)= 1 (Phtt)f;:rjttk c (Phtt)(f(t)+ v). 
hEH(l) he H(r) 
Since f(t) + V is convex we obtain 
f;,,,(t) cf(t) + V. 
We deduce 
hfi(t)cf(t)+ v 
for every i E J such that j,, V f i if j,, y = j(t)*. 
Since t E X and the convex neighborhood V were arbitrary, we deduce 
that (f,),,, satisfies (Am). 
Hence the theorem is proved. 
409 I?6 I-19 
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Remark. Let 9 be a subset of the set of all partitions of unity of X. 
Denote by 9,(X, r; 23) the set of all correspondences in 9(X, Y; E) defined 
using partitions of unity belonging to 9’; denote by 9$)(X, r; E) the set of 
all correspondences in Y”“(X, Y, E) defined using partitions of unit to 9. 
Assume that for every open locally finite covering V of X there exists a 
partition of unity belonging to 9 subordinated to 97. Then Theorem 1 
and Corollary 1 remain valid if in their statements Y(X, Y; E) and 
#“(X, Y; E) are replaced by 9??(.%‘, Y E) and 9,$)(X, Y; E) (the same is 
true for Remark (1) following the proof of Theorem 1). Assume in addition 
that if (CGL T and ((P:),Elc,) (TV T) belong to 9 then (~,qf)~,,~,~~*, where 
T* = IJ,, T( { t } x Z(t)), belongs to 9’. Then Theorem 2 remains valid if in its 
statement we replace Y”‘(X, Y; E) by 9$)(X, K E). When X is metric 
the set 9 of all locally Lipschitz partitions of unity satisfies the above 
conditions. 
Let X be a non-void set and Y a non-void subset of E. For every 
correspondence A between X and Y and set U c E we denote by ACc/) the 
correspondence between X and Y defined by 
ACU’(x)=(A(x)+ U)n Y 
for every x E X, obviously A c A ‘w if U 3 0. If A E Y(X, Y; E) is given by 
(1) and if U is convex, then 
for every I E X. 
Denote by 98 a fundamental system of 0 E E. Then: 
PROPOSITION 1. Let f be a correspondence between X and Y and let 
(L.fj)ipJ be an upper approximating family for f: Then ( f~“))Ci,u)EJX,a is an 
upper approximating family for f: 
For every (j, U)EJX~ 
f!U’=(f.)? 
J J 
The set Jx g is endowed with the usual order relation d : ( j’, U’) d 
( j”, U”) means j’ < j” and U’ 3 U”. 
Proof: The conditions (A,) and (An) are obviously satisfied. To verify 
(Am) choose HE g such that H + H c V and observe that if (h, U) E Jx 98 
and (jr,“, H) < (h, U) then 
fX?t) Cfh(f) + UCfh(f) + H 
cf(t)+H+Hcf(t)+V. 
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In the next two propositions and the corollary we assume that: 
X is a non-void topological space; 
Y is a non-void closed convex subset of E, 
U is a convex open neighborhood of 0 E E. 
We do observe that for every compact set L c Y 
(L+U)n Y=(L+Qn Y. 
PROPOSITION 2. Let A be a correspondence, between X and Y, compact 
and with closed graph. Then: 
(2.1) A (” is closed; 
(2.2) A’“‘(x) = ACU’(x) for every x E X; 
(2.3) A’“‘=A’U’. 
Proof Let (txi, Yi))is T be a family of elements of A”’ indexed by a 
filtering set T which converges to (x, y). Then (x~);~ T converges to x and 
(Y;),, 7- converges to y. Since A is compact there is V.V E Y(x) such that 
A( V,) is relatively compact. We may and will assume that X;E V, for iE T. 
For every iE T 
with a, E A(xi) and ui E a. 
Let % be an ultratilter on T liner than the filter of sections of T. Since 
A( V,) is relatively compact lim,,,,, ai = a exists and, since the graph of A is 
closed, (x, a) E A. Since (Y;)~, T converges we deduce that lim,,,., ui exists 
and belongs, obviously, to D. Hence 
y = lim (ai + ui) = a + 24 
(I,@’ 
and hence 
y~(A(x)+o)n Y=A’“‘(x). 
We deduce that (x, y)~ A’“’ and hence that A’“’ is closed. 
To prove (2.2) of Proposition 2 we observe that 
A’“‘(x) = (A(x) + U) n Y= (A(x) + 0) n Y= A’“‘(x) 
(notice that L = A(x) is a compact part of Y) for every x E X. 
To prove (2.3) of Proposition 2 let (x, y)~ A’“‘. By (2.2) we have 
y E ACU)(x). Hence there is a family (b,),,, of elements of ACU)(x), indexed 
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by a filtering set J, which converges to y. Since (x, b,) E A’“’ for every Jo J 
it follows that (x, y)~ A’U). Hence A”)c A”‘. To prove the converse 
inclusion we observe that A’“‘c A’“’ and that A’“’ is closed. 
PROPOSITION 3. Let A be a correspondence, between X and Y, compact, 
with closed graph, continuous and such that A(x) is non-void and convex for 
every x E X. Then A ‘“’ is regular. Zf Y is compact A’“) is continuous. 
Proof: That the graph of A”” is open is proved in the paper [ 19, p. 7].4 
By hypothesis A(x) is non-void and convex for every XE X, whence the 
same holds for A’u’(x) for every XE X. By (2.2) and (2.3) of Proposition 2 
A’u’(x) = A’“‘(x) = A’“‘(x) 
for every x E X. Hence ACU” is regular. 
The correspondence A ‘U has open graph and hence it is lower semi- 
continuous; hen=A’“’ is lower semi-continuous. If- Y is compact the 
correspondence A ‘U is compact; since it has closed graph it is upper semi- 
continuous. We conclude that ACu) is continuous. 
Remark. If E is finite dimensional and if, in addition, U is relatively 
compact, then A “’ is compact and continuous. 
Indeed, let t E X and V, E V(t) such that A( I’,) is relatively compact; 
then 
A’“‘(x) = (A(x) + 0) A YC (A( Y,) + @n Y 
if x E V,. Since t E X was arbitrary, A(o) is compact. 
Since A’“’ has closed graph, A’@ is upper semi-continuous. Since 
A’“’ = ACu’, A’“’ is lower semi-continuous. Whence A’“’ is continuous. 
PRO~TION 4. Let A E Y”)(X, Y; E). Then ACu’ is regular. lf Y is com- 
pact, ACu) is continuous. 
Variants of Propositions 2, 3, and 4 are given in [19, p. 81. 
THEOREM 3. Let X be a paracompact space and Y a non-void closed 
equilibrated convex part of E which has the property (K). Let f be a 
correspondence between X and Y such that: 
(3.1) f is compact and upper semi-continuous; 
(3.2) f(t) is non-void compact and convex for every t E X. 
4 In the quoted paper, p. 7, line 14 from above: instead of “let be A(x),” read “let 
beA(x)n(a+ W):’ 
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Then there is a family ( fi)JEJ of correspondences between X and Y, 
indexed by a filtering set J, such that: 
(3.3) for every jE J the correspondence f, is regular; 
(3.4) (f,LEJ and (f,fi)lEJ are upper approximating families for f, 
(3.5) for every je J the correspondence fI is continuous if Y is 
compact. 
Proof Since the hypotheses of Theorem 2 are satisfied there is an 
upper approximating family (gk)kG T for f consisting of correspondences 
belonging to Y(‘)(X, Y; E). Let 59 be a fundamental system of 0 E E 
consisting of open convex neighborhoods of 0 E E and let J = T x CA?‘. For 
every (k, U) E J let 
f (k,L’) = kk)‘“‘. 
By Proposition 1 the family ( fr)jGJ is upper approximating for $ By 
Proposition 4, for every jE J, f, is regular. 
Since f, is regular we have 
f/w = f;(x) 
for every x E X; hence ( f;)jEJ is also an upper approximating family for f 
(see Remark (3) following the definition of upper approximating families). 
Hence (3.3) and (3.4) of Theorem 3 are proved. By Proposition 4 the 
correspondence f, is continuous for every je J, if Y is compact. Hence 
Theorem 3 is proved. 
Remark. If E is finite dimensional and if g is a fundamental system of 
0 E E consisting of relatively compact, open convex neighborhoods of 0 E E, 
we deduce that 6 is compact and continuous for every jE J (see the remark 
following the proof of Proposition 3). 
Let (Xi)is, be a family of sets and let ( Y,)i,l be a family of subsets of E. 
For every i E Z let f, be a correspondence between Xi and Yi, U(i) a set of 
correspondences between X, and Yi, and ( fji))jEJcij an upper 
approximating family for f, consisting of correspondences belonging to 
V(i). It is useful to know that we may assume that the approximating 
families have the same set of indices. For completeness we show below how 
this can be done: Let J be the set of all pairs (A, ( ji)iGA) where A is a non- 
void finite part of Z and ji E J(i) for every i E A. Introduce in J the order 
relation Q defined as follows: 
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ifAcBandji~~k,foriEA.ForeveryiEZandj=(A,(j,),~,.)inJdefine 
gy = jy if A3i 
ZfS’ if A$i 
(we may assume that J(i) has a smallest element i,.) Then for every iE Z, 
(8”‘). , E J is an upper approximating family for f, consisting of corresponding 
bionging to G??(i). 
3. ON THE EQUILIBRIUMS OF GENERALIZED GAMES 
In this section we assume that E is locally convex only in the statement and 
proof of Theorem 5. 
A generalized game ( = abstract economy), as defined in [22],’ is a triple 
8 = ((X,1;, 1, (Ai)ie It (Qt)tE 11, 
where (Xi)ie, is a non-void family of non-void topological spaces and, for 
every iE Z, A, and Qj are correspondences between6 X’ and Xi. 
An equilibrium of F is an outcome x* E X’ satisfying, for every i E I: 
(E,) (x*)r~Ai(x*); 
0%) AjnQj(x*)=Izr. 
Assume that, for every i E Z, Xi is a subset of the topological vector space 
E. For every ieZ denote by Vi (see [S] and [19, Sect. 21) the set of all 
correspondences II/ between X’ and Xi such that: 
(h) $(x) is convex for every XEX; 
(hh) II/ has open lower sections; 
(hhh) xi $ G(x) for every x E X’. 
A correspondence q between X’ and Xi is qi-majorized if for every t E X 
for which q(t) # @ there are tj, E %?, and V(t) such that 
for every XE V. 
cp(x) c tit(x) 
The following was proved in [1917: 
5 See also [4, 5, 11, 14, 15, 19,20,22-251. The equilibrium of a generalized game is defined 
as in [S]. 
6 If (I’,),,, is a family of sets we denote by X’ the Cartesian product n,., I’,. If XE X’ we 
denote by x, the coordinate of index i of x. 
’ In the paper quoted here we do not always assume that E is locally convex or separated. 
For example, Theorem 4 and Corollaries 2 and 3 remain valid if E is an arbitrary topological 
vector space and X, is quasi-compact for every ie I (the adherences are taken in X’x X, and 
X,, respectively). That some of the equilibrium theorems remain valid without assuming that 
E is separated was first observed by S. Toussaint [24]. 
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THEOREM 4. The game d has an equilibrium if, for every iE I: 
(4.1) Xi is a convex compact subset of E; 
(4.2) Ai is quasi-regular; 
(4.3) xi $ y(Q(x,) for every x E X’; 
(4.4) A,n Qi is %‘i-majorized; 
(4.5) the set {x 1 A,n Q,(x)#@} is open. 
Now consider the following properties: 
(4.2’) Ai is regular. 
(4.4’) Qi has open lower sections. 
(4.4”) Qi is lower semi-continuous and Vi-majorized. 
COROLLARY 2. The game & has an equilibrium if it has, for every i E I, 
the properties (4.1), (4.2), (4.3), and (4.4’). 
Proof. Since Q; has open lower sections, the correspondence y(Qi), 
defined by Y(QJ(x) = Y(Q~(x)) f or every x E X’, has open lower sections 
(see [25, Lemma 5.11 or [24, Remark 2.3(b)]). Hence A,n r(Qi) has open 
lower sections. Since, for every x E X’, Ai n y(Q,)(x) is convex and 
xi& A, ny(Qi)(x), it follows that the correspondence Ainy(Qj) belongs to 
%$. Since 
A, n Qi c A, n r(Q,) 
we deduce that A, n Q, is @-majorized. Since A,ny(Qi) has open lower 
sections, 
1x1 AinQj(x)#!3> 
is open. 
Hence d has the properties (4.1)-(4.5) for every i E I and hence 
Corollary 2 is proved. 
Corollary 2 is Theorem 2.5 of S. Toussaint ([24]). In an earlier paper 
N. C. Yannelis and N. D. Prabhakar ([25]) proved this result under 
certain additional hypotheses (for example, if E is locally convex and 
separated, if I is countable, and if Xi is metrizable for every ie I). We 
observe that the method of proof of these authors combined with an 
approximation procedure gives the result in Corollary 2 in locally convex 
spaces. 
COROLLARY 3. The game B has an equilibrium if it has, for every i E I, 
the properties (4.1), (4.2’), and (4.4”). 
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Proof Since Ai is open and Qi is lower semi-continuous, Ain Qi is 
lower semi-continuous and hence 
is open. Since Qi is Vi-majorized, (4.3) is satisfied and Ai n Qi is majorized. 
Hence d has the properties (4.1)-(4.5) for every iE I and hence 
Corollary 3 is proved. 
That Corollary 3 is valid was stated by S. Toussaint [24, Remark 2.6(b)] 
(this remark suggested the formulation of Theorem 4). 
We have now arrived at the main result of this section. Using one of the 
approximation theorems obtained in Section 2, we shall prove: 
THEOREM 5. The game d has an equilibrium if, for every i E I: 
(5.1) Xi is a convex compact subset of E; 
(5.2) Ai is non-void closed and convex for every x E E; 
(5.3) Ai is upper semi-continuous; 
(5.4) Qi is lower semi-continuous and %?i-majorized; 
(5.5) The set {x 1 Ain Q,(x)#@} is open. 
Remarks. (1) The hypotheses (5.4) and (5.5) are satisfied if, for every 
ie I: 
1. Ai is continuous; 
2. Qi is open; 
3. xi 4 y( Q,(x)) for every x E X’. 
Under these hypotheses the above result is the W. Shafer-H. Sonnen- 
schein theorem on the equilibriums of generalized games (see [22] and 
[ 19, Sect. 63). 
(2) The main purpose of Theorem 5 is to replace, in the W. Shafer- 
H. Sonnenschein theorem, the assumption that the correspondences Ai are 
continuous by the assumption that they are upper semi-continuous. An 
application of Theorem 5 is given in the next section. 
Proof By the approximation Theorem 3 of Section 2, for every ie Z, 
there is a family (Aii)jEJ indeed by a filtering set .I, consisting of regular 
correspondences between X’ and A’,, such that both (Aii)rcJ and (A,)j,, 
are upper approximating families for Ai. 
The game 
G;= ((Xi)it,, (Au)ie,, (Qi)it,) 
satisfies the hypotheses of Corollary 3 (or of Theorem 4) for every je .I. 
Hence &J has an equilibrium x,* for every jE J. 
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Let 42 be an ultrafilter on J finer than the filter of sections of J and let 
x*= lim x*’ 
J ’ (u) 
(/.@O 
then, for every i E Z, 
(x*), = ,‘fy”;“h. 
Since A, n C&(x;“) = 0 and A, I A, we deduce 
4nQi(x,*,=0 
(uu) 
for every i E I and j E .I. Using (5.5) we obtain 
AinQi(x*)=@ 
for every i E I. 
Since x,* is an equilibrium of F) and since A, is regular we have 
(x,*),aJq=A,i(xi*) 
whence 
for every iE I and jE .I. From (u), (uu), and property (Au) of upper 
approximating families we deduce 
- 
(X*9 (X*)J EA, 
for every i E I and je J. Since (A,),., is also an upper approximating family 
of Ai we conclude 
(x*, (x*)i) E Ai 
for every i E I. 
Hence x* is an equilibrium of 8 and hence the theorem is proved. 
4. GENERALIZED GAMES AND INEQUALITIES OF KY FAN TYPE 
In this section we assume that E is locally convex only in S,, , SIV, 
Theorem 7 and in the remarks concerning these statements. 
We begin by introducing a few definitions so that we can shorten some 
of the statements below. 
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A generalized game in functional form (or simply, a game in functional 
form) is a triple 
where (J’A E I is a non-void family of non-void topological spaces and, for 
every i E Z, A ; is a correspondence between X’ and X, and (pi is a mapping 
of X’ x Xi into R. 
An equilibrium of 9 is an outcome x* E X’ satisfying, for every iE I: 
0%) (x*),~Ai(x*); 
(El,) ‘PAX*, y,) 6 0 for every y, E A,(x*). 
If 
is a generalized game and if, for every i E 1, ‘pi is a mapping of X’ x X, into 
i? such that Qi = {(x, yi) 1 cpi(x, yi) > 0} then the equilibrium outcomes of E 
and 
are the same. 
Let (Jc’~)~~, be a non-void family of non-void subsets of E and (pi a 
mapping of X’x Xi into 8. We consider below the following properties: 
(e’) XH (pi(x. yi) is lower semi-continuous on X’for every yiEX,. 
(en) xz4Y({Yi I cp,(x,Y,)>O))for every XEX’. 
Let tXi)zel be a non-void family of non-void topological spaces and, for 
every i E Z, let A i be a correspondence between X’ and Xi and (pi a mapping 
of X’ x X, into i?. For every iE I let ai be the mapping of X’ into i? 
defined by 
a,(x) = sup cpj(X, y,). 
Y,‘z A,(X) 
The families (Ai)i,, and (v~)~~, are coherent if {x ( cr,(x)>O) is open for 
every i E I. 
Observe that 
(x I ~i(X)>O}=(X I AinQdx)#Izr} 
if 
Qt= {(X3 Yi) I cPi(Xt YO>O). 
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Consider now the following four statements: 
S 
librirum 
A generalized game 8 = ((X,),, ,, (Aili,,, (Q;)iel) has an equi- 
if the hypotheses (4.1), (4.2) (4.3), and (4.4’) of Corollary 2, 
Section 3, are satisfied for every i E I. 
For the next statement we need the hypothesis: 
(5.4’). Qi has open lower sections and xi $ y( Q;(x)) for every x E X’. 
s . A generalized game 6 = ((X,)ie,, (Ai);,,, (Qi)lE,) has an equi- 
librirAm if the hypotheses (5.1) (5.2) (5.3) (5.5) of Theorem 5, Section 3, 
and (5.4’) above are satisfied for every i E I. 
Since the hypothesis (5.4’) is obviously stronger than (5.4) of Theorem 5, 
Section 3, it follows that S,, is true. 
Sm. A game in functional form B = ((Xi)it,, (A,),G,, (qi)ieI) has an 
equilibrium if, for every i E I: 
(1) Xi is a convex compact subset of E; 
(2) A, is quasi-regular; 
(3) cpi has the properties (e’) and (e”). 
S IV. A game in functional form 9 = ((Xi)iE,r (A i)it,, ((P~);~,) has an 
equilibrium if the families (Ai);,, and (cp,),,, are coherent and if, for every 
ie I: 
(1) X, is a convex compact subset of E; 
(2) A,(x) is non-void closed and convex for every x E E; 
(3) A, is upper semi-continuous; 
(4) ‘pi has the properties (e’) and (e”). 
Then’: 
THEOREM 6. The statements S, and S,,, are equivalent. 
THEOREM 7. The statements S,, and SIV are equivalent. 
The proofs of the above theorems are very similar; this is why we shall 
prove here only one of them. We shall prove Theorem 7 since its proof 
requires some additional details. 
Proof. Assume first that S,, is true. Let 
8 = (txi)icI, tAz)teI, (cPi)itI) 
’ See the geometric formulation of the minimax inequality given in K. Fan [ 13, Sect. 21. 
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be a game in functional form satisfying the hypotheses of S,,. For every 
ie I let Qi = {(x, yi) 1 cpi(x, yi) > O}. Obviously the generalized game 
satisfies the hypotheses (5.1), (5.2), and (5.3). Since ‘pi has the property 
(e’), Qj has open lower sections; since ‘pi has the property (e”), xi+ r(Qi(x)) 
for every x E X’. Hence d satisfies the hypothesis (5.4’). Since (Ai)i,, and 
(Qi)icl are coherent, & satisfies the hypothesis (5.5) also. Since we assumed 
that S,, is true, & has an equilibrium. Hence 9 has an equilibrium and 
hence S,, is true. 
Assume now that S,, is true. Let 
8 = ((Xi)is,, (Athe,, (QJit,) 
be a generalized game satisfying the hypotheses of S,, . For every i E I let (pi 
be the characteristic function of Q;; from (5.4’) we deduce that ‘pi has the 
properties (e’) and (e”). Hence 
L+F = ((X,),, I, (Ai)ie12 (cPi)icA 
has the property (4) of S,,. Since d satisfies the hypothesis (5.5), the 
families (A,L,I and ((P,L~~ are coherent. Obviously 9 has the properties 
Cl), (2), (3) of SW also. Since we assumed that S,, is true, 9 has an 
equilibrium. Hence d has an equilibrium and hence S,, is true. 
Since S, and S,, are true, we deduce from the above theorems that: 
The statements S,,, and S,, are true. 
Remarks. (1) It is easy to see that a mapping cp, of X’ x Xi into R has 
the property (e”) if and only if: For every x E X’ there is a quasi-concave 
mapping g, of X, into R such that cpi(x, yi) <g,Jy,) for every yje Xi and 
g,(x,) ~0. It follows that the results in Statements S,,, and S,, (for I 
containing only one element) give various forms of the well-known K. Fan 
[12, 133 minimax inequality. It also follows that Statement S,,, (for I 
containing only one element) gives the non-linear alternative of H. Ben-El- 
Mechaiekh, P. Deguire, and A. Granas ([3, Theorem 2, pp. 257-2581); 
when E is locally convex Statement S,, also gives this non-linear 
alternative. Statement S,, contains the K. Fan minimax inequality with 
constraints as given, for example, in J. P. Aubin [ 1, pp. 279-2821. 
(2) Let F=((Xi)ia,3 (A,),,I~ (~p~)~~,) be a generalized game in 
functional form. Under certain supplementary hypotheses on 9 (stronger 
than the hypotheses of S,,, and S,,) we can deduce “directly” the existence 
of an equilibrium of 9 from the case when Z contains only one element. 
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