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SUMMARY
Seismic surface wave tomography is a tried and tested method to reveal the subsurface structure
of the Earth. However, the conventional 2-step scheme of inverting first for 2-D maps of surface
wave phase or group velocity and then inverting for the 3-D spatial velocity structure preserves
little information about lateral spatial correlations, and introduces additional uncertainties and
errors into the 3-D result. We introduce a 1-step 3-D non-linear surface wave tomography
method that removes these effects by inverting for 3-D spatial structure directly from frequency-
dependent traveltime measurements. We achieve this using the reversible jump Markov chain
Monte Carlo (McMC) algorithm with a fully 3-D model parametrization. Synthetic tests
show that the method estimates the velocity model and associated uncertainties significantly
better than the conventional 2-step McMC method, and that the computational cost seems to
be comparable with 2-step McMC methods. The resulting uncertainties are more intuitively
reasonable than those from the 2-step method, and provide directly interpretable uncertainty
on volumetrics of structures of interest.
Key words: McMC; Tomography; Surface wave.
1 INTRODUCTION
Seismic surface waves travel along the surface of the Earth while
oscillating over depth ranges that depend on the period of oscil-
lation. Measured speeds of travel are sensitive to Earth proper-
ties within those depth ranges. Consequently, surface waves have
been used to study the subsurface structure of the Earth on global
scales (Trampert & Woodhouse 1995; Shapiro & Ritzwoller 2002;
Meier et al. 2007a,b), regional scales (Zielhuis & Nolet 1994; Curtis
et al. 1998; Simons et al. 2002) and reservoir scales (de Ridder &
Dellinger 2011; Mordret et al. 2013, 2014; Allmark et al. 2018). In
those studies, subsurface information is deduced from the dispersion
properties of surface wave phase or group velocities, with different
frequency components constraining structures over different depth
ranges in the subsurface.
Seismic surface wave tomography is often conducted using a two-
step inversion scheme (Nakanishi & Anderson 1983; Trampert &
Woodhouse 1995; Ritzwoller et al. 2002; Snoke & Sambridge 2002;
Bodin & Sambridge 2009; Bodin et al. 2012; Galetti et al. 2017).
First, a series of 2-D phase or group velocity maps for different
periods are estimated tomographically at each geographical point
of interest using the arrival times of each period as data; the 1-D
dispersion curve at each geographical location is then inverted to
estimate a 1-D shear velocity structure beneath that location. Those
1-D shear velocity structures placed side-by-side are interpolated
to construct a 3-D model.
The surface wave inversion problem is usually solved using a
linearised procedure which involves approximating the true, non-
linear relation between data and parameters by a linearized relation;
that approximate relationship is then used to seek an approximate
solution by minimizing the data misfit while applying some regu-
larization (Trampert & Woodhouse 1995; Ritzwoller et al. 2002).
However, the regularization is often chosen by ad hoc means (of-
ten trial and error), and valuable information in the data can be
concealed by the regularization (Zhdanov 2002). In addition, due
to the irregular distribution of seismic sources and receivers, the
subsurface is usually unevenly sampled, which limits the resolution
of those region with poor data coverage (Curtis & Snieder 2002).
The introduction of ambient noise interferometry (Campillo & Paul
2003; Wapenaar 2004; Van Manen et al. 2005, 2006; Wapenaar &
Fokkema 2006; Curtis et al. 2006) and ambient noise tomography
(Shapiro et al. 2005; Lin et al. 2007; Yang et al. 2007; Bensen
et al. 2009; Behr et al. 2010) has partly resolved this issue be-
cause earthquakes are no longer necessary in the region of interest
as stations play the role of both receivers and (virtual) sources.
However, the seismic stations on the Earth’s surface are themselves
far from uniformly distributed in many areas, and as a result it is
difficult to quantify the uncertainties in information derived from
linearized ambient noise tomography (Shapiro & Ritzwoller 2002;
Bensen et al. 2009; Yao & Van der Hilst 2009; Weaver et al. 2011;
Nicolson et al. 2012, 2014). This limits the ability to determine the
uncertainty of inferred subsurface shear wave velocity structures.
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To resolve these issues, Bodin & Sambridge (2009) proposed a
method using the Markov chain Monte Carlo (McMC) algorithm
to sample models from a posterior probability distribution (pdf),
based on a Bayesian framework. McMC methods were introduced
to Geophysics by Mosegaard & Tarantola (1995). Thereafter, Ma-
linverno & Leaney (2000) introduced an extension of the standard
method called reversible jumpMcMC (Green 1995; Green & Hastie
2009), which allows the number of model parameters (the dimen-
sionality of parameter space) to change during the inversion, and
applied it on an inversion of zero-offset vertical seismic profiles
and an electrical resistivity sounding inversion (Malinverno 2002).
Bodin & Sambridge (2009) further applied this method to a seismic
tomography problem, in which Voronoi tessellations were used to
allow spatially irregular model cells to parametrize seismic wave
speed variations, and trans-dimensional inversion allowed the di-
mensionality of parameter space (the number of cells in the model)
to vary. Thus, the model parametrization is dynamically adapted
to the irregular data coverage (Curtis & Snieder 2002), avoiding
arbitrary regularization. The method was used successfully to es-
timate the Rayleigh-wave velocity models across Australia (Bodin
& Sambridge 2009), the upper crustal structure of central Java in
Indonesia (Zulfakriza et al. 2014) and SE Tibet in China (Zheng
et al. 2017). Young et al. (2013) extended this method to include
the second depth-inversion step of surface wave tomography to ob-
tain a 3-D shear wave velocity structure of the Tasmanian crust and
its uncertainty. Galetti et al. (2015, 2017) further generalized the
method by making it fully non-linear, and observed the emergence
of loop-like topologies of the uncertainty structure around velocity
anomalies which define the spatial resolution of those structures.
However, when the two steps of surface wave tomography are
conducted separately and sequentially, the solution to the 1-D depth
inversion cannot interact directly with the 2-D phase and group
velocity tomography step. In the second step, usually only the mean
and standard deviations of the phase and group velocity maps are
used as input (Young et al. 2013; Galetti et al. 2017). This may cause
the valuable information contained in the pdf of phase and group
velocity maps to be lost, and bias the estimate of the pdf of the 3-D
shear wave velocity structures. As a result, the lateral neighbours in
the final 3-D model typically preserve little of the 2-D lateral spatial
correlation information in the phase and group velocity maps.
To overcome both problems, we introduce a fully 3-D model
parameterization to implement 3-D non-linearized surface wave
tomography in one step, directly from period-dependent phase or
group traveltime measurements, using the reversible jump McMC
(rj-McMC) method. This preserves the spatial correlation informa-
tion in 3-D, and consequently also in 2-D dispersion maps. It also
naturally avoids the loss of pdf information from the 2-D phase
or group velocity maps in the 3-D models. Several previous ef-
forts have been made to extend the trans-dimensional tomography
method to 3-D. For example, Hawkins and Sambridge (2015) used
tree structures and wavelets with rj-McMC to implement 3-D trans-
dimensional tomography and applied it on a synthetic teleseismic
body wave tomography problem. Piana Agostinetti et al. (2015)
implemented a 3-D trans-dimensional local body wave tomogra-
phy method using 3-D Voronoi tessellation. However, to-date, the
fully 3-D trans-dimensional scheme has not been used in any sur-
face wave tomography problem, and its properties have not been
studied.
In the following, we first describe our method, as well as the
standard linearised method and the 2-step non-linear McMC method
for surface wave tomography. We then compare our new method
with the other methods using a synthetic test. We use the results to
conclude that from a seismological point of view there seems little
reason to use the 2-step non-linear methods in future as they seem
to be just as computationally demanding as the 3-D method, and
produce intuitively unreasonable solutions.
2 METHODOLOGY
Following Bodin & Sambridge (2009), we use the rj-McMC algo-
rithm (Green 1995) to generate samples from the posterior pdf in
our seismic velocity model space. In this section, we first describe
and compare three possible methods which can be used for seismic
surface wave tomography and which are compared below. Then we
provide an overview of the rj-McMC algorithm.
2.1 2-Step linearized method
Conventionally surface wave tomographic problems are solved us-
ing linearised inversion methods (Iyer & Hirahara 1993). For exam-
ple, in a first step, phase or group velocity maps can be estimated
by minimizing an objective function:
φ = ||Gm − d|| + λ||m|| + μ||Lm||, (1)
where G = [ ∂di
∂m j
] is the first order derivative matrix which defines
the assumed linearized physics between parameters m which de-
scribe the tomographic map of localized surface wave speeds, and
d which is the interreceiver or source–receiver measured disper-
sion data, L is a finite-difference derivative matrix and λ and μ are
parameters that define the strength of damping and smoothing of
the map, respectively. The resulting maps estimated at a number
of frequencies can be used to estimate the shear velocity structure
beneath each geographical point in a second step that uses a similar
linearised expression. Since such tomographic problems are usu-
ally underdetermined, some forms of regularization is necessary in
order to construct a map. Though the regularization parameters λ
and μ can be estimated by some accepted methods (e.g. the L-curve
method, Hansen 1992), their values are still ad hoc and valuable
information in the data can be destroyed by any applied regular-
ization. In reality, the subsurface is often unevenly sampled, which
may lead to poor resolution in those areas with poor data coverage,
rendering structure in those areas more susceptible to regularization
than in better-constrained areas.
2.2 2-Step McMC method
Sampling based methods like McMC are often used to allow non-
linearized 2-step inversion in surface wave tomography (Bodin &
Sambridge 2009; Bodin et al. 2012; Khan et al. 2013; Young et al.
2013; Rawlinson et al. 2014; Zulfakriza et al. 2014; Saygin et al.
2015; Galetti et al. 2015, 2017; Zheng et al. 2017). In the first step
the 2-D plane is usually partitioned into convex polygons using a
Voronoi tessellation (Sambridge et al. 1995). Each polygon con-
tains one point (called a site) and is defined by the region of space
consisting of all of the points nearer to that site than to any other
(Fig. 1b). Similarly, the model in the second step (depth inversion)
can be parameterised using 1-D Voronoi tessellation as in Fig 1(a)
(Young et al. 2013; Galetti et al. 2017). In both steps, the McMC
method simulates many samples of model space that are consistent
with both the data and any available prior information, and varies
the tessellation geometry such that it is consistent with the data in a
probabilistic sense.
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Figure 1. Examples of (a) a 1-D Voronoi tessellation, (b) a 2-D Voronoi tessellation and (c) a 3-D Voronoi tessellation of velocity models. Colours represent
seismic velocities in each cell. Black dots are the sites that generated each cell.
Generally the 1-D depth inversions in the second step are run
independently at each geographical location without interaction, as
this allows perfect parallelization of what is a computationally de-
manding task. As a result, the lateral neighbours in the final 3-D
velocity model may preserve little of the 2-D lateral spatial corre-
lation information, and uncertainty estimates based on the set of
samples may therefore be incorrect. One option to correct the above
errors would be to make each step-2 Markov chain interact with
the chains of the lateral neighbours in such a way as to preserve
lateral correlations observed in the step-1 inversion. However, this
would remove or diminish the principal advantage of paralleliza-
tion as different chains would need to pass information to each other
during the inversion. Alternatively, we can use a fully 3-D Voronoi
tessellation to parameterise our seismic velocity model (Fig. 1c).
3-D Voronoi tessellations have been used in seismic tomography
problems to overcome the uneven distribution of data (Zhang et al.
2005). They have also been used within rj-McMC schemes to imple-
ment non-linearized 3-D body wave tomography (Piana Agostinetti
et al. 2015; Burdick and Lekic 2017). Here, we introduce the same
for 3-D single-step, non-linearized surface wave tomography.
2.3 Fully 3-D Voronoi tessellation
Our 3-D seismic velocity field is discretized by a set of Voronoi
polyhedral, each of which is determined by its 3-D site location
ci and shear wave velocity vi ( P-wave velocity and density are
linked to the shear velocity – see below) since surface wave phase
and group velocities are primarily sensitive to subsurface shear
velocity variations. Here, we use a constant velocity within each
polyhedron but other interpolations between sites could be used if
desired (Sambridge et al. 1995).
In order to perform 3-D inversion we need a forward modelling
method to calculate the surface wave dispersion that would be mea-
sured along any source–receiver path in the case that any particu-
lar 3-D model were true. Ideally a fully 3-D wavefield simulation
method could be used but these are generally computationally too
expensive. We therefore use an approximate 2-step forward mod-
elling method (Reiter & Rodi 2008). The first step is to compute
phase or group velocity maps at each measurement period for our
3-D earth model (Figs 2a and b); these can be determined by extract-
ing the 1-D shear velocity profile beneath each geographical point,
and calculating the phase and group velocities for that 1-D struc-
ture using a modal approximation (Saito 1988; Herrmann 2013).
To calculate source–receiver phase traveltimes, we then use the fast
marching method (Rawlinson & Sambridge 2004) to compute trav-
eltimes through the phase velocity maps for each period (Ritzwoller
& Levshin 1998; Stevens & Adams 2001). For group traveltimes
we integrate the group velocities along the ray path traced through
the phase velocity map to determine the group traveltimes (Cerveny
2005; Reiter & Rodi 2008).
This forward simulation method is thus based on very similar
approximations and assumptions to those made in 2-step inversion
methods—that the dispersion properties of surface waves at each
geographical point depend only on the velocity structure beneath
that point. This has the advantage that it allows the 3-D inver-
sion method proposed herein to be compared fairly with the other
methods (linearised and non-linearised 2-step inversion). Given this
forward simulation scheme and measured dispersion data, the rj-
McMC method can be used to perform 3-D tomography.
2.4 Reversible jump McMC
McMC is a class of algorithms to generate a set (or chain) of sam-
ples from a target probability density (Sivia 1996). The Metropolis–
Hastings algorithm (Metropolis & Ulam 1949; Hastings 1970) is
one such algorithms which is used in many fields. It was intro-
duced to Geophysics over two decades ago (Mosegaard & Tarantola
1995; Malinverno & Leaney 2000; Malinverno 2002; Malinverno
& Briggs 2004) and was first applied to a seismic tomography prob-
lem by Bodin & Sambridge (2009). In their method, a generalized
version of the Metropolis–Hastings algorithm called rj-McMC was
used to allow a trans-dimensional inversion (Green 1995; Green
& Hastie 2009) which means that the number of model parame-
ters can change along the chain. This allows the parametrization of
the seismic velocity model itself to be determined by data and any
prior information, avoiding fixing the parametrization before inver-
sion (Bodin & Sambridge 2009). Following their lead, we apply the
rj-McMC algorithm to 3-D seismic surface wave tomography.
In our problem, the target probability density is the posterior
pdf of our velocity model m given the observed data dobs , written
p(m|dobs). According to Bayes theorem,
p(m|dobs) = p(dobs |m)p(m)
p(dobs)
, (2)
where p(dobs |m) is called the likelihood which is the probability of
observing the measured data conditional on a certain modelm being
true; p(m) describes the prior information about model m, and p(d)
is a normalization factor called the evidence. We choose a Gaussian
noise distribution for our likelihood with the data variance as an
additional parameter that is also estimated during the inversion in
a hierarchical way (for more information see Malinverno & Briggs
2004; Bodin et al. 2012; Galetti et al. 2017). For the prior pdf,
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Figure 2. A schematic figure of the forward modelling method. (a) A 3-D Voronoi model discretized by Voronoi cells, with a dense, regular grid of points
overlain on the surface. Colours represent different velocities. Points A and B show two example locations at the surface. (b) The 1-D S-wave velocity profiles
at points A and B extracted from the 3-D Voronoi model (centre-left) and the simulated phase velocity dispersion curves using these 1-D profiles (centre-right).
(c) An example phase velocity map at 6s constructed by juxtaposing the phase velocity at 6s period calculated for all geographical points such as A and B. The
source–receiver phase traveltime can then be calculated, for example by tracing rays through the model or by using a fast marching method. The yellow star
shows the location of one source and the blue triangle shows the location of one receiver.
we use an uninformative prior—a Uniform distribution with wide
bounds on each parameters.
In the rj-McMC algorithm, a new model m
′
in the chain is drawn
from a proposal distribution q(m
′ |m) that depends on the current
model m, and is accepted or rejected with a probability α(m
′ |m)
given by (Green 1995)
α(m
′ |m) = min[1, p(m
′)
p(m)
× q(m|m
′)
q(m′|m) ×
p(dobs |m′)
p(dobs |m) × |J|], (3)
where J is the Jacobian matrix of the transformation from m to m′
and is used to account for the volume changes of parameter space
during jumps between dimensionalities. In our case, it can be shown
that the Jacobian is an identity matrix (Bodin & Sambridge 2009).
Once a new model is generated via the proposal distribution, it is
accepted or rejected by generating a random number γ from the
uniform distribution on [0, 1] and comparing it with the value of the
acceptance ratio α. If γ < α, the new model is accepted; otherwise,
the new model is rejected and the current model is repeated as a
new sample in the chain. The acceptance ratio α ensures that the
density of samples in the Markov chain converges to the posterior
probability distribution as the number of samples tends to infinity
(Green 1995).
In seismic tomography problems we have five types of perturba-
tions: adding a cell, removing a cell, moving a cell, changing the
velocities and changing the data noise hyperparameters. Thus, our
algorithm can be described as:
(1) Draw an initial model randomly from the prior pdf.
(2) Generate a new model m′ by randomly choosing one of the
five possible perturbation types listed above, and then perturbing
the current model according to the proposal probability.
(3) Calculate the acceptance ratio α and accept or reject the model
according to α.
(4) Repeat from (ii).
For the proposal probability we choose a Gaussian distribution
for the fixed-dimensional perturbation (moving a cell, changing
velocities and changing data noise hyperparameters) as also chosen
by Bodin & Sambridge (2009). For trans-dimensional perturbations
(adding or deleting a cell) we choose to use the prior pdf as the
proposal probability since that leads to a higher acceptance ratio
compared to using a Gaussian distribution (Dosso et al. 2014). It is a
property of McMC methods that in principle the choice of proposal
distribution does not affect the fact that the final distribution of
samples tends to the posterior pdf as the number of samples tends
to infinity.
Note that successive models in a Markov chain are not indepen-
dent, which for any finite set of samples might cause bias in the
estimated posterior probability distribution (Chan & Geyer 1994).
Thus, some thinning of the chain, retaining only every 100th sam-
ple of the chain, is applied to obtain a final ensemble of samples.
Thereafter, statistical properties of the inverse problem solution (e.g.
mean, standard deviation) can be calculated from the remaining en-
semble of samples.
Monitoring of McMC convergence is important to ensure that the
estimated posterior probability density becomes stationary. How-
ever, this appears to be a difficult problem, especially for trans-
dimensional chains (Green & Hastie 2009). In this study, we chose
several scalar statistics, such as the misfit and the number of cells, to
diagnose apparent convergence. When the misfit and the number of
cells become stationary, we assume that convergence is attained and
begin retaining every hundredth sample from that point on in the
chain, which seems to be sufficient in our synthetic test. However,
we note that in other more complicated applications, using such
scalar statistics may be insufficient such that a more sophisticated
approach may be necessary (Green & Hastie 2009).
3 RESULTS
To validate our method, we conducted a synthetic test using Rayleigh
wave phase velocity dispersion data. Our true model is composed
of three layers with S-wave velocities of 2.5, 4 and 5.0 km s−1,
respectively and a spherical low velocity anomaly of radius 1 km
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within the second layer (Figs 3a and b), of which the velocity is 3.0
km s−1. A sphere was chosen deliberately because it definitely lies
outside of the range of finite-dimensional, straight-sided Voronoi
cell parameterisations that can be explored by the Markov chain.
Sources and receivers occur at idealised locations to simulate a
typical ambient noise experiment where receivers are also used as
virtual sources. To calculate the corresponding Rayleigh wave phase
velocity dispersion data we use the two-step simulation method
described above. First, the phase velocity map is calculated for each
period using a 200 × 200 regular grid on the surface (Fig. 3c). The
P-wave velocity is given by a fixed vp/vs ratio with a typical crustal
value of 1.73, and density is assumed to be dependent on vp through
ρ = 2.35 + 0.036 × (vp − 3.0)2, (4)
where vp is given in km and ρ is given in g cm−3 (Kurita 1973). Then,
the phase velocity traveltimes of surface waves are calculated at each
period between each station. We then added 0.01 s () Gaussian noise
to the data. This gives 28 traveltimes in total for each period, and
we use 11 periods between 0.5 and 10 s (red dots in Fig. 3d).
To demonstrate our 1-step 3-D method, we compared it with
the linearised 2-step method and the 2-step McMC method using
the synthetic data set. For the fully 3-D McMC method, the velocity
prior pdf is set to be a Uniform distribution between 2 and 6 km s−1,
which encompasses the true model. The prior pdf on the number
of Voronoi cells is selected to be a discrete Uniform distribution
between 4 and 200. The prior pdf of the two noise parameters are
set to be a Uniform distribution between 0.00001 and 0.01, and a
Uniform distribution between 0 and 0.03, respectively. As described
above, we use the prior distribution for the trans-dimensional per-
turbation (cell birth and death) and a Gaussian perturbation for the
fixed-dimensional steps (changing velocity, position and noise hy-
perparameters). The width of each Gaussian perturbation is tuned to
produce an acceptance rate between 20 and 50 per cent. In this test,
we used 16 independent Markov chains, each generating 4 million
samples. After a burn-in period of 1 million samples, we thinned
each chain by retaining only every 100th sample.
For the 2-step McMC method, the first step is to determine the
phase velocity for each period. Here we use the same method as
Galetti et al. (2015) which is a fully non-linear McMC 2-D tomo-
graphic method using 2-D Voronoi tessellation. The velocity prior
for each period is set to be a Uniform distribution with a 2 km s−1
width centred at an averaged velocity of all of the ray paths. The prior
for the number of Voronoi cells is selected to be a discrete Uniform
distribution between 3 and 100 cells (considering that the true phase
velocity maps are relatively simple, e.g. Fig. 3c). Similarly to above,
the width of each Gaussian perturbation for fixed-dimensional steps
(changing velocity, position and noise hyperparameters) is tuned to
produce an acceptance rate between 20 and 50 per cent. The width
of the Gaussian perturbation for trans-dimensional steps (cell birth
or death) is selected to give the maximum possible acceptance ra-
tio. For each period, we used 16 independent chains to generate
samples from the posterior probability density each with 3 million
iterations. After a burn-in of 0.5 million samples, we thinned these
chains by retaining only every 100th model to create the final en-
semble. Then the phase velocity mean and its standard deviation of
the ensemble are calculated at each period on a 100 × 100 regular
grid, and these are taken as the data for the second inversion step. In
the second step, we use the McMC based method from Galetti et al.
(2017) to determine a 1-D shear wave velocity model beneath each
geographic point. For each inversion, we use the same shear wave
velocity prior as in the 3-D McMC method—a Uniform distribution
between 2 and 6 km s−1. The prior for the number of layers in each
1-D depth profile is set to be a discrete uniform distribution between
2 and 20. The proposal distribution for velocity is chosen to be the
same Gaussian perturbation as used in the 3-D McMC inversion.
Other proposal Gaussian distributions are tuned to provide an ac-
ceptance rate between 20 and 50 per cent. Similarly, the Gaussian
perturbation for the trans-dimensional step (layer birth and death)
is selected to give a maximum acceptance ratio. For each 1-D in-
version beneath each geographical point, we use six independent
chains, each generating 3 million samples. After a burn-in period
of 1 million samples, each chain is thinned by retaining only every
100th model.
For the conventional 2-step linearised inversion, first we need
to determine the phase velocity map for each period at which we
have data. Here we use fast-marching surface wave tomography
(Rawlinson & Sambridge 2004) to determine the phase velocity. For
each period, the initial model is chosen to be a homogeneous model
with an average velocity of all of the ray paths. The regularization
damping and smoothing factors are selected using the standard L-
curve method (Hansen 1992). The model is parametrized using a
20 × 20 regular square grid, which was chosen from a series of
regular grids (e.g. 5 × 5, 10 × 10, 20 × 20, 30 × 30) to give the
least model parameters that also produced a small misfit tolerance.
For the second step, we use the Occam inversion method (Lai &
Rix 1998) to determine the shear wave velocity structure beneath
each gridpoint. For each 1-D inversion beneath each geographical
point, the model is parametrized by an evenly spaced layered model
with 1 km thickness for each layer. The initial velocity of each
layer is set to be 1.1 times the phase velocity at the most sensitive
period for that particular depth (since for a homogeneous medium
the Rayleigh phase velocity is 0.92 times the shear velocity of the
medium). The misfit tolerance for the Occam inversion is tuned
to give a balance between model complexity and data fitting. To
conclude, we summarised the parametrization, priors and proposal
distributions used in all three inversions in Table 1.
3.1 Model comparison
Fig. 4 shows the mean, standard deviation and relative error
(|mmeani − mtruei |/σi ) determined from the ensemble generated by
the fully 3-D 1-step McMC method. The mean velocity model
clearly shows a low velocity anomaly at the center of the second
layer. It is not a perfect sphere due to the way we parametrized
our model (Voronoi tessellation) as cells have straight edges. We
also observe three layers in the mean model, though they are not
exactly the same as in the true model. Since surface waves are more
sensitive to the shallow structures, the top layers are better deter-
mined than bottom layers and have smaller uncertainties. From the
relative error map, we can see that the error is within 1 standard
deviation across most of the model, except at the bottom boundary.
This means we have successfully recovered the true model to within
approximately correct uncertainty estimates. The uncertainty map
at 3 km depth in the upper-middle panel of Fig. 4 shows low uncer-
tainties in the middle area covered by the data, surrounded by high
uncertainties due to lack of data coverage. There is a loop of higher
uncertainty around the boundary of the low velocity sphere and at
the boundaries between different layers. These loops (in this case
actually 3-D spherical shells as shown in the cross-section in the
lower-middle panel of Fig. 4) exist due to the multimodality of the
posterior probability density (essentially that the data can not define
whether any point in the loop is inside or outside of that sphere, and
hence whether it is a point of low or high velocity) and are mainly
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Figure 3. True model and data used for the synthetic test. Open black triangles show the locations of sources and receivers, which are colocated to simulate a
typical ambient noise experiment. (a) Horizontal section of the true model at depth of 3 km; (b) vertical section at Y = 0 km; (c) An example phase velocity
map at 3s period; (d) Examples of modelled interreceiver phase velocity dispersion curves.
Table 1. Parametrization, priors and proposal distribution for all three inversions.
Method Parametrization Priors Proposal distributions
3-D McMC 3-D Voronoi cells cells number: Uniform 4-200 Fixed-D: Gaussian
velocities: Uniform 2 - 6 km s−1 Trans-D: prior
2-step McMC 2-D Voronoi cells cells number: Uniform 3-100 Fixed-D: Gaussian
velocities: 2 km s−1 width Uniform Trans-D: Gaussian
1-D Voronoi layers layers number: Uniform 2-20 Fixed-D: Gaussian
velocities: Uniform 2-6 km s−1 Trans-D: Gaussian
Linearised inversion 20 × 20 grid homogeneous initial model NA
1 km layered model estimated from phase velocities NA
For the linearised inversion, we regard initial models as priors.
caused by ray bending—so second or higher order aspects of wave
physics (Galetti et al., 2015, 2017). They define uncertainties in the
boundary and shape of velocity anomalies, which could be used to
help interpret the velocity map. These are the first 3-D uncertainty
loops that have been observed, though their existence in 3-D was
conjectured by Galetti et al. (2015).
The noise level generally affects the complexity of the models
obtained (Bodin et al. 2012). Here we show some examples of
the histograms of two noise parameters in Fig. 5. The noise level
is derived from these two parameters through a linear relationship
with the ray length (Bodin et al. 2012, Galetti et al. 2017). However,
the results do not converge to the true distribution (σ 0 = 0, σ 1 =
0.01). This is probably due to the fact that we used a step size of
0.001 for the proposal distribution, which makes it difficult for σ 0 to
approach zero and consequently leads σ 1 to be smaller. In addition,
although we added noise with a standard deviation of 0.01 s to the
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Figure 4. The mean velocity model (left-hand panel), standard deviation (middle panel) and the number of standard deviations of the error (right-hand panel)
of the horizontal slice of Z = 3 km (top panel) and at the vertical slice of Y = 0 km (bottom panel) using 3-D McMC method.
Figure 5. Examples of the histograms of two noise parameters at periods of 0.5s, 2s, 4s, 8s and 10s. The top row shows σ 0, the bottom row shows σ 1. The
noise level is derived from them by σ = σ 0∗raylength + σ 1.
data, it is also quite reasonable that the post-inversion noise level
is smaller or larger than the initial noise level because the posterior
distribution also accounts for consistency with the prior range of
models. Note that here we added independent Gaussian noise for
each datum. In reality the data noise might not be independent,
especially at neighbouring frequencies.
To compare our new method with the more standard 2-step
McMC method, we show the latter results in Fig. 6. The mean
velocity model suggests that the low velocity anomaly is clearly
estimated, but similar to the results determined using the fully 3-D
McMC method, its shape is not perfect recovered. The top layer is
clearly recovered due to high sensitivities at shallow depth, except
that the layer boundary is deeper at either side which is likely to
be a consequence of the prior information due to the lack of data
in those areas. Across the model the magnitude of uncertainties are
far higher from the 2-step McMC than those determined from the
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Figure 6. The mean velocity model (left-hand panel), standard deviation (middle panel) and the number of standard deviations of the error (right-hand panel)
of the horizontal slice of Z = 3 km (top panel) and at the vertical slice of Y = 0 km (bottom panel) using 2-step McMC method. The crosses show the point
location which are referred to in the text.
1-step 3-D McMC method. Even so, the relative error map suggests
that much of the bottom layer still has errors of 2 to 3 standard
deviations. Parts of the uncertainty loops are observed in the centre
of the model at the boundary of the low velocity anomaly. However
these do not join up to create an uncertainty shell in 3-D as we
could expect intuitively—indeed the uncertainty loop in the hor-
izontal plane is not recovered at all by this method, even though
these are clearly observed in the first step of the inversion (Galetti
et al. 2015; see Fig. 7 herein). This shows that the standard 2-step
McMC method loses lateral spatial correlations in the second step
of the inversion and hence loses the uncertainty loops around the
lateral extremities of anomalies, while the fully 3-D McMC method
provides more intuitively correct results. In other words, the high
uncertainty loops at the boundaries of anomalies observed in the
results of 3-D McMC method spuriously disappear in the results of
the 2-step McMC method.
Notice that there is a consistency problem in this comparison:
by changing the parametrization of the model, we have also implic-
itly changed the prior information that is included in the Bayesian
solution. This is almost inevitable in such non-linear problem. It
does not diminish the usefulness of comparing solutions, but does
mean that we cannot interpret the results as a direct comparison of
solutions to exactly the same problem.
To analyse the possible errors introduced by the 2-step McMC
method, in Fig. 8 we show the phase velocity posterior pdf as well
as their mean and uncertainties determined in the first step along
with the true phase velocities at four points shown in Fig. 6 (top-
left-hand panel). Those mean phase velocities at points which lie
outside of the low velocity anomaly are consistent with the true
phase velocities. However, phase velocities within the low velocity
anomaly deviate to several standard deviations away from the true
velocities at the same location, especially at periods which are sen-
sitive to the low velocity anomaly. It is likely that this is because
in this first step of the 2-step method we assume that the velocity
at each period is completely decoupled from that of every other
period, thus correlations across periods that are imposed by the
physics of the problem are lost in this method. This leads to bias in
the phase velocities, and subsequently to bias in the shear velocities
in the second step when we perform a 1-D inversion independently
at each geographical point. By using a direct 3-D method we natu-
rally avoid this drawback because velocities at different periods are
naturally coupled and correlated due to the structure of the model
with depth: the shear velocity at each depth in the model contributes
to the phase velocity over a continuous range of periods, thus im-
posing phase velocity correlations across periods that are consistent
with the assumed physics of the problem. Note that the mean phase
velocities at the boundary are far away from true velocities due to
the multimodality in the posterior (top-right-hand panel in Fig. 8).
As a result, when using only the mean and the standard deviation as
data in the second step (as is standard practice), the shear velocity
structure is biased.
Fig. 9 shows results from the standard 2-step linearised inversion.
The velocity model clearly shows the low velocity anomaly and the
three layers, though their velocity values are slightly biased which is
probably caused by regularization. There are some artefacts around
the low velocity anomaly and in the deeper parts of the model,
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Figure 7. An example of the true phase velocity map (left-hand panel), the mean phase velocity map estimate (middle panel) and the standard deviation map
(right-hand panel) at 3s period estimated using the first step of the 2-step McMC method.
Figure 8. The phase velocity posterior probability density distribution (shading - lighter colours have higher probability) and their mean (yellow plus) and
standard deviation (error bar) estimated using the first step of the 2-step McMC method at points Y = 0, Y = –1, Y = –2 and Y = –3 km shown in Fig. 6
(top-left-hand panel). Red stars represent the true dispersion curves.
which suggests that the data are overfitted. By comparison, in the
McMC-based inversions because the parametrization is determined
by the data, overfitting is reduced which produces a better estimate
of subsurface structure. The magnitude of uncertainties estimated
by linearised inversion is significantly larger than those from either
of the McMC-based methods, which leads to small relative errors
in the right-hand panels of Fig. 9. However, the linearized estimates
of uncertainty are generally unreliable because they rely entirely on
an estimate of the gradients of data with respect to parameters at
only a single point in parameter space. Without prior knowledge of
the structure of the problem and its gradients throughout this space,
it is really just a chance event whether predicted uncertainties are
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Figure 9. The mean velocity model (left-hand panel), standard deviation (middle panel) and the number of standard deviations of the error (right-hand panel)
of the horizontal slice of Z = 3 km (top panel) and at the vertical slice of Y = 0 km (bottom panel) using standard linearised inversion.
larger or smaller than they should be in the non-linear problem.
Besides, regularization is often used in linearized problem, making
it difficult to quantify the correct uncertainties. Thus, the linearized
estimates of uncertainty provide little reliable information to aid
interpretation of the velocity model.
3.2 Uncertainty analysis
In results from the 1-step 3-D and 2-step McMC methods, there are
low velocity uncertainties in the very bottom layer, which is counter
intuitive since surface waves are less sensitive to deep structures. In
retrospect we notice that this was also exhibited in the result from
the surface wave dispersion curve inversion of Bodin et al. (2012).
To further understand this phenomenon we performed several 1-D
tests using both trans-dimensional inversion and fixed-dimensional
inversion with different period ranges of data (Fig. 10). The true
shear velocity model is set to have eight layers down to 30 km (the
blue structure in Fig. 10). The period ranges used in these inversions
are 0.5–10s, 0.5–5s and 0.5-2s for the left-hand, central and right-
hand panels, respectively. In the fixed dimensional inversion, the
nodes are set to be a regular grid of size 0.5 km above 5 km depth
and size 1 km below 5 km depth.
Both of the results from 10s inversion show low uncertainties
in the deepest layer. The mean velocity shows that we have some
resolution at deeper depths (below 10 km) because it deviates from
the prior mean model of 4 km s−1 towards the true velocity. The
relatively more correct mean velocities and smaller uncertainties
show that trans-dimensional inversion has slightly higher resolution
at deeper depths than the fixed-dimensional inversion. The low
uncertainty at the deepest layer is probably due to the accumulated
resolutions to deeper depths down to several tens of kilometres at
long periods because within the modal approximation used in the
forward modellers in our method and that of Bodin et al. (2012),
the model is actually assumed to be a half-space below the deepest
layers boundary at 30 km. When we reduce the longest periods
to 5s, there is no low uncertainty at the deepest layer using fixed-
dimensional inversion. However, the low uncertainties still exists in
trans-dimensional inversion, even if we reduce the longest periods to
2s. The mean velocity model and its uncertainty shows that in reality
we do not have any resolution at depths below 15 km in this case
since the results simply reflect the prior information. Thus, the low
uncertainty in the deepest layer is not geophysically interpretable
and it always exists in trans-dimensional inversion using Voronoi
cells. This is probably due to the fact that natural parsimony of trans-
dimensional inversion prefers only one or a few nodes to represent
the model where we have little or no resolution, so the lower most
Voronoi cell always combines regions where we have no resolution
with those in which some resolution exists.
3.3 Computational cost
It is clear that the linearized inversion method is substantially less
computationally demanding than sampling based methods. How-
ever, it usually gives incorrect estimates of uncertainties since it ne-
glects the non-linearity of the system. Therefore, here we compare
the computational cost of the two McMC based methods. Generally,
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Figure 10. 1-D dispersion curve inversion using (a) trans-dimensional inversion and (b) fixed-dimensional inversion. The blue line shows the true shear velocity
profile, while the red line shows the posterior mean velocity with its uncertainties (pink shading). At the bottom-left of each figure we show the longest period
used in the inversion; in each case the lowest period used was 0.5s and then equally spaced periods (spacing 1s) from 1s up to the maximum were included.
McMC methods need large computational power, especially in high
dimensional parameter spaces. To overcome this issue, Bodin &
Sambridge (2009) fixed the ray geometry during each McMC chain
(thus partly linearising the problem), and updated the rays only
between successive McMC chains. However, Galetti et al. (2015)
showed that this may introduce artefacts and bias in the solution.
Thus, in our study we update the ray geometry in every iteration
both for the 2-D map inversion in the 2-step method, and in our
1-step 3-D McMC method. In our method, every new model is a
small perturbation of the previous model, which almost always in-
volves only a small number of cells (Jamin et al. 2018). Thus, in
the first step of our two-step forward modelling scheme, we only
need to update the phase or group velocity dispersion curves af-
fected by these perturbations, which offers a very significant saving
in computation. For example, in one million samples in the above
examples, the fully 3-D McMC method involves ∼3000 million
forward modal simulations of phase or group velocity from 1-D
shear velocity profiles, while the standard 2-step McMC method
involves 10 000 million forward modal simulations. Given that the
’true’ model that we use for tests herein is simple, this saving is
expected to be substantially greater in a complicated earth structure
which needs more cells to represent the model.
However, due to the higher parameter space dimensionality of a
3-D model, our new method might require more samples to gener-
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ate a stationary estimate of posterior probability distributions. For
example, in the above synthetic test, the 3-D McMC method needs 4
million samples including a 1 million sample burn-in period, while
the 2-D McMC method needs only 3 million samples including a
0.5 million sample burn-in period. Nevertheless, compared to the
time saved in forward modelling described above, this increase in
burn-in is not significant in this case. For example, in the above
synthetic test the 2-step McMC method involved 30 000 million
modal simulations and takes ∼4000 cpu hours for one chain, while
the 3-D McMC method involves 12 000 million modal simulations
and takes ∼1600 cpu hours for one chain. To provide an idea of
the overall computational time, the above 3-D synthetic test costs
160 hr with each chain parallelized with 9 CPU cores.
Note that the computational cost in each case depends strongly
on the method used to assess convergence, which is difficult and
depends on some subjective choices. In turn, this introduces some
subjectivity to the comparison of computational cost between these
methods. Despite this it is at least true that the computational cost
of the 1-step and 2-step MC method is comparable in our example.
We note however that some other more efficient Bayesian inference
methods could be used more easily in the 2-step method than in the
1-step method. For example, Meier et al. (2007a,b) used a Gaussian
mixture model to invert for 1-D shear velocity structure from phase
velocities, which is more computationally efficient.
4 D ISCUSS ION
We have shown that using 3-D Voronoi tessellation in a McMC sur-
face wave tomography method preserves spatial correlations and
better estimates the uncertainties of velocity structures. Because of
computational restrictions, we used an approximate forward mod-
elling method in our inversion which still uses the 1-D modal
approximation to estimate phase velocities at each geographical
location across our model. It is certainly possible that this approx-
imation might cause errors in our final model. However, this is the
same approximation that is used in the 2-step inversion method,
which renders our comparison between the 1-step and 2-step meth-
ods fair. Also, there is no impediment to using more precise forward
modelling methods if sufficient computational power is available.
Voronoi cells are generally defined using a L2-norm distance
metric which treats different directions equally, and in particular it
has equal lateral and vertical scales. However, seismic velocities of-
ten vary more in the vertical direction than laterally; that is, a large
aspect ratio model with horizontal major axes may be more likely
than an equal aspect ratio model. In this case, the Voronoi cells
might cause the inverted structure to be significantly distorted. One
possible solution is to explicitly weight the vertical scale relative to
the horizontal. To test this, we created a simple synthetic example by
using a layered large aspect ratio model (see Appendix A). Accord-
ing to our test, in a large aspect ratio case, the unweighted Voronoi
cells caused the structure to be distorted and led to a long conver-
gence time. In comparison, the explicitly weighted Voronoi cells
successfully recovered the true model and used less computational
time. However, by doing this we inevitably add a new parameter (the
weight) to the inversion, which might affect the results if using dif-
ferent weight values. In our example the results are not particularly
sensitive to the choice of weight as our model is not particularly high
in its aspect ratio. However, this issue may need to be considered
for more complicated real problems.
In our method, Voronoi cells only need to be updated locally
around any change in sites in each iteration. For geometry changes
(i.e. move, birth and death) we implement a local change method
(Jamin et al. 2018). We keep track of the underlying grid velocities
at every iteration so that any velocity change can be updated effi-
ciently. This leads to a fast algorithm. However, if global updating is
needed, for example if one were to use a globally updating method
like Hamiltonian Monte Carlo method, then updating the Voronoi
structure itself would probably become inefficient, especially for
large numbers of cells.
Though in our simple example the computational cost is com-
parable with the standard 2-step McMC method, it still requires
large computational resources. In McMC, a key factor affecting
efficiency is the proposal mechanism. However, it appears to be dif-
ficult to construct efficient trans-dimensional proposals, since the
natural ideas of closeness or proximity in fixed-dimensional pro-
posals is no longer intuitive or necessarily true (Green & Hastie
2009). In our method, we use the prior pdf for the trans-dimensional
proposals (Dosso et al. 2014). However, some other efficient design
might be used to further reduce the computational cost (Brooks
et al. 2003; Ehlers & Brooks 2008; Green & Hastie 2009; Kara-
giannis & Andrieu 2013). Another possibility is to use some parallel
interacting Markov chains technique such as parallel tempering to
increase the model mixing (Earl & Deem 2005; Dettmer & Dosso
2012; Dosso et al. 2012; Ray et al. 2013; Sambridge 2013).
5 CONCLUS ION
For the first time we implemented 3-D fully non-linearized surface
wave tomography directly from period-dependent traveltime mea-
surements. We used the rj-McMC method and a parameterization
based on 3-D Voronoi tessellation. This method preserves the 3-D
horizontal and vertical spatial correlations in Earth properties and
in uncertainties which are not preserved using other existing non-
linearized methods. A synthetic test shows that the method provides
better estimates of the velocity structure and of uncertainties than
previous methods, and reproduces uncertainty loops around veloc-
ity anomalies in 3-D as would be expected intuitively. It also does so
at comparable cost to the standard 2-step Monte Carlo tomography
method. This shows that our method is a valuable tool to investigate
the shear wave velocity structure of Earth. At least from the points
of view of computation and accuracy of final uncertainty estimates,
there seems to be little reason to persist in using 2-step method,
although of course there can be other reasons to adopt it (ease of
implementation and parallelization of the computation, familiarity,
etc.).
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APPENDIX : SCAL ING OF VORONOI
CELLS
Voronoi cells are usually defined by a L2-norm distance metric
which treats different directions equally, and in particular which has
equal lateral and vertical scales. However, seismic velocities often
vary more in the vertical direction than laterally; that is, a large
aspect ratio model with horizontal major axes may be more likely
than an equal aspect ratio model. This will potentially cause models
to be distorted when using 3-D Voronoi cells. In order to address
this potential issue, we tested explicitly weighting the vertical scale
compared to lateral scales. Here we conducted some synthetic tests
to show the potential limitation of 3-D Voronoi cells and the effects
of different scaling factors added on the vertical scale.
To focus on large aspect ratio models, we created a 10 km ×
2 km × 1 km layered model with a maximum 10:1 lateral and ver-
tical aspect ratio (Fig. A1). The model is composed of four layers
with shear wave velocity of 1, 1.5, 2 and 2.5 km s−1, respectively.
The P-wave velocity is derived from shear wave velocity using a
fixed ratio of 1.73. We used 10 receivers, each of which is also used
as a virtual source. We used phase velocity data at 9 periods from
0.5s to 2.1s with an equal spacing of 0.2s. To focus on the Voronoi
parametrization, we fixed the noise level using a standard deviation
of 2 per cent of the data.
In order to test the potential effects of different weights added
on the vertical scale, we explicitly weighted the vertical scale by
factors of 1, 4 and 10. Fig. A2 shows some results from those three
inversions. For each inversion, we used eight independent Markov
chains. In the top panel we show the number of cells versus compu-
tational time. After about 300 000 s the inversion with scale factor 1
(left-hand panel) has still not converged, while the other two inver-
sions approximately converge. In terms of the number of cells, the
inversion with scaling factor 10 converges fastest (converged after
120 000 s). For all three inversions we started to collect posterior
samples after a burn-in period of 150 000 s and thinned each sam-
ple chain by a factor of 100. We show the mean velocity models
across a vertical slice (Y = 1 km) in the middle panel of Fig. A2
and their uncertainties at the bottom panel. The mean velocity of
the inversion with scaling factor 1 only contains 2 layers associated
with relatively large uncertainties. The boundary between the layers
also varies significantly across the model. The other two inversions
recovered the model significantly better, though the second layer
seems to be smeared out which is probably due to the limited reso-
lution of the data used. In both case, the uncertainty maps show high
uncertainties at the boundary of layers. For the boundary location
of the bottom layer, the inversion with scaling factor 10 recovers the
model slightly better with less variation across the model.
Since qualitatively the same results would be expected to occur
in 2-D or 3-D, we conclude that using either Voronoi cells without
scaling could cause distortion and bias in inverted results, but that
this could be resolved by explicitly adding a scaling factor on the
vertical scale. However, this introduces another parameter to the in-
version (the scaling factor). In our simple example, this choice does
not affect the results significantly since our model is not particularly
high in its aspect ratio, but this issue may need to be considered for
more complicated real problem.
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Figure A1. The map view of the true model plotted with receivers and data coverage (top panel) and a vertical slice of Y = 1 km (bottom panel).
Figure A2. The number of cells versus computational time (top panel), the mean velocity model (middle panel) and standard deviation (bottom panel) across
the vertical slice of Y = 1 km using three different vertical scaling factors 1 (left-hand panel), 4 (middle panel) and 10 (right-hand panel).
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