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Resumo 
Um conjunto de bases Gaussianas Universal para os átomos de H até Ar é 
apresentado. 
A partir de uma única sequência de 17 expoentes de Gaussianas, gerada com uso 
do método Coordenada Geradora Hartree-Fock, subconjuntos foram escolhidos 
para compor as Gaussianas de cada simetria atômica de cada átomo do H até o 
Ar, em procedimento análogo ao usado na geração do conjunto de bases 
universal de de Castro e Jorge (1998). Em seguida, os expoentes com menor 
contribuição para a energia total Hartree-Fock (HF) foram retirados, de forma a 
reduzir o tamanho das bases atômicas. 
 O conjunto de bases universal resultante foi usado para cálculo das energias 
totais Hartree-Fock (HF) e comparações foram feitas com resultados numérico 
HF. 
Ao U17 foram adicionadas funções de polarização e difusas extraídas 
respectivamente dos conjuntos DZP e ADZP e cálculos de energias totais e 
momentos de dipolo elétrico, para um grupo de moléculas diatômicas, foram 
realizados. Os resultados obtidos com o conjunto U17 aumentado foram 
comparados com outros resultados teóricos e experimentais. 
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Abstract 
A universal Gaussian basis set for the atoms H to Ar is presented. 
From a single sequence of 17 Gaussian exponents, generated using the 
Generator Coordinate Hartree Fock method, subsets were chosen to compose the 
Gaussians of each symmetry of each atom of H through Ar, following similar 
procedure to that used in the generation of Universal Gaussian Basis Set of de 
Castro and Jorge (1998). Then the exponents with smaller contribution to the 
Hartree-Fock (HF) total energy were removed in order to reduce the size of the 
atomic basis. 
The resulting universal basis set was used to calculate the HF total energies and 
comparisons were made with Numerical HF results. 
The U17 set has been augmented with diffuse and polarization functions, 
respectively extracted of the DZP and ADZP basis sets and calculations of total 
energies and electric dipole moments for a group of diatomic molecules, we 
performed. The results obtained with the U17 augmented set were compared 
with other theoretical and experimental results. 
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Em 1928, Douglas Rayner Hartree apresentou um método para solucionar a 
equação de Schroedinger para átomos de N elétrons, considerando cada elétron 
sob o potencial gerado pelo núcleo e pelos demais elétrons. John Clarke Slater 
(1930) e Vladimir Aleksandrovich Fock (1930) desenvolveram 
independentemente o método de Hartree-Fock, onde consideraram a função de 
onda total antissimétrica em relação à troca de dois elétrons quaisquer e 
acrescentaram o spin ao elétron. Para o estudo da estrutura eletrônica de 
moléculas poliatômicas o método HF mostrou ser computacionalmente inviável 
(Levine, 2000). A partir da teoria de perturbação de muitos corpos para átomos e 
moléculas, Møller e Plesset (1934), propuseram o uso da função de HF como 
função de ordem zero. A teoria de perturbação de  Møller-Plesset de segunda 
ordem conhecida como MP2 é bastante difundida em cálculos moleculares por 
considerar correlação eletrônica. 
C.J.Roothaan (1951) mostrou uma solução viável para o estudo de moléculas 
poliatômicas, onde a parte espacial dos spin-orbitais é expandida em um número 
finito de funções conhecidas, chamadas de funções de base. O método ficou 
conhecido como Hartree-Fock-Roothan (HFR).  As funções de base mais 
difundidas são as funções tipo Slater (STFs-Slater-Type-Functions) utilizadas 
para descrever as regiões próximas e afastadas do núcleo e as funções tipo 
Gaussianas (GTFs- Gaussian-Type-Functions) mais apropriadas para descrever 
as regiões intermediárias. Boys (1950) sugeriu o uso de GTFs em cálculos 
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moleculares, pois ao contrário das STFs, elas permitem simplificações no 
cálculo das integrais multicêntricas. 
Cade e Huo em 1967 mostraram que para obtermos melhores resultados de 
propriedades físicas e químicas dos átomos e moléculas é mais vantajoso 
adicionar funções extras à base, ao invés de otimizar os expoentes das funções 
existentes. Ruedenberg e colaboradores (1973) propuseram um conjunto de base 
igualmente temperada (even-tempered) para cálculos atômicos e moleculares e 
em 1978 Silver e colaboradores (Silver e colaboradores, 1978; Silver and 
Nieuwpoort, 1978; Silver e Wilson 1978) introduziram as bases universais 
igualmente temperadas para explorar  o fato de que para uma dada geometria 
nuclear um conjunto de bases grande e flexível pode ser transferido de sistema 
para sistema com pouca perda de precisão. O primeiro conjunto de base 
universal consistia em 9s, 6p e 3d funções tipo exponencial em cada átomo, 
levando, em aplicações para moléculas diatômicas, a um conjunto de bases 
contendo 84 funções no total. Huzinaga e Klobukowski (1985) mostraram que 
poderiam obter um resultado melhor com um número menor de funções de base 
através das bases bem temperadas (well-tempered). 
Uma versão integral das equações de HF foi apresentada por Mohallem e 
colaboradores (1986) no denominado método Coordenada Geradora HF 
(Generator Coordinate Hartree-Fock - GCHF) para uso em cálculos atômicos e 
moleculares (Mohallem e colaboradores, 1986; Mohallem e Trsic, 1987; da 
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Costa e colaboradores, 1987; da Silva e colaboradores, 1989, 1993a, 1993b; 
Custódio e colaboradores,1992a e 1992b; Custódio e Goddard, 1992; Morgan e 
colaboradores,1997; Jorge e colaboradores,1997a, 1997b e 1998; Pinheiro e 
colaboradores1997a 1997b; Jorge e Martins, 1998; de Castro e Jorge, 1998; 
Jorge e Fantin 1999; Jorge e Muniz, 1999; Jorge e Franco, 2000; Centoducatte e 
colaboradores, 2001; Jorge e Aboul Hosn, 2001; Jorge e Barros, 2002;). As 
primeiras bases universais geradas a partir do GCHF surgiram em 1987 
(Mohallem e Trsic, 1987). 
O método Coordenada Geradora Melhorado (Improved Generator Coordinate 
Hartree-Fock  - IGCHF) (Jorge e de Castro, 1999) tem sido usado com sucesso 
na geração de GBSs adaptados para sistemas atômicos (Jorge e de Castro, 1999; 
de Castro e colaboradores, 1999; Canal Neto e colaboradores, 2002) e 
moleculares ( Pinheiro e colaboradores, 2000). Jorge e colaboradores (2000) 
estenderam o método IGCHF para moléculas (MIGCHF - molecular IGCHF) 
que também foi aplicado com sucesso. 
Recentemente Jorge e colaboradores apresentaram uma sequência hierárquica de 
conjuntos de bases Gaussianas com contração segmentada de qualidades dupla 
(A. Canal Neto e colaboradores, 2005; G. G. Camiletti e colaboradores, 2008; C. 
L. Barros e colaboradores,2010), tripla (P. L. Barbieri e colaboradores, 2006; S. 
F. Machado e colaboradores, 2009), quádrupla (P. L. Barbieri e colaboradores, 
2006) , quíntupla (F. E. Jorge e colaboradores, 2006) e sextupla (C. T. Campos e 
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colaboradores, 2011)  zeta de valência mais funções de polarização (XZP, X=D, 
T, Q, 5, 6- Basis set of double, triple, quadruple, quintuple, sextuple Zeta 
valence quality plus Polarizations functions), e correspondentes conjuntos 
aumentados com funções difusas (AXZP, X= D, T, Q, 5 - Augmented basis set 
of double, triple, quadruple, quintuple zeta valence quality plus Polarizations 
Functions) (Canal Neto e colaboradores, 2005 e 2009; de Oliveira e 
colaboradores, 2010; Fantin e colaboradores, 2007; Camiletti e colaboradores, 
2009; de Oliveira e Jorge, 2008) . Esses conjuntos foram aplicados com sucesso 
em diversos estudos de propriedades de sistemas moleculares (Fantin e 
colaboradores, 2007; Jorge e colaboradores, 2007; Canal Neto e Jorge, 2007a; 
Canal Neto e Jorge, 2007b; Campos e Jorge, 2009). 
A escolha do tipo de base a ser usado em um dado cálculo molecular pode 
determinar a precisão alcançada. Com o aumento do poder dos processadores, 
dos ambientes de multiprocessadores, da performance da memória dos 
computadores  o uso das bases aumentadas e flexíveis nos cálculos da estrutura 
eletrônica molecular foi facilitado, permitindo o aumento da precisão e a 
diminuição  do erro devido ao truncamento das bases, porém, o uso das bases 
grandes ainda é proibitivo em cálculos de diversas propriedades de sistemas 
moleculares, principalmente quando os métodos que consideram a maior parte 
da energia de correlação eletrônica são utilizados.  
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Um dos objetivos deste trabalho é apresentar uma base universal de tamanho 
pequeno para os átomos H até Ar, capaz de produzir resultados satisfatórios em 
cálculos de propriedades de sistemas moleculares com custo computacional 
reduzido. 
No capítulo 2 são apresentados os métodos HF, HFR e GCHF. No capítulo 3 
apresentam-se alguns tipos de funções de base e conjuntos de base mais usados 
na literatura. No capítulo 4 apresentam os resultados e as discussões do conjunto 
de bases universal gerado neste trabalho e no capítulo 5 as conclusões. 
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CAPÍTULO 2 
 
Métodos 
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2.1)Introdução 
Neste capítulo vamos abordar os métodos de Hartree-Fock-Roothaan, de Møller-
Plesset de segunda ordem e também o método coordenada geradora HF, 
utilizados neste trabalho. 
2.2) Método Hartree-Fock 
Em 1930 Slater e Fock resolveram de forma independente a equação de 
Schroedinger para átomos (íons) generalizando a teoria de Hartree (1928) pela 
inclusão da antissimetria da função de onda total imposta pelo princípio da 
exclusão de Pauli.  
2.2.1) As equações de HF 
Para encontrarmos os orbitais HF devemos resolver as equações diferenciais: 
    i=1,2,...,n       (2.1) 
onde  é o iésimo spin-orbital, F é o operador de Fock (ou HF),  é o autovalor 
de energia do spin-orbital i (Levine,2000). 
 O método HF consiste na busca da solução aproximada para o estado 
fundamental de um sistema de elétrons em átomos, moléculas ou sólidos. Para 
escolher a melhor aproximação, é necessário um critério de escolha das funções 
de estado. Este critério provém do método variacional. 
 O Hamiltoniano não relativístico para um sistema atômico de n elétrons é 
dado por (Brandsen,1983): 
  	 
   (2.2) 
Onde  
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	     (2.3) 
 
   
  (2.4) 
 
    

    !  ! " (2.5) 
 O termo H0, da eq. (2.2) corresponde à aproximação de campo central é a 
soma de n Hamiltonianas idênticas (# ) de um único elétron, sendo que 
# contém o operador energia cinética de um elétron e a energia potencial devido 
à atração do núcleo. O outro termo $ é a soma dos %&'&  () *  termos 
idênticos,  * , que representam as interações entre cada par de elétrons. 
 Sendo E0 a energia total do estado fundamental para um sistema atômico, 
de acordo com o método variacional tem-se: 
+	 ,+%-).-//-0'"6( 
onde-é a função de onda normalizada. No método HF, - é a função de prova 
dada pelo determinante de Slater: 
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-'2 2 3  2(  4&5 66
ϕ7'2( ϕ 8'2(
ϕ7'2( ϕ 8'2(3 ϕ 9'2(3 ϕ 9'2(: :
ϕ7'2( ϕ ;'2(< :3 ϕ 9'2( 6
6" (2.7) 
 Estabelecendo que todos os spins-orbitais sejam ortogonais, temos: 
=> ?@  A>B '2(?'2(C2  D?>  (2.8) 
onde o símbolo EC2 representa uma integração sobre todas as coordenadas 
espaciais mais uma soma sobre a coordenada de spin. Desde que os spin-
orbitais correspondentes aos “spins up” (FG  
 * ) são ortogonais aos 
“spins down” (FG   * ), a exigência da eq. (2.8) é reduzida à condição que 
orbitais espaciais correspondendo a uma mesma função de spin são 
ortogonais. 
 É conveniente escrever o determinante de Slater numa forma mais 
compacta: 
-'2 2 3  2(  4&5'(H7'2( 8'2(39'2( 
 4&5IJ-K                                                                                                      (2.9) 
onde -K é o produto de spin-orbitais 
-K'2 2 3  2(  7'2(8'2(39'2(" (2.10) 
e o operador IJ  da eq.(2.9) é o operador de antissimetrização: 
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IJé um operador Hermitiano, e também um operador de projeção: 
Para calcular o funcional +%-), usam-se as eqs. (2.6) e (2.2): 
+%-)  =- 	 -@ 
 =- L -@ (2.12) 
onde o valor esperado =- 	 -@ é  
=- 	 -@  =?'2(  ?'2(@? M  N O3  P (2.13) 
onde a soma em M ocorre sobre os & spin-orbitais ocupados pelos elétrons. 
Definindo 
Q?  =?'2(  ?'2(@ (2.14) 
como o valor médio da Hamiltoniana individual  relativo ao spin-orbital ?, 
tem-se 
=- 	 -@  R Q?? " (2.15) 
O valor de =- $L -@ é 
Usando o fato de ser a soma de operadores de duas partículas, obtém-se 
IJ  &5'( H" (2.11) 
=-  -@  &5 =-K IJ -K@" (2.16) 
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=-  -@  ST?'2(>U2VW  W?'2(>U2VX>? T?'2(>U2VW  W>'2(?U2VXY 
(2.17) 
Z [  \ ] " "  ^ 
onde a soma sobre M e _ é sobre todos %&'&  () *  pares de orbitais. 
Definindo o primeiro termo desta equação por: 
 `?>  T?'2(>U2VW  W?'2(>U2VX (2.18) 
representando o valor médio da interação de Coulomb,  * , relativo ao estado 
?'2(>U2V de um elétron a, num determinado spin-orbital ? e um elétron b, 
num spin-orbital >. O termo de troca 
c?>  T?'2(>U2VW  W>'2(?U2VX (2.19) 
é o elemento de matriz das interações  *  entre dois estados ?'2(>U2V e 
>'2(?U2V, obtido pela troca dos elétrons a e b. Ambos, `?>e c?>, são reais 
e simétricos em M e P, isto é, 
`?>  `>?c?>  c>?" (2.20) 
Escrevendo o valor médio de  em termos de `?>e c?>, obtém-se 
7 
 
=-  -@  d`?> c?>e>? " (2.21) 
Usando as eqs. (2.12), (2.15) e (2.21), pode-se escrever a energia total 
+%-)como:  
+%-)  Q?? 
 d`?> c?>e>?  (2.22) 
Agora considera-se o funcional +%-),  estacionário em relação às variações dos 
spin-orbitais ? 'M  N O3  P(, sujeito às condições (2.8) que requerem a 
ortonormalidade dos ?. Para satisfazer estas condições, introduz-se os 
multiplicadores de Lagrange simbolizados por ?> 'M _  N O 3  P(. Então, 
obtém-se a equação variacional 
D+ ?>D=> ?@  f>?  (2.23) 
onde ?>  >?B , visto que pode-se considerar os & multiplicadores de Lagrange 
como elementos de uma matriz Hermitiana. Pode-se escolher uma matriz g de 
modo que a matriz ?> dos multiplicadores de Lagrange torne-se diagonal, 
contendo os elementos +?D?>. Feita esta diagonalização, a eq. (2.23) reduz-se a 
D+ +?D.?/?0  f"?  (2.24) 
Variando esta equação em relação aos spin-orbitais ? encontra-se um sistema 
de equações integro-diferenciais para os & spin-orbitais 7, 8, ..., 9: 
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hi  j ?'2( 
 kA>BU2V  >U2VC2> l ?'2(SA>BU2V  ?U2VC2Y> >'2( +??'2(M _  N O3  P
(2.25) 
 
onde a somatória sobre _ estende sobre os & spin-orbitais ocupados. As eqs. 
(2.25) são conhecidas como equações de HF. Escrevendo os spin-orbitais ?'2( 
como 
?'2(  ?'!(m * nop (2.26) 
e usando a propriedade de ortonormalidade das funções de spin, podem-se 
escrever as equações de HF considerando somente a parte espacial dos spin-
orbitais (Bransden, 1983) 
hi  j ?'!( 
 kA>BU!V  >U!VC!> l?'!(
Dnopnoq> SA>BU!V  ?U!VC!Y >'!( +??'!(M _  N O3  P"
'"7(
2.3 O Método Hartree-Fock-Roothaan  
O método HFR foi proposto por Roothaan (1951) para solucionar a dificuldade 
computacional da implementação do método HF (Slater, 1930; Fock, 1930) para 
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cálculos moleculares. Roothaan soulcionou este problema sugerindo que as 
funções utilizadas para representar orbitais moleculares fossem escritas em 
termos de funções que representassem orbitais atômicos. Esse método ficou 
conhecido como método de combinação linear de orbitais atômicos (linear 
combination of atomic orbitals – LCAO). Os orbitais de átomos multieletrônicos 
podem ser escritos como combinação linear de certas funções matemáticas e 
dessa forma os orbitais atômicos ou moleculares podem ser obtidos de forma 
autoconsistente como combinações lineares de determinadas funções 
matemáticas ou funções de base. 
2.3.1 As Equações de Roothaan 
No desenvolvimento proposto por Roothaan, em 1951, os orbitais espaciais 
moleculares m são expandidos como combinação linear de um conjunto de 
funções de base conhecidas sG (Levine, 2000) 
m tGuG sG  (2.29) 
onde os tG, são obtidos através do procedimento iterativo SCF. O método de 
Roothaan permite a obtenção da função de onda HF através de álgebra matricial, 
o que pode ser feito computacionalmente. 
O método HF busca os orbitais espaciaism que minimizam a integral 
variacional +Kv. Considera-se que cada orbital molecular espacial (MO - 
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Molecular Orbital) esteja ortonormalizado: .m'(/m'(0   e 
=m'( m'(@  f, paraa w b. Para representar exatamente os MOs m, as 
funções de base sG deveriam formar um conjunto completo, o que requer um 
número infinito de funções de base. Na prática, usa-se um número finito de 
funções de base suficientemente grande e se funções s forem escolhidas 
adequadamente, pode-se representar os MOs com pequeno erro. Os MOs HF 
ortogonais de camadas fechadas satisfazem 
'(m'(  m'( (2.30) 
onde  é a energia orbital e o operador de Hartee-Fock (em unidades 
atômicas). 
'(  xyz{'( 
% J`'( c'()|  (2.31) 
 
 Os operadores de Coulomb J` e de Troca c}~  são definidos por 
c'1('1(  m'1( E B'2('2(z12 C2                                                             (2.33) 
J`'1('1(  '1( E m'2( 2 1z12 C2                                                            (2.34) 
onde f é uma função arbitrária e as integrais são definidas sobre todo o espaço. 
xyz{'(    777  (2.32) 
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Substituindo (2.29) em'"f(, temos: 
Multiplicando por szB e integrando, obtemos as equações de HFR: 
tG'zGzG(uG  f     3   (2.36) 
onde 
zG  =sz  sG@zG  .sz/sG0" (2.37) 
A matriz  Frs é chamada matriz de Fock e Srs é a matriz de recobrimento. A 
equação (2.36) forma um conjunto de b equações homogêneas lineares 
simultâneas nas b incógnitas tG, s = 1, 2, 3, ..., b, que descrevem os MOs m em 
(2.29). Para uma solução não trivial deve-se ter: 
'zGzG(  f" (2.38) 
Esta é a equação secular cujas raízes são os autovalores das energias orbitais . 
As equações de HFR (2.36) podem ser resolvidas por um processo iterativo pois 
as integraiszG dependem dos orbitais m, que dependem dos coeficientes tG, 
que são desconhecidos. 
Para resolver as equações de HFR (2.36), primeiro deve-se expressar os 
elementos de matriz de Fock, zG, em termos das funções de bases, dados por  
tGuG sG  tG
u
G sG" (2.35) 
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Substituindo por sG em (2.34) e usando (2.29), tem-se 
Multiplicando esta expressão por szB'(e integrando sobre as coordenadas do 
elétron 1, obtém-se 
=sz'( J`'(sG'(@  tB t'/(u
u
  (2.40) 
onde (rs|tu) é a integral de repulsão de dois elétrons definida por 
'/(  AASszB'(sG'(sB'(s'( Y CC (2.41) 
Substituindo f por sG em (2.33), obtém-se  
=sz'( c'(sG'(@ tB t'/(u
u
  (2.42) 
Usando as expressões acima, obtém-se a expressão desejada para zG em termos 
das integrais sobre as funções de base s: 
zG  =sz'( $xyz{'( sG'(@ 

d=sz'( J`'(sG'(@  =sz'( c'(sG'(@e| 
(2.39) 
J`'(sG'(  sG'(tB tASsB'(s'( Y C 
zG  $zGxyz{ 
H%'/(  |'/()u
u
  (2.43) 
onde     H  R tB t|    " " "      " " "   (2.44) 
7 
 
 $zGxyz{  =sz'( $xyz{'( sG'(@ 
As quantidades Hsão chamadas elementos da matriz densidade e podem ser 
interpretados como a densidade eletrônica total na região de sobreposição dos 
orbitais s e s. A energia Hartree-Fock em termos de integrais das funções de 
base s, pode ser expressa como 
+Kv   
$xyz{|
|
 
   (2.45) 
Substituindo a expansão (2.29) em $xyz{, obtém-se (Levine, 2000) 
$xyz{  =m $xyz{ m@  tzB tG=sz $xyz{ sG@Gz
tzB tGGz $zGxyz{ 
(2.46) 
logo, 
+Kv  
| HzG$zGxyz{
u
G
u
z 
  (2.47) 
No procedimento de Roothaan, quanto maior for o conjunto de funções de 
basesG, maior será o grau de flexibilidade na expansão para os spin-orbitais e 
menor será o valor esperado da energia total. Conjunto de bases maiores tendem 
a diminuir a energia HF até um determinado limite. Esse valor limite para a 
energia é o mais baixo valor que se pode obter com uma função de onda de um 
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único determinante e é chamado de limite HF. Em princípio, qualquer número 
finito de funções de base levará a uma energia acima do limite HF.  
As camadas abertas podem ser descritas por uma função de onda do tipo restrita 
onde a parte espacial dos orbitais duplamente ocupados é forçada a ser a mesma, 
e para esta situação usamos o método Hartree-Fock  restrito para camada aberta 
(ROHF). Para a função de onda, não é possível escolher uma transformação 
unitária que faça com que a matriz dos multiplicadores de Lagrange (ver eq. 
2.25) seja diagonal e as energias obtidas da função de onda ROHF não são 
unicamente definidas e não podem ser equiparadas ao potencial de ionização de 
Koopmans (Jensen, 2007).  
2.4 Teoria de Perturbação de Møller-Plesset de Segunda Ordem 
Físicos e químicos desenvolveram vários métodos perturbativos para tratar 
sistemas de muitas partículas interagentes. Møller e Plesset (1934), propuseram 
um tratamento perturbativo de átomos e moléculas, no qual a função de onda 
não perturbada é a função de onda HF. Essa forma ficou conhecida como teoria 
de perturbação de Møller-Plesset (MP). 
Nesta seção o tratamento se restringirá apenas a moléculas de camada fechada 
no seu estado fundamental. O desenvolvimento usará spin-orbitais  ao invés 
de orbitais espaciais m. Para spin-orbitais, as equações HF (2.30) e (2.31) para o 
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elétron F em uma molécula de & elétrons tomam a forma (Szabo e Ostlund, 
1996): 
J'F('F(  'F( (2.48) 
onde J`'F( e c'F( são definidos por equações análogas as (2.33) e (2.34) 
respectivamente, com orbitais espaciais substituídos por spin-orbitais e as 
integrais sobre coordenadas espaciais substituídas pelas integração sobre as 
coordenadas espaciais e os somatória sobre as coordenadas de spin do elétron. 
O Hamiltoniano não perturbado MP é considerado como a soma dos operadores 
de Fock, J'F(, de um elétron em (2.48): 
	   J'F(n  (2.50) 
A função de onda HF do estado fundamental -	 é um determinante de Slater de 
spin-orbitais /   3  / que é um produto antissimétrico de spin-
orbitais e, quando expandido, é a soma de &5 termos, no qual cada termo envolve 
uma permutação diferente dos elétrons entre os spins-orbitais. Cada termo na 
expansão de -	 é uma autofunção MP de 	. Já que -	 é uma combinação 
linear desses &5 termos, -	 é uma autofunção de 	 com autovalor: 
J'F(  n  7n7

7 
% J`'F( c'F()

  (2.49) 
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	-	   nn -	 (2.51) 
As autofunções do Hamiltoniano não perturbado 	 são as funções de onda de 
ordem zero (não perturbada), então a função HF no estado fundamental -	 é 
uma das funções de onda de ordem zero. O conjunto completo das autofunções 
do operador Hermitiano J'F( são todos os spin-orbitais possíveis da molécula; 
os & spin-orbitais de energias mais baixas estão ocupados, e existe um número 
infinito de orbitais desocupados (orbitais virtuais). Como o operador 	 é a 
soma dos operadores J'F(, então as autofunções de 	 são todos produtos 
possíveis de quaisquer & spin-orbitais diferentes. Contudo, as funções de onda 
devem ser antissimétricas, então, devem-se antissimetrizar essas funções de 
onda de ordem zero, formando um determinante de Slater. Assim, as funções de 
onda de ordem zero são todos os possíveis determinantes de Slater formados 
com quaisquer & spin-orbitais diferentes dentre um número infinito de possíveis 
spin-orbitais (Levine, 2000).  
A perturbação   é a diferença entre o Hamiltoniano eletrônico molecular 
verdadeiro  e 	;    –	. Uma vez que 
  n

n  7n7

7

n 
  n

n

n 
	   n

n    7n7

7

n 
  % J`'F( c'F()



n 
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tem-se que 
    n

n

n   % J`'F( c'F()



n  (2.52) 
A perturbação   é a diferença entre as repulsões intereletrônicas verdadeiras e a 
energia potencial intereletrônica HF (que é um potencial médio). 
A correção MP de primeira ordem +	'( para a energia do estado fundamental é 
+	'(  	'	( 	'	(  =-	   -	@ (2.53) 
já que 	'	(  -	. Então, 
+	'	( 
 +	'(  	'	(		'	( 
 =-	   -	@  =-	 	 
   -	@ =-	   -	@ (2.54) 
Porém =-	 $~ -	@, é a integral variacional para a função de onda HF -	, 
portanto, é igual à energia Hartree-Fock  Kv . Assim, 
+	'	( 
 +	'(  +Kv  (2.55) 
Para melhorar a energia HF, deve-se obter a correção de segunda ordem +	'(. 
Pode-se mostrar que (Levine, 2000) 
+	'( ¡'	( -	

+	'	(  +G'	(G¢	  (2.56) 
O método MP com inclusão de correção de energia de segunda ordem é 
denominado MP2. 
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Discutiu-se que as funções de onda não perturbadas G'	( são os possíveis 
determinantes de Slater formados a partir de & spin-orbitais diferentes. 
Denotamos por a b £ ¤ 3 os spin-orbitais ocupados com função HF do estado 
fundamental, -	, e denotamos ¥  t C 3 os spin-orbitais desocupados 
(virtuais). Cada função de onda não perturbada pode ser classificada pelo 
número de spin-orbitais virtuais que contém; este número é denominado nível de 
excitação. Sendo -¦ a representação de um único determinante excitado, que 
difere de -	 pela substituição de  pelo spin-orbital virtual ¦; -§©¨ª o 
determinante duplamente excitado formado a partir de -	 pela substituição de 
 por ¦ e  por u; e assim por diante. 
Consideremos os elementos de matriz «G'	( -	 em (2.56) onde -	 é um 
único determinante de camada fechada. Encontra-se (Szabo e Ostlund, 1996) 
que esta integral se anula para todas as «G'	( simplesmente excitadas; isto é 
=-¦   -	@ para todo a e ¥. Também, «G'	( -	 se anula para todas «G'	(, 
cujo nível de excitação é três ou mais alto. Isto provém das regras de Condon-
Slater (Levine, 2000). Portanto, faz-se necessário considerar somente excitações 
duplas de «G'	( para encontrar +	'(. 
A função duplamente excitada -¦u é uma autofunção de 	  R J'F(n  com 
autovalor que difere do autovalor de -	 somente pela substituição de  por  e 
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¦ por u. Portanto, em (2.56), +	'	(  +G'	(   
   ¦ u para «G'	( 
-¦u. O uso de (2.52) para   e as regras de Condon-Slater permitem calcular as 
integrais envolvendo -¦u: 
+	'( «G'	( -	 -	 «G'	(+	'	(  +G'	(G¢	 
+	'(    =-§¦¨u   -§¨@=-§¨   -§¦¨u@+	'	(  +G'	(
¬
¦­
¬
u¦­ 
+	'(     /.¥/®/ab0  .¥/®/ba0/ 
   ¦ u
®


­
¬
¦­
¬
u¦­ 
(2.57) 
onde & é o número de elétrons 
.¥/®/ab0  ¯¦B '(uB'(®'('(CC (2.58) 
As integrais sobre os spin-orbitais (que incluem a soma para os spins) são 
calculadas facilmente em termos das integrais de repulsão eletrônica. As somas 
sobre ¥, b, i e j em (2.57) provém da inclusão de todas as substituições duplas 
«G'	( em (2.56).  
Tomando a energia molecular como +	'	( 
 +'( 
 +'(  +°± 
 +'(, obtém-se 
a energia total MP2. 
Para realização de um cálculo de correlação eletrônica MP2, primeiro escolhe-se 
um conjunto de base e realiza-se um cálculo SCF para obter -	, +°± e orbitais 
virtuais. Então, calcula-se +'( através das integrais sobre os spin-orbitais em 
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(2.57), em termos das integrais sobre as funções de base. Se um conjunto de 
funções de base completo fosse usado para expandir os spin-orbitais, o cálculo 
SCF produziria a energia HF exata e um número infinito de orbitais virtuais. 
Porém, um conjunto de base finito deve ser usado, o qual produz um número 
finito de orbitais virtuais. Logo, as somas em (2.57) conterão um número finito 
de termos. Portanto, produz-se tem-se um erro de truncamento de base em 
adição ao erro devido ao truncamento da perturbação. 
Pode-se demonstrar que cálculos MP, truncados em qualquer ordem, serão de 
tamanho consistente (Szado e Ostlund, 1996). Entretanto, os cálculos MP não 
são variacionais, pois podem produzir energias abaixo da energia verdadeira. 
Atualmente, a característica tamanho consistente é, às vezes, tomada como mais 
importante que a variacional. 
2.5) Método Coordenada Geradora Hartree-Fock 
O método GCHF (Mohallem e colaboradores, 1986) está embasado nos métodos 
Coordenada Geradora (Hill e Wheeler, 1953) e HF (Fock, 1930). No método 
GCHF, a função de onda total para um sistema de camada fechada com 2n 
elétrons pode ser escrita como um determinante de Slater: 
onde as « são as funções de um elétron. 
 Φ'  3  ²(  /«'(«³³³³'(3«´³³³³'²(/ (2.59) 
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« '(  Em ' N('N(CN      i"""    '"6f(
m' N(éafçãgaaqpacaagaa\'N(sãasfçõsps"
UmfcialagiaécsíapaiaΦ  total,
 ( )[ ]
ΦΦ
ΦΦ
=
H
fE α '"6(
éamilia sismamiaé izipaa
malizaafçãa"
 Minimizando-se o funcional energia (eq. (2.61)) em relação a função 
peso, 
 ÆÇÆÈ'7(  f'"6(
obtém-se as equações de Griffin-Wheeler-Hartree-Fock  
 A%'N O(  'N O() 'O(CO  f '"6(
i"";\]sãascaasgaasεisãsavals
giaFSsãsúclsFckcimspcivamsã
asp:
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 'N O(  'N O( 
%Ñ'N O(Ò'N O() 
'"64(
 'N O( Ô m' N(/m' O( Õ '"65(

 k 'N O(Ñ'N O(Ò'N O(l Ô m'N O( 6
'(×ÑØ'(×ÒØ'(× 6m' O( Õ

'"66(
Jj'N O(e Kj'N O( são os núcleos de Coulomb e de troca, respectivamente, 
e são dados por: 
 Ñ'N O(  ¯CNCO'N('O('N N; O O( (2.67) 
 Ò'N O(  ¯CNCO'N('O('N N; O O( (2.68) 
 'N N; O O( Ô m' N(m' N(/®/m' O(m' O( Õ (2.69) 
 'N N; O O( Ô m' N(m' N(/®/m' O(m' O( Õ (2.70) 
Os termos 'N N ′; O′ O(e 'N N ′; O O′(são chamados de super núcleos. 
A equação (2.63) é resolvida por um processo iterativo em que escolhe-se uma 
função 'N( e um critério numérico de convergência. Em cada iteração as 
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integrais são executadas através da técnica de discretização integral, mantendo a 
representação contínua das equações. 
2.5.1) Discretização integral 
A técnica de discretização integral consiste em considerarmos uma malha de N 
pontos igualmente espaçados no espaço α, entretanto, surge um problema 
quando usa-se GTFs, pois estas funções decaem lentamente a zero quando α 
cresce e com isto aumenta o número de funções de base para cobrir todo o 
intervalo de integração.  Mohallem e colaboradores (1986) sugeriram a seguinte 
troca de rótulos: 
 Û  ¤&NÜ  (2.71) 
onde A > 1 é o fator de escala determinado numericamente. 
Com esta mudança, o espaço de integração torna-se menor. No caso das STFs a 
troca de rótulos não é necessária. 
Para GTFs, uma única sequência de pontos igualmente espaçados deve ser 
gerada no espaço Ω, na forma: 
 ÛÝ  ÛÞ§ß 
 'à  (áÛ (2.72) 
onde  ÛÞ§ß = menor expoente; áÛ = incremento e N= número de pontos de 
discretização. 
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A escolha do número de pontos de discretização bem como dos parâmetros 
ÛÞ§ß áÛ determina os expoentes de GTFs ou de STFs. 
2.6) Método Coordenada Geradora Hartree-Fock Melhorado 
O método IGCHF (Jorge e de Castro, 1999) surgiu a partir de uma modificação 
realizada no processo de discretização do método GCHF (Mohallem e 
colaboradores, 1986).  No IGCHF, o novo espaço da coordenada geradora, é 
discretizado para cada simetria s, p, d e f em três seqüências aritméticas 
independentes: 
 
âã   ä âåæç 
 'ã  è(éâê  è ë3  ìâåæç 
'ã  è(éâê  ì 
 è3  íâåæç 
'ã  è(éâê  í 
 è3 î"ï '"7(
Dessa forma, para um dado número M de funções de base, o número de 
parâmetros a serem otimizados por simetria atômica é três vezes maior que 
no método GCHF. Com o aumento do número de parâmetros de 
discretização, melhoras significativas foram alcançadas nos resultados de 
energias HF atômicas sem adicionar funções de base (Jorge e de Castro, 
1999). Os conjuntos de bases gerados com o método IGCHF foram 
denominados de triplamente otimizados. O conjunto de pontos de 
discretização gerado pelas três seqüências aritméticas independentes da eq. 
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(2.73), ao contrário daquele obtido pelo método GCHF (Eq. 2.72), não é 
igualmente espaçado, o que dificulta a aplicação do método IGCHF na 
geração de conjuntos de bases universais.  
Jorge e colaboradores (2002) estenderam o método IGCHF para moléculas 
gerando o método IGCHF molecular (molecular IGCHF, MIGCHF). 
 
 
 
 
 
 
 
 
 
CAPÍTULO 3 
 
Funções de Base e Bases 
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3.1) Introdução 
No capítulo anterior vimos que as funções de onda de um elétron podem ser 
expandidas em um número finito de funções, que são chamadas de funções de 
base. Em geral, um conjunto de parâmetros contidos nas funções de base são 
otimizados para adequá-los ao sistema atômico ou molecular estudado. 
Ao escolher uma base a ser utilizada em determinado cálculo, deve-se levar em 
conta o tamanho da base, o tipo de função de base e o nível de adequação das 
bases aos sistemas escolhidos e ao método de cálculo a ser realizado. Além disso 
deve-se pensar no custo computacional envolvido nos cálculos. A escolha 
adequada do conjunto de bases ou da base influencia diretamente no resultado 
dos cálculos computacionais de propriedades atômicas e moleculares. Neste 
capítulo faz-se a apresentação das funções e conjuntos de base mais utilizados 
na literatura.  
3.2) Orbitais Hidrogenóides 
Os orbitais hidrogenóides são dados pela solução analítica da equação de 
Schroedinger não-relativística para o átomo de hidrogênio (Griffiths, 2011): 
ðñn  ò &¥ '&  ¤  (5&'%& 
 ¤)5( ó® z¦ &¥ñ hô®ñ®ñ­ &¥j õñn'ö m( (3.1) 
onde 
ô®ñ®ñ­  são os polinômios de Laguerre associados; 
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a = raio de Bohr; 
õñn'ö m( são os harmônicos esféricos que representam a dependência angular. 
Os orbitais hidrogenóides são ortogonais, porém não formam um conjunto 
completo, devido a região do contínuo de energia.  
3.3) Funções Tipo Slater 
A complexidade dos orbitais hidrogenóides, levou Slater (1930) a  propor uma 
forma analítica mais simples para a parte radial Rnl(r) dada por: 
 ÷ñ'(  ²'B®(ó'®øz( (3.2) 
onde: 
ς é o fator orbital; 
M é o fator de normalização 
n* é o número quântico principal efetivo que é tabelado em relação a n.  
O expoente orbital é dado por: 
 
 ù  'ú  (&B  (3.3) 
onde, 
z é a carga nuclear, s é a constante de blindagem e (z-s) é a carga nuclear 
efetiva. 
Os expoentes são números positivos e determinam o tamanho do orbital. 
Expoentes grandes são associados a orbitais compactos e expoentes pequenos a 
orbitais difusos. 
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O produto da parte radial pelo harmônico esférico dá origem a uma STF cuja 
forma geral é: 
ûøñn' ö (  üõñn'ö (®óýþ%ù) (3.4) 
As STFs não possuem nós na coordenada radial, eles surgem das combinações 
lineares de STFs. A dependência exponencial garante uma rápida convergência 
com o aumento do número de funções, contudo, o cálculo de integrais de 2 
elétrons de 3 e 4 centros não pode ser feito analiticamente.  As STFs são 
apropriadas para o cálculo de propriedades físicas e químicas de sistemas 
atômicos e diatômicos com alta precisão e em métodos semiempíricos onde as 
integrais de três e quatro centros são desprezadas (Jensen, 2007).  
3.4) Funções Tipo Gaussianas 
Para simplificar os cálculos computacionais, Boys (1950) propôs o uso de GTFs 
no lugar das STFs  na expansão linear das funções de um elétron que em 
coordenadas polares são dadas por (Jensen, 2007): 
ûøñn' ö (  üõñn'ö ('®(®ñóýþ%ù) (3.5) 
A dependência exponencial faz com que as o uso das GTFs seja inferior ao 
das STFs em dois aspectos: no núcleo, as GTFs têm derivada zero, enquanto as 
STFs que têm um “bico” (derivada descontínua) e, as GTFs consequentemente 
tem problemas em representar o comportamento adequado próximo ao núcleo. 
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O outro problema é que as  GTFs caem mais rapidamente para pontos afastados 
do núcleo do que as STFs e, dessa forma, a parte mais afastada da função de 
onda em relação ao núcleo não é bem representada pelas GTFs. Tanto as STFs 
quanto as GTFs podem ser usadas para formar uma base completa, entretanto, 
deve-se usar um número maior de GTFs do que STFs para obtenção da mesma 
precisão nos cálculos.  O número de funções GTF é compensado pela rapidez 
em resolver as integrais multicêntricas. A principal vantagem no uso de GTFs é 
que o produto de duas funções gaussianas de centros diferentes é equivalente a 
uma única gaussiana centrada em um único ponto. Assim, todas as integrais de 
repulsão de três e quatro centros de dois elétrons podem ser reduzidas a integrais 
de um único centro (Shavit, 1963). Além disso, o número de GTFs é 
significativamente reduzido quando se consideram núcleos finitos ao invés de 
núcleos puntiformes (Ishikawa e Quiney, 1987). 
3.5) Base Mínima (Single Zeta) 
É a base com o menor número possível de funções e também é conhecida como 
single zeta. A base mínima não proporciona bons resultados quantitativos, 
porém, é útil em estudos qualitativos de estruturas eletrônicas moleculares, pois 
demanda pouco tempo computacional. É mais recomendável usar as STFs pois 
estas se assemelham com a forma conhecida dos orbitais atômicos (Szabo e 
Ostlund, 1996). Para a primeira fila da Tabela Periódica teremos duas funções s 
(1s e 2s) e um conjunto de funções p 'þ þóþ(. Lítio e berílio requerem 
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somente duas funções s, mas um conjunto de funções p é geralmente 
acrescentado. Para a segunda fila, três funções s ( ó) e dois conjuntos 
de funções p (þóþ) são usadas (Jensen, 2007). 
3.6) Bases Estendidas 
A fim de melhorar a precisão dos resultados da base mínima pode-se dobrar o 
número de funções da base mínima, e obter uma base dupla zeta (DZ) e com 
isso temos uma melhor descrição dos orbitais. Os expoentes da base dupla estão 
um pouco acima ou um pouco abaixo do expoente ótimo da base mínima. 
Se triplicarmos o número de funções da base mínima, temos uma base tripla 
zeta (TZ). Temos também a base quadrupla zeta, e assim por diante. Podemos 
usar bases cada vez mais extensas, mas o tempo computacional é cada vez mais 
elevado e a melhora do expoente é pouco satisfatória. 
3.7) Bases de Valência e de Valência Separada 
Bases de valência são aquelas formadas somente pelos orbitais externos dos 
átomos que participam das ligações químicas para a formação de uma molécula. 
As bases de valência podem ser empregadas de forma conveniente em cálculos 
moleculares, uma vez que as camadas mais internas dos átomos são pouco 
afetadas na formação de moléculas. Os orbitais de valência são os maiores 
responsáveis pelas mudanças ocorridas nas funções moleculares em relação às 
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funções atômicas. Bases de valência são comumente usadas em cálculos semi-
empíricos de moléculas grandes. 
As bases de valência separada são extensões das bases de valência, visto que 
utilizam funções Gaussianas contraídas para as camadas internas e funções 
extras para as camadas de valência. Para melhorar a descrição dos orbitais da 
camada de valência, pode-se ainda dividir a região de cada orbital de valência 
em duas partes; a parte interna e a parte externa, sendo que a parte interna da 
camada de valência é representada por uma única Gaussiana contraída e a parte 
externa da camada de valência pode ser representada por uma ou mais 
Gaussiana primitivas. 
3.8) Funções de Polarização 
Os orbitais que participam de uma ligação química, sofrem deformações e para 
descrevê-las necessitamos, na maioria dos casos, de funções de polarização, que 
são funções de momento angular maior do que os considerados nos orbitais 
atômicos ocupados. 
O orbital atômico é a região do espaço onde a densidade de probabilidade de 
encontrar o elétron está concentrada. Para regiões afastadas do núcleo a 
probabilidade de encontrar o elétron é pequena, porém em cálculos atômicos 
precisos, deve-se considerar a probabilidade de encontrar o elétron mesmo em 
orbitais considerados desocupados. 
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Cálculos de propriedades químicas de moléculas, como energia de dissociação, 
momentos de dipolo, etc., produzem resultados mais precisos quando conjuntos 
de polarização adequados à base são incluídos. 
3.9) Funções Difusas 
Uma desvantagem de toda base otimizada pela energia é o fato que ela depende, 
primeiramente, da função de onda na região das camadas eletrônicas internas. 
Os elétrons mais internos contribuem em grande parte para a energia total, e 
quando considerado na minimização da energia, esta tenderá a tornar a base 
mais apropriada para os elétrons internos e menos para os elétrons de valência. 
Entretanto, as ligações químicas dependem, principalmente, dos elétrons de 
valência e, além disso, muitas propriedades dependem, principalmente, da parte 
mais externa da função de onda (longe do núcleo), que é energeticamente de 
pouca importância. Ao invés dos conjuntos de bases serem totalmente 
otimizados em relação à energia do átomo no estado fundamental, eles são 
geralmente aumentados com funções difusas. Tais funções são necessárias 
sempre que elétrons ligados fracamente estão presentes (por exemplo, nos 
ânions ou nos estados excitados) ou quando a propriedade de interesse é 
dependente da parte mais externa da função de onda (por exemplo, 
polarizabilidade). 
As funções difusas são usadas para melhorar a representação de sistemas que 
tenham densidades eletrônicas significativas a “longas” distâncias.  
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3.10) Conjunto de Bases Igualmente Temperadas 
Os conjuntos de base em que os expoentes orbitais formam uma série 
geométrica foram propostos por Reeves (1963) e amplamente utilizados para 
cálculos atômicos e moleculares por (Ruedenberg e colaboradores, 1973; 
Rafenetti e Ruedenberg, 1973; Raffenetti, 1973a e b; Bardo e Ruedenberg, 1973 
e 1974). Estes conjuntos são chamados de igualmente temperados. O iésimo 
expoente desse conjunto é dado por (Jensen, 2007) 
  NO a  3 ² (3.6) 
onde N e O são constantes fixadas para um determinado tipo de função e carga 
nuclear. As constantes N e O podem ser escritas como funções do tamanho do 
conjunto de base, M, na forma (Jensen, 2007) 
onde ¥, ¥, e são constantes que só dependem do tipo de átomo e do tipo de 
função (s ou p).  Uma das vantagens do uso dos conjuntos de bases igualmente 
temperadas é a possibilidade de gerar de forma simples uma sucessão de 
conjuntos de bases pelo acréscimo de funções ao conjunto anterior, o que 
garante a convergência para uma base completa. Uma desvantagem é que essa 
convergência é um pouco lenta, e, em geral, é necessário o acréscimo de muitas 
funções. 
l'l O(   l²

l N  ¥ l'O  (
¥ (3.7) 
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Outras vantagens de se trabalhar com  as bases igualmente temperadas são 
(Diercksen e Wilson, 1983):  
●  Otimiza-se apenas dois parâmetros (α e β) para cada simetria atômica.   
●  O conjunto de bases se aproxima de um conjunto completo no limite α  0, 
β  1 e k  . 
●  Para β > 1, as funções de base em geral são linearmente independentes. 
As bases igualmente temperadas possibilitam a construção de bases maiores e a 
geração de conjuntos de bases universais (Silver e Niewport, 1978; Silver e 
colaboradores, 1978). 
3.11) Conjunto de Bases Bem Temperadas 
Os conjuntos de bases igualmente temperadas têm a mesma razão entre 
expoentes em todo o intervalo de valores dos expoentes. Para aplicações 
químicas, é preferível cobrir melhor a região de valência do que a região 
próxima do núcleo dos átomos. A idéia é similar ao conjunto de bases 
igualmente temperadas, porém, os expoentes são gerados por uma fórmula que 
contém quatro parâmetros a serem otimizados.  Os conjuntos de bases bem 
temperadas foram introduzidos por Huzinaga e Klobukowski (1985). Os 
expoentes de uma base bem temperada de tamanho M são gerados através da 
fórmula (Jensen, 2007): 
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   a²Æ a  3 ² (3.8) 
Os parâmetros N, O,  e D são otimizados para cada átomo e α, β,  e δ são 
maiores que zero. Os expoentes são os mesmos para funções de diferentes 
momentos angulares s, p e d (e momentos angulares mais altos). 
A fórmula bem temperada apresenta uma rápida convergência para um mínimo 
de energia e evitando problemas de dependência linear (Huzinaga, 1985). 
3.12) Bases Universais 
Os primeiros conjuntos de bases universais foram gerados através da fórmula 
igualmente temperada (Silver e colaboradores 1978, Silver and Nieuwpoort 
1978, Silver and Wilson 1978) para explorar o fato de que para uma dada 
geometria nuclear, um conjunto de base grande e flexível pode ser usado em 
vários sistemas com pouca perda de precisão. As bases universais devem ter um 
grau de flexibilidade que permita sua transferência, de molécula para molécula, 
sem necessidade de reotimização. 
O primeiro conjunto de bases universal consistia de funções exponenciais tipo 
9s, 6p e 3d em cada átomo e foram aplicadas em moléculas diatômicas, 
resultando num total de 84 funções. 
Conjunto de bases universais são muitas vezes gerados através da fórmula bem-
temperada, em que os expoentes formam uma série geométrica. O conjunto de 
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bases universais tem sido aplicado em uma variedade de cálculos (Cooper e 
colaboradores; Clementi e colaboradores). Em ambos trabalhos temos o nível da 
matriz Hartree-Fock, incluindo as correlações eletrônicas, estudos relativísticos e 
não-relativísticos. Em 1979, Schmidt e Ruedenberg propuseram um esquema 
prático para um conjunto de bases estendido de funções Gaussianas bem-
temperadas como um método para completar o limite do conjunto de bases. Este 
esquema pode ser facilmente adaptado para o desenvolvimento de um conjunto 
de bases universal bem-temperado e têm sido usado extensivamente no 
desenvolvimento de um conjunto de bases de alta precisão. Um conjunto de 
bases universal de alta precisão para moléculas é necessariamente  grande e, 
então leva a demanda de aplicações práticas. Além da alta performance 
computacional,  essas implementações requerem algorimos, e esse método é 
chamado método direto (J. Almlof  e colaboradores, 1982; M. Head-Gordon  e 
colaboradores, 1988; S. Saebo  e J. Almlof , 1989; S. Wilson, 1987) que evitam 
a necessidade de uma grande quantidade de integrais de 2 elétrons. 
Em 1994, Moncrieff e Wilson apresentaram uma base universal para moléculas 
diatômicas com 14 elétrons com a precisão de 1µH na energia total HF (em 
relação aos resultados NHF).  Esses cálculos foram refinados através do método 
de diferença finita (Moncrieff e colaboradores, 1995). Posteriormente uma base 
universal mais precisa gerada através do método IGCHF foi apresentada por 
Jorge e Canal Neto (2002).  
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Nos métodos GCHF e IGCHF, os expoentes das gaussianas são vistas como 
pontos de discretização, requeridos para produzir uma integração numérica 
precisa das funções de um elétron. Dessa forma uma base universal criada a 
partir desses métodos necessita de uma malha de pontos de discretização 
adequada para integrar simultaneamente as funções de um elétron de diferentes 
átomos  (Giordan, 1997).  
Como exemplos de bases universais usando o método GCHF temos a base feita 
por Pinheiro e colaboradores 1997a , 1997b; Jorge e Martins, 1998; Jorge, 
Castro e da Silva, 1997a e 1997 b; da Silva, Costa e Trsic, 1989; Jorge e Franco, 
2000; Jorge e Fantin, 1999. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CAPÍTULO 4 
 
Resultados e Discussão 
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4.1 Introdução 
Neste trabalho, um Conjunto de Bases Gaussianas Universal (UGBS) 
para os átomos de H até Ar foi construído com uso do método GCHF 
(Mohallem e colaboradores, 1986). O UGBS foi usado para cálculo de 
energias atômicas totais HF e comparação com resultados de outros UGBS 
e com resultados NHF foi feita. Ao UGBS gerado neste trabalho (U17) 
foram adicionadas funções de polarização e funções difusas extraídas, 
respectivamente, dos conjuntos DZP e ADZP (Canal Neto e colaboradores, 
2005). Cálculos de energias totais MP2 de diversos sistemas diatômicos 
foram realizados. Comparações foram feitas entre os resultados 
correlacionados obtidos com os conjuntos U17, U17 aumentado, ADZP 
(Canal Neto e colaboradores, 2005), aug-cc-pVDZ (Woon e Dumming, 
1993) e UGBS1P (de Castro e Jorge, 1998). 
4.2 Geração do Conjunto de bases universal U17 
A geração do conjunto U17 ocorreu a partir de uma única sequência 
principal contendo 17 expoentes escolhidos para representar em média, o 
intervalo dos expoentes das funções Gaussianas pertencentes às bases dos 
átomos de H até Ar. Em seguida, a partir do método GCHF (Mohallem e 
colaboradores, 1986), foram escolhidos subconjuntos da mesma sequência 
principal de expoentes, para todas as simetrias atômicas do estado 
fundamental (s e p), para formar as bases Gaussianas atômicas individuais, 
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num procedimento análogo ao usado na geração do conjunto de bases 
universal de de Castro e Jorge (1998). De forma complementar, com 
objetivo de reduzir o tamanho do conjunto de bases gerado ao nível HF, 
foram retirados os expoentes que apresentaram as menores contribuições 
para as energias totais atômicas. Com esse procedimento, bases atômicas de 
tamanhos: (5s) para H-He; (10s) para Li-Be; (10s5p) para B-N; (10s6p) 
para O-Ne; (13s9p) para Na-Ar, foram geradas. 
4.3 Resultados e discussões 
A sequência principal de expoentes das Gaussianas usadas para 
construir as bases atômicas dos átomos de H até Ar é apresentada na Tabela 
I. A sequência principal pode ser construída a partir da fórmula usada no 
método GCHF (Mohallem e colaboradores, 1986), que determina 
expoentes igualmente espaçados (ver equação 2.71). Os expoentes das 
funções Gaussianas usadas em cada simetria atômica para os átomos de H 
até Ar podem ser determinados a partir dos correspondentes números 
apresentados na Tabela II, que correspondem à coluna N apresentada na 
Tabela I.  
Na Tabela III, são apresentados, os números de funções Gaussianas 
usados em cada simetria atômica e os resultados para as energias totais HF 
para o estado fundamental dos átomos de H até Ar, obtidos com o conjunto 
de bases universal U17 e os correspondentes resultados numérico HF 
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(Bunge e colaboradores, 1992). Apresentam-se também as diferenças entre 
as energias NHF e GTO/HF (da Silva e colaboradores, 1989) e as 
diferenças entre os resultados NHF e U17 (este trabalho). Os DRM das 
energias calculadas com os conjuntos U17 (este trabalho) e GTO 
(18s,12p,11d) de Da Silva e colaboradores (1989) em relação aos 
resultados NHF de Bunge e colaboradores (1992). Analisando os expoentes 
da simetria s, escolhidos para compor o conjunto U17 de cada átomo, 
notamos que os expoentes não obedecem a uma sequência única, como no 
método GCHF (Mohallem e colaboradores, 1986), ocorrendo em geral, 
divisão da sequência em duas ou três partes. Isso indica que o uso de um 
método que possibilite a escolha de pelo menos 3 sequências independentes 
de expoentes, como ocorre no método IGCHF (Jorge e de Castro, 1999), 
pode produzir bases universais mais precisas que os obtidos neste trabalho.  
O conjunto U17 foi usado para o cálculo das energias totais HF 
atômicas e comparações foram feitas com os resultados obtidos a partir de 
um UGBS mais extenso de da Silva e colaboradores (1989) e com resultado 
numérico HF de Bunge e colaboradores (1992). Os cálculos de energias 
totais atômicas foram realizados com o programa ATOMSCF (Chakravorty 
e colaboradores, 1989). As maiores diferenças entre as energias HF 
atômicas calculadas com o conjunto U17 e com o UGBS de Da Silva e 
colaboradores (1989), em relação aos correspondentes resultados NHF 
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(Bunge e colaboradores, 1992) foram (em Hartree) 0,071 (para Ne) e 0,006 
(para Al), respectivamente. Os desvios relativos médios (DRM) das 
energias totais HF para os átomos de H até Ar, calculados com o U17 e 
com o UGBS de Da Silva e colaboradores (1989), em relação aos 
resultados NHF foram de 8,4x10-4 e 8,6 x10-6, respectivamente. 
Ao conjunto U17, foram adicionadas as funções de polarização do 
conjunto DZP (Canal Neto e colaboradores, 2005) e as correspondentes 
funções difusas do conjunto ADZP (Canal Neto e colaboradores, 2005), 
geradas ao nível correlacionado, de modo a adequar o conjunto U17 à 
realização de cálculos de propriedades moleculares e ainda manter um 
número reduzido de funções de bases. Cálculos de momentos de dipolo 
elétrico e energias totais MP2/U17 para 19 sistemas diatômicos (H2, BH, 
B2, C2, N2, O2, F2, HF, LiF, BeO, BF, CN
-, CO, NO+, AlF, SiO, PN, BCl e 
P2) foram realizados e comparação com correspondentes resultados U17 
aumentado, ADZP (Canal Neto e colaboradores, 2005) e aug-cc-pVDZ 
(Woon e Dunning, 1993) foi feita. O UGBS1P grande (de Castro e Jorge, 
1998) foi usado como referência para cálculo de DRM das energias totais 
MP2 (ver Tabela IV) e resultados experimentais (Nelson e colaboradores, 
1967; Sadlej, 1985) foram usados no cálculo dos DRM do momento de 
dipolo elétrico. Todos os cálculos moleculares foram realizados com o 
programa Gaussian 03 (Frisch e colaboradores 2003). Na Tabela IV são 
48 
 
apresentadas as energias totais MP2 e na Tabela V são apresentados os 
momentos de dipolo elétrico/MP2. 
Como esperado, o conjunto U17 sem acréscimo de funções de 
polarização e difusas produz os resultados mais imprecisos para as energias 
MP2 dos sistemas moleculares, apresentado DRM cerca de 3 vezes maior 
que aqueles obtidos com os conjuntos U17 aumentado, ADZP e aug-cc-
pVDZ (ver Tabela IV).  
Comparação entre os resultados de energia total MP2 calculados com 
os conjuntos U17 aumentado (este trabalho) e ADZP (Canal Neto e 
colaboradores, 2005) mostram que, para H2, C2, O2, F2, HF, LiF, BF, CO, 
NO+ e AlF as melhores energias totais MP2 foram obtidas com o conjunto 
U17 aumentado, com diferença de até 0,027 hartree (para F2) em relação ao 
conjunto ADZP (Canal Neto e colaboradores, 2005). Para BH, B2, N2, BeO, 
CN-, SiO, PN, BCl e P2 as melhores energias totais MP2 foram obtidas com 
o conjunto ADZP (Canal Neto e colaboradores, 2005), com diferença de até 
0,052 hartree (para P2) em relação ao U17 aumentado. Comparação entre os 
resultados de energia total MP2 calculados com os conjuntos U17 
aumentado (este trabalho) e aug-cc-pVDZ (Woon e Dunning, 1993) 
mostram que, para H2, C2, O2, F2, HF, LiF, BF, CN
-, CO, NO+ e AlF as 
melhores energias totais MP2 foram obtidas com o conjunto U17 
aumentado, com diferença de até 0,046 hartree (para F2) em relação ao 
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conjunto aug-cc-pVDZ (Woon e Dunning, 1993).  Para BH, B2, N2, BeO, 
SiO, PN, BCl e P2 as melhores energias totais MP2 foram obtidas com o 
conjunto aug-cc-pVDZ (Woon e Dunning, 1993), com diferença de até 
0,046 hartree (para P2) em relação ao U17 aumentado.  
Os DRM para os resultados de energias totais MP2 para H2, BH, B2, 
C2, N2, O2, F2, HF, LiF, BeO, BF, CN
-, CO, NO+, AlF, SiO, PN, BCl e P2, 
entre os conjuntos U17 (este trabalho), U17 aumentado (este trabalho), 
ADZP (Canal Neto e colaboradores, 2005) e aug-cc-pVDZ (Woon e 
Dunning, 1993), em relação ao conjunto UGBS1P (de Castro e Jorge, 
1998) são de -0,0025, -0,0007, -0,0008 e -0,0009 hartree, respectivamente. 
Portanto, podemos afirmar que em média, para os sistemas moleculares 
estudados, o conjunto U17 aumentado desenvolvido neste trabalho, 
produziu energias totais MP2 mais precisas que os conjuntos de bases 
Gaussianas adaptadas de tamanhos semelhantes. 
O resultado para o DRM do momento de dipolo elétrico em relação 
aos valores experimentais foi de 0,21 para o conjunto U17/MP2 (o mais 
favorável entre os resultados teóricos apresentados). Porém, quando a 
molécula CO é excluída da média, o UGBS1P/MP2 produz o menor DRM 
em relação aos resultados experimentais (0,043), seguido dos conjuntos 
ADZP/MP2 (0,047), aug-cc-pVDZ/MP2 (0,048), U17 aumentado/MP2 
(0,057) e U17/MP2 (0,198). Os resultados apresentados na Tabela V, 
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indicam que cálculos MP2 não produzem resultados precisos para o 
momento de dipolo elétrico da molécula CO. Pinheiro e colaboradores 
(2000), também mostram essa imprecisão e ainda apresentam resultado 
DFT (0,088D) em boa concordância com o resultado experimental (0,110 
D) para o momento de dipolo da molécula CO. 
Tabela I. Sequência principal de expoentes das Gaussianas do conjunto U17. 
N Expoentes 
1 84.661,26281637 
2 33.403,41536894 
3 13.179,44147290 
4 5.199,99753376 
5 2.051,67832087 
6 809,49729399 
7 319,39016088 
8 126,01657303 
9 49,72030646 
10 19,61733139 
11 7,74009089 
12 3,05388158 
13 1,20492031 
14 0,47540578 
15 0,18757311 
16 0,07400767 
17 0,02920000 
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  Tabela II. Expoentes escolhidos para as bases Gaussianas. 
Átomos Expoentes escolhidosa 
H 11,13-16s 
He 9,11-14s 
Li 5,7,9-14,16,17s 
Be 6,8-13,15-17s 
B 6,8-16s    12-16p 
C 4,6-12,14,15s    10,12-15p 
N 5,7-15s    11-15p 
O 5,7-15s    10-15p 
F 3,5-11,13,14s    10-15p 
Ne 3,5-11,13,14s    9-14p 
Na 2,4-14,17s    7-14,15p 
Mg 2,4-14,16s    7-15p 
Al 2,4-13,15,16s    8-16p 
Si 1,3,5-13,15,16s    8-16p 
P 2,4-15s    8-16p 
S 2,4-15s    7-15p 
Cl 2,4-15s    7-15p 
Ar 1,3-12,14,15s    7-15p 
aNumeração dos expoentes escolhidos correspondente à Tabela I. 
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Tabela III. Comparações entre Energias HF totais (em hartree) obtidas com o conjunto 
U17a e com o conjunto GTOd em relação aos resultados NHFb. 
Átomo 
N0 de 
funções 
U17  
Energia HF 
U17a Energia NHF
b NHF - GTOd NHF - U17 
H 5s -0,4988144568 -0,5c 2,80E-06 0,001186 
He 5s -2,835621059 -2,861679995 5,30E-06 0,026059 
Li 10s -7,431616378 -7,432726927 1,73E-04 0,001111 
Be 10s -14,57067218 -14,57302316 4,70E-05 0,002351 
B 10s5p -24,51959319 -24,52906072 3,89E-04 0,009468 
C 10s5p -37,67299358 -37,68861895 1,45E-04 0,015625 
N 10s5p -54,37291274 -54,40093419 2,25E-04 0,028021 
O 10s6p -74,78123661 -74,80939845 2,90E-04 0,028162 
F 10s6p -99,36330262 -99,40934933 3,75E-04 0,046047 
Ne 10s6p -128,4762903 -128,5470980 5,40E-04 0,070808 
Na 13s9p -161,8513065 -161,858912 1,15E-03 0,007606 
Mg 13s9p -199,6061821 -199,614636 1,07E-03 0,008454 
Al 13s9p -241,8606605 -241,876707 6,27E-03 0,016047 
Si 13s9p -288,8220540 -288,854363 3,35E-03 0,032309 
P 13s9p -340,6758303 -340,718781 2,78E-03 0,042951 
S 13s9p -397,4703420 -397,504896 3,27E-03 0,034554 
Cl 13s9p -459,4493439 -459,482072 3,97E-03 0,032728 
Ar 13s9p -526,7852802 -526,817513 5,10E-03 0,032233 
   DRM
e 0,000009 0,000840 
a Energias totais HF calculadas com o CBGU gerado neste trabalho (U17). 
b Energias totais HF numéricas extraídas de Bunge e colaboradores (1992). 
c Resultado analítico. 
d Energias totais HF obtidas com o conjunto GTO (18s,12p,11d) extraídas de Da Silva e colaboradores 
(1989).  
e Desvio Relativo Médio (DRM) em relação aos resultados NHF de Bunge e colaboradores (1992). 
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Tabela V. Momentos de dipolo elétrico µ (em Debye) calculados ao nível MP2, com os 
conjuntos U17a, U17 aumentadob, ADZPc, aug-cc-pVDZd e UGBS1Pe. 
Molécula 
µ 
U17a U17 aumentadob ADZP
c aug-cc-pVDZd UGBS1P
e Experimental 
BH 1,5962 1,5748 1,6075 1,6029 1,5882 - 
HF 2,3743 1,8064 1,8078 1,8023 1,8015 1,826f 
LiF 7,4630 6,3078 6,3336 6,3514 6,3052 6,326f 
BeO 6,4387 6,2906 6,2878 6,3378 6,3484 - 
BF 0,6347 0,9901 1,0243 1,0333 0,9859 1,13g 
CN- 0,4215 0,7096 0,7914 0,7655 0,7590 - 
CO 0,1198 0,2584 0,3136 0,2965 0,2895 0,110f 
NO+ 0,1873 0,2020 0,1679 0,1793 0,1809 - 
AlF 1,7892 1,3743 1,4168 1,3991 1,3794 1,53f 
SiO 2,6159 2,8232 2,8340 2,8215 2,9624 3,098f 
PN 2,3601 2,5459 2,5631 2,5778 2,7086 2,747f 
BCl 1,3103 1,5719 1,5700 1,5659 1,6043 - 
DRMh 0,210 0,250 0,312 0,291 0,276  
DRMi 0,198 0,057 0,047 0,048 0,043  
a Momentos de dipolo elétrico calculados com o U17 (este trabalho). 
b Momentos de dipolo elétrico calculados, neste trabalho, com o U17 aumentado com as funções de polarização e 
as funções difusas do conjunto ADZP de Canal Neto e colaboradores (2005). 
c Momentos de dipolo elétrico calculados neste trabalho, com o conjunto ADZP (Canal Neto e colaboradores, 
2005). 
d Momentos de dipolo elétrico calculados neste trabalho, com o conjunto aug-cc-pVDZ  (Woon e Dunning, 
1993). 
e Momentos de dipolo elétrico calculados neste trabalho, com o conjunto UGBS1P (de Castro e Jorge, 1998). 
f Resultados experimentais de Nelson e colaboradores (1967). 
g Sadlej, J. Semiempirical Methods of Quantum Chemistry; Ellis Harwood: Chichester, UK, 1985. 
h DRM em relação aos resultados experimentais. 
i DRM em relação aos resultados experimentais exceto o da molécula CO. 
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CONCLUSÕES 
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Neste trabalho um conjunto de bases universal de Gaussianas de tamanho 
reduzido (U17) foi gerado através da inserção de funções de polarização e 
difusas, o conjunto U17 foi aumentado para uso em cálculos de propriedades 
moleculares que dependam de uma boa descrição da correlação eletrônica. 
Trabalho anterior de Castro e Jorge (1998) mostra que alta precisão, no cálculo 
da energia atômica total HF, pode ser atingida com uso do método GCHF 
(Mohallem e colaboradores, 1986). 
Em programas/códigos preparados para trabalhar com conjuntos de bases 
universais, economia computacional em cálculos moleculares correlacionados, 
devida ao compartilhamento de expoentes entre as simetrias atômicas e entre os 
diversos átomos pode ser obtida com uso do U17. Especialmente se aplicado a 
sistemas moleculares constituídos de muitos átomos. 
Comparações dos DRM das energias totais HF obtidos com o U17 e com o 
conjunto de da Silva e colaboradores (1989), em relação aos resultados NHF de 
Bunge e colaboradores (1992) indicam que, ao nível HF, o último conjunto de 
bases produz energias totais mais próximos ao limite HF, para todos os átomos 
estudados. Fato já esperado devido ao maior tamanho do último conjunto. 
Verificamos também, por comparações dos resultados para energias totais MP2 
do conjunto de sistemas diatômicos estudado com correspondentes resultados 
obtidos conjuntos de bases adaptadas de tamanhos ligeiramente menor (ADZP 
de Canal Neto e colaboradores, 2005) e ligeiramente maior (aug-cc-pVDZ de 
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Woon e Dunning, 1993), que os resultados obtidos com o conjunto U17, gerado 
neste trabalho, acrescido de um conjunto de funções correlacionadas, extraídas 
dos conjuntos DZP e ADZP (Canal Neto e colaboradores, 2005), estão em 
excelente concordância. 
Em média, o conjunto U17 construído neste trabalho e acrescido de funções de 
polarização e funções difusas U17 aumentado, é ligeiramente mais extenso que o 
conjunto ADZP e ligeiramente menos extenso que o conjunto aug-cc-pVDZ (ver 
número de Gaussianas primitivas na Tabela III) e, devido ao compartilhamento 
de expoentes entre os átomos e entre as simetrias atômicas, característica dos 
conjuntos de bases universal, pode ocorrer aproveitamento de integrais que 
surgem nos cálculos moleculares, por programas preparados para trabalhar com 
esses conjuntos. Dessa forma, podemos concluir que a geração do conjunto U17 
foi bem sucedida e que o acréscimo de funções de polarização e difusas ao 
conjunto o torna competitivo, em cálculos de energias MP2 e momentos de 
dipolo elétrico/MP2, com relação a conjuntos de bases adaptadas de tamanhos 
similares. 
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