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Abstract
This paper presents sufficient conditions for the existence of solutions to nonlinear impulsive
Volterra integral inclusions and initial value problems for second order impulsive functional dif-
ferential inclusions in Banach spaces. Our results are obtained via a fixed point theorem due to Hong
[J. Math. Anal. Appl. 282 (2003) 151–162] for discontinuous multivalued increasing operators.
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1. Introduction
Let (E, | · |) be a Banach space with a partial ordering “” introduced by a cone P of E,
that is, x  y iff y − x ∈ P . Take u0 ∈ E and let K = {x ∈ E: x  u0} be a given ordered
set of E. The ordered interval of E is written as [u,v] = {x ∈ E: u x  v}.
C(I,E) is a Banach space consisting of all continuous functions from I = [a, b] (b > a)
into E with the norm ‖x‖ = sup{|x(t)|: t ∈ I }. For any x, y ∈ C(I,E), define x  y if and
only if x(t) y(t) for each t ∈ I , x < y if and only if x  y and there exists some t ∈ I
such that x(t) = y(t).
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332 S.H. Hong / J. Math. Anal. Appl. 295 (2004) 331–340For 0 < p  ∞, let Lp(I,E) denote the Banach space of measurable functions x :
I → E which are Bochner integrable with norm
‖x‖p =
( T∫
0
∣∣x(t)∣∣p dt
)1/p
.
The partial order in Lp(I,E) is defined as x  y iff x(t) y(t) a.e. for t ∈ I .
AC(I,E) denotes the Banach space of absolutely continuous functions defined on I
with values in E.
We denote by bcf(E) the set of all bounded, closed, convex and nonempty subsets of E.
For two subsets A,B of E we write A B if
∀a ∈ A, ∃b ∈ B such that a  b.
A multivalued operator G :M ⊂ E → 2E \ {∅} is said to be increasing if x, y ∈ M ,
x  y implies Gx Gy .
Denote
J = [0, a] (a > 0), 0 = t0 < t1 < t2 < · · · < tm < tm+1 = a,
J0 = [0, t1], J1 = (t1, t2], . . . , Jm−1 = (tm−1, tm], Jm = (tm, a].
Let PC[J,E] = {x: x is a function from J into E such that x(t) is continuous at t = tk,
left continuous at t = tk , and x(t+k ) exist for k = 1,2, . . . ,m}, where x(t+k ), x(t−k ) represent
the right and left limits of y(t) at t = tk , respectively. Evidently, PC[J,E] is a Banach
space with norm ‖x‖ = supt∈J |x(t)|.
Finally, define H = {(t, s) ∈ J × J : s  t}, a multivalued map F :H × E → 2E. For
each x ∈ PC[J,E], the set of L1-selections SF,x of the multivalued map F defined by
SF,x :=
{
fx ∈ L1(H,E): fx(t, s) ∈ F
(
t, s, x(s)
)
a.e. for t ∈ J }.
This may be empty. It is nonempty if and only if the function y :J → R defined by
y(t) = inf{|v|: v ∈ F (t, y(t))}
belongs to L1(J,R) (see [2]).
Throughout this paper we always assume that the multivalued map F has nonempty,
weakly closed values and L1-selections SF,x is nonempty.
The theory of nonlinear impulsive differential and integral equations and inclusions
have become important in some mathematical models of real processes and phenomena
studied in physics, chemical technology, population dynamics, biotechnology and eco-
nomics (see [3]). Existence of solutions for impulsive Volterra integral equations differen-
tial equations in Banach spaces has received much attention and there has been a significant
development in impulsive theory in recent years. We refer, for instance, to [3–11].
The fundamental tools used in the existence proofs of the majority of the above men-
tioned works are essentially fixed point theorems, for example Martelli’s theorem in [3],
Zhang’s theorem in [8] and so on. In this paper, we shall use the following fixed point
theorem for monotonic multivalued operators given by S.H. Hong [1] (see Lemma 1).
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integral inclusions and initial value problems for second order impulsive functional dif-
ferential inclusions in the Banach space E. More precisely, in Section 2 we discuss the
nonlinear impulsive Volterra integral inclusion (VII) of the form
x(t) = h(t) +
t∫
0
fx(t, s) ds +
∑
0<tk<t
ak(t)Ik
(
x(tk)
)
, t ∈ J, (1)
where h ∈ PC[J,E], all Ik ∈ C(E,E) (k = 1,2, . . . ,m) are single-valued operators, ak ∈
L1[J ∗k ,R+], J ∗k = [tk, a] for k = 1,2, . . . ,m, and fx ∈ SF,x .
For any continuous function y defined on [−r, a] − {t1, t2, . . . , tm} and any t ∈ J, we
denote by yt the element of D defined by yt (s) = y(t + s), s ∈ [−r,0]. yt (·) represents the
history of the state from time t − r, up to the present time t . As an application of VII (1),
in Section 3, we also investigate the existence of solutions to the second order initial value
problem for the impulsive multivalued functional differential inclusion (IVP) in Banach
spaces,
y ′′ ∈ F(t, yt), t ∈ J a.e., t = tk, k = 1,2, . . . ,m, (2)
∆y|t=tk = Ik
(
y
(
t−k
))
, k = 1,2, . . . ,m, (3)
∆y ′|t=tk = I¯k
(
y
(
t−k
))
, k = 1,2, . . . ,m, (4)
y(t) = φ(t), t ∈ (−r,0], y ′(0) = η, (5)
where F :J × D → P(E) is a multivalued map, D = {ψ : [−r,0] → E; ψ is continuous
everywhere except for a finite number of points t¯ at which ψ(t¯−) and ψ(t¯+) exist and
ψ(t¯−) = ψ(t¯ )}, φ ∈ D, P(E) is the family of all nonempty weakly closed subsets of E,
0 < r < ∞, Ik, I¯k ∈ C(E,E) and η ∈ E. ∆y|t=tk = y(t+k ) − y(t−k ).
At the end of this section we give the following lemmas which are crucial in the proof
of our main theorems.
Lemma 1 [1]. If the operator A :K → P(E) satisfies the following hypotheses:
(H1) A is increasing and Ax is totally ordered subset for any x ∈ K .
(H2) {u0}Au0.
(H3) If C = {xn} ⊂ K is countable, totally ordered and C ⊂ cl({x1} ∪ A(C)), then C is
weakly relatively compact, where cl(B) stands for the closure in accordance with the
norm of B .
Then A has at least one fixed point.
Lemma 2 [12]. Let p ∈ (0,∞]. Suppose that M ⊂ Lp(J,E) is countable and exists some
v ∈ Lp(J,R+) with |u(t)| v(t) a.e. on J for all u ∈ M . If M(t) is relatively compact in
E for a.e. t ∈ J , then M is weakly relatively compact in Lp(J,E).
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v(t) a.e. on J for all xn ∈ D, then
γ
({ t∫
0
xn(s) ds: n 1
})
 2
t∫
0
γ
(
D(s)
)
ds.
Here γ is Kuratowskii’s measure of noncompactness on E.
2. Problems for integral inclusions
Let us define that x ∈ PC[J,E] ∩⋃mk=0 AC((tk, tk+1),E) is called a solution of VII (1)
if x satisfies (1). In this section we give an existence result for problem (1).
For convenience, we first list some conditions.
(h1) All Ik (k = 1,2, . . . ,m) are increasing and sup{|Ik(x(tk))|: x ∈ E, 1 k m} < ∞.
(h2) F(t, s, x) is increasing in x ∈ E for each fixed (t, s) ∈ H and totally ordered subset
in E for every x ∈ E and (t, s) ∈ H .
(h3) There exists a function u0 ∈ PC[J,E] such that u0 is differentiable on J −
{t1, t2, . . . , tm}, u′0 ∈ L1(Jk,E) and

{u′0(t)} F(t, s, u0(t)), (t, s) ∈ H,
∆u0|t=tk  ak(t)Ik(u0(tk)), k = 1,2, . . . ,m,
u0(0) h(t), t ∈ J.
(h4) sup{|w(t, s)|: w(t, s) ∈ F(t, s, x)} α(t, s) a.e. on J , for all x ∈ E. Here the func-
tion α satisfies that β(t) := ∫ t0 α(t, s) ds ∈ L1(J,R+).(h5) There exists a function ω :H × R+ → R+ such that for almost every (t, s) ∈ H ,
γ
(
F(t, s,M)
)
 ω
(
t, s, γ (M)
)
with every set M ⊂ E satisfying sup{|x|: x ∈ M}  α(t, s) with α(t, s) given as
in (h4). In addition ρ(t) = 0 for every t ∈ J is the unique solution in L1(J,R+) to
the inequality
ρ(t) 2
t∫
0
ω
(
t, s, ρ(s)
)
ds a.e. on J.
Example 1. For any (t, s) ∈ H and any set M given as in (h5), suppose γ (F (t, s,M))
Lγ (M). Consider the multivalued operator T x(t) = {∫ t0 fx(t, s) ds: fx ∈ SF,x}. For any
countable set D ⊂ cl(T (D)) with |u(t)|  v(t) a.e. on J for all u ∈ D and some v ∈
L1(J,R+), denoting ρ(t) = γ (D(t)), from Lemma 3 it follows that
ρ(t) γ
(
(T D)(t)
)= γ
({ t∫
0
fx(t, s) ds: x ∈ D, fx ∈ SF,x
})
 2
t∫
0
ρ(s) ds.
This implies that ρ(t) = 0 on J by Gronwall inequality.
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solution in PC[J,E].
Proof. Define a multivalued operator A as follows:
(Ax)(t) =
{
u: u(t) = h(t) +
t∫
0
fx(t, s) ds +
∑
0<tk<t
ak(t)Ik
(
x(tk)
)
for fx ∈ SF,x, t ∈ J
}
.
Then x ∈ PC[J,E] is a solution of VII (1) if and only if x is a fixed point of A, i.e.,
x ∈ Ax. We are now in a position to prove that the operator A has a fixed point by means
of Lemma 1.
By virtue of conditions (h1) and (h2), we know easily that A is increasing and Ax is a
totally ordered subset in E for all x ∈ PC[J,E], that is, the hypothesis (H1) of Lemma 1
holds.
Condition (h3) guarantees that (H2) is satisfied. In fact, by performing direct integration
of the inequality u′0(t) fu0(t, s) for all fu0 ∈ SF,u0, we have
u0(t) u0(0) +
t∫
0
fu0(t, s) ds +
∑
0<tk<t
∆u0|t=tk
 h(t) +
t∫
0
fu0(t, s) ds +
∑
0<tk<t
ak(t)Ik
(
u0(tk)
) ∈ Au0(t).
Now we check condition (H3) in Lemma 1. Suppose that the set C = {xn} ⊂ K is countable
and totally ordered and satisfies C ⊂ cl({x1} ∪ A(C)), we have to prove that the set C is
weakly relatively compact. Since C is countable, we can find a countable set V = {vn:
n 1} ⊂ A(C) with C ⊂ cl({x1} ∪ V ). There exists xn ∈ C and fxn ∈ SF,xn such that
vn(t) = h(t) +
t∫
0
fxn(t, s) ds +
∑
0<tk<t
ak(t)Ik
(
xn(tk)
)
.
For any t ∈ J0 = [0, t1], we have
vn(t) = h(t) +
t∫
0
fxn(t, s) ds.
From the condition (h4) it follows that
∣∣vn(t)∣∣ ∣∣h(t)∣∣+
t∫
0
∣∣fxn(t, s)∣∣ds 
t∫
0
α(t, s) ds + ∣∣h(t)∣∣
= β(t) + ∣∣h(t)∣∣=: w0(t) (t ∈ J0).
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stant L such that |I1(xn(t1))| L, therefore∣∣vn(t+1 )∣∣= ∣∣vn(t1) + [h(t+1 )− h(t1)]+ a1(t1)I1(xn(t1))∣∣
 β(t) + ∣∣h(t)∣∣+ ∣∣h(t+1 )− h(t1)∣∣+ L∣∣a1(t1)∣∣.
For any t ∈ J1 = (t1, t2], let
yn(t) =
{
vn(t), t ∈ (t1, t2],
vn(t
+
1 ), t = t1, z(t) =
{
h(t), t ∈ (t1, t2],
h(t+1 ), t = t1.
Then yn, z ∈ C([t1, t2],E) and there exists f˜yn ∈ SF,yn such that
yn(t) = z(t) +
t1∫
0
fxn(t, s) ds +
t∫
t1
f˜yn (t, s) ds + a1(t)I1
(
xn(t1)
)
,
so
∣∣yn(t)∣∣ ∣∣z(t)∣∣+
t1∫
0
∣∣fxn(t, s)∣∣ds +
t∫
t1
∣∣f˜yn(t, s)∣∣ds + ∣∣a1(t)∣∣∣∣I1(xn(t1))∣∣

∣∣z(t)∣∣+ 2β(t) + L∣∣a1(t)∣∣=: w¯1(t). (6)
Let
w1(t) =
{
w0(t) if t ∈ J0,
w¯1(t) if t ∈ J1.
It is obvious that w1 ∈ L1([0, t2],R+) and |vn(t)|  w1(t) for a.e. all t ∈ [0, t2]. On the
analogy of this process, there exist wk ∈ L1([0, tk+1],R+) such that |vn(t)|  wk(t) for
a.e. all t ∈ [0, tk+1] and k = 1,2, . . . ,m. Especially, wm ∈ L1([0, a],R+) with∣∣vn(t)∣∣wm(t) (7)
for a.e. all t ∈ J, where n = 1,2, . . . . From C ⊂ cl({x1} ∪ V ) it follows that (7) is also
true with any xn ∈ C instead of vn. Hence, by Lemma 3 it is easy to see that γ ({fxn(t, s):
n 1}) ∈ L1(J,R+) for given s ∈ J and
γ
(
V (t)
)= γ
({ t∫
0
fxn(t, s) ds: n 1
})
 2
t∫
0
γ
({
fxn(t, s): n 1
})
ds (8)
for each t ∈ J0. Now by this expression we have that
γ
(
C(t)
)
 γ
(
V (t)
)
 2
t∫
0
γ
({
fxn(t, s): n 1
})
ds
for every t ∈ J0. While by means of (h5) we have
γ
({
fxn(t, s): n 1
})
 γ
(
F
(
t, s,C(s)
))
 ω
(
t, s, γ
(
C(s)
))
.
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γ
(
C(t)
)
 2
t∫
0
ω
(
t, s, γ
(
C(s)
))
ds. (9)
By means of (h5) again we obtain that γ (C(t)) = 0 for all t ∈ J0 (especially, γ (C(t1)) = 0).
For each t ∈ J1 = (t1, t2], in view of (9), one has
γ
(
C(t)
)
 2
t∫
0
ω
(
t, s, γ
(
C(s)
))
ds + γ (I1(C(t1))). (10)
Since I1 ∈ C(E,E) and C(t1) is relatively compact in E, we have that γ (I1(C(t1))) = 0.
Load this into (10), we obtain that
γ
(
C(t)
)
 2
t∫
0
ω
(
t, s, γ
(
C(s)
))
ds
for each t ∈ J1. From (h5) it follows that γ (C(t)) = 0 for all t ∈ J1 (especially,
γ (C(t2)) = 0).
Inductively assume that γ (C(t)) = 0 for all t ∈ Jk = (tk, tk+1] and γ (C(tk+1)) = 0 with
k = 1,2, . . . ,m − 1, then, when k = m, the definition of operator A induces that
γ
(
C(t)
)
 2
t∫
0
ω
(
t, s, γ
(
C(s)
))
ds +
m∑
k=1
γ
(
Ik
(
C(tk)
))
= 2
t∫
0
ω
(
t, s, γ
(
C(s)
))
ds. (11)
Similar to the above proof we have that γ (C(t)) = 0 for all t ∈ J, which implies that
C(t) is relatively compact for all t ∈ J. In the light of Lemma 2 this implies that C is
weakly relatively compact, namely, the condition (H3) in Lemma 1 is fulfilled. Conse-
quently, Lemma 1 guarantees that operator A has a fixed point, which shows that VII (1)
has a solution in PC[J,E]. This proof is completed. 
Remark 1. The existence of solutions to VII (1) for the single-valued map F has been stud-
ied in [5] under a little strongly compactness conditions. This result has been improved in
[6,7], for instance, in [7] the compactness conditions weaken to similar to that in Exam-
ple 1, which are essentially same as in the nonlinear unimpulsive Volterra integral equation
(see [14]). However, the right-hand side is assumed to be continuous in the previous pa-
pers. The presented paper not only extends the result to the case of multivalued integral
inclusions, but also omits the continuity assumption for the map F .
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In this section, we shall investigate the existence of solutions for the second order initial
value problem (2)–(5). Here our main tool is Theorem 1. From this time on, we shall
describe the space by Ω =: D ∪ PC[J,E] instead of PC[J,E]. In order to define the
solutions of IVP (2)–(5), we introduce the following space:
AC1(J,E) = {y :J → E: y ′ is existent and absolutely continuous}.
A function y ∈ Ω ∩⋃mk=1 AC1((tk, tk+1),E) is said to be a solution of IVP (2)–(5), if y
satisfies the differential inclusion y ′′ ∈ F(t, yt ) a.e. on J − {t1, . . . , tm} and the conditions
(3)–(5).
We impose the following hypothesis on IVP (2)–(5):
(i) All Ik, I¯k (k = 1,2, . . . ,m) are increasing and sup{|Ik(x(tk))|: x ∈ E, 1  k  m}
< ∞, sup{|I¯k(x(tk))|: x ∈ E, 1 k m} < ∞.
(ii) F(t, x) is increasing in x ∈ E for each fixed t ∈ J and totally ordered subset in E for
every x ∈ E and t ∈ J .
(iii) There exists a function u0 ∈ Ω such that u0 is differentiable on J − {t1, t2, . . . , tm},
u′0 ∈ L1(Jk,E) and

{u′0(t)} (t − s)F (t, (u0)t ), (t, s) ∈ H,
∆u0|t=tk  Ik(u0(tk)) + (t − tk)I¯k(u0(tk)), k = 1,2, . . . ,m,
u0(0) φ(0) + tη, t ∈ J.
(iv) sup{|w(t)|: w(t) ∈ F(t, x)} α(t) a.e. on J , for all x ∈ E. Here the function α satis-
fies that β(t) := ∫ t0 α(s) ds ∈ L1(J,R+).
(v) There exists a function ω :J × R+ → R+ such that for almost every t ∈ J ,
γ
(
F(t,M)
)
 ω
(
t, γ (M)
)
with every set M ⊂ D satisfying sup{|x|: x ∈ M} α(t) with α(t) given as in (iv). In
addition ρ(t) = 0 for every t ∈ J is the unique solution in L1(J,R+) to the inequality
ρ(t) 2a
t∫
0
ω
(
t, ρ(s)
)
ds a.e. on J.
Theorem 2. Suppose that hypotheses (i)–(v) are satisfied, then IVP (2)–(5) has at least one
solution.
Proof. In order to transform the problem into the form of VII (1), we consider the multi-
valued operator B :Ω → P(Ω) defined by
B(y) =


u ∈ Ω : u(t) =


φ(t), t ∈ [−r,0],
φ(0) + tη + ∫ t0 (t − s)gy(s) ds,
+ ∑
0<tk<t
[Ik(y(tk)) + (t − tk)I¯k(y(tk))],


,t ∈ J, gy ∈ SF,y
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empty. Clearly the fixed points of B are solutions to IVP (2)–(5). Let h(t) = φ(0) + tη,
G(t, s, yt ) = (t − s)F (t, yt ) for (t, s) ∈ H and ak(t) = 1, a¯k(t) = (t − tk), then h ∈
PC[J,E], ak, a¯k ∈ L1(J ∗k ,R+) for k = 1,2, . . . ,m. To apply Theorem 1 is thus sufficient
to see that are satisfied the hypotheses (h1)–(h5).
Ik, I¯k (k = 1,2, . . . ,m) satisfy (h1). Trivial by (i). G satisfies (h2). Clear.
(h3) is satisfied. Indeed, (iii) guarantees that {u′0(t)}G(t, s, (u0)t ) for (t, s) ∈ H .
(h4) is satisfied. Let α¯(t, s) = (t − s)α(t) for (t, s) ∈ H . Then β¯(t) = ∫ t0 α¯(t, s) ds ∈
L1(J,R+) and by (iv) we have
sup
{∣∣w(t, s)∣∣: w(t, s) ∈ G(t, s, x)} α¯(t, s)
a.e. on H , for all x ∈ D.
(h5) is satisfied. Let ω¯(t, s, r) = (t − s)ω(t, r). Then ω¯ is a function from H × R+ into
R+ and satisfies that
γ
(
G(t, s,M)
)= (t − s)γ (F(t,M)) (t − s)ω(t, γ (M))= ω¯(t, s, γ (M))
with every (t, s) ∈ H and every set M given as in (v). In addition, if there exists a function
ρ(t) such that
ρ(t) 2
t∫
0
ω¯
(
t, s, ρ(s)
)
ds a.e. on J, (12)
then from t − s  a it follows that
ρ(t) 2
t∫
0
(t − s)ω(t, ρ(s))ds  2a
t∫
0
ω
(
t, ρ(s)
)
ds a.e. on J.
(v) shows that ρ(t) = 0 on J is the unique solution in L1(J,R+) to the inequality (12),
thus (h5) holds.
Theorem 1 guarantees that the equation Bx = x has a solution, namely, the operator B
has a fixed point. The proof of Theorem 2 is completed. 
Remark 2. (1) In the same way, we may discuss the initial value problem of the first order
impulsive functional differential inclusions as follows:

y ′ ∈ F(t, yt ), t ∈ J a.e. t = tk,
∆y|t=tk = Ik(y(t−k )), k = 1,2, . . . ,m,
y(t) = φ(t), t ∈ (−r,0],
and obtain similar results.
(2) Also, we may similarly discuss the following second order initial value problem of
the impulsive neutral functional differential inclusions:

d
dt
[y ′(t) − g(t, yt )] ∈ F(t, yt ), t ∈ J a.e. t = tk,
∆y|t=tk = Ik(y(t−k )), k = 1,2, . . . ,m,
∆y ′|t=tk = I¯k(y(t−k )), k = 1,2, . . . ,m,′y(t) = φ(t), t ∈ (−r,0], y (0) = η,
340 S.H. Hong / J. Math. Anal. Appl. 295 (2004) 331–340where g :J × D → E is a given single value function. In fact, introduce the multivalued
operator N :C((−r, a],E) → 2C((−r,a],E) by
N(y) =


u ∈ Ω : u(t) =


φ(t), t ∈ [−r,0],
φ(0) + t[η − g(0, φ(0))]
+ ∫ t0 g(s, ys) ds + ∫ t0 (t − s)fy(s) ds
+ ∑
0<tk<t
[Ik(y(tk)) + (t − tk)I¯k(y(tk))],
t ∈ J, fy ∈ SF,y


.
Thus we transform the problem into a fixed point problem. Similar to the proof of Theo-
rem 2, we can show that the operator N has a fixed point.
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