ABSTRACT In this paper, a novel and more effective fault diagnosis approach for wind turbine planetary gearbox (PGB) is proposed. In order to better detect the faults in the early stage of the faults of the wind turbine PGB, the corresponding maintenance measures can be carried out to prevent the faults from becoming more serious, so as to seriously affect the normal operation of the fan gearbox. The gear with lighter fault degree is used to simulate the early fault signal. Compared with the fault which has seriously affected the normal working condition, the fault characteristics of the early fault signal are more difficult to detect. So in this design, deep belief network (DBN) optimized by quantum particle swarm optimization (QPSO) algorithm is used to extract deeper and more identifiable features of slight fault signal. After optimization by QPSO algorithm, DBN can get a most suitable structure according to the actual working signal of fan gearbox. Then these extracted features are input into the least squares support vector machine (LSSVM) optimized by QPSO for fault diagnosis test. At the same time, the wireless sensor nodes using self-energy in vibration state are optimized. By using microcontroller unit (MCU) MSP430F149 and nRF24L01 radio frequency (RF) chip with lower energy consumption, the normal dormant state can be maintained, the power requirement of transmission mode can be met, the stability of the whole node can be improved, and the phenomenon of energy shortage caused by short-term fluctuation can be prevented. The comparative experiments in this paper show that this method has good effect on the fault diagnosis of wind turbine PGB.
I. INTRODUCTION
Wind power generation made great process in recent years [1] , however the maintenance costs of wind power generation system are correspondingly higher than traditional ones [2] , because wind turbines are hard to access. Consideration of economic benefits, approaches such as condition monitoring, diagnosis, prognosis are adopted to supervise the condition of wind turbine in order to reduce maintenance cost and ensure the regular operation of wind turbine. The main fault in wind turbine operation mode is the gearbox fault, as reported in [3] . More detailed division are stated in [4] , it is recorded that in 2014 gear failures account for 25%
The associate editor coordinating the review of this article and approving it for publication was Nafees Mansoor. of gearbox failures. Among all the faults of wind turbines, gearbox faults not only occur more frequently, but also usually lead to the longest maintenance works [5] and excessive maintenance cost [6] . Therefore, fault diagnosis of planetary gearbox (PGB) which aims at ensuring the normal operation of wind turbines is crucial.
For the sake of realizing the fault diagnosis of PGB, it is necessary to select an appropriate detection signal. The vibration signal highly related to the internal structure of PGB is widely used in existing research [7] - [9] . But the original vibration signal is too intricate and too noised to be directly used in fault diagnosis. Therefore, it is crucial to extract the characteristics that can represent the original vibration signal. Traditional feature extraction approaches such as wavelet transform [10] , Hilbert-Huang transform [11] , time-frequency analysis [12] , sparse representation [13] cannot extract effective and differentiated features from intricate original vibration signals, nor can reliable fault diagnosis be achieved in the follow-up. In order to obtain distinguishable features, and in the follow-up to achieve reliable fault diagnosis, the deep learning algorithms, which attract great attention, are introduced into the feature extraction process. Deep learning is the further development of machine learning. By constructing a deep structure, the pattern of data can be recognized automatically, and the representation of data can be obtained. This makes it possible to get more detailed features from a deeper level. In the existing research on deep learning, the effect of deep belief network (DBN) in feature extraction has been verified [14] - [16] . In the workflow of DBN, an unsupervised pre-training process eliminates the possible over-fitting phenomenon in the training data process. At the same time, we can get the hidden features in a deeper level, so as to discover more deep-seated laws. In this design, DBN method is used to extract fault features from the original vibration signals of the wind turbine PGB. Different from the existing research, this paper uses the spectrum signal as the input signal of DBN, and uses quantum particle swarm optimization (QPSO) algorithm to get the most suitable hidden layer structure and learning rate for this study. In this way, the problem of setting implicit layer structure and learning rate based on experience in existing research has been well improved, which results in the performance of DBN cannot be optimized according to specific condition. After completing the feature extraction of the original vibration signal, least squares support vector machine (LSSVM) [17] , as a classifier for multi-fault classification, is used to identify the extracted fault features in this study. In order to improve the performance of LSSVM, QPSO algorithm is also used to optimize its classification ability. In this paper, the method of combining DBN and LSSVM is used to diagnose the PGB of wind turbine.
Sensors such as accelerometers are commonly employed to collect vibration signals, this way of adopting sensors is similar in current-based [18] - [20] and acoustic emissionbased [21] condition monitoring. In existing studies [2] , [22] , there are usually wired accelerometer sensors adopted to collect vibration signals. Yet, there is a high cost in installation and maintenance of wired accelerometer sensors, and it is difficult to locate when the sensor fails. Wireless sensor network (WSN) is widely used in the field of condition monitoring because of its easy to change structure, simple communication mode and easy to locate sensor faults, and strong adaptability [23] - [25] .
In [26] , a wireless sensor node is designed to obtain and transmit raw vibration signals for feature extraction and fault diagnosis. Among many strategies for energy harvesting by vibration, such as piezoelectric [27] , electromagnetic [28] , electrostatic [29] , triboelectric [30] , a bicrystalline piezoelectric ceramic chip is adopted to supply power for each module of wireless sensor node. An energy management module composed of chips converts the alternating current (AC) voltage generated by piezoelectric energy acquisition into a stable direct current (DC) voltage. A chip which combines processing and communication together with a whip antenna achieves signal processing and transmission. This design has made some improvements on wireless sensor nodes. Firstly, in the composition of energy management circuit, a more efficient full bridge rectifier circuit, buck converter and voltage regulator are combined to achieve more efficient energy conversion. In addition, a microcontroller unit (MCU) chip combined with wireless transceiver chip can realize the processing of the whole wireless sensor node, and a microstrip antenna suitable for the working environment of wind turbine PGB can achieve shorter data transmission interval. In the process of feature extraction, using DBN algorithm can extract more distinguishing features in shorter processing time and then achieve higher fault diagnosis accuracy.
In order to detect the faults in the early stage of the faults and avoid the serious faults that lead to the normal operation of the wind turbine PGB, a novel early fault diagnosis approach is proposed in this paper with low cost, high efficiency anti-interference and strong practicability. Section II introduces the components of wireless sensor, including component model performance and circuit schematic diagram. The principles of feature extraction and fault diagnosis methods are presented in Section III. In Section IV, the fault diagnosis process, experiment settings, measurement and experimental results are given. The conclusions and prospects of this paper are presented in Section V.
II. SYSTEM TOPOLOGY
There is a block scheme of proposed self-powered wireless sensor node that consists of piezoelectric energy harvester, energy management module, MCU, radio frequency (RF) module and accelerometer is shown in Fig. 1 . The microcontroller unit (MCU) MSP430F149 launched by Texas Instruments (TI) is adopted in this design and some matching components are employed to ensure the regular operation of the wireless sensor node. Its operating voltage range is from 1.8 V to 3.6 V, three independent clock sources are used. The power consumption can be reduced by choosing five working modes. In order to reduce the interference, the resistors of 10M and 1M are added to form a 0.3V voltage divider as the reference voltage of the comparator. In order to further reduce the power consumption of the whole wireless sensor node, a 32.768 kHz crystal oscillator is employed as an auxiliary system clock in this design. Wireless transmission module is responsible for the wireless transmission of data. Considering the power consumption, sensitivity, frame error rate and transmission distance of wireless transmission module, 2.4 GHz wireless transceiver chip nRF24L01 launched by NORIC is selected. Its operating voltage range is from 1.9 V to 3.6V, and its power consumption can be also reduced by choosing five operating modes. A microstrip antenna is included in this design to improve the transmission performance. The AC/DC converter composed of full bridge rectifier and buck converter (TPS62120) is adopted to convert the AC generated by the piezoelectric energy harvester utilizing the vibration of PGB into DC to ensure the voltage demand of wireless sensor nodes. At the same time, a low dropout (LDO) voltage regulator (LT3009) is used to stabilize the DC voltage when the energy storage capacitor is discharging, which ensures that the wireless sensor node can provide the power to meet its normal working needs. The low power consumption ADXL345 accelerometer used in the previous design [26] is still employed in this design to collect and process signals, and communicate with MCU through serial port. Fig. 2 shows the physical objects of the wireless sensor node we have manufactured. Important modules such as MCU, RF module, energy management module and microstrip antenna have been marked. 
A. PIEZOELECTRIC ENERGY HARVESTER
Potential energy sources for wireless sensor nodes are shown in Table 1 . In this design, solar source is not available. Piezoelectric material has the highest power density compared with other energy sources, and is suitable for long-term stable use. In this design, high power density piezoelectric material is adopted to generate electricity by vibration of wind turbine PGB. Williams and Yates [31] first proposed a general inertial mechanical model based on vibration energy harvesting as shown in Fig. 3 . The model consists of an external frame, an oscillator with mass m, a spring with stiffness coefficient k s , a damper with damping coefficient d, and is a single-degree of freedom spring damping model with energy converter which can convert mechanical energy into electrical energy. The external frame is connected to the electronic load at the output end of the energy converter, which includes the energy collection circuit, energy storage elements and electrical equipment.
When the vibration excitation applied on the piezoelectric material is a sinusoidal signal, y(t) = Y 0 cos(ωt), the energy generated [31] is
While operating in a resonance state, the power generated is
where ζ t is the converter damping factor, ω n is the resonant angular frequency (in radians per second), Y 0 is the amplitude of vibration. In this design, by changing the weight of the piezoelectric material tip mass, the resonance frequency of the energy harvester matches the vibration frequency of the wind turbine PGB, so as to improve the generated electric energy and prolong the service life of wireless sensor node. In this design, two piezoelectric ceramics (PZT-5a) of size 40mm × 30mm × 0.2mm are bonded to the two sides of the brass cantilever beam of size 50mm × 30mm × 0.3mm to form a series connection. The piezoelectric cantilever is fixed on one side and a mass block is mounted on the other. Fig. 4 shows the principle of this energy harvesting (EH) device. The experimental procedure and the energy outcome of EH device will be introduced in Section IV. 
B. ENERGY MANAGEMENT MODULE
Compared with [26] , the power output of piezoelectric EH device cannot guarantee the normal operation of wireless sensor. In order to make the wireless sensor nodes work properly, a more efficient energy management circuit is designed to convert AC voltage into DC voltage, and to ensure that the output power is sufficient for the normal operation of wireless sensor nodes.
For realizing the structure of the converter including a full bridge rectifier, a storage capacitor, a buck converter and a LDO voltage regulator, a TPS62120 (TI) and a LT3009 (LINEAR) are employed in this design. TPS62120 includes a buck converter with under voltage lock out (UVLO) function. Combining with full bridge rectifier in energy storage circuit, the charging and discharging process of storage capacitor can be realized. Furthermore, when storage capacitor discharges, Under the vibration condition of wind turbine PGB, the piezoelectric EH device firstly generates the AC voltage, then the full bridge rectifier converts AC to DC, after that the storage capacitor is charged by the rectified DC voltage. During the charging process, the UVLO mode in TPS62120 monitors the voltage of the storage capacitor. When it reaches the set threshold, TPS62120 activates the buck converter function to discharge the storage capacitor. The output power passes through LT3009 regulator to provide stable DC voltage for wireless sensor nodes. During the discharging process, the UVLO mode in TPS62120 monitors the voltage of the storage capacitor in the similar way. When it is below the lower threshold, TPS62120 stops the discharging process and starts charging the storage capacitor again. To meet the maximum power consumption of MCU and RF module while transmitting data, a large enough energy storage capacitor is necessary. For this purpose, a 2200µF storage capacitor is used to ensure sufficient power for data transmission in this study. Specific experiments of energy management module and related data waveforms will be discussed in Section IV.
C. RADIO FREQUENCY MODULE
In the selection of chips, besides high efficiency, we also need to consider the low power consumption, which is essential for WSN. Thus, nRF24L01 is employed to transmit collected vibration signals with the controlling of MSP430F149. Both chips are efficient and have low power consumption at the same time. For the purpose of increasing the anti-jamming ability of communication, maximize transmission power and reduce power loss, a microstrip antenna is adopted to combine with nRF24L01 in this design.
For the sake of reducing power consumption, we set the normal mode of nRF24L01 as power off mode. When the capture function of nRF24L01 is activated, it will activate the tx mode to transmit data. In the transmission process, the power consumption of wireless sensor node is the largest. Therefore, not only the energy stored by storage capacitor must meet the need of nRF24L01, but also the communication of wireless sensor node is related to the charging and discharging interval of storage capacitors. In this study, a 54.5 seconds transmission interval which is shorter than the transmission interval in [26] is gained. SECTION IV introduces the communication distance and time achieved by this study and the related results.
III. THEORY A. RESTRICTED BOLTZMANN MACHINE
Restricted Boltzmann Machine (RBM) is the basic component of DBN. If it is trained according to the principle of greedy stratification, a DBN model can be constructed [14] , its concrete structure is shown in Fig. 6 . RBM is composed of visible layer v={0, 1} D and hidden layer h={0, 1} K . Explicit element is used to receive input, and implicit element is used to extract features. Therefore, implicit element also has an individual name, called feature detector. That is to say, after training with RBM, the characteristics of input data can be obtained. In addition, RBM can represent data as probability model by learning. Once the model is trained or converged to a stable state through unsupervised learning, it can also be used to generate new data. The layer energy configuration is:
where w pq is weight between explicit element p and implicit element q; c p and b q are bias term of explicit element p and implicit element q, respectively.
The joint probability distribution of layers is:
where Z is the normalization constant. According to the equation, the purpose of increasing probability can be achieved by reducing energy.
The following formulas can be used to calculate the conditional distribution of visible layer v and hidden layer h:
The weights are updated by the method of comparative divergence, and the variation of weights is calculated by the following formula:
where ε is the learning rate. Each RBM has a unique learning rate. In the overall DBN architecture, by ensuring the optimal learning rate of RBM, appropriate weights distribution can be generated. Fig. 7 shows reconstruction procedure of RBM. Firstly, a visible layer is reconstructed based on the information of implicit elements in the hidden layer. If the reconstructed visible layer is very similar to the original visible layer, it is considered that the hidden layer composed of effective implicit elements is reliable. 
B. DBN STRUCTURE
Usually, a single RBM cannot achieve the desired feature extraction effect for subsequent processing when dealing with complex high-dimensional noise-contaminated original signals. Therefore, DBN, a deep-level signal processing structure composed of multiple RBMs, is introduced into the process of feature extraction. The training flow of DBN is shown in Fig. 8 . The original signal is first input to the first layer of RBM, the extracted features are used as input to the next layer, and the output is used as input to the Softmax classifier. This pre-training process and the subsequent fine-tuning process constitute the training process of DBN.
The fine-tuning process is accomplished with the usage of Softmax classifier. First, the extracted features are classified and tags are generated. In order to achieve better feature extraction performance, it is necessary to compare the label with the original input data type label, and update the weight of RBM by using back propagation mechanism, so as to achieve the goal of reducing the error between labels. After fine-tuning, the original data is re-entered into the DBN, and the output of the last layer is the extracted feature.
The effect of feature extraction in DBN is mainly determined by two parameters, learning rate and RBM layer number. In the existing study, these two parameters are picked based on past experience, but this cannot get the best effect in feature extraction, and will seriously affect the results of subsequent signal processing. In this paper, we use QPSO algorithm to optimize these two parameters.
C. LEAST SQUARES SVM
The nonlinear classification model of LSSVM [32] is:
where ω is normal vector of hyper plane, C is regularization factor and e i is error variable. For making the classifier more effective in practical use, the upper and lower thresholds of error classification are set according to the actual situation, and the constraints are added to equation (9)
where ϕ(x i ) is a mapping of sample set from input space to high-dimension space. The matrix formulas can be obtained from simultaneous equations (9) and (10):
where α is Lagrange multiplier, matrix
where x is one sample. In the study, LSSVM employs Gauss radial basis function [32] , [33] , which has kernel parameter σ , and its equation is
D. QUANTUM PARTICLE SWARM OPTIMIZATION
The QPSO update equations [34] are:
Particle velocity is updated according to the following equation (15) where c 1 and c 2 are acceleration coefficients, M is particle swarm size, m best is the focus of total particles in the current optimum position and m best j is the focus of j-dimension particles in the current optimum position. The subscript of P i corresponds to i-th particle, and is the current optimum position for them. Similarly, the subscripts of P ij and P gj correspond to i-th particle and g-th particle on j-dimension, and are the best positions for them. P c ij is a random position between P ij and P gj , ϕ ⊂ (0, 1), u ⊂ (0, 1), and can be calculated. α is the control factor [35] , and can be calculated by following equation (16) where T max is the maximum number of iterations. Thus, in the optimization procedure of this design, we first need to initialize the size of QPSO population M and the maximum number of iterations T max . Afterwards, update RBM layers R l and learning rate l r of DBN, and σ along with regularization factor C according to the iteration formula. Meanwhile, root mean square error (RMSE) is chosen as fitness function, its equation is expressed as:
where x i is the actual value, x i is the predicted value. As the optimization process proceeds, the fitness function becomes smaller and smaller, and finally achieves the desired results. The procedures of optimization with QPSO are as follows: step 1: Initialize QPSO algorithm, including particle location and optimization range, compression expansion factor VOLUME 7, 2019 and iteration times. Furthermore, parameters such as RBM layers R l and regularization factor C need to be optimized, and participated in the optimization procedure in the form of particle position. step 2: The fitness function of every particle is calculated, and the optimal position of every particle as well as the global best position of whole population are gained respectively. step 3: Calculate the optimum average positions of all particles while treating them as individuals. Then, update particle positions according to formula (14) . step 4: Repeat operations from step (1) to step (3) until the stopping conditions are met. The optimization results are then output for subsequent processing. Fig. 9 shows the specific procedure of optimizing DBN with QPSO. In this study, the procedure of optimizing LSSVM is similar to that of DBN, there is no further elaboration. Fig. 10 shows the novel signal processing progress adopted in this research. The original vibration signals of PGB are gathered by the improved wireless sensor node, and its spectrum signal is got by Fourier transform [36] . Frequency spectrum signals are divided into offline data and online data, and they are divided into training data set and test data set respectively. The training data is used to train feature extraction performance of DBN under complex vibration conditions of wind turbine PGB, while the test data is used to detect whether the trained DBN can detect the early fault characteristics. One part of the training data is used to implement unsupervised pre-training, while the other part is labeled, so that it can be compared with Softmax output fault label to complete supervised fine-tuning. After the whole DBN training process, LSSVM also undergoes a similar training process. In this process, the feature signals extracted by DBN are automatically divided into training signals and test signals according to their sources.
IV. MEASUREMENT AND PROCESSING RESULTS

A. EXPERIMENT SETUP
In order to verify the performance of the improved wireless sensor nodes and generate the original vibration signals, the PGB experimental platform used before is still used in this design as shown in Fig. 11 . And the fault gears in Fig.12 are employed in this design.
The four signals generated are normal signal, sun gear fault signal, planet gear fault signal as well as ring gear fault signal, respectively. In subsequent signal processing, they are represented by F1, F2, F3, F4, as listed in Table 2 .
In this experiment, the set parameters of gearbox are shown in Table 3 . Under this condition, 3000 signals are collected at 8000Hz sampling frequency, and each state is distributed equally. Fig.13 shows one sampled signals in different conditions. In this study, gears with lighter fault states are used to simulate the early fault signals, and the identification ability of the proposed method for early fault is tested.
In the experiment, the normalization method is adopted to process the original signals
where x norm is the normalized value, x min is the minimum value in the samples and x max is the maximum value. After normalizing all the collected original signals, 500 of them are randomly selected as training data, and the rest are used as test data.
In the study, the successful reading rate [37] is still used to evaluate the communication capability of wireless sensor node, when it is over 80% we think that the communication at this distance is reliable. Similar to previous study, CMW500 (ROHDE&SCHWARZ) [38] is used to receive transmitted data information. In the experimental field, the data receiving device is placed on the platform to achieve the vertical height of wireless sensor node, and 800 data transmitting and receiving experiments are carried out at different distance, in which the distance of communication increases by 0.5m step.
As shown in Fig. 14 , when the communication distance increases to 16.1m by 0.5m step, the success reading rate of communication decreases to below 80%. 
B. ENERGY HARVESTER TEST
According to the different external vibration acceleration, the output voltage of the piezoelectric EH device in open circuit state is shown in Fig. 15 without the installation of the tip mass. From the waveform, it is clear that the resonance frequency of the piezoelectric EH device in this condition is VOLUME 7, 2019 about 93Hz. In order to make the piezoelectric EH device perform better in this design environment, it is necessary to reduce its resonance frequency to 40Hz. The resonance frequency varies with the weight of the tip mass block is illustrated in Fig.16 . From the waveform in Fig. 16 , it can be seen that the resonance frequency of piezoelectric EH device is 30-40Hz when the weight of the tip mass reaches 6 − 10g, which is a frequency range that meets the requirement of PGB regular operation. Referring to the previous research, an 8g mass block is selected in this experiment. The improved piezoelectric EH device is tested on the experimental platform of Fig.11 . Its output voltage is obtained from the measurement port under the acceleration of 0.2g, as shown in Fig. 17 . When the corresponding resistance of the external load reaches 60k , piezoelectric EH device obtains the maximum output power 0.9mW .
The voltage waveform of the storage capacitor can be monitored through the external interface, as shown in Fig. 18 . When the capacitor is charged by the piezoelectric EH device for 125 seconds, the voltage at both ends of the capacitor reaches the upper threshold of 2.5V. The UVLO function is activated, and then the capacitor discharges to supply power to the MCU, RF module and other components. When the voltage drops to the lower threshold of 1.85V, the UVLO function closes and continues to enter the charging cycle. The discharge process is about 3.2s. During this period, the capture function of nRF24L01 is activated, and from dormancy mode to tx mode, the collected signal is transmitted. The charging period from 1.85V to 2.5V is 54.5 seconds, so the improved wireless sensor node can complete data transmission every 57.7 seconds.
Voltage variation of MCU and RF module is illustrated in Fig. 19 . According to the experimental results, each data transmission process lasts 5ms, and the working current is 11mA. The power consumption in this process can be calculated to be 38.2mW. The working current in the dormant mode is 36.8µA, and the power consumption in this process is 122.53µW The efficiency of energy management module in this design can be obtained by monitoring the energy of piezoelectric energy harvester, MCU and RF modules. Because of the usage of TPS62120 with UVLO mode, the overall efficiency of energy management module is about 55%. In this design, UVLO undertakes the task of waking up tx mode of RF module, which leads to lower efficiency, but does not affect the regular operation of this wireless sensor.
C. PERFORMANCE OF QPSO
In this study, the optimization performance of QPSO algorithm is compared with particle swarm optimization (PSO) and quantum genetic algorithm (QGA). Table 4 illustrates the optimization comparison of RBM layers R l and learning rate l r among three algorithms. It is apparent that QPSO not only achieves the best accuracy, but also takes the shortest time. The optimization process of DBN is illustrated in Fig. 20(a) . The optimization process of LSSVM is similar, Fig. 20(b) illustrates the optimization process adopting three different optimization algorithms. QPSO converges in fifth iteration and QGA converges in seventh iteration, but PSO falls into local optimum. In addition, the best fitness value is obtained by QPSO algorithms, and the optimal regularization factor C and kernel parameter σ are: C = 87.0148, σ 2 = 0.7794.
D. PERFORMANCE OF DBN
In this design, DBN is employed for feature extraction of complex vibration signals. In order to verify the performance of DBN, the t−SNE [26] used before is still used to generate feature extraction effect maps. When the same feature extracted shows strong aggregation and the separation between different features is very large, the effect of feature extraction is considered to be excellent. In this experiment, the spectrum transform signal is used to extract the features by DBN and principal component analysis (PCA) for comparison.
As Fig. 21(a) shows, the performance of feature extraction of wavelet and PCA is unsatisfactory. The combination of F1 and F3 features is totally indistinguishable, and the same situation occurs in F2 and F4 features. In contrast, the same feature extracted by DBN in Fig. 21(b) shows a strong aggregation, and the separation between different features is also obvious. 
E. FAULT DIAGNOSIS TEST
After the extracted features are divided into training set and test set, LSSVM is trained first, and then the test data is input for performance testing. Labels in Table 3 are represented as binary numbers N i
where i = 1, 2, 3, 4. In this experiment, the extracted features are input into three different classifiers to analyze the performance of the proposed classifiers. They are LSSVM, SVM optimized by QPSO and the proposed LSSVM optimized by QPSO. Totally, 100 experiments were carried out, and the average value was taken as the final performance. Fig. 22 illustrates the result of one of the fault diagnosis. The final comparative test results are shown in Table 5 . From the comparison results, it can be clearly seen that the proposed QPSO-LSSVM classifier achieves the highest diagnostic accuracy among the three classifiers. In terms of training and testing time, LSSVM classifier achieves the fastest performance, but its fault diagnosis accuracy is far from the classifier proposed in this paper. Considering the fault diagnosis rate and time, as well as the fact that the training process in practical application can be completed with historical data in advance, the fault diagnosis method proposed in this paper is the most suitable for the actual situation of three different classifiers.
V. CONCLUSION
In this paper, we propose an early fault diagnosis method for wind turbine PGB based on surrounding energy harvesting wireless sensor, DBN and LSSVM. The vibration condition of wind turbine PGB is not only the signal source collected by wireless sensor, but also the energy source to ensure its normal operation. The collected early fault signals are input into DBN optimized by QPSO algorithm to extract stable and highly identifiable fault features. The optimized DBN structure can discover high-dimensional hidden features, it has a good recognition performance for the early signals whose fault features have not yet fully appeared. LSSVM optimized by QPSO algorithm is employed to identify fault types based on extracted features.
Through the comparison of experiments, it can be seen that this method can accurately identify the fault state in the early stage of the fault occurrence, and take corresponding maintenance measures can effectively avoid the further deterioration of the fault. At the same time, the actual use cost is also low, so it is necessary to continue in-depth research in the future.
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