Abstract. Mobile context-aware computing aims at providing services that are optimally adapted to the situation in which a given human actor is. An open problem is that not all mobile services need contextual information at the same level of abstraction, or care for all aspects of the user's situation. It is therefore impossible to create a unique context model that is useful and valid for all possible mobile services. In this paper we present a compromise: a three-tiered context modeling architecture that offers high-level mobile services a certain freedom in choosing what contextual parameters they are interested in, and on what abstraction level. We believe the proposal offers context modeling power to a wide range of high-level mobile services, thus eliminating the need for each service to maintain complete context models (which would result in severe modeling redundancy if many services run in parallell). Each mobile service must only maintain those parts of the context model that are applicationdependent and specific to the mobile service in question. We exemplify the use of the context model by discussing its application to a mobile learning system.
Introduction
Because of the very nature of mobile devices, human interaction with them is strongly related to their context of use. Recent applications for mobile use try to take advantage of contextual information to offer better services to users. Pervasive, or ubiquitous, computing [5] calls for the deployment of a wide variety of smart devices and sensors throughout our working and living spaces, which not only can offer a more "intelligent" local environmental behaviour but also provide important contextual cues to mobile devices operating in the environment. The overall goal with these infrastructures combining wearable and instrumented computation power is to provide users with immediate access to relevant information and to transparently support them in their current tasks. As Human-Computer Interaction (HCI) systems expand beyond the virtual environment presented on a computer screen and start to encompass also real-world objects and places, the need to better conceptualize these new components of the system, as well as the intentions of the human agents currently operating the system, becomes pressing. Context-aware systems differ from traditional HCI systems not only because they utilize the state of the physical world as part of interaction, but also because they do it implicitly [4] . One might say that context-aware systems provide computational functionality directly or indirectly tied to real-world events without adding input devices but by gathering information in other ways (typically through sensors, of which the human is not necessarily aware).
The work presented in this paper is part of the CHAT project ("Cultural Heritage fruition & e-learning applications of new Advanced (multimodal) Technologies"), which aims at developing a general-purpose client-server infrastructure for multimodal situation-adaptive user assistance. In such architectures, dialogue management is typically based on the integration of independent components that execute specific tasks (sometimes, these components are "out-of-the-box", e.g. components for voice recognition). CHAT intends to develop and evaluate an architectural framework that facilitates implementation of such multimodal services.
In this paper, we use the term "context" as defined by Dey et al. [2] : "any information that can be used to characterize the situation of entities (i.e. whether a person, place or object) that are considered relevant to the interaction between a user and an application, including the user and the application themselves." An open problem is that not all mobile services need user-related contextual information at the same level of abstraction or care for all aspects of the user's situation. It is therefore impossible to create a unique context model that is useful and valid for all possible mobile services. In this paper we present a compromise: a three-tiered context modeling architecture that offers higher-level mobile services freedom in choosing what contextual parameters they are interested in, and on what abstraction level.
After a brief introduction to the Adaptive Dalogue Manager module, the rest of the paper focuses on the context model and its application to a mobile learning system.
The Adaptive Dialogue Manager
The framework proposed in the CHAT project aims at adapting the "dialogue" with the user according to several factors: the service provided, the task currently executed, the environment in which the user acts ("context"), the user him/herself and her/his device. These factors are measured and managed by a set of specific software components that together make up the the Adaptive Dialogue Manager as shown in Fig. 1 . One of these software components is the Context Reasoner, pictured in the lower right corner, that creates and maintains the context model.
The Adaptive Dialogue Manager is the CHAT framework element in charge of a) identifying the most appropriate content to be returned to the client in order to satisfy user's request and b) determining the next system state by updating the models describing the different interaction factors. The Adaptive Dialogue Manager receives its input from a software module, called Fusion, which recognizes and combines low-level user input events from different channels (tap or sketch on the screen, voice, gesture, RFID or visual tag scan, etc.) in order to build an overall meaningful input. In a specular way, the output of the Adaptive Dialogue Manager, indicating the most suitable content to be delivered to the user on the basis of the overall interaction state, is refined by a Fission module. This retrieves or generates
