





Bab ini berisi dasar-dasar teori atau tinjauan pustaka yang berhubungan 
dengan penelitian yang dilakukan. Tinjauan pustaka yang akan diuraikan meliputi: 
Android, System Call, Data Mining, Klasifikasi, Malware, dan Support Vector 
Machine. 
2.1. Sistem Operasi Android 
Android, sebagai sebuah sistem, adalah sistem operasi berbasis Java 
yang berjalan pada kernel 2.6 Linux. Aplikasi Android yang dikembangkan 
menggunakan Java dan mudah menyesuaikan ke platform baru [14]. Sistem 
operasi Android dapat digambarkan sebagai jembatan antara smartphone 
dan penggunanya, sehingga pengguna dapat mengoperasikan smartphone 
dan dapat menjalankan aplikasi yang terdapat pada smartphone tersebut. 
Android adalah sebuah sistem operasi berbasis linux pada perangkat mobile 
yang mencakup sistem operasi, middle ware dan aplikasi-aplikasi 
didalamnya [15]. Kelas utama perangkat yang didukung oleh sistem operasi 
Android adalah perangkat mobile, namun sekarang ini sudah dikembangkan 
sehingga Android dapat digunakan sebagai sistem operasi pada electronic 
book readers, netbooks, tablet, dan set-top boxes (STB) [16]. 
Android menyediakan platform terbuka bagi para pengembang untuk 
menciptakan aplikasi mereka. Google Inc. membeli Android Inc. yang 
merupakan pendatang baru dalam bidang teknologi perangkat lunak 
smartphone. Kemudian, untuk mengembangkan Android dibentuklah Open 
Handset Alliance, sebuah konsorsium dari 34 perusahaan perangkat keras, 
perangkat lunak, dan telekomunikasi, termasuk Google, HTC, Intel, 
Motorola, Qualcomm, T-Mobile, dan Nvidia. Android terdiri dari satu 
sistem yang lengkap, mulai dari boot loader, device driver, dan fungsi-
fungsi pustaka, hingga perangkat lunak API (Application Programming 





2.1.1. Sejarah Android 
Android sendiri mulai muncul ke pasar teknologi pada tahun 2005, 
dimana pada saat itu Android resmi dibeli oleh perusahaan ternama dunia 
yaitu Google. Perangkat Android yang memiliki versi lebih tua dari Android 
2.2 tidak dimunculkan lagi ke dalam situs resmi Android Pada awal 
September 2013, dikarenakan perangkat yang lama sudah tidak lagi 
mendukung aplikasi Google Play Store yang terbaru [17]. Tabel 2.1 
menunjukkan beberapa versi dari perkembangan Android. 
Tabel 2.1. Data yang terkumpul selama periode 6 Maret 2017 [17]. 
Versi Nama API Distribusi 
2.3.3 -2.3.7 Gingerbread 10 1.0% 




4.2.x 17 5.4% 
4.3 18 1.5% 




5.1 22 23.1% 




7.1 25 0.4% 
Berdasarkan data tabel 2.1 diatas dapat dilihat pada setiap perubahan 
versi Android terdapat perubahan API dan perubahan pada distribusi. API 
adalah nilai yang menunjukkan perbaikan pada bagian framework dan 
platform Android [17]. Penomoran pada versi Android yang selalu berubah 
dikarenakan perubahan pada level API. API Level akan menentukan suatu 
aplikasi bisa dijalankan pada suatu platform Android atau tidak [17]. 
2.1.2. Platform Android 
Platform adalah teknologi yang digunakan sebagai dasar atas aplikasi 
lainnya, baik proses atau teknologi yang dibangun [18]. Platform adalah 
perangkat lunak dasar atau komputer itu sendiri dan perangkat lunak atau 
sistem operasi yang membuat perangkat lunak lainnya bisa berjalan [18]. 
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Android merupakan platform yang lengkap, terbuka dan bebas yang 
artinya [19]: 
1. Lengkap, artinya para desainer dapat melakukan pendekatan yang 
komprehensif ketika mereka sedang mengembangkan platform Android. 
Sistem operasi Android yang aman dan banyak menyediakan tools dalam 
membangun software sehingga memberikan peluang besar untuk 
pengembangan aplikasi [19]. 
2. Terbuka, artinya platform Android disediakan melalui lisensi terbuka (open 
source) sehingga pengembang dapat dengan bebas mengembangkan aplikasi 
[19]. 
3. Bebas, artinya tidak ada lisensi atau biaya royalti untuk mengembangkan 
aplikasi pada platform Android. Tidak diperlukan biaya keanggotaan. Tidak 
diperlukan biaya pengujian. Aplikasi Android dapat didistribusikan dan 
diperdagangkan dalam bentuk apapun secara bebas [19]. 
2.1.3. Fitur pada Android 
Android tersedia secara terbuka bagi manufaktur perangkat keras 
untuk memodifikasi sesuai kebutuhan mereka. Konfigurasi perangkat 
Android tidak sama antara satu perangkat dengan perangkat lainnya, namun 
Android sendiri mendukung fitur-fitur tertentu. Menurut [19], fitur-fitur 
Android sebagai berikut : 
1. Penyimpanan (storage) menggunakan SQLite yang merupakan database 
relasional yang ringan untuk menyimpan data [19]. 
2. Koneksi (connectivity) mendukung GSM/EDGE, IDEN, CDMA, EV-
DO, UMTS, Bluetooth (termasuk A2DP dan AVRCP), WiFi, LTE dan 
WiMAX [19]. 
3. Pesan (messaging) mendukung SMS dan MMS [19]. 
4. Web browser menggunakan open source WebKit termasuk di dalamnya 
Engine Chrome V8 Java Script [19]. 
5. Media yang didukung antara lain: H.263, H.264 (3GP atau MP4), 
MPEG-4 SP, AMR, AMR-WB (3GP container). ACC, HE-ACC (MP4 




6. Framework aplikasi yang mendukung penggantian komponen dan 
reusable [19]. 
7. Hardware terdapat accelerometersendor, kamera, kompas digital, 
proximity sensor dan GPS [19]. 
8. Multi-touch [19]. 
9. Multi-tasking [19]. 
10. Dukungan flash [19]. 
2.1.4. Arsitektur Pada Android 
 Menurut [20], arsitektur android dapat dijelaskan dan digambarkan 
pada gambar berikut: 
 
Gambar 2.1 Arsitektur Android [20]. 
 Penjelasan mengenai gambar di atas sistem operasi Android terbagi 
menjadi: 
1. Applications : layer yang akan berhubungan dengan aplikasi saja. 
Biasanya aplikasi yang diunduh dan diinstal dan semua aplikasi yang 
dibuat terletak pada tingkat applications seperti : phone, contact,dan  
browser [20]. 
2. Applications framework : semacam built-in yang tertanam dalam sistem 
operasi Android sehingga pengembang dapat memanfaatkannya untuk 
aplikasi yang sedang dibangun [20]. 
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3. Libraries : semua kode program yang menyediakan layanan-layanan 
utama sistem operasi Android. Contoh library SQLite yang menyediakan 
dukungan basis data sehingga aplikasi Android dapat untuk menyimpan 
data [20]. 
4. Android Runtime : kumpulan pustaka inti yang dapat diaktifkan oleh 
pengembang untuk menulis kode aplikasi Android. Layer yang membuat 
aplikasi Android dapat dijalankan prosesnya menggunakan implementasi 
linux. Dalvik Virtual Machine (DVM) merupakan mesin yang 
membentuk dasar kerangka aplikasi android. Runtime Android terbagi 
menjadi dua yaitu: 
a. Core Libraries : aplikasi Android dibangun dalam bahasa java, 
sementara dalvik sebagai virtual mesinnya bukan virtual mesin java, 
sehingga diperlukan sebuah libraries yang berfungsi untuk 
menterjemahkan bahasa java yang ditangani oleh core libraries. 
b. Dalvik Virtual Machine : virtual mesin berbasis register yang 
dioptimalkan untuk menjalankan fungsi-fungsi secara efisien dimana 
merupakan pengembangannya yang mampu membuat linux kernel untuk 
melakukan threading dan manajemen tingkat rendah. 
c. Linux Kernel : layer inti sistem operasi Android itu berada. Berisi 
berkas-berkas sistem yang mengatur sistem processing, memory, 
resource, drivers dan sistem-sitem Android lainnya. 
2.2. System Call 
System Call adalah semacam cara bagi suatu program untuk meminta 
service dari kernel sistem operasi [21]. System call dipanggil oleh sebuah 
aplikasi menggunakan fungsi library glibc. Beberapa fungsi seperti : 
getpid(), open(), read() dan socket() adalah fungsi yang glibc sediakan agar 
aplikasi dapat memanggil system call [22]. 
Setiap kali sebuah aplikasi dari user space melakukan permintaan 
kepada sistem operasi yang dapat dilakukan melalui library glibc, 
permintaan tersebut akan masuk ke dalam antarmuka system call, kernel dan 
akhirnya permintaan dieksekusi pada platform perangkat keras. Library 
glibc menerjemahkan permintaan dari aplikasi, lalu CPU (Central 
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Processing Unit) berubah dari mode user menjadi mode kernel. Antarmuka 
system call mendapat permintaan yang telah diterjemahkan, lalu 
mengeksekusi fungsi kernel tertentu dengan melihat kepada tabel system 
call. Kernel harus menerjemahkan permintaan dari antarmuka system call 
dan membuat permintaan kepada platform perangkat keras. Setelah itu, 
pengguna menerima informasi yang diminta oleh aplikasi dengan prosedur 




        User space 
 
 
      GNU 
         





Gambar 2.2 Proses aplikasi mengirimkan permintaan kepada 
platform perangkat keras [22]. 
Pada gambar 2.2 menjelaskan tentang kernel Linux dan proses sebuah 
aplikasi mengirimkan permntaan kepada platform perangkat keras. 
Kernellinux dieksekusi di tahap paling bawah pada arsitektur Android. 
Untuk sampai pada kernel sebelum mengeksekusi permintaan perangkat 
keras, semua permintaan yang dibuat pada tahap di atasnya harus melalui 
antarmuka system call [22]. 
Cara untuk mengetahui tingkah laku dari sebuah aplikasi adalah 
dengan melakukan analisis pada system call yang dipanggil oleh aplikasi 




Platform perangkat keras 
Library gblic 
Antarmuka system call 
Kernel Kernel space 
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system call dapat digunakan untuk mempresentasikan tingkah laku pada 
sebuah aplikasi [24]. 
2.3. Data Mining 
Data mining adalah ilmu yang mempelajari metode untuk 
mengekstrak pengetahuan atau menemukan pola dari suatu data [25]. 
Menurut [26], Data mining sering juga disebut knowledge discovery in 
database (KDD), yaitu kegiatan yang meliputi pengumpulan, pemakaian 
data historis sebagai upaya untuk menemukan keteraturan, pola atau 
hubungan dalam suatu set data yang berukuran besar. Keluaran dari data 
mining ini bisa dipakai untuk memperbaiki pengambilan keputusan di masa 
depan [26]. 
2.3.1. Tugas Utama Data Mining 
Menurut [27], secara umum data mining memiliki empat tugas utama 
yaitu: 
1. Klasifikasi (Classification) 
 Klasifikasi bertujuan untuk mengklasifikasikan item data menjadi 
satu dari beberapa kelas standar. Sebagai contoh, suatu program email dapat 
mengklasifikasikan email yang sah dengan email spam. Beberapa algoritma 
klasifikasi antara lain pohon keputusan, nearest neighbor, naïve bayes, 
neural networks dan support vector machines [27]. 
2. Regresi (Regression) 
Regresi merupakan pemodelan dan investigasi hubungan dua atau 
lebih variabel. Dalam analisis regresi ada satu atau lebih variabel 
independen/prediktor yang biasa diwakili dengan notasi x dan satu variabel 
respon yang biasa diwakili dengan notasi y [26]. 
3. Pengelompokan (Clustering) 
Clustering merupakan metode pengelompokan sejumlah data ke 
dalam klaster (group) sehingga dalam setiap klaster berisi data yang semirip 
mungkin [27]. 
4. Pembelajaran Aturan Asosiasi (Association Rule Learning) 
Pembelajaran aturan asosiasi adalah mencari hubungan antara 
variabel. Sebagai contoh suatu toko mengumpulkan data kebiasaan 
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pelanggan dalam berbelanja. Dengan menggunakan pembelajaran aturan 
asosiasi, toko tersebut dapat menentuan produk yang sering dibeli 
bersamaan dan menggunakan informasi ini untuk tujuan pemasaran [27]. 
2.3.2. Proses Data Mining 
Menurut [28], proses dari data mining mempunyai prosedur umum 
dengan langkah-langkah sebagai berikut: 
1. Merumuskan permasalahan dan hipotesis 
Pada langkah ini dispesifikasikan sekumpulan variabel yang tidak 
diketahui hubungannya dan jika memungkinkan dispesifikasikan bentuk 
umum dari keterkaitan variabel sebagai hipotesis awal [28]. 
2. Mengoleksi data 
Langkah ini menitikberatkan pada bagaimana data dihasilkan dan 
dikoleksi. Secara umum ada dua kemungkinan yang berbeda. Kemungkinan 
pertama adalah ketika proses pembangkitan data dibawah kendali dari ahli. 
Pendekatan ini disebut juga dengan percobaan yang dirancang (designed 
experiment). Kemungkinan yang kedua adalah ketika ahli tidak memiliki 
pengaruh pada proses pembangkitan data, dikenal sebagai pendekatan 
observasional [28]. 
3. Pra pengolahan data 
Menurut [28], Pra pengolahan data melibatkan dua tugas utama yaitu: 
a. Deteksi dan pembuangan data asing (outlier) 
Data asing merupakan data dengan nilai yang tidak dibutuhkan karena 
tidak konsisten pada sebagian pengamatan. Biasanya data asing dihasilkan 
dari kesalahan pengukuran, kesalahan pengkodean dan pencatatan dan 
beberapa nilai abnormal yang wajar. Ada dua strategi untuk menangani data 
asing, yang pertama mendeteksi dan berikutnya membuang data asing 
sebagai bagian dari fase pra pengolahan. Strategi yang kedua 
adalahmengembangkan metode pemodelan yang kuat yang tidak merespon 
data asing [28]. 
b. Pemberian skala, pengkodean dan seleksi fitur 
Pra pengolahan data menyangkut beberapa langkah seperti 
memberikan skala variabel dan beberapa jenis pengkodean. Sebagai contoh, 
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satu fitur dengan range [0, 1] dan yang lain dengan range [-100, 100] tidak 
akan memiliki bobot yang sama pada teknik yang diaplikasikan dan akan 
berpengaruh pada hasil akhir data mining. Oleh karena itu, disarankan untuk 
pemberian skala dan membawa fitur-fitur tersebut ke bobot yang sama 
untuk analisis lebih lanjut [28]. 
4. Mengestimasi model 
Pemilihan dan implementasi dari tehnik data mining yang sesuai 
merupakan tugas utama dari fase ini. Proses ini tidak mudah, biasanya 
dalam pelatihan, implementasi berdasarkan pada beberapa model dan 
pemilihan model yang terbaik merupakan tugas tambahan [28]. 
5. Menginterpretasikan model dan menarik kesimpulan 
Pada banyak kasus, model data mining akan membantu dalam 
pengambilan keputusan. Metode data mining modern diharapkan akan 
menghasilkan hasil akurasi yang tinggi dengan menggunakan model 
dimensi-tinggi. Pengetahuan yang baik pada keseluruhan proses sangat 
penting untuk kesuksesan aplikasi. Tidak peduli seberapa kuat metode data 
mining yang digunakan, hasil dari model tidak akan valid jika pra-
pengolahan dan pengkoleksian data tidak benar atau jika rumusan masalah 
tidak berarti. Machine learning pada umunya digunakan untuk melakukan 
teknik komputasi secara otomatis berdasarkan pada operasi logis dan biner 
[28]. Menurut [29], identifikasi tiga dimensi pokok yang sistem machine 
learning dapat klasifikasikan sebagai berikut :  
a. Menggunakan strategi pembelajaran yang mendasar. 
b. Representasi dari pengetahuan yang diperoleh oleh sistem. 
c. Domain aplikasi dari sistem [29]. 
2.4. Klasifikasi 
Klasifikasi adalah proses pengelompokkan berdasarkan kesamaan ciri 
untuk menemukan model atau fungsi yang menjelaskan atau membedakan 
konsep/kelas data dengan tujuan untuk memperkirakan kelas yang tidak 
diketahui dari suatu objek tertentu [30]. Menurut [31], klasifikasi adalah 
pengumpulan bahan pustaka baik berupa buku maupun bahan lainnya secara 
sistematis kedalam satu kelas atau golongan tertentu berdasarkan ciri-ciri 
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yang sama untuk memudahkan pemakai untuk menemukannya. Sedangkan 
menurut [32], klasifikasi adalah proses pengelompokan artinya 
mengumpulkan benda atau entitas yang sama serta memisahkan benda atau 
entitas yang tidak sama. Secara umum, klasifikasi diartikan sebagai 
pengelompokan sejumlah barang berdasarkan persamaan ciri yang dimiliki. 
Menurut [30], terdapat dua proses penting yang harus dilakukan saat 
melakukan klasifikasi. Proses yang pertama adalah pelatihan (training) dan 
yang kedua adalah proses testing dengan penjelasan sebagai berikut: 
1. Proses training 
  Pada proses training digunakan training set yang telah diketahui label-
labelnya untuk membangun model atau fungsi [30]. 
2. Proses testing 
Untuk mengetahui keakuratan model atau fungsi yang akan dibangun 
pada proses training, maka digunakan data yang disebut dengan testingset 





Step 1:Training   Step 2: Testing 
Gambar 2.3 Tahap proses klasifikasi [30]. 
Rumus yang digunakan untuk menghitung akurasi adalah sebagai 
berikut : 
         
                     
               
          (2.1) 
2.4.1. Tujuan Klasifikasi 
Tujuan klasifikasi adalah untuk menemukan kembali dokumen yang 
dimiliki perpustakaan dengan tidak memandang besar kecilnya koleksi 
perpustakaan [30].  
2.5. Malware 
Malware (malicious software) adalah perangkat lunak yang dapat 
mengganggun kinerja sistem operasi komputer seperti mencuri informasi 














pemilik [33]. Malware ada dalam berbagai bentuk seperti script, code, 
activecontent, dan perangkat lunak [33]. Sedangkan menurut [22], malware 
adalah sebuah perangkat lunak yang dapat merusak perangkat lunak lain 
atau membuat perangkat keras bekerja lebih keras karena harus 
memfasilitasi eksekusi program di luar konteks yang seharusnya. 
2.5.1. Jenis-Jenis Malware 
Menurut buku Pratical Malware Analysis [34], malware dapat 
dikategorikan sebagai berikut:  
1. Backdoor : Malicious code yang melakukan instalasi pada sebuah komputer
agar penyerang dapat mengakses komputer tersebut, tanpa proses
autentikasi [34].
2. Botne t: Serupa dengan backdoor, memungkinkan penyerang tunggal
mengakses ke sistem komputer, dan dapat dikontrol dari C&C [34].
3. Downloader : Malicious code yang berfungsi sebagai pengunduh malicious
code yang lain [34].
4. Information stealing : Jenis malware yang mengumpulkan informasi dari
korbannya, misalnya password hash grabber, sniffer dan keylogger [34].
5. Launcher : Malicious code yang digunakan untuk menjalankan malware
lain [34].
6. Rootkit : Maliciouscode yang didesain untuk menyembunyikan malware
lain misalnya backdoor [34].
7. Scareware : Malware yang didesain untuk menakuti user, seakan – akan
perangkat user terinfeksi virus, lalu diinstruksikan untuk mengunduh
program tertentu sebagai antivirus yang ternyata adalah malware [34].
8. Spam – sendingmalware : Malware yang menginfeksi computer lain dan
mengirimkan spam [34].
9. Virus atau worm : Malware yang sifatnya dapat memperbanyak dirinya dan
menginfeksi komputer lain [34].
2.6. Support Vector Machine 
Support Vector Machine (SVM) adalah suatu teknik atau cara untuk 
menemukan hyperplane yang dapat memisahkan dua set data dari dua kelas 






optimal ketika terdapat dua kelas yang dipisahkan oleh linier, teknik 
tersebut pada umumnya dikenal sebagai Support Vector Machine, yang 
menghasilkan batas nonlinier dengan membangun sebuah batas linier, 
ditransformasikan dari versi ruang fitur. Selanjutnya menyamaratakan set 
metode fisher Linear Discriminant Analysis (LDA) [34]. 
Berbeda dengan strategi neural network yang berusaha mencari 
hyperplane pemisah antar class, Support Vector Machine berusaha 
menemukan hyperplane terbaik pada input space. Prinsip dasar Support 
Vector Machine adalah linear classifier, dan selanjutnya dikembangkan agar 
dapat bekerja pada problem non-linear dengan memasukkan konsep kernel 
trick pada ruang kerja berdimensi tinggi [9]. Saat ini Support Vector 
Machine telah berhasil diaplikasikan dalam problema dunia nyata, dan 
secara umum memberi solusi yang lebih baik dibandingkan metoda 
konvensional seperti misalnya artificial neural network. Support Vector 
Machine (SVM) dikembangkan oleh Boser, Guyon, Vapnik. Pertama kali 
dipresentasikan pada tahun 1992 di Annual Workshop on. 
2.6.1. Konsep Support Vector Machine 
Konsep  SVM (Support Vector Machine) dapat dijelaskan secara 
sederhana sebagai usaha mencari hyperplane terbaik yang berfungsi sebagai 
pemisah dua buah class pada input-space [23]. Menurut [35], Prinsip dasar 
SVM (Support Vector Machine) adalah pengklasifikasi linier, dan 
selanjutnya dikembangkan agar dapat bekerja pada permasalahan nonlinier. 








Gambar 2.4 Proses cara kerja Support Vector Machine [35]. 
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Pada gambar 2.4 terdapat beberapa pattern yang merupakan anggota 
dari dua buah kelas yaitu : kelas +1 dan kelas -1. Pattern yang ada pada 
kelas -1 disimbolkan dengan bentuk kotak berwarna merah, sedangkan 
pattern pada kelas +1 disimbolkan dengan bentuk lingkaran berwarna 
kuning. Permasalahan klasifikasi dapat diartikan dengan bagaimana cara 
menemukan garis (hyperplane) yang memisahkan antara kedua kelas 
tersebut. Ada beberapa garis pemisah (discrimination boundaries), hanya 
saja yang diperlukan adalah garis pemisah yang terbaik. Hyperplane 
pemisah terbaik antara kedua class dapat ditemukan dengan mengukur 
margin dari hyperplane tersebut dan mencari titik maksimalnya. Margin 
adalah jarak antara hyperplane tersebut dengan pattern terdekat dari 
masing-masing class. Pattern yang bersinggungan dengan garis pemisah 
disebut sebagai support vector. Garis tengah pada gambar 2.4 b 
menunjukkan hyperplane yang terbaik, yaitu yang terletak tepat pada 
tengah-tengah kedua class. Usaha untuk mencari lokasi hyperplane ini 
merupakan inti dari proses pembelajaran pada SVM.  
2.6.2. Multiclass Support Vector Machine 
Menurut [26], terdapat dua pilihan untuk mengimplementasikan 
multiclass SVM yaitu dengan cara menggabungkan beberapa SVM biner 
atau menggabungkan semua data yang terdiri dari beberapa kelas ke dalam 
sebuah bentuk permasalahan optimal. Namun, pada pendekatan yang kedua 
permasalahan optimasi yang harus diselesaikan jauh lebih rumit [26]. 
Berikut ini adalah metode yang umum digunakan untuk 
mengimplementasikan multiclass SVM dengan pendekatan yang pertama: 
1. Metode one-against-all (satu lawan semua) 
Dengan menggunakan metode ini, dibangun k buah model SVM biner (k 
adalah jumlah kelas) [26]. 
2. Metode one-against-one (satu lawan satu) 
Dengan menggunakan metode ini, dibagun k(k-1)/2 buah model klasifikasi 
biner (k adalah jumlah kelas). Terdapat beberapa metode untuk melakukan 
pengujian setelah keseluruhan k(k-1)/2 model klasifikasi selesai dibagun. 
Salah satunya adalah metode voting [26]. 
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2.6.3. Kelebihan Support Vector Machine 
Menurut [35], terdapat beberapa kelebihan dari metode SVM yaitu 
sebagai berikut: 
1. Generalisasi 
Generalisasi didefinisikan sebagai kemampuan suatu metode untuk 
mengklasifikasikan suatu pattern, yang tidak termasuk data yang dipakai 
dalam fase pembelajaran metode itu [35]. 
2. Curse of dimensionality 
Curse of dimensionality didefinisikan sebagai masalah yang dihadapi 
suatu metode petternrecognition dalam mengestimasikan parameter 
dikarenakan jumlah sampel data yang relatif lebih sedikit dibandingkan 
dengan dimensional ruang vektor data tersebut [35]. 
3. Feasibility 
SVM dapat diimplementasikan relatif mudah, karena proses 
penentuan support vector dapat dirumuskan dalam QP problem [35]. 
2.6.4. Kekurangan Support Vector Machine 
Menurut [35], selain keuntungan juga terdapat beberapa kekurangan dari 
metode SVM yang dapat diuraikan sebagai berikut : 
1. Sulit dipakai problem berskala besar. Dalam hal ini dimaksudkan dengan 
jumlah sampel yang diolah [35]. 
2. SVM secara teoritik dikembangkan untuk problem klasifikasi dengan dua 
kelas. Pada saat ini SVM telah dimodifikasi agar dapat menyelesaikan 
masalah dengan lebih dari dua kelas [35]. 
2.7. WEKA (Waikato Environment for Knowledge Analysis) 
WEKA merupakan perangkat lunak data mining yang dikembangkan 
oleh Universitas Waikato, New Zealand. Diimplementasikan pertama kali 
pada tahun 1997 dan mulai menjadi open source pada tahun 1999. Hingga 
saat ini Weka sudah mencapai versi 3.8 dengan berbagai pengembangan 
dari versi pertama 3.3. Ditulis dalam bahasa pemrograman Java. Weka juga 
didukung oleh GUI yang sangat baik dan user friendly, dapat mengolah 
berbagai file data seperti *.csv dan .*arff serta memiliki fitur utama seperti 
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data preprocessing tools, learning algorithms dan berbagai metode evaluasi 
[36].  
WEKA menyediakan Library pada kelas weka.classifiers yang dapat 
langsung digunakan dalam pemrograman Java [37]. Melakukan klasifikasi 
menggunakan library weka dengan menggunakan paket  
weka.classifiers pada kelas yang diperlukan.  Klasifikasi pada weka 
cukup sederhana untuk melakukan pelatihan data pada dateset tertentu. 
Contoh pelatihan menggunakan algoritma C45 dilakukan menggunakan 
metod buildClassifier(Instances)[37]. Contoh pemanggilannya 







h proses sebenarnya dari kenaikan training classifier cukup simple : 
1. buildClassifier(Instances) dipanggil dengan struktur 
kumpulan data. 
2. Metod updateClassifier(Instance) dipanggil dan digunakan 
sebagai objek baru klasifikasi weka.core.Instance objects 
satu per satu. 
Contoh penggunaan data dari weka.core.converters.ArffLoader 
untuk melakukan pelatihan pada 
weka.classifiers.bayes.NaiveBayesUpdateable seperti pada source 
code berikut. 
import weka.classifiers.trees.J48; 
. . . 
 String[] options = new String[1]; 
 options[0] = "-U";            // unpruned tree 
 J48 tree = new J48();         // new instance of tree 
 tree.setOptions(options);     // set the options 




// load data 
 ArffLoader loader = new ArffLoader(); 
 loader.setFile(new File("/some/where/data.arff")); 
 Instances structure = loader.getStructure(); 
 structure.setClassIndex(structure.numAttributes() - 1); 
 // train NaiveBayes 
 NaiveBayesUpdateable nb = new NaiveBayesUpdateable(); 
 nb.buildClassifier(structure); 
 Instance current; 
 while ((current = loader.getNextInstance(structure)) !=  
null) 
   nb.updateClassifier(current); 
