Hansen and Jagannathan (1997) compare misspecified asset pricing models based on least-square projections on a family of admissible stochastic discount factors. We extend their fundamental contribution by considering Minimum Discrepancy projections where misspecification is measured by a family of convex functions that take into account higher moments of asset returns. The Minimum Discrepancy problems are solved on dual spaces producing a family of estimators that captures the least-square problem as a particular case. We derive the asymptotic distributions of the estimators for the Cressie Read family of discrepancies, and illustrate their use with an assessment of the Consumption Asset Pricing Model. EDHEC is one of the top five business schools in France. Its reputation is built on the high quality of its faculty and the privileged relationship with professionals that the school has cultivated since its establishment in 1906. EDHEC Business School has decided to draw on its extensive knowledge of the professional environment and has therefore focused its research on themes that satisfy the needs of professionals.
Introduction
Asset pricing models can be seen as useful approximations of reality to explain empirical stylised facts. Hansen and Jagannathan (1997) , hereafter HJ, suggested that an appropriate way to compare their performance consisted in evaluating functions of their implied pricing errors on corresponding Euler equations. They proposed a useful test for comparisons of possibly misspecified asset pricing models, based on a least-square projection of a proxy model on a family of admissible stochastic discount factors (SDFs). This test has been used in a number of empirical papers as a tool for model diagnostics as well as model selection (see for instance, Jagannathan and Wang (1996) , Hodrick and Zhang (2001) , Wang and Zhang (2005) , , Chen, Favilukis and Ludvigson (2008) , and Kan and Robotti (2008) among many others).
The idea of adopting least-square theory to determine admissible discount factors that are close to asset pricing proxies is intuitive. First, it provides an easy interpretation of the degree of misspecification of a model as a maximum pricing error measure in the space of payoffs. It is also easy to implement by using duality theory in convex optimisation problems (see Luenberger, 1969) . However, the quadratic metric has one important limitation. It implies that misspecication is provided by a quadratic form on the pricing errors of the primitive securities that fails to take into account moments of the payoffs (returns) distributions other than mean and variance.
There is a large body of research indicating the importance of considering skewness and kurtosis when pricing assets. 1 In econometrics, there is also a considerable literature proposing increasingly more sophisticated Empirical Likelihood-type estimators that are robust against distributional assumptions and that possess good properties analogous to those of parametric likelihood procedures (see Kitamura, 2001 Kitamura, , 2006 . 2 In particular, Stutzer (1995) and Kitamura and Stutzer (2002) have suggested the use of relative entropy to develop a research program that parallels that of HJ (1991 HJ ( , 1997 .
In this paper, we propose alternative methods to measure the degree of misspecification of asset pricing models that make use of the theory of Minimum Discrepancy (MD) estimators (Corcoran, 1998) . The idea is to consider general convex functions φ to calculate the distance between a certain asset pricing proxy model y and the family M of admissible SDFs (that prices a set of underlying payoffs x on primitive securities. 3 We formulate this problem within a MD framework where the goal is to obtain a SDF m* that is admissible (i.e., satisfies the moment conditions by pricing primitive securities) and that is the closest possible, in the spirit of Csiszar's I-divergencies (1975 Csiszar's I-divergencies ( , 1991 , to the asset pricing proxy, by minimising φ (1 + m -y). We make use of duality theory (see Kitamura, 2006, and Borwein and Lewis, 1991) to estimate this MD probability measure and its distance to the proxy y, by solving simpler finite-dimensional problems.
When the MD problems are specialised to the class of Cressie and Read (1984) discrepancies, we show that, under our formulation, the dual optimisation problems reduce to a class of GEL estimators where the proxy model y appears only in the discrepancy function φ and not in the moment conditions as it is generally the case. This formulation makes clear that we are interested, like HJ (1997) , in measuring the degree of misspecification of a model y with respect to a family of admissible SDFs M that is invariant to changes in the model vector of parameters φ. Moreover, this family will be also invariant with respect to changes of models and should depend only on the primitive payoffs x and prices q.
By looking at the first-order conditions of the dual quadratic problem, HJ (1997) found a nice interpretation for their least-square solutions as corrections to the asset pricing proxy model. They showed that the solutions are given by the proxy y from which we subtract the optimal linear combination of primitive asset payoffs (λ' HJ x) that is the smallest linear correction (in the least squares sense) for y to become an admissible SDF. It happens that in our MD problems we have similar interpretations of solutions as proxy corrections to become admissible SDFs. The solutions to our MD problems give additive correction terms to the proxy y that are nonlinear functions of the optimal linear combination of primitive asset's payoffs (λ' MD x), which are the smallest correction (in the φ divergence additive sense) for y to become an admissible SDF.
Regarding model assessment and parameter estimation, we extend Hansen, Heaton and Luttmer (HHL, 1995) who derive consistent estimators of the specification-error and volatility bounds with a least-square criterion and an asymptotic distribution theory. We propose consistent estimators of information bounds and specification-error bounds that are based on the MD measures of the Cressie Read family and derive their corresponding asymptotic distributions to make statistical inferences. In particular, we will be able to test whether a model-based specific SDF is within the information bound or not and whether the degree of misspecification of a parametric asset pricing model is significantly different from zero or not. To develop our estimators and the asymptotic distribution theory we follow Kitamura (2000) and Kitamura and Stutzer (1997) who develop nonparametric maximum likelihood estimation procedures based on the Kullback-Leibler Information Criterion. We extend these estimation procedures to the family of Cressie-Read discrepancy measures.
Regarding model comparison, HJ (1997) suggest as a rst step the estimation of model parameters by minimising the HJ distance between the model and the family of admissible SDFs. Then, assuming the existence of a set of model candidates whose parameters were previously estimated based on the HJ distance, they suggest selecting the model with the smallest distance. 4 Similarly in our MD problems, for any fixed discrepancy function φ, our theory suggests the estimation of model parameters by minimising the discrepancy chosen, and the use of the MD distance to rank candidate asset pricing models. 5 Our empirical illustration consists in applying the estimators for several members of the Cressie Read family to the Consumption CAPM (Breeden (1979) ). We first test its ability to price a set of primitive securities (bond and S&P 500) at dierent regions of the parametric space. The discrepancy between asset pricing proxies and admissible SDFs is measured by the following Cressie-Read functions: Pearson's Chi-Square, Empirical Likelihood (EL, Owen (1984) ), Hellinger's distance, Exponential Tilting (ET, Kitamura and Stutzer (1997) ), Euclidean Likelihood or Continuous Updating Estimator (CUE) (Hansen, Heaton, and Yaron (1996) ). We then conduct estimation and testing for these various measures of misspecication.
The rest of the paper is organised as follows. Section 2 introduces the market structure, defines admissible SDFs, and presents the original HJ framework for model estimation and selection. Section 3 formulates our generalisation to the HJ methodology that considers MD optimisation problems. It presents the main theorem that provides a family of metrics that contains HJ (1997) as a particular case. It also defines implied probabilities, presents their relation to admissible SDFs, and provides some particular model selection procedures based on known discrepancy functions belonging to the Cressie Read family. Section 4 shows the consistency of the estimators and derive their asymptotic distributions. Section 5 provides an illustration of the estimation and testing procedures with the Consumption CAPM. It describes the model and the data and provides estimation and tests results. Section 6 presents a discussion on the results, analysing the relation between implied admissible SDFs, pricing errors, and discrepancies adopted. Section 7 concludes.
Stochastic Discount Factors and Asset Pricing Proxies
Following the lead of Harrison and Kreps (1979) , Chamberlain and Rothschild (1983) , and HJ (1997) we model portfolio payos as elements of a Hilbert space. We assume that assets are purchased at a certain time t and that the payoffs are received at a time T > t. Let G T represent the sigma-algebra that represents the conditioning information at date T, and L 2 denote the space of all square-integrable (i.e., finite second moments) random variables that are measurable with respect to G T . Assume there exists a set of N primitive securities whose payoffs are represented by a vector x ∈ , with x ∈ L 2 and in addition having a non-singular second moment matrix Exx'. A payoff p will be any square integrable variable which is obtained as a linear combination of the payoffs of the N primitive securities: (2.1)
We further assume that the payoffs in P satisfy the Law of One Price and that the pricing functional π is continuous and linear on P. 6 An admissible SDF will be any square-integrable random variable m that correctly prices all asset payos p ∈P (2.2) An asset pricing model y will be an approximation for an admissible SDF, and will possibly price some payos in P with error:
where the error is measured by the difference π(p) -π y (p). We assume that it will be a function of a set of parameters θ and also that it may depend on a subset of elements of vector z = [x u], with x representing the payoffs of the primitive securities, and u a set of economic factors like, for instance, consumption growth or any other macroeconomic variable. 7
Hansen and Jagannathan's (1997) Least-Squares Distance for Proxy Models
Given a proxy asset pricing model y(θ), parameterised by a vector of parameters θ ∈ , HJ (1997) suggest to measure its degree of misspecification by obtaining the least-squares projection of this proxy into the space of admissible SDFs M:
This problem can be rewritten by noticing that m ∈ M can be reexpressed as m ∈ L 2 satisfying the moment condition (2.2) for the particular set of primitive securities: which admits as a solution the (square of) Hansen and Jagannathan's distance: (2.8) HJ (1997) also solved a variation of problem (2.4) where they restricted the optimisation set to admissible SDFs that are strictly positive random variables:
(2.9) where , with >> 0 indicating that is a strictly positive random variable.
The same techniques of dual optimisation described above can be applied to solve this problem: (2.10) where ( ) (see HJ (1997) for more details).
The main advantage of using the set M+ instead of M is that any SDF in M+ allows one to obtain arbitrage-free prices of any derivatives of the basis assets, while this is not true for elements in M that achieve negative values in at least one state. 8
Interpreting the Primal and Dual Problems
The dual optimisation problem (2.7) is nicely interpreted by HJ (1997) as an optimal portfolio problem with a quadratic utility function. The Lagrange multipliers represent the portfolio weights on the different primitive securities payoffs. Stutzer (1995) explores this portfolio interpretation in a non-parametric setting based on ET obtaining a CARA (exponential) utility function, and Almeida and Garcia (2008) generalise Stutzer's interpretation in a strictly nonparametric setting with general Cressie Read discrepancy functions providing a portfolio interpretation with HARA (Hyperbolic Absolute Risk Aversion) utility functions.
The first-order conditions from problem (2.7) also give an interesting interpretation, this time for the solution of the primal problem: (2.11) Equation (2.11) shows that the optimal Lagrange multipliers HJ that solve this problem find the smallest correction in the mean square sense to the proxy y(θ) such that it becomes an admissible SDF. With an extension to MD estimators, we will obtain a similar interpretation but the correction to the proxy will be non-linear in the primitive payoffs x.
HJ (1997) also interpret the primal problem (2.4) as a maximum pricing error problem per unit norm. A linear functional π a = π -π y representing the approximate pricing errors is defined. They show that ξ HJ is the norm of this functional, and moreover that this norm is achieved by a special payoff obtained with the application of the Riesz representation theorem to the functional π a . as alternative estimators to the GMM ):
(2.14)
where g(θ) = E(y(θ)x) represents the moment conditions, and W is an n x n symmetric positive definite matrix. Note that the HJ estimators in Equations (2.12) and (2.13), as well as the GMM estimator in (2.14), are special cases of the minimum distance estimators with a quadratic norm.
In an asset pricing context, HJ (1997) showed that the main difference between the HJ estimator in Equation (2.12) and GMM is that in general the optimal matrix W in Equation (2.14) (see Hansen and Singleton (1982) ) will depend on the particular proxy model y(θ) adopted, while the normalising matrix is fixed at (Exx') -1 in the case of the HJ estimator in Equation (2.12). The HJ distance has to be preferred since it gives weights to the pricing errors that are invariant to the asset pricing proxy y(θ).
Minimum Discrepancy Distance for Proxy Models

The Mimimum Discrepancy Problem
Given a proxy asset pricing model y(θ) and a convex discrepancy function φ, the MD problem is to nd an admissible SDF which is as close as possible to y(θ) in the φ discrepancy sense 9 :
subject to E(mx =q) (3.1)
where
We also solve the constrained case where we search the strictly positive admissible SDF that is closest to y(θ) in the φ sense: (3.2)
These problems should be of interest when either the asset pricing proxy model y(θ) can depend non-linearly on the underlying primitive securities or when the underlying primitive securities themselves include assets with non-Gaussian returns. 10 In the first case, it is not clear that corrections to the asset pricing proxy should be linear combinations of basis assets payoffs like in HJ (1997) . In the second case, it is not clear that the penalty for a proxy asset pricing model y(θ) should only depend on the second moments of the pricing errors. Therefore, adopting more general discrepancies will probably be more appropriate when dealing with assets with nonlinear or asymmetric payoffs such as options, mortgages, credit derivatives, other exotic but liquid instruments, and also equities with skewed and fat tailed returns.
We make use of arguments found in Borwein and Lewis (1991) to solve our discrepancy problems based on simpler optimisation problems on dual spaces. The corresponding dual optimisation problem is given by:
where φ* denotes the convex conjugate of φ (see Luenberger (1969) ) appropriately translated by the proxy model y(θ): (3.4)
for the optimisation problem in Equation (3.1), and: (3.5) 7 9 -We are particularly interested in a strictly positive argument for the discrepancy function φ because this argument should be a normalised version of a Radon-Nikodym derivative (see Section 3.2), and all Radon-Nikodym derivatives are strictly positive by construction. This restriction on the argument implies that we should search for SDFs m ∈ L 2 satisfying the restriction 1 +m-y(θ) >> 0. Note that, as long as the discrepancy is defined for negative arguments, we could relax this positivity restriction with the cost of not having a Radon-Nikodym derivative anymore. 10 -In Almeida and Garcia (2008), we illustrate graphically how different discrepancy measures (that is different γs in the CR family put implicitly different weights on moments higher than two, in particular skewness and kurtosis.
for the optimisation problem in Equation (3.2). 11 We further restrict the domain of φ* and φ* + to z's such that ∂φ -1 (z) > 0, where ∂φ -1 denotes the inverse of the first derivative of φ. 12 Newey and Smith (2004) show that when the discrepancy function is chosen within the Cressie and Read (1984) family, the dual problem belongs to the class of GEL estimators. In a recent paper, Almeida and Garcia (2008) generalise Hansen and Jagannathan (HJ, 1991) non-parametric bounds considering an arbitrary number of moments of returns 13 by specialising the Cressie Read discrepancy problem to a non-parametric setting. The results in this paper extend those in Almeida and Garcia (2008) to explicitly consider the existence of a parametric model y(θ) in order to generalise HJ (1997). The optimisation problem now consists in obtaining admissible SDFs that combine parametric aspects coming from y(θ) with non-parametric aspects coming from an optimal linear combination of primitive assets' payoffs (optimal in the divergence sense).
Aiming at incorporating the parametric model y(θ) but keeping the moment conditions as in HJ (1997), we formulate MD problems slightly different from Newey and Smith (2004) and Almeida and Garcia (2008) . We introduce a translation of the function φ by 1 -y(θ). This translation guarantees that the MD problem in Equation (3.1) (or (3.2)) has solution m = y(θ) whenever the asset pricing proxy y(θ) is an admissible SDF (or a strictly positive admissible SDF). In addition, the inclusion of y(θ) in the divergence function (and not in the moment condition explicitly) allows us to interpret our MD problem as a genuine generalisation of HJ (1997). Indeed, as in HJ (1997) we measure the distance of the proxy model y(θ) to a fixed family M (or M+) of admissible SDFs.
The next theorem provides the type of optimization problems that will have to be solved to find the discrepancy of y(θ) with respect to the family M, and the corresponding admissible SDF closest to y(θ), when the discrepancy belongs to the Cressie Read (1984) family of discrepancies, most adopted in the current econometric literature. Theorem 1. Let y(θ) represent the asset pricing proxy, parameterised by a vector of parameters θ ∈Θ. Let the discrepancy function belong to the class of Cressie Read functions: with γ ∈ℜ. In this case for a fixed vector of parameters θ, the optimisation problem (3.1) specialises to:
subject to E(mx) = q: (3.6)
Then the GEL problem dual to the MD problem is given by:
and the admissible SDF which is closest to the asset pricing proxy y is given by:
where λ * is the solution of the optimisation problem (3.7).
Proof. of Theorem 1
The goal is to find the convex conjugate φ*, to use it in Equation (3.3) to obtain the dual optimisation problem with a Cressie and Read divergence. Letting defined in [y(θ) -1,∞), and differentiating in x, we obtain its supremum at .
Note that since x sup > y(θ) -1 for any z in the domain of φ*, x sup belongs to the domain of H. By substituting x sup in φ* we obtain .
Applying φ* in Equation (3.3) gives the optimisation problem (3.7). The first-order conditions of this optimisation problem with respect to λ are:
showing that m CR in Equation (3.8) is an admissible SDF that minimises the MD problem (3.1) when the divergence is a member of the Cressie Read family.
We assume that there exists a risk-free asset on the set of primitive securities paying interest rate equal to r f . The existence of such an asset is also assumed by HJ (1997, assumption 1.2) and it is important to guarantee that our discrepancy problems are well posed in the sense that the mean of any admissible SDF will be equal to . Of course, if in practice such an asset does not exist, we can augment the primitive securities payoff space by a synthetic risk-free asset. We provide a corollary to Theorem 1 that simplies the dual optimisation problem by taking into account the existence of this risk-free asset.
Corollary 1.
Assuming that there is a risk-free asset among the primitive securities then the dual optimisation problem in Equation (3.7) can be simplified to (by also eliminating the constant term):
where q co is the vector of prices of the N -1 remaining primitive securities other than the riskfree asset. The corresponding admissible SDF that solves this problem is given by:
where is the solution of the optimisation problem (3.10).
Proof. of Corollary 1 To prove this corollary just observe that the risk-free asset has a constant payoff equal to 1, which allows the separation of the maximisation in two parts:
By taking the derivative of equation (3.12) with respect to α, eliminating and equating to zero, we obtain the concentrated value .
For the particular case where the proxy model y prices the risk-free asset, α * becomes and by substituting α * in (3.12) and by eliminating constant terms (not depending on ) the result follows.
Corollary 2. If in Theorem 1 we substitute the optimisation problem (3.1) by (3.2), then: Problem (3.2) specialises to:
subject to E(mx) = q, , m >> 0. (3.13)
14 -We follow Kitamura (2006, Sec. 3) to formalize the concept of a Generalized Minimum Contrast (GMC) estimator. For a sample version of GMC estimators, see Corcoran (1998) .
The corresponding GEL problem dual to the MD problem is given by:
(3.14)
where λ * is the solution of the optimisation problem (3.14), and I{.} represents a set indicator function.
Proof. of Corollary 2 We follow the proof of Theorem 1 noticing that due to the positivity constraint of the admissible SDFs, the supremum of should be taken in the interval . The critical point obtained from differentiating H is (note that x* > y(θ) -1 for any z in the domain of φ*). Now, as H'(x) changes sign at x = x* , if x* > 0, this point is a maximum and the solution is identical to the one in Theorem 1. However, as H'(x) < 0 for all x such that x > x*, if x* < 0 then y(θ) -1 < 0, H(.) is decreasing in the whole domain [0, ∞), and zero is a maximum of the function. Thus , and consequently By eliminating terms that don't depend on z in φ*, and applying it in Equation (3.3) we obtain the optimisation problem (3.14). The first-order conditions of this problem with respect to λ are:
showing that m CR in Equation (3.15) is an admissible SDF that minimises the MD problem (3.2) when the divergence is a member of the Cressie Read family.
At this point, it can be immediately stated without proof:
Corollary 3. If there is a risk-free asset in the economy and we are searching for the closest SDF in the MD φ-sense within the set of nonnegative SDFs M+, the problem can be solved via the dual problem:
( 3.17) where we have suppressed the variables constant in λ for simplication. In addition, the admissible SDF which is closest to the asset pricing proxy y(θ) is given by:
where λ * is the solution of the optimisation problem (3.17).
Generalised Minimum Contrast Estimators and MD SDF Problems
Suppose that the econometrician observes IID realisations of a ℜ N random variable z with probability law µ, and that he is interested in the model defined by the following set of moment conditions 14 : (3.19)
Given a general convex function φ, define a function D that will measure the discrepancy between two probability measures P and Q, with P absolutely continuous with respect to Q, by:
where represents the Radon-Nikodym derivative of P with respect to Q.
A GMC estimator will search for the parameter vector θ giving a probability measure π ∈ P (θ) = {π probability in ℜ N such that ƒ g(z, θ)dπ = 0 that minimises the discrepancy with respect to the true unknown probability measure : (3.21)
To interpret our MD problem in the context of GMC estimators, assume that µ is the unknown probability law generating the observable payoffs x of the primitive securities. Given the family M of admissible SDFs m pricing x, our MD problem finds the admissible SDF that is as close as possible (in the φ-sense) to the asset pricing proxy y. This solution is achieved by constructing a probability measure with Radon-Nikodym derivative , and searching among the admissible SDFs m the one that generates the closest to the unknown probability µ. 15 Defining (θ) = prob. in ℜ N such that:
, our MD problem is equivalent to the following GMC problem:
(3.22)
The solution to this problem according to Corollary 1 is given by:
A normalised version of the Radon-Nikodym derivative , on its sample version, generates strictly positive π CR,i 's that are denominated implied probabilities. 16 (3.24) Implied probabilities are useful in a variety of applications. For instance, Brown and Newey (1998) obtain an efficient estimation of moment conditions based on implied probabilities. Brown and Newey (2002) suggest their use on the estimation of probability distribution functions via bootstrapping schemes. shows how these probabilities can be used to obtain efficient moment estimation for GEL estimators. Antoine, Bonnal and Renault (2007) show, in a context of Euclidean Likelihood, how implied probabilities contain important information coming from over-identifying restrictions that can be used to decrease the variance of the estimator. In an asset pricing context, Almeida and Garcia (2008) show that implied probabilities can be used to derive non-parametric bounds for SDFs that by construction take into account an arbitrary combination of moments of returns from primitive securities.
Interpreting the Dual Optimisation Problem
In a seminal work, Stutzer (1995) proposed a portfolio interpretation for the ET estimator based on a standard two-period model of optimal portfolio choices (see Huang and Litzenberger (1988) ). He showed that the ET entropy minimization problem corresponds to an optimal portfolio problem with a CARA utility function. Based on the same two-period model, Almeida and Garcia (2008) extended his interpretation to the whole Cressie Read family in a non-parametric setting. Here we generalise Almeida and Garcia (2008) interpretation to dual optimisation problems in a semi-parametric setting.
11
15 -Note that although we do not restrict m to be strictly positive, due to the restriction 1 + m -y(θ) >> 0 (see Section 3.1), we guarantee that is indeed a Radon-Nikodym derivative. 16 -Our implied probabilities are strictly positive due to the restrictions in our optimisation problems that guarantee that 1 + m -y(θ) >> 0. Back and Brown (1993) provide GMM implied probabilities, Owen (1988) for EL, Kitamura and Stutzer (1997) for ET, and Imbens, Spady and Johnson (1998) for Cressie Read discrepancy estimators. Brown and Newey (2002) provide implied probabilities for GEL estimators.
The dual MD optimisation problem appearing in Corollary 1 can be interpreted as an allocation problem among the N basis assets with the objective to maximise the utility function U defined by:
(3.25)
Suppose an investor distributes his/her initial wealth W 0 putting λ j units of wealth on the risky asset R j and the remaining in a risk-free asset paying . Terminal wealth is then . Assume in addition that this investor maximises the utility function provided above in equation (3.25), solving the following optimal portfolio problem:
where Λ = {λ : u(W(λ)) is strictly increasing and concave}, and expectation is taken with respect to W and y(θ).
Note that the utility is composed by two terms, one linear in wealth and the other given by a HARA utility. The linear term correspond to a risk-neutral economy with SDF y(θ) -1. If the term y(θ) -1 did not exist, by scaling the original vector λ to be , we would be able to decompose the utility function in .
This decomposition would essentially show that solving a GEL optimal problem for excess returns would measure the gain when switching from a total allocation of wealth at the risk-free asset paying r f to an optimal diversified allocation (in the utility u sense) that includes both risky assets and the risk-free asset. y(θ)-1 works as a penalty factor to avoid the resulting marginal utility from the HARA part to be too far from the translated proxy y(θ)-1. This penalty factor is compatible with the fact that in the original MD problem we are searching among all admissible SDFs the one that satisfies a convexity criterion of proximity to the asset pricing model y. 17
Some Special Cressie Read Discrepancies
In this section we specialise the results in Theorem 1 to provide the dual optimisation problems and corresponding admissible SDFs solutions for some special discrepancies in the Cressie Read family frequently adopted in the econometric literature. We begin by investigating the relation between Euclidean Likelihood and the HJ (1997) distance. In a sequence, we provide the optimisation problems and solutions under EL (CR with γ = -1) and ET (CR with γ = 0) discrepancies. The other two discrepancies adopted in the empirical section, namely Pearson's Chi-Square (Cressie Read with γ = -2) and Hellinger's distance (CR with ), can be obtained directly by application of Theorem 1 with their specific γ's.
Hansen and Jagannathan Distance Derived from Euclidean Likelihood
Euclidean likelihood or CUE is obtained by fixing γ = 1 on the Cressie Read discrepancy. By using this value of gamma in Corollary 1 above and dropping the constant terms, we obtain the following optimisation problem 18 : (3.27)
From the first-order conditions, we obtain , which is exacly the linear correction term found by HJ (1997) . By comparing Equation (3.27) to Equation (2.7) we note that the two problems are equivalent. Thus, with a slight modication of our proposed MD problem, the HJ distance becomes one element within the particular Cressie Read family.
17 -The term y(θ)-1 appears instead of y(θ) because our MD problems are based on original GMC problems were the elements in search are probability measures. More precisely, while GMC problems search for the absolutely continuous probability measure that is closest to the unknown true probability measure µ, we convert our search for an SDF m that is closest to the asset pricing model y(θ), to a search of an absolutely continuous probability measure with Radon-Nikodym derivative , that is closest to the unknown true probability µ (see section 3.2). In this sense, -1 works simply as a scaling factor. Note that when y(θ) = 1, there is no more proxy model and we go back to the non-parametric case studied in Almeida and Garcia (2008) . 18 -To obtain a precise equivalence with respect to HJ (1997) , in this particular case we do not restrict 1 + m -y(θ) to be strictly positive, meaning that it will not necessarily be a Radon-Nikodym derivative. (3.28) Noting that the expression converges to -1 -ln(1 -x) when γ -> -1, and applying the results in Corollary 1, the dual optimisation problem becomes:
Empirical
The corresponding admissible SDF that solves this problem is given by: (3.30) 3.4.3 Exponential Tilting (γ = 0) The ET discrepancy is also a limiting case on the Cressie Read family studied by Kitamura and Stutzer (1997) . The Cressie Read discrepacy converges in this case to , with convex conjugate e z-1 .
Then the MD problem becomes:
(3.31)
Noting that the expression converges to e x when γ -> 0 and applying the results in Corollary 1, the dual optimisation problem becomes:
The corresponding admissible SDF that solves this problem is given by: (3.33)
Model Estimation Based on Minimum Discrepancy Bounds
Researchers have been using the HJ (1997) distance to estimate asset pricing models by finding the parameter vector θ* that minimises this distance. Following Kitamura (2006) and the whole literature on MD estimators, we propose estimating the above asset pricing models by finding the parameter vector θ MD that minimises any specific discrepancy function either described by Equation (3.1) or (3.2):
(3.34) or (3.35) Note that, according to the results presented in Section 3.1, these problems can be expressed as min-max optimisation problems:
(3.36) + (3.37)
For any fixed θ 0 in the parameter space Θ, the inner problem will deliver an admissible SDF closest (in φ sense) to y(θ o ), obtained via a set of Lagrange Multipliers λ 0 representing portfolio weights from a HARA utility function (see Section 3.3).
When the discrepancy is a member of the Cressie Read family, the equivalent problems are:
(3.38) (3.39) (3.40) (3.41)
where are respectively dened in Equations (3.6), (3.7), (3.13), and (3.14). When a risk-free rate is assumed to exist in the economy, we provide below the dual problems that should be solved to estimate the parameters θ when the discrepancy belongs to the Cressie Read family 19 : (3.42) (3.43)
Properties of the Estimators
In order to be able to perform hypothesis tests with the new proposed discrepancy measures, we must provide the statistical properties of our estimators. The asymptotic properties of the estimators proposed by HJ (1997) have been studied by HJ (1997) and by HHL (1995). More recently, Kan and Robotti (2008) offered a detailed analysis of linear asset pricing models, extending previous results to consider formal model comparisons in terms of their HJ distances, for either correctly specified or misspecified models.
For MD estimators that do no rely on a quadratic criterion, Kitamura and Stutzer (1997) derived asymptotic properties for the ET estimator, while Kitamura (2000) extended the results in Kitamura and Stutzer (1997) to consider possibly misspecified models. Newey and Smith (2004) obtained the corresponding properties of consistency and asymptotic normality for members of the Cressie Read family, under the assumption of iid data, and of correct model specification.
In this section, we analyse the asymptotic properties of our MD estimators considering that the asset pricing models analysed are misspecified. We derive properties for the particular case where the estimators belong to the family of Cressie Read discrepancies. 20 Under the same set of assumptions provided by Kitamura and Stutzer(1997) and Kitamura (2000) , we prove consistency and asymptotic normality of our estimators.
Consistency of Estimators
We derive the asymptotic properties of the estimator that is obtained from Equation (3.42). 21 To accomodate cases where the asset pricing model depends on factors that are not payoffs (for example consumption), we assume a more general dependence of y on z = [x, u] where x represent basis assets as before and u represent factors that are not on the payoff space. For each fixed γ in the family of Cressie Read discrepancies, define the following functions:
19 -Due to its importance in empirical work, we also choose to analyse its statistical properties in the following section. 20 -The derivation of these properties for more general MD estimators should follow precisely the same principles. 21 -For asymptotic properties of the estimator obtained from Equation (3.43), that restricts the SDF space to nonnegative SDFs, we refer the reader to HHL (1995) for the quadratic case of γ = 1. Apparently for a generalisation of their results on nonnegative SDFs for an arbitrary member of the Cressie Read family, concavity of the dual problems is the key condition, and such condition is satisfied by the whole family. For any θ ∈ Θ, the dual parameters (Lagrange Multipliers) λ from Equation (3.42) can be obtained by:
(4.4) and its corresponding estimator for a sample of size n is:
(4.5)
Also note by rewriting Equation (3.42) as a function of that the pseudo-true value for the parameter θ can be obtained by: (4.6) with λ (θ) defined by Equation (4.4).
The corresponding MD estimator for θ * is given by: (4.7) with defined by Equation (4.5).
Let λ * denote the pseudo-true Lagrange mutipliers, the value of the vector that is obtained in Equation (4.4) when θ = θ * : (4.8)
Letting Γ(θ, ∆) denote an open sphere with centre θ and radius ∆, building on Kitamura and Stutzer (1997) we make the following set of assumptions:
Assumption 1. a.1) The process z t is stationary and ergodic. a.
2) The process z t is strong mixing with mixing coefficients α n satisfying <∞, b > 1, b) The set of parameters Θ is a compact k-dimensional set. c) For sufficiently small for all vectors d in a neighbourhood of λ * , for any . d) E(xx') is non-singular. e) If a sequence θ j , j = 1, 2,… converges to some θ ∈ Θ as j -> ∞, then y(z, θ j ) converges to y(z, θ), for all z except for a null set that may vary with θ. f ) There is a unique θ * solving Equation (4.6).
Before stating the main theorem on the consistency of the estimators for the parameters θ, we prove an auxiliary lemma that shows the consistency of the Lagrange multipliers λ appearing in Equation (4.5).
Lemma 1. Under Assumption 1,
converges to the pseudo-true value in probability.
Proof. of Lemma 1 We follow Kitamura (2000) and make use of Theorem 2.7 of Newey and McFadden (1994) , which for completeness, we present within our proof:
Theorem 2.7 (Newey and McFadden (1994) ). Suppose that there is a function Q 0 (λ) such that: i) Q 0 (λ) is uniquely maximised at λ 0 ; ii) λ 0 is an element of the interior of a convex set Λ , and is concave, where represents the corresponding sample estimator for Q 0 (λ) on a sample of size n; and iii) for all λ ∈ Λ . Then, there exists, with probability approaching one, a sequence of parameters estimates satisfying . Now, if we set and , let us show that they satisfy conditions i), ii), and iii) of Newey and McFadden's theorem. Assumption 1.d) implies condition i). Indeed, for any fixed θ ∈ Θ, uniqueness of λ(θ) in Equation (4.4) is guaranteed since the Jacobian of the first-order condition for with respect to given by is non-singular and negative definite, implying that is strictly concave in λ. In addition, the strict concavity of and the fact that (see Equation 4.4) also imply that λ(θ) is an element on the interior of a convex set. As for the second part of condition ii), we note that is concave since the Jacobian of its first-order condition with respect to λ is given by which is negative definite. Condition 1), that is, the continuity of λ as a function of θ, is implied by assumption 1.d) since we have seen that it guarantees that the Jacobian of the f.o.c. for is non-singular. Condition 2) is implified by assumptions 1.b) and 1.e). While assumption 1.e) gives the continuity of function y(z, θ), assumption 1.b) imposes that Θ is a compact set directly implying that y(z, θ) is uniformly continuous in and consequently that is uniformly continuous in Θ. Condition 3) is guaranteed by assumptions 1.b) and 1.c) since a compact set can be covered by a finite number of open spheres, and for each sphere in the cover, moments of the supremum are finite by assumption 1.c). Finally, Kitamura (2000) shows that condition 4) of i.i.d. random variables can be substituted by assumption 1.a.2) of a strongly mixing condition for process z t . Therefore, satisfies the three conditions of Newey and McFadden's theorem, what proves the consistency of .
Theorem 2. Under Assumption 1, converges to the pseudo-true value θ * in probability.
Proof. of Theorem 2: From assumption 1.f) we have that 22 :
( 4.9) where I {A} is the indicator function for set A. For each pair ( , ∆), define the following random variable
22 -If a model y is correctly specified then λ * = 0, and , if γ = -1 and M(θ * , 0) = 0 for = γ -1.
Assumption 1.c) guarantees that EM ; )< 1. Assumptions 1.d) and 1.e) guarantee continuity of λ (θ) and y (z,θ ), which coupled with the compactness imposed by assumption 1.b), guarantees that .
Applying the Dominated Convergence Theorem we obtain that:
(4.10)
By Equations (4.9), (4.10), by the stationarity and ergodicity of z from assumption 1.a1), and the fact that Θ -Γ(θ * , ∆) is a compact set that can be covered by a finite number of open spheres, we obtain the following inequality (see Kitamura and Stutzer (1997) for detailed derivation): For each > 0 there exist ∆ > 0 and h > 0 such that:
, for sufficiently large n. (4.11)
Now, assumptions 1.a2) and 1.c), and the consistency of imply that:
, for sufficiently large n: (4.12)
The probabilities in Equations (4.11) and (4.12) imply that . 23 Now we turn our attention to the estimator of the MD Cressie Read distance δ CR , which can be obtained as a function of : (4.13)
Its corresponding estimator for a sample of size n is:
(4.14)
Knowledge of the asymptotic distribution of the estimator for the MD distance δ CR will be important to assess the statistical significance of the degree of model misspecification. In what follows we state a result of consistency for the estimator :
Theorem 3. Under Assumption 1, converges to δ CR in probability.
Proof. of Theorem 3: In Lemma 1, we proved: i) The continuity and uniqueness of λ(θ) as a function of θ, ii) That , and
iii) The uniform continuity of with respect to θ. Now, according to Lemma 1 of Hong, Preston and Shum, (2003) , these three properties coupled with assumption 1.a.2), and the compactness of the space of parameters Θ given by assumption 1.b, are sufficient conditions to guarantee that: (4.15) which is the desired result.
Asymptotic Normality
In this section, we first want to show that the consistent estimators that we described in the previous section are also asymptotically normal. As it is usual, we start by the first-order condition , where , and perform a short Taylor expansion about the true value of the parameter vector Φ * . Given some invertibility conditions on the Hessian, and relying on a law of large numbers and a central limit theorem, we show in the Appendix that the estimator is indeed asymptotically normal.
Theorem 4. Under Assumptions 1 and 3 (see the Appendix), (4.16)
The V Φ matrix is given by:
, where H ΦΦ is the Hessian matrix and S Φ the variancecovariance matrix of the score vector. More explicit expressions for the elements of these matrices are given in the Appendix.
We next provide the asymptotic distribution for the Cressie Read distance δ CR . The asymptotic distribution of δ CR will be useful to verify if the distance of a certain asset pricing model y(z, θ) is or not statistically different from zero. Since our extension to the Cressie Read family maintains the important properties of concavity of the conjugate problem and convexity of the constraints, we are able to mimic the asymptotic results provided by HHL (1995) when proving our theorem. 24
Assumption 2. a). b),
, where is defined in Equation (3.11).
c) The distance δ CR ≠ 0 (the model is misspecified). 25
Theorem 5. Under Assumptions 1, 2, and 3, (4.17) where σ 2 is the asymptotic variance on the central limit approximation of in assumption 2.a.
Proof. of Theorem 5
Following the proof of Proposition 2.2 in HHL (1995) , and noticing that , we decompose the estimator in two terms:
We centre our analysis at the first term of this decomposition since the second term, according to assumption 2.a) converges in distribution to N(0, σ 2 ).
Letting
, and , the concavity of function δ CR in λ, and the first-order conditions for the population conjugate problem imply the following gradient inequality 26 :
Using the consistency of and the continuity of by assumption 1.e), we apply Slutsky Theorem, to show that . This convergence and the central limit theorem for the pricing errors in assumption 2.b) imply that .
The consistency of θ and of the Lagrange Multipliers , imply that Y n -> p 0. By another application of Slutsky Theorem, the product X n Y n -> p 0, which by Equation (4.19) implies that
The convergence in probability of the first term on the right-hand side of Equation (4.18) to zero and the central limit theorem in assumption 2.a) for the second term on the right-hand side of Equation (4.18) imply by another application of Slutsky theorem that their sum converges in distribution to N(0, σ 2 ), which is the desired result. 27 To use this limiting distribution in practice we need to obtain an estimate of the scalar asymptotic variance σ 2 . Given a sample with n observations, we start by obtaining the estimates for the vector of parameters and the corresponding estimates for the Lagrange Multipliers . We form a time series sequence for t = 1,…, n. Noticing that the sample mean of is (see Equation 4.3), σ 2 can be estimated by using a Newey and West (1987) type of frequency zero spectral density estimator applied to the time series sequence , t = 1,…, n, as suggested by HJ (1997). HJ (1997) illustrated the usefulness of their least-square projection by analysÒing the degree of misspecification of the canonical consumption-based asset pricing model of Breeden (1979) and Lucas (1978) for various values of the preference parameters. We perform a similar analysis considering several Cressie Read discrepancy functions: Pearson's, EL, Hellinger's, ET, and CUE. For illustration purposes, we limit our analysis to solutions of problem (3.1), that is solutions to the MD problems for the whole space M of admissible SDFs and not for the restricted strictly positive SDFs.
Empirical Application
The Consumption CAPM (CCAPM) SDF is given by:
where C t denotes the time t aggregate consumption in the economy considered.
We use the annual time-series data on stocks and bonds of Campbell and Shiller (1989) updated to 2004 and the corresponding aggregate consumption annual series. 28 Similarly to HJ (1997), we first consider a small grid of values for the risk aversion coefficient θ in order to analyse the sensitivity of different discrepancy functions to changes in the parametric space. Then we estimate the model by following the procedure outlined in Section 3.5.
We concentrate on the risk-aversion parameter as it is the most important parameter in the CCAPM and since it is the one generating non-linearities in the model. For this reason, for each value of θ, β is fixed to a value that guarantees that the mean of the CCAPM SDF proxy is always equal to 0.98, the averaged value of the historical 1-month Treasury Bill. 29 For fixed values of the parameters β and θ, and given a time series of consumption growth rates we can compute the SDF m ccapm . Once we know the SDF proxy, it is possible to compute pricing errors, to estimate the discrepancy distance CR and Lagrange multipliers for any discrepancy in the Cressie Read family for a fixed value of γ.
We chose values for the risk aversion parameter θ from two very distinct regions of the parametric space. Small values of θ (θ = 1,5) will correspond to small volatility CCAPM SDFs that will have more difficulty in pricing the stock returns (S&P 500). On the other hand, high values of θ (θ = 20,50) will generate more volatile CCAPM SDFs that will have variation compatible with the extreme variation of equity returns. This behaviour description for the CCAPM SDF is compatible with the equity premium puzzle document by Mehra and Prescott (1985) and re-expressed in terms of SDF's variance bounds by HJ (1991).
Lagrange Multipliers (portfolio weights) and Implied SDFs
We start by analysing results obtained with the Pearson, EL, Hellinger, ET, and CUE discrepancies. For each fixed discrepancy and parameter θ value, we solve the MD optimisation problem proposed in Equation (3.7) to obtain the Lagrange Multipliers (LM), the corresponding implied admissible SDF, and the value that minimises the discrepancy. Table 1 presents the LM estimated with each CR discrepancy. As noticed in Section 3.3, those LM estimates correspond to optimal portfolio weights from the maximisation of a HARA utility function (plus a linear term) when the agent can invest in a short-term bond and/or the S&P 500. We observe that for all values of the parameter θ within the grid, all discrepancies agree on the signs of the weights attributed to the bond and the S&P: they all sell the bond and buy the S&P. According to the results appearing in Corollary 1, the admissible SDFs that solve the concentrated MD problem should be negatively correlated to the S&P returns whenever the non-parametric term given by dominates the parametric term coming from the CCAPM. This is exactly what can be observed in Table 2 and Figures 1 and 2. Table 2 presents the correlation of admissible SDFs with the S&P 500 returns. In the last column it presents the correlation of the parametric CCAPM model with the S&P 500 returns. For all discrepancies, the correlation is decreasing in absolute value with the value of θ. This is well illustrated in Figures 1 and 2 . They present for two very different values of θ (5 and 50) and each discrepancy function, the CCAPM SDF (dashed line) and the corresponding admissible SDF (solid line) that is closest to the CCAPM SDF in that region of the parametric space. Note that for the smaller value of θ in Figure 1 , the non-parametric part of the admissible SDF generates more variability than the CCAPM (compare the solid and dashed lines). For the larger values of θ (see Figure 2 ), the CCAPM term shows high variability and the correlation between admissible SDF and S&P returns goes from high negative values to small negative values, which is precisely the correlation of the CCAPM SDF with the S&P returns (see last column of Table 2 ).
Still observing the portfolio weights (or LMs) in Table 1 , we can see that the weights for the S&P are not very sensitive to changes in the parameter value θ while the weights in the short-term bond clearly decrease with θ. This has an intuitive interpretation: since when increasing the value of we increase the variability of the CCAPM SDF, any admissible SDF that will solve the MD problem should present the non-parametric term with volatility of the magnitude of the parametric term (the CCAPM SDF). The way to achieve this high volatility is to keep higher weights on the S&P and lower weights in the bond.
Discrepancy Measures and Implied Probabilities
We next move to the analysis of the MD values obtained by solving the dual maximisation problems that will capture the degree of misspecifation of the CCAPM model in each region of the parametric space. Table 3 presents the minimising values for the discrepancy functions adopted. Not surprisingly, all Cressie Read discrepancies achieve their smallest value (considering the parameter grid) when θ = 50. In principle, if we had to choose a parameter value based on any of these discrepancy problems we would choose the same as HJ (1997) , which corresponds to our CUE quadratic problem. However, the behaviour of the implied admissible SDFs for each discrepancy function varies a lot, especially for the smaller value of the parameter θ = 5 (see again Figures 1 and 2 ). For instance, while Cressie Read estimators with non-positive γ (Pearson, EL, Hellinger, and ET) produce SDFs that are positively skewed with respect to the constant 1 (have more extreme positive values) the estimator with a positive γ (CUE) produces a SDF that is negatively skewed with respect to the constant 1.
Based on equation (3.23), we also computed the implied probabilities corresponding to these admissible SDFs. Here we have a total of 115 annual observations what generates constant empirical probabilities equal to
. Figures 3 and 4 show these implied probabilities. Note that for any fixed value of the CCAPM parameter θ, the variability of those probabilities around the empirical probabilities (dashed line) appears to be a decreasing function of the Cressie Read parameter γ.
Model Estimation
We follow the estimation procedure described in Section 3.5 and solve the optimisation problems for all the CR discrepancies previously analysed. Figure 5 presents estimation results. In each panel corresponding to a particular value of γ, the estimated risk aversion coefficient θ is reported in the legend, while the graph plots the admissible SDF that is the closest to the estimated parametric model (the CCAPM). Table 4 presents the parameter estimates with the corresponding standard errors obtained based on the asymptotic results described in Section 4. The standard errors where estimated based on analytical formulas obtained for the asymptotic information and Hessian matrices as functions of the returns, consumption growth, Lagrange Multipliers for S & P and riskfree rate, and model parameter (risk aversion coefficient).
We see that all CR discrepancy estimators produce very high values for the risk aversion coefficient, which confirms the failure of the CCAPM model to explain the equity premium with a reasonable risk aversion coefficient. The estimated value for the risk aversion is in the order of 34.0, ranging from a minimum of 33.0 under the CUE (γ = 1) estimator to a maximum of 35.3 under the Pearson estimator. Standard errors are a decreasing function of the Cressie Read parameter gamma, going from 8.7 under the Pearson estimator down to 5.7 under the CUE estimator.
Note also that as we are solving problems that search admissible SDFs in the set M, we are not restricting the SDFs to be positive. For this reason we can observe that some admissible SDFs achieve negative values in some states. Alternatively, we could have solved the MD problem in M+ (set of non-negative admissible SDFs) to guarantee the non-negativity of the SDFs. Li, Xu and Zhang (2010) indicate that for the HJ distance, when they search within the set of non-negative SDFs M+ they are able to distinguish asset pricing models better than when they search within the set of admissible SDFs M. Gospodinov, Kan, and Robotti (2010) analyse the case of linear asset pricing models. They provide a detailed analysis of the conditions under which searching in both M and M+ results in significant different results in terms of model choice. Given all this recent research on the topic of HJ distance with no-arbitrage constraint, we believe comparing results in the two sets of SDFs (M and M+) under our general MD discrepancies is an interesting and natural avenue to pursue in future research, especially with a larger set of asset pricing models.
Discussion
A few lessons can be learned from the empirical application we just described. While applying our new discrepancy measures to the CCAPM may appear like beating a dead horse, the exercise is in fact very instructive in terms of misspecication. Indeed, the Cressie-Read discrepancy measures all concur in showing that the CCAPM model becomes compatible with return data only for high values of the risk-aversion. However, our approach allows us to recover the implied nonparametric SDF or equivalently how the MD estimators correct the pricing errors obtained by the CCAPM and this has information about the potential source of misspecification. Indeed, as usual in econometrics, a good misspecification test should provide some insight about the source of the specification problem and suggest some direction for improving the model. For instance, in a regression model, analysing and testing some characteristics of the residuals will reveal some missing variables. Similarly, in our context, the functional form of basis assets with which the estimator corrects pricing errors can be suggestive of directions to improve the asset pricing model. For instance, while the HJ distance will correct the CCAPM with a linear combination of the returns on the short term interest rate and S&P, a estimator like EL will correct the CCAPM with the log of a linear combination of basis assets. Depending on how much the powers of consumption growth and the S&P returns covary, a non-linear correction of the CCAPM might be more effective. An important question is, "What is the best way to correct the CCAPM model using S&P and short term rate returns, so as to price S&P returns?" That is the potential kind of question that our methodology allows to answer. According to how much weight each estimator gives to the moments of returns, the correction will be different and will affect the value of the parameter estimated, as can be observed in Section 5.3. Statistical tests can be constructed via the distances obtained under different MD estimators, with the asymptotic properties described in Section 4.
The richness of our framework in terms of discrepancy measures may be construed as a hurdle since a criterion has to be chosen to pick a γ among possible values of the Cressie Read family or even to choose between many families of discrepancies. In Almeida and Garcia (2008) , we discuss robustness issues related to diagnosing asset pricing models and performance evaluation. In the case of our misspecification measure and the corresponding statistics that come with it, varying the γ will tell us to what extent the model assessment is dependent upon the discrepancy measure chosen. Allowing for this robustness analysis is in our view a good feature of our approach since it can tell us in which direction to improve the asset pricing models at hand.
Conclusion
We extend the least-square projection proposed by HJ (1997) to measure the degree of misspecification of asset pricing models by suggesting more general projections based on the minimisation of discrepancy convex functions. Solutions to these MD problems naturally imply semi-parametric and non-linear SDFs that take into account an arbitrary number of moments of the distributions of assets returns. We relate the problem of finding general MD projections of asset pricing models onto the family of admissible SDFs to that of solving an optimal portfolio problem. When specialising to the Cressie Read family of discrepancies, our projections are obtained as solutions to optimal portfolio problems based on HARA utility functions added to a linear term on the asset pricing proxy considered as an imperfect SDF benchmark. We also relate the MD admissible SDFs to the implied probabilities from the econometric literature (see Newey and Smith (2004) ), showing that in our context those probabilities are a normalised version of the admissible SDFs translated by an ane function of the asset pricing proxy model. Finally, we illustrate our methodology with an application to the CCAPM model, making use of a number of well-known Cressie Read discrepancies, namely Pearson's, EL, Hellinger's, ET, and CUE. All estimators produce a high value for the risk-aversion parameter, reinforcing the equity premium puzzle.
Appendix -Asymptotic Normality of Estimators
First, we provide explicit expressions for the various quantities that will enter our assumptions to be able to prove asymptotic normality of the estimators.
Given the function ƒ γ (θ, λ, z) from Equation (4.1), for some assumptions in deriving the asymptotic normality results, we will need to know its derivative with respect to :
We will also need first and second derivatives of this function h γ , for any λ ∈ ; e) θ* is an interior point of Θ and h γ (θ, λ, z) is twice continuously differentiable at θ = θ * , for any λ ∈ , z-almost surely; f ) There exists a constant > 0 such that: for a sufficiently small ∆ > 0, for any λ ∈ . 23
Proof. If the first term on the right-hand side turns out to be asymptotically nonstochastic, and the second term turns out to be asymptotically normal, it will follow that must be asymptotically normal. We first show that H ΦΦn ( ) tends to a certain nonstochastic matrix as n -> ∞. Under Assumption 1c) and Assumptions 2 a), d), e), f), one can invoke the uniform weak law of large numbers with . Therefore H ΦΦn ( ) must tend to the asymptotic Hessian H ΦΦn ( ) as n -> ∞. The only stochastic element on the right-hand side is (8.13)
By assumptions 1.c), 2.a), 2.b), 2.c), and 2.d), we can invoke a central limit theorem (see Kitamura and Stutzer, 1997 ) that guarantees that:
(8.14)
and the desired result in Theorem 4 follows, where the V Φ matrix is given by: Campbell and Shiller (1989) . Cressie Read SDFs are obtained from the first-order condition of HARA utility maximisation problems whose portfolios are linear combinations of the listed risk factors with an extra linear term including the asset pricing proxy model y (the CCAPM). A fixed SDF mean is set equal to 0.98. Campbell and Shiller (1989) . Cressie Read estimators solve HARA utility maximisation problems whose portfolios are linear combinations of the listed risk factors with an extra linear term including the asset pricing proxy model y (the CCAPM). A fixed SDF mean is set equal to 0.98. Campbell and Shiller (1989) . Cressie Read estimators solve HARA utility maximisation problems whose portfolios are linear combinations of the listed risk factors with an extra linear term including the asset pricing proxy model y (the CCAPM). A fixed SDF mean is set equal to 0.98. 
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