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ON SOME TOPICS OF ANALYSIS ON NONCOMMUTATIVE SPACES
DANILA ZAEV
Abstract. We consider a conservative Markov semigroup on a semi-finite W ∗-algebra. It is
known that under some reasonable assumptions it is enough to determine a kind of differen-
tial structure on such a “noncommutative space”. We construct an analogue of a Riemannian
metric in this setting, formulate a Poincare´-type inequality, provide existence and unique-
ness results for quasi-linear elliptic and parabolic PDEs defined in terms of the constructed
noncommutative calculus.
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1. Introduction
The main goal of this paper is to establish a framework for the analysis of PDEs in a
noncommutative setting. As was shown by J.-L. Sauvageout and F. Cipriani in [7], one can start
with a Markov semigroup on a C∗-algebra and construct in a natural way a noncommutative
version of differential calculus, including square-integrable vector fields, gradient and divergence
operators. In commutative case this construction corresponds to some kind of (possibly) non-
local analysis, described e.g. in [18]. In finite-dimensional noncommutative situation it was
considered by M.A. Rieffel in [25].
“What is a continuous function? It is an element of a commutative C∗-algebra”. This is the
expression of the idea of the noncommutative analysis approach. Instead of characterizing an
object itself, one provides a definition for the algebraic structure of the space of these objects.
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2 DANILA ZAEV
It is well-known that C∗-algebras encode continuous functions (and their noncommutative
operator-like analogues) and therefore, by duality, (nice enough) topological spaces; W ∗- (or
von Neumann) algebras encode bounded measurable functions/operators. It is also possible to
define unbounded measurable objects (operators or functions) in the similar manner, spaces of
Lp- (p-absolutely integrable) objects and so on.
The starting point of this paper is the following fascinating fact: it is possible to define
abstractly a kind of Sobolev W 1,2-space (space of square integrable functions with square in-
tegrable weak differential), which is called a Dirichlet space. In the following we show that
a commutative C∗- (or W ∗-) algebra in a pair with an appropriately defined Dirichlet space
acts like a generalized “Riemannian manifold”, which has a Sobolev (instead of a differen-
tiable one) tangent bundle and a measurable measure-valued “metric tensor” defined on it.
Moreover, being defined in the “functional analytic” way, it can be easily generalized to the
noncommutative setting, leading to a beautiful unification of different mathematical concepts.
Our novelty here is a construction of an analogue of a Riemannian metric in the setting of
C∗-Dirichlet forms. In fact, this concept fills the gap in the informal table of (determining one
another) structures below:
is scalar-valued is measure-valued
defined on functions Dirichlet form Carre´ du Champ form
defined on sections Symmetric differential calculus place for a “Riemannian metric”
Then we formulate a Poincare´-type inequality in the form appropriate to our goals. With
its help we provide existence and uniqueness results for quasi-linear elliptic and some parabolic
PDEs defined in terms of the constructed noncommutative calculus. In particular, we formulate
a definition of continuity equation on a noncommutative space and deduce an existence result
from the general theory of linear evolution PDEs.
The paper is organized as follows. In Section 2 we review the current state of the area
of our interest. Then, in preliminary Section 3 we describe some basic facts about C∗- and
W ∗-algebras, weights and traces on them, and the construction of corresponding L2-spaces.
We restrict ourselves by considering only tracial case, though not necessarily finite. Note, that
necessity for existence of a faithful normal semi-finite trace, that will be assumed throughout
the paper, restricts us to the world of semi-finite W ∗-algebras. In Section 4 we introduce the
notions of Markov map, C0-semigroup of Markov operators, its generator, and the key notion
of Dirichlet form. The material is not new and rather standard, but our goal is to describe it
for a reader not familiar with noncommutative geometry nor operator algebras. Sections 5 and
6 are dedicated to the construction of noncommutative differential calculus associated with a
Dirichlet form and, hence, with a Markov semigroup.
In Section 7 we describe our construction of noncommutative “Riemannian metric”. In
general it takes values in the Banach dual of the underlying C∗-algebra. In the case of smooth
Riemannian manifold it reduces to a measurable L1-valued bilinear form of L2-sections of the
tangent bundle and extends the Riemannian metric tensor defined in the usual sense.
In Section 8 we provide a definition of Poincare´-like inequality, which differs from the usual
one, but is appropriate for our following study of elliptic PDEs. We consider an example of
noncommutative 2-torus equipped with the canonical Dirichlet form and come to a conclusion
that it satisfies our version of the inequality.
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In Section 9 we define and study linear and quasilinear elliptic PDEs. We mostly follow a
standard approach involving Galerkin approximation and Browder-Minty monotonicity trick.
Under the standard assumptions this technique allows us to prove existence and uniqueness
results of weak solutions.
Finally, in Section 10 we add time axis in our setting and consider parabolic PDEs. In
particular, we show that it is possible to give a meaningful formulation of a continuity equation
on noncommutative space and provide an existence result for its weak solution.
2. An introduction to noncommutative analysis
There are basically two general approaches to noncommutative analysis. The first one
generalizes abstract measure theory, and its starting point is a noncommutative analogue of
L∞-space, that is a W ∗-algebra (it is also called von Neumann algebra, but usually a von
Neumann algebra means a W ∗-algebra with a fixed Hilbert space representation). Following
this approach one defines an L1-space as a Banach predual of a givenW ∗-algebra and construct
other Lp-spaces using a kind of Banach space interpolation theory. A good reference for that
is Section 1 of [29].
The second approach generalizes topology, and its starting point is a C∗-algebra, which is in
the commutative case appears to be isomorphic (via a kind of Gelfand duality) to the algebra
of all continuous functions vanishing at infinity on some locally compact space. As in the
commutative case, given a C∗-algebra and an appropriate analogue of a “reference measure”,
one can construct all the Lp-spaces, p ∈ [1,+∞]. They share many properties with their
classic counterparts, e.g. Ho¨lder and Minkowski inequalities. This construction is described,
for example, in Section 2 of [1].
One can generalize the notion of finite measure considering a positive linear functional on a
C∗-algebra (in a commutative case it corresponds to integration). If this functional has a unit
norm, it is called a state. Thus, states are elements of the positive part of a unit sphere in
the Banach dual of a C∗-algebra. On W ∗-algebras, which are analogues of L∞-spaces, one is
usually interested in normal states, which are elements of the space L1 (which is the Banach
predual of L∞). Equivalently, normal states are weak∗-continuous states.
The generalization of the notion of non-necessarily finite measure is called a weight. It is
defined as an unbounded positive linear functional, which is lower semi-continuous and has a
dense domain of definition. For the rigorous definition see, for example, Subsection 2.2. of
[23] or Section 4 of this paper. A faithful weight (state) is such a functional, that the only
positive element in its kernel is zero. In the case of commutative C∗-algebras, faithful states
correspond to Borel probability measures that have full domain. It is natural to choose a
“reference” weight (state) to be faithful.
The basic dictionary between commutative and noncommutative notions appears to be as
follows:
Commutative Noncommutative
Algebra of continuous functions C∗-algebra
Algebra L∞ W ∗-algebra
Borel measure Weight on C∗-algebra
Probability measure State
and, as we see later, it can be continued in various directions.
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An important property of a weight is the trace property: τ(a · b) = τ(b · a), ∀a, b ∈ A+
(actually, trace of a matrix is a functional of this type on a matrix algebra). If our reference
weight has this property, the consequent “analysis” is significantly simplified: we are still not
too far from commutative world. In the constructions of Lp-spaces, described in [1] and [29], it
is assumed that the reference weight has the trace property. For the construction of Lp-spaces
in the case without this assumption, see Subsection 5 of [23].
Dirichlet forms in noncommutative setting were originally defined by Albeverio and Hoegh-
Krohn in [1]. They started with a C∗-algebra and a faithful trace defined on it. Then they
consider a quadratic form on a dense domain of the associated L2-space (more precisely, the
domain is dense in the “real” part of the L2-space). If a quadratic form is positive, closed,
densely-defined, and has a quadratic Lipschitz contraction property: E(f(a)) ≤ ‖f‖2Lip0 · E(a),
∀f ∈ Lip0(R), a ∈ D(E), it is called a Dirichlet form. If this form is agree with the original
C∗-algebra in the sense that the intersection of the algebra with the domain of a form appears
to be a form core dense in the algebra, it is called regular. Dirichlet forms are in one-to-
one correspondence with symmetric completely Markov C0-semigroups on L
2 (Th. 2.7, 2.8
of [1]). In addition, the notion of completely Dirichlet form and the corresponding notion
of completely Markov semigroup were introduced in Section 3 of [1]. These notions make
sense only in noncommutative context. Theorem 3.2 of [1] establishes a characterization of
completely Dirichlet forms, which may serve as a technical tool for the study of forms with
this property.
The research of this topic was continued by B. Davies and M. Lindsay, see [12]. In particular,
they proved an important technical result: the intersection of the domain of a completely
Dirichlet form with the original C∗-algebra is an involutive dense subalgebra.
Based on the definitions introduced in [1], Sauvageout and Cipriani in the series of papers
([4], [5], [6], [7], [8], [9], [10], e.t.c.) made a huge breakthrough in the theory and established a
bunch of new results. A short overview of their achievements is available in the form of slides
(see [6] and [28]).
Let us mention a few directions in the contemporary research.
• Construction of a noncommutative calculus associated to a Dirichlet form. The main
paper devoted to this topic is [7]. The main result there is an explicit construction of
a “tangent” Hilbert bimodule, which is an analogue of the module of all L2-integrable
sections of the tangent bundle of a manifold. It was shown, that there exists a linear
map from the domain of the form into this bimodule that satisfies Leibniz property
and appears to be an analogue of a “gradient” map. Such objects, like Dirichlet forms
themselves, their associated Carre´ du Champ operators Γ, and infinitesimal generators
of the corresponding Markov semigroups can be expressed via the “gradient” derivation
into the “tangent” bimodule.
• Noncommutative potential theory. It includes the notions of Carre´ du Champ oper-
ators, finite-energy functionals, potentials, and multipliers of Dirichlet spaces appro-
priate to the noncommutative context. Under the assumption of trace property of
the “reference” weight this theory was described in [10]. An approach without this
assumption was also developed: see [11] for the original description of the results and
Sections 2 and 3 in [6] for a comprehensive review of the topic.
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• Application to self-similar structures. Using the results about the existence of a “tan-
gent” Hilbert bimodule associated to a Dirichlet form, it is possible to construct a
potential theory of fractal spaces. The one paper devoted to this direction of research
is [5]. See also the works of M. Hinz and A. Teplyaev (e.g. [17], [19]).
3. Preliminaries: C∗- and W ∗-algebras, L2-spaces
Definition 3.1 (C∗-algebra). (1) An algebra A is called Banach algebra over field F iff it
is a Banach space over F such that ‖a · b‖ ≤ ‖a‖ · ‖b‖.
(2) An associative Banach algebra A over C is involutive Banach algebra iff it is equipped
with operation ∗ : A → A, such that for all a, b ∈ A, t ∈ C
(a) (a∗)∗ = a,
(b) (ab)∗ = a∗b∗,
(c) (ta+ b)∗ = ta+ b,
(d) ‖a‖ = ‖a∗‖.
(3) An involutive Banach algebra A is a C∗-algebra iff ‖aa∗‖ = ‖a‖2 for any a ∈ A.
If A is a unital algebra, the last property is equivalent to the following:
‖a‖ = sup{|α| : α ∈ spec(a)},
where spec(a) is the spectrum of a:
spec(a) := {z ∈ C : ∄b ∈ A s.t. (a− z · 1A)b = b(a− z · 1A) = 1A}.
The spectrum of any element is a compact nonempty subset of the complex plane.
An element a ∈ A is called positive iff ∃b ∈ A s.t. a = b∗b. Equivalently, it is an element
with a nonnegative real spectrum. We denote the set of all positive elements in A as A+. Any
C∗-algebra is naturally equipped with the following order: a ≥ b ⇐⇒ a− b is positive.
An a ∈ A is self-adjoint iff a = a∗, or, equivalently, a has a real spectrum. The set of
all self-adjoint elements is denoted by As.a.. In general case As.a. is not closed under the
inherited algebraic operation, but appears to be a Banach space over R. Any positive element
is automatically self-adjoint: a = b∗b = (b∗b)∗ = a∗.
For any positive element a ∈ A+ define its square root a
1
2 as a positive element a
1
2 ∈ A+,
such that (a
1
2 )2 = a. The modulus of an element a ∈ A is defined as |a| := (a∗a)
1
2 ∈ A+. It is
clear, that ‖a‖ = ‖|a|‖. For a self-adjoint element a ∈ As.a., the element |a| − a is in A+. This
fact allows the following decomposition
(1) a = a+ − a−, ∀a ∈ As.a., a+ := |a|, a− := |a| − a, a+, a− ∈ A+.
Definition 3.2 (W ∗-algebra). A C∗-algebra N is a W ∗-algebra iff it has a Banach predual
space N∗.
It is known that any W ∗-algebra has a unique Banach predual. Thus, along with the
C∗-norm topology any W ∗-algebra carry the natural weak∗-topology. Here is the essential dif-
ference between topology and measure theory: the first is the world of the norm (“supremum”)
topology, and the second is the world of the weak∗-one.
There is a set of representation results for C∗- andW ∗-algebras motivating their definitions.
Sometimes they are called Gelfand-Naimark type theorems.
Theorem 3.3 (Gelfand-Naimark). In the following assertions “≃” is a ∗-isomorphism.
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• For every commutative unital C∗-algebra A there exists a compact Hausdorff space X
s.t.
A ≃ C(X,C).
• For every commutative C∗-algebra A there exists a locally-compact Hausdorff space X
s.t.
A ≃ C0(X,C),
where C0(X,C) is the uniform completion of the space Cc(X,C) of all compactly-
supported continuous functions.
• For every C∗-algebra (W ∗-algebra) A there exists a complex Hilbert space H and an
uniformly (ultraweakly) closed ∗-subalgebra π(A) of B(H) such that
A ≃ π(A) ⊆ B(H),
where B(H) is a W ∗-algebra of all bounded linear operators on H.
• For every commutative W ∗-algebra A there exists a measure space (X,B, µ) s.t.
A ≃ L∞C (X,µ).
Let A be a commutative C∗-algebra. Instead of measures one can equivalently work with
“integrations”. It is a well-known Daniels approach to measure theory (see Section 5.6 of [23]).
It is justified to adopt and generalize this approach to noncommutative algebras. It can be
easily done for finite measures.
Definition 3.4 (State and trace). A linear functional µ : A → C is called state on A iff
• µ is continuous w.r.t. norm topology on A,
• µ is positive: µ(a) ∈ [0,+∞) for any a ∈ A+,
• ‖µ‖ = 1, where ‖µ‖ := supa∈A
|µ(a)|
‖a‖ .
A state is a finite trace iff it has the trace property:
• µ(a · b) = µ(b · a), ∀a, b ∈ A.
In the case of commutative C∗-algebra, there is a bijection between states, finite traces,
and Borel probability measures on the Gelfand spectrum of the algebra (which is a compact
Hausdorff space).
In the case of not necessarily finite measure the situation is a bit more complicated.
Definition 3.5 (Weight and trace). A map µ : A+ → R≥ ∪∞ is called semi-finite weight on
A iff
• µ(ta+ b) = tµ(a) + µ(b) for a, b ∈ A+, t ∈ R≥,
• µ is lower-semicontinuous w.r.t. norm topology on A+,
A weight is called semi-finite iff
• µ is finite on a norm-dense subspace: Dom(µ) := {a : µ(a) < ∞, a ∈ A+} is dense in
A.
A weight is a trace iff it satisfies the trace property:
• µ(a · b) = µ(b · a), ∀a, b ∈ A.
If a semi-finite weight is defined on a W ∗-algebra, it is natural to modify appropriately the
definition of semi-finiteness.
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Definition 3.6 (Normal weight and trace). A weight µ defined on a W ∗-algebra N is called
normal iff it is lower-semicontinuous w.r.t. weak∗-topology on N . A weight µ is normally
semi-finite iff it is normal and satisfies the property:
• µ is finite on a weak∗-dense subspace: Dom(µ) := {a : µ(a) < ∞, a ∈ N+} is weak∗-
dense in N .
Example 3.7. Let µ on Z (countable set with discrete topology) be the counting measure,
A := C0(Z), N := l∞(Z) = Cb(Z). It can be shown that integration with µ defines a weight,
which is semi-finite on A, but not semi-finite on N . Nevertheless, it is normally semi-finite on
N .
Any state µ can be considered as a semi-finite weight with Dom(µ) = A. Since any element
of C∗-algebra can be represented as a linear combination of two self-adjoint elements: a =
1
2(a
∗ + a) + i2(ia
∗ − ia), it follows that for any weight µ,
µ(a∗) = µ(a), a ∈ Dom(µ).
A weight is called faithful iff it has the following property:
a ∈ A+, µ(a) = 0 =⇒ a = 0.
In the commutative case any Borel measure corresponds to a faithful weight iff it has a full
topological support.
Let us define a ∗-subalgebra m := {a ∈ N : τ(|a|) < ∞} and a *-ideal n := {a ∈ N :
τ(a∗a) < ∞} of N . By definition, L2(τ) is a completion of n in the inner product topology:
〈a, b〉L2 := τ(a
∗b) for a, b ∈ n(2). The space L1(τ) is a completion of m := {a ∈ N : τ(|a|) <∞}
in the norm topology defined as ‖a‖L1 := τ(|a|). It is clear that m = N ∩ L
2(τ) is dense in
both spaces as well as n = N ∩ L1(τ). Let us define positive cones (L1(τ))+ ⊂ L1(τ) and
(L2(τ))+ ⊂ L2(τ) as closures of m+ = {a ∈ m : a ∈ N+} and n+ = {a ∈ n : a ∈ N+}
respectively. It can be checked that both L1(τ) and L2(τ) are bimodules over N if one defines
a · f for a ∈ N , f ∈ L1(τ) as a limit of a · fn, fn ∈ n, fn → f ; f · a as a limit of fn · a, fn ∈ n,
fn → f ; and analogously for h ∈ L
2(τ).
Noncommutative version of the Radon-Nikodym theorem (see section 5.1 of [23]) establishes
isomorphism between L1(τ) and N∗ via the correspondence: a(f) := τ(a ·f) = τ(f ·a), a ∈ N ,
f ∈ L1(τ). The GNS construction (see section 2.3 of [23]) provides a canonical ∗-representation
of N on L2(τ) such that a(h) := a · h.
4. Preliminaries: Semigroups and Markovianity
Let Mn be the algebra of all n × n matrices, tr : Mn → C be a usual matrix trace, N be
some semi-finite W ∗-algebra.
Definition 4.1 (Completely positive map). A linear map T : N → N is positive iff a ∈ N+
implies T (a) ∈ N+. A linear map T : N → N is called completely positive iff for any n ∈ N
the map Id⊗ T :Mn ⊗N →Mn ⊗N is positive.
Any completely positive map is obviously positive. If N is commutative, then any positive
map is also completely positive. Thus the notions of positivity and complete positivity are
coincide in the commutative case. For more information on complete positivity see [16].
Definition 4.2 (Markov map). A linear map P : N → N is called Markov iff
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(1) P is completely positive,
(2) P is a contraction: ‖P‖ ≤ 1,
(3) P is identity preserving: P (1N ) = 1. Here 1N ∈ N is an identity element of the
algebra.
It is clear that ‖P‖ = 1, and it is also known that 0 ≤ a ≤ 1 implies 0 ≤ P (a) ≤ 1 for any
Markov map P on N .
Remark 4.3. We call an operator T on N conservative iff T (1N ) = 1. Markov maps are
always conservative as follows from our definition.
Let Mark(N ) be the space of all Markov maps on N .
Definition 4.4 (Markov semigroup). A family of Markov maps (Pt), Pt ∈ Mark(N ), t ∈
[0,∞), is a Markov semigroup iff
(1) t→ Pt is a morphism of semigroups: Pt+s = Pt + Ps, P0 = 1,
(2) it is element-wise weakly-∗ continuous: for any fixed elements a ∈ N , f ∈ N∗,
Pt(a)(f)→ a(f) as t→ 0.
Definition 4.5 (Symmetric trace). A normal faithful semi-finite (n.f.s.) trace τ on N is called
symmetric w.r.t. Markov semigroup (Pt) iff
τ(aPt(b)) = τ(Pt(a)b)
for any a, b ∈ N+ and any t ∈ [0,∞).
Let (Pt) be a Markov semigroup on N , τ be a symmetric n.f.s. trace. Define a semigroup
(P
(2)
t ) ⊂ B(L
2(τ)) as P
(2)
t (f) = Pt(f) on n and extend each map by continuity. The resulting
semigroup consists of positivity preserving self-adjoint operators of norm one. The semigroup
is in fact strongly continuous w.r.t. ‖ ·‖L2 -norm (e.g. Proposition 2.2 of [12]), i.e. for any fixed
h ∈ L2(τ) ‖P
(2)
t (h)− h‖L2 → 0 as t→ 0.
One can analogously define a semigroup (P
(1)
t ) on L
1(τ). Both (P
(2)
t ) and (P
(1)
t ) are called
Markov semigroups.
Definition 4.6 (Generator of Markov semigroup). Let (Pt), (P
(2))t, (P
(1))t be Markov semi-
groups on N , L2(τ), L1(τ) as defined above. Then their respective generators are uniquely
defined by the equalities:
lim
tց0
1
t
(Pt(a)(f)− a(f))−∆(a)(f) = 0, ∀a ∈ D(∆), f ∈ N∗,(2)
lim
tց0
1
t
∥∥∥(P (1)t (a)− a)−∆(1)(a)∥∥∥
L1(τ)
= 0, ∀a ∈ D(∆(1)),(3)
lim
tց0
1
t
∥∥∥(P (2)t (a)− a)−∆(2)(a)∥∥∥
L2(τ)
= 0, ∀a ∈ D(∆(2)),(4)
where D(∆) ⊆ N , D(∆(1)) ⊆ L
1(τ), D(∆(2)) ⊆ L
2(τ) are the subspaces of all elements s.t.
the corresponding limits in (2), (3), (4) exist.
Proposition 4.7. ∆(1) = ∆ when restricted to D(∆) ∩D(∆(1)) and ∆(2) = ∆ when they are
restricted to D(∆) ∩D(∆(2)).
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It is clear that ∆(2) is a densely defined unbounded self-adjoint operator on L
2(τ), which
is known to be closed. However, the complete characterization of L2-generators of Markov
semigroups is not known for the moment (see [20]). Let ∆
1
2
(2) be the unique closed self-adjoint
square root of the ∆(2), D(∆
1
2
(2)
) be its domain of definition.
Definition 4.8 (Dirichlet form of a semigroup). Let us fix aW ∗-algebra N , Markov semigroup
(Pt) and a n.f.s. symmetric trace τ on N . Let ∆(2) be the generator of (P
(2)
t ). Define
D(E) := D(∆
1
2
(2)) ⊆ L
2(τ). A Dirichlet form associated with (N , (Pt), τ) is a closed Hermitian
form, uniquely defined on D(E)⊗D(E) via the equation:
E(a, b) := 〈a,∆(2)(b)〉L2(τ), ∀a, b ∈ D(∆(2)) ⊆ D(E).
The Dirichlet space is the Hilbert space D(E) equipped with the inner product:
〈a, b〉E := 〈a, b〉L2 + E(a, b).
Definition 4.9 (Abstract Dirichlet form). Define an abstract Dirichlet form as a quadratic
map E : L2 → R+ ∪+∞, f → E [f ] that satisfies the conditions:
• the set D(E) := {f ∈ L2 : E [f ] <∞} is dense in L2,
• D(E) is complete in the norm:
‖a‖E := (‖a‖
2
L + E [a]))
1
2 ,
• the associated Hermitian form E(f, g) := 12((1+ i)(E [f ] + E [g])−E [f − g]− iE [f − ig]),
defined on D(E)×D(E), is real: E(a, b) = E(a∗, b∗) for all a, b ∈ B := A ∩D(E),
• for all f ∈ Lip10(R), a ∈ B
s.a.
(5) E [f(a)] ≤ E [a],
where Lip10(R) is the space of all real 1-Lipschitz functions with a fixed point 0 ∈ R.
For a densely defined Hermitian form E with domain D(E) ⊆ L2(τ) let E(n) denote the
Hermitian form on L2(τ)⊗ (Mn, tr) given by
D(E(n)) := D(E)⊗Mn,(6)
E(n)({a}ij , {b}ij) :=
n∑
i,j
E(ai,j , bi,j).(7)
Let E on L2(τ) be a Dirichlet form associated with (N , (Pt), τ). Then E
(n) is an abstract
Dirichlet form on L2(τ)⊗Mn, τ
(n) := τ ⊗ tr for every n ∈ N. Such forms are called completely
Dirichlet forms. In fact, symmetric Markovian semigroup are in one-to-one correspondence
with completely Dirichlet forms generating conservative semigroup (Theorem 3.3 of [12]).
A pair (N , τ) of a W ∗-algebra and a n.f.s. trace will be called noncommutative measure
space throughout the paper. The quadriple (N , τ, E ,D(E)), where E is a completely Dirichlet
form generating Markov semigroup, is called (by a slight abuse of notation) by Dirichlet space.
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5. Regularity and differential calculus
Let us fix a triple (N , (Pt), τ) of a W
∗-algebra, Markov semigroup and a symmetric n.f.s.
trace. Let E be the associated completely Dirichlet form.
Definition 5.1 (Regular subalgebra). An algebra A ⊆ N is called regular iff
(1) restriction of τ on A is a faithful, ‖ · ‖-semi-finite trace,
(2) Aτ := A ∩ n is norm dense in A,
(3) D(E) ∩A is norm dense in A,
(4) D(E) ∩A is dense in D(E) w.r.t. the inner product 〈·, ·〉E .
It can be checked, that a C∗-subalgebra generated by a regular subalgebra A ⊆ N is regular
itself. The following statement allows one to find a regular C∗-subalgebra.
Proposition 5.2 (Proposition 2.7 of [12]). L1(τ) ∩D(E) ∩ N is a regular subalgebra.
Definition 5.3. A completely Dirichlet form is called C∗-Dirichlet form if a regular C∗-
subalgebra is given.
Thus, every completely Dirichlet form is a C∗-Dirichlet form for some C∗-subalgebra. In fact,
it is possible to start with a C∗-algebra A and a faithful semi-finite trace on it, then construct
an L2(τ)-space, the G.N.S. representation of A on L2(τ), and set L∞(τ) to be a weak∗-closure
of the representation of A. It appears that if A = N is a W ∗-algebra, L∞(τ) = N .
Proposition 5.4 (Proposition 3.4 of [12], Proposition 2.2 of [7]). If E is a C∗-Dirichlet form
w.r.t. C∗-algebra A, the space B := A∩D(E) is a ∗-algebra w.r.t. multiplication and involution
induced from A.
A Hilbert bimodule over C∗-algebra A is a ∗-representation of A⊗maxA
◦ on a Hilbert space,
where ⊗max is a maximal C
∗-tensor product and A◦ is an algebra opposite to A (the same
algebra with reversed order of multiplication).
Let A be a C∗-algebra, τ be a faithful semi-finite trace on A, B ⊆ A ∩ L2(τ) be a given
∗-subalgebra dense in both spaces.
Definition 5.5 (Symmetric differential calculus). The triple (H, J, ∂) is called a symmetric
differential calculus iff
(1) H is a Hilbert bimodule over A,
(2) J : H → H is an antilinear involution,
J(ahb) = b∗J(h)a∗,
(3) ∂ : B → H is a symmetric derivation:
∂(a∗) = J(∂(a)),
∂(ab) = ∂(a)b + a∂(b),
which is closable as a linear operator from L2(τ) to H.
It follows, in particular, that
(8) ‖c(a⊗ b)‖H ≤ ‖c‖‖a ⊗ b‖H, ‖(a⊗ b)d‖H ≤ ‖d‖‖a ⊗ b‖H,
(9) 〈ha, g〉H = 〈h, ga
∗〉H, 〈ah, g〉H = 〈h, a
∗g〉H.
for a, b, c ∈ B, h, g ∈ H.
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Theorem 5.6 (Theorem 8.2 of [7]). For every Dirichlet space (N , τ, E ,D(E)) and a regular C∗-
algebra A, B := D(E)∩A is a ∗-subalgebra dense in both spaces, and there exists a symmetric
differential calculus (H, J, ∂) such that
• H is the completion of B ⊗ B/ ker ‖ · ‖H with respect to the norm:
(10) ‖a⊗ b‖H =
1
2
(E(a, abb∗) + E(abb∗, a)− E(bb∗, a∗a)),
(11) ker ‖ · ‖H :=
{∑
i
ai ⊗ bi ∈ B ⊗ B :
∥∥∥∥∥
∑
i
ai ⊗ bi
∥∥∥∥∥
H
= 0
}
,
• H is equipped with a Hilbert bimodule structure over A, defined on B by the formulas:
(12) c(a⊗ b) := (ca) ⊗ b− c⊗ (ab),
(13) (b⊗ c)a := b⊗ (ca),
for all a, b, c ∈ B.
•
∂(a)b = a⊗ b,(14)
E(a, b) = 〈∂a, ∂b〉H.(15)
By abuse of notation an element a ⊗ b ∈ B ⊗ B and its image in H will be denoted by the
same symbol.
Definition 5.7. Let (A, τ) and B be as above. Define a category of symmetric differential
calculi with symmetric differential calculi as objects and bimodule isometric isomorphisms
commuting with derivations and involutions as morphisms, i.e. morphisms are maps of the
form T : (H1, J1, ∂1) 7→ (H2, J2, ∂2)
T : H1 7→ H2,
T1(ahb) = aT2(h)b, ∀a, b ∈ A
T ◦ ∂1 = ∂2,
J1 ◦ T = J2.
Theorem 5.8 (Theorem 8.3 of [7]). For every Dirichlet space (N , τ, E ,D(E)) and a regular
C∗-algebra A, the symmetric differential calculus (H, J, ∂) defined in (5.6) is an initial object
in the full subcategory of all symmetric differential calculus satisfying
E(a, b) = 〈∂a, ∂b〉.
The derivation ∂ constructed in (5.6) is called the gradient operator associated with Dirichlet
form (E ,D(E)).
Since ∂ is a closable operator, it can be extended to a closed one, denoted by the same
symbol: ∂ : L2(τ) → H. It acts between Hilbert spaces, and one is able to define its adjoint:
∂∗ : H → L2(τ). Since ∂ is thought of as a noncommutative analogue of gradient, it is
reasonable to interpret ∂∗ as an analogue of divergence. Theorem 8.2 of [7] asserts that
the generator ∆(2) of the semigroup associated with a Dirichlet form can be expressed as a
composition ∆(2) = ∂
∗ ◦ ∂ on D(∆(2)), and, hence, can be thought of as a generalization of a
Laplace operator.
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5.1. Examples of noncommutative differential calculi.
5.1.1. Group algebras with length functions. Consider a locally-compact group G that is uni-
modular (it means that the left and the right Haar measures coincide). On the space of all
continuous complex-valued function with compact support define multiplication “⋆” as the
convolution and involution by the formula: f∗(g) := f(g−1), f ∈ Cc(G), g ∈ G. The norm on
Cc(G) is defined as follows: ‖f‖ := sup{‖f ⋆ h‖L2(χ) : h ∈ L
2(χ), ‖h‖L2(χ) = 1}. Then one
can consider the corresponding reduced C∗-algebra C∗r (G), which is the completion of Cc(G)
w.r.t. the defined norm. It is commutative iff G is abelian. A reference trace is defined as a
continuous extension of τ(f) := f(e), where f ∈ Cc(G) and e ∈ G is the identity element.
Equip G with a continuous length function l : G→ [0,+∞) that is conditionally of negative
type. For the definition see, for example, Section 2.5 of [31], or Section 2.10 of [3]. The
corresponding Dirichlet form is defined by the formula: E(f) :=
∫
G
|f(g)|2l(g)dχG(g). This a
conservative regular completely Dirichlet form, as shown in Example 10.2 of [7]. This example
is also described in [10] (Example 2.7 and Example 5.2), where an explicit construction of the
“tangent” bimodule and the associated gradient derivation is provided.
5.1.2. Dynamical systems. When an action of a group is given by homeomorphisms of some
topological space, it is possible to construct a convolution C∗-algebra of the associated action
groupoid. If the group is equipped with some kind of metric data, it is possible to define a
Dirichlet space associated with the action and this data. Probably, there is no description of
the construction in general case, but there are several well-studied examples.
The first one is a classic example of noncommutative torus. In fact, a 2-dimensional noncom-
mutative torus is the C∗-algebra associated with the action of Z on S1 by irrational rotations.
The canonical trace and a Dirichlet form is described in Example 2.8 of [10]. A description of
the associated differential calculus can be found in Example 5.3 of [10] and Subsection 10.6 of
[7]. Some results about concentration are described in Subsection 7.1.2 of [31].
Another example of this type, which appears in a physical model, is described in Example
5.4 of [10].
5.1.3. Riemannian foliation. J.-L. Sauvageout in [26] described a construction of a transverse
heat flow on a Riemannian foliation and the associated noncommutative Dirichlet space.
5.1.4. Clifford bundles. A classic example of a noncommutative Dirichlet space is the one
associated with a Clifford C∗-algebra. See Subsection 10.5 of [7] for the definition and the
description of the associated “tangent” bimodule.
More generally, one can consider a Dirichlet space associated to a Clifford bundle of a
Riemannian manifold. The references are the paper [8], Example 2.6 in [10] and Subsection
10.7 of [7].
6. Carre´ du Champ form
As in the classic theory of Dirichlet spaces, a finer analysis requires a notion of a “Carre´
du Champ” (or gradient) form. In probability theory it is a measure-valued quadratic form
with the same domain as the Dirichlet form, satisfying the equality E [a] =
∫
1dΓ[a]. In
noncommutative setting Γ should have its values in the positive part of the Banach dual of a
C∗-algebra A and should be connected with E in the similar manner: E [a] = 〈Γ[a], 1A∗∗〉 :=
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1A∗∗(Γ[a]). It is worth to note, that the double dual of a C
∗-algebra is always a W ∗-algebra
and, hence, has a multiplication identity 1A∗∗ .
Let A∗ be Banach dual space of C∗-algebra A, A∗+ ⊂ A be the closed cone of all positive
functionals. The space A∗ can be naturally equipped with the structure of bimodule over A:
(16) (a ·l m)(b) := m(ab), a, b ∈ A,m ∈ A
∗,
(17) (m ·r c)(b) := m(bc), c, b ∈ A,m ∈ A
∗.
Let σ : A∗ → A∗, σ(m)(a) := m(a∗) for any a ∈ A, m ∈ A∗. It is easy to note, that
σ(amb) = b∗σ(m)a∗.
Remark 6.1. When this does not lead to a confusion, we will omit symbols ·l and ·r in the
notation of left and right bimodule multiplications.
Fix some Dirichlet space (N , τ, E ,D(E)). Let A be some regular C∗-subalgebra of N . Then
one can define a Carre´ du Champ form Γ as follows. For f, g ∈ D(E), a ∈ A:
Γ(f, g)(a) := 〈∂(f), ∂(g)a〉H,
where ∂ : D(E) → H is a gradient operator associated with Dirichlet form E . Since ‖ah‖H ≤
‖a‖∞‖h‖H, a Carre´ du Champ form takes values in A
∗ (the Banach dual of A).
One can reformulate inner product on H in the terms of Γ:
(18) 〈a⊗ b, c⊗ d〉H = 1A∗∗(b
∗Γ(a, c)d).
(19)
∥∥∥∥∥
∑
i
ai ⊗ bi
∥∥∥∥∥
2
H
=
∑
i
∑
k
1A∗∗(b
∗
iΓ(ai, ak)bk).
and also the Dirichlet form in terms of Γ:
(20) E(a, b) = 1A∗∗(Γ(a, b)).
Here 1A∗∗ is the identity element of W
∗-algebra A∗∗.
It is also possible to explicitly express Γ via E :
(21) ΓE [a](b) := E(a, ab
∗) + E(ab∗, a)− E(b∗, a∗a), ∀a, b ∈ B := A ∩D(E).
See Lemma 9.1 of [7] for the proof of the nontrivial part of the following statement.
Proposition 6.2. A Carre´ du Champ (CdC) form Γ : L2(τ)→ {A∗+∪+∞}, f → Γ[f ], defined
above, has the following properties:
• the set D(Γ) := {f ∈ L2 : Γ[f ] ∈ A∗+} is dense in L
2,
• B := D(Γ) ∩ A is a ∗−subalgebra of A,
• D(Γ) is complete in the norm:
‖a‖2Γ := ‖a‖
2
L2(τ) + 1A∗∗(Γ[a]),
where 1A∗∗ is the identity element of W
∗-algebra A∗∗,
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• the associated A∗-valued form Γ(f, g) := 12((1 + i)(Γ[f ] + Γ[g])−Γ[f − g]− iΓ[f − ig]),
defined on D(Γ)×D(Γ), is Hermitian over C: ∀t, s ∈ C,∀a, b ∈ D(Γ)
Γ(ta, sb) = t∗sΓ(a, b),
Γ(a, b) = σ(Γ(b, a)),
(22)
and satisfies
• reality: Γ(a, b) = Γ(a∗, b∗) for all a, b ∈ B ⊆ A,
• representability: for all a, b, c ∈ B
(23) Γ(ab, c)− Γ(b, ac) = b∗Γ(a, c) − Γ(b, a∗)c,
• complete positivity: for any n ∈ N, {ai}
n
i=1 ⊂ A, {bi}
n
i=1 ⊂ A
(24)
n∑
j,k=1
b∗jΓ(aj, ak)bk ∈ A
∗
+.
It is easy to check that an element f ∈ A∗ belongs to the subspace L1(τ) ⊂ A∗ iff it is a
continuous functional w.r.t. the topology on A induced by the inclusion A ⊆ (L∞(τ), weak∗).
In [31] a Markov semigroup on L2(τ) is called a noncommutative diffusion semigroup iff the
image of the associated form Γ is a subset of L1(τ) (see Subsection 2.4 of [31] for details). In
this case it is possible to define Γ(a) using the generator ∆(2) of a noncommutative diffusion
semigroup:
2Γ[a] := L(a∗) · a+ a∗ · L(a)− L(a∗a), a ∈ D(∆(2)).
It is clear that in this case τ(Γ[a]) = E [a] for any a ∈ D(E).
Under the assumption that the semigroup associated with a Dirichlet form is a noncommu-
tative diffusion, one can formulate BE(K,∞) condition for some K > 0:
(25) Γ(Pt(a)) ≤ e
−2KtPt(Γ(a)), ∀a ∈ L
1(τ) ∩D(E) ∩ A, ∀t ≥ 0,
It can be checked, that both the right and the left hand sides of this inequality are well-defined.
If we do not assume that the form Γ has its values in L1(τ), we may face some problems with
the right-hand side of (25), which can be resolved under additional assumptions. In particular,
one need to extend the operator Pt to A
∗ (∀ t ≥ 0). The extension can be defined via duality:
Pt(z)(a) := z(Pt(a)), a ∈ A, z ∈ A
∗ in the case Pt has the following Feller-type property:
a ∈ A =⇒ Pt(a) ∈ A. This property of semigroups on C
∗-algebras is studied in details in
[27].
7. Riemannian metric
It is possible to construct an A∗-valued sesquilinear mapping on H that plays a role of
Riemannian metric tensor in noncommutative geometry. In a finite-dimensional situation this
idea was explored in details in the paper [25] of Marc A. Rieffel.
For simple tensors a⊗ b, c⊗ d in H set
Rˆ(a⊗ b, c⊗ d) := b∗Γ(a, c)d.
The following theorem is a noncommutative generalization of Lemma 2.1 from [18].
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Theorem 7.1. Rˆ can be uniquely extended to a well-defined C-sesquilinear mapping
R : H×H → A∗
such that for any h ∈ H, R[h] ∈ A∗+. For any h, g ∈ H one has 1A∗∗(R(h, g)) = 〈g, h〉H.
Proof. For any finite linear combination
∑
i ai ⊗ bi ∈ B ⊗ B and any f ∈ N+,∑
i
∑
k
(b∗iΓ(ai, ak)bk)(f) =
∑
i
∑
k
Γ(ai, ak))(b
∗
i fbk) =
∑
i
∑
k
Γ(ai, ak))(b
∗
i
√
f
∗√
fbk) =
=
∑
i
∑
k
1A∗∗((
√
fbi)
∗Γ(ai, ak))
√
fbk) =
∥∥∥∥∥
∑
i
ai ⊗ (
√
fbi)
∥∥∥∥∥
2
H
≥ 0.
Hence
∑
i
∑
k(b
∗
iΓ(ai, ak)bk) ∈ A
∗
+ and ‖
∑
i ai ⊗ bi‖ = 0 =⇒
∑
i
∑
k(b
∗
iΓ(ai, ak)bk) = 0 as a
linear functional. Therefore
R
[∑
i
ai ⊗ bi
]
:=
∑
i
∑
k
bibkΓ(ai, ak)
is a well-defined element of A∗+. It coincides with Rˆ on simple tensors.
Let h ∈ H and (hk)
∞
k=1 ⊂ H be a sequence of finite linear combinations of simple tensors
hk =
∑nk
i=1 f
(k)
i ⊗ g
(k)
i ∈ H approximating h in ‖ · ‖H. For any f ∈ N+
lim
k
R(hk)(f) = lim
k
∑
i
∑
j
((b
(k)
i )
∗Γ(a
(k)
i , a
(k)
j )b
(k)
j )(f) =
= lim
k
∑
i
∑
j
Γ(a
(k)
i , a
(k)
j ))((b
(k)
i )
∗
√
f
∗√
fb
(k)
j ) =
= lim
k
∑
i
∑
j
1A∗∗((
√
fb
(k)
i )
∗Γ(a
(k)
i , a
(k)
j )
√
fb
(k)
j ) = lim
k
‖hk
√
f‖2H = ‖h
√
f‖2.
Set R[h](f) := limk R[hk](f) for any f ∈ N+. Since one can decompose any element f ∈ N
as a linear combination of positive elements: f = f1 − f2 + if3 − if4, where
f1 :=
∣∣∣∣x+ x∗2
∣∣∣∣ , f2 := f1 − x+ x∗2 , f3 :=
∣∣∣∣x− x∗2i
∣∣∣∣ , f4 := f3 − x− x∗2i ,
R[h](f) can be defined on N as follows:
(26) R[h](f) := lim
k
R[hk](f1)− lim
k
R[hk](f2) + i lim
k
R[hk](f3)− i lim
k
R[hk](f4).
It is well-defined continuous linear functional, since
R[h](f) = ‖h
√
f1‖
2 − ‖h
√
f2‖
2 + i‖h
√
f3‖
2 − i‖h
√
f4‖
2,
|R(h)(f)| ≤ 4‖f‖∞‖h‖H

It can be noted, that the map R : H × H → A∗ constructed above satisfies the following
properties:
• sesquilinear over C: ∀t, s ∈ C,∀h, g ∈ H, R(ta, sb) = t∗sR(a, b),
• R(h, ga) = R(h, g) ·r a
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• σ(R(h, g)) = R(g, h),
• R(ah, g) = R(h, a∗g),
• {h ∈ H : R(h, g) = 0 ∀g ∈ H} = 0.
• positivity: R(h, h) ∈ A∗+,
for all h, g ∈ H, a ∈ A. It is a consequence of (6.2) and the very definition of R(·, ·). See also
Section 3 of [25] and Corollary 2.1 in [18].
8. Poincare´ inequality
In this section we provide a definition of Poincare´-like inequality, which differs from the
usual one, but is appropriate for our following study of PDEs.
Let us define a kernel of a Dirichlet form as follows.
ker E := {u ∈ D(E) : E [u] = 0} .
Let D(E) (which is a Hilbert space) be decomposed into orthogonal sum
D(E) = ker E ⊕D⊥(E).
It is clear that D⊥(E) is a Hilbert space w.r.t. inner product E(·, ·).
Definition 8.1. E is said to satisfy Poincare´ inequality iff for any a ∈ D⊥(E),
(27) ‖a‖2L2 ≤ CE [a],
where C > 0 is some constant. The Poincare´ constant CP is defined as the infimum of all
constants C such that the inequality (27) is satisfied.
Assume that dim(ker E) ≤ 1, i.e. it is either trivial or one-dimensional. Then the dimension
of ker∆(2) is also not greater than one. Is such a case the Poincare´ constant can be interpreted
as the inverse of the spectral gap g of ∆(2).
1
CP
= g := {λ : λ > 0, λ ∈ σ(∆(2))} > 0.
It should be noted, that in some classic definitions of Poincare´ inequality it is required for
ker E to be one-dimensional. We do not assume that and we show that our formulation of the
inequality is enough to establish existence/uniqueness results for many PDEs (see the next two
sections).
Let us consider a toy noncommutative example.
Example 8.2 (noncommutative 2-torus). A noncommutative 2-torus can be defined in differ-
ent equivalent ways. One of them is to define it as a universal C∗-algebra generated by two
unitaries U and V satisfying the relation V U = e2ipiθUV for some fixed parameter θ ∈ R. The
unique tracial state τ is defined by the equality:
τ

 ∑
n,m∈Z
αn,mU
nV m

 := α0,0, n,m ∈ Z, αn,m ∈ C.
If one equip noncommutative torus with the Markov semigroup of the form:
Pt(U
nV m) = e−t(n
2+m2)UnV m, n,m ∈ Z,
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the associated C∗-Dirichlet form is the closure of the form defined by
E

 ∑
n,m∈Z
αn,mU
nV m

 = ∑
n,m∈Z
(n2 +m2)|αn,m|
2
on the elements with finite number of non-zero components αn,m.
It is clear, that the Poincare´ inequality is satisfied in this case, and CP = 1:∥∥∥∥∥∥
∑
n,m∈Z
αn,mU
nV m
∥∥∥∥∥∥
L2(τ)
=
∑
n,m∈Z
|αn,m|
2 ≤
∑
n,m∈Z
(n2 +m2)|αn,m|
2 = E

 ∑
n,m∈Z
αn,mU
nV m

 .
The ker E is one-dimensional and consists of constants. Hence the spectral gap of the corre-
sponding operator ∆(2) is equal to one.
For the alternative definitions of Poincare´ inequalities in noncommutative setting see the
series of papers of M. Junge and Q. Zeng ([21], [22], [30], [31], e.t.c.), where they study
relations between noncommutative analogues of various consentration-like inequalities. For
the short review of their results see Subsection 1.2.2 of [31].
9. Quasilinear elliptic equations
Assume that a Dirichlet space (N , τ, E ,D(E)) and a regular C∗-algebra A are chosen and
fixed throughout the section. We also assume D(E) to be a separable space. Let us first prove
the existence of a weak solution for a linear Poisson equation:
(28) ∂∗∂u = f, f ∈ D(E),
Definition 9.1. An element u ∈ D(E) is called a weak solution for (28) iff
〈∂u, ∂g〉H = 〈f, g〉L2(τ)
for any g ∈ D(E).
Theorem 9.2 (Dirichlet principle). Let E satisfies Poincare´ inequality (27). Then (28) has a
weak solution.
Proof. We are going to use a classic variational direct method, based on Poincare´ inequality.
Let I : D(E)→ R be defined as I(u) := 12‖∂u‖
2
H −ℜ〈f, u〉L2(τ). Note that for any δ > 0
I(u) ≥
1
2
(
‖∂u‖2H − δ‖u‖
2
L2(τ) −
1
4δ
‖f‖2L2(τ)
)
.
Hence it follows from Poincare´ inequality that I(u) has a finite infimum I∗.
Let (un)
∞
n=1 ⊂ D(E) be such that I(un)ց I∗. We need to show that there is a subsequence
converging to a limit in D(E).
By Ho¨lder and Poincare´ inequalities,
(29) I(u) ≥
1
2
‖∂u‖2H − ‖u‖L2(τ)‖f‖L2(τ) ≥
1
2
‖∂u‖2H − C‖∂u‖H =
(
1
2
‖∂u‖H − C
)
‖∂u‖2H.
Hence, the uniform bound on I(un) implies uniform boundedness of ‖∂u‖H, and, hence, uniform
boundedness of (un) in D(E). Thus (un) has a weakly convergent subsequence, denoted in the
same way by (un). Denote its limit by u∞.
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Since I(u) is a convex functional,
I(u∞) ≤ lim inf
n
I(un) = I∗.
Thus u∞ is a minimizer.
Let ω be some element of D(E). Consider a real function α 7→ I(u∞ + αω). Since I(u∞ +
αω) = α2 12E [ω] + αℜ
(
E(u∞, ω)− 〈f, ω〉L2(τ)
)
+ I[u∞], the value of
α2
1
2
E [ω] + αℜ
(
E(u∞, ω)− 〈f, ω〉L2(τ)
)
should be nonnegative for any α ∈ R. Hence u∞ satisfies ℜ〈∂u∞, ∂g〉H = ℜ〈f, g〉L2(τ), and,
since ℜ(αz) = 0, ∀α ∈ C implies z = 0, it is a solution of (28). 
Let us define quasilinear elliptic equation as an equation of the form:
(30) ∂∗F (∂u) = f, f ∈ D(E),
where F : H → H is some (possibly nonlinear) map.
Definition 9.3. An element u ∈ D(E) is called a weak solution for (30) iff
〈F (∂u), ∂g〉H = 〈f, g〉L2(τ)
for any g ∈ D(E).
The following theorem is an analogue of a classic Browder-Minty result.
Theorem 9.4. Assume that F : H → H satisfies the following properties:
(1) ℜ〈F (h)− F (v), h − v〉H ≥ 0, for any h, v ∈ H,
(2) ‖F (h)‖H ≤ c0(1 + ‖h‖H), for any h ∈ H,
(3) ℜ〈F (h), h〉H ≥ c1‖h‖H − c2, for any h ∈ H,
c0, c1 > 0, c2 ≥ 0 and E satisfies Poincare´ inequality (27). Then the equation (30) has a weak
solution.
Proof. Let D0(E) be a quotient Hilbert space D(E)/ ker E , where
ker E := {u ∈ D(E) : E [u] = 0} ,
equipped with the inner product E(·, ·). It is clear that the equation (30) is well defined on
D0(E), and if it has a solution u ∈ D0(E) then each representative u˜ ∈ D(E) of u appears to
be a solution of (30) in D(E).
Consider an orthonormal basis {ωn} of D0(E). We will look for a sequence of elements
(um) ⊂ D0(E) that has the form:
(31) um =
m∑
k=1
dkmωk,
such that
(32) ℜ〈F (∂(um)), ∂(ωk)〉H = ℜ〈f, ωk〉L2(τ).
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Define the function V : Rm → Rm, V = (v1, . . . , vm) as follows:
vk(d) := ℜ
〈
F

 m∑
j=1
dj∂ωj

 , ∂(ωk)
〉
H
−ℜ〈f, ωk〉L2(τ),
where d = (d1, . . . , dm) ∈ R
m. Then
V (d) · d = ℜ
〈
∂

 m∑
j=1
dj∂ωj

 ,

 m∑
j=1
dj∂(ωj)

〉
H
−ℜ
〈
f,

 m∑
j=1
djωj

〉
L2(τ)
≥ c1
∥∥∥∥∥∥
m∑
j=1
dj∂ωj
∥∥∥∥∥∥
2
H
− c2 −ℜ
〈
f,

 m∑
j=1
djωj

〉
L2(τ)
= c1|d|
2 − c2 −
m∑
j=1
djℜ〈f, ωj〉L2(τ)
≥
c1
2
|d|2 − c2 − C
m∑
j=1
ℜ〈f, ωj〉
2
L2(τ).
Let u ∈ D0(E) be a equivalence class of a weak solution for (28). Then
ℜ〈∂u, ∂ωj〉H = ℜ〈f, ωj〉L2(τ), ∀j ∈ N,
Hence
m∑
j=1
(ℜ〈f, ωj〉L2(τ))
2 = ℜE(u, ωj)
2 ≤ ‖u‖2H ≤ C‖f‖L2(τ),
and V (d) · d ≥ c12 |d|
2 − C for some C ∈ R. Thus V (d) · d ≥ 0 if |d| is large enough.
One can use a standard application of Brouwer fixed-point theorem (see p.496 of [13]) to
conclude that V (d) = 0 for some point d ∈ Rm. This point provides us with a “correct” set of
coefficients in (31) to solve (32).
Since
ℜ〈F (∂um), ∂um〉H = ℜ〈f, um〉L2(τ), ∀m ∈ N,
c1‖∂um‖
2 ≤ C + ℜ〈f, um〉L2(τ) ≤ C + δ‖um‖
2
L2(τ) +
1
4δ
‖f‖2L2(τ)
for any δ > 0, and choosing δ small enough, one deduces:
E [um] ≤ C(1 + ‖f‖L2(τ)).
Due to this uniform boundedness, one can extract a subsequence of (um) ⊂ D0(E) (denoted
again by (um)) weakly convergent in D0(E) to some element u∞, and, due to Poincare´ inequal-
ity, there is a sequence (u˜k) ⊂ D(E) of representatives, u˜k ∈ uk, ∀k ∈ N , such that it converges
in D(E) to u˜∞ ∈ u∞.
Using the assumption (2) of the theorem one obtains that there is a subsequence (um) such
that F (∂um)→ ξ weakly in H,
ℜ〈ξ, ∂ωm〉H = ℜ〈f, ωm〉L2(τ).
20 DANILA ZAEV
Thus
ℜ〈ξ, ∂ω〉H = ℜ〈f, ω〉L2(τ), ∀ω ∈ D0(E).
And, since by the assumption (1) of the theorem, ℜ〈F (∂um)− F (∂ω), ∂um − ∂ω〉H ≥ 0 for
any ω ∈ D0(E), one can conclude
ℜ〈f, um〉L2(τ) −ℜ〈F (∂um), ∂ω〉H −ℜ〈F (∂ω), ∂um − ∂ω〉H ≥ 0,
ℜ〈f, u∞〉L2(τ) −ℜ〈ξ, ∂ω〉H −ℜ〈F (∂ω), ∂u∞ − ∂ω〉H ≥ 0.
It follows that
ℜ〈ξ − F (∂ω), ∂(u∞ − ω)〉H ≥ 0, ∀ω ∈ D0(E).
Fix any g ∈ D0(E) and set ω := u∞ − λg. One obtains
ℜ〈(ξ − F (∂u∞ − λ∂g)), ∂g〉H ≥ 0,
ℜ〈(ξ − F (∂u∞)), ∂g〉H ≥ 0, ∀g ∈ D0(E).
Replacing g by −g, one can deduce, that the equality ℜ〈(ξ − F (∂u∞)), ∂g〉H = 0, ∀g ∈ D0(E)
holds. Since ℜ〈ξ, ∂ω〉H = ℜ〈f, ω〉L2(τ), ∀ω ∈ D0(E), u∞ is a weak solution of (30). Since
ℜ(αz) = 0, ∀α ∈ C implies z = 0, a solution of
ℜ〈F (∂u), ∂g〉H = ℜ〈f, g〉L2(τ)
is a solution of (30). 
Theorem 9.5. Assume that F : H → H satisfies the property:
ℜ〈F (h) − F (v), h − v〉H ≥ θ‖h− v‖
2
H,
for any h, v ∈ H, θ > 0. Then the equation (30) has at most one solution in D0(E).
Proof. Assume that u1 and u2 are both weak solutions of (30), i.e.
〈F (∂u1), ∂g〉H = 〈F (∂u2), ∂g〉H = 〈f, g〉L2(τ)
Thus
ℜ〈F (∂u1)− F (∂u2), ∂g〉H = 0, ∀g ∈ D(E).
By the assumption of the theorem,
0 = ℜ〈F (∂u1)− F (∂u2), ∂u1 − ∂u2〉H ≥ θ‖∂u1 − ∂u2‖
2
H ≥ 0.

10. Linear evolution equations
One can consider in our setting not only elliptic, but also evolution equations, e.g. continuity
equation. To establish an existence result it is convenient to use the Bochner space formulation
of equations and solutions.
Let V be a Banach space, p ∈ [1,∞)
Lp([0, T ];V ) := {[u] : u : [0, T ]→ V,
∫ T
0
‖u‖pdt <∞},
where the integral is understood in the sense of Bochner integration, [u] is an equivalence class
of a.e. coinciding functions. The norm on Lp([0, T ];V ) is defined as follows ‖u‖p
Lp([0,T ];V ) :=∫ T
0 ‖u(t)‖
p
V dt.
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The pair j : V → H, j∗ : H → V ∗ is called Gelfand triple iff V is a Banach space, H is a
Hilbert space, V ∗ is a Banach dual of B, the map j : V → H is linear, continuous, injective,
with dense image, and j∗ : H → V is defined by
j∗(h)(v) = 〈h, j(v)〉H ,
It follows that j∗ is also linear, continuous, injective and with dense image.
Example 10.1. Assume that a Dirichlet space (N , τ, E ,D(E)) and a regular C∗-algebra A
are chosen s.t. D(E) is a separable space. Then V := D(E) equipped with the inner product
〈·, ·〉E := 〈·, ·〉L2(τ) + E(·, ·), H := L
2(τ), j(f) := f , is an example of a Gelfand triple.
Definition 10.2 (Weak derivative). Let u ∈ L2([0, T ];V ). An element ω ∈ L2([0, T ], V ∗) is
called a weak derivative iff ∫ T
0
ω¯(t)φ(t)dt = −
∫ T
0
u¯(t)φ˙(t)dt,
for any φ ∈ C∞0 ([0, T ],C). The integrals are understood in Bochner sense.
It is standard that if a weak derivative exists it is unique (see e.g. Proposition 11.10 in [2]).
We denote it by u˙.
Theorem 10.3 (Theorem 11.13 of [2]). Let j : V → H, j∗ : H → V ∗ be a Gelfand triple,
where V is a separable infinite-dimensional Banach space. If F : V × V × [0, T ] → R is a
bilinear form for every t ∈ [0, T ] satisfying
(1) F (v, v; t) ≥ c0‖v‖
2
V − c1‖v‖
2
H ,
(2) |F (v,w; t)| ≤ c2‖v‖V ‖w‖V .
for any v,w ∈ V , t ∈ [0,∞], some c0, c1, c2 > 0, which is Lebesgue measurable in t. Then there
is a function u ∈ L2([0, T ], V ) such that u˙ ∈ L2([0, T ], V ∗) and it satisfies the equation
u˙(t)(v) + F (u(t), v; t) = b(t)(v), ∀v ∈ V,(33)
u(0) = u0(34)
for every t ∈ [0, T ]. Here u0 ∈ V , b ∈ L
2([0, T ];V ∗).
Definition 10.4 (Continuity equation). Let V := D(E), H := L2(τ), j(f) := f as in the
Example (10.1). A continuity equation is an equation of the form (33) with
F (u, v, t) := ℜ〈h(t)u, ∂v〉H,
where h : [0, T ] → H is a measurable flow of vector fields, H, ∂ are the elements of the sym-
metric differential calculus associated with E . A flow b ∈ L2([0, T ];D(E)∗) can be interpreted
as a source/sink that depends on time.
Corollary 10.5. If h : [0, T ]→ H is such that for any u ∈ B := D(E) ∩A
(1) ℜ〈h(t)u, ∂u〉H ≥ c0E [u]− c1‖u‖
2
L2(τ),
(2) |ℜ〈h(t)u, ∂ω〉H| ≤ c2‖u1‖E‖u2‖E ,
where c0, c2 > 0, c1 ∈ R, ‖ · ‖E := (E [·] + ‖ · ‖
2
L2(τ))
1
2 , then there is a solution of (10.4) in the
sense of Theorem (10.3).
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