The pursuit of many research questions requires massive computational resources. State-of-the-art research in physical processes using simulations, the training of neural networks for deep learning, or the analysis of big data are all dependent on the availability of sufficient and performant computational resources. For such research, access to a highperformance computing infrastructure is indispensable.
I. INTRODUCTION
The end of Dennard's scaling left computing systems across all domains increasingly power constrained. Specialized hardware in the form of accelerators emerged as alternatives to perform computations more energy-efficient. Specifically, general-purpose, graphic-processing units (GPGPUs) became increasingly popular as a means to accelerate programs in high-performance computing (HPC) and artificial intelligence.
GPGPUs devote more compute resources to accelerate dataparallel applications by sacrificing resources that improve sequential program performance, rendering them more energyefficient for data-parallel application domains. Nowadays, GPGPUs are significantly employed in High-Performance Computing (HPC) systems to meet performance demands while maintaining power constraints. For example, five of the ten most powerful supercomputers in the world rely on GPGPUs for their computational power [20] . Furthermore, eight of the top ten most energy-efficient supercomputers in the world rely on GPGPUs [4].
The EPIC research infrastructure is a project between the Department of Computer Science and the IT Division at the Norwegian University of Science and Technology (NTNU) that aims at providing a GPGPU compute platform. EPIC is a part of the NTNU Idun computing cluster [6] , which provides a high-availability and professionally administrated compute platform for NTNU. Idun combines compute resources of individual shareholders to create a cluster for rapid testing and prototyping of HPC software. Currently, EPIC constitutes 48% of the total number of nodes in the IDUN cluster and 100% of the GPGPU resources.
EPIC is with its 90 GPGPUs one of Norway's largest GPGPU enabled computational infrastructures. Norwegian national infrastructure has a very limited number of GPGPU resources, e.g., Saga [19] has only 32 NVIDIA Tesla P100 [15] and Abel [18] has 32 much older NVIDIA Tesla K20.
II. THE IDUN CLUSTER
The Idun cluster is a Tier-2 [5] research cluster at NTNU meant as a stepping stone for the national infrastructure and serves as a platform for rapid testing and prototyping of HPC software, research into energy-efficient computing, and GPUaided simulations and design-space exploration.
Currently, Idun consists of 73 nodes connected by two networks: one ethernet network and one high-throughput and low-latency infiniband (IB) network. The 1 Gb/s ethernet network serves as an administration and provisioning network, while the IB network is used for inter-node communication. The IB network is a mix of FDR (4x lanes each of 14 Gb/s) and EDR (4x lanes each of 25 Gb/s), as shown in Figure 1 . Each node is connected with either FDR or EDR, resulting in 56 Gb/s or 100 Gb/s per node, respectively. The individual IB switches are connected in a tree structure with 3xFDR links between each switch, resulting in 168 Gb/s inter-switch connection speed.
Idun's storage is provided by two storage arrays and a Lustre parallel distributed file system [12] . The storage arrays, one serves as Lustre metadata target (MDT) and one as Lustre object storage target (OST), are complemented with two Lustre metadata servers (MDS) and two object storage servers (OSS). The MDT and MDSs store the namespace data of the file system, such as filenames, directories, access permissions and file layouts, while the OST and OSSs store the file data. Together, the IB network and the Lustre file system, provide the means to efficiently transfer data to the compute resources, enabling an effortless scaling of the cluster in terms of nodes and/or GPUs.
III. THE EPIC RESEARCH INFRASTRUCTURE
The EPIC research infrastructure consists of four distinct investments (see Table I ), each with a distinct purpose:
The original EPIC1 consists of eight nodes with two NVIDIA P100 GPUs and three N4L PPA 3560 power meters [1] . These nodes are used for energy-efficient computing research such as energy efficient resource management for latency-critical cloud services [14] . EPIC2 consists of 19 GPGPU nodes, each equipped with two NVIDIA P100 GPUs. These nodes complement EPIC1 and provide raw computaional GPU power. These nodes are used for research in 3D object identification, physical simulations (e.g., nanomagnet ensamble dynamics modeled in MuMAX [22] ), and deep learning.
EPIC3 consists of five big-memory nodes, each equipped with two NVIDIA V100 GPUs. These nodes are meant for AI research that requires massive training sets, and therefore need more main memory.
EPIC4 is an extension of EPIC2 providing another 26 GPUs for raw computational power. It consists of one node with ten V100 32 GiB GPUs and two nodes with eight V100 32 GiB GPUs. In addition, the big-memory GPUs (32 GiB instead if 16 GiB) enable larger working set sizes beneficial for 3D object identification and large AI models.
Even though the the purpose and configuration of EPIC1-4 differ, all 90 GPGPUs can be accessed as one distributed resource for massive GPGPU performance.
IV. RESEARCH OUTCOME The EPIC cluster has been an indispensable resource for a wide range or research, e.g., efficient resource management, nanomagentic modeling, 3D object identification, etc. Below is a non-exhaustive list of published articles that relied on EPIC to produce their results:
• Energy efficient resource management for latency-critical cloud services [14] . • Emergent computation on magnetic ensembles [11] , [13] . • Bit-serial matrix multiplication acceleration [21] . • Intermediate representation (IR) for optimizing compilers [17] . • Nano-scale structures of aluminum alloys [2] , [3] .
V. CONCLUSION
EPIC is a multi-million investment by the Department of Computer Science in collaboration with the IT Division to provide GPGPU resources for NTNU's researchers. The large number of GPGPUs enable research studies to be performed at a scale that otherwise would be impossible to conduct. Thus, EPIC's computational resources help NTNU's researchers to stay competitive and produce state-of-the-art results.
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