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a b s t r a c t
In this paper, a study of the approximation of functions from L log L(log log L)(SN ) by
Fourier–Laplace series is performed. It is proved that the maximal operator of the Riesz
means of the Fourier–Laplace series is bounded, from L1 to L log L(log log L)(SN ). The result
provides a natural and intrinsic characterization of the approximation of the functions by
Fourier–Laplace series.
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1. Preliminaries and formulation of the main results
Let SN be the unit sphere in RN+1:
SN = {x ∈ RN+1 : |x|2 = x21 + x22 + · · · + x2N+1 = 1}.
The sphere SN is naturally equipped with a positive measure dσ(x) and with an elliptic second-order differential operator
∆s, namely the Laplace–Beltrami operator on the sphere. This operator is symmetric and nonnegative, and it can be extended
to a nonnegative self-adjoint operator on the space L2(SN), where Lp(SN) denotes the Lp-space associated with the measure
dσ(x) on the sphere. For the self-adjoint extension of the Laplace–Beltrami operator we use again the same symbol ∆s,
and by {λk}, k = 0, 1, 2, . . . , we denote the sequence of the eigenvalues of the Laplace–Beltrami operator ∆s, which
is an increasing sequence of nonnegative eigenvalues λk = k(k + N − 1), k = 0, 1, 2 . . . , with finite multiplicities
a0 = 1, a1 = N, ak = (N+k)!N!k! − (N+k−2)!N!(k−2)! ≈ kN−1, k ≥ 2 (and written as such), tending to infinity. We denote by Y kj (x)
the eigenfunctions of the Laplace–Beltrami operator corresponding to λk:
∆sY
(k)
j = λkY (k)j , j = 1, 2, . . . , ak; k = 0, 1, 2, . . . .
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The system of eigenfunctions of the Laplace–Beltrami operator is an orthonormal basis in L2(SN) (see [1]). To anymeasurable
function f we assign its spectral expansion:
f (x) ∼
∞
k=0
Yk(f , x), (1.1)
where
Yk(f , x) =
ak
j=o
Y (k)j (x)

SN
f (y)Y (k)j (y)dσ(y), k = 0, 1, 2, . . . .
The main purpose of this paper is to approximate the function f by the partial sums of (1.1):
Enf (x) =
n
k=0
Yk(f , x). (1.2)
The Riesz means of the spectral expansions (1.2) can be defined by
Eαn f (x) =

SN
f (y)Θα(x, y, n)dσ (1.3)
where
Θα(x, y, n) =
n
k=0

1− λk
λn
α ak
j=o
Y (k)j (x)Y
(k)
j (y). (1.4)
We recall the standard notation: log+ x = log x, if x ≥ 1; otherwise log+ x = 0. The class ofmeasurable functions satisfies
the condition
SN
|f (x)| log+ |f (x)| log+ log+ |f (x)| dσ(x) <∞,
which we denote by L log L(log log L)(SN). It is not hard to see that L log L(log log L)(SN) ⊂ L1(SN). We use the notationµ(B)
for the Lebesgue measure of the set B ⊂ SN . There is a simple connection between µ and σ :
µ(B) =

B
dσ(x).
The maximal operator of Riesz means Esλ, which can be defined by
Eα∗ f (x) = sup
n≥1
|Eαn f (x)|, (1.5)
plays an important role in estimating the error of the approximation.
Let us now proceed to the formulation of the basic results of the paper.
Theorem 1.1. Let f ∈ L log L(log log L)(SN); then for maximal operator of Riesz means at the critical index ν = N−12 of the
Fourier–Laplace series we have
µ{|Eν∗ f | > λ} ≤
K1
λ
µ{SN} + K2 | log λ|
λ

SN
|f (x)|[1+ (log+ |f (x)|) log+ log+ |f (x)|)dσ(x),
where K1 and K2 do not depend on f and λ.
The proof of Theorem 1.1 is based on the following:
Theorem 1.2. The maximal operator E
N−1
2∗ is a sublinear operator mapping Lp(SN), p > 1 into weak Lp(SN) such that
µ

x ∈ SN :
E N−12∗ f (x) > λ ≤  Ap− 1 ∥f ∥Lp(SN )λ
p
(1.6)
for every f ∈ Lp(SN), 1 < p ≤ 2, with the constant A independent of f and p.
To establish this result wewill estimate themaximal operator first in L1 and L2, and subsequently apply the interpolation
theorem. The result in L1 is:
Theorem 1.3. Let α > N−12 ; then for all f ∈ L1(SN) we have
µ{x ∈ SN : |Eα∗ f (x)| > λ} ≤
cα
α − N−12
∥f ∥L1(SN )
λ
,
where the constant cα does not depend on f and cα remains bounded as α→ N−12 .
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We note that a similar statement has been proved in [2] (for Cesàro means in [3,4]). The estimate in Theorem 1.3
was obtained without analyzing the behavior of coefficients cα(N). In this paper we show that the coefficient cα has no
singularities at the critical point α = N−12 , which is important in the theory of convergence of the expansions of functions
from f ∈ L log L(log log L)(SN).
2. L1-estimates for maximal operators
In this section we prove L1-estimates for maximal operators of Riesz means. Let us introduce maximal functions of
measurable functions. For any two points x and y from SN we shall denote by γ (x, y) the spherical distance between these
two points. Actually, γ (x, y) is a measure of the angle between x and y. It is obvious that γ (x, y) ≤ π . The closed spherical
ball B(x, r) of radius r about x is denoted by B(x, r) = {y ∈ SN : γ (x, y) < r}. We introduce the maximal function of Hardy
and Littlewood:
Mf (x) = sup
r>0
1
|B(x, r)|

B(x,r)
|f (y)|dσ(y)
which is finite almost everywhere on the sphere. Themaximal functionMf plays a major role in analysis and has beenmuch
studied (see [1]):
Lemma 2.1. For any p > 1 and if f ∈ Lp, then there exists a constant cp such that
∥Mf ∥Lp ≤
cp(N)
p− 1∥f ∥Lp , (2.1)
where cp has no singularities at point p = 1. If f ∈ L1, then
µ{x : Mf (x) > λ} ≤ C ∥f ∥L1
λ
, λ > 0. (2.2)
The behavior for p → 1 of the bound cp(N)/(p− 1) in (2.1) will be important for later purposes.
Lemma 2.2. Let Θα(x, y, n) be the kernel of Riesz means of the spectral expansions:
(1) if
π
2 − γ
 < nn+1 π2 then we have
Θα(x, y, n) = O(1)

n(N−1)/2
(sin γ )(N−1)/2(sin(γ /2))1+α
+ n
(N−3)/2
(sin γ )(N+1)/2(sin(γ /2))1+α
+ n
−1
(sin(γ )/2)1+N

;
(2) if 0 ≤ γ ≤ π , then we have
Θα(x, y, n) = O(1)nN;
(3) if 0 < γ0 ≤ γ ≤ π , then we have
Θα(x, y, n) = O(1)nN−α.
This lemma is proved in the work [2]. We shall prove the following:
Theorem 2.3. Let α > N−12 ; then for all f ∈ L1(SN),
Eα∗ f (x) ≤
cα(N)
α − N−12
(Mf (x)+Mf (x¯))
where γ (x, x¯) = π and the constant cα(N) remains bounded as α→ N−12 .
Proof. We shall first prove a series of lemmas. 
Lemma 2.4. Let α ≥ 0 and f ∈ L1(SN); then for any n > 1,
γ (x,y)< 1n
+

π−1/n<γ (x,y)≤π

|Θα(x, y, n)f (y)|dσ(y) ≤ C(Mf (x)+Mf (x)), ∀x ∈ SN ,
where γ (x, x) = π .
Proof. Using the asymptotic estimate of Lemma 2.2, we see that for fixed n > 1, the kernel Θα(x, y, n) is absolutely
integrable over SN whenever α ≥ 0. Thus we may convolve Θα(x, y, n) with an arbitrary integrable function f (x). Then
we have
γ (x,y)< 1n
Θα(x, y, n)f (y)dσ(y) ≤ CnN

γ (x,y)< 1n
|f (y)|dσ(y).
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If we make use of the definition of the maximal functionMf , then we have
nN

γ (x,y)< 1n
|f (y)|dσ(y) ≤ sup
n>1
1/n−N

γ (x,y)< 1n
|f (y)|dσ(y) ≤ CMf (x).
The asymptotic estimation of the second integral can be obtained from the following identity:
π− 1n<γ (x,y)≤π
Θα(x, y, n)f (y)dσ(y) =

γ (x,y)< 1n
Θα(x, y, n)f (y)dσ(y).
This concludes the proof of the lemma. 
Lemma 2.5. Let α > N−12 and f ∈ L1(SN); then for any n > 1,
1
n<γ (x,y)≤ π2
+

π
2 <γ (x,y)≤π− 1n

|Θα(x, y, n)||f (y)|dσ(y) ≤ cα(N)
α − N−12
(Mf (x)+Mf (x)), ∀x ∈ SN ,
where γ (x, x¯) = π and the constant cα(N) remains bounded as α→ N−12 .
Proof. Using the estimates for the kernelΘα(x, y, n)we have
π
2 <γ (x,y)≤π− 1n
Θα(x, y, n)f (y)dσ(y) ≤ Cn N−12 −α

1
n<γ (x,y)≤ π2
(sin γ )−
N+1
2 −α|f (y)|dσ(y)
+ Cn N−32 −α

1
n<γ (x,y)≤ π2
(sin γ )−
N+3
2 −α|f (y)|dσ(y)
+ Cn−1

1
n<γ (x,y)≤ π2
(sin γ )−1−N |f (y)|dσ(y).
We define a function F(t) = 
γ (x,y)<t |f (y)|dσ(y), and make use of the following known identities:
n
N−1
2 −α

1
n<γ (x,y)≤ π2
(sin γ )−
N+1
2 −α|f (y)|dσ(y) = n N−12 −α
 π
2
1
n
(sin t)−
N+1
2 −αF ′(t)dt,
n
N−3
2 −α

1
n<γ (x,y)≤ π2
(sin γ )−
N+3
2 −α|f (y)|dσ(y) = n N−32 −α
 π
2
1
n
(sin t)−
N+3
2 −αF ′(t)dt,
and
n−1

1
n<γ (x,y)≤ π2
(sin γ )−1−N |f (y)|dσ(y) = n−1
 π
2
1
n
(sin t)−1−NF ′(t)dt.
Integrating by parts and using the inequality F(t) ≤ C tNM(f )(x), we see that
π
2 <γ (x,y)≤π− 1n
Θα(x, y, n)f (y)dσ(y)
≤ CMf (x)

n
N−1
2 −α
 π/2
1/n
t−
N+3
2 −αdt + n N−32 −α
 π/2
1/n
t−
N+5
2 −αdt + n−1
 π/2
1/n
dt
t2

≤ c
′
α(N)
α − N−12
Mf (x).
For estimation of the integral
π
2 <γ (x,y)≤π− 1n
Θα(x, y, n)f (y)dσ(y)
it is sufficient to use the identity
π
2 <γ (x,y)≤π− 1n
Θα(x, y, n)f (y)dσ(y) =

1/n<γ (x,y)≤π/2
Θα(x, y, n)f (y)dσ(y)
and the estimation
1
n<γ (x,y)≤ π2
|Θα(x, y, n)||f (y)|dσ(y) ≤ c
′′
α(N)
α − N−12
Mf (x), ∀x ∈ SN ,
where γ (x, x¯) = π and the constant c ′′α(N) has no singularities at α = N−12 . This estimate completes the proof of the
lemma. 
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Proof of Theorem 2.3. Fix x ∈ SN , and now break up the range of integration for the integral of Eαn f (x) into the regions
R1 = {y ∈ SN : γ (x, y) < 1/n}, R2 = {y ∈ SN : 1/n ≤ γ (x, y) < π/2}, R3 = {y ∈ SN : π/2 ≤ γ (x, y) < π − 1/n} and
R4 = {y ∈ SN : π − 1/n ≤ γ (x, y) ≤ π}:
Eαn f (x) =

SN
Θα(x, y, n)f (y)dσ(y) =

R1
Θα(x, y, n)f (y)dσ(y)+

R2
Θα(x, y, n)f (y)dσ(y)
+

R3
Θα(x, y, n)f (y)dσ(y)+

R4
Θα(x, y, n)f (y)dσ(y).
Using the estimates from Lemmas 3.2 and 3.3 we have
Eα∗ f (x) ≤
Cα(N)
α − N−12
(M(f )(x)+M(f )(x)), α > N − 1
2
.
Theorem 2.3 is proved. The proof of Theorem 1.3 can be obtained using the elementary properties of the maximal function
and Theorem 2.3.
3. Results concerning L2
The result of this section is contained in the following theorem.
Theorem 3.1. Let f ∈ L2(SN); then for Riesz means of positive order α > 0,
∥Eα∗ (f )∥L2(SN ) ≤ cα∥f ∥L2(SN ). (3.1)
Remark. Consequently, for every f ∈ L2(SN) the Riesz means Eαn f of any positive order converge almost everywhere on SN .
The question of almost everywhere convergence of Eαn f , f ∈ L2(SN),N > 2, remains open for the case α = 0 (For some
results concerning the latter see [5]).
Proof. For any f ∈ L2(SN) and α > −1/2 we define the following operator:
Λα f (x) = sup
n≥1

1
n
n
k=0
|Eαk f (x)|

.
The proof of the theorem will be a consequence of the following series of lemmas. 
In the estimation of the maximal operators it is convenient to introduce the following operator Gα:
Gα f (x) =
 ∞
n=1
1
n
|Eα+1n f (x)− Eαn f (x)|2
1/2
, f ∈ L2(SN), α > 0.
Lemma 3.2. Let α > −1/2; then for all f ∈ L2(SN) we have
∥Gα(f )∥L2(SN ) ≤ const ∥f ∥L2(SN ). (3.2)
Proof. We integrate |Gα f (x)|2 with respect to x and interchange the order of integration and summation. Thus
SN
|Gα f (x)|2dσ(x) =
∞
n=1
1
n

SN
|Eα+1n f (x)− Eαn f (x)|2dσ(x)

.
Using the Parseval formula for the inner part, we have
∥Gα(f )∥2L2(SN ) =
∞
n=1
1
n
n
k=1

1− λk
λn
2α
λ2k
λ2n

SN
|Yk(f , x)|2dσ(x).
Therefore, in view of the inequality
1
n
n
k=1

1− λk
λn
2α
λ2k
λ2n
≤ 1
2
B(2α + 1, 5/2), α > −1/2,
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where B(x, y) denotes the Beta function: B(x, y) =  10 tx−1(1− t)y−1dt , we obtain
∥Gα(f )∥L2(SN ) ≤ cα
∞
k=0

SN
|Yk(f , x)|2dσ(x) = cα∥f ∥L2(SN ).
Lemma 3.2 is proved. 
Lemma 3.3. Let α > −1/2; then for all f ∈ L2(SN) we have
∥Λα(f )∥L2(SN ) ≤ cα∥f ∥L2(SN ).
Proof. Let α > −1/2, andm = 1, 2, 3, . . . . By Minkowski’s inequality,
1
n
n
k=0
|Eαk f (x)|
1/2
≤

1
n
n
k=0
|Eαk f (x)− Eα+mk f (x)|
1/2
+

1
n
n
k=0
|Emk f (x)|
1/2
≤ Λα+m + Gα(f )+ Gα+1(f )+ · · · + Gα+m−1(f ).
Choosingm such thatm > N/2, and applying (3.2) we obtain
∥Λα(f )∥L2(SN ) ≤ ∥Λα+m(f )∥L2(SN ) + c∥f ∥L2(SN ).
Since α +m > (N − 1)/2, we may then apply Theorem 1.3:
∥Λα+m(f )∥2 ≤ ∥Eα+m∗ f ∥2 ≤ c∥f ∥2.
So we have
∥Λα(f )∥L2(SN ) ≤ ∥f ∥L2(SN ).
Lemma 3.3 is proved. 
The proof of Theorem 3.1 will be a consequence of the following lemma.
Lemma 3.4. Let α > −1/2, β > 1/2; then for all f ∈ L2(SN) we have
Eα+β∗ f (x) ≤ cα,βΛβ f (x).
Proof. Let α > −1/2, β > 1/2 and f ∈ L2(SN); then for any n > 1,
Eα+βn f (x) =
n
k=0

1− λk
λn
α+β
Yk(f , x) =
n−1
k=0

1− λk
λn
β
−

1− λk+1
λn
β
Eαk f (x).
Applying Cauchy’s inequality we have
|Eα+βn f (x)| ≤
n n−1
k=0


1− λk
λn
β
−

1− λk+1
λn
β 
2
1/2 1
n
n
k=0
|Eαk f (x)|2
1/2
≤ cαβΛα(f )(x),
where
cαβ = sup
n>1
n n−1
k=0


1− λk
λn
β
−

1− λk+1
λn
β 
2

1/2
≤ 1
2
B

2β − 1, 3
2

.
This completes the proof of lemma. 
4. The estimation of the maximal operator in interpolation spaces and Lpq-spaces
We recall the notion of Lpq-spaces. An exposition of these spaces can be found in [6]. Let f be a measurable function
defined on the unit sphere. We assume that f is finite valued almost everywhere and define
Ey = {x ∈ SN : |f (x)| > y}, λf (y) = µ(Ey).
We assume also that for some y > 0, λf (y) <∞. We define
f ∗(t) = inf
y>0
{λf (y) ≤ t}.
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Lpq(SN) is the space of all measurable functions f for which ∥f ∥∗pq <∞, where
∥f ∥∗pq ==


q
p
 ∞
0
tq/p−1[f ∗(t)]qdt
1/q
0 < p, q <∞,
sup
t>0
t1/pf ∗(t), 0 < p ≤ ∞, q = ∞.
(4.1)
For p = q these are the usual Lp-spaces, while for q = ∞ we have the so-called weak Lp-spaces (for more properties of
Lpq-spaces see [6,1]), i.e. the spaces of functions which satisfy
λf (s) ≤ csp .
Lemma 4.1. Let f ∈ Lp(SN), 1 < p < 2; then for maximal operator of Riesz means of order index α = N−12 we have
µ{x ∈ SN : Eα∗ f (x) > λ} ≤

C
p− 1
∥f ∥Lp
λ
p
.
Proof. If f ∈ L1(SN), then for the Riesz means at the critical index N−12 of the Fourier–Laplace series of the function f we
have
µ{Eσ+iτ∗ f (x) > λ} ≤ Aσ eπ |τ |
∥f ∥L1
λ
, σ >
N − 1
2
,
where Aσ has no singularities at N−12 . If we translate into the Lpq sense, we have
∥Eσ+iτ∗ f (x)∥∗1,∞ ≤
Aσ eπ |τ |
σ − N−12
∥f ∥∗1,1. (4.2)
In the case of L2 we have proved
∥Eσ+iτ∗ f (x)∥L2(SN ) ≤ Bσ eiπτ∥f ∥L2(SN ), σ > 0
where Bσ = O(σ−1). So
µ{x : Eσ+iτ∗ f (x) > λ} ≤

Bσ eπ |τ |
∥f ∥L2
λ
2
in the sense of Lpq:
∥Eσ+iτ∗ f (x)∥∗2,∞ ≤ Bδeπ |τ |∥f ∥∗2,2, σ > 0. (4.3)
We apply to (4.2) and (4.3) the interpolation theorem on an analytic family of linear operators on Lpq-space (see [7]). Let
µ(x) be a measurable function on SN such that 0 ≤ µ(x) ≤ µ0 <∞ and α(z) = α0(1− z)+
N−1
2 + α1

z, 0 ≤ Re z ≤ 1,
where α0 = N−12 − 2−p4 > 0 and α1 = p−12 > 0. It is not hard to see that Re (α(iy)) = α0 > 0 and Re (α(1 + iy)) =
N−1
2 + p−12 > N−12 , for all p > 1. We define an analytic family of linear operators:
Tz f (x) = Eα(z)µ(x)f (x), 0 ≤ Re z ≤ 1.
From (4.3) we have
∥Tiyf (x)∥∗2,∞ ≤ ∥Eα(iy)∗ f (x)∥∗2,∞ ≤ Beπ |y|/2∥f ∥∗2,2.
Secondly on the line z = 1+ iy, we have
∥T1+iyf (x)∥∗1,∞ ≤ ∥Eα(1+iy)∗ f (x)∥1,∞ ≤ Aeπ |y|/2∥f ∥∗1,1.
Finally we have
∥Tiyf (x)∥∗2,∞ ≤ K0(y)∥f ∥∗2,2, (4.4)
and
∥T1+iyf (x)∥∗1,∞ ≤ K1(y)∥f ∥∗1,1, (4.5)
where K0(y) ≤ Aeπ |y|/2 and K1(y) ≤ Beπ |y|/2. Therefore by the interpolation we get
∥Eα(t)∗ f (x)∥∗p,∞ ≤ Kt∥f ∥∗p,p, (4.6)
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where Kt is given by
log Kt ≤
 ∞
−∞
ω(1− t, y) log K0(y)dy+
 ∞
−∞
ω(t, y) log K1(y)dy,
and ω(t, y) is the Poisson kernel for the strip 0 ≤ t ≤ 1,−∞ < y <∞. By the properties of the Poisson kernel, we have
ω(t, y) ≥ 0,
 ∞
−∞
ω(1− t, y)dy ≤ 1,
 ∞
−∞
ω(t, y)dy ≤ 1.
So we get log Kt ≤ log C + log(p− 1)−1.
Hence (4.6) becomes
∥Eα(t)∗ f (x)∥∗p,∞ ≤ C(p− 1)−1∥f ∥∗p,p,
and this means that for 1 < p < 2 we have
µ{x : Eα∗ f (x) > s} ≤

C
∥f ∥Lp
s
p
. 
Lemma 4.1 is proved. We need a related result from [8]:
Lemma 4.2. Let T be a sublinear operator mapping Lp(SN), p > 1 into weak Lp(SN) such that
µ{|Tf | > λ} ≤ A(p− 1)−r
∥f ∥Lp(SN )
λ
p
(4.7)
for every p, 1 < p ≤ 2, and some r, r > 1, with the constant A independent of f and p; then we have
µ{|Tf | > λ} ≤ K1
λ
µ{SN} + K2 | log λ|
λ

SN
|f (x)|[1+ (log+ |f (x)|)r log+ log+ |f (x)|]dσ(x).
This lemma is analogous to Lemma 2 in [9]. The principal significance of this lemma is that it allows one to estimate (4.7).
Using the ideas from [3,4], analogous result can be established for Cesàro means of the Fourier–Laplace series. We note
that the convergence problems for spectral expansions of the functions from L(log L)2(SN)were first considered byRakhimov
in [3] and he suggested a different method for proving the almost everywhere convergence of the Fourier–Laplace series.
Acknowledgment
This paper was supported by Universiti Putra Malaysia under Research University Grant (RUGS). The project number is
05-01-09-0674RU.
References
[1] E.M. Stein, G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, in: Princeton Math. Series, vol. 32, University Press, Princeton, NJ, 1971, MR
46 (1974), 4102.
[2] Anvarjon Ahmedov, About spectral expansions of Laplace–Beltrami operator on sphere, Uzbek Mathematical Journal (4) (1997) 20–27.
[3] A.A. Rakhimov, On the almost everywhere localization of Fourier–Laplace series, Manuscript of Diploma Thesis, Preprint, Tashkent State University,
1983, pp. 1–14.
[4] A. Bonami, J.L. Clerc, Sommes de Cesaro et multiplicateues des developpements et harmonique spheriques, Transactions of the AmericanMathematical
Society 183 (1973) 183–223.
[5] Anvarjon Ahmedov, The principle of general localization on unit sphere, Journal of Mathematical Analysis and Applications 356 (1) (2009) 310–321.
[6] R.A. Hunt, On L(p, q) spaces, L’Enseignement Mathématique 12 (1966) 249–276.
[7] Y. Sagher, On analytic families of operators, Israel Journal of Mathematics 7 (1969) 350–356.
[8] P. Sjolin, An inequality of Paley and convergence a.e. of Walsh–Fourier series, Arkiv for Matematik 7 (1968) 551–570.
[9] E.M. Stein, Localization and summability of multiple Fourier series, Acta Mathematica 100 (1958) 93–147.
Further reading
[1] AnvarjonAhmedov, Conditions of localization averages of Riesz on spectral decomposition of the operator Laplace–Beltrami on sphere of distributions,
International Journal: Science, Education and Engineering (IJSEE) (3) (2006) 36–40. Osh, Kyrgyzstan.
[2] Anvarjon Ahmedov, About convergence spectral expansions of functions from Liouville class, Natural and Technical Science 5 (25) (2006) 12–17.
Russia, Moscow.
[3] F. Dai, K.Y.Wang, Summability of Fourier–Laplace serieswith themethod of lacunary arithmeticalmeans at Lebesgue points, ActaMathematica Sinica,
English Series 17 (3) (2001) 489–496.
[4] I.I. Hirchman, A convexity for certain groups of transformations, Journal d’Analyse Mathematique 2 (1953) 209–218.
[5] E. Kogbetliantz, Recherches sur la sommabilite des series ultraspheriques par la methode des moyennes arithmetiques, Journal de Mathématiques
Pures et Appliquées 9 (3) (1924) 107–187.
[6] L. Li, C. Yu, Convergence rate of Cesaro means of Fourier–Laplace series, Journal of Mathematical Analysis and Applications 325 (2) (2007) 808–818.
[7] Luoqing Li, Chunwu Yu, Convergence rate of Cesàromeans of Fourier–Laplace series, Journal ofMathematical Analysis and Applications 325 (2) (2007)
808–818.
[8] L.V. Zhizhiashvili, S.B. Topuriya, Fourier–Laplace series on a sphere, Journal of Soviet Mathematics 12 (6) (1979) 682–714.
[9] G. Szego, Orthogonal Polynomials, AMS Colloquium Publication, Providence, RI, 1939.
[10] S.M. Nikolskii, Approximation of Functions of Several Variables and Embedding Theorems, Nauka, Moscow, 1969 (in Russian).
