Abstract
Introduction
The object recognition is one of the most important tasks in the intelligent system. In recent years, one of the dominant approaches to the content based object recognition [8] [1] [9] is to find local interest regions and use the local characteristics. In the process of the image recognition, firstly, the effective detectors such as the Harris-Affine detector [11] , the Hessian-Affine detector [12] and DoG [8] were presented to find the interest points in the image. Besides, the local descriptor such as GLOH [10] , moment invariants [3] and differential invariants [5] were proposed to represent local characteristics of the image. The detection of interest points and the representation of the local feature must be invariant to the illumination, viewpoint, rotation, size and image noisy, etc.
The detection of interest points for the object recognition and the image retrieval was pioneered by Cordelia Schmid and Roger Mohr [15] . Various approaches to detect interest points for the image recognition have been developed in the past years [2] [14] [16] . Recently, the Scale Invariant Feature Transform (SIFT) algorithm [8] has been proved to be invariant to the image scale, rotation and affine transforms. So, it is widely applied for the image retrieval and the object recognition these days. However, an inherent problem in applying SIFT to the image recognition is the generation of a very large number of keypoints. The large number of features, ranging from hundreds to thousands keypoints for an image, degrades the matching performance. Therefore, it is necessary to reduce the number of keypoints in the SIFT features.
In this paper, we propose a novel approach to find out more important keypoints by using the color components. We call them the higher information keypoints (HIKs) since they have more important information than other less important keypoints. Its advantages are to reduce the number of the keypoints and improve the efficiency and effectiveness of image matching. By analyzing the HSI color space in the color image, we get the HIKs by using the intensity image, the hue image and the saturation image together. In the first step, the input color image is transformed into the intensity image, hue image and saturation image, respectively. For each color component image, we locate the keypoints by using the DoG detector [8] . In the next step, we set the keypoints in the intensity image as the reference keypoints. If there exits any other keypoints in the hue image or in the saturation image whose positions are overlapped or close to the reference keypoints, we determine the reference keypoints as the higher information keypoints.
We keep the HIKs and prune the others so that the number of the keypoints can be reduced effectively. Furthermore, we assign a weight for each HIK in terms of the relationship between the reference keypoint and the other keypoint. The weight of the HIK is applied to the image matching so that the matching accuracy is improved. Fig.1 describes the main process of finding the HIKs and assigning their weights. Since we only use the HIKs and their weights for the image retrieval or the object recognition, the proposed approach can improve the performance and reduce the processing time efficiently.
The remainder of this paper is organized as follows: in section 2 we review the SIFT algorithm, and in section 3 we present our new approach. The experiments and the conclusion are in section 4 and section 5, respectively.
The review of the SIFT algorithm
The SIFT algorithm [8] includes four stages: (1) scale-space extrema point detection; (2) keypoint localization; (3) orientation assignment; (4) keypoint descriptor.
First, the image is smoothed by the Gaussian function with different scales and down sampled to build the Gaussian pyramid with different octaves. Then the Difference-of-Gaussian (DoG) pyramid is built by subtracting the adjacent smoothed images in the same octave. Extrema points are then determined by comparing the value of each point in the DoG image with its 26 neighbors around it. If its value is the maximum or the minimum, then it is determined as a keypoint.
Second, the keypoints are accurately located and those with low contrast or those close to the edge in the image are pruned for the stability.
Third, one or more consistent orientations are assigned for the keypoint to achieve the invariance of the image rotation.
Finally, the descriptor is calculated in the 16*16 region around the keypoint. The region is separated into 16 blocks with the same size of 4*4 pixels. For each block, the gradient magnitude and the orientation of each pixel are calculated to form the feature histogram with 8 bins and finally the SIFT descriptor is formed with 128 dimensions.
The proposed approach
Finding important regions in the image is the first step in the process of image matching or recognition [6] . As we have mentioned in section 2, the keypoint is the local extrema point that represents the local features with high informational content. It has been proved to be scale invariant. component image, it denotes that the region includes higher local information. Thus, we can improve the matching performance by using these higher information regions.
The keypoint location and higher information keypoint detection
Firstly, the color image is decomposed into the hue, saturation and intensity images. Then the keypoints for each image are located by using the same approach as the SIFT. Therefore, for each image, we can form a set to represent the keypoints as follows:
where I, H and S denotes the number of the keypoints of the intensity image, the hue image and the saturation image, respectively.
( , ) The intensity component contains the information of the RGB components since it is the average of the RGB. Thus, we set the keypoints in the intensity image as the reference keypoint to find higher information keypoints. Fig.2 
Setting the weights of the HIKs
Since the region around the keypoint represents the local feature with high information, the smaller o d is, the richer the local information becomes [7] .
Therefore, we set a weight for each HIK according to 
The experiment
To evaluate our proposed approach, we perform the experiments by using two datasets and compare the experimental results with the SIFT algorithm. All the experiments are run on a dual core (TM) 2.4 GHz 
Image collection
The first dataset is the 3D generic object categorization [17] . We collect 20 groups from the dataset randomly. In each group, there are 5 images with the same object but different viewing angle, different viewing height and different viewing distance.
The second dataset is the Frontal Face Dataset [18] . We collect 50 images from the dataset and separate the images into 10 groups. For each group, the images are with the same person, but different background, expression and brightness.
Experimental methodology
In this paper, we apply the matching accuracy to evaluate the performance of the proposed approach. The process of getting the matching accuracy includes the next three stages.
1) The distance of two HIKs. Here, we apply the Euclidean distance to compare two HIKs. For the HIK P i in the image I and the HIK P j in the image J, the Euclidean distance between them is defined as follows:
where D ij is the distance of the HIK P i and P j . F i and F j are the features of P i and P j , respectively. N is the dimension of the feature. The more similar two features are, the closer distance becomes.
2) Determination of the matching pairs and the matching weight.
For a single HIK P i in the image I, we calculate the distance values between P i and all the HIKs in the other image J. Then we rank the distances from the closest to the farthest. To decide whether P i is matched to any point in image J, we use the ambiguity rejection metric, which is the ratio of the closest matching and second closest matching. If the ratio is smaller than 0.8, we determine that the image pair I and J is matched. Since each HIK contains a weight as we have discussed in subsection 3.2, we can get the matching weight for this matching pairs. Suppose that the closest HIK in image J is P j , and then the matching weight of this pair is given by the average weight of P i and P j . Therefore, by comparing the HIKs in images I and J, we can get the total matching weight between both images.
3) Calculation of the matching accuracy For accessing the matching accuracy, we randomly select one of the images from the image set and use it to match the other images. For one selected image, we can get the matching weight with the other images as shown in Fig.3 .
In Fig.3, I s is the selected image while I 1 , I 2 , I 3 ,…,I n are the other images in the image set. W 1, W 2 , W 3 ,...,W n are the corresponding matching weights between the image I s and the images I 1 , I 2 , I 3 ,…,I n . Then we rank I 1 , I 2 , I 3 ,…,I n in the order of the matching weights (W 1, W 2 , W 3 , ...,W n ) from the greatest to the smallest. The images that are similar to the selected image, which means that they are in the same group with the selected image, will be in the top rank if the matching is correct. By repeating the process of selecting each image from the set and matching it to the other images repeatedly, we can get the total number of correct matches correctN . Suppose that the total number of the similar images corresponding to the selected images in the image set is similarN .
Then, the matching accuracy can be defined as follows: (14) correctN accuracy similarN =
Determination of the windows radius
To determine the suitable radius of the circular window, we execute experiments by using the first dataset. Table 1 shows the matching accuracy according to different radius of the window. In Table 1 the number in the first column denotes the radius of the window and the last column denotes the average time consuming for matching an image pair.
As shown in Table 1 , the matching accuracy increases until the radius of the window is 10. After that, the accuracy decreases as the radius of the window increases, and we can find that the matching accuracy doesn't change when the radius of the window is larger than 12.
As we have mentioned in section 2, after detecting the keypoint, the local descriptor is extracted from the region around the keypoint. Since the size of the region around the keypoint is 16*16 pixels, 
The evaluation of the proposed approach
As shown in Table 1 , when the radius of the window is smaller than 4, the number of the points is less than 50% of the SIFT. Since we prune too many keypoints, the matching accuracy is decreased. However, we can find that when the radius of the window is 4, we can get as same matching accuracy as the SIFT while about 40% of the keypoints are pruned and the average time consuming is only about 36% of the SIFT. Furthermore, Table 1 shows that when the radius of the window is not less than 4, the matching accuracy of the proposed method is equal to or higher than that of the SIFT even though the small number of the keypoints is used. By setting the radius of the window as 10, we can get the best matching accuracy.
To confirm the proposed approach, another experiment is executed by using the second dataset. In the experiment, the radius of the window is set to 10. Table 2 shows that the proposed approach also can get better matching accuracy than the SIFT and improve the efficiency of the matching process. Fig.4 shows a list of the matching result by using the SIFT algorithm and the proposed approach. Since we use the HIKs and apply the weights to distinguish the importance of the HIKs, we can see that the proposed method gets two correct matching images whereas there is no correct matching image by using the SIFT algorithm. Figure 4 a list of the matching result
The second dataset 
Conclusion
This paper presents a novel approach to detect the higher information keypoints based on the HSI color space. By decomposing the color image into the intensity, hue and saturation image, we get the HIKs in terms of the keypoint positions in these color component images. To improve the performance, a weight for each HIK is assigned according to the position relationship of the keypoints in the color component images. Since we only use the HIKs with their weights for the image matching, the new approach achieves higher matching accuracy and lower time consuming in the matching process.
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