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1 Introduction
Realising large field inflation in string theory is notoriously difficult. Suggested mechanisms
include axion monodromy [1, 2], models with axion alignment [3], and N-flation [4–8]
(see also [9]).1 This area of research has received renewed interest [12–30] (for a recent
review see [31]) due to the possible tensor mode observation by the BICEP2 experiment
[32]. While the interpretation of BICEP2 data in terms of tensor modes now appears
less straightforward due to the considerable dust background detected by Planck [33],
future combined analyses or even new measurements may still force us to focus on large
field models. Also, independently of the data, we are attracted by the purely theoretical
challenge of realising large field inflation in string theory.
In the present paper, we intend to face this challenge in the context of the type IIB/F-
theory flux landscape. We focus on a recently proposed class of string-theoretic super-
gravity realisations of axion monodromy [13–15]. The basic underlying idea of all these
1For a field-theoretic implementation of axion monodromy inflation see [10, 11].
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constructions is as follows: One considers settings where at least one modulus enjoys a
shift-symmetric Ka¨hler potential. This shift symmetry as well as the related periodicity of
the axionic part of the modulus is then weakly broken by the superpotential, e.g. due to
an appropriate flux choice. This gives rise to an enlarged axion field range with a slowly
rising potential, suitable for large-field inflation.
As usual in string-theory inflation, moduli stabilisation is a critical issue. This problem
was analysed in some detail in [15] concerning Ka¨hler moduli while, concerning complex
structure moduli, high-scale flux-stabilisation was assumed in a somewhat simple-minded
way. It is our primary intention to improve on this part of the analysis.
To be more specific, the central idea of [15] (see also [24, 28, 30]) was to use the shift
symmetry of complex structure moduli (or, equivalently, D7-brane moduli) of the F-theory
4-fold in the large-complex-structure limit. For one of these moduli, which we denote by
u, it was then assumed that its coefficients in the superpotential are small due to a tuning
of the values of the other moduli through flux choice. To be specific, for a superpotential
of the form
W (z, u) = w(z) + a(z)u+
b(z)
2
u2 + . . . (1.1)
one assumes that the coefficients a(z), b(z) etc. are tuned small. Here z denotes the set of
all complex structure moduli different from u.
One can consider situations where these superpotential coefficients do not depend on
the other moduli at all. This has very recently been implemented in [28]. However, due
to the integrality of flux numbers the relevant coefficients then cannot be parametrically
small. While other complex structure moduli can be made parametrically much heavier due
to large flux numbers, lowering the inflaton mass to the phenomenologically required value
or even just below the scale at which the notoriously light Ka¨hler moduli are stabilised
remains challenging.2
Our strategy is somewhat different, following more closely the idea originally suggested
in [15]: We want to make the crucial coefficient of the inflaton field in the superpotential
small by a standard landscape-type tuning [34, 35]. In other words, we make use of the fact
that this coefficient is the sum of many terms, each depending on several other moduli.
The vacuum values of these moduli in turn depend on a high-dimensional integral flux
vector. Due to a fine cancellation between the various terms, the value of the coefficient
and hence the inflaton mass can then be made extremely small. However, there is a
price to be paid: By the very definition of our approach the coefficient depends on other
moduli. Thus, to ensure that these are not destabilised, all derivatives of this coefficient
with respect to the moduli entering it must be tuned small. We explain how the resulting,
highly tuned inflaton scalar potential can be derived from the general supergravity formula.
Furthermore, following closely the strategy of [36], we estimate the required tuning and
quantify under which conditions a tuning of this strength can be realised in a Calabi-Yau
orientifold with a certain D3 tadpole and a certain number of cycles.
2Problems regarding the backreaction of Ka¨hler moduli in large field inflation via shift-symmetric com-
plex moduli have also been recently discussed in [30]. There, Ka¨hler moduli are stabilised in a racetrack
scenario.
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In this work we will discuss 3-folds with orientifold projection, as well as F-theory
4-folds. In contrast to [15, 28], we only require one of the complex structure moduli to
be in the large complex structure regime. This is sufficient to suppress the relevant set
of instantons on the mirror 3/4-fold and hence to ensure the decisive leading-order shift-
symmetric structure of the model. Such a “partial large complex structure limit” may be
essential to avoid a potentially enormous fine-tuning price of being near the large complex
complex structure point in moduli space [36] (see however [37]). The requirement of being
in the physical domain of the moduli space will in general force some moduli in addition to
u to be in the large complex structure regime. However, this is still better than demanding
the large complex structure limit for all moduli from the beginning. We find that the
required tunings cannot be implemented in the case of 3-folds if the string coupling is to
remain in a perturbative regime and if we do want to avoid destabilisation of the saxion
partner of the inflaton. On the contrary, we observe that tuning the relevant coefficients
in the superpotential is in principle possible for 4-folds.
While our overall conclusion is positive, models of the class we consider are highly non-
generic or tuned. This appears to have a clear structural reason: If we want the coefficient
of the inflaton to be parametrically small, it can not be a simple number – it must depend
on other moduli. Thus, when the inflaton moves over a large field range, these other moduli
are in danger of being destabilised. This has to be prevented by further tunings. While we
expect that this problem will also affect the proposals of [13], where the crucial superpo-
tential coefficients are small due to the choice of a particular geometric regime (i.e. again
a moduli choice), the proposals in that paper are not sufficiently explicit to directly apply
our considerations of moduli stabilisation to it. It will be interesting to go systematically
through the classes of suggested large-field models and see which constructions can work
with the least tuning, but this is beyond the scope of our paper. Notably, since the ob-
servational verdict concerning large or small field models is still out, one has the option of
deciding that large field models are more tuned than certain (potentially non-tuned) small
field constructions (see [38] for a review of inflation models in string theory) and thus to
predict a small tensor-to-scalar ratio from string theory, as attempted in [39, 40].
The paper is organised as follows. In section 2 we examine the necessary tunings as
well as backreaction analytically. In particular, in section 2.1 we outline that a tuning of
the coefficients a(z) etc. alone is not enough to arrive at a sufficiently flat potential for the
inflaton field, and that the derivatives ∂za(z) etc. have to be small as well. In section 2.2
we show that these tunings cannot be implemented in type IIB orientifolds, if the string
coupling is to remain in a perturbative regime and if we do want to avoid destabilisation
of the saxion partner of the inflaton. In contrast, models of axion monodromy with the
desired properties can be successfully implemented in F-theory 4-folds, which we describe
in section 2.3. In sections 2.4–2.7 we then study backreaction of complex structure moduli
and the resulting effective inflaton potential analytically. Numerical examples are shown
in section 3. Last, we estimate the number of string vacua with the desired properties in
section 4.
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2 Tuning and backreaction
2.1 The problems of tuning and backreaction
Here we will briefly outline problems with tuning and backreaction in models of F -term
axion monodromy inflation. We begin by collecting the necessary ingredients for such
a model and review the philosophy. Axion monodromy setups require a shift-symmetric
Ka¨hler potential as well as a superpotential which breaks this shift symmetry. For the
moment we consider
Kcs = Kcs(z, z¯, u+ u¯) , W = w(z) + a(z)u . (2.1)
Here, z stands collectively for a set of moduli {zi}. The Ka¨hler potential is invariant
under shifts u→ u+ iα. In our setting, the shift symmetry will arise from a partial large
complex structure limit of the underlying type IIB orientifold or F-theory fourfold. If the
superpotential was also invariant under this shift of u, the direction y ≡ Im(u) would
be exactly flat. It is this shift-symmetric direction y which is identified as an inflaton
candidate.3 By including the term a(z)u in W the shift symmetry is broken and a potential
for the inflaton is generated.
By breaking the shift symmetry weakly one aims to keep the inflaton potential suf-
ficiently flat for inflation to work and not to interfere with moduli stabilisation.4 As the
breaking is determined by the parameter a(z) one expects the inflaton potential to be
controllably flat by choosing this parameter small enough at the SUSY locus z = z?. In
the following we will argue that this is not sufficient: in particular, we find that there are
further parameters in the model which need to be tuned small.
We identify the z and u as complex structure moduli (or D7-brane position moduli)
in a type IIB orientifold setting, or as F-theory fourfold complex structure moduli. In the
threefold case we also include the axio-dilaton in the set of moduli labelled z. The potential
responsible for moduli stabilisation as well as inflation is the supergravity scalar potential
V = eK(KIJ¯DIWDJW +KTγ T¯δDTγWDTδW − 3|W |2) , (2.2)
where K = −2 lnV +Kcs(z, z¯, u+ u¯). The index I runs over all moduli z as well as u. We
wish to embed our inflation model in setups where Ka¨hler moduli are stabilised according
to the Large Volume Scenario [41]. In this case the last two terms cancel at leading order
due to the no-scale structure in the Ka¨hler moduli sector and we are left with5
V = eK(KIJ¯DIWDJW ) . (2.3)
3Please note the change of notation compared to [15], which discusses a similar inflation model in
supergravity. There Kcs = Kcs(z, z¯, c− c¯) with c a D7-brane (or fourfold complex structure) modulus. The
most important difference is that the inflaton in [15] is given by Re(c), while now we use Im(u).
4Alternatively, one could try to go to the regime w(z) 1 [28]. We compare the two different approaches
in appendix A.
5Indeed, ignoring α
′
- and instanton corrections coming from the blow-up cycles of a swiss-cheese CY
threefold, the quadratic form containing the Ka¨hler moduli approximately cancels with −3 |W |. Then, the
LVS Ka¨hler moduli stabilisation can proceed in the well known way, giving rise to an AdS minimum with
VLV S ∼ −|W |2/V3. For the moment we ignore this extra contribution to (2.3). We will return to this when
commenting on Ka¨hler moduli stabilisation in section 2.7.
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Most importantly, we consider all fields as dynamical, i.e. we do not integrate out all z at
this stage. To simplify the argument, we continue our analysis for only two fields, labelled
by z and u. The two F -terms entering (2.3) are then given by
DuW = Duw + a+Kuau , (2.4)
DzW = Dzw + (∂za+Kza)u . (2.5)
The values of u and z at the minimum of the F-term potential are obtained by solving the
equations
DuW = 0, DzW = 0. (2.6)
The latter can be interpreted as conditions on the derivatives of the Ka¨hler potential at
the minimum:
DuW = 0⇒ Ku|min = − a
w + au
∣∣∣
min
(2.7)
DzW = 0⇒ Kz|min = −∂zw + ∂za · u
w + au
∣∣∣
min
. (2.8)
The inflaton potential will get contributions from both F -terms and takes the form:
V = eK
[
Kuu¯|Kua|2 +Kzz¯|∂za+Kza|2 +Kuz¯(Kua)(∂za+Kza) +h.c.)
]
min
∆y2 + . . . , (2.9)
where we expanded around the SUSY minimum {u = u?, z = z?} and ∆y ≡ y − y?. The
ellipses stand for terms due to backreaction of z , which will be studied in detail in Sec. 2.4.
It is now apparent that flatness of the potential cannot be ensured by tuning a alone.
Instead, we also require |∂za| to be sufficiently small. It is important to notice that small
|a| does not imply small |∂za|. In the context of string theory compactifications with flux,
parameters can be made small by tuning: various terms which are not small individually
contribute to a(z) and can be made to cancel up to a small remainder. However, this
cancellation will generically not occur in ∂za. Requiring a small value for |∂za| hence
introduces an additional tuning. The analysis can be easily generalised to the case of more
than two moduli. For every additional modulus zj we also require |∂zja| to be sufficiently
small. Therefore, for n moduli zi we have to tune (n+ 1) quantities.
It is easy to see that one cannot get away with fewer tunings. The argument is as
follows. Find the basis in which the Ka¨hler metric is diagonal. In this basis the inflationary
potential is a sum of positive terms (in essence, the mixed terms ∼ Kzz¯,Kzu¯ in (2.9)
disappear). Therefore, in order to achieve a flat direction, each contribution has to be
tuned small. One then has to tune (n+1) different combinations of a and ∂zia, i = 1, . . . , n.
These combinations involve elements of the original inverse Ka¨hler metric as coefficients. It
is conceivable that these terms could take small values in some region of the moduli space.
This corresponds to special geometries of moduli space where, at particular points, certain
elements of the metric blow up. Since we do not know whether such situations can occur,
in particular given that one complex structure modulus (the inflaton) must be stabilised
in the large complex structure limit, we choose not to consider this option in the following.
Thus, for the case of n moduli zi, we require |a|, |∂z1a|, |∂z2a|, . . . |∂zna| to be small.
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Figure 1: ‘Naive’ inflaton potential (dashed red line) and a possible effective inflaton
potential after backreaction is taken into account (solid blue line). Note that the effective
inflaton potential is not automatically sufficiently flat over transplanckian regions to realise
large field inflation.
It follows that models of F -term monodromy inflation are more severely tuned than
initially anticipated. One aim of this paper is to estimate the number of string vacua with
the desirable properties for F -term axion monodromy inflation. While our estimate will be
fairly rough, it will be sufficient to decide whether there is still a landscape of acceptable
vacua. We will address this issue in section 4.
There is also a second problem which we address in this paper. In the above analysis we
saw the importance of keeping the complex structure moduli z dynamical. In this setting we
can then also address the question of backreaction of the potential on the moduli z [24, 42].
In particular, notice that the term a(z)u ⊂ W , while giving rise to the inflaton potential,
also corresponds to a cross-coupling between z and u. The danger then is that for large
field displacements of u, as required in models of large field inflation, the moduli z could be
significantly displaced from their values at the global minimum. The consequences are as
follows. While the potential (2.9) is rising monotonically in the y-direction, this behaviour
could change dramatically once the moduli z are allowed to adjust. In particular, it is not
clear that the flattest direction away from the global minimum will rise monotonically over
a transplanckian field space. Instead, after an initial rise one might encounter a series of
local minima. This is illustrated in figure 1.
Consequently, we will have to examine backreaction of complex structure moduli z,
which we will do both analytically and numerically. In particular, we will determine
whether the tuning of the parameters above is sufficient to control backreaction. We
will also study the resulting effective inflaton potential and check whether it is suitable to
realise inflation. This is the subject of sections 2.4 – 2.6 and 3.
However, before we embark on these analyses we review how models of type (2.1) can
arise in string compactifications. In addition, we check whether the required tunings can
be implemented in type IIB orientifolds and F-theory 4-folds.
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2.2 A No-Go-Theorem for type IIB orientifolds at weak coupling
As argued in the previous subsection, any successful large field inflation model based on
(2.1) with a complex structure modulus u in the large complex structure (LCS) regime
requires a flux tuning of not only |a| but also of all |∂zia| and |∂Sa| at the minimum with
S = i/gs+C0 being the axio-dilaton.
6 Let X be the orientifold on which we wish to realise
large field inflation. We denote by zI , I = 0, . . . , n the h2,1− (X) = n+ 1 complex structure
moduli with the inflaton being z0 ≡ iu. Throughout the whole paper upper-case indices
run from 0 to n, while lower-case indices run from 1 to n. In the orientifold case, the most
general form of the superpotential W with u in the LCS limit is given by
W = w(S, z) + a(S, z)u+
1
2
b(S, z)u2 +
1
3!
c(S)u3. (2.10)
Here, z denotes all the zi, i = 1, . . . , n. We now briefly show that a and b depend on S and
the zi, while only S enters c. One starts from the Gukov-Vafa-Witten potential [43]
W =
∫
X
(F3 − SH3) ∧ Ω3 , (2.11)
where F3 and H3 are the type IIB three-form fluxes and Ω3 is the holomorphic (3, 0)-form
on the threefold X. After flux quantisation one can write
W = (NF − SNH)αΠα (2.12)
with the flux vectors NF , NH and the period vector Π, which is given by [37, 44]
Πα =

1
zI
1
2κIJKz
JzK + fIJz
J + fI +
∑
pAIpe
−∑J bpJzJ
− 13!κIJKzIzJzK + fIzI + g +
∑
pBpe
−∑J b˜pJzJ
 . (2.13)
Here, κIJK (I, J,K = 0, . . . , n) denote the triple intersection numbers of the 4-cycles of the
mirror dual CY threefold X˜. Moreover, the flux index α runs from α = 1, . . . , 2h2,1− (X)+2 =
2n + 4 in our case. By stabilising u in the LCS limit, i.e. Re(u) & O(1), the (worldsheet)
instanton terms e−2piu are suppressed. Instanton terms containing zi but not u are not
suppressed, but they only enter w(S, z). Not much is known about the subleading terms
fIJ , fI and g. In examples we are aware of, those terms turn out to be zero or half-integers
(see e.g. [44–47]) and hence, as we will explain, they will be irrelevant for the arguments
below. Therefore we drop those terms in the following. Then, from (2.12) it follows that u
enters W up to power three, as stated in (2.10). Clearly, S only appears linearly in W . In
particular, c cannot depend on the zi because only κ000u
3 can contribute to c, and thus
c(S) ∼ (m+ nS) (2.14)
6In the orientifold case S enters the F -term scalar potential similarly to the complex structure moduli.
Thus also |∂Sa| has to be tuned to a small value.
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with m,n ∈ Z. Similarly, from (2.12) together with (2.13) one can easily see that a and b
depend on the zi and S as follows:
a(S, z) ∼ (α+ βS + γizi + λiSzi + ζijzizj + ξijSzizj) (2.15)
and
b(S, z) ∼ (α˜+ β˜S + γ˜izi + λ˜iSzi) (2.16)
with integers α, β, γi, λi, ζij , ξij , α˜, β˜, γ˜i, λ˜i.
Note that for successful inflation we not only have to tune |a| and its derivatives small
(as explained in the previous section), but also |b|, |∂zib|, |∂Sb|, |c|, |∂Sc| have to be small
quantities at the minimum. This can be seen as follows. First of all, as we only want to
break the shift symmetry in u weakly |a|, |b| and |c| need to be small. However, the scalar
potential will receive further contributions which break the shift symmetry. In particular,
we have DiW ⊃ ((∂zia)u + (∂zib)u2/2) and DSW ⊃ ((∂Sa)u + (∂Sb)u2/2 + (∂Sc)u3/3!),
which do not obey the shift symmetry. Thus, the derivatives |∂zia|, |∂Sa|, |∂zib|, |∂Sb|, |∂Sc|
indeed need to be tuned small as well. We will show in the following that these tunings
either make it impossible to stabilise gs in the perturbative regime or to stabilise Re(u)
successfully.
For this, we first prove the following statement:
Statement 1: In the perturbative regime one cannot tune |c(S)| small, i.e. |c(S)| <  with
 1, as long as c(S) 6= 0.
By (2.14), the tuning condition |c(S)| <  translates into
|m+ nS| < , (2.17)
where m,n ∈ Z. Therefore, both the real and the imaginary part of m+ nS have to be as
small as  individually. Thus, |n Im(S)| <  for the imaginary part. However, because of
S = i/gs + C0, it follows that
|n Im(S)| = |n|
gs
< . (2.18)
If n 6= 0, then gs > |n|/  1. Hence, in this case it is impossible to stabilise gs in the
perturbative regime. Since n ∈ Z, one cannot simply tune n small. Therefore, one can
only evade gs  1 if we choose n = 0. But then, |c(S)| = |m| < , i.e. m = 0. This implies
that c(S) has to vanish identically.
This observation allows to go even one step further and to state and prove the following:
Statement 2: On any CY threefold with κ000 6= 0 or κi00 6= 0 for some zi, the tuning
requirements for large field inflation imply that the string coupling is stabilised at gs  1.
The proof is as follows. We have to tune all the parameters a, b, c and their derivatives as
small as  1. Statement 1 shows that being in the perturbative regime requires c ≡ 0.
There are two possibilities to make c vanish identically. One could choose a CY threefold
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with κ000 = 0 or turn off the last entries of the flux vectors (i.e. choosing the flux numbers
(NF )2n+4 and (NH)2n+4 to zero). Let us first consider the latter possibility. From (2.13)
one can see that turning off these flux numbers indeed prevents κ000u
3 from entering W .
However, one would also simultaneously forbid the terms ∼ κi00ziu2, i.e. γ˜i = λ˜i = 0
for all i. Thus, b(S, z) = b(S) (see (2.16)), i.e. it then has the same moduli-dependence
as c. In analogy, by using statement 1, we can then infer that b ≡ 0. Furthermore,
(NF )2n+4 = (NH)2n+4 = 0 implies that ζij = ξij = 0 for all i, j. We see that (2.15)
becomes
a(S, z) ∼ (α+ βS + γizi + λiSzi), (2.19)
and therefore ∂ja(S, z) ∼ (γj+λjS), γj , λj ∈ Z for all j. Consequently, the tuning condition
|∂ja(S, z)| <  translates into |γj + λjS| <  and again, by statement 1 we are forced to
choose γj = λj = 0, and we are left with a(S) ∼ (α + βS). Once more, |a(S)| <  yields
a = 0 by statement 1.7
However, even for κ000 = 0 we are forced to set a = b ≡ 0 in order to avoid gs  1.
The requirement |∂kb| <  yields |γ˜k + λ˜kS| <  with γ˜k, λ˜k ∈ Z. By statement 1 one must
have γ˜j = λ˜j = 0 for all j. Then, again, the condition |b| <  forces us to choose α˜ = β˜ = 0
due to statement 1. Hence, b has to vanish identically, too. Since, by assumption, κi00 6= 0
for some zi if κ000 = 0, one cannot avoid choosing (NF )2n+4 and (NH)2n+4 to be zero,
otherwise b 6= 0. This then implies ζij = ξij = 0. By repeating the above arguments, we
find a ≡ 0 or gs > 1/. This proves statement 2.
Obviously, if we consider a CY threefold with κ000 = 0 = κi00 for all z
i (K3-fibrations
admit such triple intersection numbers), then we have b = c ≡ 0, but generically ζij , ξij 6= 0,
because no fluxes have to vanish. In this case, it seems possible to stabilise gs in the
perturbative regime. However, it is then not clear how to stabilise Re(u) successfully. Note
that a CY threefold with the above triple intersection numbers yields a Ka¨hler potential
of the form
Kcs = − ln (A(z) +B(z)(u+ u¯)) (2.20)
with A,B being functions of the remaining complex structure moduli. Then, the contribu-
tion
eKcsVLVS ∼ −eKcs |W |
2
V3 (2.21)
from the LVS-potential, which dominates the F -term potential for Re(u), does not admit
a minimum for Re(u) in the regime where A+B(u+ u¯) > 0, but rather shows a runaway
behaviour. This issue is rooted in the simple structure of the Ka¨hler potential. Note
that an analogous problem occurs in inflation models with the universal axion, where
the string coupling gs needs to be stabilised. Consequently, large field inflation with a
complex structure modulus in the LCS limit cannot be realised on CY threefolds with
7If fIJ is an integer or a half-integer it does not influence the argument. However, if there are cases in
which fIJ can be irrational or a sufficiently complicated fraction, there is a chance to evade the conclusion
a(S) = 0. Instead one could use fIJ to tune the whole expression a(S) small. Since we are not aware of
examples in which the terms fIJ are irrational numbers or complicated fractions, we do not consider this
possibility any further.
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κ000 = 0 = κi00 for all z
i. Together with statement 2, we summarise our findings as follows
(and refer to it as the no-go theorem henceforth):
For any orientifold with at least one complex structure modulus u in the large complex
structure limit, at least one of the following three conditions cannot be satisfied:
1. The coefficients in front of the inflaton field u in the superpotential W and their
derivatives are tuned sufficiently small to allow for inflation.
2. The string coupling gs is stabilised in the perturbative regime.
3. Re(u) can be stabilised using the classical supergravity F -term scalar potential.
Note that possible scenarios where only condition 3 is violated deserve more detailed
investigation in future work. For instance, certain uplifting scenarios or a mild interference
with Ka¨hler moduli stabilisation could turn out to be a loophole concerning the problems
in stabilising Re(u) that were outlined above.
This no-go theorem can be evaded by considering Calabi-Yau fourfolds as the starting
point for the subsequent analysis.
2.3 Calabi-Yau fourfolds in a partial Large Complex Structure regime
As explained, the no-go theorem forces us to work with Calabi-Yau fourfolds X, whose
complex structure moduli are denoted by u ≡ z0 and zi, i = 1, . . . , n, where n = h3,1(X)−1.
Useful references for this section are [43, 48]. Again, u labels the complex structure modulus
in the large complex structure regime which contains the inflaton field.
The superpotential W can be computed directly from the Gukov-Vafa-Witten potential
[43]
W =
∫
X
G4 ∧ Ω4 , (2.22)
with G4 and Ω4 being the 4-form flux and the holomorphic 4-form on X, respectively.
After flux quantisation this gives
W = NαΠα , (2.23)
where N is flux vector and Π denotes the period vector with α = 1, . . . , b4(X). Schemati-
cally, Π has the following structure [37, 44, 49]:
Πα ∼

1
zI
κIJKLz
KzL + Inst(u, z)
κIJKLz
JzKzL + Inst(u, z)
κIJKLz
IzJzKzL + Inst(u, z)
 , (2.24)
where κIJKL denote the intersection numbers of the 6-cycles of the mirror dual CY fourfold,
and Inst(u, z) summarises various instanton terms, depending on u and all the zi.
In general, W is a holomorphic function in u and the remaining complex structure
moduli. In this work we wish to only consider superpotentials where u appears at most
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linearly: W = w+ au. The main motivation behind this restriction is to keep the analyses
in the following chapters simple. In principle, the study of backreaction performed in this
work should also be possible for models with a more complicated superpotential, but we
leave this for future studies.
In the following we will argue how a superpotential linear in u can be obtained. One
obstruction to this is the presence of non-perturbative terms of the form ∼ e−2piu in Π.
As before, by working in the LCS regime where u is large we can ensure that all non-
perturbative terms containing u are exponentially suppressed. Note that we do not require
that all moduli zI need to be in the LCS regime: we only require a subset including u to
be at LCS, which we refer to as ‘partial large complex structure’. Then, at this stage, u
can arise at most as u4 in W .
In order to achieve a superpotential of the form W = w(z) + a(z)u, we assume X to
have intersection numbers κ0000 = 0 = κi000 for all z
i. Hence, cubic or quartic terms in u
are prohibited by the geometry of X. All terms which potentially give rise to quadratic
terms in u need to be set to zero by a corresponding flux choice. For instance, the last
component of Π contains κij00z
izju2, which does not necessarily vanish, and thus the last
component of N must be chosen to be zero. Since the Betti number b4(X) does not only
receive contributions from h3,1(X) but also from h2,2(X), we expect that the available
number of flux parameters exceeds the number of required tunings. For instance, if X is
an elliptic fibration over CP 3 one obtains h3,1(X) = 3878, h2,2(X) = 15564 and hence
b4(X) = 23320 [48]. Thus, in this example one has many more flux numbers than complex
structure moduli.
We now want to write down the tuning conditions explicitly and argue that these
requirements can be satisfied in principle. Using the notation ~z ≡ (z1, . . . , zn), we can
write a(~z) schematically as
a(~z) ∼ (m+ ~nt~z + ~ztN~z) (2.25)
with m ∈ Z, ~n ∈ Zn and N being an integer valued matrix. The tuning condition on the
derivatives of a(~z) is |∇a| .  ' 0. This gives two real equations
2N~v ' −~n, (2.26)
N~w ' 0, (2.27)
where ~v = Re~z and ~w = Im~z. Inserting these results into a(~z), we find
a(~z) ∼ (m+ 1
2
~nt~v +
1
2
i~nt ~w) . (2.28)
As we need to tune |a(~z)| .  ' 0 we also require
|~nt ~w| ' 0 (2.29)∣∣∣∣m+ 12~nt~v
∣∣∣∣ ' 0. (2.30)
A solution to these four conditions is as follows. Suppose det N 6= 0, then ~w ' 0, i.e. the
second and the third conditions are satisfied. The first condition (2.26) can be solved for
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~v and plugged into (2.30) to get the requirement
m ' 1
4
~nt(Nt)−1~n. (2.31)
This can be satisfied easily if e.g. det N = ±1, since in this case N−1 is again integer
valued. Of course, there can also be solutions to the tuning conditions for det N = 0, but
we do not study them any further since our intention was to show that one can in principle
satisfy the tuning requirements.
We now turn to the Ka¨hler potential Kcs for the complex structure moduli. It can be
determined from the period vector Π as
Kcs = − ln
(
Πα(z, u)Q
αβ¯Πβ(z¯, u¯)
)
(2.32)
with the intersection matrix Qαβ¯. Most importantly, since u is taken to be in the LCS
regime, it appears only as u+u¯ in the Ka¨hler potential. Consequently, the Ka¨hler potential
for the complex structure moduli is indeed of the form Kcs = Kcs(z, z¯, u+ u¯), as stated in
(2.1). From the structure of the period vector it is also evident that Kcs can in principle
contain a polynomial in (u+ u¯) of degree four (at most). Since, for simplicity, we consider
κ0000 = 0 = κi000 for all z
i, we have in fact a quadratic polynomial in (u + u¯) in the
logarithm of the Ka¨hler potential. However, note that we do not rely on the specific
structure of Kcs for the subsequent analysis. The crucial point is the existence of the
shift-symmetry of Kcs (under u→ u+ iα), which is a necessary requirement to evade the
η-problem.8 Again, to arrive at a Ka¨hler potential with one shift-symmetric direction,
we do not require all complex structure moduli to be at LCS: only a subset of complex
structure moduli containing u has to be large. As before, ‘partial large complex structure’
is sufficient. Overall, this leaves F-theory 4-folds as a promising starting point for models
of F -term axion monodromy inflation.
For the sake of simplifying the notation, we henceforth abbreviate fI ≡ ∂zIf , I =
0, . . . , n and fi ≡ ∂zif , i = 1, . . . , n for any function f .
2.4 Backreaction and the effective inflaton potential
In this section we will study the backreaction on the complex structure moduli zi, z¯i as well
as on x ≡ Re(u), if we displace y ≡ Im(u) by some finite distance ∆y from the minimum.
In particular, we will derive the effective inflaton potential once backreaction is taken into
account.
The starting point are a Ka¨hler potential and a superpotential of the form
W = w(z) + a(z)u, K ≡ K(z, z¯, u+ u¯) , (2.33)
from which we can determine the F -term scalar potential
V = eK(KIJ¯DIWDJW ) . (2.34)
8In addition, we require the existence of a point where ∂uK = 0. This will allow us to stabilise Re(u)
through K and w only (see [15] for more detail). We can then ensure that Re(u) is parametrically heavier
than the inflaton Im(u), which only acquires a mass through au ⊂W . A Ka¨hler potential with a quadratic
polynomial in (u+ u¯) inside the logarithm is sufficient to stabilise Re(u) through K and w only.
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Most importantly, we do not assume that any of the zi are integrated out. On the contrary,
we take all zi as well as u to be dynamical. To quantify backreaction the strategy is as
follows. We expand the potential in δzi, δz¯i and δx to quadratic order about the minimum.
As long as the displacements δzi, δz¯i and δx remain small during inflation this expansion
is a good approximation to the full potential and higher order terms can be ignored.
For every value of ∆y the potential is then a quadratic form in the displacements of the
remaining fields. As such, it admits a global minimum at each value of ∆y for some δzi(∆y),
δz¯i(∆y) and δx(∆y), which we calculate explicitly. In the following we will show that the
displacements δzi(∆y), δz¯i(∆y) and δx(∆y) are indeed small for a wide range in ∆y such
that our analysis is self-consistent. By substituting these solutions into the expression for
the potential we can then derive the effective inflaton potential.
We now perform the steps outlined above explicitly. To begin, we wish to expand
the scalar potential (2.34) to quadratic order in x, zj and z¯j about their values at the
minimum. For this, it will be sufficient to expand the covariant derivatives DIW to first
order. Indeed the inverse Ka¨hler metric and the exponential prefactor do not contribute
at quadratic order, as shown by varying the F -term potential twice:
δ2VF = δ
2
(
eKKIJ¯
)[
DIWDJW
]
min
+ δ
(
eKKIJ¯
)
δ
(
DIW
)[
DJW
]
min
+ δ
(
eKKIJ¯
)
δ
(
DJW
)[
DIW
]
min
+
[
eKKIJ¯
]
min
δ2
(
DIWDJW
)
, (2.35)
and imposing the minimum condition DIW = 0.
The covariant derivatives are given by:
DuW = a+Ku(w + ax+ iay),
DziW = wi + ai(x+ iy) +Ki(w + ax+ iay). (2.36)
Recall that a subscript i corresponds to a derivative w.r.t. zi: fi ≡ ∂zif . The values u?, z?
of the complex structure moduli at the minimum are found by imposing the conditions:
DuW = 0, DziW = 0. (2.37)
The latter can be solved in terms of the derivatives of the Ka¨hler potential at the minimum:
DuW = 0⇒ Ku|? = − a
w + au
∣∣∣
?
DziW = 0⇒ Ki|? = −
wi + aiu
w + au
∣∣∣
?
. (2.38)
We now write zj = zj? + δz
j and u = u? + δx + i∆y and expand (2.36) to linear order in
δx, δzj and δz¯j . Note that we will not perform an expansion in ∆y. On the contrary, our
result will be exact in ∆y. This is absolutely crucial as ∆y will take transplanckian values
during inflation and is not a small quantity. In the following it will also be useful to absorb
the term au? into a quantity w∗:
w∗ ≡W (z, u?) = w(z) + a(z)u? . (2.39)
– 13 –
Expanding (2.36) to linear order in δx, δzj and δz¯j we find:
DuW =
[
aj +Kujw∗ +Kuw∗j + i(Kuja+Kuaj)∆y
]
?
δzj
+
[
Kuj¯w∗ + iaKuj¯∆y
]
?
δz¯j
+
[
Kua+Kuxw∗ + iKuxa∆y
]
?
δx+ i
[
Kua
]
?
∆y +O(δ2), (2.40)
DziW =
[
w∗ij +Kijw∗ +Kiw∗j + i(aij +Kija+Kiaj)∆y
]
?
δzj
+
[
Kij¯w∗ + iKij¯a∆y
]
?
δz¯j
+
[
ai +Kixw∗ +Kia+ iKixa∆y
]
?
δx+ i
[
ai +Kia
]
?
∆y +O(δ2). (2.41)
Here we used the subscript ? to make it explicit that the quantities in square brackets are
evaluated at the minimum, but we will suppress it in what follows.
If the displacements δz, δz¯, δx are small, the leading term in the potential is quadratic
in ∆y. This term is therefore the naive inflationary potential and reads:
Vnaive ∼
[
Kuu¯|Kua|2 +Kij¯(ai +Kia)(aj +Kja) + (Kuj¯(Kua)(aj +Kja) + h.c.)
]
(∆y)2
(2.42)
In order for ∆y to be a suitable direction for inflation, we require that the naive potential is
almost flat. From (2.42), this requirement is satisfied if |Kua| and |aj+Kja| are small. This
can be achieved by tuning all the parameters |a|, |aj |  1.9 In order to obtain compact
expressions, we introduce the following quantities:
ηu = iKua
ηj = i(aj +Kja). (2.43)
At this point, it is important to notice that (2.38) imposes Ku ∼ a. The latter implies that
Ku is as small as a at the minimum, while Ki and the elements of the Ka¨hler metric are
not parametrically small. Introducing the small parameter
 ≡ |a| , (2.44)
it follows that ηu ∼ 2 while the second term in ηj is only proportional to . In this and
the following subsection we assume that ai is tuned in such a way that ηi ∼ 2 as well.
Under these assumptions ηu and ηi are parametrically of the same size. This turns out to
be useful for our explicit computations. We discuss the generic case of hierarchical η’s in
section 2.6.
We can now simplify our expressions (2.40). We will later show that the displacements
δx, δzj , δz¯j are small to the extent that ηu, ηj are small. In particular, when ηu ∼ ηj ∼ 2
we will find that δx ∼ δzj ∼ δz¯j ∼ 2. It follows that e.g. ajδzj ∼ 3 while Kujw∗δzj ∼ 2.
To simplify further, we can then neglect those terms in (2.40) that are smaller than O(2).
9In the case of k complex structure moduli entering a, these are k+ 1 tunings. As we have discussed in
Sec. (2.1), one cannot get away with fewer tunings.
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Let us be more precise about the latter statement. In (2.40) and (2.41) there are terms
of the form O(3)∆y. Those terms are negligible compared to those of O() as long as
∆y  −1. We shall therefore restrict the field displacement to 0 < ∆y  −1. This is
also motivated by the following argument. In order not to interfere with Ka¨hler moduli
stabilisation we need to impose au ∼ u  w in (2.33). This constraint then implies the
same restriction on the field range. We thus arrive at:
DuW '
[
Kujw∗
]
δzj +
[
Kuj¯w∗
]
δz¯j +
[
Kuxw∗
]
δx+ ηu∆y, (2.45)
DziW '
[
w∗ij +Kijw∗ +Kiw∗j + i(aij)∆y
]
δzj +
[
Kij¯w∗
]
δz¯j (2.46)
+
[
Kixw∗
]
δx+ ηi∆y .
Note that at leading order DuW ∼ DziW ∼ 2 and V ∼ 4. We can now understand why
it was sufficient to expand the covariant derivatives to first order in δx, δzj and δz¯j . It is
easy to check that higher order terms would be subleading both in the covariant derivatives
as well as in V . For what follows it will be useful to write the expressions (2.45) and (2.46)
more compactly using the notation:
DIW = (AIj +BIj∆y)δz
j + CIjδz¯
j +GIδx+ ηI∆y. (2.47)
Here the index I runs over u and all zi, where I = 0 is identified with u and I = i with
i = 1, . . . , n corresponds to zi. A summation over the index j is implied. While being
simple, the notation (2.47) obscures some of the structure evident in (2.45) and (2.46). In
particular, note that
B0i = ∂u∂zia = 0 for i = 1, . . . , n , (2.48)
Bij = Bji = ∂zi∂zja for i, j = 1, . . . , n , (2.49)
Gi = 2A0i for i = 1, . . . , n . (2.50)
In the following, it will be convenient to work with real fields only. Writing zi = vi + iwi
and z¯i = vi − iwi we can rewrite (2.47) in terms of the displacements δvj and δwj :
DIW = (AIj + CIj +BIj∆y)δv
j + i(AIj − CIj +BIj∆y)δwj +GIδx+ ηI∆y . (2.51)
We are now in a position to write down the F -term potential at quadratic order in the
displacements, starting from its definition,
VF = e
KKIJ¯DIWDJW, (2.52)
and insert our expressions (2.51). The resulting potential can be written as a quadratic
form:
VF =
1
2
∆TD(∆y)∆ + [b(∆y, ηI)]T∆ + µ2(∆y)2 , (2.53)
whose individual terms we will now explain. For one, ∆ is a vector with (2n + 1) entries
containing the displacements ∆ = (δx, δvi, δwi)T . Also, µ2 = eKKIJ¯ηI η¯J¯ is the squared
mass of the naive inflaton potential. Furthermore, D is the real symmetric (2n+1)×(2n+1)
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matrix of the second derivatives of the scalar potential with respect to the displacements
δx, δvi, δwi. Explicitly, it is given by
D =
Dxx Dxvj DxwjDvix Dvivj Dviwj
Dwix Dwivj Dwiwj
 , (2.54)
with:
Dxx = 2 eKKIJ¯GIGJ , (2.55)
Dxvi = Dvix = eKKIJ¯
[
GI(AJi + CJi +BJi∆y) + (AIi + CIi +BIi∆y)GJ
]
,
Dxwi = Dwix = eKKIJ¯
[
−iGI(AJi − CJi +BJi∆y) + i(AIi − CIi +BIi∆y)GJ
]
,
Dvivj = Dvjvi = eKKIJ¯
[
(AIi + CIi +BIi∆y)(AJj + CJj +BJj∆y)+
+(AIj + CIj +BIj∆y)(AJi + CJi +BJi∆y)
]
,
Dviwj = Dwjvi = eKKIJ¯
[
−i(AIi + CIi +BIi∆y)(AJj − CJj +BJj∆y)+
+i(AIj − CIj +BIj∆y)(AJi + CJi +BJi∆y)
]
,
Dwiwj = Dwjwi = eKKIJ¯
[
(AIi − CIi +BIi∆y)(AJj − CJj +BJj∆y)+
+(AIj − CIj +BIj∆y)(AJi − CJi +BJi∆y)
]
.
The elements of the vector b = (bx, bvi , bwi)
T are given by the first derivatives of the F -term
potential (evaluated at the minimum, i.e. at ∆ = 0). Explicitly, we have
bx = [∂(δx)V ]? = e
KKIJ¯ [GIηJ + ηIGJ]∆y , (2.56)
bvi = [∂(δvi)V ]? = e
KKIJ¯
[
(AIi + CIi +BIi∆y)ηJ + ηI(AJi + CJi +BJi∆y)
]
∆y ,
bwi = [∂(δwi)V ]? = e
KKIJ¯
[
i(AIi − CIi +BIi∆y)ηJ − iηI(AJi − CJi +BJi∆y)
]
∆y .
We can now determine the displacements δx, δvi and δwi as functions of ∆y by minimising
the potential (2.53). The unique minimum at each value of ∆y is found by solving
D∆min = −b . (2.57)
We find
⇒ ∆min = −D−1b = −adj[D]
det[D] b, (2.58)
where adj[D] is the adjugate matrix of D. By substituting the solution ∆min back into
(2.53) we arrive at the effective potential
Veff (∆y) = −1
2
bT (∆y)D−1(∆y)b(∆y) + µ2∆y2. (2.59)
This is the main result of this section. We have derived an expression for the effective
potential with backreaction taken into account, i.e. Veff is the potential along the flattest
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trajectory away from the SUSY minimum. Note that it still remains to be checked whether
this potential is suitable for inflation. Further, recall that the above is only valid as long
as backreaction of complex structure moduli is weak, such that terms cubic in δx etc. can
be ignored. In the following section we will show that this can be achieved by tuning all
ηI small.
However, before analysing (2.59) further we can already make the following observa-
tion: even if backreaction is under control (i.e. the displacements δx etc. are small) the
effect of backreaction onto the inflaton potential is not negligible. Without backreaction
the potential would be just given by µ2(∆y)2 = eKKIJ¯ηIηJ(∆y)2, which is quadratic in
the small quantities ηI . Note that all entries of the vector b (2.56) are linear in the small
quantities ηI , while D does not depend on ηI at all. As a result, the first term in (2.59) con-
taining the effects of backreaction is quadratic in ηI . As there are no other small parameters
in our setup we find that the first term in (2.59) is not parametrically suppressed w.r.t. the
naive inflaton potential. On the contrary, both terms in (2.59) are equally important and
the effective potential can differ significantly from the naive inflaton potential.
In the next section, we will analyse the effective potential in more detail. In particular,
we will find:
• For small and intermediate ∆y the effective potential does in general not behave
like a simple monomial in ∆y. While the naive inflaton potential is quadratic by
construction, backreaction will change this behaviour for intermediate ∆y.
• However, for large enough ∆y the effective potential can again be approximated by
a parabola Veff = µ
2
eff (∆y)
2. We are thus left with a sizable interval in field space
where the effective potential is essentially quadratic. Thus it is in principle suitable
for realising quadratic large field inflation.
2.5 Quantifying backreaction
In this section we wish to determine ∆min(∆y) and check that backreaction can indeed be
controlled. By substituting ∆min(∆y) into (2.53) we will also be able to study the effective
potential as a function of ∆y.
To perform the next steps analytically and in full generality is not practical. The
inverse matrix D−1 and thus ∆min will typically be complicated expressions in the pa-
rameters AIi, BIi, CIi, GI and ηI , which will obscure the points we wish to make in this
section.
To circumvent these complications, one can study backreaction and the effective po-
tential numerically, and we will do so in section 3. Here we adopt a different approach.
In particular, we wish to show that by tuning ηI small backreaction of complex structure
moduli can be controlled. For this analysis the exact numerical values of the parameters
AIi, BIi, CIi and GI as well as KIJ¯ are not important; all we need to know is that they
are not tuned small. Thus, to simplify the following calculations, we assume
|AIi| ∼ |BIi| ∼ |CIi| ∼ |GI | ∼ KIJ¯ ∼ O(1) , (2.60)
|ηI | ∼ 2  1 . (2.61)
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Then the matrix D and the vector b are given by:
D = eK

O(1) O(1) +O(1)∆y . . . O(1) +O(1)∆y
O(1) +O(1)∆y (O(1) +O(1)∆y)2 . . . (O(1) +O(1)∆y)2
...
...
. . .
...
O(1) +O(1)∆y (O(1) +O(1)∆y)2 . . . (O(1) +O(1)∆y)2
 , (2.62)
b = eK

O(1)
O(1) +O(1)∆y
...
O(1) +O(1)∆y
 2 ∆y. (2.63)
It is now straightforward to determine the dependence of D−1 on ∆y. Recall that for a
geometry with n + 1 complex structure moduli D is a (2n + 1) × (2n + 1) matrix. Then
one obtains:
D−1 = e
−K
pol4n(∆y)

pol4n(∆y) pol4n−1(∆y) . . . pol4n−1(∆y)
pol4n−1(∆y) pol4n−2(∆y) . . . pol4n−2(∆y)
...
...
. . .
...
pol4n−1(∆y) pol4n−2(∆y) . . . pol4n−2(∆y)
 , (2.64)
where pold(∆y) symbolises a polynomial of degree d in ∆y. More precisely, pold(∆y) =∑d
m=0 pm(∆y)
m with coefficients pm which depend on AIi, BIi, CIi, GI and KIJ¯ .
To arrive at (2.64) we had to rely on several assumptions. For one, to be able to
invert D it has to be non-degenerate. In addition, if D has a non-trivial substructure,
it is certainly possible that there are cancellations when calculating the determinant and
adjugate of D. Then the polynomials appearing in D−1 would be of a lower degree than
naively expected. We checked numerically that cancellations typically do not occur and
hence it is justified to write D−1 as in (2.64).
We are now in a position to determine the displacements δx, δvi and δwi as functions
of ∆y:
∆min =
 δxδvi
δwi

min
=
 pol4n(∆y)pol4n−1(∆y)
pol4n−1(∆y)
 2 ∆y
pol4n(∆y)
, (2.65)
where in the above δvi and δwi represent all moduli of this type.
We can make the following observations. For one, the displacements δx, δvi and δwi
are proportional to the small parameter 2. Thus they are in principle small to the extent
that 2 is small. We used this fact in the previous section to neglect terms of the form
δx etc. in DIW . However, given the expression (2.65) we can say much more about the
dependence of δx, δvi and δwi on ∆y. In particular, we can identify three regimes where
the displacements behave differently:
1. ∆y  1: In this regime the polynomials in (2.65) will be dominated by their constant
terms. It is then easy to see that δx ∼ δvi ∼ δwi ∼ 2∆y. The displacements increase
linearly with ∆y, but they remain small in this regime. Backreaction is under control.
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2. ∆y ∼ O(1): no term in particular is expected to dominate in the polynomials of
(2.65). The displacements then behave as generic functions of ∆y, possibly with
regions of positive and negative slope. While the displacements are still suppressed
by 2, they can get enhanced in this regime if the term in the denominator of (2.65)
(i.e. the determinant of D) becomes small. In this case backreaction is not completely
under control and higher order terms in δx etc. cannot always be ignored.
3. ∆y  1: here the polynomials are dominated by the monomial with the highest
degree: pold(∆y) ∼ (∆y)d. We then find the following: δvi, δwi approach a constant,
while δx increases linearly with ∆y. In particular, δvi ∼ δwi ∼ O(1)2 while δx ∼
O(1)2∆y. The most dangerous modulus in this regime is then δx, as it increases
linearly with ∆y. We can ignore higher order corrections in δx to the potential as
long as δx 1, which requires ∆y  1/2. This condition is automatically satisfied
as we are working under the assumption 0 < ∆y  1/. Therefore in this regime
higher order corrections in δx are negligible.
In quadratic inflation one is interested in the regime of large displacements along the
inflationary direction. As we have just shown, in this particular regime backreaction is
completely under control up to maximal distances ∼ O(1/). The parameter  cannot be
set to any arbitrary value, as this will affect both the phenomenology of inflation as well as
the severity of tuning in the landscape. We will discuss this more thoroughly in section 4.
Let us here anticipate that it is feasible to have (∆y)max ∼ O(102) in units of the Planck
mass. The important point is that there exist a regime of large field displacements where our
assumptions about backreaction are justified. Therefore in this regime the approximation
of the potential to quadratic order in δx, δzi and δz¯i is valid.
We now turn to the effective potential, which we already encountered in (2.59):
Veff = −1
2
bTD−1b + µ2∆y2 .
In the previous section we already observed that both terms scale as 4 and thus backre-
action is not negligible. Here we will study its dependence on ∆y.
Many observations from our analysis of the ∆y-dependence of ∆min also apply here.
We will be particularly interested in the regime 1  ∆y  1/. As we just argued, our
expansion of the potential to second order is a good approximation of the F -term scalar
potential (2.52) in this regime. In this region of field space, the inverse matrix D−1 and
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the vector b are easy to write down:
D−1 ' e−K

O(1) O(1)∆y−1 . . . O(1)∆y−1
O(1)∆y−1 O(1)∆y−2 . . . O(1)∆y−2
...
...
. . .
...
O(1)∆y−1 O(1)∆y−2 . . . O(1)∆y−2
 , (2.66)
b ' eK

O(1) 2 ∆y
O(1) 2 ∆y2
...
O(1) 2 ∆y2
 . (2.67)
In the regime of large ∆y the effective potential is then given by inserting the two above
expressions (2.66) and (2.67) into (2.59):
Veff '
(
−O(1)eK4 + µ2
)
∆y2 ≡ µ2eff∆y2, (2.68)
where µ2 = eKKIJ¯ηIηJ ∼ eK4. Some comments are in order. First, we find that for
large ∆y the effective potential is a sum of two terms quadratic in ∆y. The first one is
due to backreaction on δx, δzi, δz¯i as one moves along ∆y. The second term is the naive
∆y potential. The computation that we performed shows that those two contributions are
of the same order of magnitude. Therefore we observe that, even though backreaction is
under control in the regime under consideration, its effect on the potential is certainly not
negligible.
Secondly and most importantly, in the regime 1  ∆y  1/ the potential is well
approximated by a positive quadratic function. It is therefore in principle suitable for
realising quadratic inflation. Notice however that the effective mass µeff is numerically
smaller than the naive mass µ.
Our result can be compared to previous studies of backreaction in axion monodromy
inflation. In [24, 42] it was found that backreaction of the inflaton potential on heavier
moduli can flatten the inflaton potential at large field values. To be specific, for models
of inflation with ϕp-potentials this can manifest itself in the reduction of the power p at
large field values. In our case we do not observe a reduction in the power p: our inflaton
potential is quadratic for both small and large inflaton field values and flattening reduces
the inflaton mass instead. This particular manifestation of flattening is a direct consequence
of the mathematical structure of the supergravity scalar potential once we implement all
the tuning conditions. Most importantly, the flattening we observe has the same physical
origin as the effect described by [24, 42]: it arises from integrating out heavier moduli.
By canonically normalising the inflaton we can then also determine the physical inflaton
mass. Note that the inflaton direction is mainly given by y: at large ∆y the moduli zi are
essentially fixed and δx ∼ ∆y only varies weakly with y. Thus, to leading order we can
identify the inflaton with ∆y. The effective Lagrangian for ∆y reads:
Leff = Kuu(∂∆y)2 − Veff (∆y) = Kuu(∂∆y)2 − µ2eff (∆y)2. (2.69)
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Therefore, at leading order the inflaton is simply obtained via the rescaling ϕ =
√
2Kuu∆y
and the inflaton mass is given by m2θ = µ
2
eff/Kuu. The constraint ∆y  1/ can now be
translated into a constraint on the maximal initial displacement of ϕ. The field range of
the inflaton is limited to ϕ √2Kuu/.
This section can thus be summarised as follows: by tuning small n + 1 parameters
a, ∂z1a, . . . , ∂zna, we can ensure that there exists a large range in field space in which
backreaction is under control and the inflationary potential is in principle suitable for
quadratic inflation.
2.6 Backreaction for less severe tuning
In the previous sections we showed that by tuning |ai + Kia| ∼ 2 (recall that  ≡ |a|) we
can arrive at a potential for ∆y which is in principle suitable for inflation. Here, we wish to
analyse whether backreaction can also be controlled for a less severe tuning. In particular,
we will somewhat relax the tuning of ai and only require |ai| ∼ |a| = , such that now
|ai +Kia| ∼ . We will argue that in this case we can still find an extended region in field
space, where the inflaton potential is quadratic. In contrast to the previous sections, this
regime will arise for ∆y  1/. As we will point out later, the backreaction of Ka¨hler
moduli cannot be neglected in this case, but inflation is still possible (as we will explain in
section 2.7). Here we begin by analysing the backreaction of complex structure moduli.
We start with the covariant derivatives DuW and DziW expanded around u? and z?
to first order in the displacements δx, δzi and δz¯i as given in (2.40) and (2.41). In what
follows it will be most instructive to only work with two complex structure moduli u and
z. The analysis can be straightforwardly generalised to situations with further complex
structure moduli. The expressions (2.40) and (2.41) can be written as
DuW = (Au +Bu∆y)δz + (Cu + Fu∆y)δz¯ + (Gu +Hu∆y)δx+ ηu∆y , (2.70)
DzW = (Az +Bz∆y)δz + (Cz + Fz∆y)δz¯ + (Gz +Hz∆y)δx+ ηz∆y . (2.71)
The parameters Au,z, Bu,z, Cu,z, Fu,z, Gu,z, Hu,z and ηu,z can simply be read off from
(2.40) and (2.41). Due to the appearance of a and ai in the above parameters there are
hierarchies between the different terms in (2.70) and (2.71). To keep track of this it will
be convenient to rewrite as
DuW = (Aˆu + Bˆu∆y)δz + (Cˆu + Fˆu∆y)δz¯ + (Gˆu + Hˆu∆y)δx+ 
2ηˆu∆y , (2.72)
DzW = (Aˆz + Bˆz∆y)δz + (Cˆz + Fˆz∆y)δz¯ + (Gˆz + Hˆz∆y)δx+ ηˆz∆y , (2.73)
where  = |a|. The hatted parameters then do not contain any small quantities and we will
assume
Aˆu,z ∼ Bˆu,z ∼ Cˆu,z ∼ Fˆu,z ∼ Gˆu,z ∼ Hˆu,z ∼ ηˆu,z ∼ O(1) . (2.74)
Here we will be exclusively interested in the region ∆y  1/. In this case terms like Auδz
are subleading compared to Bu∆yδz etc. Suppressing subleading terms we can write
DuW =
[
Bˆuδz + Fˆuδz¯ + Hˆuδx+ 
2ηˆu
]
∆y , (2.75)
DzW =
[
Bˆzδz + Fˆzδz¯ + Hˆzδx+ ηˆz
]
∆y . (2.76)
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We will now examine the backreaction on complex structure moduli. We assume that
δz ∼ δx ∼ , which we will confirm at the end. We can make the following observations.
1. At leading order in  the potential is given by
V = eKKzz¯|DzW |2 = eKKzz¯|Bˆzδz + ηˆz|2(∆y)2 +O(3) . (2.77)
All contributions from DuW are strictly subleading.
2. The observation now is that the term Bˆzδz has enough freedom to cancel the term
ηˆz in V . As a result, backreaction of z cancels the leading order inflaton potential
completely. We hence find that the potential is minimised if the modulus z is shifted
at leading order as
δz = δz1 ≡ − ηˆz
Bˆz
. (2.78)
The displacement of x is left undetermined so far.
As the potential vanishes at order 2, we need to go beyond leading order. To this end
we write
δz = δz1 + δz2 , (2.79)
where δz1 was defined in (2.78). We assume that δz2 ∼ 2, which again will be justified
a posteriori. We insert δz = δz1 + δz2 into our expressions for Du,zW and keep the
leading terms, which are now of order 2. However, to collect all terms of order 2 it is
not sufficient to expand Du,zW only to linear order in δz, δz¯ and δx. Terms quadratic
in δz etc. are now important. One can check explicitly that (cf. (2.36)) only one such
term is of order 2, while all other terms are suppressed further: the term in question is
Lˆzz(δz)
2 ≡ i2 [azzz +Kzazz] ∆y(δz)2 in DzW . Note that Lˆzz does not contain the small
quantities a, az or Ku and thus we take Lˆzz ∼ O(1). Then Lˆzz(δz1)2 ∼ 2 and we need to
include it in our expansion of DzW . We thus have
DuW =
[
Bˆuδz1 + Fˆuδz¯1 + Hˆuδx+ 
2ηˆu
]
∆y +O(3∆y) , (2.80)
DzW =
[
Bˆzδz2 + Fˆzδz¯1 + Hˆzδx+ Lˆzz(δz1)
2
]
∆y +O(3∆y) . (2.81)
It will now be convenient to write δz2 = 
2δzˆ2 and δx = δxˆ leading to
DuW =
[
−Bˆu ηˆz
Bˆz
− Fˆu
ˆ¯ηz
ˆ¯Bz
+ Hˆuδxˆ+ ηˆu
]
2∆y +O(3∆y) , (2.82)
DzW =
[
Bˆzδzˆ2 − Fˆz
ˆ¯ηz
ˆ¯Bz
+ Hˆzδxˆ+ Lˆzz
ηˆ2z
Bˆ2z
]
2∆y +O(3∆y) , (2.83)
where we also used (2.78). To determine δzˆ2 and δxˆ we examine how V is minimised.
So far we found that V vanishes at order 2 (and, automatically, also at order 3) once
backreaction is taken into account. Next we will show that such a cancellation does not in
general occur at order 4. To this end we write
V = eKKIJ¯DIWDJW = eK
[
KIJ¯vIvJ
]
4(∆y)2 +O(5(∆y)2) , (2.84)
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where the indices I, J run over the moduli u, z and we defined
vu ≡ −Bˆu ηˆz
Bˆz
− Fˆu
ˆ¯ηz
ˆ¯Bz
+ Hˆuδxˆ+ ηˆu , (2.85)
vz ≡ Bˆzδzˆ2 − Fˆz
ˆ¯ηz
ˆ¯Bz
+ Hˆzδxˆ+ Lˆzz
ηˆ2z
Bˆ2z
, (2.86)
We can now make the following observations.
1. The potential at order 4 is a non-degenerate Hermitian inner product of the complex
vector v with itself. Thus, by construction it only vanishes if both vu and vz are zero.
2. Note that the vector v contains two complex, i.e. four real components. However,
δzˆ2 and δxˆ only contain three independent real degrees of freedom. By adjusting δzˆ2
and δxˆ it will thus not be possible in general to set vu = vz = 0.
3. Thus, at order 4 the potential does not vanish in general once backreaction is taken
into account. The leading contribution to the effective potential including backreac-
tion is thus of the form
Veff = µ
2
eff (∆y)
2 ∼ eK||4(∆y)2 . (2.87)
This is conclusion is valid for ∆y  1/.
4. Last, we confirm our assumptions regarding the size of the displacements. While δzˆ2
and δxˆ cannot cancel the potential at order 4, they adjust such that the potential
is minimised. In particular, they take values such that the Hermitian inner product
KIJ¯vIvJ is minimal. However, as vu and vz only contain parameters of size O(1), we
can conclude that in general δzˆ2 ∼ O(1) and δxˆ ∼ O(1). Thus we have
δz1 = − ηˆz
Bˆz
∼  , δz2 = 2δzˆ2 ∼ 2 , δx = δxˆ ∼  , (2.88)
as claimed at the beginning of this section.
To summarise, in this section we observed that tuning |az| ∼ |a| ∼  is enough to ensure
that there is a large interval in field space, where the potential including backreaction
is quadratic. We find that for ∆y  1/ the F-term potential takes the form Veff =
µ2eff (∆y)
2 + VLV S with µ
2
eff ∼ eK||4. Furthermore, we find that x as well as z are only
displaced by a small amount from their value at the global minimum: δz ∼ δz¯ ∼ δx ∼ .
However, note that for large displacements ∆y  1/ the superpotential W = w + au
is dominated by au ∼ ∆y and thus evolves when ∆y is changing. As a result, the
backreaction of Ka¨hler moduli cannot be neglected in this case. Stabilisation according
to the Large Volume Scenario fixes the volume as V ∝ |W | and thus the volume will
necessarily change when ∆y is evolving. Strictly speaking, the inflaton will not simply be
given by ∆y, but necessarily also involve the volume. We will discuss the consequences in
the next section.
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2.7 Ka¨hler moduli and backreaction
In this section we briefly comment on the consequences of large displacements of ∆y for
Ka¨hler moduli stabilisation. The discussion is based on moduli stabilisation according to
the LVS [41]. In this framework, complex structures moduli are integrated out and give
rise to a constant tree level superpotential W . The scalar potential for the Ka¨hler moduli
arises through the interplay of α
′
-corrections in the Ka¨hler potential and non-perturbative
corrections in the superpotential. This effective potential for Ka¨hler moduli admits a non-
supersymmetric AdS minimum at exponentially large volume:
V ∝ |W |e2piτs , (2.89)
where τs is the real part of the Ka¨hler modulus of the small cycle. After minimisation, the
LVS scalar potential behaves as VLV S ∼ −|W |2/V3.
In our setup the tree level superpotential is linear in one of the complex structure
moduli, i.e. W = w+au. As long as au w, the superpotential is approximately constant
and the modulus u does not play any role in the stabilisation of the volume. However, large
∆y displacements can make the linear term dominant with respect to w. In this case W ,
hence the volume according to (2.89), runs with ∆y. Thus the complex structure modulus
u can potentially interfere with the Ka¨hler moduli, through the volume of the Calabi-
Yau manifold.10 Moreover in this case, as we will show, the dominant contribution to the
potential for ∆y comes from the LVS potential. Then our study of the complex structure F-
term potential is not sufficient to establish whether the ∆y direction is suitable for realising
quadratic inflation.
In what follows we do not wish to perform a complete analysis of the issue that we
have just presented. Rather, we would like to describe more specifically how this problem
affects our work and suggest that inflation might nevertheless work.
Let us then separately discuss the two setups that were presented in sections 2.4 and
2.6 respectively. The first case, where |a| ∼ , |ai + Kia| ∼ 2, is not affected by the
discussion above. Indeed, it was assumed that the inflaton displacement is restricted to
the region ∆y  1/. In this regime we have a∆y  w ∼ O(1) and the superpotential is
always dominated by the constant term.
The second setup requires more attention. The complex structure moduli scalar po-
tential is under explicit control only for ∆y  1/. In this regime a∆y ∼ ∆y  w, when
w ∼ O(1). As we argued above, Ka¨hler moduli stabilisation is certainly an important issue
in this case. We focus on the relevance of the LVS potential for the candidate inflationary
direction ∆y. The starting point is the potential
Vtot(∆y) = Veff (∆y) + VLV S(∆y) + Vuplift(∆y), (2.90)
10The interplay between Ka¨hler and complex structure moduli in complex structure moduli inflation
has been also recently studied in [30]. The authors consider a somewhat different scenario, based on a
racetrack scalar potential for the Ka¨hler moduli. They obtain constraints on the running of W from the
destabilisation of the volume. Given these conditions, they point out the difficulties associated with large
field inflation in a model with one complex structure modulus.
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Figure 2: Total potential (2.92) as a function of the volume V ∼ eA|a|∆y. The dashed
line intersects the potential at its maximum. Inflation could take place in the region on
the left of the extremum. We normalised the x-axis such that 〈V〉 = 1.
where Veff ∼ ||4(∆y)2/V2 is the effective potential computed in section 2.6 and VLV S ∼
|W |2/V3. We have also included a term to uplift to a dS vacuum. Notice that VLV S
and Vuplift depend on ∆y through W and the volume, according to (2.89). In particular,
the effective potential Veff is suppressed with respect to VLV S by 
2V, because VLV S ∼
|W |2/V3 ∼ 2(∆y)2/V3 in the regime ∆y  1/. In order to remain in the LVS framework,
we tune  such that 2V  1. 11 It is therefore clear that in this setup the relevant potential
for ∆y comes from the interplay of the LVS and the uplift potentials, i.e. Vtot(∆y) '
VLV S(∆y) +Vuplift(∆y). One can now perform a study of this potential, which necessarily
depends on the functional form of the desired uplift. We focus on a scenario where the
latter is provided by some hidden matter fields which develop non-vanishing VEVs through
minimisation of their F- and D-term potentials [51] (see also [52] for a recent discussion).
In this case the total scalar potential (2.90), neglecting Veff , is given by [52]:
Vtot(V) ∝ e
−4piτs
V
[
V1/3δ −
√
ln
( V
W
)]
, (2.91)
where δ is a numerical factor depending on the U(1) charges of the big cycle modulus
and the matter fields and (2.89) was used. At the minimum one imposes 〈Vtot〉 = 0 to
achieve a Minkowski vacuum. Therefore at the minimum 〈V〉1/3δ = ln
(
〈V〉/|W |
)
. The
total potential (2.91) can thus be rewritten as
Vtot(V) ∝ e
−4piτs
V
[
V1/3 − 〈V〉1/3
]
. (2.92)
This potential is monotonically rising from 0 to Vmax = (3/2)
3〈V〉, then decreases and
vanishes asymptotically (see fig. 2).
11Given a certain size of , this bounds the volume V. The limited size of V in large field models of this
type has also been discussed in [15] and plays a role in our Appendix A. A more general study of bounds
on the volume has appeared in [50] after the first version of this paper was submitted.
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Since V ∼ e2piτs |a|∆y, the total potential rises monotonically as a function of ∆y up
to (∆ymax/y?) ' 3.4/|a|, where y? is the value of the y at the minimum. The inflationary
range can be now found by canonically normalising ∆y, i.e. by defining ϕ =
√Kuu∆y. We
conclude that for ϕ ≤ 3.4/(|a|x?) the potential (2.92) is monotonically rising. Notice that
generically this is a sizable range, despite the fact that x is stabilised in the LCS regime,
as we have tuned |a| small.
The results of this section can be summarised as follows. We found that in the setup
described in section 2.4 the complex structure moduli do not affect Ka¨hler moduli stabili-
sation. On the contrary, the setup described in section 2.6 implies an interplay between the
volume modulus and the inflationary direction ∆y in the regime of large field displacements.
We found that in this case the LVS and uplift potentials give the dominant contribution
to the total potential for ∆y. By focusing on D-term uplifting from hidden sector matter
fields, we showed that the total potential (2.92) is still monotonically rising throughout a
sizable range for ∆y. As such, it might be suitable for realising large field inflation. Rather
than focusing on a more detailed analysis of the potential, which is left for future work,
we now provide some numerical examples of the effective inflationary potential including
backreaction.
3 Numerical Examples
In this section we study the backreaction of moduli numerically. The examples presented
in this section will be based on the analysis performed in sections 2.4 and 2.5, where we
tune |ai +Kia| ∼ 2 with |a| = . To be specific, we generate random values for coefficients
in the scalar potential expanded to second order in δzi, δz¯i and δx. We then determine
δzi, δz¯i and δx which minimise the potential as a function of ∆y explicitly. In practice,
it will be more convenient to work with the real and imaginary parts of δzi = δvi + iδwi.
Finally, we also determine the effective inflaton potential once backreaction is taken into
account.
Before we present explicit examples a few words of warning are in order. For one, our
examples do not arise from an explicit choice of geometry and flux numbers. Instead, we
randomly generated parameters in the supergravity scalar potential. Hence it still needs
to be checked whether the parameter values in our examples can arise for a given choice
of geometry and fluxes (e.g. along the lines of [28]). In particular, the numerical examples
we show only exhibit three or four complex structure moduli. In such a construction
the number of available fluxes is also low and thus the ability to tune parameters in the
scalar potential is severely restricted. Hence it is certainly possible that a model based on
a choice of compactification geometry cannot reproduce the exact numerical data shown
below. As long as one keeps this caveat in mind the following numerical examinations
are nevertheless very instructive. The examples we show are not special in any way but
rather exhibit the typical behaviour that we find for the supergravity models studied in
this paper. In particular, we find that choosing different numerical values does not change
the qualitative features significantly. Thus, while a realistic geometry and choice of fluxes
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might not be able to reproduce the following examples exactly, we are confident that such
a realistic model will exhibit a similar behaviour.
3.1 Three-moduli-model
Here we present a toy model with three complex structure moduli u, z1 and z2. We use this
example to illustrate the analytical results from sections 2.4 and 2.5. As described there,
to assess backreaction we expand the relevant part of the supergravity scalar potential
V = eKKIJ¯DIWDJW to second order in
δx = δ Re(u), δv1 = δ Re(z1), δw1 = δ Im(z1), δv2 = δ Re(z2) and δw2 = δ Im(z2)
about the global minimum. To this end we need to expand DIW to first order in δx, δv
i
and δwi. The resulting expression can be parameterised as in (2.51):
DIW = (AIj + CIj +BIj∆y)δv
j + i(AIj − CIj +BIj∆y)δwj +GIδx+ ηI∆y . (3.1)
To study the potential numerically, we will generate random values for the parameters
appearing in (3.1). However, not all parameters are completely unconstrained. As argued
in the previous section we need to tune all |ηI | small to control backreaction. In our
numerical simulation we implement this as follows: we generate values for the parameters,
such that
|AIj |, |BIj |, |CIj |, |GI | ∼ O(1) , (3.2)
|ηI | ∼ O(10−4) (3.3)
Here we tune all ηI equally small as described in section 2.4. The explicit values O(1) and
O(10−4) are not important – the crucial point is the hierarchy between |ηI | and the re-
maining parameters.12 In addition, we ensure that the values generated for the parameters
in (3.1) also obey the relations (2.48) – (2.50).
To arrive at a numerical expression for V we will also require a numerical Ka¨hler
metric. This is generated as a complex 3 × 3 matrix whose entries are |KIJ¯ | ∼ O(1). We
ensure that it is both hermitian and positive definite.13 In addition, there is the factor eK
which multiplies the whole potential. As it will only affect the overall scale of V we set it
to eK = 1 for simplicity.
We begin by listing a choice of parameter values for our first numerical example. The
inverse Ka¨hler metric is given by
KIJ¯ =
Kuu¯ Kuz¯
1 Kuz¯2
Kz1u¯ Kz1z¯1 Kz1z¯2
Kz2u¯ Kz2z¯1 Kz2z¯1
 =
 1.085 −0.714− 0.539 i −0.108 + 0.409 i−0.714 + 0.539 i 1.133 −0.192− 0.634 i
−0.108− 0.409 i −0.192 + 0.634 i 0.854

(3.4)
12This is done in practice as follows: for both the real and imaginary parts of AIj , BIj , CIj , GI we generate
uniformly distributed random numbers in the range [−1.5,−0.5] or [0.5, 1.5]. The real and imaginary parts of
ηI are chosen from uniformly distributed random numbers in the range [−1.5,−0.5] ·10−4 or [0.5, 1.5] ·10−4.
13In practice we generate a 3 × 3 matrix M with random complex entries of magnitude O(1), which we
draw from uniformly distributed random numbers. The inverse Ka¨hler metric is then obtained as M†M .
This is positive semi-definite by construction.
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Figure 3: Plots of the displacements δx (blue, solid), δv1 (red, long dashes), δw1 (ochre,
short dashes), δv2 (green, dotted) and δw2 (brown, dot-dashed) vs. ∆y.
0 2 4 6 8
Dy
1. ´ 10-8
2. ´ 10-8
3. ´ 10-8
4. ´ 10-8
5. ´ 10-8
V
(a)
0 10 20 30 40 50
Dy
2. ´ 10-6
4. ´ 10-6
6. ´ 10-6
8. ´ 10-6
0.00001
0.000012
V
(b)
Figure 4: Plots of the effective inflaton potential (blue, solid) and the ‘naive’ inflaton
potential (red, dashed) vs. ∆y.
We further have
A01 = 1.146 + 0.939 i , A11 = −1.376− 0.935 i , A21 = −1.316− 0.604 i ,
A02 = −0.515− 1.399 i , A12 = −1.300 + 0.925 i , A22 = 0.958− 1.251 i ,
B01 = 0 , B11 = 0.945 + 0.625 i , B21 = −0.919− 1.418 i ,
B02 = 0 , B12 = −0.919− 1.418 i , B22 = 0.650 + 1.026 i ,
C01 = −1.010− 1.094 i , C11 = 0.904 + 1.483 i , C21 = −1.057− 0.690 i ,
C02 = −1.369− 0.953 i , C12 = −0.527 + 0.927 i , C22 = −0.647− 1.460 i ,
G0 = −0.826 + 0.627 i , G1 = 2.292 + 1.878 i , G2 = −1.030− 2.798 i ,
as well as
η0 = (0.889 + 0.779 i) · 10−4
η1 = (1.082− 0.847 i) · 10−4 ,
η2 = (0.725− 1.472 i) · 10−4 ,
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Given this numerical input, we determine the backreaction on the moduli x, vi and
wi and calculate the effective inflaton potential as described in 2.4 and 2.5. We find the
following: The displacements δx, δvi and δwi are shown in figure 3. One observation is
that for intermediate ∆y . 10 the displacements show a non-trivial dependence on ∆y.
However, for large ∆y & 10 they exhibit the behaviour predicted in the previous section:
all δvi and δwi asymptote to a (small) constant value while |δx| grows linearly with ∆y
(with a small slope). The asymptotic behaviour for large ∆y can be quantified as
δx→ (0.229 ∆y + 13.725) · 10−4 , δv1 → −2.583 · 10−4 , δw1 → −2.700 · 10−4 ,
δv2 → −2.512 · 10−4 , δw2 → −2.268 · 10−4 .
Also notice that the asymptotic values for δvi and δwi as well as the slope and offset in
δx are not larger than ∼ 10−4, which is the size of our small parameters |ηI |. Thus the
displacements in x, vi and wi are small to the extent that |ηI | are small. This is consistent
with the analytic results in the previous section.
Having analysed the backreaction on moduli, we now turn our attention to the effective
inflaton potential. The result is plotted in figure 4. The effective inflaton potential with
backreaction is displayed as a solid blue line. We also show the ‘naive’ inflaton potential
(red dashed line). While the ‘naive’ inflaton potential is an exact parabola of the form
6.29 · 10−8 (∆y)2, the effective inflation potential shows a more subtle behaviour. Most
importantly, it is obvious that the effects of backreaction are by no means negligible: the
naive inflaton potential is modified considerably. In particular, for intermediate ∆y . 10
the behaviour of the effective inflaton potential departs from that of a simple monomial.
In fact, we find an additional minimum at ∆y ' 5.64. However, for large ∆y & 10 it is
dominated by a quadratic term:
∆y & 10 : V ' 4.73 · 10−9 (∆y)2 . (3.5)
The upshot is the following: the effective potential offers a large region of field space
∆y & 10 where quadratic inflation can be in principle realised. It is important to note that
the quadratic behaviour does not persist all the way to the minimum at ∆y = 0.
It also behoves to check that our findings are robust once higher order terms in the
expansion of V (in δx, δvi and δwi) are taken into account. We can do so by adding terms
of the form O(1)(δvi)3 etc. to our effective potential and check to what extent V is affected.
For large ∆y cubic corrections of the form O(1)(δx)3 are the most dangerous. One can
check that cubic corrections of the form O(1)(δx)3 are strictly subleading in the interval
of interest 10 < ∆y < 100 ∼ 1/. Interestingly, we also find that higher order corrections
will not change V significantly at small and intermediate ∆y < 10. While higher order
corrections will modify the potential at the very bottom of the minimum at ∆y ≈ 5.64,
corrections of the form O(1)(δvi)3 etc. are not large enough to destroy the existence of this
additional minimum.
Nevertheless, the main observation is that for 10 . ∆y . 100 the effective potential is
under control and essentially quadratic.
– 29 –
1 2 3 4 5
Dy
-0.0001
0.0001
0.0002
0.0003
(a)
5 10 15 20 25
Dy
0.0005
0.0010
0.0015
(b)
Figure 5: Plots of the displacements δx (blue), δv1 (red), δw1 (ochre), δv2 (green), δw2
(brown), δv3 (orange) and δw3 (cyan) vs. ∆y.
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Figure 6: Plots of the effective inflaton potential (blue, solid) and the ‘naive’ inflaton
potential (red, dashed) vs. ∆y.
3.2 Four-moduli-model
Here we also present an example with inflaton modulus u and three further moduli z1, z2
and z3. The numerical values used for this example are collected in appendix B. Overall,
quantities that are not required to be small are chosen to be O(1). Any quantities which
need to be tuned small are assigned values O(10−4). Just like the previous example, this
is a numerical realisation of the analysis performed in sections 2.4 and 2.5.
We immediately proceed to the results for the displacements δx, δv1, δw1, δv2, δw2,
δv3 and δw3, which we display in figure 5. We again find that for large ∆y & 5 the
displacements δv1, δw1, δv2 and δw2 approach a small constant value of order ∼ 10−4.
Also, δx asymptotes towards a linear function of ∆y with slope and offset of order ∼ 10−4.
The result for the effective inflaton potential (figure 6) exhibits the expected behavior
for large ∆y: For ∆y & 5 the potential approximates a parabola of the form 1.65·10−9(∆y)2.
However, we find an interesting behaviour for intermediate ∆y: the potential exhibits a
local minimum with non-zero V for ∆y ≈ 3. By adding terms of the form O(1)(δx)3 etc. to
V we can also check explicitly that in the region of interest (∆y < 100) higher order terms
in the expansion of V can be ignored. Interestingly we find that higher order terms do not
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destroy the local minimum at ∆y ' 3.
We conclude that inflation could in principle be realised in this model. For ∆y & 5 the
potential is essentially quadratic and can support chaotic inflation. The inflaton would roll
down the potential until it reached the local minimum at ∆y ' 3 where inflation would
end.
We can now make an interesting observation based on the fact that the local minimum
has a positive vacuum energy. Recall that Ka¨hler moduli stabilisation following the Large
Volume Scenario leads to an AdS minimum, which needs to be uplifted to give a dS vacuum.
If our analysis in this paper can be successfully combined with Ka¨hler moduli stabilisation
a` la LVS, the positive vacuum energy of the local minimum could provide the necessary
uplift. Our vacuum would then be identified with the minimum we observe at ∆y ' 3. We
take this finding as a hint that the sector of complex structure moduli as studied in this
paper can in principle give rise to metastable dS vacua.
4 Tuning in the landscape
The previous analyses of backreaction have shown the necessity of tuning of certain pa-
rameters, namely a(z) and ai(z) with i running over all complex structure moduli entering
a. In sections 2.4 and 2.6 we found that backreaction of complex structure moduli can be
controlled when we tune parameters as follows:
Sec. 2.4: |a| =  1 |ai +Kia| ∼ 2 ,
Sec. 2.6: |a| =  1 |ai +Kia| ∼  .
Let Jt/2 − 1 be the number of complex structure moduli which a depends on, i.e. i =
1, . . . , Jt/2−1. Then Jt counts the required number of tunings in both cases (note that the
tuning of one complex parameter results into two tuning conditions for real parameters). In
this section we provide an estimate of the number of remaining supersymmetric F-theory
flux vacua after imposing the tuning conditions. In particular, we wish to count the number
of vacua where |a| and |ai +Kia| are sufficiently small, i.e. |a| <  and |ai +Kia| < 2,  for
setups following sections 2.4 and 2.6 respectively.
We will closely follow [36] although the authors counted the number of susy flux vacua
in the type IIB theory on a CY threefold Y , where X = (T 2 × Y )/Z2.14 However, due
to our no-go theorem for complex structure inflation on CY threefolds, we actually do not
want to consider threefolds. Nevertheless, we follow the computation in [36] and modify it
appropriately in order to find the parametric dependence of the number of vacua on the
tuning parameter , also in the fourfold case.15
14Notice however some minor differences in the notation. While derivatives with respect to the axio-
dilaton are denoted by ∂0 or D0 in [36], we write ∂S or DS , respectively. The index 0 is reserved for the
inflaton field.
15A more precise analysis would presumably be possible using the techniques of [53, 54], where the
counting of vacua on fourfolds was discussed in the context of F-theory GUTs.
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Recall that in [36] the number of supersymmetric flux vacua satisfying the tadpole
condition L ≤ L? ≡ χ(X)/24 on a CY fourfold X was estimated to be
N (L ≤ L?) = (2piL?)
2m
(2m)!
√
det η
∫
M
d2mz det(g) ρ(z), (4.1)
where η is the intersection form on X and m = h2,1− (Y ) + 1. M denotes the moduli space
over which the density ρ of supersymmetric vacua (per unit volume of M) is integrated.
The authors arrived at this result by changing variables from the flux vector (of F-theory)
to a set of variables (X,Y, Z,X, Y , Z) defined by
X ≡
∫
X
G4 ∧ Ω4 = W, YA ≡ DAW, ZI ≡ DSDIW (4.2)
in the orientifold limit. Using these variables, one can express ρ as follows:
ρ(z) = pi−2m
∫
d2Xd2m−2Ze−|X|
2−|Z|2 |X|2
∣∣∣∣∣det
(
δIJX − ZIZJX FIJKZ
K
FIJKZK δIJX − ZIZJX
)∣∣∣∣∣ . (4.3)
The tensor FIJK has a purely geometric meaning and is defined by
FIJK =
∫
Y
DIDJDKΩ4 ∧ Ω4 . (4.4)
The prefactor in (4.1) will be modified if we impose the Jt tuning conditions. For the setup
discussed in section 2.6 we require |aI | .  with a0 ≡ a and ai = ∂ia for i = 1, . . . , Jt/2− 1
and  1. From the Gukov-Vafa-Witten potential it is clear that the aI are linear functions
of the F-theory flux vector components Nα with α = 1, . . . ,K = 4m−Jf , where Jf counts
the number of flux components chosen to be zero in order to construct a superpotential
linear in u.
To see how N ≡ N (L ≤ L?, |aI | . ) differs from N (L ≤ L?) shown in (4.1), we redo
the derivation in [36] and implement the tuning conditions by including factors Θ(− |aI |)
for all I as follows:
N = 1
2pii
∫
C
dα
α
eαL?N (α), (4.5)
N (α) '
∫
M
d2mz
∫
dKNe−
α
2
NηNδ2m(DW )
∣∣detD2W ∣∣× Jt/2−1∏
I=0
Θ (− |a˜IαNα|) , (4.6)
where the a˜Iα are the coefficients of the linear expansion of aI in terms of the components of
N , i.e. aI = a˜IαNα. The curve C goes along the imaginary axis and passes the pole to the
right. It is easy to show that this gives rise to a parametric behaviour N (α) ∼ α−(K−Jt)/2.
Indeed, one can write
N (α) '
∫
M
d2mz
∫
dKNe−
α
2
NηNδ2m(DW )
∣∣detD2W ∣∣ Jt/2−1∏
I=0
Θ (− |a˜IαNα|)
=
∫
M
d2mz
∫
dKN˜α−K/2e−
1
2
N˜ηN˜δ2m(DW )
∣∣detD2W ∣∣ Jt/2−1∏
I=0
Θ
(√
α−
∣∣∣a˜IαN˜α∣∣∣) ,
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where we substituted N = N˜/
√
α and simultaneously rescaled the argument in the Θ-
function by
√
α. This rescaling clearly does not modify the result but it allows to read off
the parametric dependence of N on α easily: we will justify in the steps from (4.10)-(4.12)
that the Jt/2 Θ-factors give rise to an overall factor ∼ (α2)Jt/2. Hence, the parametric
dependence on α is indeed
N (α) ' α−(K−Jt)/2N (α = 1).
Note that without the rescaling of the argument of the Θ-functions the tuning conditions
would have introduced factors of α into the terms δ2m(DW )
∣∣detD2W ∣∣, which makes it
more difficult to find the overall parametric dependence on α. Now, the contour integral
(4.5) can be readily evaluated:
N = 1
2pii
∫
C
dα
α1+(K−Jt)/2
eαL?N (α = 1) = L
2m−(Jf+Jt)/2
?
(2m− (Jf + Jt)/2)!N (α = 1). (4.7)
Consequently, the tuning conditions modify (4.1) as follows:
N (L ≤ L?, |aI | . )
' (2pi)
2m−Jf/2L2m−(Jf+Jt)/2?
(2m− (Jf + Jt)/2)!
√
det η
∫
M
d2mz det g ×
× pi−2m−Jf/2
∫
d2Xd2m−2−Jf/2Ze−|X|
2−|Z|2 |X|2
∣∣∣∣∣det
(
δIJX − ZIZJX FIJKZ
K
FIJKZK δIJX − ZIZJX
)∣∣∣∣∣×
×
Jt/2−1∏
i=0
Θ(− |aI(X,Z, z)|) (4.8)
Now one can make the following change of variables: we can express some X,Z, z by aI ,
which introduces a factor
∣∣∣det(∂(a0,a1,...,aJt/2−1)∂(y0,y1,...,yJt/2−1))∣∣∣ with {y0, . . . , yJt/2−1} being a subset of
all the X,Z and z. We expect it to be neither particularly large nor small, since the
components of the Jacobian are typically O(1). As a result, the number of remaining
supersymmetric flux vacua is estimated to be
N (L ≤ L?, |aI | . ) ∼ (2pi)
2m−(Jf+Jt)/2L2m−(Jf+Jt)/2?
(2m− (Jf + Jt)/2)! · (pi
2)Jt/2, (4.9)
where we also neglected
√
det η. The factor (2pi)−Jt/2 arises from integrating out the tuning
conditions. The factor (pi2)Jt/2 can be understood by the following considerations:
First of all, we can rewrite the integral in eq. (4.8) symbolically as
N ∼
∫
M×RK/2
ddxf(~x)
Jt/2−1∏
I=0
Θ(− |aI(~x)|), (4.10)
where the components of ~x ≡ (x1, . . . , xd) with d = 2m+K/2 replace the variables zI , ZI
and X. We assume that the combined zero locus of the aI is a (d − Jt)-dimensional
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submanifold R ⊂M× RK/2. Without loss of generality we parametrize this submanifold
by x1, . . . , xk, k = d − Jt. The remaining variables xk+1, . . . , xd are traded for Jt/2 pairs
of variables αI , βI , such that aI = αI + iβI . Thus, we have
N ∼
∫
M×RK/2
dkxdα0dβ0 . . . dαJt/2−1dβJt/2−1f˜(x
1, . . . , xk, ~α, ~β)
Jt/2−1∏
I=0
Θ(−
√
α2I + β
2
I ),
(4.11)
where the determinant of the Jacobian for the transformation is absorbed into f˜ . Next, it
is convenient to introduce polar coordinates (rI , φI) for every pair αI , βI . Hence, one has
to evaluate
N ∼
∫
R
dkx
Jt/2−1∏
I=0
∫ ∞
0
drI
∫ 2pi
0
dφIrIΘ(− rI)f˜(x1, . . . , xk, ~r, ~φ) = (4.12)
=
∫
R
dkx
Jt/2−1∏
I=0
∫ 
0
drI
∫ 2pi
0
dφIrI f˜(x
1, . . . , xk, ~r, ~φ) ∼ (pi2)Jt/2 ,
where we assumed that f˜ is approximately constant inside the small region of size ∼ .
Therefore, the number of remaining flux vacua is indeed suppressed by a factor of ∼
(pi2)Jt/2.
We expect that (4.9) can be used to count the remaining F-theory flux vacua by
simply replacing the dimension of the flux space in type IIB by the dimension of the F-
theory flux space, which is given by the Betti number b4 of X, from which we have to
subtract the number Jf of flux components that had to be turned off in order to admit a
linear superpotential in u and in order to allow for an F-theory limit. Thus, we use
N (L ≤ L?, |aI | . ) ∼ (2piL?)
b4/2−(Jf+Jt)/2
(b4/2− (Jf + Jt)/2)! · (pi
2)Jt/2, (4.13)
to estimate the number of flux vacua admitting large field inflation with complex structure
moduli with tuning conditions tuning conditions |aI | .  of section 2.6.
In section 2.4 the tuning is more severe. There we have |a| .  and |Dia| = |ai +Kia| .
2. Repeating the above analysis we find that the tuning of a introduces a factor of (pi2)
into N , while for every |Dia| which we tune small we get a contribution (pi4). In this case
the counting formula is modified as
N (L ≤ L?, |a| . , |Dia| . 2) ∼ (2piL?)
b4/2−(Jf+Jt)/2
(b4/2− (Jf + Jt)/2)! · pi
Jt/22Jt−2. (4.14)
Since the potential found in sections 2.4 – 2.6 is purely quadratic for sufficiently large
∆y, we can now estimate the required size of the tuning parameter  for successful chaotic
inflation. The inflaton potential is given by Vinf =
1
2m
2ϕ2, where ϕ =
√
2Kuu¯∆y is the
canonically normalised inflaton field. In order to have enough e-foldings (or equivalently in
order to match the correct spectral index), chaotic inflation fixes the beginning of slow-roll
inflation at ϕmax ' 15. Thus, the requirement ∆y < 1/ in section 2.4 turns into an upper
bound for :
 <
1
ϕ
√
2Re(u)
' 1
15
√
2Re(u)
. (4.15)
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Together with (4.14) we find as an upper bound for the number of supersymmetric flux
vacua with the required tuning:
N (L ≤ L?, |a| . , |Dia| . 2) < (2piL?)
b4/2−(Jf+Jt)/2
(b4/2− (Jf + Jt)/2)! · pi
Jt/2
(
1
15
√
2Re(u)
)2Jt−2
. (4.16)
Unfortunately we do not know Jf and Jt, i.e. the number of fluxes to be turned off and the
number of tuning conditions. It is moreover not quite clear how large Re(u) can be. We
therefore assume that Re(u) ∼ O(1).16 This should be sufficient to suppress the instanton
corrections which scale as ∼ e−2piu. Nevertheless, we try to give an estimate of how large
Jt can be at most, assuming that Re(u) ' 1.2 (equivalently  < 0.04). Then, for the study
of one particular case with L? = 972, b4 = 23320, h
3,1(X) = 3878 (see [48]), which gives
rise to the famous number of 101700 F-theory flux vacua, there will be a leftover of at most
∼ 10350 vacua if we require Jt = 600 tunings (i.e. the geometry of the CY fourfold is such
that only ∼ 300 out of the 3877 complex structure moduli (without u) enter a). In this
estimate we ignored the variable Jf , but if it is small compared to b4, this estimate should
still be an appropriate approximation. Clearly, one cannot afford much more than 300
tuning conditions due to the severe suppression factor 2Jt−2. However, if it is possible to
realise our inflation model on a fourfold along the lines of section 2.4, such that much less
than 600 tunings are required, then there should still be a vast landscape of F-theory flux
vacua left.17 Note that in setups following section 2.6, where the tuning conditions are just
|aI | . , the number of flux vacua is suppressed by Jt , see (4.13), and hence the tuning
is less severe (using the above numbers, i.e. Jt = 600 and  = 0.04, one has a leftover of
101180 vacua).
It would be interesting to work out the required tuning conditions more specifically in
the future by analysing specific CY fourfolds. This would allow us to determine Jf as well
as Jt and hence to estimate the number of remaining flux vacua more explicitly.
Apart from the tuning conditions, the landscape will be further suppressed due to the
stabilisation of Re(u) in the LCS limit. If, however, this requirement does not enforce too
many other complex structure moduli to be stabilised in the LCS regime as well, then this
constraint is not expected to be too severe. Scenarios in which all complex structure moduli
are stabilised in the LCS limit are presumably difficult to realise in the string landscape.
5 Conclusions
We presented a more detailed analysis of one of the recently proposed scenarios of F -term
axion monodromy [15]. The scenario in question is based on a complex-structure modu-
lus u which, in a partial large-complex-structure limit, features a shift-symmetric Ka¨hler
16Interestingly, one can derive an upper bound on Re(u) from the energy scale of inflation. After canonical
normalisation one obtains Vinf ' 2ϕ2/V2 ∼ 0.5 · 10−8. Using (4.15), one finds that Re(u) < 104/V.
17Furthermore, notice that for this chosen example, the integration over the flux space rather underesti-
mates the correct value of the sum over the flux space due to the fact that the dimension of the flux space
is very large. This indicates that there should be more vacua satisfying the tuning conditions left than
estimated.
– 35 –
potential. More specifically, the imaginary part Im(u) of this modulus (corresponding to
the axionic part of the Ka¨hler modulus of the mirror-dual type-IIA model) does not ap-
pear in the Ka¨hler potential and represents a periodic variable. Both the shift symmetry
and this periodicity are then weakly broken by a flux-induced superpotential term au in
W = w + au, giving rise to a monodromy.
Making this monodromy effect weak is crucial for keeping the inflaton light, in partic-
ular lighter than the Ka¨hler modulus stabilisation scale. We proposed to realise this by
flux-tuning, i.e. by a delicate cancellation of several larger contributions to the relevant,
inflaton-dependent superpotential term. Thus, this superpotential term must depend on
other complex-structure moduli z, i.e. au = a(z)u, the values of which can in turn be tuned
in the flux landscape.
The above raises the problem of backreaction on these other complex structure moduli
z, which typically becomes the more severe the larger the displacement of the inflaton
during inflation is. We proposed to control this issue by appealing to a further tuning: Not
only does the inflaton-dependent superpotential term need to be small but, in addition,
its derivatives with respect to the other complex structure moduli z have to be small as
well. We show that, given this additional tuning, the backreaction remains under control
for a limited but potentially super-Planckian range of field displacements of the inflaton.
We carefully analyse whether the substantial extra tuning which is inherent in the pro-
posal above can indeed be realised in the landscape. Our conclusion is positive although,
depending on the number of the other complex structure moduli involved in the inflaton
mass term, the depletion of the number of suitable flux vacua can be severe. Thus, it is
advantageous to work with geometries with many complex structure moduli of which only
a small subset appears together with the inflaton in the superpotential. Searching for such
concrete models would be an interesting project for the future.
While backreaction is under quantitative control, its effect on the inflaton potential
is not negligible. This is the case since the original, non-backreacted potential is very
flat by construction. We derive an analytic expression for the inflaton scalar potential at
leading order in a set of fine-tuned, small quantities ∼ . However, this expression is rather
complicated. It turns out that in certain regimes of the inflaton VEV, 1 Im(u) 1/ for
one way of tuning and Im(u) 1/ in another case, the expression simplifies and a purely
quadratic inflationary potential can be derived. Thus, large-field (quadratic) inflation is
viable and, most importantly, the potential is sufficiently flat such that Ka¨hler moduli
stabilisation in the Large Volume Scenario can be expected to work. It is, however, also
clear that the field range cannot be made arbitrarily large if Ka¨hler moduli are not to be
destabilised. In particular in the second case, Im(u)  1/, the backreaction of Ka¨hler
moduli cannot be neglected, but inflation is still possible in principle. Since the quadratic
inflationary potential derived from complex structure F -terms is subdominant with respect
to the Ka¨hler moduli backreaction, the phenomenology is more complicated in this case.
Even more interestingly, also at small field displacements, Im(u) . 1, the potential
becomes more complicated. On the one hand, this affects both reheating as well as the
detailed calculation of inflationary predictions (the interrelation of spectral index, number
of e-foldings and inflationary scale is more complicated than for simple quadratic inflation).
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On the other hand, the more complicated form of the inflaton potential at small VEVs raises
the hope that the inflaton might not roll down all the way to the supersymmetric point
u = u?. Instead, for some of the models of the presented class, it may get caught in a
SUSY-breaking local minimum, leading to a novel F -term uplifting mechanism (possibly
related in spirit to [55]). The parametric smallness of this uplift would derive from the
same tuning that makes the inflaton light.
Both the complicated general form of the inflaton potential as well as the special
features at relatively small VEVs clearly deserve further investigation. We attempted to
support our analysis by a detailed numerical investigation based on randomly generated
values for the various flux-dependent coefficients in the supergravity model. This analysis
confirms the general features outlined above. Nevertheless, it is clear that much more work
needs to be done, both at the 4d supergravity level as well as in terms of using concrete
Calabi-Yau geometries. For instance, the role of α′-corrections has not yet been completely
clarified. Since we discussed our proposal using both the original type IIB language as well
as the mirror dual type IIA language, both types of α′-corrections are in principle relevant.
First, the N = 2 level α′-corrections on the type IIB side (which are conjectured to also
apply to the N = 1 situation at the orientifold point) are, of course, an intrinsic part of
the LVS proposal. They are hence also implicitly used in our analysis (cf. Sec. 2.7). Such
corrections do not depend on complex structure moduli and therefore do not directly affect
our inflaton. However, it would also be important to account for α′-corrections arising
from 7-branes. In [56] it is shown that on CY fourfolds a certain class of F-theory α′-
corrections does not modify the functional form of the Ka¨hler potential (see also [57]). In
addition, in [13] it was argued that a more complete analysis of large-field inflation with
D7-branes requires the incorporation of higher-derivative corrections to the 4d supergravity
description coming from DBI terms.18
Such ‘DBI-induced’ α′-corrections are an important issue deserving further study. At
present, it is not known how these corrections are reflected in the 4d N = 1 supergravity
description. Given that at the quantitative level the present paper relies entirely on 4d
supergravity, we are thus unable to assess the importance of DBI-induced α′-corrections
reliably in our setting. We can however hope that, as in [13, 58], these corrections will flat-
ten the potential in a benign way, without threatening the inflationary scenario. Moreover,
we expect that our landscape tuning of the DBI induced scalar potential will improve the
reliability of the α′-expansion of the DBI action. In other words, we expect higher-order
terms to be less important than in a generic situation because the energy stored in the
2-from field strength is small. However, this clearly remains to be demonstrated explicitly
in the future.
Furthermore, α′-corrections at the N = 2 level on the type IIA side translate into
linear contributions to the period vector (2.13) in type IIB (see e.g. [59], based on earlier
analyses in [60–62]). If this was all, no further modification of our analysis would be
required. Again, we do not know to which extend additional effects at the N = 1 level
18This was also discussed in much more detail in [58], which appeared shortly after the first version of
the present paper.
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with branes will be important.
Finally, it would also be interesting to see whether combining the choice w  1 of [28]
with our method of tuning a  1 leads to models with better quantitative control and
less fine tuning. Important phenomenological features to be addressed include the effects
of possible displacements of Ka¨hler moduli (along the line of [63]) and of the oscillatory
features of the potential which will be induced by the exponentially suppressed shift sym-
metry breaking effects (deviations from the large-complex-structure limit). We plan to
address these issues in future work.
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A Comparison with backreaction in arXiv:1409.7075
In this section we review in some more detail under which circumstances backreaction of
moduli cannot in general be ignored when constructing models of F -term axion monodromy
inflation with complex structure (CS) moduli. In particular, we wish to compare our
findings to the general procedure of moduli stabilisation outlined in section 5.1 of [28].
In the relevant setups the superpotential can be split into a part depending on the
modulus u containing the inflaton, and a term containing all other CS moduli:
W = Wmass(zi) +Wax(zi, u) . (A.1)
The scalar potential can be written as
V = Vmass(zi) + Vmix(zi, u) + Vax(zi, u) , (A.2)
where
Vmass = e
KKIJ¯DIWmassDJWmass , (A.3)
Vmix = e
KKIJ¯(DIWmassDJWax +DIWmassDJWax) , (A.4)
Vax = e
KKIJ¯DIWaxDJWax , (A.5)
If Wax = 0 the moduli zi are stabilised at DIWmass = 0. In the following we will assess to
what extent the moduli zi will be destabilised if we turn on Wax to generate an inflaton
potential.
To simplify the discussion, let us only consider a setup with two moduli {z, u}. In
addition, note that both z and u are complex fields, so that we are still working with
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four degrees of freedom. To reduce notational complexity further, we pretend that all
quantities, including the fields z and u, are real in this section. While this is not realistic,
the conclusions regarding the backreaction will be the same as in a more complete analysis.
To estimate the severity of backreaction let us expand the scalar potential to second
order in δz about the minimum z = z0. To get the potential at O(δz2) we expand the
covariant derivatives DIW as follows:
DIWmass(z0 + δz) = 0 + ∂z(DIWmass)|z0δz + ∂2z (DIWmass)|z0(δz)2 +O((δz)3) , (A.6)
DIWax(z0 + δz, u) = DIWax(z0, u) + ∂z(DIWax)|z0,uδz +O((δz)2) . (A.7)
Note that for general u 6= 0 the term DIWax(z0, u) does not vanish. Correspondingly, the
scalar potential takes the form
V = V ′′mass|z0(δz)2+V ′mix|z0,uδz+V ′′mix|z0,u(δz)2+Vax|z0,u+V ′ax|z0,uδz+V ′′ax|z0,u(δz)2 . (A.8)
Minimising the scalar potential w.r.t. δz we can estimate the displacement δz due to back-
reaction. We obtain
δz ∼ V
′
mix|z0,u + V ′ax|z0,u
2(V ′′mass|z0 + V ′′mix|z0,u + V ′′ax|z0,u)
. (A.9)
As long as the numerator is small or the denominator large, the displacements δz are small
and retrospectively justify our expansion of V .
However, so far we have not taken into account any hierarchies between Wax(z, u) and
Wmass(z). In particular, in order to keep the inflaton field the lightest of all CS moduli,
we will need to implement Wax Wmass (in an appropriate sense).
Scaling up Wmass
For one, let us scale Wmass → λ2Wmass, where we now assume λ 1. Physically this can
be understood as a choice of flux numbers: in particular, flux parameters entering Wmass
are chosen to be considerably larger than flux parameters contributing to Wax. However,
note that there is no tuning of fluxes at this stage, i.e. Wax is not parametrically smaller
than the naive expectation based on O(1) flux numbers. As a result we also have
∂z(DIWmass)|z0 → λ ∂z(DIWmass)|z0 , (A.10)
∂2z (DIWmass)|z0 → λ ∂2z (DIWmass)|z0 , (A.11)
and thus
V → λ2 V ′′mass|z0(δz)2+λ V ′mix|z0,uδz+λ V ′′mix|z0,u(δz)2+Vax|z0,u+V ′ax|z0,uδz+V ′′ax|z0,u(δz)2 .
(A.12)
By minimising V we again estimate the displacement δz. In particular, to leading order in
λ−1 we now have
δz ∼ λ−1 V
′
mix|z0,u
2V ′′mass|z0
+O(λ−2) . (A.13)
Interestingly, the displacement is now suppressed with λ. Thus, by choosing a large enough
λ backreaction is under control in principle. This is also the conclusion found in [28]. In
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addition, the modulus u only appears in the numerator. Then, assuming that Wax grows
monotonically with u, the displacement δz will exhibit a similar behaviour. Substituting
this solution back into (A.12) we arrive at a inflaton potential which grows monotonically
with u. In principle, such a potential is suitable for realising inflation. However, note
that the effect of backreaction on the potential is not negligible. The contribution of
backreaction to V is not parametrically smaller than Vax.
We hence find that by establishing a hierarchy between Wmass and Wax one can control
backreaction on complex structure moduli. However, if this is done by scaling up Wmass
there is a possible conflict with the stabilisation of Ka¨hler moduli. Note that the inflaton
mass arising from the scalar potential will scale as minf ∼ 1/V (due to the factor eK in V ),
but it will be independent of λ. By increasing λ we can then make the remaining complex
structure moduli parametrically heavier than the inflaton, but we cannot make the inflaton
mass small in absolute terms. One way of obtaining a sufficiently light inflaton is then to
allow for a large compactification volume V. This can be achieved if the volume is stabilised
according to the Large Volume Scenario [41]. In this scheme of moduli stabilisation, the
mass of the volume modulus is mV ∼ |W |/V3/2. Together with the LVS constraint |W | 
V1/3, which follows from m3/2  mKK , this implies mV  V−7/6 < V−1 ∼ minf . Thus, in
spite of the option of choosing λ ∼W  1, it will be challenging to reverse this hierarchy
by further model building. A more promising avenue towards establishing a hierarchy
between Wmass and Wax is then to tune Wax small, which we discuss this in the following.
Tuning of the inflaton mass
In principle, the scaling Wmass → λWmass with λ  1 should be equivalent to a scaling
Wax → λ−1Wax. However, physically, there is a huge difference. For one, this corresponds
to requiring a light inflaton from the outset. Further, as flux numbers are quantised they
cannot be chosen small and we cannot simply scale down Wax. Instead, we need to tune
parameters small, i.e. we require a choice of flux numbers leading to a delicate cancellation
of terms in Wax(z0, u). The cancellation only holds at a point z = z0 and is typically
spoiled for z 6= z0. In addition, if Wax(z0, u) is tuned small this is not automatically true
for DIWax|z0,u. As the inflaton dependence enters the potential through DIWax|z0,u we
will also need to tune DIWax|z0,u small (for every I) to obtain a sufficiently flat inflaton
potential. This is the approach adopted in this paper.
We thus choose fluxes such that DIWax is small at z = z0. However, as this is achieved
by tuning, this will not imply that the quantity ∂z(DIWax)|z0,u is small. To be able to
compare results to those of the previous analysis, we write:
DIWax|z0,u → λ−1 DIWax|z0,u for λ 1 . (A.14)
Note that we only introduced the parameter λ for convenience: it is a bookkeeping device
for keeping track of terms which we tune small and does not imply a scaling. We then
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have:
V ′′mass|z0 → V ′′mass|z0 , (A.15)
V ′mix|z0,u → λ−1 V ′mix|z0,u , (A.16)
V ′′mix|z0,u → V ′′mix|z0,u +O(λ−1) , (A.17)
Vax(z0, u) → λ−2 Vax(z0, u) , (A.18)
V ′ax|z0,u → λ−1 V ′ax|z0,u , (A.19)
V ′′ax|z0,u → V ′′ax|z0,u . (A.20)
We can again minimise the potential w.r.t. δz. Here we obtain
δz ∼ λ−1 V
′
mix|z0,u + V ′ax|z0,u
2(V ′′mass|z0 + V ′′mix|z0,u + V ′′ax|z0,u)
+O(λ−2) . (A.21)
As a result, we find that the size of displacements in δz can be controlled as long as we
ensure small enough λ−1. In other words, displacements are small if we tune DIWax|z0,u
small. However, note that δz as a function of u is not necessarily monotonically rising due
to the appearance of u-dependence in the denominator. Thus, when resubstituting δz into
the potential, the effective inflaton potential might not be suitable for inflation.
This leads us to the question we wish to answer in this paper. Here we will examine
the backreaction on complex structure moduli in detail for a superpotential of the form
W = w(zi) + a(zi)u . (A.22)
We determine the effective potential and check whether it is suitable to give rise to inflation.
B Numerical data for example in section 3.2
Here we collect the numerical data giving rise to the inflationary potential shown in section
3.2. Recall that we parameterise our expansion of DIW to first order in small quantities
as
DIW = (AIi + iBIi)δz
i + CIiδz¯
i + FIδx+ iηI∆y (B.1)
Also note that upper case indices run over I = 0, 1, . . . , n while lower case indices take
values i = 1, 2, . . . , n.
In the example in section 3.2 the inverse Ka¨hler metric is given by
KIJ¯ =
 1.490 0.615− 0.033 i 0.385 + 0.229 i0.615 + 0.033 i 1.292 0.443 + 0.042 i
0.385− 0.229 i 0.443− 0.042 i 1.483
 . (B.2)
We further used
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A01 = −0.860 + 0.553 i , A11 = 0.701− 0.793 i , A21 = 0.990− 1.040 i ,
A02 = −0.960− 0.589 i , A12 = 1.059 + 0.802 i , A22 = 0.592− 1.239 i ,
B01 = 0 , B11 = −0.725 + 1.193 i , B21 = 0.586 + 1.150 i ,
B02 = 0 , B12 = 1.153 + 0.653 i , B22 = −0.963 + 1.146 i ,
C01 = 0.815 + 0.618 i , C11 = 0.649 + 1.323 i , C21 = 1.224− 0.684 i ,
C02 = 1.166− 0.685 i , C12 = 0.839 + 0.873 i , C22 = 0.610− 0.736 i ,
F0 = 1.244− 0.997 i , F1 = −0.731 + 0.880 i , F2 = −0.769− 1.490 i ,
η0 = 0.005− 0.013 i , η1 = −0.006− 0.011 i , η2 = 0.010 + 0.013 i .
References
[1] E. Silverstein and A. Westphal, Monodromy in the CMB: Gravity Waves and String
Inflation, Phys.Rev. D78 (2008) 106003, [arXiv:0803.3085].
[2] L. McAllister, E. Silverstein, and A. Westphal, Gravity Waves and Linear Inflation from
Axion Monodromy, Phys.Rev. D82 (2010) 046003, [arXiv:0808.0706].
[3] J. E. Kim, H. P. Nilles, and M. Peloso, Completing natural inflation, JCAP 0501 (2005) 005,
[hep-ph/0409138].
[4] S. Dimopoulos, S. Kachru, J. McGreevy, and J. G. Wacker, N-flation, JCAP 0808 (2008)
003, [hep-th/0507205].
[5] T. W. Grimm, Axion inflation in type II string theory, Phys.Rev. D77 (2008) 126007,
[arXiv:0710.3883].
[6] A. Ashoorioon, H. Firouzjahi, and M. Sheikh-Jabbari, M-flation: Inflation From Matrix
Valued Scalar Fields, JCAP 0906 (2009) 018, [arXiv:0903.1481].
[7] A. Ashoorioon and M. Sheikh-Jabbari, Gauged M-flation, its UV sensitivity and Spectator
Species, JCAP 1106 (2011) 014, [arXiv:1101.0048].
[8] M. Cicoli, K. Dutta, and A. Maharana, N-flation with Hierarchically Light Axions in String
Compactifications, JCAP 1408 (2014) 012, [arXiv:1401.2579].
[9] A. R. Liddle, A. Mazumdar, and F. E. Schunck, Assisted inflation, Phys.Rev. D58 (1998)
061301, [astro-ph/9804177].
[10] N. Kaloper and L. Sorbo, A Natural Framework for Chaotic Inflation, Phys.Rev.Lett. 102
(2009) 121301, [arXiv:0811.1989].
[11] N. Kaloper, A. Lawrence, and L. Sorbo, An Ignoble Approach to Large Field Inflation, JCAP
1103 (2011) 023, [arXiv:1101.0026].
[12] E. Palti and T. Weigand, Towards large r from [p, q]-inflation, JHEP 1404 (2014) 155,
[arXiv:1403.7507].
[13] F. Marchesano, G. Shiu, and A. M. Uranga, F-term Axion Monodromy Inflation,
arXiv:1404.3040.
[14] R. Blumenhagen and E. Plauschinn, Towards Universal Axion Inflation and Reheating in
String Theory, Phys.Lett. B736 (2014) 482–487, [arXiv:1404.3542].
[15] A. Hebecker, S. C. Kraus, and L. T. Witkowski, D7-Brane Chaotic Inflation, Phys.Lett.
B737 (2014) 16–22, [arXiv:1404.3711].
– 42 –
[16] T. W. Grimm, Axion Inflation in F-theory, Phys.Lett. B739 (2014) 201–208,
[arXiv:1404.4268].
[17] L. E. Ibanez and I. Valenzuela, The Inflaton as a MSSM Higgs and Open String Modulus
Monodromy Inflation, arXiv:1404.5235.
[18] R. Kappl, S. Krippendorf, and H. P. Nilles, Aligned Natural Inflation: Monodromies of two
Axions, Phys.Lett. B737 (2014) 124–128, [arXiv:1404.7127].
[19] I. Ben-Dayan, F. G. Pedro, and A. Westphal, Hierarchical Axion Inflation,
arXiv:1404.7773.
[20] T. C. Bachlechner, M. Dias, J. Frazer, and L. McAllister, A New Angle on Chaotic Inflation,
arXiv:1404.7496.
[21] C. Long, L. McAllister, and P. McGuirk, Aligned Natural Inflation in String Theory,
Phys.Rev. D90 (2014) 023501, [arXiv:1404.7852].
[22] A. Ashoorioon and M. Sheikh-Jabbari, Gauged M-flation After BICEP2, arXiv:1405.1685.
[23] F. Hassler, D. Lust, and S. Massai, On Inflation and de Sitter in Non-Geometric String
Backgrounds, arXiv:1405.2325.
[24] L. McAllister, E. Silverstein, A. Westphal, and T. Wrase, The Powers of Monodromy,
arXiv:1405.3652.
[25] S. Franco, D. Galloni, A. Retolaza, and A. Uranga, Axion Monodromy Inflation on Warped
Throats, arXiv:1405.7044.
[26] X. Gao, T. Li, and P. Shukla, Combining Universal and Odd RR Axions for Aligned Natural
Inflation, JCAP 1410 (2014), no. 10 048, [arXiv:1406.0341].
[27] W. Buchmuller, E. Dudas, L. Heurtier, and C. Wieck, Large-Field Inflation and
Supersymmetry Breaking, JHEP 09 (2014) 053, [arXiv:1407.0253].
[28] R. Blumenhagen, D. Herschmann, and E. Plauschinn, The Challenge of Realizing F-term
Axion Monodromy Inflation in String Theory, arXiv:1409.7075.
[29] O. O¨zsoy, K. Sinha, and S. Watson, How Well Can We Really Determine the Scale of
Inflation?, arXiv:1410.0016.
[30] H. Hayashi, R. Matsuda, and T. Watari, Issues in Complex Structure Moduli Inflation,
arXiv:1410.7522.
[31] A. Westphal, String Cosmology - Large-Field Inflation in String Theory, arXiv:1409.5350.
[32] BICEP2 Collaboration Collaboration, P. Ade et al., Detection of B-Mode Polarization at
Degree Angular Scales by BICEP2, Phys.Rev.Lett. 112 (2014) 241101, [arXiv:1403.3985].
[33] Planck Collaboration Collaboration, R. Adam et al., Planck intermediate results. XXX.
The angular power spectrum of polarized dust emission at intermediate and high Galactic
latitudes, arXiv:1409.5738.
[34] R. Bousso and J. Polchinski, Quantization of four form fluxes and dynamical neutralization
of the cosmological constant, JHEP 0006 (2000) 006, [hep-th/0004134].
[35] F. Denef and M. R. Douglas, Computational complexity of the landscape. I., Annals Phys.
322 (2007) 1096–1142, [hep-th/0602072].
[36] F. Denef and M. R. Douglas, Distributions of flux vacua, JHEP 0405 (2004) 072,
[hep-th/0404116].
– 43 –
[37] M. Arends, A. Hebecker, K. Heimpel, S. C. Kraus, D. Lust, et al., D7-Brane Moduli Space in
Axion Monodromy and Fluxbrane Inflation, Fortsch.Phys. 62 (2014) 647–702,
[arXiv:1405.0283].
[38] D. Baumann and L. McAllister, Inflation and String Theory, arXiv:1404.2601.
[39] A. Westphal, Tensor modes on the string theory landscape, JHEP 1304 (2013) 054,
[arXiv:1206.4034].
[40] F. G. Pedro and A. Westphal, The Scale of Inflation in the Landscape, arXiv:1303.3224.
[41] V. Balasubramanian, P. Berglund, J. P. Conlon, and F. Quevedo, Systematics of moduli
stabilisation in Calabi-Yau flux compactifications, JHEP 0503 (2005) 007, [hep-th/0502058].
[42] X. Dong, B. Horn, E. Silverstein, and A. Westphal, Simple exercises to flatten your potential,
Phys.Rev. D84 (2011) 026011, [arXiv:1011.4521].
[43] S. B. Giddings, S. Kachru, and J. Polchinski, Hierarchies from fluxes in string
compactifications, Phys.Rev. D66 (2002) 106006, [hep-th/0105097].
[44] S. Hosono, A. Klemm, and S. Theisen, Lectures on mirror symmetry, hep-th/9403096.
[45] S. Hosono, A. Klemm, S. Theisen, and S.-T. Yau, Mirror symmetry, mirror map and
applications to complete intersection Calabi-Yau spaces, Nucl.Phys. B433 (1995) 501–554,
[hep-th/9406055].
[46] S. Alexandrov, D. Persson, and B. Pioline, Fivebrane instantons, topological wave functions
and hypermultiplet moduli spaces, JHEP 1103 (2011) 111, [arXiv:1010.5792].
[47] S. Alexandrov and S. Banerjee, Dualities and fivebrane instantons, arXiv:1405.0291.
[48] F. Denef, Les Houches Lectures on Constructing String Vacua, arXiv:0803.1194.
[49] Y. Honma and M. Manabe, Exact Kahler Potential for Calabi-Yau Fourfolds, JHEP 1305
(2013) 102, [arXiv:1302.3760].
[50] A. Mazumdar and P. Shukla, Model independent bounds on tensor modes and stringy
parameters from CMB, arXiv:1411.4636.
[51] M. Cicoli, S. Krippendorf, C. Mayrhofer, F. Quevedo, and R. Valandro, D-Branes at del
Pezzo Singularities: Global Embedding and Moduli Stabilisation, JHEP 1209 (2012) 019,
[arXiv:1206.5237].
[52] L. Aparicio, M. Cicoli, S. Krippendorf, A. Maharana, F. Muia, et al., Sequestered de Sitter
String Scenarios: Soft-terms, arXiv:1409.1931.
[53] A. P. Braun and T. Watari, Distribution of the Number of Generations in Flux
Compactifications, Phys. Rev. D90 (2014), no. 12 121901, [arXiv:1408.6156].
[54] A. P. Braun and T. Watari, The Vertical, the Horizontal and the Rest: anatomy of the
middle cohomology of Calabi-Yau fourfolds and F-theory applications, JHEP 01 (2015) 047,
[arXiv:1408.6167].
[55] R. Kallosh, A. Linde, B. Vercnocke, and T. Wrase, Analytic Classes of Metastable de Sitter
Vacua, JHEP 1410 (2014) 11, [arXiv:1406.4866].
[56] T. W. Grimm, J. Keitel, R. Savelli, and M. Weissenbacher, From M-theory higher curvature
terms to α’ corrections in F-theory, arXiv:1312.1376.
[57] D. Junghans and G. Shiu, Brane Curvature Corrections to the N = 1 Type II/F-theory
Effective Action, arXiv:1407.0019.
– 44 –
[58] L. E. Ibanez, F. Marchesano, and I. Valenzuela, Higgs-otic Inflation and String Theory,
JHEP 1501 (2015) 128, [arXiv:1411.5380].
[59] E. Palti, G. Tasinato, and J. Ward, WEAKLY-coupled IIA Flux Compactifications, JHEP
0806 (2008) 084, [arXiv:0804.1248].
[60] P. Candelas, X. C. De La Ossa, P. S. Green, and L. Parkes, A Pair of Calabi-Yau manifolds
as an exactly soluble superconformal theory, Nucl.Phys. B359 (1991) 21–74.
[61] I. Antoniadis, S. Ferrara, R. Minasian, and K. Narain, R**4 couplings in M and type II
theories on Calabi-Yau spaces, Nucl.Phys. B507 (1997) 571–588, [hep-th/9707013].
[62] K. Becker, M. Becker, M. Haack, and J. Louis, Supersymmetry breaking and alpha-prime
corrections to flux induced potentials, JHEP 0206 (2002) 060, [hep-th/0204254].
[63] R. Kallosh, N. Sivanandam, and M. Soroush, Axion Inflation and Gravity Waves in String
Theory, Phys.Rev. D77 (2008) 043501, [arXiv:0710.3429].
– 45 –
