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HMM 的语音识别架构中，从而构造出一种混合的 SVM/HMM 语音识别系
统。同时还解决了 SVM 输出距离到后验概率的转化和基于分段的语音特征






































Speech recognition is one of the important branches of pattern recognition, 
while keyword spotting becomes an active hotspot in the field of 
human-computer interface researches within past two decades. It has very wide 
application in related fields, such as automatic monitor, automatic telephone 
answering, speech search and speech recording. Traditional speech recognition 
systems are based on the technology of HMM. Firstly, after front-end processing 
and feature extraction of speech signal, we can obtain feature vector sequences. 
And then observation sequences are trained and classified using HMM. At the 
same time, we will obtain the optimal state sequences in the sense of statistical 
probability. Finally the recognition results are obtained. 
Support vector machine is a powerful machine-learning scheme, and 
obtains better performance than traditional methods in the applications of 
multi-dimensional nonlinear pattern classification. In the paper, a hybrid 
SVM/HMM architecture for speech recognition is constructed by means of 
embedding SVM into the framework of HMM. Additional, several issues that 
arise as a result of the hybrid framework have been addressed including 
estimation of posterior probabilities and the use of segment-level data. Using 
HTK Toolkit and LIBSVM Toolkit, a keyword spotting system is constructed at 
word-level. After test on ten keywords of mandarin utterances using a 
Viterbi-Beam search decoder, the hybrid system show better performance than 
HMM based speech recognition system. 
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    自从 20 世纪 50 年代语音识别研究起步开始，历经 50 多年的艰苦努力，
语音识别研究取得了一系列突破，部分技术日渐成熟，语音识别技术现正
逐步向实用化、产品化方向发展。 
语音识别的发展历程大致可以划分为以下四个时期 ]3,2[ ： 
1、起步期：50 年代到 60 年代中期 
1952 年，Bell 实验室的 Davis、Biddulph 和 Balashek 利用共振峰特征
实现了世界上第一个可识别十个英文数字的语音识别系统—Audry 系统。
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2、发展期：60 年代末期到 70 年代 









































早在 70 年代 IBM、IDA 的研究人员就曾经将 HMM 用于语音识别，但直到
80 年代中期，这一利器才逐渐为众多语音识别研究人员认识并应用 ]4[ 。到
了九十年代中期，HMM 己经被世界上几乎所有的语音实验室所采用。HMM
理论经过不断的完善和发展，己经成为现代语音识别的核心技术之一。 













BBN、Lincoln 实验室、SRI、MIT 以及 AT&T Bell 实验室等在内的众多著
名的研究机构都加入到它的计划中，并得到它的资助。DARPA 的研究计划
取得了丰硕的成果，参加这一计划的各研究机构推出了各自的大词汇量连
续语音识别系统，其中包括被誉为语音识别里程碑的 SPHINX 系统 ]7[ 。 
此外，八十年代的另一个引人注目的动态是人工神经网络(ANN)在语音



















的性能，并且出现了商品化的系统，其中 著名的包括 IBM 公司的 ViaVoice
系统，Dragon 公司的 Naturally Speaking，剑桥大学的 HTK 系统，Microsoft















































































关键词识别的研究始于 20 世纪 70 年代。1973 年，Bridle 的文章 ]10[ 揭
开了关键词识别研究的序幕，但那时只是称“给定词”的识别；Christiansen
等的文章 ]11[ 中有了“关键词”的叫法，他利用信号的 LPC 表示对连续语音
中的关键词进行检测和定位，文章称该方法的 4 个词和 10 个数字取得很好
的效果。 
但真正的关键词识别研究应该说是在 20 世纪 80 年代。Myers 等人 ]12[ 利
用基于 DTW 的局部 小算法对关键词识别和连接词识别进行了研究。美国
ITT 国防通讯部的 Higgins 与 Wohlford ]13[ 用模板连接的方法实现了 KWS，
并提出了填料(filler)模板的概念。此后 AT&T 的 BELL 实验室 Wilpon 等 ]15,14[
实现了一个基于 HMM 的 5 个电话用语，可以实用的 KWS 标志着 KWS 研
究的崛起。美国 BNN 系统和技术公司的 Rohlicek 等 ]16[ 也研究了非特定人
KWS 的连续 HMM 建模问题，同时给出了 KWS 系统的性能评价标准。到
20 世纪 90 年代，MIT 的 Lincoln 实验室，CMU 的计算机科学学院，Dragon
系统公司以及日本的 Toshiba 公司等也相继报告了他们的研究成果。 
    关键词识别技术有着非常广泛的用途。随着语音识别技术的进一步发
展和普及，20 世纪 80 年代中期以后关键词识别技术已延伸到通讯领域、计
算机语音检索系统、自动化控制等方面，并已有实用系统问世。一般来讲，
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