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We develop a novel approach to gravity that we call ‘matrix general rela-
tivity’ (MGR) or ‘gravitational chromodynamics’ (GCD or GQCD for quan-
tum version). Gravity is described in this approach not by one Riemannian
metric (i.e. a symmetric two-tensor field) but by a multiplet of such fields,
or by a matrix-valued symmetric two-tensor field that satisfies certain condi-
tions. We define the matrix extensions of standard constructions of differen-
tial geometry including connections and curvatures, and finally, an invariant
functional of the new field that reduces to the standard Einstein action func-
tional in the commutative (diagonal) case. Our main idea is the analogy with
Yang-Mills theory (QCD and Standard Model). We call the new degrees of
freedom of gravity associated with the matrix structure ‘gravitational color’
or simply ‘gravicolor’ and introduce a new gauge symmetry associated with
this degree of freedom. As in the Standard Model there are two possibilities.
First of all, it is possible that at high energies (say at Planckian scale) this
symmetry is exact (symmetric phase), but at low energies it is badly broken,
so that one tensor field remains massless (and gives general relativity) and
the other ones become massive with the masses of Planckian scale. Second
possibilty is that the additional degrees of freedom of gravitational field are
confined within the Planckian scale. What one sees at large distances are
singlets (invariants) of the new gauge symmetry.
11 Introduction
Gravity is one of the most universal physical phenomena in Nature. At
the same time it is also one of the most challenging problems in theoretical
physics. In the Newtonian mechanics all gravitational phenomena are de-
scribed by one scalar field (gravitational potential) subject to the Poisson
equation. Einstein, when started to think about the nature of space and
time, soon realized that it is impossible to develop a consistent relativistic
theory of gravity with a scalar field and one needs a symmetric two-tensor
field (which can be interpreted as the Riemannian metric of the space-time)
subject to what is now called Einstein equations [1]. Nowadays, Einstein
General Relativity is accepted as a correct theory of gravitational phenom-
ena at huge range of scales, from cosmological to the subatomic ones. In spite
of the fact that General Relativity successfully describes all classical phenom-
ena (with, maybe, few exceptions like singularities, dark matter, etc), so far
it withstands all attempts to quantize it. In other words, we still do not have
a consistent theory of quantum gravitational phenomena, that is phenomena
at very small length scales (or high energies). It is expected that the gen-
eral relativistic description of gravity, and, as the result, of the space-time,
is inadequate at short distances. One needs new ideas to modify or to de-
form General Relativity. There are many different proposals how to do this
(string theory [2], noncommutative geometry [3], loop gravity [4] etc) but
none proved to be the right one so far. An appealing idea is that all these
approaches will be somehow related within one big unifying picture called
M-theory [3].
In this paper we start from the very beginning and carefully analyze
the origin of the standard geometric interpretation of gravity. We show
how this differential-geometric language can be generalized so that standard
general relativity appears in a special commutative (or diagonal) limit. We
propose that gravity should be described not by one two-tensor field but by
a multiplet of tensor fields (or by a matrix valued two-tensor field) with the
corresponding gauge symmetry incorporated in the model. Our approach
should be contrasted with the “noncommutative extensions of gravity” on
non-commutative spaces [5, 6, 7, 8]; it is also different from the model studied
in [9].
22 Origin of Riemannian Geometry
Let us recall the origin of Riemannian geometry. As a matter of fact its
roots are in the theory of linear second-order partial differential equations of
mathematical physics that describe wave propagation, in particular, light.
Let M be a n-dimensional manifold without boundary. Our construction
will be purely local, so it does not depend upon whether or notM is compact
or noncompact. Let x denote points of M . We will be working in a small
neighbourhood of a fixed point, say the origin, that can be covered by a single
system of local coordinates xµ, (µ = 0, 1, . . . , n− 1).
Let f ∈ C∞(M) be a real-valued smooth function on M (a source field)
and let us consider an equation
Lϕ = f , (1)
where ϕ is an unknown function, and L : C∞(M) → C∞(M) is a linear
second-order partial differential operator with real smooth coefficients of the
form
L = aµν(x)∂µ∂ν + b
µ(x)∂µ + c(x) . (2)
Most importantly, it is required that the matrix aµν ∈ C∞(M) is a real
smooth symmetric nondegenerate matrix, i.e. for any x ∈M
aµν(x) = aνµ(x) , (3)
det aµν(x) 6= 0 . (4)
The determinant of the matrix a is a smooth function over M that does
not change sign; it is either strictly positive of strictly negative. Since the
matrix a is symmetric it has real eigenvalues. Let n+ and n− be the numbers
of positive and negative eigenvalues of the matrix a (we assumed that there
are no zero modes). Since a(x) is a smooth matrix valued function, the
numbers n+ and n− must be constant throughout the whole manifold, i.e.
the signature of the matrix a is constant. This is because for an eigenvalue
to change sign it must go through zero, but this would make the matrix
degenerate. So, if the matrix is non-degenerate at every point and smooth,
then the eigenvalues cannot change sign, and the number of positive and
negative eigenvalues cannot change, i.e. they are stable.
If n− = 0, i.e. the matrix a is positive definite with the signature
(+ · · ·+), then the operator L is elliptic. Elliptic equations describe problems
3in potential theory. All coordinates are physically of the same type, they are
‘space coordinates’ and M is the physical space.
If n− = 1 then the matrix a has signature (− + · · ·+) and the operator
L is hyperbolic. Then there is one coordinate that is very different from the
others. This is the coordinate along the negative eigenvector of the matrix
a, and it is called ‘time coordinate’, t = x0, versus ‘space coordinates’, xi,
(i = 1, . . . , n − 1). Hyperbolic equations describe propagation of waves. In
this case the manifold M is called the spacetime. One usually assumes that
the spacetime M has the following topological structure M = R× Σ, where
Σ is a manifold (compact or noncompact) without boundary (a time slice of
M). Since we are concerned only with local questions such topological issues
will not play any role.
Further, we note that under the smooth diffeomorphisms
x′µ = x′µ(x) ,
the matrix aµν transforms according to
a′µν(x′) =
∂x′µ
∂xα
∂x′ν
∂xβ
aαβ(x) , (5)
which is exactly the transformation law of the components of a contravariant
two-tensor of type (2, 0), i.e. a section of the bundle TM ⊗TM . This can be
used to transform a hyperbolic operator L to the following canonical form
L = −∂2t + a
ij(t, x)∂i∂j + b
0(t, x)∂t + b
i(t, x)∂i + c(t, x) . (6)
Important information is provided by the characteristics of a hyperbolic
equation: they define the wave fronts that serve to describe the connection
between waves and particles (geometric optics). They are also needed to
find the short wave asympotics of the solutions of hyperbolic equations. The
characteristics are a family of the level curves S(x) = C of the solution of
the Hamilton-Jacobi equation
aµν(x)(∂µS)(∂νS) = 0 . (7)
This equation is closely connected with the Hamiltonian system (x, ξ) with
the Hamiltonian
H(x, ξ) = aµν(x)ξµξν , (8)
4which leads to the Hamiltonian equations
dxµ
dt
= 2aµν(x)ξν (9)
dξµ
dt
= −∂µa
αβ(x)ξαξβ . (10)
The spacetime has a causal structure defined as follows. Let the initial
conditions be x(0) = x0 and ξ(0) = ξ0. Then for a fixed x0 and varying ξ0 the
tangent lines to the trajectories with H(x0, ξ0) = 0 define a causal cone C(x0)
at the point x0 (usually called the light-cone). The causal cone separates
M in two regions: the interior I(x0) of the cone that can be called the
causal set (consisting of the trajectories with H(x0, ξ0) < 0, so called time-
like trajectories) and the exterior E(x0) of the cone (causally disconnected
set) (consisting of the trajectories with H(x0, ξ0) > 0 called the space-like
trajectories), so that
M = I(x0) ∪ C(x0) ∪ E(x0) .
The points in the causal set are causally connected with the point x0, i.e.
they can be connected by time-like trajectories. The causal set is divided in
two parts: the absolute past I−(x0), and the absolute future I
+(x0) of the
point x0, i.e.
I(x0) = I
−(x0) ∪ I
+(x0) .
The exterior of the cone is not causally connected with x0.
The study of linear second-order partial differential equations (both el-
liptic and hyperbolic) simplifies significantly if one introduces the machinery
of Riemannian geometry. The transformation law of the matrix a under
diffeomorphisms enables us to identify it with a Riemannian metric
gµν = aµν , gµν = (a
µν)−1 , (11)
where (aµν) is the inverse matrix.
Then, one defines the canonical Levi-Civita connection (Christoffel sym-
bols)
Γµαβ =
1
2
gµγ (∂βgγα + ∂αgγβ − ∂γgαβ) . (12)
The Levi-Civita connection defines in a canonical way a connection on all
bundles in the tensor algebra over the tangent TM and cotangent T ∗M
5bundles, i.e. covariant derivatives of tensors of all types. In particular,
the Levi-Civita connection is the unique compatible torsion-free (symmetric)
connection. In other words, the Christoffel symbols are the unique solution
of the equations
Γµαβ = Γ
µ
βα (13)
∇αgµν = ∂αgµν − Γ
λ
µαgλν − Γ
λ
ναgµλ = 0 . (14)
The Hamiltonian system (10) is nothing but the equation of geodesics
of the metric g. The geodesics lying on the surface H(x0, ξ0) = 0 are the
null-geodesics that form exactly the light cone at x0.
Finally, one defines the Riemann curvature tensor
Rµναβ = ∂αΓ
µ
νβ − ∂βΓ
µ
να + Γ
µ
λαΓ
λ
νβ − Γ
µ
λβΓ
λ
να , (15)
the Ricci tensor
Rνβ = R
µ
νµβ , (16)
and the scalar curvature
R = gµνRµν . (17)
It is worth mentioning that the metric can be defined purely algebraically.
Since L is a second-order partial differential operator, for a scalar function
S (which we view here as the operator of multiplication by the function S)
the commutator
[L, S] = LS − SL (18)
is a first-order differential operator, and the double commutator
[[L, S], S] = 2aµν(∂µS)(∂νS) (19)
is just a smooth function. Thus the Hamilton-Jacobi equation (7) can be
written in the form
[[L, S], S] = 0 . (20)
This enables one to define the metric in terms of the commutators.
3 General Relativity
So far we were studying some matter field ϕ in a given background metric
(a tensor field). The dynamics of the matter field can be described by the
6matter action functional
Smat(ϕ, g) =
∫
Ω
dxL(ϕ, g) , (21)
where dx = dx0∧ dx1 ∧ · · ·∧ dxn−1 is the Lebesgue measure on M , L(ϕ, g) is
the Lagrangian density and Ω is a region of the spacetime with a spacelike
boundary ∂Ω.
In general relativity one identifies the metric g with the gravitational field
and studies the dynamics of the gravitational field itself by considering the
Einstein-Hilbert action functional (with the cosmological constant)
Sgrav(g) =
∫
Ω
dx
√
|g|
1
16πG
(R − 2Λ) +
∫
∂Ω
dxˆ
√
|gˆ|
1
8πG
K , (22)
where |g| = | det gµν |, G is the Newtonian gravitational constant, Λ is the
cosmological constant, xˆ are the coordinates on the boundary ∂Ω, gˆ is the
induced metric on the boundary and K is the extrinsic curvature of the
boundary ∂Ω. Again, the surface term is written just for completeness, it
will not play much role in the following. That is why we do not provide any
more details on the definition of the induced metric, the extrinsic curvature
etc. This is all standard material that can be found in standard references
[1].
The standard variation procedure leads then to the matter field equations
δ
δϕ
Smat(ϕ, g) = 0 , (23)
and the Einstein equations
Rµν −
1
2
gµνR + gµνΛ = 8πGTµν , (24)
where
T µν = −
2√
|g|
δ
δgµν
Smat(ϕ, g) (25)
is the energy-momentum tensor. The action of general relativity is con-
structed in such a way that it is invariant under diffeomorphisms. This leads
to the conservation of the energy-momentum in the usual way.
74 Origin of Matrix Riemannian Geometry
General relativity is constructed by using the following fundamental objects
and concepts:
i) Event (a real n-tuple (x0, · · · , xn−1)),
ii) Spacetime (the set of all events),
iii) Topology of spacetime,
iv) Manifold structure of spacetime,
v) Smooth differentiable structure of spacetime,
vi) Diffeomorphism group invariance,
vii) Causal structure (global hyperbolicity),
viii) Dimension of spacetime (in low-energy physics n = 4),
ix) (Pseudo)-Riemannian metric with the signature (−+ · · ·+),
x) Canonical connections on spin-tensor bundles over the spacetime.
One can deform general relativity by changing the meaning of different
aspects of this picture. The most radical is probably the approach of non-
commutative geometry when one replaces the basic structures like events,
spacetime etc. The most conservative approach is to change just the metric
part without changing much of the above. Our approach is rather a conser-
vative one since it just changes the least fundamental notions in the above.
The analysis of the previous sections clearly shows that the basic notions
of general relativity are based on the geometrical interpretation of the hy-
perbolic wave equation that describe propagation of some fields without the
internal structure, (in particular, light), that could transmit information in
the spacetime. At the time of creation of general relativity the electromag-
netic field was the only field that can be used for such purpose. This is still
true for the macroscopic phenomena. However, at the microscopic distances
this role of the electromagnetic field (photon) could be played by some other
gauge fields (say, gluons and other vector bosons) that, together with the
photon, form a multiplet of gauge fields with some internal structure. That
8is why to repeat the Einstein analysis one has to consider a linear wave equa-
tion for such fields, i.e. instead of the scalar equation (2) we have a system
of linear second-order hyperbolic (wave) partial differential equations. This
would cardinally change the standard geometric interpretation of general rel-
ativity. Exactly in the same way as a scalar equation defines Riemannian
geometry, a system of wave equations will generate a more general picture,
that we call Matrix Riemannian Geometry (MRG).
4.1 Hyperbolic Systems
To be precise, let V be a smooth N -dimensional vector bundle overM , V ∗ be
its dual and End (V ) ≃ V ×V ∗ be the bundle of its smooth endomorphisms.
Then the sections ϕ of the vector bundle V are represented locally by complex
N -dimensional contravariant vectors ϕ =
(
ϕA(x)
)
, the dual vectors χ ∈ V ∗
are complex covariant N -vectors χ = (χA(x)) and the sections X of the
endomorphism bundle End (V ) are represented by N ×N complex matrices
X =
(
XAB(x)
)
.
We assume that the vector bundle V is equipped with a Hermitian fiber
inner product that can be represented locally by
〈ψ, ϕ〉 = ψAEABϕ
B , (26)
where the bar denotes the complex conjugation and the matrix E = (EAB)
defines the Hermitian metric, i.e. it satisfies the equation
ET = E , (27)
where T denotes the matrix transposition. The Hermitian inner product
provides a natural isomorphism between the bundles V and V ∗ by
〈ψ, ϕ〉 = tr V (ϕ⊗ ψ
∗) , (28)
where ψ∗ ∈ V ∗ is the section dual to ψ and tr V is the fiber trace. Locally
ψ∗A = ψ
BEBA = EABψB . (29)
Similarly, we will also identify the bundles (End (V ))∗ and End (V ) by
〈ψ,Xϕ〉 = 〈X∗ψ, ϕ〉 , (30)
9so that
X∗ = E−1XTE . (31)
Let ϕ, f be smooth sections of the bundle V and let us consider the
equation
Lϕ = f (32)
where L : C∞(V ) → C∞(V ) is a linear second-order partial differential
operator of the form
L = aµν(x)∂µ∂ν + b
µ(x)∂µ + c(x) (33)
with endomorphism-valued smooth coefficients, i.e.
aµν =
(
aµνAB(x)
)
, bµ =
(
bµAB(x)
)
, c =
(
cAB(x)
)
. (34)
As in the scalar case aµν must be symmetric in the vector indices
aµν = aνµ . (35)
Further, we assume that the operator L is formally self-adjoint with respect
to the fiber inner product and some measure µ, which means that the com-
ponents of the matrix a must be self-adjoint
(aµν)∗ = aµν . (36)
There are also some conditions on the lower order coefficients b and c but
they will play no role in the subsequent discussion.
Note that the matrix a transforms under diffeomorphisms as a contravari-
ant matrix-valued two-tensor, (more precisely a section of the bundle TM ⊗
TM ⊗ End (V )), i.e. exactly as in eq. (5). However, in the matrix case one
cannot, in general, put the operator L in a form like (6) by choosing the
coordinates. We can also consider the gauge transformations
ϕ(x) −→ U(x)ϕ(x) , (37)
aµν(x) −→ U(x)aµν(x)U(x)−1 , (38)
where U(x) is a smooth nondegenerate matrix-valued function.
The leading symbol of this operator is
σL(L; x, ξ) = −H(x, ξ) (39)
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where ξ ∈ T ∗xM is a cotangent vector and
H(x, ξ) = aµν(x)ξµξν . (40)
Obviously, the matrix H(x, ξ) is self-adjoint
H∗ = H (41)
and, therefore, has real eigenvalues. We will assume that its eigenvalues
hi(x, ξ), (i = 1, . . . , s), are distinct or have constant multiplicities di.
It is clear that they are homogeneous functions of ξ of degree 2
hi(x, λξ) = λ
2hi(x, ξ) . (42)
Further, the eigenvalues are invariant under the gauge transformations (38)
and transform under the diffeomorphisms as
h′i(x
′, ξ) = hi(x, ξ
′) , (43)
where
ξ′µ =
∂xα
∂x′µ
ξα . (44)
The operator L is elliptic if for any x ∈ M and any ξ 6= 0 the matrix
H(x, ξ) is nondegenerate, i.e.
det VH(x, ξ) 6= 0 , (45)
so that all eigenvalues hi(x, ξ) are non-zero.
The operator L is (strictly) hyperbolic at x in the direction ν ∈ T ∗xM if
det VH(x, ν) = det V (a
µν(x)νµνν) 6= 0 (46)
(i.e. the matrix aµν(x)νµνν is non-degenerate), and for any cotangent vector
ξ 6= 0 not parallel to ν all the roots of the characteristic equation
det VH(x, ξ + λν) = det V
[
λ2aµννµνν + 2λa
µνξµνν + a
µνξµξν
]
= 0 (47)
are real (and distinct); clearly there are 2N roots.
The same condition can be stated as follows: the operator L is (strictly)
hyperbolic at x in the direction ν ∈ T ∗xM if
hi(x, ν) 6= 0 , (i = 1, . . . , s) (48)
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and for any cotangent vector ξ 6= 0 not parallel to ν each characteristic
equation
hi(x, ξ + λν) = 0 (49)
has exactly two real distinct roots λ±i (x, ξ) .
The cotangent vector ν(x) defines a smooth one-form onM and the roots
of the characteristic equation are smooth functions on M . Let us denote
ω0 = ν and choose ω1, . . . , ωn−1 ∈ T ∗M so that ωa, (a = 0, 1, . . . , n − 1), is
a basis in the cotangent bundle. Then the operator L is (strictly) hyperbolic
if at any x ∈ M none of the one-forms ω1, . . . , ωn−1 defines a hyperbolic
direction.
The system of hyperbolic partial differential equation describes the prop-
agation of a collection of waves. Similarly to the scalar case the operator L
generates the causal structure on the manifoldM as follows. First, we define
the characteristics of the matrix hyperbolic operator L. The Hamilton-Jacobi
equations and the Hamilton equations have the form
det V [H(x, ∂S)] = det V [a
µν(x)(∂µS)(∂νS)] = 0 , (50)
dxµ
dt
=
∂
∂ξµ
det V [H(x, ξ)]
= 2 tr V [K(x, ξ)a
µν(x)] ξν (51)
dξµ
dt
= −
∂
∂xµ
det V [H(x, ξ)]
= − tr V
[
K(x, ξ)∂µa
αβ(x)
]
ξαξβ (52)
where
K(x, ξ) = det V [H(x, ξ)]H
−1(x, ξ) . (53)
Note that K(x, ξ) is polynomial in the matrix aµν .
The Hamilton-Jacobi equation (50) has then as many solutions as the
number of eigenvalues. Each eigenvalue defines a Hamiltonian system of its
own, i.e. a Hamilton-Jacobi equation
hi(x, ∂S) = 0 , (54)
and Hamilton equations
dxµ
dt
=
∂
∂ξµ
hi(x, ξ) (55)
dξµ
dt
= −
∂
∂xµ
hi(x, ξ) (56)
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These equations define different trajectories for each eigenvalue. These
trajectories can be identified with the geodesics of some Riemannian metrics.
The trajectories with tangents on the surface det VH(x0, ξ0) = 0 are the null
trajectories and define the causal cones. In general, they are different. So,
instead of a unique cone one gets s causal cones Ci(x0) (recall that s is the
number of different eigenvalues of H(x, ξ)). Each cone defines a causal set
Ii(x0) consisting of the absolute past I
−
i (x0) and the absolute future I
+
i (x0)
as well as the exterior of the cone Ei(x0). Since the points in all causal sets
are causally connected with the point x0, i.e. there is at least one time-like
trajectory connecting those points with x0, we define the causal set as the
union of all causal sets
I(x0) =
s⋃
i=1
Ii(x0) , (57)
similarly for the absolute past and the absolute future
I±(x0) =
s⋃
i=1
I±i (x0) , (58)
The causally disconnected set is defined as the intersection of the exteriors of
all causal cones
E(x0) =
s⋂
i=1
Ei(x0) . (59)
With these definition we have the standard causal decomposition
M = I(x0) ∪ ∂I(x0) ∪ E(x0)
= I−(x0) ∪ I
+(x0) ∪ ∂I(x0) ∪ E(x0) . (60)
Since the causal cones vary from point to point, the structure of the causal
set is different at different points. Such a picture can be interpreted as a
“fuzzy light-cone.”
We see that in the matrix case the operator L does not define a unique
Riemannian metric. Rather there is a matrix-valued symmetric 2-tensor field
aµν . We can decompose it according to
aµν = gµνI + κφµν , (61)
where I is the identity endomorphism, κ is a deformation parameter,
gµν =
1
N
tr V a
µν , (62)
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and φµν is the trace-free part
tr V φ
µν = 0 , (63)
so that the matrix H(x, ξ) becomes
H(x, ξ) = I gµν(x)ξµξν + κφ
µν(x)ξµξν . (64)
We can also introduce the whole family of 2k-tensors
gµ1ν1···µkνk =
1
N
tr V a
µ1ν1 · · ·aµkνk , (65)
which contain the information about the matrix aµν . Similarly, the informa-
tion about the eigenvalues of the matrix H(x, ξ) is encoded in the traces
1
N
tr VH
k(x, ξ) = gµ1ν1···µkνk(x)ξµ1ξν1 · · · ξµkξνk =
1
N
s∑
i=1
dih
k
i (x, ξ) . (66)
This can be easily evaluated as a power series in the deformation parameter
1
N
tr VH
j(x, ξ) = (gµνξµξν)
j (67)
+
j(j − 1)
2
κ2(gµνξµξν)
j−2 1
N
tr V (φ
µνφαβ)ξµξνξαξβ +O(κ
3) .
It is worth noting that, in general, the matrix gµν is not necessarily in-
vertible, even in the elliptic case. Although in the weak deformation limit,
i.e. κ→ 0, it must be nondegenerate, it is not necessarily so in the strongly
deformed theory for large κ. Thus, the matrix gµν which plays the role of
Riemannian metric in the commutative limit loses this role in fully noncom-
mutative theory and can be singular or even zero.
5 Deforming General Relativity
Gravity will be described by new dynamical variable aµν . Our final goal is
to construct a diffeomorphism-invariant functional S(a) from the matrix aµν
and its first derivatives. Notice also that gµν , in fact all tensors gµ1···µ2k ,
do not change under the gauge transformation (38). Our main idea is to
promote this symmetry to a universal local gauge symmetry.
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That is why we need an invariant action functional of this field
Smatr−grav(a) =
∫
Ω
dxL(a, ∂a) , (68)
where L(a, ∂a) is the Lagrangian density. This functional should be invariant
under both the gauge group as well as the group of diffeomorphisms. In
infinitesimal form these transformations read
δωa
µν = [ω, aµν ] , (69)
δξa
µν = ξλ∂λa
µν − aµλ∂λξ
ν − aνλ∂λξ
µ , (70)
where ω is an element of the algebra of the gauge group
δωU = ω (71)
and ξ is the infinitesimal coordinate transformation
δξx
µ = −ξµ(x) . (72)
The action for the matrix gravity should reduce to the standard Einstein-
Hilbert functional (22) in the commutative limit κ→ 0 (or when φµν = 0).
First of all, we need a measure, i.e. a density µ(a) that does not depend
on the derivatives of a and transforms under diffeomorphisms like
µ′(x′) = µ(x)J(x) , dx′ µ′(x′) = dxµ(x) , (73)
where
J(x) = det
[
∂x′µ(x)
∂xα
]
, (74)
or, in infinitesimal form,
δωµ = 0, δξµ = ξ
α∂αµ+ µ∂αξ
α = ∂α(µξ
α) . (75)
As a guiding principle we will require the correct commutative limit
µ =
√
|g|+O(κ) , (76)
where |g| = (σ det gµν)−1 and σ = 1 in the elliptic case and σ = −1 in the
hyperbolic case so that µ > 0.
15
We can construct a good candidate for the measure as follows. Let F (x, ξ)
be a scalar function constructed from the matrix aµν(x) and ξ that is invariant
under gauge transformations and transforms under diffeomorphisms like
F ′(x′, ξ) = F (x, ξ′) , (77)
where
ξ′µ =
∂xα
∂x′µ
ξα . (78)
For example, we can define
F (x, ξ) =
1
N
tr VΦ(H(x, ξ)) =
1
N
s∑
j=1
djΦ(hj(x, ξ)) , (79)
where Φ is a positive function of single variable such that it decreases suffi-
ciently fast as ξ →∞. Then the function
µ(x) =
∫
Rn
dξ F (x, ξ) =
∫
Rn
dξ
1
N
tr VΦ(H(x, ξ)) (80)
transform as (73) and can serve as measure. The choice of the function Φ
should guarantee the convergence of this integral. Note that this choice is
obviously not unique.
We can write the measure in the form
µ =
1
N
tr V ρ , (81)
where ρ is a matrix-valued function that transforms like density, i.e.
ρ′(x′) = ρ(x)J(x) . (82)
For example, ρ can be defined by
ρ(x) =
∫
Rn
dξ Φ(x, ξ) . (83)
Another good candidate for the measure can be obtained as follows. Let
ψ =
1
n!
εµ1...µnεν1...νna
µ1ν1 · · ·aµnνn , (84)
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where ε is the standard completely antisymmetric Levi-Civita symbol. By
using the symmetry properties of the matrix aµν , (35), (36), one can prove
that the matrix ψ is self-adjoint
ψ∗ = ψ. (85)
We will require that this matrix is nondegenerate. Then the matrix ψ∗ψ is
positive definite so that we can define ρ by
ρ = (ψ∗ψ)−1/4 . (86)
Obviously, the matrix ρ is self-adjoint, ρ∗ = ρ, and positive definite, ρ > 0,
so that the measure is positive µ > 0.
In the commutative limit both of the above definitions lead to the same
Riemannian measure (76). In the weak deformation limit we obtain
µ =
√
|g|
{
1 + κ2
1
N
tr V (φ
µνφαβ)(c1gµαgνβ + c2gµνgαβ) +O(κ
3)
}
, (87)
where gµν = (g
µν)−1 is the inverse matrix and c1 and c2 are some constants
depending on the choice of the measure.
Thus we obtain the simplest zero order term in the action
S0(a) = −
Λ
8πG
∫
Ω
dxµ(x)
= −
Λ
8πG
∫
Ω
dx
√
|g|
{
1 + κ2
1
N
tr V (φ
µνφαβ)(c1gµαgνβ + c2gµνgαβ)
+O(κ3)
}
, (88)
where Λ is the ‘cosmological constant’ and G is the gravitational constant.
This functional is obviouly invariant under both the gauge transformations
and the diffeomorphisms.
The dynamical functional S1(a) must depend on the first derivatives of
a. Assuming that it is local, it must be quadratic in the first derivatives and
non-polynomial in a, i.e.
S1(a) =
1
16πG
∫
Ω
dxP µναβγδ
A
B
C
D∂µa
αβB
A∂νa
γδD
C , (89)
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where P depends only on a but not on its derivatives. This can also be
written as a sum of the terms like
S1(a) =
1
16πG
∫
Ω
dx
1
N
tr V
∑
P (a)(∂a)Q(a)(∂a) . (90)
We see that our functional is reduced to nothing else but a generalized non-
linear sigma model. In principle, one can find the form of the object P by
studying the condition of diffeomorphism invariance in the perturbation the-
ory in the deformation parameter κ. Alternatively, which should be much
easier, one can define tensors built from the matrix a and use them to con-
struct the invariants.
The total action in perturbation theory should have the form
Smatr−grav(a) =
1
16πG
∫
Ω
dx
√
|g|
{
(R− 2Λ) (91)
+κ2
1
N
tr V
[
(∇γφ
µν∇δφ
αβ)F γδµναβ
+(φµνφαβ)
(
RρσκλWµναβρσκλ + ΛVµναβ
)]
+O(κ3)
}
,
where Rρσκλ is the curvature of the metric g, R is the scalar curvature, ∇ de-
notes the standard covariant derivative with the canonical symmetric connec-
tion compatible with the metric g, and F , W and V are tensors constructed
polynomially from the metric, gµν and g
αβ, and the Kronecker symbol.
Therefore, in the weak deformation limit our model describes general
relativity and a multiplet of massive tensor fields of spin 2 with mass param-
eters of order Λ in unbroken phase. Depending on the potential terms there
could be also massles fields as well as spontaneous symmetry breaking. This
question requires further study.
5.1 Matrix Geometry
The Riemannian metric is nothing but the metric on the tangent bundle
and general relativity is the dynamical theory of that metric. It can also be
considered as an isomorphism between the tangent and cotangent bundles.
Similarly, the quantity aµν introduced in the previous section is an example
of such an isomorphism of other bundles and our main idea is to develop a
dynamical theory of such isomorphisms.
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Let us consider the bundle Iso (T , T ∗) ≃ Aut(T ) of linear isomorphisms
of the bundle T = TM ⊗V onto the bundle T ∗ = T ∗M ⊗V , where TM and
T ∗M are the tangent and cotangent bundles and V is a vector bundle overM .
The bundle V is not of the spin-tensor type since it is supposed to describe
some internal structure of matter fields versus external one described by the
spin-tensor bundles. The isomorphisms B : T → T ∗ can be identified with
the sections of the bundle T ∗M ⊗T ∗M ⊗End (V ) and and the isomorphisms
A : T ∗ → T with the section of the bundle TM ⊗ TM ⊗ End (V ) .
For a ∈ TM ⊗ TM ⊗ End (V ) to define an isomorphism, the equation
aµνϕν = ψ
µ (92)
with any given ψ ∈ T ∗M ⊗ V , must have a unique solution
ϕν = bνµψ
µ . (93)
In other words, there must exist a unique solution, b ∈ T ∗M⊗T ∗M⊗End (V ),
to the equations
aµνbνλ = bµνa
νλ = δµλI . (94)
This can be put in another form. Let ei ∈ T
∗M⊗V be the basis in the space
of one forms valued in V . Then the equation (94) has a unique solution if and
only if the bilinear form Aij = 〈ej, Aei〉 is nondegenerate, i.e. detAij 6= 0 .
Three remarks are in order here. First, assuming the nondegeneracy of
the tensor gµν one can obtain the solution of the equation (94) in form of a
power series in the deformation parameter
bµν = gµνI +
∞∑
n=1
(−1)nκngµα1φ
α1β1gβ1α2φ
α2β2 · · · gβn−1αnφ
αnβngβnν , (95)
which converges for small κ. Second, even if the matrix gµν is degenerate (or
even zero) the matrix bµν might still be well defined, which would correspond
to the limit κ→∞. Third, one can easily show that the matrix bµν satisfies
the equation
b∗µν = bνµ , (96)
but is not necessarily a self-adjoint matrix symmetric in tensor indices, more
precisely,
b∗µν 6= bµν , bµν 6= bνµ . (97)
19
In that sense the matrix aµν is nicer since it has additional properties (35),
(36).
That is why, one can use the matrices aµν and bµν to raise and lower
tensor indices in the same way as the metric tensor. One must be careful
however, since the matrix bµν is not symmetric and the matrices a
µν and bµν
do not commute for different indices. In particular,
aνµbαµϕ
α 6= ϕν , bµαa
µνϕν 6= ϕα , (98)
aµαaνβTαβ 6= a
νβaµαTαβ , a
µβbναT
α
β 6= bναa
µβT αβ . (99)
The equations (94) have important implications for the derivatives
aαβ∂µbβλ = −∂µa
αβbβλ , bαβ∂µa
βλ = −∂µbαβa
βλ , (100)
and, therefore,
∂µbαβ = −bαγ∂µa
γδbδβ , ∂µa
αβ = −aαγ∂µbγδa
δβ . (101)
Now we introduce matrix-valued coefficients Aµαβ that transform like the
connection coefficients under the diffeomorphisms, i.e.
A′µ
′
α′β′(x
′) =
∂x′µ
∂xν
∂xγ
∂x′α
∂xδ
∂x′β
Aνγδ(x) +
∂x′µ
∂xν
∂2xν
∂x′α∂x′β
I . (102)
Let T pq be the tensor bundle of type (p, q). We define a linear map
D : T pq ⊗ V → T
p
q+1 ⊗ V (103)
by
(Dϕ)µ1...µpαν1...νq = ∂αϕ
µ1...µp
ν1...νq +
p∑
j=1
Aµjλαϕ
µ1...µj−1λµj+1...µp
ν1...νq
−
q∑
i=1
Aλνiαϕ
µ1...µp
ν1...νi−1λνi+1...νq
. (104)
This map is well defined as an operator between the tensor bundles valued
in V .
Now it is not difficult to construct the matrix curvature and the matrix
torsion. For a ϕ ∈ T ∗M ⊗ V we compute
(D2ϕ)µνα − (D
2ϕ)νµα = −R
λ
αµνϕλ + T
λ
µν(Dϕ)λα , (105)
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where
Rλαµν = ∂µA
λ
αν − ∂νA
λ
αµ +A
λ
βµA
β
αν −A
λ
βνA
β
αµ , (106)
T λµν = A
λ
µν −A
λ
νµ . (107)
Next, we can define the matrix Ricci tensor
Rµν = R
α
µαν (108)
and, by using the tensor aµν , even a matrix-valued scalar curvature
R = aµνRµν . (109)
Note though, that because of the noncommutativity the definition of the
scalar is not unique .
Now we need to fix the connection, i.e. to relate it somehow to the
tensor a. To fix the connection we should impose an invariant compatibility
condition. We will impose the compatibility condition in the form
∂µa
αβ +Aαλµa
λβ +Aβλµa
αλ = 0 . (110)
The solution of this equation is
Aαλµ =
1
2
bλσ
(
aαγ∂γa
ρσ − aργ∂γa
σα − aσγ∂γa
αρ
+Sαρσ + Sρσα + Sσρα
)
bρµ , (111)
where S is an arbitrary matrix valued tensor satisfying the symmetry condi-
tion
Sαρσ = −Sασρ . (112)
In general, this connection is not symmetric. In the commutative limit it
reduces to
Aαλµ = Γ
α
λµI +
1
2
(Sαλµ + Sµλ
α + Sλµ
α) +O(κ) , (113)
where Γαλµ are the Christoffel coefficients of the metric g
µν and the indices of
the tensor S are lowered with the metric g. Therefore, the torsion is reduced
to the tensor S, i.e.
T αλµ = S
α
λµ +O(κ) . (114)
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So, to have the torsion-free theory we have to set S = 0. However, in the
noncommutative case the connection is not symmetric even if S = 0.
It turns out that the compatibility condition of the form
∂µbαβ −A
λ
αµbλβ −A
λ
βµbαλ = 0 , (115)
which looks simpler on a first glance, is, in fact, more complicated. Because
the matrix bµν is not symmetric this equation cannot be solved in a closed
form. For example, the solution of this equation does not have the familiar
form of Christoffel coefficients
Aλαβ 6=
1
2
(∂αbβµ + ∂βbαµ − ∂µbαβ) a
λµ . (116)
The equation (115) can be solved only within the perturbation theory in the
deformation parameter. We could also have used the symmetric part of the
matrix b, i.e. b(µν), but the the inverse matrix would not be symmetric, so
this does not simplify the solution after all.
6 A Model of Matrix Gravity
By using the matrix curvature we can now construct a simple generalization
of the standard Einstein-Hilbert functional (with cosmological constant). We
define
Smatr−grav(a) =
∫
Ω
dx
1
16πG
1
N
tr V ρ (a
µνRαµαν − 2Λ) . (117)
This functional is obviously invariant under global gauge transformations
a(x)→ Ua(x)U−1 . (118)
One can easily make it local gauge symmetry by introducing a Yang-Mills
field B valued in End (V ) and replacing the partial derivatives in the defini-
tion of the connection coefficients and the curvature by covariant derivatives
∂µ → ∂µ + [Bµ, · ] . (119)
Thus we finally obtain an invariant action functional
Smatr−grav(a,B) =
∫
Ω
dx
1
N
tr V ρ
{
1
16πG
(aνµRαµαν − 2Λ)
−
1
2e2
aνµFµαa
αβFβν
}
, (120)
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where e is the Yang-Mills coupling constant, ρ is defined by eq. (83) or (86)
Rλαµν = ∂µA
λ
αν + [Bµ,A
λ
αν ]− ∂νA
λ
αµ − [Bν ,A
λ
αµ]
+AλβµA
β
αν −A
λ
βνA
β
αµ (121)
Aαλµ = bλσ
{
1
2
[
aαγ∂γa
ρσ + aαγ [Bγ , a
ρσ]
−aργ∂γa
σα − aργ [Bγ , a
σα]− aσγ∂γa
αρ − aσγ [Bγ , a
αρ]
]
+Sαρσ + Sρσα − Sσαρ
}
bρµ , (122)
Fµν = ∂µBν − ∂νBµ + [Bµ,Bν ] . (123)
We should also impose an additional constraint on the tensor S, for example,
just put it to zero, S = 0, since it is not a dynamical degree of freedom.
This functional describes the dynamics of the ‘matrix metric field’ a and
the Yang-Mills field B. It is invariant under the diffeomorphisms
x→ x′ = x′(x) (124)
and the local gauge transformations
a(x)→ U(x)a(x)U−1(x) (125)
Bµ(x)→ U(x)Bµ(x)U
−1(x)− (∂µU(x))U
−1(x) . (126)
We could assume that the gauge group is a Lie group G, say a compact
simple Lie group like SU(N), that B takes values in the adjoint representation
of the Lie algebra of G and a takes values in the enveloping algebra generated
by the Lie algebra. In the commutative limit this reduces to the standard
Yang-Mills fields coupled to gravity.
Now we need to introduce interaction of the fields a and B with matter
fields in such a way that will lead to the spontaneous breakdown of the
gauge symmetry, so that in the broken phase in the vacuum there is just one
tensor field, which is identified with the metric of the space-time. All other
tensor fields must have zero vacuum expectation values. In the unbroken
phase there will not be a metric at all in the usual sense since there is no
preferred tensor field with non-zero vacuum expectation value. Alternatively,
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one could expect the gauge (grav-color) degrees of freedom to be confined
within the Planck scales, so that only the invariants (grav-white states) are
visible at large distances. For example, at large distances one could only
see the diagonal part gµν = 1
N
tr V a
µν , which defines the metric of the space-
time at large distances and the gauge invariants like 1
N
tr VR
µ
αβγ , etc., which
determine in some sense the curvature of the spacetime.
One should stress that this model is a realization of a consistent interac-
tion of tensor fields with gravity, which usually constitutes a problem. Notice
that this model is, in fact, nothing but a generalized sigma model. So, the
problems in quantization of this model are the same as in the quantization
of the sigma model.
7 Conclusion
A careful analysis shows that the origin of Riemannian geometry in general
relativity lies in the theory of the wave equations. We propose to replace
a single wave equation by a system of wave equations at small distances.
This brings completely new geometrical picture in the theory of gravitational
phenomena. Instead of one Riemannian metric we have now a matrix-valued
tensor field aµν , which is the main dynamical field describing gravity. We
also introduced a new gauge symmetry which is responsible for mixing the
new degrees of freedom and a new Yang-Mills field Bµ. We constructed a
second order action functional that describes the dynamics of the fields a and
B and is invariant under the diffeomorphism and the new gauge transforma-
tions. This functional may be viewed as a “noncommutative deformation” of
Einstein gravity coupled to a Yang-Mills model. We introduce a deformation
parameter κ such that the theory has a “commutative limit” κ → 0. In
the weak deformation limit our model describes Einstein gravity, Yang-Mills
fields, and a multiplet of self-interacting two-tensor fields that interact also
with gravity and the Yang-Mills fields. We speculate that the new degrees
of freedom could only be visible at Planckian scales, so that they do not
exhibit themselves in the low-energy physics. However, the behavior of our
model at higher energies should be radically different from the Einstein grav-
ity since there is no preferred metric in the unbroken phase, when the new
gauge symmetry is intact. It would be very interesting problem to study
simple solutions of this model, say a static spherically symmetric solution,
which would describe a “non-commutative black hole”. There are reasons to
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believe that this model could be free from singularities.
Of course, before one can take the matrix gravity seriously various im-
portant (and interesting) questions have to be clarified, in particular: i)
classical (commutative) limit, ii) quantization, iii) semiclassical approxima-
tion, iv) renormalization, v) spontaneous symmetry breaking, and, finally,
vi) Planck confinement.
We would like to make a couple of final remarks. First of all, to study this
model in the one-loop approximation would require new methods since the
partial differential operators involved will not be of the so-called Laplace type,
i.e. they will not have the scalar leading symbol. Most of the calculations in
quantum field theory were restricted so far to the Laplace type operators for
which nice theory of heat kernel asymptotics is available. However, the study
of heat kernel asymptotics for non-Laplace type operators is quite new and
the methodology is still underdeveloped. For example, even the first heat
kernel coefficients (A0, A1 and A2) needed for the renormalization in four
dimensions are not known in general. For some progress in this area (the
calculation of A1) see [10, 11].
Instead of the second-order operator L we could start from a first-order
operator. Let D be a first order formally self-adjoint partial differential
operator
D = αµ(x)∂µ + β(x) , (127)
where α is an anti-self-adjoint
(αµ)∗ = −αµ
smooth matrix-valued vector field and β is a matrix valued scalar field, acting
on the smooth sections of the vector bundle V . The square of this operator
defines a second-order operator
L = D2 = aµν(x)∂µ∂ν + b
µ(x)∂µ + c(x) (128)
with
αµαν + αναµ = 2aµν . (129)
We stress here once again that we do not assume that aµν = gµνI or even
aµν = gµνE with some automorphism E. This enables one to repeat the
whole construction in such a way that the dynamical variables of gravity will
be the generalized ‘Dirac matrices’ αµ instead of aµν .
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Another possibility is, following the approach of [5, 6, 7], to extend our
model to the spaces where the coordinates do not commute, which is achieved
by replacing the usual products by the (noncummutative) star (Moyal) prod-
uct
f(x) ⋆ g(x) = exp
(
i
2
θµν
∂
∂uµ
∂
∂vν
)
f(x+ u)g(x+ v)
∣∣∣
u=v=0
, (130)
where θ is an antisymmetric tensor.
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