Introduction
Multi-dimensional risk theory represents a very attractive topic that has gained a lot of popularity in recent few years. The problems that arise when studying the class of multivariate risk models involve an increased level of complexity when compared to the class of univariate risk models, mainly due to the dependence of claim severities and/or their inter-arrival times among the several lines of business under consideration. Historically, a quantity that has been mostly treated in the univariate literature is the time to ruin, or the time of default, where ruin is defined as the first passage time below a certain threshold, with level zero being the usual critical level. However, when one works with multi-dimensional collective risk theory, ruin can be defined in several ways. The first time when at least one of the risk processes falls below level zero, as well as the first time when all the risk processes are below level zero The authors considered the joint ruin problem for two insurance companies that divide between them in different proportions both the premium income and the aggregate claims process which is modeled through a compound Poisson process. In practice, such a problem can be interpreted as an insurerreinsurer scenario, where the reinsurer takes over a proportion of the insurer's losses. Restricting the claims to be exponentially distributed, Avram et al. (2008a) obtained an explicit analytic expression for the Laplace transform of the time to ruin, where ruin is defined as the first time when at least one of the risk processes drops below zero. Using a geometric argument, the authors reduce the bivariate ruin problem to two distinct univariate problems, whose solutions are more easily obtainable. More specifically, Avram et al. (2008a) are able to find a (deterministic) critical time such that if ruin occurs after the critical time then it is caused by the first risk process, while if ruin occurs prior to the critical time then it is caused by the second risk process.
In this paper, we generalize the work of Avram et al. (2008a) by considering a two-dimensional insurance risk model where one of the risk processes faces claims arising from two independent compound Poisson processes, out of which only one is shared proportionally with the second risk process. As discussed in Section 2, such risk model can be viewed in real life as a model for the surplus processes of two lines of business of the same company, or as an insurer-reinsurer application. Mathematically the evolution of our two-dimensional risk process denoted by {(Y 1 t , Y 2 t )} t≥0 is described as 
are the sequences of positive claims. It is assumed that
are all mutually independent, and is covered entirely by the first insurer. The positive security loading conditions for each of the processes 
The paper is structured as follows. Using geometric arguments, in Section 2 we derive a sufficient set of constraints that will enable us to obtain an analytic solution for the Laplace transform of the time to ruin defined in (1.4). Section 3 gives two preliminary results required for the evaluation of the afore-mentioned
Laplace transform whose derivation is presented in Section 4. Section 5 briefly discusses the case where ruin of {Y 2 t } t≥0 occurs before {Y 1 t } t≥0 and suggests a few potential open problems.
Model constraints via geometric interpretation
In this section we employ a similar methodology to the one in Avram et al. (2008a) to reduce the proposed two-dimensional risk model to more tractable univariate problems, for which various results in the literature can be exploited. To this end, in Figure 1 we present a sample path of the evolution of the
two-dimensional risk model defined in (1.1 
Line ∆ splits R 2 in two disjoint sets A + and A − defined by
The sets are such that
A more challenging question arises in the opposite case when τ X ≤ τ 2 . Under this scenario, in
order to be able to analyze the time to ruin τ pertaining to the bivariate risk process defined in (1.1), we need to add an extra constraint that makes the set A − an absorbing set, namely 
while for the second line it is assumed a different security loading θ 3 > 0, such that
Because the second line only shares a proportion of the {L t } t≥0 compound Poisson process, we assume it has a larger loading θ 3 > θ 1 . The total premium rate paid by policyholders for the aggregate claim
It is clear that under assumptions (2.3) and (2.4) the loading conditions (1.2) and (1.3) hold. Simple manipulations of (2.3) and (2.4) transform the constraint
that enables us to find the Laplace transform of the time to ruin τ (see Section 4). Note that under condition (2.5), the process {L t } t≥0 may be generically interpreted as a riskier process than {S t } t≥0 in terms of the mean. Observe that in a practical situation the right hand side of (2.5) will be larger than 
whereas p 2 is the same as in (2.4). It is again assumed that θ 3 > θ 1 , otherwise the insurer may be tempted to reinsure the entire {L t } t≥0 while receiving arbitrage premium income. The premium rate paid by
Note that under this possible practical interpretation, the positive security loading condition (1.2) does not necessarily hold, while (1.3) still holds. Further manipulations of (1.2) using (2.6) gives an equivalent condition
Using (2.4) and (2.6), the constraint condition (2.2) is transformed to
As in the first practical interpretation, in practice
> 1 in most of the cases, which means that the condition (2.8) requires that the process {L t } t≥0 represents a larger risk, in terms of average, than the {S t } t≥0 process. Hence it makes sense for the insurer to transfer part of the risk {L t } t≥0 to a reinsurer through reinsurance. Under the current insurer-reinsurer interpretation, the condition (2.8) is compulsory to determine the Laplace transform of the time to ruin τ using geometric arguments, whereas relation (2.7) simply ensures that insurer will not be ruined a.s. and that the problem does make sense from a practical point of view. Suppose (2.7) is assumed. We need to distinguish between two cases as follows. 
If one intends to relax the positive loading condition (2.7) (which is theoretically possible as all results obtained in the present paper apply even if (2.7) does not hold), the weaker condition p 1 > 0 will be required instead. Because of (2.6), such a weaker condition is translated to
Again two cases need to be distinguished.
is satisfied automatically and therefore one only needs (2.8).
2. If θ 3 − θ 1 > (1 + θ 3 )a, then (2.8) together with (2.9) yields the condition
In the next section, we analyze two important quantities for the independent processes {X t } t≥0 and {Y 2 t } t≥0 that will help us to obtain the desired Laplace transform of the time to ruin τ .
Preliminary results
As discussed in the previous section, the time to ruin τ X in the process {X t } t≥0 plays a key role in the On one hand we are interested in the analysis of the time of ruin and the deficit at ruin in the {X t } t≥0
process. Under the current assumptions, {X t } t≥0 can be viewed as a risk process with positive initial surplus, negative drift (see the sufficient condition (2.2)) and downward jumps. Thus, ruin in the {X t } t≥0 process will occur almost surely, in two possible ways: due to jumps (i.e. X τ X < 0) or due to continuity (i.e. X τ X = 0). As a consequence, an important quantity that will be analyzed in the following subsection is the joint distribution of the time to ruin τ X and the level of the deficit at ruin |X τ X |.
On the other hand, if τ X ≤ τ 2 , the level of the process {Y 2 t } t≥0 at ruin time τ X is mandatory in the evaluation of (3.1). Thus, in Section 3.2, we present the distribution of the surplus process {Y 2 t } t≥0 at a given time t avoiding ruin enroute, namely
The notation P y (·), represents the conditional probability given the initial surplus level y at time zero.
The joint density of the time and deficit at ruin in {X t } t≥0
Starting with (2.1), we rewrite its first equation as 
. Furthermore, we denote by h C (t|x) the density of τ X at t (0 < t < x c ) for ruin by continuity given that X 0 = x, and by h J (z, t|x) the joint density of (|X τ X |, τ X ) at (z, t) (0 < t < x c , z > 0) for ruin by jumps given X 0 = x. The following proposition gives the above densities in explicit form, for generally distributed claim sizes. (b) The density part of τ X given by
3)
, where f * n a,S (·) is the n-fold convolution of f a,S (·) with itself.
Due to jumps
for 0 < t < x c and z > 0.
Proof.
1.
In order to derive the joint distribution of the time to ruin and the deficit at ruin for {X t } t≥0 , we first consider the Laplace transform of τ X due to continuity, namely
where β ≥ 0 is the Laplace transform argument and E x represents the conditional expectation given the initial surplus level x at time zero. By conditioning on the time and the size of the first claim, and using the Markov property of {X t } t≥0 followed by a change of variable, we obtain
where * is the convolution operator such that (a 1 * a 2 )(y) = 
Therefore, via Laplace transform inversion with respect to s we arrive at
An extra Laplace transform inversion with respect to β yields the desired result in 1. Probabilistically the parts (a) and (b) can be interpreted as follows.
(a) The process {X t } t≥0 decreases continuously for a length of time (b) The density part (3.3) arises when there is at least one jump (i.e. n ≥ 1) before ruin by continuity.
The term e −λ S t (λ S t) n n! is the probability that there are n jumps until time t, and the sum of the n jumps should be exactly x − ct so that ruin occurs by continuity at time t, giving rise to the term f * n a,S (x − ct). The factor c reflects a change in unit.
2.
Similarly, we consider the quantity for ruin of {X t } t≥0 due to jumps defined by
where w(·) is a penalty function that depends only on the deficit at ruin |X τ X |. Conditioning again on the time and the size of the first claim, we obtain
where
Taking further Laplace transforms yields
Hence, inversion with respect to β leads to
where the second equality follows from substitution of (3.6). Using (3.5) followed by some manipulations, one finds
Therefore one finally observes that φ β,J (x) admits the representation
where h J (z, t|x) is the joint density of (|X τ X |, τ X ) at (z, t) given in part 2. Probabilistically, the density (3.4) can be interpreted as follows. The first term λ S e −λ S t f a,S (z + x − ct) is the case where only one jump causes ruin. Such a jump occurs at time t, and the size of the jump should be z + x − ct in order to result in a deficit of z. The second term reflects the cases where n + 1 jumps cause ruin (n ≥ 1). In this case, there are n jumps by time t with probability e −λ S t (λ S t) n n! , and the sum of these n jumps should be x − ct − y for some 0 < y < x − ct, contributing to the term f * n a,S (x − ct − y). At this moment the process is at level y, then the (n + 1)-th jump occurs at rate λ S and it should be of size z + y to cause a deficit of z. (Tijms (1995, pp.163-164) ) but also contains many other distributions, some of which are non-trivial, as special cases (Willmot and Woo (2007) ).
Remark 1 The convolution terms and hence the integrals in (3.3) and (3.4) can be explicitly evaluated when the density f a,S (·) belongs to, for example, the class of mixed Erlang distributions (see Dickson and

Willmot (2005)). Such a class is not only dense in the set of positive continuous distributions
The density of {Y 2 t } t≥0 avoiding ruin enroute
In a similar way in which we rewrite the process {X t } t≥0 in (3.2), we write
where 
A point mass given by
P y 2 inf s≤t Y 2 s > 0, Y 2 t = u = e −λ L t , (3.8) for u = y 2 + p 2 t.
The density part given by
for u < y 2 + p 2 t, where
Proof. Our goal here to perform Laplace transform inversion to the expression 
where f a,L (s) = ∞ 0 e −sx f a,L (x) dx, and the quantity ρ appearing in (3.13) is the unique non-negative root to the equation (in ξ)
Next, we denote by g β (u|y 2 ) the so-called discounted density of the surplus prior to ruin Y 2 τ 2 − at u for the process {Y 2 t } t≥0 , given initial capital of Y 2 0 = y 2 , which is such that
By integrating out the second argument of equation (41) of Cheung and Landriault (2010), we have that 15) where the function v β (·) is related to W (β) (·) via v β (·) = p 2 W (β) (·) (which is evident by comparing equation (11) of Cheung and Landriault (2010) with (3.14)), and F a,L (·) is the survival function of the generic random variable Z a,L . Thus, using (3.13), one can express the above equation as 
where ζ(y 2 , t, u) is defined through (3.10), (3.11) and (3.12). Hence, by the uniqueness of Laplace transforms, a comparison between (3.16) and (3.17) yields the desired result in (3.8) and (3.9). (3.13) and (3.15) (3.16) .
Remark 2 Instead of drawing connections between the existing results
Remark 3 The quantity ζ(y 2 , t, u) can be explicitly evaluated when f a,L (·) follows mixed Erlang distribution using the results in Landriault and Willmot (2009, Section 4).
The Laplace transform of the joint ruin time
In this section, we give the main result of the paper regarding the Laplace transform of the time to ruin τ , namely E (y 1 ,y 2 ) e −βτ 1 {τ <∞} , where E (y 1 ,y 2 ) is the conditional expectation given the initial surplus levels (Y 1 0 , Y 2 0 ) = (y 1 , y 2 ).
Proposition 3 In the bivariate risk process
the Laplace transform of the time to ruin is given by
The first part in (4.1) can be evaluated as
2) 
Proof. The decomposition in (4.1) is a direct consequence of the fact that τ X > τ 2 implies τ = τ 2
whereas τ X ≤ τ 2 implies τ = τ 1 . Equation (4.2) follows by conditioning on τ 2 along with the independence of the processes {X t } t≥0 and {Y 2 t } t≥0 . Equation (4.3) can be argued probabilistically as follows. The
represents the probability that there are n jumps until time t. In order for {Y 2 t } t≥0 to survive at time t (0 < t < x c ), the sum of the n jumps should be no larger than x − ct, resulting in the term F * n a,S (x − ct). Summing over all possible n (i.e. n ≥ 0) yields the desired result.
For the second term E (y 1 ,y 2 ) e −βτ 1 
Note that this case involves at least one claim from {S t } t≥0 , and therefore it is analyzed based on the number of claims arising from {L t } t≥0 only in the interval (0, τ X ] and it further consists of two scenarios. The detailed explanations of (4.8) and (4.9) are omitted here, but one just has to apply Item 2 instead of Item 1 of Proposition 1.
Remark 4
In principle E (y 1 ,y 2 ) e −βτ 1 {τ <∞} can be obtained explicitly via straightforward but tedious integration for mixed Erlang claims.
Remark 5 An alternative expression for P x (τ X > t) can also be obtained from a direct application of Proposition 1, and is given as, for 
(5.1) Note that the probability term of the above integrand is zero for some combinations of values of z and t.
Moreover, we need to distinguish between the cases u ≥ 0 and u < 0 as follows. Note that Proposition 4 is concerned with the surplus level of {Y 1 t } t≥0 when {Y 2 t } t≥0 is ruined within
