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Abstract
Uncertainty estimations are presented of the response of a multiscale in-stent
restenosis model, as obtained by both non-intrusive and semi-intrusive uncer-
tainty quantification. The in-stent restenosis model is a fully coupled multiscale
simulation of post-stenting tissue growth, in which the most costly submodel
is the blood flow simulation. Surrogate modelling for non-intrusive uncertainty
quantification takes the whole model as a black-box and maps directly from
the three uncertain inputs to the quantity of interest, the neointimal area. The
corresponding uncertain estimates matched the results from quasi-Monte Carlo
simulations well. In the semi-intrusive uncertainty quantification, the most ex-
pensive submodel is replaced with a surrogate model. We developed a surro-
gate model for the blood flow simulation by using a convolutional neural net-
work. The semi-intrusive method with the new surrogate model offered efficient
estimates of uncertainty and sensitivity while keeping a relatively high accu-
racy. It outperformed the result obtained with earlier surrogate models. It also
achieved the estimates comparable to the non-intrusive method with a similar
efficiency. Presented results on uncertainty propagation with non-intrusive and
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semi-intrusive metamodeling methods allow us to draw some conclusions on the
advantages and limitations of these methods.
Keywords: Uncertainty Quantification, Sensitivity Analysis, Surrogate
modelling, Semi-intrusive method, Gaussian process regression, Convolutional
neural network, Multiscale simulation
1. Introduction
Numerical simulations of real-world phenomena contribute to a better un-
derstanding of these phenomena and to predicting the dynamics of the under-
lying systems. Many natural phenomena occur across scales in space and time
[1, 2, 3, 4, 5, 6]. As a result, multiscale models and simulations are widely used
[7, 8, 1, 9, 10]. These multiscale models couple mathematical models of relevant
processes on different spatial or temporal scales together relying on suitable
scale bridging methods [11]. However, multiscale simulations can suffer from
substantial computational cost because of the high computational demands of,
usually, the microscale simulations [10]. Uncertainty quantification (UQ) anal-
ysis [12] applied to multiscale simulations adds additional substantial compu-
tational burden since thousands of runs are required for good estimates of the
uncertainties. Therefore simulations can become extremely time-consuming or
impractical, even on current state-of-the-art supercomputing infrastructure.
To reduce the computational cost of multiscale UQ, we have recently pro-
posed a set of semi-intrusive algorithms for multiscale UQ [13] and demonstrated
their effectiveness for several multiscale UQ scenarios [13, 14]. Usually the out-
put of a multiscale model is derived from a macroscale submodel, which in turn
is implicitly determined by microscale dynamics to which it is coupled. One
approach from [13] relies on performing a Monte Carlo UQ on the macroscale
submodel while replacing the most costly microscale submodel by a surrogate
model. The surrogate model is trained on existing data to learn the mapping
between input and output and then makes a prediction for a new experiment
based on the learned pattern. Replacing the expensive part of a model with
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a relatively cheap surrogate can often significantly improve computational ef-
ficiency, but comes at the cost of reduced accuracy. In [14], a physics-based
and a interpolation-based surrogate model were constructed to implement the
semi-intrusive UQ for the in-stent restenosis multiscale model [15, 16, 17]. The
results were compared to black-box Monte Carlo results to demonstrate the
efficiency improvement. However, a comparison between the semi-intrusive al-
gorithm and non-intrusive UQ with a surrogate model replacing the complete
multiscale model were not explored in that study. In this work, we first improve
the surrogate model of micro-scale model (the blood flow simulation) from [14]
by using a convolutional neural network (CNN), due to its capability of pattern
recognition and feature extraction [18, 19]. Additionally, a surrogate model for
non-intrusive UQ is designed to directly map the input parameters to the quan-
tity of interest. The UQ estimations with both these methods are then carried
out and compared in terms of the UQ estimation and computational efficiency.
The paper is arranged as follows. The two-dimensional multiscale model of
in-stent restenosis is shortly introduced in Section 2. The new surrogate model
for the blood flow simulation and the surrogate model for in-stent restenosis
model are described in Section 2.2. The approach to estimate and analyse
the uncertainty of the response of the in-stent restenosis model is explained in
Section 3. The results of surrogate modelling, uncertainty quantification and
sensitivity analysis are presented in Section 4. Sections 5 and 6 compare and
discuss the UQ performance and summarise the obtained results.
2. Model
2.1. In-stent Restenosis
An arterial stenosis is the abnormal narrowing of an artery, usually due to
accumulation of fatty material in the walls and intimal thickening (atheroscle-
rosis). In ischemic heart disease, a stenosis in a coronary artery limits blood
flow to the heart muscle, which can result in reduced heart function, shortness
of breath, chest pains or a heart attack. Coronary stenosis can be treated using
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balloon angioplasty, in which a balloon is inserted into the artery via a catheter
and inflated, which compresses the fatty plaque against the arterial wall. During
this procedure, a wire-mesh stent is deployed to keep the artery from recoiling
back to the narrowed state. This procedure damages the vessel wall, and in
particular the endothelium, the innermost lining of the artery. This triggers a
healing response involving (amongst other processes) growth and proliferation
of smooth muscle cells (SMCs) on the inside of the artery. In some cases, an
excessive growth response occurs, leading to a significant renewed narrowing of
the artery inside of the stent. This is known as an in-stent restenosis (ISR), and
is considered an adverse treatment outcome [20, 21, 22].
The ISR2D model is a two-dimensional simulation of the post-stenting heal-
ing response of an artery [16, 17], which is used here to test the proposed
semi-intrusive multiscale UQ algorithm. Note that a more realistic, but also
computationally much more expensive three dimensional version of the model
is available [23, 24]. The ISR2D model used in this paper consists of three sub-
models: the IC submodel, which simulates initial conditions in the form of the
state of the artery immediately after stenting, the SMC submodel, which is an
agent-based simulation of smooth muscle cell growth and endothelium recovery,
and the blood flow submodel, which uses the Lattice Boltzmann method (LBM)
to simulate blood flow through the artery. The structure of ISR2D is shown in
Figure 1.
Sufficiently high wall shear stress (WSS) at the arterial wall triggers any
present endothelium to produce nitric oxide, which in turn inhibits the growth
of the SMCs if it crosses a threshold value. Blood flow thus affects SMC growth,
but in turn is also affected by it, as the proliferating SMCs change the geometry
of the artery. Note that due to random placement of daughter cells when the
growing SMCs divide, variability in the length of the cell cycle, and a random
spatial pattern of endothelium recovery, the SMC model is stochastic. The
main output of the model is the cross-sectional area of the neointima (the new
tissue formed due to SMC proliferation) as a function of time after stenting. A
clinically recognised in-stent restenosis occurs if more than 50% of the original
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Figure 1: Diagram of the ISR2D model: the initial conditions (IC) submodel provides the
initial geometry to the smooth muscle cells (SMC) single scale model where the geometry is
further updated. SMC model calls the blood flow (BF) simulation, which provides the wall
shear stress (WSS) for the updated geometry. The cycle continues until the final time step is
reached, when the SMC model yields the final output of the cross-sectional area.
cross-sectional area of the artery is covered by the neointima [25].
The SMC growth occurs over a period of weeks, while blood flow adapts
much more rapidly to the changing geometry. ISR2D is therefore a multiscale
model exhibiting time-scale separation. For every time step of the SMC model
(one time step simulates one hour resulting in 1440 steps per 60 days of the
total simulation time), the BF simulation is run to convergence for the current
geometry, and the resulting WSS values are sent back to the SMC model, which
uses those in the model of nitric oxide production by endothelial cells.
Figure 2 shows an input (domain map) and corresponding output (shear
stress field) of the BF submodel. The domain map represents the geometry of
the artery in the form of a binary grid, with 1 (shown in black) representing a
solid grid cell, and 0 (shown in white) representing a fluid grid cell. The output
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Figure 2: Input and output of blood flow simulation. Left plot: 150 × 150 binary geometry
map as the input for blood flow simulation. The black part is the vessel wall and the white
part is the lumen (the fluid domain). Right plot: Simulated shear stress in the domain (in
Pa).
of the BF simulation is a corresponding grid of shear stress values, which are
set to 0 for solid domain cells, and set to the shear stress values computed by
LBM for fluid domain cells. The shear stresses at the fluid-solid boundary layer
are taken as the wall shear stresses and passed to the SMC model.
The blood flow simulation is the computationally most expensive component
of the ISR2D model. It takes around 80% of the computational time, and the
potential gain in performance obtained by replacing it with a surrogate model in
the semi-intrusive UQ scenario is therefore highest. Nikishova et al. performed
a semi-intrusive UQ analysis for the same model, comparing surrogates based
on nearest-neighbour interpolation and on simplified physics to a non-intrusive
black box Monte Carlo approach [14]. The UQ estimates with physics surrogate
has improved the computational efficiency but the means of the cross-sectional
area of the neointima resulting from the surrogate models were substantially
lower than the black-box Monte Carlo result. On the other hand, the UQ
estimates with nearest-neighbour interpolation is better but the corresponding
speedup was relatively poor. In this paper, an accurate surrogate model using
convolutional neural network is proposed and demonstrated to result in accurate
estimates of the uncertainties, while at the same time leading to the desired
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reduction in computational cost for the multiscale UQ.
2.2. Surrogate Model for Blood Flow Simulation
As mentioned in the previous section, the blood flow simulation in the ISR2D
model is computationally expensive. To reduce the computational cost of the
model, a surrogate model to compute the required wall shear stresses is used
to replace the original blood flow model. Convolutional neural networks have
been applied to fetch the features from irregular geometries in fluid dynamics
prediction [18, 26, 19]. In ISR2D application, the aim is to learn the latent
nonlinear function between vessel wall geometry, blood flow velocity and wall
shear stress.
The mapping between input and output of the BF simulation can be con-
sidered as a function f , which takes the geometry matrix ζ and the inlet blood
velocity vin as input and produces a 2 × k-dimensional vector of WSS magni-
tudes, τwss as the output:
τwss = f(ζ, vin), (2.1)
where k = 150 is the grid size along x axis, ζ = (ζij) ∈ Rk×k. The geometry
matrix ζ was used for CFD simulation. The surrogate model fˆ replaces the
original blood flow model f(ζ, vin) and offers an approximate prediction of wall
shear stress in a reduced amount of time.
The CNN model follows the network structure proposed by [18] and was
optimized to fit our application. The model consists of three parts: shape en-
coding, nonlinear mapping and stress decoding, as shown in Figure 3. The
shape encoding layers extract the features of the geometry to the shape code.
A fully connected (FC) layer then maps the shape code together with the blood
flow velocity to the stress code. The stress decoding part is responsible for a
mapping from the stress code to wall shear stress. In this surrogate model, the
geometry input was transformed from a binary map to a 2×k array which indi-
cates the locations of upper and lower fluid-solid boundaries. The convolution
layers then take the information from both boundaries into account and predict
the shear stress on these boundaries. There are three convolution layers, a fully
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connected layer and three deconvolution layers deployed between the input layer
and output layer. Each of them is followed by a rectifier linear unit (ReLU) as
the activation function. Besides, the output of each convolution layer is con-
catenated to the corresponding deconvolution layer to help with the decoding
process.
The training data for the surrogate model comes from the runs of the ISR2D
model [27]. One run of ISR2D calls the LBM solver 1440 times (once per hour
of simulated time). This means that with only a few runs of the simulation, a
considerable amount of flow data for training is already available. We trained
the surrogate model with the data from four runs of ISR2D simulation, hence
5760 blood vessel geometries and wall shear stress distributions were used for
training. The training optimization was based on the mean squared error loss
function:
L(τwss) = 1
n
n∑
i=1
‖τ (i)wss − τˆ (i)wss‖2 (2.2)
where n denotes the number of samples of the training set. The Adam optimizer
Figure 3: Diagram of the CNN model
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was used to optimize the hyper-parameters in the model. A validation against
a test dataset was done during the training process to prevent the model from
overfitting. The epoch was set to 80 as the loss does not decrease significantly
after that. The surrogate model was implemented in Keras [28].
2.3. Surrogate Model for ISR2D
This surrogate model is constructed to replace the whole ISR2D multiscale
model for uncertainty quantification and sensitivity analysis. Let the multi-
scale model function be defined by g(ξ) with ξ denoting a n-dimensional vector
consisting of the stochastic variables and uncertain inputs of the model. The
response of the model is:
y = g(ξ) (2.3)
As mentioned before, the ISR2D model is a stochastic model and thus includes
both aleatory uncertainty and epistemic uncertainty. In the surrogate model
for non-intrusive UQ, we assume that the aleatory uncertainty can be separated
from the function g, hence the expression for the surrogate model can be written
as:
yˆ = h(ξ∼ξ∗) + (ξ∗) (2.4)
where yˆ denotes the response of the surrogate model, ξ∗ is the aleatory uncer-
tainty and ξ∼ξ∗ is the parameter vector without stochastic variable. Assuming
that the aleatory uncertainty  follows a normal distribution N(0, σ∗2), such a
stochastic model can be easily quantified by Gaussian process regression (GPR).
Note that ISR2D is a time-evolving model, and that we are not only interested
in the response at the final timestep, but also in the process. To avoid an extra
dimension of input, more precisely, a time t that will significantly increase the
computational cost of training and prediction [29], a local surrogate model for
each time step is constructed. Therefore the expression can be rewritten as:
yˆt = ht(ξ∼ξ∗) + t(ξ∗), t = 1, 2, ..., T, (2.5)
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GPR is based on the assumption of the joint Gaussian distribution between
training data and prediction mean:ytraint
hpredt
 ∼ N
0,
Kt + σ∗t I K∗t
(K∗t )
T K∗∗t + σ
∗
t I
 , t = 1, 2, ..., T (2.6)
where covariance matrices Kt, K
∗∗
t and K
∗
t denote the correlation within train-
ing data, within test data, and between these two respectively at each time step.
Applying Bayesian inference, the posterior probability distribution of hpredt given
training set
(ξtrain∼ξ∗ , y
train
t ) follows a Gaussian process:
P (hpredt |(ξtrain∼ξ∗ , ytraint ), ξpred∼ξ∗ ) = GP(h¯predt ,Var(hpredt )), (2.7)
where
h¯predt = K
∗
t (Kt + σ
∗
t I)
−1ytraint
and
Var(hpredt ) = K
∗∗
t −K∗t (Kt + σ∗t I)−1(K∗t )T .
The mean value offers the prediction and the variance represents the uncertainty
of this prediction. The radial basis function kernel and white noise kernel were
chosen for the computation of covariance matrices. In each local GPR model,
there are three hyperparameters associated to the kernels, length scale lt, signal
variance σft and noise variance (stochasticity) σ
∗
t . These hyperparameters are
trained by optimizing log marginal likelihood function:
log p(ytraint |ξ∼ξ∗) =−
1
2
(ytraint )
>(Kt + σ∗2t I)
−1ytraint
− 1
2
log |Kt + σ∗2t I| −
n
2
log 2pi.
(2.8)
The training data comes from the qMC result from [27] and the size of the
training data was chosen to match the speedup of semi-intrusive UQ. As the
semi-intrusive method gains a speedup of around 7, the speedup of the non-
intrusive method is also designed to be around 7 for comparison. Therefore,
150 ISR2D simulations are used for training. The Gaussian process surrogate
model used in non-intrusive UQ was built using GPy [30].
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3. Uncertainty quantification and sensitivity analysis
Uncertainty Quantification is the analysis of the precision of a computational
model [31], including uncertainty in the model response (forward problem), and
its input (inverse problem). Here, the forward propagation of uncertainty and
the precision of the ISR2D model output are studied.
The semi-intrusive metamodelling method involves replacing a computation-
ally expensive single-scale submodel with a surrogate, which produces an ap-
proximation to the original single scale model result in a reduced time. The
input uncertainty is propagated via the surrogate model in the same way as
for the non-intrusive method, by running an ensemble with parameter values
sampled from a distribution. Using the obtained samples of the model response,
uncertainty in the model is estimated, analysing the probability density func-
tion, mean and variance, as well as estimating the Sobol sensitivity indices
[32, 33]. The mean and variance of the model responses at time step t are then
estimated by:
E (yˆt(ξ)) ≈ 1
N
N∑
j=1
yˆt(ξj),
Var (yˆt(ξ)) ≈ 1
N
N∑
j=1
yˆt(ξj)
2 −
 1
N
N∑
j=1
yˆt(ξj)
2 ,
(3.1)
where N is the number of samples. The Sobol sensitivity index for the i-th
parameter is defined by
Stotalξi =
Vartotalξi (yˆt(ξ))
Var (yˆt(ξ))
, (3.2)
where the partial variance in the numerator is approximated by [34, 35]
Vartotalξ (yˆt(ξi)) ≈
1
2N
N∑
j=1
(
yˆt(ξ
j)− yˆt(ξj∼i, ξj+Ni )
)2
, (3.3)
where ξ∼i is a vector of all elements of ξ except the i-th element, and g(ξ
j
∼i, ξ
j+N
i )
denotes the model response with the same values of all inputs as for g(ξj) except
the i-th input ξi.
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It is important to note that since ISR2D is a stochastic model, the estimates
of the partial variance for the uncertain inputs include the aleatory uncertainty
as well. The aleatory uncertainty was estimated on its own using Eq. 3.3, taking
advantage of the fact that two model runs with the same input values give g(ξj)
and g(ξj∼ξ∗ , ξ
j+N
ξ∗ ).
4. Results
First, the quality of the blood flow surrogate model is evaluated. Then, the
results of UQ and sensitivity analysis based on non-intrusive and semi-intrusive
methods are compared to a previously obtained reference solution reported in
[27].
4.1. Blood flow surrogate model
Before applying the blood flow surrogate model to semi-intrusive UQ anal-
ysis, the quality of the surrogate model was evaluated. We used normalized
mean absolute error (NMAE) on the test dataset to evaluate the quality of the
surrogate model:
NMAE =
1
2k‖τwss − τˆwss‖
max{|τwss|} × 100%, (4.1)
where ‖ · ‖ denotes L1 norm and max{|τwss|} is the peak stress in the LBM.
Figure 4 visualizes the wall shear stress prediction of the CNN surrogate model
and the LBM solver on a test dataset (CFD simulation results in one ISR2D
simulation). The averaged NMAE of the surrogate model on the whole test
dataset is around 3.33%. The results show that the CNN surrogate model
approximates the wall shear stress well in most cases. The prediction gets
slightly worse close to the outlet of blood flow. The relatively poor prediction
may be caused by extrapolation, since the growth is stochastic, and the lumen
geometry may end up with a previously unseen irregular shape which is not
covered by the training dataset.
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Figure 4: (a) - (f) Predictions of wall shear stress distribution along the upper boundary by
LBM and CNN surrogate models at 0, 5, 10, 15, 20, 30 days. The corresponding NMAEs are
4.14%, 4.15%, 5.2%, 2.67%, 2.49% and 2.88%
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Uncertain Parameter Range (min) Range (max) Unit
inlet blood flow velocity 0.432 0.528 m/s
maximum deployment depth 0.09 0.13 mm
endothelium regeneration time 15 23 days
Table 1: List of UQ parameters of ISR2D and their min and max values.
4.2. Uncertainty quantification and sensitivity analysis
Uncertainty in the ISR2D model response is due to the model stochasticity
and uncertainty in three model parameters. The ranges of the uncertain param-
eters are shown in Table 4.2. These three uncertain inputs are assumed to be
uniformly distributed within the given ranges. The model output of interest was
the neointimal area as a function of time after stenting and its uncertainty was
estimated using non-intrusive method (NI) and semi-intrusive (SI) method with
surrogates of the blood flow micro model. We compared the uncertainty quan-
tification result and sensitivity analysis result for similar values of UQ speedup.
We also show the quasi-Monte Carlo (qMC) result from [27] as the reference
solution. The total number of model runs in both qMC and SI experiments was
1024.
Figure 5 shows the estimates of the mean and standard deviation with the
qMC, the SI and NI methods. The mean is approximated especially well for the
first 10 simulated days. After this point, slightly less average growth is observed
in both SI and NI estimates than in the qMC results. The NI estimates slightly
outperformed the SI estimates. The shape of the mean value of the neointimal
area is well approximated by both SI method and NI method. The results of
the standard deviation from the SI and NI methods also show approximately
similar value to the qMC estimator.
The comparison of the probability density functions (pdf) obtained with
three UQ methods at 5, 10, 15, 20 and 60 days after stenting are shown in
Figure 6. A good fit of the pdfs is obtained at the early time points. For day
5 and day 10, the two sample Kolmogorov-Smirnov (K-S) test for qMC and SI
14
pdfs produces statistics of 0.04 and 0.07 respectively, while the statistics between
qMC and NI stays at 0.05. At later time points, the K-S statistic is always
smaller for the results of NI estimates than with SI estimates, which means a
better fit. These plots also indicate the ratio of restenosis cases defined by 50%
occlusion of the original lumen area [25] (shown as the vertical line). Non-zero
values of this ratio are only observed at day 20 and 60. As expected, prediction of
a smaller growth in SI resulted in a relatively smaller predicted binary restenosis
rate. The NI’s prediction is closer to the qMC result. At the final simulation
time point, NI predicted 10.3% restenosis occurrence while SI predicted 7.7%
occurrence. A summary of uncertainty estimation at the final time step by
different methods is presented in Table 2. The NI estimations have the smallest
error in the estimation of the mean and the restenosis ratio. The SI with CNN
results have a smaller error than some other methods for each estimator. All the
SI and NI results show a statistically significant underestimation of the mean
value (two-value t-test, p < 0.01).
Figure 7 illustrates the overall and the partial variances and Sobol sensitivity
indices as quantified using SI, NI and qMC. These quantities were overestimated
to a certain degree by the NI method but all the estimates are still within the
confidence interval of the qMC results and the order of the partial variances is
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Figure 5: Mean and standard deviation of the ISR2D model output on the neointimal area
with quasi-Monte Carlo (qMC) and with the semi-intrusive (SI) method and non-intrusive
(NI) method.
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UQ Method Micro Model
Mean Estimation
x 10−1 (mm2)
Standard Deviation
x 10−2 (mm2)
Restenosis Ratio
(%)
Value Error Value Error Value Error
qMC LBM1 3.04 0 7.41 0 12.2 0
SI DD I2 2.88 0.16 7.43 0.02 8.3 3.9
SI DD II2 2.79 0.25 7.51 0.10 6.3 5.9
SI Phys2 2.26 0.78 7.98 0.57 1.1 11.1
SI CNN 2.82 0.22 7.54 0.13 7.7 4.5
NI / 2.97 0.05 7.58 0.17 10.3 1.9
1 From [27].
2 From [14].
Table 2: Comparison of the estimates of means and standard deviation of neointimal growth
and restenosis ratio with qMC, SI and NI methods. The indicated error is the absolute
difference from the reference qMC value. The four surrogate models for SIUQ are data-
driven model I (DD I), data-driven model II (DD II), physics surrogate model (Phys) and
convolutional neural network model (CNN). See [14] for details on the Phys, and DD I and
DD II surrogates.
preserved. Since both the overall and the partial variances are overestimated,
the error is significantly smaller in the estimation of the sensitivity indices,
and the indices obtained by NI method with GP are close enough to the one
estimated by qMC. The variances estimated by the SI method are also close
to the qMC result and all within its confidence interval. As a result, the total
sensitivity indices are also well approximated with this type of method.
4.3. Speedup
The main purpose of applying SI and NI methods is to speed up the simula-
tion and reduce the computational cost while getting good enough estimates of
the uncertainties. The speedup of the UQ analysis of these advanced methods
was computed as follows:
S = NTISR
NTISR∗ + Ttrain + Tsample (4.2)
where N is the number of runs of ISR2D simulation in the UQ analysis. TISR
is the execution time of an ISR2D simulation with LBM solver. TISR∗ is the
execution time of either an ISR2D simulation with a blood flow surrogate model
16
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Figure 7: Partial and total variances (left column) and total Sobol sensitivity indices (right
column) with qMC in solid lines and the SI (top row) and NI (bottom row) in dashed lines.
Each of the quantities for the uncertain inputs includes the aleatory uncertainty. The area
around the qMC results is the 95% confidence interval obtained by a bootstrap test [36].
or the execution time of the surrogate model of non-intrusive method. Ttrain
denotes the training time for the surrogate model. Tsample denotes the time to
generate the training data for the surrogate model. In Table 3, the execution
times and resulting speedups of the SI and NI methods relative to the qMC
method are evaluated, including previously reported SI results from [14] for
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UQ
Method
Micro
Model
TISR
(min)
TISR∗
(min)
Tmicro
(min)
Ttrain
(min)
Tsample
(min)
N
Speedup
of UQ
qMC LBM1 89.4 / 74.9 / / 1024 1
SI DD I2 / 50.9 37.8 / 894 1024 1.72
SI DD II2 / 14.6 2.05 / 447 1024 5.94
SI Phys2 / 11.9 0.08 / / 1024 7.51
SI CNN / 12.8 0.26 9.9 357.6 1024 6.79
NI / / 0.17 / 4.3 1.1× 104 1024 6.82
1 From [27].
2 From [14].
Table 3: Comparison of the computational time and corresponding speedup of different ap-
proaches. The time value indicates the mean computational time obtained over N = 1024
samples. Tmicro is the execution time of micro model (LBM/surrogate models) in one ISR2D
simulation. The all computations were performed on the Distributed ASCI Supercomputer
DAS5 [37] with Intel Haswell E5-2630-v3 CPU.
comparison. Because of the light surrogate model, the SI approach with CNN
was approximately seven times faster than black-box qMC, an improvement of
more than a factor three over the nearest-neighbour interpolation based surro-
gate model. The simplified physics model was even faster, but was also the least
accurate one, while the SI with CNN based surrogate model provided the best
uncertainty quantification and sensitivity estimates among the four surrogates
(see [14] for details on the Phys, and DD I and DD II surrogates).
5. Discussion
The CNN surrogate model performed well regarding the wall shear stress
prediction for the micro model. It takes advantage of convolution layers to
fetch latent features in the geometry input and then uses the FC layer and
deconvolution layers to map the features to the wall shear stress prediction.
Although the CNN surrogate model was able to predict the wall shear stress
quite accurately, a small error still exists. This error introduced by the surrogate
model then propagated through the iteration and led to the error in the UQ
estimation and restenosis prediction as shown in Figure 5 and table 2. The
accuracy of the SIUQ estimation depends not only on the quality of the surrogate
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model but also on the structure of the multiscale simulation. However, the UQ
result from the SI method suggests that the error is small enough to produce
uncertainty and sensitivity estimates close to the ones obtained by qMC. Of
course, the UQ result can be further improved by a better CNN surrogate model,
e.g by training with a larger dataset or constructing a deeper CNN structure.
But such improvement in the surrogate model does not necessarily guarantee
a significant improvement in the UQ estimation. A trial experiment has been
performed on ISR2D with a better CNN surrogate model (NMAE ≈ 1%), but
the improvement of the corresponding UQ estimates was minuscule.
The UQ estimates with CNN surrogate model outperformed the result of
most previous surrogate models except DD I. The result with DD I is still
slightly better which may be due to the large training dataset it used [13].
However the obtained speedup of DD I is much lower than the CNN model,
since the CNN model learned the latent pattern of the data, while DD I sim-
ply looked for similar cases among all the training data. Because of this, the
prediction cost of CNN is significantly lower. The maximum expected speedup
of SIUQ with a surrogate model is limited by the computational cost of the
macro model in the multiscale simulation. It can be calculated by TISR/Tmacro
which is around six for ISR2D. However the speedup of the SIUQ with CNN
surrogate model (Table 3) is even higher than the maximum expected value.
This is because the computational cost of the SMC (macro) model varies. It
mainly depends on the number of agents in the model. As the ISR2D with a sur-
rogate model underestimates the neointimal growth which means fewer agents
in the SMC model, the corresponding computational time is reduced from 14
minutes to 12 minutes and even less. Thus, the computational burden of the
SIUQ method comes mostly from the cost of the simulation multiplied by the
number of samples and it is not affected visibly by the cost of obtaining the
surrogate model. Although the deployment of the surrogate model reduces the
computational cost, the maximum speedup is still limited by the computational
cost of the other parts of the multiscale simulation. The main computational
cost of NIUQ stems from the generation of training data. Consequently, there is
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no upper limit for the speedup of NIUQ as long as the surrogate model can be
efficiently and effectively trained with a small amount of data, e.g by applying
active learning [38, 39]. Of course, the exact amount of data required to train a
surrogate model for NIUQ depends not only on the dimensionality of the input
but also on the desired accuracy. Therefore, selecting which method to apply for
achieving an efficient UQ analysis has to take into consideration the multiscale
model itself and the requirement of the UQ analysis.
By comparing the SI and NI results at the same computational efficiency,
one can see that uncertainty and sensitivity analysis of SI were as good as the
NI. SI has the additional advantage of granularity, since only part of the model
is replaced by the surrogate. This means that the parameters of the submodels
not replaced by the surrogate can be varied and studied without changing the
surrogate, as long as the replaced micro model is not affected. For example, in
case of the ISR2D model, different parameters and rule sets for cell behaviour
can be used with the existing surrogate model for flow. On the other hand, using
a NI model for a different biological ruleset would require essentially building a
new NI surrogate, which would incur a significant computational cost.
In general, both SI and NI approaches performed well. The SI approach is
more suitable for cyclic multiscale simulations as it retains the framework of
the simulation and can obtain the training data for the surrogate model at a
relatively low cost. Another semi-intrusive UQ strategy is to run the simulations
for UQ and build the surrogate model on the fly. Such a dynamic system should
be capable of constructing and updating the surrogate during the simulation
process, for instance, as done by Leiter et al. [40]. In the UQ scenario, the
surrogate model can also be validated dynamically [13]. We aim to apply these
techniques to the three-dimensional versions of the ISR model in future work.
6. Conclusion
In order to implement uncertainty quantification and sensitivity analysis
efficiently for the ISR2D model, a new surrogate model based on a convolutional
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neural network was developed and applied in semi-intrusive UQ estimation. The
UQ estimate with the new surrogate model was compared with the result of
previous work and a non-intrusive UQ estimates based on Gaussian process
regression. The result shows that SI with the convolutional neural network
surrogate model outperformed the previous result. The result is also comparable
to non-intrusive estimates. Both SI and NI are valid methods to perform UQ
in an efficient way for the ISR2D model.
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