We determine the decomposition of J -groups of complex projective and lens spaces as a direct-sum of cyclic groups.
Introduction
This paper is a continuation of [1] whose results we briefly summarize. For a finite-dimensional CW-complex X, let J (X) denote the finite Abelian group of stable fibre homotopy classes of vector-bundles over X and for a prime p, J p (X) the p-summand of J (X). For n, k ∈ Z + , let P n (C) = S 2n+1 /U (1) and L n (p k ) = S 2n+1 /Z p k denote the complex projective space of (complex)-dimension n and the associated lens space respectively. In [1] J p (P n (C) ) and J (L n (p k )) are determined by means of a set of generators and a complete set of relations. Let r n be the greatest integer such that p r n n/p − 1. Then for 0 s r n and 0 j r n − s we defined a decreasing sequence by t s j = [n − p s (p j − 1)/p s+j (p − 1)] where for a real number x, [x] denotes the greatest integer less than or equal to x. Put t j = t 0 j . We let ω denote the realification of the reduction of the Hopf bundle over P n (C) . Let ψ k R denote the Adams operation acting on K R (P n (C)) and also on J (P n (C)) and ρ k R the associated characteristic class taking values in 1 + K R (P n (C)) ⊗ Q k where Q k is the sub-ring of rationals whose denominators are powers of k. m ∈ Z is defined to be a singular s-exponent if and only if the coefficient of ω m in the power series (P n (C) ) if and only if α = {α j } is an s-admissible sequence. In [1, Section 5.2] two different sequences called α-and β-sequences are constructed for each 0 s r n where α s j = ∓1 or 0 and they are proved to be sadmissible. In [1, Proposition 6.2.8 and 6.2.9] we obtain the corresponding set of (r n + 1)-relations in J p (P n (C)) which are proved to be complete. Hence in [1] J p (P n (C)) is determined by generators and a complete set of relations. Analogous relations are then obtained for the J -groups of lens spaces.
However, the determination of the structure of a finite Abelian group is far from being over unless its primary decomposition into cyclic groups is uncovered and it is the purpose of the present paper to determine the primary decompositions of J p (P n (C)) and J (L n (p k )). Using the framework of [1] the primary decomposition of J p (P n (C)) is reduced to the solution of the following problem in elementary number theory. For a prime p and a rational q, let v p (q) denote the exponent of p in the prime factorization of q.
Problem. Let k, d ∈ Z + , {k i } and τ i are strictly-decreasing sequences such that 0 k i τ i k. Given integers {ε
The main effort of this paper is concentrated in giving a solution to this problem.
(1 t r) and α k−r = 1, and obtain a vector α =
. The Congruence Theorem (e.g. Theorem 2.14)
which is original (and proved in this paper for the first time) shows that the vector α so defined is a solution of the system of Congruences 1 with respect to Ω ∪ [l + 1, l + 2, . . . , k]. We then require all terms of Congruence 1 with respect to j 1 , j 2 , . . . , j s be integral. This necessitates that
We obtain a solution α = (α 0 , . . . , α k ) with v p (α k ) = u(Ω). We then define a unique element Ω 0 ∈ H k and define (e.g. Definition 2.5) (P n (C) ).
It follows from elementary algebra in a straightforward way that J p (P n (C)) has a primary decomposition with invariants p t k +u k for 0 k r n . The first summand in this decomposition is generated by w and it is proved that it has order p t 0 +u 0 = M n+1,p = p-component of the Atiyah-Todd number M n+1 . We then extend this to J -groups of lens spaces. Let G(p, n, r) be the sub-group of J (L n (p r )) generated by powers of w. The index functions ε . We also recover the primary decompositions of J p (P n (C)) and J (L n (p r )) when n = (p − 1)p k + s (0 s p − 2). In [1] as a demonstration we wrote down the α-and β-relations in J 2 (P 164 (C)). In this paper we write down, very quickly, the primary decomposition of
These primary decompositions are existential in the sense that they only give the invariants of J p (P n (C)) and J (L n (p r )) (i.e. the orders of the cyclic groups in this decomposition) without an explicit expression for their generators except that of the first summand which is generated by w. For this reason, the previous paper [1] is essential to those who seek explicit relations in these J -groups.
With [1] and the present paper the algebraic structure of the J -groups of complex projective and lens spaces is completely determined and there is nothing more to do on the algebraic side. However, J -groups have two different structures compatible with each other; the algebraic structure and the degree-function on them defined by stable codegrees of vector bundles just as vector spaces with a norm. The algebraic structure thus determined, the way is opened to the determination of the degree-function and it is hoped that the infrastructure of this problem is laid down in these two papers. The degree-function q on negative multiples of the complex Hopf bundle is the complex stable James number which is the order of the obstruction to cross-sectioning a certain Stiefel fibration. Let 1 + i 1 a n i x i = (1 + i 1
for either p odd or p = 2 and n even.
Primary decomposition of J p (P n (C))

Background material from [1]
p is a fixed prime throughout. We define a decreasing sequence 
is not integral and is given by the formula, ε
Proof.
Proof. It follows from 2.1 that if m = σ (t k ) and m = σ (t k ) Then k k − 1 and k i and hence k i − 1. Thus,
by Observation 2.4 which is a contradiction).
(ii) Let m = sup(Ω ∪ Φ). It follows from the Observation 2.4 that
For Ω ∈ H k − {∅} we write down the corresponding set of inequalities I (Ω) for the index functions ε
There is a 1-1 correspondence between Ω ∈ H k − {φ} and the set of inequalities I (Ω). The set of inequalities {I (Ω); Ω ∈ H k − {φ}} are disjoint. (Two of which cannot hold simultaneously.) Hence at most one set of inequalities is satisfied.
We let Ω 0 = Ω if I (Ω) is satisfied for some Ω ∈ H k and Ω 0 = φ if none of the set of inequalities I (Ω) is satisfied.
We note that
where Ω 0 is the unique element of H k defined above.
Proposition. Let
Proof. Let Ω ∈ H k and Φ be the associated set. Let Ω 0 ∈ H k be the unique element of H k defined in 2.5 such that
Then by Definition 2.5,
Let ε
since by definition of Ω 0 we have ε If we use Definition 2.5, we have to check out the set of inequalities I (Ω) and hence pick the unique Ω 0 and with Definition 2.7 we have to check out u(Ω) for Ω ∈ H k and take its minimum and the two require equal labour. However, Definition 2.5 gives more insight. (1 t r − 1) . 
. , k) containing at least two elements such that
(i) v p (α i ) < ε i m ∀ i ∈ U ; (ii) v p (α i ) − v p (α j ) < ε i m − ε j m ∀i, j ∈ U ; i.e. (v p (α i ) − ε i m | i ∈ U) is a constant k U ; (iii) v p (α i ) − v p (α j ) < ε i m − ε j m for 0 j < i k, i / ∈ U, j ∈ U ; i.e. (v p (α i ) − ε i m ) > k U ∀i / ∈ U .
Proof. Assume the contrary. Then either (a) There is no pair
(i, j ), 0 < j < i k such that v p (α i ) − v p (α j ) = ε i m − ε j m , or, (b) For each subset U of (0, 1, . . . , k) with the property that v p (α i ) − v p (α j ) < ε i m − ε j m ∀i, j ∈ U then there exists s / ∈ U such that v p (α s ) − v p (α j ) = ε s m − ε j m ∀ j ∈ U .
. , m i r ) be the remaining elements of M k with respect to which not all the terms of Congruence 1 are integral. Let U t be the set defined in Lemma 2.8 for each m i t (1 t r) and let
V t = (0, 1, . . . , k) − U t be its complement. Let k t = sup U t and l t = inf U t . Then {0 i k, i > l t } ⊆ V t+1 and U t+1 ⊆ {i; 0 i k, i l t }. Hence either l t = k t+1 , or, l t ∈ V t+1
Proof. Let i ∈ U t+1 for i > l t . Then either i ∈ U t and v p (α i ) − v p (α l t ) =
Proof. Let U t be the set defined in Lemma 2.8 and let l t = inf U t (1 t r). Put l 0 = k. It follows from Lemma 2.9 that {l t } forms a strictly-decreasing sequence such that (ε
. In either case,
. Similarly, we have
. Summing up these inequalities for 1 t r we obtain We shall prove (e.g. Proposition 2.18) that there exists an admissible sequence α = (α 0 , . . . , α k ) with α k = p u k and we need the Congruence Theorem for this purpose. The Congruence Theorem is an original contribution of this paper.
For 1 h s, summing up the first t = j h − h inequalities above together with the inequality; v p (α l j h
−h ) ε l j h −h j h we obtain v p (α k ) j h −h t=1 ε l t−1 i t − ε l t i t + ε l j h −h j h . 2(9K α ε k i 1 − ε l 1 i 1 + ε l 1 i 2 − ε l 2 i 2 + · · · + ε l t−1 i t − ε l t i t + ε l t j h ε k i 1 − ε k−1 i 1 + ε k−1 i 2 − ε k−2 i 2 + · · · + ε k−t+1 i t − ε k−t i t + ε k−t j h − ε l t j h + ε l t j h = ε k i 1 − ε k−1 i 1 + ε k−1 i 2 − ε k−2 i 2 + · · · + ε k−t+1 i t − ε k−t i t + +ε l t j h . Similarly, K α r t=1 (ε k−t+1 i t − ε k−t i t
Remark.
Consider the system of congruences,
If we define h = max(ε k+1 of the system of congruences:
Theorem (Congruence Theorem). Let p be a prime and ε
If β is a unit in Z p h so are β j (0 j k).
We shall show by induction on r that the following system of congruences have a unique simultaneous solution in (Z p r ) k+1 with β k = β.
(mod p r ), 
γ i−1 i
We claim the
(ii) For 1 t r,
(iii) For 1 t r, t < j r − 1,
Define α = (α 0 , . . . , α k ) by α j = p λ α j (k − r j k). Then since Congruence 1 is homogeneous with respect to the variables α j , it follows that α is also admissible with respect to the set Ω ∪ {m l+1 , . . . , m d }, If we substitute
and α j = β j = 0 (k − r − e < j k) as in the proof of Proposition 2.16, Congruence 1 takes the form 2.
Then by precisely the same arguments as used in the proof of Proposition 2.16, we can establish the inequalities: Proof. Since t j is a strictly-decreasing sequence, it suffices to prove that t k + u k < t k−1 . Let Φ = {m 1 , m 2 , . . . , m l } be the associated set to the empty-set φ ∈ H k . Then 
