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a b s t r a c t
Missing covariate data are very common in regression analysis. In this paper, the weighted
estimating equation method (Qi et al., 2005) [25] is used to extend the so-called unified
estimation procedure (Chen et al., 2002) [4] for linear transformation models to the case
of missing covariates. The non-missingness probability is estimated nonparametrically by
the kernel smoothing technique. Under missing at random, the proposed estimators are
shown to be consistent and asymptotically normal, with the asymptotic variance estimated
consistently by the usual plug-in method. Moreover, the proposed estimators are more
efficient than theweighted estimatorswith the inverse of true non-missingness probability
as weight. Finite sample performance of the estimators is examined via simulation and a
real dataset is analyzed to illustrate the proposed methods.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In survival analysis, covariate adjustments are often conveniently modeled by the Cox proportional hazards model [8].
The Cox proportional hazard model may not fit well in some practical problems. Some alternatives, such as linear
transformation models, have been proposed and have been paid increasing attention which provide flexibility in specifying
the effects of covariates on survival times. Also the transformation models contain the proportional hazards model and the
proportional odds model [1,24] as two special cases. Let T be the failure time and Z the p-dimensional covariate vector. The
linear transformation models assume
H(T ) = −β′Z+ ε, (1.1)
where H is an unknown monotone increasing transformation function, β is an unknown p-dimensional regression
parameter vector of interest, and ε is a random error with a known distribution that is independent of the covariate vector Z.
Let λ(·) and Λ(·) denote the known hazard and cumulative hazard functions of ε respectively. If ε is the extreme value
distribution, i.e. Λ(t) = exp(t), (1.1) is the Cox proportional hazards model. If ε is the standard logistic distribution,
i.e.Λ(t) = log(1+ exp(t)), (1.1) is the proportional odds model. Let C be the censoring variable. Under random censorship,
one can only observe (X, δ, Z), where X = min(T , C) and δ = I(T ≤ C). Given Z, T and C are assumed to be independent.
Without loss of generality, we assume throughout this paper that T is a positive continuous random variable.
For linear transformation models, when the covariate vector Z is fully observed, methods for estimation of the
regression parameters include Monte-Carlo simulation to maximize the partial likelihood [10], maximum semiparametric
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likelihood [21], maximum marginal likelihood [15], rank approximation [24,7,9], estimation equation method [3,4] etc.
Among these methods, Cheng, Wei and Ying [3] proposed a general estimating method with censored data. This method,
however, is based on the assumption that the censoring variable is independent of covariates. Chen, Jin and Ying [4]
developed a unified estimation procedure that does not require the assumption of independence. This procedure makes
use of two estimating equations that take the advantage of the martingale structure of the model, and derives consistent
and asymptotically normal estimators. Furthermore, the estimating procedurewas easily implemented numerically through
the usual plug-in method.
In clinical trials and observational studies, some component of the covariate vector Z are not observed for all study sub-
jects due to various reasons. If the covariate values are collected by a questionnaire or interview, non-response is a typical
source for missing values. In retrospective studies, covariate data are often collected based on documents such as hospital
records. Incompleteness and the loss of documents causes datamissing. Suppose that some elements of Z aremissing.Write
Z = (Zm, Zc), where Zc denotes the covariates that are always available and Zm denotes the covariates that are sometimes
missing. All n subjects in the study have available X, δ, and the observed covariates Zc , but the missing covariates Zm are ob-
served only for a subset. Let the non-missingness indicator V equal 1 if Zm is available and 0 if Zm is missing. Throughout this
paper, we assume that data aremissing at random (MAR), i.e., P(V = 1|X, δ, Zc, Zm) = P(V = 1|X, δ, Zc). MAR is a common
assumption for statistical analysis with missing data and is reasonable in many practical situations, see [19] (Chap. 1).
In the case where data are missing, a ‘‘naive’’ way of handling incomplete data is to use a complete-data analysis, which
naively excludes subjects with missing covariate values. It is well known that the complete case (CC) analysis can be biased
when data are not missing completely at random (see, e.g. [19]) and generally gives highly inefficient estimators. Hence, it
is important to develop methods that incorporate the partially incomplete data into the analysis.
For the proportional hazards model, methods for handling missing covariates have been proposed by Lin and Ying [17],
Robins, Rotnitzky and Zhao [26], Paik and Tsai [23], Lipsitz and Ibrahim [18], Herring and Ibrahim [12], Chen and Little [5] and
Qi,Wang and Prentice [25] etc. Among thesemethods, Chen and Little [5] proposed a nonparametric likelihoodmethod. This
method, however, requires specification of the distribution ofmissing covariates. Qi,Wang and Prentice [25] established the
weighted estimating equations (WEEs) method based on the inverse probability weighted idea of [13]. The WEE approach
requires neither amodel for themissing datamechanism nor specification of any distribution. It has been shown thatWEE is
applicable to regression analysis with missing covariates. However, the use of the Cox proportional hazards model is largely
based on the convenience and availability of the estimating methods when the Cox regression model does not produce a
good fit of the data. In this case, it is useful to extend Qi, Wang and Prentice’s work to linear transformation models.
For transformation models, when covariates are not fully observed, a profile conditional likelihood approach was pro-
posed by Chen and Little [6]. But the validity of this method relies on the assumption that the censoring variable is inde-
pendent of the covariates. Such an assumption is often too restrictive, even for randomised trials. Also, this method requires
specification of both the distribution of the covariates Z and the conditional distribution of (X, δ) given Z. In this paper
the weighted estimating equations method [25] is used to extend the so-called unified estimation procedure [4] for linear
transformation models with missing covariates. This method does not require the independence assumption and does not
require the specification of any distribution. Under MAR, the proposed inverse probability weighted estimators (IPWEs) are
shown to be consistent and asymptotically normal, with asymptotic variance estimated consistently by the plug in method.
Moreover, these IPWEs aremore efficient than theweighted estimatorswith the inverse of true non-missingness probability
as weight, since the available data can be incorporated more efficiently in the estimating procedure.
This paper is organized as follows. We define the inverse probability weighted estimators (IPWEs) β and H and give the
asymptotic properties in Section 2. An iterated algorithm is presented in Section 3. The method is illustrated by simulation
experiments and by application to a real dataset in Section 4. Proofs of the main results are presented in the Appendix.
2. Inverse probability weighted estimators
Let (Xi, δi, Zmi , Z
c
i , Vi), i = 1, . . . , n, be i.i.d. copies of (X, δ, Zm, Zc, V ). Define the counting process N(t) = δI(X ≤ t) and
the at-risk process Y (t) = I(X ≥ t). Furthermore, define
M(t) = N(t)−
∫ t
0
Y (s)dΛ{β ′0Z+ H0(s)},
where (β0,H0(·)) are the true values of (β,H(·)). Let {Yi(t),Ni(t),Mi(t), i = 1, . . . , n} be the sample analogues of
{Y (t),N(t),M(t)}.
The non-missingness probability pi = P(V = 1|X, δ, Zc) is assumed to be strictly positive. Motivated by the fact that
M(t) is a martingale process, if pii = P(Vi = 1|Xi, δi, Zci )(i = 1, . . . , n) is known, we use the inverse probability weighted
idea to extend the unified method due to Chen, Jin and Ying [4] to establish the following weighted estimating equations
(WEEs) for estimating β and H ,
U1(β,H;pi) =
n∑
i=1
∫ ∞
0
Vi
pii
Zi
[
dNi(t)− Yi(t)dΛ{β ′Zi + H(t)}
] = 0, (2.2)
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and, for t ≥ 0,
U2(β,H;pi) =
n∑
i=1
Vi
pii
[
dNi(t)− Yi(t)dΛ{β ′Zi + H(t)}
] = 0(t ≥ 0), H(0) = −∞. (2.3)
Let IPWEs (β˜, H˜) be the solution of (2.2) and (2.3), where H˜ is a nondecreasing step functions on [0,∞) with H(0) = −∞
and with the jumps only at the observed failure times. Note that for any fixed β , the solution to (2.3) is unique, denoted by
H˜(·, β).β˜ can be obtained by solving the following estimating equation based on (2.2),
U1(β, H˜(·, β);pi) =
n∑
i=1
∫ ∞
0
Vi
pii
Zi
[
dNi(t)− Yi(t)dΛ{β ′Zi + H˜(t, β)}
]
= 0.
The final estimator of H is then H˜(·, β˜).
To state the asymptotic properties of (β˜, H˜), let us introduce similar notations and regularity conditions as those used in
Chen, Jin and Ying [4]. Let τ = inf{t : Pr(X > t) = 0} and ψ(t) = (∂/∂t) log λ(t) = λ˙(t)/λ(t), where λ˙(t) = (∂/∂t)λ(t),
the superscript dot represents derivative. We assume that λ(·) is positive and λ˙(t) is a continuous function and that
lims→−∞ λ(s) = 0 = lims→−∞ ψ(s). Furthermore, we assume H0(·) has continuous and positive derivatives. For any
t, s ∈ (0, τ ], define
M? =
∫ τ
0
{Z− µZ(t)} dM(t), (2.4)
B(t, s) = exp
(∫ t
s
E[λ˙{β ′0Z+ H0(u)}Y (u)]
E
[
λ{β ′0Z+ H0(u)}Y (u)
]dH0(u)) , (2.5)
µZ(t) = E[Zλ{β
′
0Z+ H0(X)}Y (t)B(t, X)]
E[λ{β ′0Z+ H0(t)}Y (t)]
, (2.6)
A =
∫ τ
0
E[{Z− µZ(t)}Z′λ˙{β ′0Z+ H0(t)}Y (t)]dH0(t), (2.7)
Σ1 = E
[
1
pi
(∫ τ
0
{Z− µZ(t)} dM(t)
)⊗2]
= Σ + E{(pi−1 − 1)M⊗2? },
where b⊗2 = bb′ for any vector b, and M? defined in (2.4) is the martingale transformation with mean E[M?] = 0 and
variance Σ = E[M⊗2? ]. Assume that A and Σ1 are finite and nonsingular. Some technical conditions are presented in the
Appendix.
Using the same arguments as in Chen, Jin and Ying [4], it can be shown that β˜ , H˜(·) are consistent and β˜ is asymptotically
normal with mean zero and covariance A−1Σ1(A−1)′.β˜ may not be efficient since this method excludes all subjects with
missing covariates when the true non-missingness probability pi is used. On the other hand, in practice, pi(·) is always
unknown. Naturally, one can obtain estimators of β and H(·) by replacing the unknown non-missingness probability pi(·)
in theWEEs by its estimator. pi(·) can be estimated by nonparametric methods based on observed data, including complete
and incomplete observations. Intuitively, this will increase efficiency. Let W be the variables on which pi is allowed to
depend. Clearly,W consists of some components of (X, δ, Zc). IfW = (W(1),W(2)) contains continuous componentsW(1)
and discrete componentsW(2), let d denote the number of elements inW(1), and K(·) be a kernel function of order r (>d).
Define Khn(·) = K(·/hn), where hn is a bandwidth sequence tending to zero as n increases to infinity. A nonparametric kernel
smoother can be used to obtain a consistent estimator of pi(·),
pˆi(w(1),w(2)) =
n∑
j=1
VjI(W
(2)
j = w(2))Khn(w(1) −W(1)j )
n∑
j=1
I(W(2)j = w(2))Khn(w(1) −W(1)j )
. (2.8)
WhenW is discrete, then (2.8) reduces to
pˆi(w) =
n∑
j=1
VjI(Wj = w)
n∑
j=1
I(Wj = w)
. (2.9)
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WhenW is continuous, then (2.8) reduces to the Nadaraya–Watson [22,29] estimator,
pˆi(w) =
n∑
j=1
VjKhn(w−Wj)
n∑
j=1
Khn(w−Wj)
. (2.10)
Replacing pi(·) in (2.2) and (2.3) with pˆi(·) gives new estimating equations
U1(β,H; pˆi) =
n∑
i=1
∫ ∞
0
Vi
pˆii
Zi
[
dNi(t)− Yi(t)dΛ{β ′Zi + H(t)}
] = 0 (2.11)
and, for t ≥ 0,
U2(β,H; pˆi) =
n∑
i=1
Vi
pˆii
[
dNi(t)− Yi(t)dΛ{β ′Zi + H(t)}
] = 0, (2.12)
where pˆii = pˆi(Wi). Denote by (βˆ, Hˆ(·)) the solution of (2.11) and (2.12). Note that for any fixed β , the solution to (2.12),
denoted by Hˆ(·, β), is unique. Then the estimator βˆ of β can be obtained by solving the following estimating equation based
on (2.11),
U1(β, Hˆ(·, β);pi) =
n∑
i=1
∫ ∞
0
Vi
pˆii
Zi
[
dNi(t)− Yi(t)dΛ{β ′Zi + Hˆ(t, β)}
]
= 0.
Define, Hˆ(·) = Hˆ(·, βˆ).
Now define
Σ2 = Σ1 − E{(pi−1 − 1)(E(M?|W))⊗2}
= Σ + E{(pi−1 − 1) · Var(M?|W)},
whereM? is given in (2.4).
Theorem 2.1. Under some regularity conditions given in the Appendix, βˆ is a consistent estimator of the true parameter β0, and
n1/2(βˆ − β0) L→ N(0, (A−1)Σ2(A−1)′).
Indeed, it can be seen fromTheorem2.1 that βˆ has smaller asymptotic variance than β˜ . The reasonmay be that estimating
pˆi(·) nonparametrically enables βˆ to use all complete and incomplete data more efficiently than β˜ , which is based on
complete data only. This indicates that βˆ and Hˆ(·) should be recommended even if pi(·) is known. This is also noted by
Qi, Wang and Prentice [25] for the proportional hazards model.
The asymptotic variance of βˆ can be estimated consistently by estimating A andΣ2 consistently. LetM??(W) = E[M?|W].
Estimating A andΣ2 by
Aˆ = 1
n
n∑
i=1
Vi
pˆii
∫ τ
0
{Zi − Z¯(t)}Z′iλ˙{βˆ ′Zi + Hˆ(t)}Yi(t)dHˆ(t),
and
Σˆ2 = 1n
n∑
i=1
Vi
pˆi2i
(∫ τ
0
{Zi − Z¯(t)}dMˆi(t)
)⊗2
− 1
n
n∑
i=1
Vi(1− pˆii)
pˆi2i
Mˆ??(Wi)⊗2
respectively, where
Z¯(t) =
n∑
i=1
ViZiλ{βˆ ′Zi + Hˆ(Xi)}Yi(t)Bˆ(t, Xi)/pˆii
n∑
i=1
Viλ{βˆ ′Zi + Hˆ(t)}Yi(t)/pˆii
,
Bˆ(t, s) = exp
∫ t
s
n∑
i=1
Viλ˙{βˆ ′Zi + Hˆ(u)}Yi(u)/pˆii
n∑
i=1
Viλ{βˆ ′Zi + Hˆ(u)}Yi(u)/pˆii
dHˆ(u)
 ,
Mˆi(t) = Ni(t)−
∫ t
0
Yi(u)dΛ{βˆ ′Zi + Hˆ(u)},
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for any s, t ∈ (0, τ ], and
Mˆ??(w(1),w(2)) =
n∑
j=1
VjMˆ?,jI(W
(2)
j = w(2))Khn(w(1) −W(1)j )
n∑
j=1
VjI(W
(2)
j = w(2))Khn(w(1) −W(1)j )
(2.13)
whenW = (W(1),W(2)) contains continuous componentsW(1) and discrete componentsW(2), where
Mˆ?,j =
∫ τ
0
(Zj − Z¯(t))
[
dNj(u)− Yj(u)dΛ{βˆ ′Zj + Hˆ(u)}
]
.
Theorem 2.2. Under some regularity conditions given in the Appendix, we have
sup
(∣∣∣Hˆ(t)− H0(t)∣∣∣ : t ∈ [a, τ ]) P→ 0
for any fixed a ∈ (0, τ ], where τ = inf(t : P(X > t) = 0).
The kernel smoothing technique for the regression function heavily depends on the choice of the bandwidth. In practice,
the generalized cross-validationmethod [11] can be employed to select the bandwidth. However, the selection of bandwidth
is not so serious if one is only interested in estimation of the parametric part β . The fact that the n1/2-rate asymptotic
normality of βˆ indicates that a proper choice of hn specified in Condition (C7) depends only on the second order term of the
mean square error. In our simulations, we chose to use the plug-in value of n−1/3. The plug-in value had good results and
was much faster than using cross-validation. On the other hand, we can also use a boundary kernel [11] at the boundary
points to avoid boundary effects.
The inverse probabilityweighted approach usually depends on high-dimensional smoothing for estimating the unknown
non-missingness probability function, and hence the ‘‘curse of dimensionality’’ may restrict the use of this method. When
the dimension ofW is high, however, we may consider a dimension reduction model by assuming pi(W) = 1(W′θ), where
1(·) is unknown, θ can be estimated by the sliced inverse regression techniques [16]. Thus, 1(·) can be estimated by the
univariate kernel smoothing technique.
The technical condition infw pi(w) > 0 is useful for the consistency and asymptotic normality of the proposed estimators.
However, this does not guarantee that the individual estimates of pii are not very small with small to moderate sample sizes.
If the individual estimator pˆii is very small, this could result in a very unstable estimator with poor performance. A double
robust estimators similar to FAWE proposed by Qi, Wang and Prentice may obviate some of the instability problems, this is
a topic for further study.
3. Algorithm
Following Chen, Jin and Ying [4], we propose an iterative approach to solving the estimating Eqs. (2.11) and (2.12)
introduced in Section 2. The algorithm can be described as follows.
Suppose there are K distinct observed failure times t1 < t2 < · · · < tK .
Step 1: For i = 1, . . . , n, obtain pˆii = pˆi(Wi) by (2.8).
Step 2: Fix an initial value of β , denoted by β(0).
Step 3: Obtain H(0) as follows. First solve
n∑
i=1
Vi
pˆii
Yi(t1)Λ{βTZi + H(t1)} =
n∑
i=1
Vi
pˆii
[Ni(t1)− Ni(t1−)]
for H(0)(t1)with β = β(0). Next, we solve the equations
n∑
i=1
Vi
pˆii
Yi(tk)Λ{βTZi + H(tk)} =
n∑
i=1
Vi
pˆii
[Ni(tk)− Ni(tk−)] +
n∑
i=1
Vi
pˆii
Yi(tk)Λ{βTZi + H(tk−)}
in succession for H(0)(tk)with β = β(0)(k = 2, . . . , K).
Step 4: With H = H(0) as obtained in Step 3, solve (2.11) to give a new estimator of β .
Step 5: Set β(0) to be the estimator obtained in Step 4, and repeat Step 3 and Step 4 until the prescribed convergence
criteria are met.
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Table 1
Simulation results when the true non-missingness probability is pi1(δ), r = 1, n = 100, censoring rate 29%, and missing rate 24%.
Approach Bias SE
β1 β2 β1 β2
Full cohort −0.004 0.008 0.4031 0.1985
Complete-case 0.027 −0.028 0.4652 0.2285
True pi(δ) −0.007 0.011 0.5293 0.2534
pˆi(δ) −0.007 0.013 0.5287 0.2521
pˆi(δ, Z c) −0.009 0.015 0.4418 0.2490
pˆi(X, δ) 0.018 −0.014 0.4454 0.2189
pˆi(X, δ, Z c) −0.010 −0.015 0.4407 0.2108
4. Numerical studies
4.1. Simulations
Simulations were performed to evaluate the finite sample performance of the proposed estimators. In both examples,
we chose β0 = (−0.5, 0.5),H0(t) = log(t) and the hazard function of ε to be of the form λ(t) = exp(t)/{1 + r exp(t)},
with r = 1, 1.5 or 2 [10,4]. In the first two simulation studies, r = 1, and in the third simulation setting, r = 1.5 and 2 were
considered. Note that the proportional hazards and proportional odds models correspond to r = 0 and r = 1, respectively.
We considered two independent covariates, one missing covariate Zm and one observed covariate Z c , with Zm following
the standard normal distribution and Z c taking values 0 and 1with equal probability 0.5. In the first simulation, the censoring
variable C was independent of the covariates and followed the Un(0, c) distribution, where the value of c was chosen
to produce specific censoring proportions. In the second and third simulations, the censoring variable depended on the
covariates and was set to be −Zm − Z c + Un(0, c). For a given censoring proportion, we choose the value of c such that
P(T > C) = the given censoring proportion when C follows the Un(0, c) distribution or−Zm − Z c + Un(0, c).
The three simulation studies used different non-missingness probabilities. In the first simulation setting, the non-
missingness probability was associated with the failure status δ, pi1(δ) = 0.9δ + 0.4(1 − δ), causing 24% of the sample
to have missing Zm. In the second setting, the non-missingness probability was associated with X and δ, pi2(X, δ) =
(1+exp(1.5−δ−X))−1, causing 47% of the sample to havemissing Zm. In the third simulation setting, the non-missingness
probability was associated with X, δ and Z c, pi3(X, δ, Z c) = (1+ exp(2− δ − X − Z c))−1, causing about 42% or 40% of the
sample to have missing Zm when r = 1.5 or r = 2, respectively.
1000 samples were simulated with sample sizes of n = 100 and n = 200 for three simulations, respectively. The
simulation results were summarized in the following tables, bias was the average of βˆ−β , here βˆ was an estimator of β , and
SE denoted the average of the standard error estimators. The estimators were calculated for the following different cases:
covariates were fully observed and complete data were used; Only complete-case data were used (‘‘complete-case’’); ‘‘true
pi(·)’’ was used; ‘‘pˆi(·)’’ was used. The kernel function K(·)was taken to be K(u) = 3(1− u2)/4, |u| ≤ 1, and the bandwidth
hn was taken to be hn = n−1/3, which satisfies condition (C7).
Table 1 displays the results from the first simulation setting. The complete-case analysis produces the largest biases of
estimators. The reason may be the strong association between the non-missingness probability and the outcome variable δ.
The estimators based on the true pi(·) and pˆi(·) have similar biases. The estimators βˆ1 and βˆ2 with pˆi(·) have smaller SEs
than those based on the true pi(δ). The estimators based on estimated pˆi(·) have smaller SEs when the non-missingness
probability relies onmore variables. The reasonmay be that the estimators usemore information by pˆi(·)when pˆi(·) depends
on more variables. This suggests that the efficiency of βˆ1 and βˆ2 are improved by using the partially incomplete data.
When the censoring variable depends on the covariates (X, δ) in the second simulation setting, as indicated in Table 2, the
complete-case estimators have very large biases. The estimators based on true pi(·) and estimated pˆi(·) have generally small
biases. The SEs with pˆi(X, δ), pˆi(X, δ, Z c) are decreasedwhen comparedwith the IPWEwith true pi(X, δ). As the sample size
increases from 100 to 200, all biases and SEs decrease for all of the estimators.
We also consider transformation models with r = 1.5 or r = 2 in the third simulation setting. Similar results to those
from the second setting are obtained (see Table 3). Note that when pˆi is obtained based on X or (X, δ), the corresponding
estimators are seriously biased, just like the complete-case estimate, and the corresponding SEs of βˆ1 are larger than those
based on the true pi(X, δ, Z c). The reason may be that pˆi(X) and pˆi(X, δ) are not consistent for the true pi(X, δ, Z c).
In summary, the results from the simulation studies show that, the complete-case analysis generates inconsistent
estimators when the true pi depends on outcome variables, and the weighted estimators based on true pi or consistent
pˆi correct such a bias. The IPWEs with nonparametric and consistent pˆi are more efficient than the IPWE with true pi .
4.2. Application to the Mouse Leukemia Data
We also applied our estimation procedure to the well-known Mouse Leukemia Data given by Kalbfleisch and Prentice
[14], which had been previously analyzed by several authors, including Chen and Little [6], Wang and Chen [27], and Qi,
Wang and Prentice [25].
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Table 2
Simulation results when the true non-missingness probability is pi2(X, δ), r = 1, n = 100 or 200, censoring rate = 46%, and missing rate= 47%.
Approach n = 100
Bias SE
β1 β2 β1 β2
Full cohort −0.003 0.012 0.4330 0.2232
Complete-case 0.087 0.056 0.5842 0.2945
True pi(X, δ) −0.007 0.016 0.5966 0.2968
pˆi(X, δ) 0.017 0.040 0.5709 0.2812
pˆi(X, δ, Z c) −0.024 0.055 0.4897 0.2718
Approach n = 200
Bias SE
β1 β2 β1 β2
Full cohort 0.002 0.010 0.3000 0.1567
Complete-case 0.072 0.055 0.3962 0.2052
True pi(X, δ) −0.006 0.015 0.4044 0.2084
pˆi(X, δ) −0.004 0.032 0.3920 0.2001
pˆi(X, δ, Z c) −0.022 0.045 0.3263 0.1942
Table 3
Simulation results when the true non-missingness probability is pi3(X, δ, Z c), r = 1.5 or 2, n = 100.
Approach r = 1.5
Bias SE
β1 β2 β1 β2
Censoring rate= 44%, missing rate= 42%:
Full cohort −0.004 0.007 0.4968 0.2506
Complete-case 0.409 0.033 0.6773 0.3185
True pi(X, δ, Z c) 0.020 0.014 0.6804 0.3301
pˆi(X) 0.361 0.041 0.7080 0.3153
pˆi(X, δ) 0.355 0.041 0.7056 0.3134
pˆi(X, δ, Z c) 0.009 0.046 0.5662 0.3035
Approach r = 2
Bias SE
β1 β2 β1 β2
Censoring rate= 49%, missing rate= 41%:
Full cohort −0.012 0.003 0.5668 0.2850
Complete-case 0.464 −0.042 0.7642 0.3554
True pi(X, δ, Z c) 0.027 0.013 0.7839 0.3765
pˆi(X) 0.491 0.047 0.8260 0.3606
pˆi(X, δ) 0.495 0.044 0.8203 0.3570
pˆi(X, δ, Z c) 0.031 0.049 0.6519 0.3458
The Mouse Leukemia Data were collected from the study examining genetic and viral factors that may influence the
development of spontaneous leukemia inmice. 204micewere followed for 2 years formortality due to thymic or nonthymic
leukemia, or other natural causes. Survival times, cause of death, and covariate information were recorded for those
204 mice. Preliminary exploration of the data suggested that the Gpd-1 phenotype and the level of endogenous murine
leukemia virus were two important covariates. The virus level was recorded for almost all mice. But the Gpd-1 phenotype
was determined only on 100mice that survived 400 days. Themissingness apparently depended on the follow-up time. The
MAR assumption seemed to be reasonable in this application.
For simplicity, following [27,25], we excluded subjects withmissing endogenousmurine leukemia virus, and categorized
the virus level into a binary variable with 0 representing values below 104 PFU/ml and 1 otherwise. As a result, a total of
175 mice were used in the analysis, 67 mice died of leukemia, among these mice, 56 mice died of thymic leukemia and
11 mice died of nonthymic leukemia.
Similar to [25], we carried out two analyses based on different endpoints. The first analysis considered the time to
mortality due to thymic leukemia as the failure time and the second analysis considered the time to mortality due to
thymic or nonthymic leukemia as the failure time. As in the simulation examples, the hazard function of ε is of the form
λ(t) = exp(t)/{1+r exp(t)}, with r = 1, 1.5 or 2. From both analyses, we obtained the estimators of regression coefficients
under these three different transformation models using the proposed weighted estimating equations. Weights used in
the estimating equations were the reciprocal of the estimated non-missingness probabilities, with value 0 for the mice
dying within 400 days of birth. The estimated non-missingness probabilities were obtained nonparametrically based on the
corresponding variables in the brackets using (2.9), with kernel K(u) = 3(1 − u2)/4, |u| ≤ 1, and smoothing parameter
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Table 4
Analysis of Mouse Leukemia Study using different transformation models and various weighted estimating functions.
Approach r = 1
Thymic leukemia coefficient estimator (standard error) Thymic and nonthymic leukemia coefficient
estimator (standard error)
Gpd-1 Virus Gpd-1 Virus
Complete-case −1.60 (0.5315) 1.38 (0.6609) −1.65 (0.5292) 1.22 (0.6377)
pˆi(X) −1.70 (0.5734) 1.28 (0.6313) −1.84 (0.5363) 1.23 (0.5798)
pˆi(X, δ) −1.62 (0.4533) 1.42 (0.5733) −1.82 (0.5176) 1.31 (0.6003)
pˆi(X, δ, Z c) −1.55 (0.3744) 1.72 (0.5741) −1.79 (0.4401) 1.42 (0.5938)
Approach r = 1.5
Thymic leukemia coefficient estimator (standard error) Thymic and nonthymic leukemia coefficient
estimator (standard error)
Gpd-1 Virus Gpd-1 Virus
Complete-case −1.73 (0.5532) 1.45 (0.6794) −1.80 (0.6442) 1.28 (0.7338)
pˆi(X) −1.87 (0.6461) 1.38 (0.6965) −2.06 (0.6057) 1.34 (0.6408)
pˆi(X, δ) −1.78 (0.5599) 1.52 (0.6735) −2.04 (0.5918) 1.42 (0.6663)
pˆi(X, δ, Z c) −1.71 (0.4224) 1.83 (0.6306) −2.01 (0.4498) 1.53 (0.6057)
Approach r = 2
Thymic leukemia coefficient estimator (standard error) Thymic and nonthymic leukemia coefficient
estimator (standard error)
Gpd-1 Virus Gpd-1 Virus
Complete-case −1.87 (0.6120) 1.52 (0.7298) −1.95 (0.6583) 1.36 (0.7442)
pˆi(X) −2.05 (0.6414) 1.47 (0.6964) −2.28 (0.7952) 1.44 (0.8418)
pˆi(X, δ) −1.95 (0.6242) 1.62 (0.7326) −2.26 (0.5913) 1.53 (0.6613)
pˆi(X, δ, Z c) −1.89 (0.4722) 1.94 (0.6861) −2.24 (0.5054) 1.65 (0.6602)
hn = n−1/3. The conditional expectation M??(w) = E[M?|w] was estimated by (2.13) with the same kernel function and
bandwidth.
Table 4 presents the estimators of the regression coefficients and their estimated standard errors. The left side of Table 4
gives various analyses of the Gpd-1 phenotype and the binary virus level covariate in relation to thymic leukemia mortality.
All methods show that, for different models, the Gpd-1 genotype and virus level are significantly related to thymic leukemia
mortality. Furthermore, the estimators based on estimated pˆi(·) have smaller SEs when the non-missingness probability
relies on more variables. The same results can be found on the right portion of table, when death of thymic or nonthymic
leukemia are the failure time endpoint.
In addition, including nonthymic leukemia mortality as the study endpoint reduces the estimators for virus level for all
methods, suggesting the virus level does not have as a strong effect on nonthymic leukemiamortality as on thymic leukemia
mortality. This trend is consistentwith that reported byQi,Wang and Prentice [25] using the proportional hazardsmodel. On
the other hand,when the situation is changed from thymic leukemiamortality to thymic and nonthymic leukemiamortality,
the absolute value of the estimators for Gpd-1 increases for all methods, suggesting the effect of Gpd-1 is enhanced by
including nonthymic leukemia mortality as the study endpoint.
Furthermore, when death of thymic or nonthymic leukemia are the failure time endpoint, we note that, for the proposed
linear transformation models, the difference between the complete-case estimator and the proposed estimator with pˆi(·) is
larger than that of estimators based on the Cox proportional hazards model [25]. This suggests that including incomplete
cases into the analysis helps correct bias when the proposed linear transformation models are fitted to the data in the
example.
In conclusion, for different transformation models and various methods, all results show fairly consistent indications of
joint negative and positive associations of the Gpd-1 phenotype and virus level with leukemia mortality, respectively.
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Appendix
In this appendix, we shall prove Theorems 2.1 and 2.2. The essential idea is to approximate each of the corresponding
weighted estimating functions by a sum of i.i.d. random variables so that the asymptotic normality can be established from
the central limit theorem. The following regularity conditions are needed.
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(C1) Pr(Y (τ ) = 1) > 0.
(C2) A,Σ1 andΣ2 are positive definite.
(C3) Z is bounded in probability.
(C4)(i) The selection probability pi(w) has r continuous and bounded partial derivatives with respect to the continuous
components ofW almost surely,
(ii) infw pi(w) > 0.
(C5)(i) The probability (density) function f (w) ofW has r continuous and bounded partial derivatives with respect to the
continuous components ofW almost surely.
(ii) 0 < infw f (w) ≤ supw f (w) <∞.
(C6) The kernel function K(·) is a bounded kernel function with bounded support, and K(·) is a kernel of order r (>d).
(C7) nh2dn →∞ and nh2rn → 0 as n→∞.
(C8) The conditional expectation E [M?|W] has r continuous and bounded partial derivatives with respect to the
continuous components ofW almost surely.
(C9) P(X ≥ t) is continuous for t ∈ [0, τ ].
Conditions (C1) and (C3) have been used in [25,4]. To avoid the tedious proof, Condition (C5)(ii) is assumed. This condition
can be avoided if the truncation technique [28] is used. The other conditions are regular for the kernel smoothing method
and the linear transformation models.
First, we present some important technical lemmas which will be useful in the proofs of theorems.
Lemma A.1. Assume that ψ(X, δ, Zc, Zm, β, t) is a real function such that for any t ∈ [0, τ ], β ∈ B, E |ψ(X, δ, Zc, Zm, β, t)| <
∞, whereB is a compact neighborhood of β0. Then under conditions (C4)–(C7), we have that
1
n
n∑
i=1
Vi
pˆii
ψ(Xi, δi, Zci , Z
m
i , β, t) =
1
n
n∑
i=1
Vi
pii
ψ(Xi, δi, Zci , Z
m
i , β, t)+ op(1),
where pˆii = pˆi(Wi), pii = pi(Wi).
Proof. To facilitate notation, let ψ(Xi, δi, Zci , Z
m
i , β, t) = ψi. Here, we only consider thatW is continuous.
1
n
n∑
i=1
Vi
pˆii
ψi = 1n
n∑
i=1
Vi
pii
ψi − 1n
n∑
i=1
Vi(pˆii − pii)
pˆiipii
ψi := En − Fn.
For Fn,we have
|Fn| ≤ sup
w
|pˆi(w)− pi(w)|
{
1
n
n∑
i=1
Vi|ψi|
pˆiipii
I
(
pˆii ≥ 12pii
)
+ 1
n
n∑
i=1
Vi|ψi|
pˆiipii
I
(
pˆii <
1
2
pii
)}
. (A.14)
Clearly
1
n
n∑
i=1
Vi|ψi|
pˆiipii
I
(
pˆii ≥ 12pii
)
≤ 2
n
n∑
i=1
Vi|ψi|
pi2i
= Op(1). (A.15)
For any ε > 0, we have
P
(
1
n
n∑
i=1
Vi|ψi|
pˆiipii
I
(
pˆii <
1
2
pii
)
> ε
)
≤ P
(
n⋃
i=1
{
|pˆii − pii| > 12 infw pi(w)
})
≤ P
(
sup
w
|pˆii − pii| > 12 infw pi(w)
)
→ 0. (A.16)
We can deduce from (A.14)–(A.16) that
|Fn| = Op(hrn)+ Op
(
1√
nhdn
)
P→ 0, as n→∞
by (C7) and the fact that supw
∣∣pˆi(w)− pi(w)∣∣ = Op(hrn + (nhdn)−1/2). Thus, Lemma A.1 holds immediately. 
If ψ(X, δ, Zc, Zm, β, t) = ψ1(X, δ, Zc, Zm, β, t)Y (t), we may need the following uniform convergence. To facilitate
notation, let
ψ1i(·, β, t) = ψ1(Xi, δi, Zci , Zmi , β, t), ψ1(·, β, t) = ψ1(X, δ, Zc, Zm, β, t).
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Lemma A.2. Under conditions of Lemma A.1 and (C9), assume that ψ1(X, δ, Zc, Zm, β, t) is continuous for β ∈ B , and
continuous for t ∈ [0, τ ], and E [supβ∈B,t∈[0,τ ] |ψ1(·, β, t)|] <∞, then
sup
β∈B,t∈[0,τ ]
∣∣∣∣∣1n
n∑
i=1
Vi
pˆii
ψ1i(·, β, t)Yi(t)− E [ψ1(·, β, t)Y (t)]
∣∣∣∣∣ P→ 0, as n→∞.
Lemma A.2 can be proved by arguments similar to [2, see Theorem 6.10].
Lemma A.3. Under conditions (C4)–(C8), we have
1√
n
n∑
i=1
Vi
pˆii
M?, i = 1√n
n∑
i=1
Vi
pii
M?, i + 1√n
n∑
i=1
(
1− Vi
pii
)
E
[
M?, i|Wi
]+ op(1), (A.17)
where M?, i =
∫ τ
0 (Zi − µZ(t))dMi(t).
Proof. Here we only consider the case thatW is continuous.
1√
n
n∑
i=1
Vi
pˆii
M?, i = 1√n
n∑
i=1
Vi
pii
M?, i − 1√n
n∑
i=1
Vi(pˆii − pii)
pi2i
M?, i + 1√n
n∑
i=1
Vi(pˆii − pii)2
pˆiipi
2
i
M?, i
:= En − Fn + Gn. (A.18)
Now let fˆ (Wi) = 1nhdn
∑n
j=1 Khn(Wi −Wj), for Fn, we have,
Fn = 1√n
n∑
i=1
ViM?, i
pi2i f (Wi)
1
nhdn
n∑
j=1
(Vj − pii)Khn(Wi −Wj)−
1√
n
n∑
i=1
ViM?, i
[
pˆii − pii
] [
fˆ (Wi)− f (Wi)
]
pi2i f (Wi)
:= Fn,1 − Fn,2. (A.19)
It can be easily proved that Fn,2 = op(1), hence
Fn = Fn,1 + op(1)
= 1√
n
n∑
i=1
ViM?, i
pi2i f (Wi)
1
nhdn
n∑
j=1
(Vj − pij)Khn(Wi −Wj)
+ 1√
n
n∑
i=1
ViM?, i
pi2i f (Wi)
1
nhdn
n∑
j=1
(pij − pii)Khn(Wi −Wj)+ op(1)
:= Fn,11 + Fn,12 + op(1). (A.20)
Fn,11 = 1√n
n∑
i=1
E
[
M?, i|Wi
]
piif (Wi)
1
nhdn
n∑
j=1
(Vj − pij)Khn(Wi −Wj)
+ 1√
n
n∑
i=1
{
ViM?, i
pi2i f (Wi)
− E
[
ViM?, i
pi2i f (Wi)
∣∣∣∣Wi]} 1nhdn
n∑
j=1
(Vj − pij)Khn(Wi −Wj)
= F [1]n,11 + F [2]n,11.
For F [1]n,11, some arguments similar to Wang and Rao [28] can be used to show
F [1]n,11 =
1√
n
n∑
j=1
(Vj − pij)
∫
E
[
M?|Wj + hnu
]
pi(Wj + hnu) K(u)du+ op(1)
= 1√
n
n∑
j=1
(Vj − pij)E
[
M?|Wj
]
pi(Wj)
+ op(1), (A.21)
by Taylor’s expansion of E[M?|Wj+hnu]
pi(Wj+hnu) atWj, and using conditions (C4)–(C8).
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For F [2]n,11, we have
F [2]n,11 =
1
n3/2hdn
∑
i6=j
{
ViM?, i
pi2i f (Wi)
− E
[
ViM?, i
pi2i f (Wi)
∣∣∣∣Wi]} (Vj − pij)Khn(Wi −Wj)+ op(1)
:= In + op(1), (A.22)
E[‖In‖2] ≤ 1n3h2dn
∑
i6=j
E
{
E
[‖M?, i‖2∣∣Wi] K 2hn(Wi −Wj)
pi3i f 2(Wi)
(pij − pi2j )
}
+ o(1)
= 1
n2hdn
n∑
i=1
E
{
‖M?, i‖2 1− pi(Wi)
pi2(Wi)f (Wi)
}∫
K 2(u)du+ o(1)
≤ c(nhdn)−1 + o(1)→ 0, as n→∞,
where c is some constant, next, c may be different in different places.
This together with (A.22) proves
F [2]n,11 = op(1). (A.23)
Similar to Wang and Rao [28], by conditions (C4)–(C8), we have
‖Fn,12‖ = 1√nhdn
n∑
i=1
ViM?, i
pi2i f (Wi)
E
[
(pi1 − pii)Khn(Wi −W1)
∣∣Wi]+ op(1)
= 1√
n
n∑
i=1
ViM?, i
pi2i f (Wi)
∫
[pi(Wi − hnu)− pi(Wi)] K(u)f (Wi − hnu)du+ op(1)
≤ c√nhrn + op(1)→ 0, as n→∞. (A.24)
It follows from (A.19), (A.20), (A.21), (A.23) and (A.24) that
Fn = 1√n
n∑
j=1
(Vj − pij)E
[
M?|Wj
]
pij
+ op(1). (A.25)
For Gn,we have
‖Gn‖ ≤
√
n sup
w
|pˆi(w)− pi(w)|2
{
1
n
n∑
i=1
Vi‖M?, i‖
pˆiipi
2
i
I
(
pˆii ≥ 12pii
)
+ 1
n
n∑
i=1
Vi‖M?, i‖
pˆiipi
2
i
I
(
pˆii <
1
2
pii
)}
. (A.26)
Similar to (A.14)–(A.16), we have
‖Gn‖ = Op
(√
nh2rn
)+ Op ( 1√nhdn
)
P→ 0, as n→∞. (A.27)
Therefore, (A.17) follows from (A.18), (A.25) and (A.27) directly. 
Proof of Theorem 2.1 and Theorem 2.2. The consistency of βˆ and Hˆ can be similarly derived as in Chen, Jin and Ying [4]
and Lu and Ying [20], and the proof is omitted here. A sketch of the derivation of the asymptotic distribution of βˆ is given
as follows.
Let a > 0 and b be fixed finite numbers. Define
λ?{H0(t)} = B(t, a), B1(t) =
∫ t
a
E[λ˙{β ′0Z+ H0(s)}Y (s)]dH0(s)
B2(t) = E[λ{β ′0Z+ H0(t)}Y (t)], Λ?(t) =
∫ t
b
λ?(s)ds,
where B(t, s) is given in (2.5) and it is easy to see that
B(t, s) = λ?{H0(t)}/λ?{H0(s)}, dλ?{H0(t)} = [λ?{H0(t)}/B2(t)]dB1(t).
Mimicking Steps A2–A4 in the Appendix of [4] and using uniform convergence results derived by Lemmas A.1 and A.2, we
have, for t ∈ [0, τ ],
Λ?{Hˆ(t, β0)} −Λ?{H0(t)} = 1n
n∑
i=1
∫ t
0
Vi
pˆii
λ?{H0(s)}
B2(s)
dMi(s)+ op(n−1/2),
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∂
∂β
Hˆ(t, β)
∣∣∣∣
β=β0
= − 1
λ?{H0(t)}
∫ t
0
λ?{H0(s)}E
[
Zλ˙{β ′0Z+ H0(s)}Y (s)
]
B2(s)
dH0(s)+ op(1),
1
n
∂
∂β
U1(β, Hˆ(·, β); pˆi)
∣∣∣∣
β=β0
= −1
n
n∑
i=1
Vi
pˆii
Ziλ{β ′0Zi + Hˆ(Xi, β0)}
{
Zi + ∂
∂β
Hˆ(Xi, β)
∣∣∣∣
β=β0
}′
= −
∫ τ
0
E
{(
Z− E[Zλ{β
′
0Z+ H0(X)}Y (s)B(s, X)]
B2(s)
) [
Z′λ˙{β ′0Z+ H0(s)}Y (s)
]}
dH0(s)+ op(1)
= −A+ op(1), (A.28)
U1(β0, Hˆ(·, β0); pˆi) =
n∑
i=1
∫ τ
0
Vi
pˆii
ZidMi(t)−
n∑
i=1
Vi
pˆii
Zi
[
Λ{β ′0Zi + Hˆ(Xi, β0)} −Λ{β ′0Zi + H0(Xi)}
]
=
n∑
i=1
∫ τ
0
Vi
pˆii
ZidMi(t)−
n∑
j=1
∫ τ
0
Vj
pˆij
E[Zλ{β ′0Z+ H0(X)}Y (t)B(t, X)]
B2(t)
dMj(t)+ op(n1/2)
=
n∑
i=1
∫ τ
0
Vj
pˆij
{Zi − µZ(t)} dMj(t)+ op(n1/2).
It follows from Lemma A.3 that n−1/2U1(β0, Hˆ(·, β0); pˆi) can be approximated by the sum of i.i.d. random variables,
1√
n
U1(β0, Hˆ(·, β0); pˆi) = 1√n
n∑
i=1
Vi
pii
∫ τ
0
(Zi − µZ(t))dMi(t)
+ 1√
n
n∑
i=1
(
1− Vi
pii
)∫ τ
0
E [(Zi − µZ(t))dMi(t)|Wi]+ op(1). (A.29)
Since the covariance between the first term and the second term on the right hand of Eq. (A.29) equals the negative of the
variance of the second term, we have,
1√
n
U1(β0, Hˆ(·, β0); pˆi) L→ N(0,Σ2). (A.30)
It follows from Taylor expansion, (A.28) and (A.30), and the consistency of βˆ that
√
n(βˆ − β0) = A−1
{
1√
n
U1(β0, Hˆ(·, β0); pˆi)
}
+ op(1) L→ N(0, (A−1)Σ2(A−1)′). 
References
[1] S. Bennett, Analysis of survival data by the proportional odds model, Stat. Med. 2 (1983) 273–277.
[2] Herman J. Bierens, Introduction to the Mathematical and Statistical Foundations of Econometrics, Cambridge University Press, Cambridge, UK,
New York, 2005.
[3] S.C. Cheng, L.J. Wei, Z. Ying, Analysis of transformation models with censored data, Biometrika 82 (1995) 835–845.
[4] K.N. Chen, Z.Z. Jin, Z. Ying, Semiparametric analysis of transformation models with censored data, Biometrika 89 (2002) 659–668.
[5] H.Y. Chen, R.J. Little, Proportional hazards regression with missing covariates, J. Amer. Statist. Assoc. 94 (1999) 896–908.
[6] H.Y. Chen, R.J. Little, A profile conditional likelihood approach for the semiparametric transformation regression model with missing covariatess,
Lifetime Data Anal. 7 (2001) 207–224.
[7] D. Clayton, J. Cuzick, Multivariate generalizations of the proportional hazards model, J. Roy. Statist. Soc. Ser. A 148 (1985) 82–117.
[8] D.R. Cox, Regression models and life-tables (with discussion), J. Roy. Statist. Soc. Ser. B 34 (1972) 187–220.
[9] J. Cuzick, Rank regression, Ann. Statist. 16 (1988) 1369–1389.
[10] D.M. Dabrowska, K.A. Doksum, Partial likelihood in transformation models with censored data, Scand. J. Statist. 15 (1988) 1–23.
[11] R.L. Eubank, Nonparametric Regression and Spline Smoothing, 2nd ed., Marcel Dekker, New York, 1999.
[12] A.H. Herring, J.G. Ibrahim, Likelihood-based methods for missing covariates in the Cox proportional hazards model, J. Amer. Statist. Assoc. 96 (2001)
292–302.
[13] D.G. Horvitz, D.J. Thompson, A generalization of sampling without replacement from a finite universe, J. Amer. Statist. Assoc. 47 (1952) 663–685.
[14] J.D. Kalbfleisch, R.L. Prentice, The Statistical Analysis of Failure Time Data, second ed., J. Wiley, Hoboken, NJ, 2002.
[15] K.F. Lam, T.L. Leung, Marginal likelihood estimation for proportional odds models with right censored data, Lifetime Data Anal. 7 (2001) 39–54.
[16] K.C. Li, Sliced inverse regression for dimension reduction (with discussion), J. Amer. Statist. Assoc. 86 (2001) 316–342.
[17] D.Y. Lin, Z. Ying, Cox regression with incomplete covariate measurements, J. Amer. Statist. Assoc. 88 (1993) 1341–1349.
[18] S.R. Lipsitz, J.G. Ibrahim, A conditional model for incomplete covariates in parametric regression models, Biometrika 83 (1996) 916–922.
[19] R.J.A. Little, D.B. Rubin, Statistical Analysis with Missing Data, second ed., Wiley, New York, 2002.
[20] W. Lu, Z. Ying, On semiparametric transformation cure models, Biometrika 91 (2004) 331–343.
[21] S.A. Murphy, A.J. Rossini, A.W. van der Vaart, Maximum likelihood estimation in the proportional odds model, J. Amer. Statist. Assoc. 92 (1997)
968–976.
[22] E.A. Nadaraya, On estimating regression, Theory Probab. Appl. 9 (1964) 141–142.
[23] M.C. Paik, W.Y. Tsai, On using the Cox proportional hazards model with missing covariates, Biometrika 84 (1997) 579–593.
2090 B. Huang, Q. Wang / Journal of Multivariate Analysis 101 (2010) 2078–2090
[24] A.N. Pettitt, Proportional odds model for survival data and estimates using ranks, Appl. Statist. 33 (1984) 169–175.
[25] L. Qi, C.Y. Wang, R.L. Prentice, Weighted estimators for proportional hazards regression with missing covariates, J. Amer. Statist. Assoc. 100 (2005)
1250–1263.
[26] J.M. Robins, A. Rotnitzky, L.P. Zhao, Estimation of regression coefficients when some regressors are not always observed, J. Amer. Statist. Assoc. 89
(1994) 846–866.
[27] C.Y. Wang, H.Y. Chen, Augmented inverse probability weighted estimator for Cox missing covariate regression, Biometrics 57 (2001) 414–419.
[28] Q.H. Wang, J.N.K. Rao, Empirical likelihood-based inference under imputation for missing response data, Ann. Statist. 30 (2002) 896–924.
[29] G.S. Watson, Smooth regression analysis, Sankhya¯ Ser. A 26 (1964) 359–372.
