Abstract. Replication is a useful technique for distributed database systems and can be implemented in a grid computation environment to provide a high availability, fault tolerant, and enhance the performance of the system. This paper discusses a new protocol named Diagonal Data Replication in 2D Mesh structure (DR2M) protocol where the performance addressed are data availability which is compared with the previous replication protocols, ReadOne Write-All (ROWA), Voting (VT), Tree Quorum (TQ), Grid Configuration (GC), and Neighbor Replication on Grid (NRG). DR2M protocol is organized in a logical 2D mesh structure and by using quorums and voting techniques to improve the performance and availability of the replication protocol where it reduce the number of copies of data replication for read or write operations. The data file is copied at the selected node of the diagonal site in a quorum. The selection of a replica depends on the diagonal location of the structured 2D mesh network where the middle node is selected because it is the best location to get a copy of the data if every node has the equal number of request and data accessing in the network. The algorithm in this paper also calculates the best number of nodes in each quorum and how many quorums are needed for N number of nodes in a network. DR2M protocol also ensures that the data for read and write operations is consistency, by proofing the quorum must not have a nonempty intersection quorum. To evaluate DR2M protocol, we developed a simulation model in Java. Our results prove that DR2M protocol improves the performance of the data availability compare to the previous data replication protocol, ROWA, VT, TQ, GC and NRG.
Introduction
A grid is a distributed network computing system, a virtual computer formed by a networked set of heterogeneous machines that agree to share their local resources with each other. A grid is a very large scale, generalized distributed network computing system that can scale to internet size environment with machines distributed across multiple organizations and administrative domains [1, 2] . Ensuring efficient access to such a huge network and widely distributed data is a challenge to those who design, maintain, and manage the grid network. The availability of a data on a large network is an issue [3, 4, 5, 6 ] because geographically it is distributed and has different database management to share across the grid network whereas replicating data can become expensive if the number of operations such as read or write operations is high. In our work, we investigate the use of replication on a grid network to improve its ability to access data efficiently.
Distributed computing manages thousands of computer systems and this has limited its memory and processing power. On the other hand, grid computing has some extra characteristics. It is concerned to efficient utilization of a pool of heterogeneous systems with optimal workload management utilizing an enterprise's entire computational resources (servers, networks, storage, and information) acting together to create one or more large pools of computing resources. There is no limitation of users or originations in grid computing. Even though grid sometime can be as minimum one node but for our protocol the best number of nodes should be more than five nodes to implement the protocol. This protocol is suitable for large network such as grid environment.
There are some research been done for replica control protocol in distributed database and grid such as Read-One Write-All (ROWA) [7] , Voting (VT) [8] , Tree Quorum (TQ) [9, 10] , Grid Configuration (GC) [11, 12] , and the latest research in year 2007 is Neighbor Replication on Grid (NRG) [13, 14, 15] . Each protocol has its own way of optimizing the data availability. The usage of replica is to get an optimize data accessing in a large and complex grid. Fig. 1 illustrates the usage of replica protocol in grid where it is located in the replica optimization component [16] . In this paper, we present a new quorum-based protocol for data replication that provides both high data availability and low response time [17] . The proposed protocol imposes a logical two dimensional mesh structure to produce the best number of quorums and obtain good performance of data availability.
Quorums improved the performance of fault tolerant and availability of replication protocols [18] . Quorums reduce the number of copies involved in reading or writing data. To address the availability, we replicate data on the selected node from the diagonal site of the 2D mesh structure, which has been organized in quorums. This is because it is easy to access the database because of its middle location in the quorum. We use Java to run this replication protocol.
The paper is organized as follows. Section two introduces Diagonal Replication in 2D Mesh (DR2M) protocol as a new replica control protocol. Section three, illustrates the DR2M algorithm. Section four discusses the results by comparing DR2M with the existing protocols and the paper ends with a conclusion.
Diagonal Replication in 2D Mesh (DR2M) Protocol
In our protocol, all nodes are logically organized into two dimensional mesh structures. We assume that the replica copies are in the form of data files and all nodes are operational meaning that the copy at the nodes is available. The data file is replicated to only one middle node at the diagonal site of each quorum.
This protocol uses quorum to arrange nodes in cluster. Voting approach assigned every copy of replicated data object a certain number of votes and a transaction has to collect a read quorum of r votes to read a data object, and a write quorum of w votes to write the data object. In this approach the quorum must satisfy two constraints which are r + w must be larger than the total number of votes, v assigned to the copies of the data object and w > v/2 [8] .
Quorum is grouping the nodes or databases as shown in Fig. 2 . This figure illustrates how the quorums for network size of 81 nodes are grouped by nodes of 5 x 5 in each quorum. Nodes which are formed in a quorum intersect with other quorums. This is to ensure that these quorums can read or write other data from other nodes which are in another quorum. The number of nodes grouped in a quorum, q must be odd so that only one middle node from the diagonal site can be selected such as site s (3, 3) colored in black circles in Fig. 2 . Site s (3, 3) has the copy of the data file for read and write operation to be executed. Definition 2.1. Assume that a database system consists of n x n nodes that are logically organized in the form of two dimensional grid structures. All sites are labeled
From Fig. 2, for q1 , the nodes of the diagonal site, D(s) is {s(1,1), s(2,2), s (3, 3) , s (4, 4) , s (5, 5) } in each quorum and the middle node s (3, 3) has the copy of the data file. This figure shows that 81 nodes have four quorums where each quorum actually intersects with each other. Node e in q1 is actually node a in q2 and node e in q3 is actually node a in q4 and etc.
Since the data file is replicated only on one node for each quorum, thus it minimizes the number of database operations. The selected node in the diagonal sites is assigned with vote one or vote zero. A vote assignment on grid, B, is a function such that, B (s(i,j) where B(s(i,j) ) is the vote assigned to site s(i,j). This assignment is treated as an allocation of replicated copies and a vote assigned to the site results in a copy allocated at the diagonal site. That is,
where L B is the total number of votes assigned to the selected node as a primary replica in each quorum. Thus L B = 1 in each quorum.
Fig. 2.
A grid organization with 81 nodes, each of the node has a data file a, b,…, and y, respectively Let r and w denote the read quorum and write quorum, respectively. To ensure that read operation always gets the updated data, r + w must be greater than the total number of votes assigned to all sites. To make sure the consistency is obtained, the following conditions must be fulfilled [8] .
These two conditions ensure that there is a nonempty intersection of copies between read and write quorums. Thus, these conditions ensure that a read operation accesses the most recently updated copy of the replicated data.
Let S(B) = {s(i,j)| B(s(i,j)) = 1, 1 ≤ i ≤ n, 1 ≤j ≤ n} where i = j
Definition 2.2. For a quorum q, a quorum group is any subset of S(B)
where the size is greater than or equal to q. The collection of quorum group is defined as the quorum set. 
DR2M Algorithm
DR2M is developed using Java. The algorithm of the model is as in Fig. 3 , where it shows the flow of the protocol. For the development of the simulation some assumptions were made such as the network has no failure and nodes are accessible.
To analyze the performance of read and write availability, below are the equations where n is the 2D mesh column or row size, example n is 7, thus 7 x 7 nodes of grid is the network size and p is the probability of data available which is between 0 to 1 whereas, q is the number of quorum for a certain operation such as read or write operation. Eq. (1) is to calculate the data availability. A larger network has more quorums. The number of columns and rows in each quorum must be odd, to get the middle replica. DR2M protocol assumes all nodes have the same data access level and request number. Fig. 3 is the algorithm for DR2M protocol. It illustrates how the algorithm is designed and implemented.
For Fig. 3 , the number of nodes in the network must be odd and if it is an even number then a virtual column and row is added meaning an empty node of rows and column are located to make the selection of the middle node easier. To find the best number of quorum, Q, for the whole network size, n x n, Eq. (2) is used where n is the number of nodes for row or column.
For obtaining the best number of nodes for each quorum, X, Eq. (3) is used where the number of nodes must be odd to make the selection of the middle node easy and if X is not odd then X will be the next odd number after n/Q.
After the selected node is chosen, the data file is copied where it acts as a primary database for that particular quorum. Some protocol depends on the frequent usage of the data to select that particular node as the primary database. But for this protocol, an assumption is made where every node has the same level of data access and number of request.
Results and Discussion
In this section, DR2M protocol is compared with the results of read and write availability of the existing protocols, namely: ROWA, VT, TQ, GC, and NRG. Fig. 4 shows the results of read availability in 81 nodes of network size. ROWA protocol has the higher read availability about average of 2.425% for probability of data accessing between 0.1 to 0.9 even when the number of nodes is increased. This is because only one replica is accessed by a read operation for all n nodes of network size but ROWA has the lowest write availability. Fig. 5 proves that the DR2M protocol has 4.163% higher of write availability for all probabilities of data accessing. This is due to the fact that replicas are selected from the middle location of all nodes in each quorum and by using quorum approach helps to reduce the number of copies in a large network. Fig. 5 illustrates the write availability for 81 numbers of nodes, where the probability is from 0.1 to 0.9. 
Conclusions
In this paper, DR2M protocol selects a primary database from the middle location of the diagonal site where the nodes are organized in structure of 2D Mesh. By getting the best number of quorum and using the voting techniques have improved the availability for write operation compared to all protocols and has higher read availability compared to the latest technique, NRG. In the future, we will investigate the response time to access a range of data size in the grid environment and this investigation will be used to evaluate the performance of our DR2M protocol.
