We present superalgebraic compatible Nyström discretizations for the four Helmholtz boundary operators of Calderón's calculus on smooth closed curves in 2D. These discretizations are based on appropriate splitting of the kernels combined with very accurate productquadrature rules for the different singularities that such kernels present. A Fourier based analysis shows that the four discrete operators converge to the continuous ones in appropriate Sobolev norms. This proves that Nyström discretizations of many popular integral equation formulations for Helmholtz equations are stable and convergent. The convergence is actually superalgebraic for smooth solutions.
Introduction
The design of robust discretizations of the boundary integral equations in 2D has been an active research topic in the last decades. The analysis of Galerkin discretizations of boundary integral equations is by now well understood in the case of smooth boundaries and boundary data. Indeed, their stability can be established based on the coercivity of the principal parts of the boundary integral operators featured in the integral formulations (a first result along these lines can be traced back to [12] ), and compact perturbation analysis arguments. On the other hand, although Nyström/collocation methods are simpler to implement, their analysis is somewhat more complicated. Given that for 2D problems boundary integral operators can be thought of as periodic pseudodifferential operators, the analysis of discretization schemes for boundary integral equations relies on Fourier analysis. Galerkin as well as Nyström/collocation methods for periodic integral equations have been fully analyzed for many periodic integral equations and these techniques have been also used to derive new methods as qualocation schemes, cf. [13] and references therein.
Boundary integral formulations of Helmholtz equations in a certain domain rely on single and double layer acoustic potentials and their Dirichlet and Neumann traces on the boundary of that domain. These traces lead to the natural definition of four boundary integral operators which are referred to as the Helmholtz boundary integral operators of Calderon's calculus. In this paper we focus on Nyström methods based on suitable quadrature rules for the discretization of the four Helmholtz boundary integral operators that feature in Calderon's calculus. These provide a means of defining fully discrete versions of these operators which can be used easily to discretize complicate formulations involving rather complex compositions of different boundary operators. Moreover, these discretizations can be easily used in conjunction with iterative solvers based on Krylov subspace methods.
The aim of this paper is not to propose new discretizations of the Helmholtz boundary integral operators. Actually, most of those considered here can be found and have been thoroughly analyzed in the literature, mostly by Kress (cf [6, 7] and references therein). Our objective is therefore different: we want to propose compatible discretizations of the four Helmholtz boundary integral operators that lead to superalgebraic schemes for most of the boundary integral formulations of the Helmholtz equation in 2D.
Helmholtz transmission problems for smooth interfaces provide a sufficiently complex environment for testing our discretizations as they feature all of the four Helmholtz boundary integral operators in Calderon's calculus. Discretizations of integral formulations of other types of boundary conditions can be readily produced and analyzed with the methods we present in this paper.
Some of the formulations considered in this paper are direct, i.e. the unknowns are physical quantities of the problem (typically the trace and the normal derivative of the solution), others are indirect. Some of the indirect formulations considered in this text could be more economical from a computational point of view. Besides, some more sophisticated integral formulations lead to matrices with clustered eigenvalues, which usually ensures a faster convergence of Krylov methods such as GMRES. Demanding better spectral properties requires working with more complex formulations whose discretization could seem challenging at first sight. We will show that the discrete boundary layer operators can be used as black boxes in such a way that the discretization of any integral formulation, however complicated, is in fact straightforward. Moreover, for smooth data, we prove that the numerical solutions converge superalgebraically, that is, faster than any negative power of N, the number of degrees of freedom.
The paper is structured as follows: in Section 2 we discuss briefly the Helmholtz transmission problem and introduce the boundary layer potentials and operators for the Helmholtz equation. In Section 3 we reformulate these mappings as integral operators acting on spaces of 2π−periodic functions via a parameterization of the interface. We present also their numerical discretizations and analyze their convergence. We next introduce compatible discretizations of the operators and derive convergence estimates in Sobolev setting. We conclude by showing in Section 4 how these compatible discretizations can be applied to solve numerically several boundary integral formulations of the original Helmholtz transmission problem. Well-posedness and convergence estimates are derived for the integral equations considered in this paper. Some numerical experiments are presented in the final Section 5.
Helmholtz transmission problems and boundary integral operators
We start introducing the domain of the transmission problem (see Figure 1 ). Let D − be a compact domain with smooth boundary Γ which for simplicity we will assume to be simply connected. Denote also D + := R 2 \ D − . We will write γ for the trace operator and ∂ n for the unit normal derivative on Γ pointing toward D + . Given two wavenumbers k + , k − that are complex numbers with non-negative imaginary part, we consider the following Helmholtz transmission problem: Figure 1 : Sketch of the domain of the transmission problem
Here ∂ r is the partial derivative on the radial direction and u inc is an incident wave that is a solution of the Helmholtz problem for k + on a neighborhood of D − . We assume that the transmission problem above together with its adjoint, that is the transmission problem defined by taking k ± in D ∓ , are uniquely solvable. For instance, if k ± are real and ν > 0 these hypotheses are known to be satisfied. We refer to [4] for more comprehensive sets of values of k ± and ν fulfilling these hypotheses. Let
0 is the Hankel function of first kind and order 0) be the outgoing fundamental solution of the Helmholtz equation in R 2 . The single and double layer operators are defined as follows
We stress that for any density, the layer operators define solutions of the Helmholtz equation in R 2 \ Γ which satisfy, in addition, the radiation condition at infinity (last condition in (1)). Moreover, the third Green formula states
Let us denote by γ ± , ∂ ± n the trace and respectively the normal derivative taken from D ± . We have then the jump properties
where I denotes the identity, V k is the single layer operator, K k and K k are the double layer and adjoint double layer operator, and H k is the hypersingular operator.
We can now proceed as follows: (a) we can use (4) and the transmission conditions stated in (1) to compute the Cauchy data of the solution (u ± , ∂ ± n u) and reconstruct these functions using (3); (b) we can try to write the u ± in terms of some unknown densities associated with the potentials (2) and solve for these densities via equations obtained from (4) . Approach (a) leads to the so-called direct methods whereas schemes obtained from (b) are known as indirect methods.
3 Associated periodic integral operators and their approximation
Periodic integral operators
Let us consider a smooth regular 2π−periodic parameterization of the curve Γ given by x : R → Γ. First we set the transmission data
We follow the same rule to reformulate layer potentials and boundary integral operators as 2π−periodic integral operators in the following sense: for SL k and the associated boundary integral operators V k and K k , the norm of the parameterization |x (t)| (t is the integration variable) is incorporated in the density function ϕ in (2), whereas for DL k , and the corresponding boundary integral operators K k and H k this term is incorporated in the kernels of these operators. In addition, the operators K k and H k are multiplied by |x(s)|, where s will be used henceforth as the variable corresponding to the target point in all of the integral operators considered in this text. With these conventions, we write the single, double and adjoint double layer operator as follows
with
(Observe that K k and K k are transpose to each other). Very well known properties of the Bessel functions imply that the functions A, B,C, D are smooth functions if so is the map x, as we have already assumed above.
Regarding the parameterized version of the hypersingular operator, the integrationby-parts like formula due to Maue [9] (see also [11] ) allows to write H k as the integrodifferential operator
Here, Dϕ := ϕ is simply the differentiation operator.
Nyström Discretization
The structure of the kernels introduced in the previous section leads to tackle, apart from the derivative operator, the evaluation of integrals as
where a, ψ are 2π−periodic, with a being smooth and ψ, in principle, singular at 0. The operators defined in equation (10) are 2π−periodic pseudodifferential operators (cf. [13, Ch.7] ).
Trigonometric interpolation
Let us denote
the space of trigonometric polynomials of degree N. On T N we consider the trigonometric interpolation problem on the uniform grid { jπ/N}:
The solution of the interpolating problem is given by
which can be computed in O(n log n) operations using FFT.
Discrete operators
We now introduce
as discrete approximations of (10). Clearly Ψ N ϕ depends only on the pointwise values of the density at the grid points, which justifies the use of the term "discrete" when referring to these operators. Obviously, we are just working with a product-integration rule and the applicability of such procedure relies on being able to compute
i.e. the Fourier coefficients of the weight function ψ. Fortunately, for the weight functions featured above, these Fourier coefficients can be computed explicitly. Indeed, for ψ 1 := log sin 2 t 2 we have
whereas for ψ 2 := sin 2 t 2 log sin 2 t 2 straightforward calculations yield
We stress that the calculation in the case of the weight ψ 1 can be traced back to [8, 10] (see also [7] ). For the remaining case, ψ 0 ≡ 1, the same approach gives us (see (11) 
i.e., the trapezoidal rule. Therefore, for ψ ≡ 1, we simply have
Discrete Helmholtz Boundary Integral Operators
For the single layer operator we work with two types of discretizations. The first one, proposed originally by Kress (cf. [7] and references therein) is simply
One can use the same approach for the double layer operator and obtain
The operator K k,N can be defined accordingly. Alternatively, we can proceed in a different way and define the more accurate approximation
The operator K k,N can be obviously defined in the same manner. We can actually use the same approach for the single layer operator V k . Indeed, let us write first
We point out that function A(s,t) is smooth with
Hence, using the Bessel operator defined as
we have derived the following alternative expression for the single layer operator
which can be exploited to lead to the following approximation
Obviously, V k,N can be applied, in principle, only to trigonometric polynomials, since otherwise the first term gives rise to an infinite series. As we will see later, this is not a severe constraint for the numerical approximations we propose. Finally, applying integration by parts and making use of the same quadrature rules, we have
Then, following the same convention, we can define
Again H k,N is not a full discrete operators, but when applied to trigonometric polynomials it can be computed exactly which turns out to be enough for our purposes.
Convergence analysis
We develop our analysis in periodic Sobolev norms. For any p ∈ R we first define the Sobolev norm ϕ
The periodic Sobolev spaces of order p, denoted in what follows by H p , can be defined, for instance, as the completion of trigonometric polynomials in this norm. We are ready to state the main theorem. The proof follows from application of similar ideas to those introduced in [7, Ch. 12 and 13] (see also [1] ). Let us point out that henceforth, for given A : X → Y , we denote by A X→Y its operator norm. 
On the other hand, for
} the corresponding discretization, we have for q ≥ −3 with p + q > 1/2.
PROOF For any function ψ we denote the convolution operator in the usual manner:
Then it is straightforward to check that for ϕ smooth enough, see (10) ,
where e n (s) = exp(ins) and a n (s) := 1 2π 2π 0 a(s,t)e −n (t)dt is the nth Fourier coefficient of a(s, ·). Since function a is assumed to be smooth, then for any P it holds that sup
Let us restrict ourselves to the cases ψ = ψ m , for m = 0, 1, 2 (see the beginning of subsection 3.2.2). Denote then by Ψ m the corresponding operator and by Ψ m,N , its numerical approximation cf. (12) . Clearly, the proof of this Theorem can be reduced to studying
We will make use of the following results:
(a) for m = 1, 2 it holds
with C m independent of m which implies
(b) the convergence estimate for the trigonometric interpolant [13, Theorem 8.2.1] We are ready to analyze the approximation error of the discrete operators. First, for m = 0, that is, for integral operators with smooth kernel, we have
Let us examine the case m = 2. If p ≥ 3, we can proceed similarly to conclude
provided that p + q > 1/2 and q ≥ −3. If p ∈ [0, 3], we can only get convergence estimates for the interpolator in H 0 (we can not expect faster convergence in weaker norms). Therefore we have instead
Collecting these bounds, the result for m = 3 follows readily. Case m = 1 is left as exercise for the reader. We recall the functional properties of the boundary operators in the Sobolev setting. Define
This extra regularizing property has been repeatedly used in the design and analysis of boundary integral methods for Helmholtz equation. If we define
the following result can be easily derived from Theorem 3.1 Proposition 3.1.1. For any p > 1/2,
are uniformly continuous. Moreover, if p > 1/2 and q ≥ −1 with p + q > 1/2,
and, for q ≥ −2, p > 1/2 and p + q > 1/2,
Proof. Define
Then
Equation (20) in Theorem 3.1 proves (25) since
which hold for p + q > 1/2 and q ≥ −1. Moreover, from the mapping properties of the continuous operators, these estimates with q = 0 imply the first result for D k,N .
For the second estimate, we start now from
where
for which we have the error convergence estimates
(With the restriction p + q > 1/2 in all these cases). Choosing q = q and p = p in all the estimates in (32) we get (25) which, in particular, implies (24) as a simple consequence. To prove (26), we take (p ,
In short, we have shown in this section two different types of discrete versions of the Helmholtz boundary layer operators. The first type of discretization is simpler and works well for equations stated in H p × H p such as the equations of the second kind where the hypersingular operator is not the leading term, either because it does not appear or because the strong singular part is canceled out. The second type of discretization involving the operators D k,N turns out to be more appropriate for formulations in the natural space H p+1 × H p or for complex formulations where the operators are more involved and/or the operator H k plays a dominant role. Actually, we could keep K k,N and K k,N in D k,N and the desired convergence property, namely D k,N − D k H p ×H p+1 →H p ×H p+1 → 0 for any p > 1/2, still holds. We have prefered, however, to collect in D k,N the more accurate discretization. We will consider several examples of these cases in next section. and analyzed in the previous section, the stability and convergence of the resulting schemes can be now easily proven.
For the sake of a simpler notation, we will denote in this section only by V ± , H ± , etc the corresponding layer operators for k ± . Their discrete versions will be denoted, as before, by simply adding the subscript N.
First we consider the Kress-Roach formulation cf [5] . Defining
where I is the identity operator matrix, this formulation amounts to solving the system of boundary equations
It is well known that if ( f , λ ) = (h, ν η) cf. (5), then the unique solution is a = u t • x, ϕ = |x |(∂ n u t ) • x where u t is exterior part of the total wave: u t = u + + u inc . Clearly, once this equation is solved, taking into account the transmission conditions (1), we can evaluate u ± by means of (2). The discrete versions of the operators L 1 are given by (18)- (19)) where
Thus, the discrete problem is given by
Observe that the last equation implies that (a N , ϕ N ) ∈ T N × T N which allows us to reformulate the method as a true Nyström scheme, where the unknowns are the pointwise values of the densities at the grid points { jπ N }. We will consider next the Costabel-Stephan formulation [2] : Let
and the associated system of integral equations
In this case, if we take
the method we propose for solving (35) can be written in operational form as follows
As before, (a N , ϕ N ) ∈ T N × T N for any pair ( f , λ ) on the right hand side. (This can be easily seen by noticing that the leading part in L 2,N is diagonal in the complex exponential bases). The so-called regularized combined field integral equation, proposed in [3] will be also analyzed here. Let
The boundary integral equation is then given by
It can be shown (see [3] ) that this system of integral equations admits a unique solution provided that κ is chosen to be a complex number with positive imaginary part. Moreover, this parameter can be adjusted to make eigenvalues cluster around 1. Besides, by construction if we plug (h, η) in the right hand side, the unique solution is (u t • x, |x |(∂ n u t ) • x). In other words, this is a new direct method where R k works as some sort of preconditioner for L 2 .
The discretization of the regularized equations is done as follows. First, we set R κ,N := 1
and next we define
(Observe that the first matrix operator maps T N × T N into itself.) The numerical algorithm, in operator form, is given by
Observe again that the right-hand-sides are trigonometric polynomials, and thus so are the solutions of these discrete problems .
We also investigate an integral formulation based on an indirect method. That is, unlike the formulations considered so far, the unknown is not immediately related to traces on the boundary of the solution of the transmission problem. This integral formulation, has an interesting feature: the solution of the transmission Helmholtz problem can be reconstructed from knowledge of one boundary density only. In other words, this integral equation needs half as many unknowns as the other integral formulations considered in this paper thus far.
Let us describe this equation, which was first introduced in [4] . We seek a function µ so that
(SL ± and DL ± are the corresponding parameterized layer potentials). The density µ can be computed by solving the boundary integral equation
where f = λ − iρg. Here ρ is a coupling parameter which must be real and different from zero to ensure the well-posedness of the equation. In the definition of the operator L 4 we used the operators
The discretizations of these operators are given by
Thus, we define
Again, µ N ∈ T N regardless of the right hand side f . 
are continuous and invertible for all p ∈ R. Moreover, for p > 1/2,
Furthermore, we have the following convergence results: For all p > 1/2 and q ≥ 0, if (a 1 , ϕ 1 ) denotes the exact solution for (33) and (a 1 N , ϕ N 1 ) is the corresponding numerical solution of (34), it holds a − a 
Finally if µ is the solution of L 4 and µ N that given by the numerical scheme (40),
In the estimates above, C > 0 is independent of a, ϕ, f , λ or µ, and N.
Proof. The functional properties stated in (41) are well known and can be easily derived from the functional properties of the operators involved (see Proposition 3.1.1).
The proofs for all the convergence estimates share the same ideas. Thus, for the sake of brevity we restrict ourselves to consider a few representative cases to illustrate the kind of techniques used here.
Proof of (42a) and (43a). Denote as in (27)
and therefore, from from (22),
for any p ≥ 0, q ≥ −1 with p + q > 1/2. Setting accordingly
we notice that cf (25) (see also (28))
On the other hand,
Therefore, (45) and (46) yield
In particular, setting q = 0 implies (42a). The error estimate for the numerical method is obtained using standard techniques:
Proof of (42b) and (44a) For L 2 , we proceed in the same fashion with
which allows us to write
holds as well, estimate (22) yields
for any p ≥ 0 and q ≥ −1. On the other hand, from (26) (see also (30)),
for any p > 1/2 and q ≥ −2 with p + q > 1/2. Thus
which, with q = 0, implies in particular (42b). Estimate (44a) is proved from (48) as in (43a). Proof of (42d) and (44c). Notice first that F ± : H p × H p → H p+3 × H p+1 is continuous and
which can be deduced from equations (32a) and (32c) with p = p + 2 and q = q − 2 and from equations (32b) and (32d) with p = p and q = q. Thus, similar arguments as those used above for L 2 can be applied to show a different estimate:
which holds for p > 1/2, q ≥ −1 and p + q > 1/2. We are now ready to start analyzing the more complex formulation of this paper, namely L 3 and the corresponding discretization given by L 3,N . Clearly,
First term with L 1,N defined as L 1,N with V ±,N , K ±,N and K ±,N instead, can be analyzed as in (47) to get
For the second term we emphasize that
(We have applied (32c) with p = p + 1 and q = q − 1 and (32d) with p = p + 1 and q = q and the mapping properties of L 2 ). Regarding the third term, using (49) we get
Gathering (51), (52) and (53) in (50) we obtain
which implies (42d) by taking q = 0. To prove (44c), we can easily see that, as in (48), we simply have to bound
The first term has been already studied in (54). Regarding the second term, we have
+ (P N − I )R κ H p+q+1 ×H p+q+1 →H p+1 ×H p+1 f p+q+1 + λ p+q+1 ≤ CN −q f p+q+1 + λ p+q+1 . Notice that, unlike (43a), f p+q+1 , λ p+q+1 cannot be bounded in terms of a p+q+1 and b p+q+1 because we cannot guarantee that R κ is invertible. However, it follows that
which allows us to write the convergence in terms of the regularity of the right-hand-side instead.
The main point of this theorem is that convergence in higher Sobolev space norms of the Helmholtz boundary operators allows to prove easily the stability and convergence of the Nyström discretizations. The higher order discretizations { V k,N , R K,N , R K,N } guarantee convergence of Nyström discretizations for rather complex formulations whereas the simpler, but less accurate discretizations of second kind integral formulations such as those based on the operators L 1 still converge. The analysis based on the results of Theorem 3.1, whose details are a bit more subtle, allows us to employ optimal discretizations and norms in which the stability and convergence results hold. Observe that on account of Sobolev embedding theorems, all of the convergence results established above imply convergence in the L ∞ norm.
Numerical experiments
For brevity, we only present numerical results for the Costabel-Stephan formulation L 2 . We refer the reader to [1, 3] for extensive numerical results for the other formulations.
Kite
Cavity The domains we have considered are the geometries depicted in Figure 5 . We have taken k + = 8, k − = 32 in the Helmholtz transmission problems (1), with ν = 1 in the transmission conditions across the interface. We have applied the numerical schemes L 2,N and L 2,N . The latter scheme is that defined using V ±,N , the less accurate approximation for V ± . We point out that only the first discretization has been analyzed in this paper.
The L ∞ error estimate in the far field for the numerical solutions is shown in Table 1 . The exact solution has been computed using L 1,N for sufficiently large N, which, in turns, provides an indirect demonstration of the performance of this discretization too.
Both methods converge superalgebraically to the exact solution, although L 2,N performs better with even a slightly faster convergence. Convergence, and specially stability of L 2,N remains as an open problem and certainly will deserve more research in the future.
