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We study thermodynamic properties of the doped Hubbard model on the square lattice in the
regime of strong charge and spin fluctuations at low temperatures near the metal-to-insulator
crossover and obtain results with controlled accuracy using the diagrammatic Monte Carlo method
directly in the thermodynamic limit. The behavior of the entropy reveals a non-Fermi-liquid state
at sufficiently high interactions near half-filling: a maximum in the entropy at non-zero doping
develops as the coupling strength is increased, along with an inflection point, evidencing a metal
to non-Fermi-liquid crossover. The heat capacity exhibits additional distinctive features of a non-
Fermi-liquid state. Measurements of the entropy can therefore be used as a probe of the state of
the system in quantum simulation experiments with ultracold atoms in optical lattices.
The 2d Hubbard model [1] is one of the foremost mod-
els of strongly interacting electrons, whose Hamiltonian
is written as
H = −t
∑
〈ij〉σ
(
cˆ†iσ cˆjσ + H.c.
)
+ U
∑
i
nˆi↑nˆi↓ − µ
∑
iσ
nˆiσ.
(1)
Here, t is the nearest-neighbor hopping amplitude, U is
the on-site Coulomb interaction, µ is the chemical poten-
tial, cˆ†iσ (cˆiσ) creates (annihilates) a fermion with the spin
σ on the site i, and nˆiσ = cˆ
†
iσ cˆiσ. In spite of its seeming
simplicity, it is widely believed that the Hubbard model
captures the rich phenomenology of cuprate high-Tc su-
perconductors [2, 3]. Nonetheless, after decades of exten-
sive studies, much of the intriguing physics harbored by
the Hubbard model remains to be uncovered and defini-
tively described [4].
Among different properties of a thermodynamic sys-
tem, the entropy has a special place, capturing the tem-
perature dependence of several local thermodynamic ob-
servables via Maxwell relations. It is also where quantum
many-body physics meets information theory [5–9]. In
previous studies, the entropy and some of the equations
of state of the 2d Hubbard model have been computed
by various state-of-the-art numerical algorithms, such as
the determinant quantum Monte Carlo (DQMC) [10–
13], dynamical cluster approximation (DCA) [14], nu-
merical linked cluster expansion (NLCE) [15, 16], vari-
ational cluster approximation (VCA) [17], and finite-
temperature Lanczos method (FTLM) [18]. These re-
sults have substantially advanced our understanding of
thermodynamics of the 2d Hubbard model, having led to
a quantitatively reliable picture at high temperatures.
A particular challenge has been the problem of how
the metallic character in the 2d Hubbard model at low
temperatures is destroyed by developing correlations [19–
23]. It is central to understanding the role and nature of
correlations that can potentially drive high-temperature
superconductivity at appropriate dopings [2, 3, 19]. It
has been recently demonstrated [22, 23] that the insulat-
ing behavior at half-filling (the average number of par-
ticles per lattice site n = 1) emerges smoothly as U
is increased starting from a metallic state due to ex-
tending antiferromagnetic (AFM) correlations, while the
charge correlation function reveals a correlation hole [23].
Such a crossover is extended in parameter space, involv-
ing a transitional non-Fermi-liquid (NFL) state with a
partially-gapped Fermi surface [22]. This picture has
proven to be difficult to capture even qualitatively with
finite-size methods due to the long-range nature of cor-
relations [20, 22].
On the other hand, experiments with ultracold atoms
in optical lattices [24–31] accurately realize the model
(1) in a physical system and offer a route towards ex-
ploring its properties over regimes not accessible to the-
oretical methods. Recent experiments have approached
the range of temperatures T . 0.25t of the metal-to-
insulator crossover: they demonstrate development of
long-range AFM correlations at T ∼ 0.2t [29] and their
disappearance with doping, while in situ measurements
of the equation of state n(µ, T ) [6, 7] enable accurate de-
termination of the entropy. However, reliable theoretical
predictions for thermodynamics of the doped 2d Hub-
bard model in this regime are missing. Not only are con-
trolled predictions crucial for validation of upcoming ex-
periments, but also experimental determination of equa-
tions of state and, ultimately the phase diagram of the
model (1), requires reliable thermometry, which in these
isolated systems is only enabled by theoretical input.
Here we study the entropy and thermodynamics of
the doped Hubbard model on the square lattice in the
highly non-trivial correlated regime where the system ex-
periences a crossover from metallic Fermi-liquid (FL) to
non-Fermi-liquid (NFL) behavior in the presence of com-
peting energy scales and strong correlations. We obtain
results with controlled accuracy directly in the TDL by
the diagrammatic Monte Carlo approach, in which the
coefficients of the perturbative expansion for a particular
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2Figure 1. Entropy as a function of (a) the chemical potential for various interaction strength at T = 0.2t [For U = 4t the
gray shading marks the regime where ∂D/∂T > 0, which contains the region marked by the green shading where the state of
the system is of a NFL character, ∂κ/∂T > 0.] and (b) the temperature for various densities at the fixed interaction strength
U = 4t . (c) Color map of the entropy in n-U plane for the fixed temperature T = 0.2t .
observable in powers of the coupling U are computed by
a numerically exact stochastic sampling of all contribut-
ing Feynman diagrams [32, 33]. More specifically, we use
the connected determinant (CDet) diagrammatic Monte
Carlo algorithm [34] and the approach of Ref. [35] for
controlled evaluation of observables from their diagram-
matic series in the strongly correlated regime, previously
employed in Refs. [22, 23]. The behavior of entropy as a
function of doping and interaction strength contains am-
ple information about the state of the system, allowing,
in particular, to pinpoint the FL-NFL crossover in the
charge sector by its relation to double occupancy and
compressibility. At the same time, the heat capacity
shows signatures of the crossover in the AFM channel
and supression of the density of states in the partially
gapped NFL at half-filling. Our results suggest that the
most basic techniques of cold atom experiments, such as
adiabatic loading of a Fermi gas with known entropy in
the optical lattice [36] and determination of entropy from
the equation of state [6, 7], can be used for detecting the
state of the system in this regime, while our data for the
temperature dependence of entropy and n(µ, T ) provide
a basis for reliable thermometry. The maximum of en-
tropy at a particular doping in the correlated regime can
indicate the vicinity of phase separation [37–41] or favor a
high-temperature superfluid, as observed in cuprates [42–
44].
We obtain the entropy of the system using the formula:
s =
1
T
(EK + UD − µn+ P ) , (2)
where EK is the kinetic energy, D is the double occu-
pancy, P is the negative grand potential density, equal
to the pressure for a homogeneous system, and all ex-
tensive quantities are defined per lattice site. Having
computed the series coefficients for EK , D, n, and P ,
we evaluate these observables using the procedure devel-
oped in Ref. [35] and compute the entropy with Eq. (2)
directly in the TDL without numerical integration or a
fitting procedure.
Figure 1(a) shows the entropy as a function of chem-
ical potential (shifted by the half-filling value U/2) for
a fixed temperature T = 0.2t, which is within the range
T . 0.25t, where quasiparticle properties can be defined
near half-filling [22] (and thus one can speak of FL and
NFL states). This temperature has also become accessi-
ble in state-of-the-art experiments. The key observation
is that s(µ) changes its shape qualitatively as U is in-
creased, which can be understood in the following way.
Because of the particle-hole symmetry of the Hamilto-
nian, i.e. the symmetry of Fig. 1(a) w.r.t. reflection
about the µ = U/2 axis, and the requirement that s(µ) is
smooth, ∂s/∂µ = 0 at µ = U/2. [By the Maxwell relation
∂s/∂µ = ∂n/∂T it translates to the well-known fact that
n = 1 at µ = U/2 at any temperature.] Thus, the drift
of the maximum of s(µ) away from half-filling at U val-
ues above a certain threshold Uch must be marked by the
appearance of an inflection point at µch(U) close to half-
filling, defined by ∂2s(µch)/∂µ
2 = 0. By the Maxwell
relation ∂2s/∂µ2 = ∂κ/∂T , where κ = ∂n/∂µ is the
compressibility, this inflection point first appears when
∂κ/∂T at half-filling changes sign, signaling the crossover
from metallic to insulating behavior: a half-filled metal
is characterized by ∂κ/∂T < 0, while an insulator fea-
tures ∂κ/∂T > 0 [23]. At T = 0.2t, this crossover was
found in Ref. [23] to happen at Uch ≈ 2.5t, which shows
in Fig. 1(a) by the maximum moving away from µ = U/2
between the curves for U = 2t and U = 3t. As U is in-
creased further above Uch, the inflection point at µch(U)
moves away from half-filling, implying that the state of
the system is of a NFL character in the growing range
of dopings such that µ > µch(U). The NFL regime for
U = 4t is illustrated in Fig. 1(a) by the green shading.
The presence of the entropy maximum at µmax away
from half-filling can be detected via ∂s/∂µ = ∂n/∂T = 0
3in the equation of state n(µ, T ) for a given interaction
strength. The n(µ) curves for close enough temperatures
must cross at the location of the maximum of s(µ), as
seen for U = 4t in Fig. 2. Figure 1(c) combines s(µ) with
the equation of state and shows the entropy map in the
n-U plane for a fixed temperature T = 0.2t . Along the
trajectory µmax(U), the entropy value monotonically in-
creases as a function of U . Interestingly, the density value
n∗ ≈ 0.88 of the entropy maximum at U = 4t is already
close to the reported value ≈ 0.85 of the t-J model [45].
Finally, Fig. 1(b), where s(T ) is plotted at several densi-
ties, can be used for thermometry in experiments where
a weakly-interacting gas of known entropy is loaded in
the optical lattice adiabatically [36].
At a certain µpot(U), the s(µ) curves corresponding
to different U values cross. By the Maxwell relation
∂s/∂U = −∂D/∂T , at this point the temperature de-
pendence of the potential energy EP = UD changes sign:
∂D/∂T > 0 in the vicinity of half-filling for µ > µpot(U),
meaning that in this regime, double occupancy drops
with cooling. At the same time, since ∂n/∂T is negative
for µ > µmax, this ensures the development of the local
magnetic moment 〈s2z〉 = (n−D)/2 upon cooling towards
the quasi-antiferromagnet. Curiously, at half-filling and
fixed T , the local moment was found in Ref. [23] to start
developing at a larger value of U than the Uch needed
for the compressibility to acquire its insulating charac-
ter. This was attributed to the substantial enhancement
of ∂κ/∂T due to the temperature dependence of non-
local charge fluctuations. The behavior of entropy in
Fig. 1(a) shows that, with growing interactions, µpot(U)
decreases faster than µch(U) from U/2, eventually pass-
ing it (marginally, given the error bars), so that at U = 4t
the range of dopings for which ∂D/∂T > 0 is some-
what wider than the NFL region defined by µ > µch.
In Fig. 1(a) at U = 4t, the region where the double occu-
pancy decreases with cooling, ∂D/∂T > 0, is denoted by
the gray shading, which also contains the NFL regime.
Figure 3 shows the behavior of the kinetic EK and
potential EP energies as a function of density for vari-
ous temperatures at U = 4t. While at high tempera-
tures EK(n) monotonically decreases on approach to half-
filling, a minimum appears at T . 0.5t, which propagates
from half-filling to lower densities upon cooling. The rise
of EK(n) on approach to n = 1 is a signature of increas-
ing localization in the NFL regime. In contrast, EP (n)
is a monotonically increasing function for all T . How-
ever, the curves for neighboring temperatures cross at
the point where ∂D/∂T = 0 (= −∂s/∂U), correspond-
ing to the location of the boundary of the gray region in
Fig. 1(a).
Numerical differentiation of the total energy E allows
us to obtain the specific heat CV , which exhibits several
signatures of the rich metal-to-NFL crossover physics.
Figure 4 shows CV (T ) for different densities at U = 3t.
At half-filling, CV (T ) develops a sharp maximum at
Figure 2. Density as a function of the chemical potential µ
at different temperatures for U = 4t. Inset shows the density
as a function of µ− U/2 for various U values at T = 0.2t .
Figure 3. The kinetic (solid lines) and potential energy
densities (dashed lines) plotted against density for various
temperature at fixed U = 4t.
T . 0.15t (we are not able to reliably evaluate CV at tem-
peratures lower than T = 0.15t at n = 1). Such a max-
imum is generically due to extending AFM correlations
and is also seen, e.g., at the Ne´el transition in 3d [46]. In
2d (where a phase transition at n = 1, T > 0 is forbid-
den), it can be viewed as a marker for the crossover to the
quasi-AFM state with a large correlation length of more
that 10 lattice sites, which is predicted in Ref. [23] to
happen at T ∼ 0.15t for U = 3t, in consistency with our
results. Earlier finite-size DQMC results at half-filling
appear to capture the location of the peak and a broad
maximum at high temperatures [10, 11]. It is interesting,
however, that CV (T ) at half-filling also exhibits a small
shoulder at T ≈ 0.25t, where according to Ref. [22] the
single-particle gap first opens at the antinodal point of
the Brillouin zone. The accelerated decrease of CV (T ) at
temperatures immediately below T = 0.25t is consistent
with the picture of the gap proliferating along the Fermi
surface before the AFM correlations become appreciable
at T ≈ 0.2t and CV (T ) starts rising sharply.
4Figure 4. (a) The heat capacity as a function of the temper-
ature at densities between 0.62-1.0 per site for a fixed U = 3t.
(b) The kinetic and (c) the potential energy contribution to
the heat capacity as a function of temperatures.
As the system is doped, the AFM peak is dramatically
suppressed already at n ∼ 0.935 and completely disap-
pears at n . 0.86 down to the lowest accessible tem-
peratures. At large dopings, the CV (T ) curve becomes
essentially featureless, suggesting that it approaches its
low-temperature CV (T ) ∝ T FL asymptote. However,
at the specific density n = 0.7, which is well below the
location of the entropy peak, and at which the system is
expected to be a good FL at low enough T , we detect a
sizeable bump in CV (T ) at T ≈ 0.2t, which appears to be
robust w.r.t. various numerical differentiation schemes.
Splitting the specific heat into the kinetic (∂EK/∂T ,
Fig. 4(b)) and potential (∂EP /∂T , Fig. 4(c)) energy con-
tributions [11], sheds light on the origin of the features of
CV (T ): The low temperature peak close to half-filling is
entirely due to the potential energy, which is consistent
with the metal-to-insulator crossover being driven by the
Slater physics [47], whereas the increase of CV at higher
temperatures is due to EK . As the system is doped, the
AFM peak in EP gradually disappears around densities
where the entropy is maximal. Further doping extends
the range of temperatures where ∂EP /∂T < 0, in con-
sistency with the increasing entropy with U , seen in the
large doping regime in Fig. 1(a).
In conclusion, we have demonstrated by controlled cal-
culations in the TDL that entropy and heat capacity
contain ample information to characterize the state of
the doped 2d Hubbard model, with respect to both its
charge and spin properties, and observe the crossover
from metallic to NFL behavior at low enough temper-
atures where quasiparticles become meaningful. This
regime is already within reach of current experiments
with ultracold atoms in optical lattices.
The maximum in s(n) that appears at a non-zero dop-
ing is entirely due to correlations, and its emergence nec-
essarily requires a NFL regime developing in the vicinity
of half-filling. A sharp maximum of entropy is expected,
e.g., above the critical end-point of the phase separa-
tion line, which was suggested to emerge at a lower T
in this regime of parameters [37–41]. By the condition
∂2s/∂µ2 = ∂κ/∂T , it could stem from the divergence
of κ on approach to the critical point. On the other
hand, an entropy maximum corresponds to a high density
of many-body states available for scattering, while ther-
modynamic observables become NFL-like only closer to
half-filling than the location of the maximum. Thus, the
entropy maximum could favor a Fermi surface instability,
such as Cooper pairing, which could occur at a relatively
high temperature in its vicinity. In fact, the maximum
of the electronic entropy has been observed to correlate
with the highest superconducting Tc in cuprates [42–44].
Here we focused on the interaction range U . 4t,
to which the metal-to-insulator crossover is confined at
half-filling: at larger couplings cooling the system brings
it directly in the insulating regime [22]. In this range
of U , correlations are also strongly non-local, making
the formulation in the TDL a major advantage of our
method. Although our technique is unable to produce
reliable results at larger U , it is seen from Fig. 1(a) that
the entropy maximum drifts toward larger dopings and
keeps rising with increasing U at these temperatures.
From the behavior of magnetic correlations with dop-
ing [48], we expect that this trend continues until about
U ∼ 6t, where the entropy likely reaches its absolute
maximum. At U & 6t, the competition of superfluid and
magnetic (stripe) phases in the ground state for n & 0.8
has been recently studied using advanced tensor network
and quantum Monte Carlo methods [49–51], where it was
found that the stripes wipe out superfluidity. The ques-
tion remains, however, whether a high-temperature su-
perfluid state could be realized in this system for U . 6t,
while our findings suggest that the regime of n ∼ 0.85 is
a priori the best candidate.
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