As the deployment of wide-area measurement systems (WAMS) expands, data-driven methods are playing an increasingly important role in transient stability assessment (TSA). However, if the measured data is disturbed by noise or the topological structure of the power system changes, the performance of the model based on data-mining would decline so that it could not meet the needs of real-world scenarios. In this paper, we develop a TSA methodology based on extreme gradient boosting (XGBoost) and factorization machine (FM). Utilizing XGBoost to complete automatically the feature construction and transform the power flow into a sparse matrix. The influence of noise can be reduce due to the sparsity of the new feature set. On this basis, FM algorithm, which has advantage in processing the large sparse matrix, is introduced into the model to complete fault classification. Furthermore, the feature crossing function of FM further mines the interactive information of the spatio-temporal features. For changed topology scenarios, we propose a extended-training set scheme. Adding some pivotal data of topology changes to the training set improves the robustness of the model. Compared with existing studies, the proposed assessment model based on XGBoost-FM not only has the better generalization performance in the case of noise interference or changed topology, but also has the least time consumption and complexity.
I. INTRODUCTION
The developmental trend of power system is that system becomes larger and more connectable, the safety of the power system has become a primary issue [1] . The fast and accurate power system transient stability assessment (TSA) has not been well implemented. Time-domain simulation rely on solving nonlinear differential algebraic equations that model power systems. But they are computationally intensive and require accurate system data [2] . By contrast, the direct methods, such as transient energy function method [3] and extended equal-area criterion [4] , can compute quickly and provide the stability margin, but the assessment results are conservative. Due to above drawbacks, these methods cannot simultaneously meet the accuracy and speed requirements for online TSA [5] .
The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. With the gradual improvement of wide area measurement system (WAMS), data analysis is expected to play an increasingly important role in modern power system [6] , [7] . Datamining method, which has powerful and flexible modelling capability [8] , as well as the fast prediction after the inputs are obtained, has been considered as the substitute of time domain simulation method and direct methods. The TSA of power system based on machine has been studying for more than 20 years and it still receiving much attention [9] - [12] . Most of the existing researches are limited to the two-stage manner of ''First artificially extract features and then train classification models''. In this manner, the machine learning model only participates as a classifier in TSA, meanwhile feature engineering requires subjective experience and lacks scientific guidance [13] .
The processing of high dimensional characteristic of power system data is a difficult point in theoretical research and engineering practice. According to the existing research VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ achievements, the feature engineering techniques applied in TSA are divided into three categories [14] : 1) Feature selection. 2) Feature extraction. 3) Artificial transient stability feature construction. In [9] , the improved Relief-Wrapper method is used to select the important features. A two-stage support vector machine (SVM) approach is proposed to generate two models, including a linear SVM model with controllable features to provide preventive adjustment rules, and a more accurate SVM model to approximate the actual security region. In [10] , the Wrapper method is used to select the original features, and multiple SVMs with similar accuracy and different parameters are integrated to greatly reduce the misclassification samples that have a great impact on the system security and stability. In [11] , The 33-dimensional system-level features are manually constructed, then binary Jaya (BinJaya) is used for feature selection, and finally TSA is completed by an ensemble of os-extreme learning machine (EOS-ELM). In [12] , Pearson coefficient filtering and modelbased feature selection are used. Firstly, redundant features with high correlation are deleted by using the Pearson coefficient method. Secondly, The feature importance score that returned by training XGBoost is obtained. Thirdly, by setting threshold, the unimportant features of transient stability are deleted. Finally, by repeating the above iteration process, the optimal feature subset of ''value'' is obtained.
To summarize, higher accuracy has been achieved in previous studies. But the above methods are still difficult to apply to online transient stability prediction of power system.The main reasons are as follows:1) As the scale of the power grid gradually expands, big data has become more complicated both in terms of quantity and dimension. When the above machine learning algorithms are used to process complex big data, there are some problems, such as low prediction accuracy, weak generalization ability and long training time [15] , [16] ; 2) Some feature selection methods are timeconsuming and labor-consuming in processing and training high-dimensional data , then the update time of the TSA model will be longer; 3) The system-level artificial feature construction set can only characterize the overall operation of the power system, treat all feature information equally, and cannot highlight the key information that affects transient stability. Most of the existing literatures select grid variables as input features based on subjective experience, and lack the support of power system theory; 4) The performance of data-mining models is greatly reduced and even cannot be employed continuously subject to large disturbance(topology changes and noise interference) [17] .
In order to improve the generalization ability and robustness of the model, we develop a TSA model based on XGBoost and Factorization machine (FM). The main contributions of this work are as follows:
1) This work introduces the concept of automatic feature construction into TSA process. The proposal can transform the spatio-temporal sequence into a sparse matrix, which can extract the transient information of the measured data and improve the robustness of the model to noise. In addition, compared with the artificially constructed system-level features in [1] , [11] , and [12] , the features constructed by this method can better reflect the transient stability of the system. 2) Selecting FM as classifier, on the one hand, we utilize its feature crossing function to further mine the relationship between power features. On the other hand, the algorithm's rapidity is very suitable for the online application of the model. 3) Topology changes of the power grid is the main factor to prevent most TSA models from being employed in practice, this paper proposes an effective extendedtraining scheme. The concept of important score is presented to let the model learn the pivotal information of topology change in advance. This scheme greatly improve robustness of the proposed model. The remainder of this paper is organized as follows. Section II includes the mathematical description and analysis of XGBoost and FM. Section III introduces the principle and structure of XGBoost-FM and the evaluation criteria of the model. Section IV presents a comprehensive case study and discussion.The conclusions are given in Section V.
II. PRINCIPLES OF XGBoost AND FM MODEL A. PRINCIPLES OF XGBoost MODEL
XGBoost is a gradient lifting algorithm that breaks through the computational limits of ensemble model by accumulating multiple weak learners over multiple iterations [18] .
Assuming that a data set is D = {(x i , y i )} : i = 1...N , x i ∈ R m , y i ∈ R}, There are n samples in D, each sample has m features, and each sample has a label value of y. Assuming that there are a total of k trees in the ensemble model, the prediction results given by the entire model on this sample i for:
where f k denotes the k-th tree, x i represents the feature vector corresponding to the sample, and f k (x i ) denotes the predicted score of the i-th sample of the k-th tree. XGBoost introduces model complexity to measure the computational efficiency of the algorithm. The objective function of XGBoost is defined as shown in equation (2) .
where i represents the i-th sample in the data set. N represents the total amount of data imported into the k-th tree, and K represents all the trees established. The first term in (2) is the traditional loss function, which measures the difference between the true label and the predicted value. The second term in (2) represents the complexity of the model, which is represented by the tree model . represents a formula that measures the complexity of the tree model from the structure of the tree, defined by equation (3).
where T is the number of leaf nodes in a tree. The index of each leaf node is j, and the sample weight on this leaf node is w j . There will be a predicted score on each leaf node. The predicted score is also called the leaf weight. There are two parts in this structure: one is the γ of the control tree structure, and the other λ is the regularization term which is used to control the weight distribution of the leaf nodes to avoid excessive values of the weight vector.
In the process of solving the objective function of XGBoost, it is considered how to convert the objective function into a direct relation to the structure of the tree, and establish a direct relationship between the structure of the tree and the effect of the model. First assume that ∧ y t i is the predicted value of the i-th sample at the t-th iteration, and add f to further convert the objective function. The conversion result is as shown in equation (4):
We perform a second-order Taylor expansion on equation (4) . The next step is to simplify the objective function. The objective function is transformed into equation (5):
where g i and h i are the first and the second order gradient on l. Thus, the objective function is transformed into solving the minimum of the one-dimensional quadratic equation. Assuming that the structure q of the tree is fixed, the equation (6) is derived for w, and the optimal weight of the leaf j can be calculated:
We can substitute equation (6) into equation (5) to get:
where G j = i∈I j g i , H j = i∈I j h i ; obj presents the quailty of a tree strucutre q. Therefore, the objective function is also called ''structural score''. The lower the score, the better the overall structure of the tree.
B. PRINCIPLES OF FM
FM is a machine learning method based on matrix decomposition, which has a good learning effect on sparse data [19] . The model equation for a factorization machine of degree d = 2 is degree as:
where the model parameters that have to be estimate are:
where w 0 is the gobal bias, w i models the strength of i-th variable, ∧ w i,j is the modeling of the interaction between the i-th and j-th variables and the objective function.
And ·, · is the dot product of two vectors of size k:
The equation (8) can be transformed into the equation (11):
It can be seen from the equation (11) that the time complexity of the FM is O(k n), so it can have high computational efficiency. According to the above, FM has the following advantages:
1) Even in the case of sparse data, the FM model can calculate the interaction between all features. 2) The number of hyperparameters is small, the adjustment of parameters is simple, and the time complexity of training and prediction is linear.
III. XGBoost-FM FOR TSA
In this paper, an end to end TSA model is developed. The schematic diagram of the model is depicted in Figure 1 .
In online application, the measured data is collected by PMUs, and XGBoost transforms the time sequence to generate a sparse spatio-temporal matrix. FM mines the hidden information between spatio-temporal features and completes TSA. 
A. AUTOMATIC FEATURE CONSTRUCTION
XGBoost is a very powerful feature constructor, that significantly increases the accuracy of the classifier. For each subtree in XGBoost, each sample will eventually fall into the leaf node of the subtree. We use the One-hot to encode the index values of the leaf nodes. For example,we consider the XGBoost model in Figure 2 with 2 subtrees. The two subtrees have five paths. The first subtree has 2 leaf nodes and the second subtree has 3 leaf nodes. Since each path of the tree is finally segmented by minimizing the difference of structure scores, the features and their combinations obtained by each path are relatively distinguishable. If an instance ends up in leaf node 2 of the first subtree and leaf node 2 of the second subtree, the overall input to the FM classifier will be the binary vector [0,1,0,1,0], where the first 2 entries correspond to the leaves of the first subtree and last 3 to those of the second subtree. A traversal from root node to a leaf node represents a rule on certain spatio-temporal features [20] . θ 1 , ..θ 4 represents a binary feature that is 0 or 1. We can understand XGBoost based transformation as a supervised feature encoding that converts a real-valued vector into a compact binary-valued vector. Training FM classifier on the binary vector is essentially learning weights for the set of rules.
B. FEATURE CROSSING
As mentioned above, We convert the measured data onto sparse data by using XGBoost. Considering the need of the offline training and online application of TSA model, we choose linear model to process a large amount of data. However the existing linear models only consider each feature independently and do not take into account the relationship between features and features. In fact, the interaction of power flows in different spatio-temporal field has an effect on the stability prediction of the system, so feature crossing can play an important role. The principle of feature crossing is shown in Figure 3 . The data in figure 3 shows a non-linear distribution. The blue dot represents the positive class instance and the gray dot represents the negative class instance. X 1 and X 2 represent two features of the instance. If the feature X 1 of an instance is greater than 0, the instance is a positive class instance, otherwise the instance is a negative class sample. If the feature X 2 of an instance is greater than 0, the instance is a positive class instance, otherwise the instance is a negative class instance. If the linear model is trained only with feature X 1 or feature X 2 , its decision boundaries are shown as Figure 3 (a) and Figure 3 (b), and it cannot perform well on the data with nonlinear distribution. If we multiply feature X 1 and feature X 2 to get a new feature X 1 X 2 , namely, feature crossing, the decision boundary is shown in Figure 3 (c).When X 1 and X 2 are both positive or negative, the crossing feature X 1 X 2 is positive,then the instance is judged to be a positive class instance. Conversely, the instance is considered as a negative class instance. From Figure3 (c), using the feature X 1 X 2 to train a linear model contributes to better classification results. So, we can utilize feature crossing to process nonlinear distribution data.
Modern power system is a complex non-linear system and the new feature set constructed by XGBoost is a high-dimensional sparse matrix which its data exhibits non-linear distribution. So, the utilization of FM can quickly and automatically complete the crossing of spatiotemporal features and make full use of the information therein.
C. EVALUATION CRITERIA
The evaluation criteria of TSA model need to consider the following factors: 1) The proportion of stable samples and unstable samples is imbalanced. 2) For the power system, classifying unstable samples as stable samples will seriously interfere with the judgment of the grid operators on the current state of the grid, which will have a very adverse impact on the safety and stability of the system. Therefore, different evaluation indexes should be constructed. The form of the confusion matrix is listed in table 1.
Accuracy (ACC) is the accuracy represents the ratio of the correctly classified number and the total predicted number, it is expressed as: The missed detection rate (MDR) represents the ratio of the unstable operating point for a particular contingency is classified as stable, and the formula is shown in equation (13):
False alarm rate (FAR) represents the ratio of the stable operating point for a particular contingency is classified as unstable. The formula is shown in equation (14).
Area-under-ROC (AUC) uses the area below the receiver operating characteristic curve (ROC) to evaluate the performance of the model. ROC curve is composed of True Positive Rate (TPR) and False Positive Rate (FPR), with TPR as the Y-axis and FPR as the X-axis:
IV. CASE STUDY
The datasets are given in A, the comparison of test results for the model is provided in B, comparison of the effects of artificial features and conversion features is shown in C. The robustness to measurement noise is tested in D, and the response time of the classifier is analyzed in E. PMU placement is analyzed in F. The simulation and performance analysis of the model when the topology changes are shown in G.
A. DATASETS
Three test power systems-IEEE New England 10-machine 39-bus system [21] , IEEE 16-machine 68-bus system [22] and IEEE 47-machine 140-bus system-are used for the case study. For the 10-machine system and 16-machine system, the system generators and loads are randomly varied within 80%-130% level of the initial operation condition. For the 47-machine system, the system generation and load is set to 80%-120% of the basic system load levels. For three power systems, The contingencies are mainly three-phase short circuits at four locations (0%, 20%, 50%, and 80% length) of each transmission line. The start time of the fault is uniformly set to 0.0s, and the operation time of the proximal circuit breaker and the distal circuit breaker are respectively set to the following four types: 0.04s-0.1s, 0.09s-0.15s, 0.12s-0.18s, 0.14s-0.20s. The instances are generated through timedomain simulations by PSD-BPA [23] . The simulation time is 6s, and the simulation step is 0.01s. The output assessment result y is obtained by observing δ max :
where η = (360 − δ max )/(360 + δ max ), and δ max is the maximum angle deviation of any two generators. η is a power angle-based stability index in which the generator rotor angle difference δ is used to determine if any generator in the system is out of synchronism. For the three systems, 5984, 11792 and 29520 samples were generated, respectively. The ratio of instability to stability samples was 1964:4020, 4083:7709 and 5536:23984, respectively. The ratio of the test data to the training data is approximately equal to 1/4. The transient stability directly depends on the dynamics of generator rotor angles. Thus, the rotor angle are always used as the inputs [24] , [25] . Moreover, the rotor angle is affected by the generator active power and reactive power [26] . In this work, we choose the generator active and reactive power, and the rotor angle as the input features.
B. XGBoost-FM VS OTHER KINDS OF CLASSIFIERS
Five classifiers are generated using the same training data for comparison: XGBoost, FM, DT, random forest (RF), SVM and multi-layer perceptron (MLP). In order to reach the optimal effect of each model, the grid search method is used to find the optimal parameters of each model. XGBoost and RF are ensemble models. The number of base classifiers for XGBoost and RF, denoted as a 1 and a 2 , is a hyper-parameter to be selected from {30, 50, 70, 90, 110}. The maximum depth of the base classifier, a hyper-parameter denoted as b 1 and b 2 , is selected from {6, 7, 8, 9, 10, 11, 12}.FM only needs to set the hyper-parameter is the learning rate and the number of iterations. FM is trained with the Adaptive Gradient Algorithm (AdaGrad) with learning rate of 2 and epochs of 20. SVM adopts radial basis function (RBF) as the kernel function. The two hyper-parameters in SVM to be set, including C (penalty factor) and γ (the kernel parameter for RBF). C is selected from {0.1, 1, 10, 100, 1000, 10000}, and γ is selected from {0. 5 All baseline models are implemented by Python (V3.6). Table 3 shows the performance of different classifiers for the testing datasets of the 10-machine system, 16-machine system and 47-machine system, respectively. The time window used for all models is 0.15s. The results show that the proposed classifier performs the best, with the highest AUC values for these three test power systems. After using the XGBoost construction feature, the accuracy of FM improved by an average of 2.21%, while FDR and MDR also decreased. XGBoost-FM has good generalization capability. XGBoost proves to be very powerful feature construction.
C. AUTOMAITC FEATURE VS ARTIFICIAL FEATUR
Due to the insufficient feature extraction capabilities of models such as SVM and DT, artificial feature construction is required when the measured data is high-dimensional measurement data. In this paper, we synthesize the existing research literature and constructs a set of TSA feature sets through simulation analysis,as shown in Table 4 . In table 4, t 0 is the beginning time of the fault, t c is the cutting time of the fault.
This experiment compares the automatically constructed features with the artificially constructed features. The results are shown in Figure 4 . As can be seen from Figure 4 , the automatic feature construction set works well on three systems and different models. Artificial feature set works well on small power system. As the system becomes more complex, the effect drops slightly. The reason is that the original feature is to select time series to form the input feature, while the artificial feature is to select the specific time points, which may not fully describe the dynamic changes of the system. In order to more intuitively verify the feature construction ability of XGBoost, we use the T-SNE [27] to map the original features, artificial construction features and automatic construction features of the three systems into 3D space. The result is shown in Figure 5 . Figure 5 shows that samples of different types in the original features overlap in a large area and are difficult to distinguish. Compared with the original features, the overlapping area of different samples in the artificial feature is reduced. However, the distribution of some samples is still overlapped. Automatic feature construction set shows a good distinction. The samples of different kinds are clustered separately, and the overlap interval of the two clusters is small. We can see that XGBoost has superior feature construction capabilities for transient stability features.
To prove that automatic feature construction is easy to train the model, we use the experimental data of the 47-machine system. The number of training set samples is 20664, and the number of testing set samples is 8856. Five methods run on a PC with an Intel Core i7-4790 3.6-GHz processor. Table 5 shows the performance of different classifiers utilizing automatic construction features. It can be seen that each model has a good performance in the training time and test time. FM is more suitable for mining effective information on sparse data.
D. EFFECT OF NOISE
It is considered that the measured data from the PMU in actual application may be affected by noise. In this experiment, we assume that the noise is white noise, as shown in equation (18) , which obeys the N(0, σ ) of the Gaussian distribution. Noise is added to each variable in the testing set.
Then, we obtain a new testing set.
where x ij represents the original testing set and x ij ' represents the new testing set. The range of variance σ is selected from 0.01 to 1.00. As shown in Figure 6 , XGBoost-FM performs better than other classifiers under different noise densities. Models such as DT and FM show low learning ability, and the overall accuracy and AUC are at a low level due to their shallow structure. SVM can achieve good overall accuracy and AUC in the absence of noise. However, as the noise increases, its evaluation performance decreases rapidly, indicating that the SVM is less robust to noise. Both RF and XGBoost, which are ensemble models, have similar overall accuracy and AUC when the noise intensity is small. However, when the noise intensity increases, RF, XGBoost and MLP are greatly affected. XGBoost-FM binaries the continuous features, which reduces the interference caused by noise, and XGBoost-FM shows strong robustness. is a important factor related to accuracy of the classification model. A recent work in [28] reported on a temporal selfadaptive scheme for assessing the system state after fault clearance. By gradual expanding the response time window, the accuracy of the model can be improved.Because of using the data after the fault clearance, the longer the response time is,the higher the accuracy of the model is, but the time left for the operator to coordinate and control is shorter. In order to leave enough operating time for operators, we collect the data from the fault inception.
In this simulation, changing the response time, the performance of the proposed classifier is tested. The results are shown in Figure 7 . It can be seen that the performance of the proposed classifier is better as we use a longer response time. To balance the rapidity and accuracy of TSA, the proposed model needs more spatio-temporal features to mine the transient information in the measured data for small systems (10-mahine or 16-machine). When the model is employed to 10-machine or 16-machine, the time window to be selected is 0.30s or 0.25s. For large systems (47-machine), we choose a faster response time (0.15s).
Taking the 47-machine system as an example, the response time is 0.15s, and we get 8856 instances, of which 1625 are unstable instances. The compute time of an instance is equal to the sum of the compute times of XGBoost, Onehot encoding, and FM. The computation time is equal to 1.393 × 10 −4 s. When stability prediction and emergency control are carried out, the data transmission speed of the PMU is 20-100 times/s and the delay is less than or equal to 0.1s. We choose 0.1s as the latency time of PMU.
The instability occurrence time histogram of the total testing unstable instances, the detected and undetected unstable instances are compared in Figure 8 . Figure 8 (a) is a histogram of the instability occurrence time of the total test instability instances. Figure 8 (b) shows that the proposed classifier can even detect such case as instability occurring 3s after the fault clearance. In Figure 8 times of the most of the undetected unstable instances are longer than 1s. The proposed classifier can quickly detect unstable instances. The average unstable time of the total unstable instances is 1.0851s. Therefore, the average preemptive time of the proposed method before instability occurs is 0.9349s. The proposed method in this paper has higher assessment accuracy and lower computation time, so it can simultaneously meet the need of accuracy and speed for online TSA.
F. PERFORMANCE OF XGBoost-FM CLASSIFIER USING THE FEATURES OF PART OF GENERATORS
At present, PMU cannot be installed at all nodes due to the increasing scale of the power grid and the high cost of PMU [29] , so the optimum PMU location is a hot topic discussed in many papers [30] , [31] . In this experiment, we use XGBoost to screen all the generators in the system to obtain the pivotal generator set in the TSA. The key generator set obtained by this method can be used as a reference for the optimal installation strategy of PMUs. The 10-machine system is selected as the test system of this experiment. We first trained XGBoost with all the generator features, and then obtained the feature importance scores (F-score). F-score denotes the number of times that a feature is used for splitting in the training process. We define the generator importance scores (G-score) equal to the sum of the F-score of the relevant features of the generator. G-score indicates how much valuable information a generator provides when the model judges the stability of the system. The ranking result of G-score is shown in Figure 9 .
In this experiment, generator are removed according to the descending order of the G-score in Figure 9 . Ten generator sets are shown in table 5. The prediction results of the XGBoost-FM classifier using different generator sets are shown in Figure 10 . Figure 10 shows that the more generators are considered as the input features, the better the proposed method performs. Besides, the key generator set is group 7 in table 6. When only using the measurements of four generators, the accuracy and AUC of the model were 98.21% and 0.9817, respectively. According to the experimental results, it is first considered to install it in the position of {G30, G35, G38, G39} when we optimize PMU installation. These positions play a key role in TSA. The simulation result provides a reference for designing an effective WAMS and can be used as a supplement to the traditional strategy. 
G. EFFECT OF SYSTEM TOPOLOGY CHANGE
As is known, the generalization ability of a data-driven model largely depends on the completeness and representativeness of the utilized database. Most studies only consider the base topology (BT) to generate the database. The topology changes may be lead to the trained model failure.
In order to the performance of the model against the unknown topology, we add data of the changed topology to the training set. The steps are as follows: The G-score in the system is obtained by using the method proposed in the section IV-F. In the same way, the transmission line importance score (L-score) is equal to the sum of the F-score for the relevant features of the transmission line. Then we compute the average G-score (AGS) and average L-score (ALS). Components that exceed the average score are considered pivotal component. Time-domain simulation is performed on the changing topology (CT, outage of a certain pivotal component) under the expected fault set, and the generated instances are added to the training set. The new training set is called extended-training set. In addition,we write all the missing component features as 0 to keep the input matrix dimension constant.
In this experiment, 10-mahicne system is taken as an example to verify the effectiveness of the proposed scheme. The distribution diagrams of G-score and L-score for 10-machine system are shown in Figure 9 and Figure 11 . The component is respectively shut down according to the descending order of G-score and L-score, and the time-domain simulation is used to obtain the data of changing topology (N-1). The operating conditions and fault settings are the same as those of section IV-A. The component outage data with the highest score is added to the training set, and the component outage data with the second highest score is used as the testing set. Then, the component outage data of the first and second scores are used as training sets, and the component outage data of the third score is used as testing sets(score is G-score or L-score). Repeat the above steps to get multiple cases. The cases of generator outage is shown in table 7. Cases of transmission line are not listed repeatedly. The simulation results are shown in Figure 12 and Figure 13 . In addition, we do not consider the outage of the equivalent generator (G39). It can be seen from Figure 12 and Figure 13 that: 1) After using the extended-training set to train the model, the model has better robustness to unknown topology changes 2) The model has excellent performance after using the optimal extended-training set. If more outage data are added to the training set, the performance of the model would no longer improve significantly. To simplify the training process, we only need to employ the optimal extended-training set. To further verify the effectiveness of the scheme, we utilize the optimal extended-training set to train the model, and all component outage data with GS < 119.7 or LS < 34.8 are used as testing set. The simulation results are shown in table 8. It can be seen from the results that the model has good performance for data of unknown topology.
To further demonstrate that the proposed scheme still works well on large systems, we employed it to 16-mahine system and 47-machine system. The simulation results of the 16 machine system show that the optimal-extended training set is composed of BT, 7 pivotal generators and 19 pivotal transmission lines outage data. For 47-machine system, the optimal-extended training set consists of BT, 16 generators and 35 transmission lines outage data. We use the optimal extended-training set to train the model, and randomly select the unknown topology data as the testing set. The results are shown in table 9. It can be seen that the proposed scheme is also scalable on large system.
V. CONCLUSION
In this paper, we propose a hybrid XGBoost-FM model in which XGBoost is used as a feature builder and FM is classifier. The power flow is automatically encoded and transformed into a sparse feature by utilizing XGBoost Matrix. The binary property of sparse matrix is benefit to eliminate the interference of noise. There are two reasons why we choose FM as classifier: one reason is that FM has the powerful ability to deal with sparse matrix. Another reason is that FM has the advantages of fewer parameters, faster operation speed and is suitable for on-line application. The combination of the two greatly improves the accuracy and noise resistance of the model.
In the case of unknown topology and incomplete WAMS information, we develop an extended-training scheme. We introduce the importance score and set the empirical threshold. In the extended training set, outage information of components whose importance score is higher than the threshold is added to the training set. Simulation results show that the accuracy of the model can be improved 4-10 percentage point by adding only generator and line outage information to training set. To a large extent, this scheme improves the evaluation ability of the proposed model in response to topology changes.
Future work focus is to make the model can be effectively updated in engineering application. In addition, the influence of bad working conditions such as WAMS communication failure and communication delay on the stability assessment scheme will be further considered in the follow-up study, and corresponding countermeasures will be studied to enhance the reliability of the proposed model.
