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The principle of diagonal dominance states that a strictly diagonally 
dominant matrix is nonsingular. A simple, but not quite so widely known, 
consequence of the principle is that a matrix of rank 7 has no strictly 
diagonally dominant (r + 1) x (Y + 1) submatrices. 
Diagonal dominance is a property of the moduli of the coefficients 
of the matrix A and thus of a class of matrices associated with A. Camion 
and Hoffman [Z] proved the following converse of the diagonal dominance 
principle. 
THEOREM A. If A is at% n x n matrix with nonnegative coefficients 
and if each matrix .5’ equimodular with A is nonsingular, then there exist a 
permutation matrix P and a diagonal matrix D such that PAD is strictl_y 
diagonally dominant. 
We will present a theorem which generalizes Theorem A in the direction 
of considering the minimum rank of matrices equimodular with a given 
matrix. Unfortunately, it does not seem likely that one can characterize 
this number in terms of linear inequalities. We present a class of examples 
to indicate to what extent our theorem may be best possible. 
Several different proofs of Theorem A have been published. Camion 
and Hoffman used the theory of linear inequalities. Bradley [I] considered 
inequalities for multilinear polynomials. Varga and the author [4, 51 
used variants of Helly’s theorem on convex sets. Our proof will rely on 
the techniques of [5]. 
The following notation will be used. Let A = (a,,j) be an n x p complex 
matrix. We write IAl := (iai,?l) and A > 0 if A = IA). The class of matrices 
equimodular with ,4 is defined by 
Q(A) = {B( 1BI = /A(). 
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A is called strictly diagonally dominant if, for each i = 1,. , n, 
A square matrix A will be called a generalized H-matrix if for some permu- 
tation P and diagonal D, PAD is strictly diagonally dominant. 
For brevity we will, in the sequel, denote the sets (1,. ., a} and 
(1,. . , $1 by N and P, respectively. If S C IV, then o(S) denotes the 
cardinality of S and N - S = {X E hrlx G$ S}. 
We begin with two lemmas concerning the rank of an arbitrary 
matrix. The first is an extension of a theorem of Taussky [7] and Stein 
PI. 
LEMMA 1. Let A = (a,, j) be an n x p complex matrix of rank Y < n < 
~5. Then for each injection $ of N into P and vector x = (x,, . . , x~>)~ > 0 
there exists T C IV with o(T) = n - Y such t?tat, for all i E T, 
(3) 
Proof. Suppose the conclusion is not satisfied. Then for some x > 0, 
injection $, and T’C N with o(T’) = Y + 1, 
la r,dCi+CW > 2, I%.+, 
for all i E T’. But then, the (Y + 1) square submatrix .d of A with rows 
from T’ and columns from C#J( T’) is a generalized H-matrix. Since general- 
ized H-matrices are nonsingular, rank A > Y + 1, contradicting the 
hypothesis. 
Remark 1. The assumption that “rz < fi is not essential. If p < n, one 
could either consider A*’ or restate the lemma with $ onto instead of one 
to one. 
LEMMA 2. Let A = (ai,j) be un n x ~5 complex matrix with n < p. 
Then rank A < Y if and only if, for each S C P wit?z o(S) = $ - Y - 1, 
there is an x7 = (x1,?, . , x,“)l” f 0 such that AF = 0 and xjs = 0 for j E S. 
Proof. Rank A < Y if and only if any r + 1 columns of A are linearly 
dependent. This is equivalent to the conclusion of the lemma. 
THEOREM 1. Let A = (u$,~) > 0 be an n x ~5 nonnegative matrix with 
n < ~5. If 0 < Y < n, the following statements are equivalent. 
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(i) If + is an injection of IV into P and x = (x1,. . , x,) T 3 0, there 
exists T C N z&h o(T) = n - r such that, for all i E T, 
ai,4CilXm(i) < C ai,??. (34 
i++(i) 
(ii) For each SC P zeith o(S) = $J - Y - 1, there is aa x3 = 
(XIS,. . I ~,a)~ 3 0 and a B” E Q(A) such that BY = 0 and xjS = 0 for 
iE S. 
(iii) No (Y + 1) square submatrix of A is a generalized H-matrix. 
Proof. We show (i) =- (ii) 3 (iii) 3 (i). 
(i) 2 (ii) Following the ideas of [5], we prove that (i) implies, for 
each S, the existence of xs 3 0 such that 
a. .x .s < 2 ai,lczk*, 2.3 3 L 1 ,(i<n, 1 <i&P> (4) 
k#j 
and this implies (ii). 
Let 
If SC P, we set 
HS={~~HI~j=O if iES}, 
M:,j = HS r-I Mi,j, 
MS=HSnM= nMi,j. 
Ci 
(5) 
1 <i<P> (6) 
PI 
(5’) 
(6’) 
(7’) 
We remark that if xj = 0, then x E 1Mi.j for any i. Thus Mi,j = Hs for 
all i E S and (7’) becomes 
MS = h n Mi,j. (8) 
i=l j$S 
Assume (i). If T’C N and o(T’) = r + 1, then for any x E H there 
is at least one i E T’ such that (3) is satisfied. This implies 
H = u Mi,mci,. 
ie T’ (9) 
Intersecting with Hs, we obtain 
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H” = u M&,,l,. (10) 
isT’ 
We choose T’ C N, S C P such that o( T’) = Y + 1, o(S) = $ - (r + 1). 
Then any bijection of T’ on P - S can be extended to an injection 4 of 
A7 into P. Consequently, (IO) holds for each bijection $ of T’ on P - S. 
By Theorem 2 of [5], this is equivalent to 
n n Mf,j # 0. 
iel“ jsP-.S 
(11) 
Now, let M;y = njtP_.s Mf,j, 1 < i < a. M,” is a closed convex 
subset of the r-dimensional simplex Hs. Since T’ was arbitrary in (ll), 
any (Y + 1) sets Mis have nonempty intersection. By Helly’s theorem 
[3, p. 331, there is a point common to all M,“. With (S), this yields 
(12) 
If X” E Ms, then the inequalities (4) hold for each i and j and, by 
Lemma 5 of i4], we can find np complex numbers E?,~ with ~E~,,I = 1, 
1 < i < n, 1 < ,j ,< 9, such that 
& ai.JEi,jX,S = 0, i= 1,. .,p. (13) 
The matrix B” = (az,j~i,j) then satisfies (ii). 
Rernark 2. The &i,j can be chosen arbitrarily, subject to lei.il = 1, 
for j E S and one additional j F# S. Thus, the phase of fi - Y columns of 
Bd can be chosen at will. 
(ii) * (iii). Let d be an (Y + 1) square submatrix of A, and S the 
set of indices of columns not in A^. If (ii) holds, there is a BS E Q(A) and 
an s” f 0 with xjs = 0 for j E S, such that EFx” = 0. Let B be the sub- 
matrix of B” corresponding to d. This matrix is singular and, consequently, 
not a generalized H-matrix. Since \B( = -4, the same holds for A^. 
(iii) => (i). This is exactly like the proof of Lemma 1. n 
COROLLARY 1. Let A = (a,,,) be an ~2 x #J matrix, n < p, none of 
whose submatrices of order (Y + 1) < n is a generalized H-matrix. Then, 
there is a B E&!(A) with rank B < p - [(fi - 1)/r], where [z] denotes the 
largest integer no greater than z. 
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Proof. Let K = [($ - 1)/r]. Then we can find sets S,, . . . , Sk C P 
such that o(SJ=r+l, i=l,...,k, and SiflSj=(l}, ifi. By 
Remark 2, we can choose B EQ(A), which satisfies (ii) for all the sets 
S,, . . , S,. If the corresponding vectors x” each have a nonzero component 
xjy, with i # 1, then they are linearly independent, so that rank B < p - k. 
If this is not true, the first column of A is 0 and we can limit ourselves 
to looking at the last p - 1 columns, and repeat the argument. 
Remark 3. Theorem A is a restatement of Corollary 1 with Y + 1 = 
n = p. 
If 7 = 1, Corollary 1 implies that Q(A) contains a rank 1 matrix, if 
A # 0. In fact, IAl must have this property. 
We conclude with an example, due to Alan Hoffman, of a matrix for 
which the estimate of Corollary 1 is best possible. We do not know 
whether, given 7 < n < 9, it is always possible to find an “it x p matrix 
A, none of whose submatrices of order (Y + 1) is a generalized H-matrix, 
but such that each B EQ(A) has rank at least p - I(@ - 1)/r]. 
THEOREM 2. Let A = mI + J, where 0 < m < n - 2 and J is the 
n x n matrix all of whose entries aye 1. If B E Q(A), then rank B > m + 1. 
(We note that each principal submatrix of A of order (m + 1) is 
strictly diagonally dominant, but no submatrix of order (m + 2) is a 
generalized H-matrix.) 
Proof. Let B E Q(A). We show that there exists S C N with o(S) = 
n - m - 2 such that no x = (xi,. . , x,)~ # 0 with xi = 0 for i E S is 
a null vector of B. By Lemma 2, this implies that rank B > m + 1. 
We first show that null vectors of B E Q(A) with no more than (m + 2) 
nonvanishing components have a special structure. Let SCN and 
o(S) = n - m - 2. Suppose x # 0, xi = 0 for i E S, and Bx = 0. Let 
lxil = max (~~1. Then 0 = (Bx)~ = b,,ixi + &+i bl,ixi, and 
since jbi,jl = 1 for j # i and xj/xi f 0 for at most (m + 1) indices j. 
Thus 
l--l  xj __1 Xi for i, j$S, (14) 
and, by the triangle inequality, 
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bi,,? = - b,,,/(m + 11, i,j= I ,..., n, i # j. (15) 
Suppose x f 0 but x,+~ = . * . = x, = 0 and Bx = 0. Without loss 
of generality, we assume b,,i = m + 1 and b,,j = - 1 for 1 < i, j < 
m + 2, and i + j. Suppose By = 0, where lyjl = 1, j = 2,. . , m + 3, 
and y3 = 0 otherwise. We obtain several contradictory inequalities which 
show that such a 9 does not exist. For, 0 = (By), = - crt2 yj + 
b I .m+3Ym+3 implies 
) $TYj / = lbl.m+3Ym+3/ = 1. 
On the other hand, 
0 = (BY), = (m + I)Yz - CYj + b2.m+3ym+3 
:i 
implies 
I = lb.7,7n+3ym+3 >(m+l) _“TY.‘>I. 
i 3 ‘I’ 
By the triangle inequality, Icy’ ’ yjl = m and all y2,. . , ym+z must have 
the same phase. But this implies /CT’ ’ yj/ = m + 1, a contradiction. 
Ky Remark 3, this shows that rank B > nz + 1 and concludes the proof. n 
If in Theorem 2 we choose m = 1 and n = 4, no 3 x 3 submatrix is a 
generalized H-matrix but every B E -Q(A) has rank at least 3. In this case, 
the minimum rank of matrices in Q (A) is given by n - I (n - 1)/r] where 
r=2 and n=4. 
For matrices of the type in Theorem 2, n - [(n - l)/(m + l)] is not in 
general a lower bound for the minimum rank, as n and m are allowed 
to vary. For instance, it is easy to construct a 6 x 6 matrix of rank 4 
when m =- 2. 
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