Abstract-This paper proposes an attribute clustering algorithm for grouping attributes into clusters so as to obtain meaningful modes from microarray data. First the problem of attribute clustering is analyzed and neighborhood mutual information is introduced to solve it. Furthermore, an attribute clustering algorithm is presented for grouping attributes into clusters through optimizing a criterion function which is derived from an information measure that reflects the correlation between attributes. Then, by applying this method to gene expression data, meaningful clusters are discovered which assists to capture aspects of gene association patterns. Thus, significant genes containing useful information for gene classification and identification are selected. In the following, the proposed algorithm is employed to six gene expression data sets and a comparison is made with several well-known gene selection methods. Experiments show that the greedy correlation measure based attribute clustering algorithm, noted as GCMACA, is more capable of discovering meaningful clusters of genes. Through selecting a subset of genes which have a high significant multiple correlation value with others within clusters, informative genes can be acquired and gene expression of different categories can be identified as well.
I. INTRODUCTION
In the last few years, the study of the transcriptome has made great progress thanks to the development of microarray technology. Today the number of scientific projects that include studies based on this possibility to measure simultaneously thousands of gene expressions across collections of samples is increasing dramatically [1] [2] [3] [4] [5] [6] [7] [8] [9] 32] . The task of sample classification in the context of microarray is a major challenge.
Clustering is a main task of explorative data mining and a common technique for statistical data analysis used in many fields, including machine learning, pattern recognition, image analysis, information retrieval, and bioinformatics, etc [2] . When applied to gene expression data, conventional clustering algorithms may encounter a problem which is a huge number of genes (attributes) versus a small number of samples [3] . Intuitively, attributes in a cluster are more correlated with each other, whereas attributes in different clusters are less interdependent. Attribute clustering is capable of reducing the search dimension of data mining algorithm, so as to discover interesting relationships or construct models in a tightly correlated subset of attributes instead of entire attribute space, which makes the algorithm more effective. After that, a smaller number of attributes are selected for further study.
Classification is an important task in gene expression data mining. Classification is concerned with assigning memberships to samples based on expression patterns and refining existing ones [4] . The dimension problems are tricky issue for clustering or patterns recognition. Typically, gene expression data sets consist of a large amount of genes but a small number of samples. Many data mining algorithms (e.g., classification [2, 3, 6, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [27] [28] [29] , association rule mining [16] , pattern discovery [15, [21] [22] [23] [24] 32] , and linguistic summaries [25] , are developed and optimized to be scalable with respect to the number of tuples, so as to not handle a large number of attributes.
Various algorithms have been used for applying existing clustering algorithms to genes. Well-known examples are: k-means algorithms [17] , Kohonen's selforganizing maps (SOM) [26] , and various hierarchical clustering algorithms [4, 15] . As for distance measures, Euclidean distance and Pearson's correlation coefficient are widely used for clustering genes [4] .
A gene expression data set derived from a microarray can be described by an expression table Each row in the table corresponds to one sample and each column to a gene. A gene data set is typically composed of a large amount of genes, but a small number of samples. The distinctive characteristic of gene expression data allows clustering both genes and samples [4, 5] . Generally speaking, Euclidean distance and Pearson's correlation coefficient are widely used as the correlation measure for clustering. However, for measuring the correlation between genes, Euclidean distance is not effective enough to describe functional similarity such as positive or negative correlation in values. Thus, Pearson's correlation coefficient [30] [31] [32] is put forward by some researchers. Empirical studies have shown that it may assign a high similarity score to a pair of dissimilarity genes. Au et al. constructed an attribute clustering method grouping attributes with an information measure which obtained fairly good results [6] . However, most clustering methods are not able to effectively cope with continuous attributes, which is also a distinctive characteristic of gene expression data. When applied to the continuous attributes, conventional methods commonly discretize the continuous data into a finite number of intervals for data mining. But discretization may lead to information loss [7] . Furthermore, having so many genes related to so few samples is likely to result in the discovery of irrelevant patterns [8] . A useful technique to deal with it is to select a small number of the most promising genes and use them solely to build modes. To select genes, t-value is widely used [9] . However, it is necessary to note that t-value can only be used when the samples are preclassified. If no class information is provided, it cannot be used for gene selection [6] . In this paper, we propose an algorithm which incorporates correlation to obtain both superior classification and better performance. The remainder of the paper is organized as follows. Section Ⅱ reviews some related work. In section Ⅲ, we define the problem of attribute clustering and then present GCMACA to address it. To evaluate our proposed algorithm's performance, we apply it to six gene expression data sets. The experimental results are presented in section Ⅳ, which validate the efficiency of the proposed approach. In section Ⅴ, we conclude this paper and discuss the future work.
II. RELATED WORK

A. The Attribute Correlation Measures
As for attribute correlation measures, Euclidean distance and Pearson's correlation coefficient are widely used for clustering genes.
Given two genes i A and j A ,
Euclidean distance between i A and j A is given by:
where t ∈ ℜ is the measured expression level.
E d
measures the difference in the individual magnitudes of each genes. The genes regarded as similar by Euclidean distance may be very dissimilar in terms of their shapes or vice versa. For example, consider the two genes, which have an identical shape but only differ from each other by a large scaling factor. Their Euclidean distance is large although they have an identical shape. However, for gene expression data, the overall shapes of genes are of primary interest [29] . It is for this reason that Euclidean distance may not be able to yield a good proximity measurement of genes.
The Pearson's correlation coefficient between genes i A and j A is defined as: 
where ( : ) All the methods above and most of the literatures are seeking to discretize the continuous data into a finite number of intervals for data mining. But discretization leads to information loss.
Instead of using the Euclidean distance, Pearson's correlation coefficient, and interdependence redundancy measure, our proposed approach employs neighborhood mutual information to evaluate the interdependence of genes and groups genes that are dependent on each other into clusters. The use of this information measure allows GCMACA to discover meaningful clusters of genes reflecting similarity, both positive and negative correlation between expressions among genes. The detail of the neighborhood mutual information and its significance in gene expression correlation are given later in section Ⅲ.
Gene selection is another important step to further narrowing down the attribute number prior to data mining. A good number of algorithms have been developed for this purpose [24, 27] . To select genes, the t-value is widely used in the literature. Assuming that there are two classes of samples in a gene expression data set, the t-value ( )
A is given by:
where r μ and r σ are the mean and the standard deviation of the expression levels gene i A for class r , respectively, and r n is the number of samples in class r for 1, 2 r = . The top genes ranked by the t-value can then be selected for data mining. When there are multiple classes of samples, the t-value is typically computed for one class versus all the other classes.
A weakness of using the t-value to select genes is the redundancy among the selected genes [18, 20] . To solve this problem, methods that can handle both gene-class relevance and the gene-gene redundancy have been proposed [18, 20, 24, 29] . These methods typically use some metric to measure the gene-class relevance (e.g., mutual information [11] , the F-test value [18] , information gain [15] , symmetrical uncertainty [22] , etc.) and employ the same or a different metric to measure the gene-gene redundancy (e.g., the 1 L distance [19] , Pearson's correlation coefficient, etc.) To find a subset of relevant but nonredundant genes, they usually use a method called redundant cover to eliminate redundant genes with respect to a subset of genes selected according to the metric for measuring the gene-class relevance and gene-gene redundancy [18, 20] . Another approach to doing so combines the metric for measuring the gene-class redundancy and that for measuring the gene-gene redundancy into a single criterion function is optimized [24] .
It is important to note that both t-value and methods that handle the gene-class relevance and the generedundancy can only be used to select genes when the samples are preclassified.
B. Neighborhood Mutual Information Measure
In 2010, Hu et al. proposed neighborhood mutual information to cope with continuous gene data, evaluating the relevance between attributes [11] .
There is a problem to employ mutual information in gene evaluation due to the difficulty in estimating probability density of genes. So neighborhood mutual information combines the concept of neighborhood with information theory, and generalizes Shannon's entropy to numerical information.
Training samples are usually given as vectors of attribute values and the attributes are numerical, as shown in Table Ⅰ , where A1 and A2 are two attributes, while C is the decision label of samples. Let
L be a set of samples described
Given S F ⊆ is a subset of genes, the neighborhood of
The neighborhood uncertainty of i x is defined as:
and the average uncertainty of the set of samples is computed as:
where || || X is the cardinality of set X . 
Let , R S F ⊆ be two subsets of genes, then the neighborhood mutual information of R and S is defined as:
III. AN GREEDY CORRELATION BASED ATTRIBUTE CLUSTERING ALGORITHM FOR GENE SELECTION
A. The Novel Correlation Measure
Our proposed measure is based on the following ideas: 1) any individual measure in the literature still fails to obtain good result in the recent years; 2) the proposed measure should be suitable to deal with continuous data analysis. In order to investigate the correlation of an attribute with all the others within a group, we introduce the concept of significant multiple correlation.
B. The Significant Multiple Correlation Measure
The significant multiple correlation measure of an attribute i A within an attribute cluster, Based on the concept of ( )
, we introduce the concept of the "mode", which is an attribute with the highest multiple correlation in an attribute cluster.
The mode of an attribute cluster,
C. The Description of The Greedy Correlation Based Attribute Clustering Algorithm
To group attributes 1 , , p A A L into clusters, we build our attribute clustering algorithm: 1) convert the concept of the term "mean", which represents the center of a cluster of entities, into the concept of mode, which is the attribute with the highest multiple correlation within an attribute group and 2) use correlation to evaluate the relevance between attributes. Then we can formulate the algorithm in the following.
1. Initialization. Let us assume that the number of clusters, k , where k is an integer greater than or equal to 2 is given. Of the p attributes, we randomly select k attributes, each of which represents a candidate for a mode r η ,
. Formally, we 
Computation of mode for each attribute cluster. For each cluster
4. Termination. Steps 2 and 3 are repeated until the r η for the clusters does not change. Alternatively, the algorithm also terminates when the prespecified number of iteration is reached.
It is important to note that the number of clusters, k , is fed to GCMACA as an input parameter. To find the best choice for k , we use the sum of the significant multiple correlation measure, 
To investigate the complexity of our algorithm, we consider a gene expression table, which is composed of n samples such that each sample is characterized by p gene expression levels. The k-modes algorithm requires ( ) O np operations to assign each gene to a cluster (Step 2). It then performs 2 ( ) O np operations to compute the mode for each cluster (Step 3). Let t be the number of iterations, the computational complexity of the k-modes algorithm is given by: This kind of task is able to be completed in a reasonable amount of time by any modern off-the-shelf single-processor machine. Furthermore, the k-modes algorithm can easily be parallelized to run on clusters of processors because the calculation of the correlation is an independent task.
D. Assigning Quality to Cluster
Once we have done the cluster we know that genes in a cluster show similar expression profiles and might be involved in the same pathway. Since we want to have as many as possible involved in our list of significant genes, we would like to sample from each cluster/pathway. But it would not be fair to treat each cluster and gene equally. The size of the clusters as well as the quality of a cluster plays a rule. If a cluster is very tight and dense it can be assumed that the members are very similar. On the other hand, if a cluster has wide dispersion the members of the cluster are more heterogeneous. To capture the biggest possible variety of genes, it would therefore be favorable to take more genes from a cluster of bad quality than from a cluster with good quality. In this paper, we introduce overall similarity to assess the quality of clusters. From the analysis above, we define the overall similarity as:
where r C is r-th cluster, 
A high cluster quality means low dispersion, and the closer the quality gets to 0, the more scattered the cluster becomes. In our selection algorithm we decide that no matter how bad the quality and how small the size of the cluster we should get at least one element from each other. The drawback is that a cluster might represent a pathway that is totally unrelated to the discrimination we look for. If the cluster then has a bad quality we might pick a lot of genes from that cluster even though they are not informative. To counteract this problem we implemented the possibility to mask out and exclude clusters that have an average bad test statistic p-value. Lastly we want to have genes that have a high discriminatory power. This can be achieved by using an appropriate test statistic.
IV. EXPERIMENTAL ANALYSIS
A. Experimental Results on A Synthetic Dataset
To evaluate the clusters of attributes formed by GCMACA, we first applied it to a synthetic data set.
Each tuple in the synthetic data set is composed of 20 continuous attributes and is preclassified into one of the three classes: 1 C , 2 C , and 3 C . Let us denote the attributes as 1 2 0 , , A A L . In the designed experiment, attribute values of 1 A and 2 A alone can determine the class membership of a tuple. Values of the other attributes (i.e., 3 2 0 , , A A L ) in the tuples are randomly generated in the following manner: 3 6 A A − : uniformly distributed from 0 to 0.5 if the value of 1 0.5 A < ; uniformly distributed from 0.5 to 1, otherwise. For comparison, we show the performance of ACA [6] and GCMACA in Fig. 1 . We set the 0.1 δ = , which is the best parameter verified through our experiment. Fig. 1 demonstrates the total correlation over all the clusters found in the synthetic data set. Fig. 1shows that both ACA and GCMACA are able to find that the optimal number of cluster is two and identify two clusters of attributes:
A is the mode of the former cluster, whereas 2 A is the mode of the latter. Furthermore, compared with ACA, the decision is more strongly supported by GCMACA, since the difference between 2 clusters and 3 clusters is bigger than that using ACA.
To compare with other algorithms, we applied the kmeans algorithm [17] , Kohonen's SOM [26] , and the biclustering algorithm [29] to the synthetic data set. We can see from TABLEⅡ that the cluster configuration obtained by the k-means algorithm, SOM and the biclustering algorithm are not able to represent the correlations between attributes hidden in the data. After clusters of attributes were obtained, we selected the top attribute in each cluster for classification. The selected attributes were fed to decision tree-based classification model. The experimental results are shown in the TABLE Ⅲ.
The experimental results on the synthetic data show that GCMACA is a very promising and robust technique 1) to group attributes into clusters, 2) to select a subset of attributes from the clusters formed, and 3) to allow classification algorithms to build accurate classification models.
B. Experimental Results on Gene Expression Data Sets
In order to test the our proposed algorithm, six cancer recognition data sets are collected. A review of these sets is given in Three of the most popular classifiers, LSVM, KNN, and CART were used to show the effectiveness of our proposed algorithm. Comparing TABLE Ⅴ~Ⅸ, we can see that after gene clustering by ACA，and GCMACA, the classification accuracy of selected genes outperform raw data which validate that raw data contain more complete information though, they are not suitable for classification. The cluster configurations are much the same by using ACA, GCMACA respectively, however, the classification accuracy of GCMACA is much better than ACA. Fig. 2 shows the classification accuracy of the 20 topranked genes by NMI-EmRMR [11] , GCMACA, respectively. Classification accuracy of the two methods are almost the same, but GCMACA is a little better than NMI-EmRMR through KNN, LSVM, respectively. Gene clustering and classification are key task of gene identification. In virtue of the continuous attributes, our proposed greedy correlation measure based attribute clustering algorithm for gene selection can directly deal with the continuous data and acquire high accuracy. Experimental results show the algorithm outperforms other approaches. In the recent research, the cluster configuration is studied by using qualitative analysis. In order to get thorough understanding about gene expression profiles, and extend our model to improve its generation, we have to further investigate the cluster quality, which refers to its shape, size and distribution, etc. That is what we want to be involved with in the further concern.
