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Abstract
We introduce an algorithm based on semidefinite programming that yields increasing (resp.
decreasing) sequences of lower (resp. upper) bounds on polynomial stationary averages of dif-
fusions with polynomial drift vector and diffusion coefficients. The bounds are obtained by
optimising an objective, determined by the stationary average of interest, over the set of real
vectors defined by certain linear equalities and semidefinite inequalities which are satisfied by
the moments of any stationary measure of the diffusion. We exemplify the use of the approach
through several applications: a Bayesian inference problem; the computation of Lyapunov ex-
ponents of linear ordinary differential equations perturbed by multiplicative white noise; and a
reliability problem from structural mechanics. Additionally, we prove that the bounds converge
to the infimum and supremum of the set of stationary averages for certain SDEs associated with
the computation of the Lyapunov exponents, and we provide numerical evidence of convergence
in more general settings.
1 Introduction. Stochastic differential equations (SDEs) and the diffusion processes they gen-
erate are important modelling tools in numerous scientific fields, such as chemistry, economics,
physics, biology, finance, and epidemiology [22]. Stationary measures are to SDEs what fixed
points are to deterministic systems: if the SDE is stable, then its stationary measures determine
its long-term statistics. More concretely, both the ensemble averages and the time averages of the
process converge to averages with respect to a stationary measure (which we call stationary av-
erages). For the majority of SDEs, there are no known analytical expressions for their stationary
measures. Consequently, large efforts have been directed at developing computational tools that
estimate stationary averages and, more generally, at developing tools that can be used to study
the long-term behaviour of SDEs. Among these, most prominent are Monte Carlo discretisation
schemes, PDE methods (finite-difference, finite-element, Galerkin methods), path integral methods,
moment closure methods, and linearisation techniques (see, e.g., [39, 6, 43, 45]).
The purpose of this paper is to introduce a new algorithm that provides an alternative approach
to the analysis of stationary measures. It uses semidefinite programming to compute hard bounds
on polynomial stationary averages of polynomial diffusions. Our approach has distinct advantages:
(i) it returns monotone sequences of both upper and lower bounds on the stationary averages,
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hence quantifying precisely the uncertainty in our knowledge of the stationary averages; (ii) no
assumptions are required on the uniqueness of the stationary measures of the SDE; and (iii) the
availability of high quality SDP solvers and of the modelling package GloptiPoly 3 drastically
reduces the investment of effort and specialised knowledge required to implement the algorithm for
the analysis of a given diffusion process.
1.1 Problem definition. We consider Rn-valued diffusion processesX := {Xt : t ≥ 0} satisfying
stochastic differential equations of the form
dXt = b(Xt) dt+ σ(Xt) dWt, X0 = Z, (1.1)
where the entries of the drift vector b : Rn → Rn and the diffusion coefficients σ : Rn → Rn×Rm are
polynomials. In the above, W := {Wt : t ≥ 0} is a standard Rm-valued Brownian motion and the
initial condition Z is a Borel measurable random variable. We assume that the underlying filtered
space (Ω,F , {Ft}t≥0,P) satisfies the usual conditions.
A Borel probability measure pi on Rn is a stationary (or invariant) measure of the dynamics
(1.1) if
Z ∼ pi ⇒ Xt ∼ pi for all t ≥ 0,
where we use the notation Y ∼ pi to mean that the random variable Y has law pi. The set of
stationary measures of (1.1) is denoted P.
The problem we address here is how to estimate stationary averages of the form
pi(f) :=
∫
f(x)pi(dx) (1.2)
in a systematic, computationally efficient manner. We present an algorithm that yields bounds on
averages (1.2) when f is a polynomial. Hence, our algorithm can be used to bound the moments of
the stationary measures of (1.1).
More precisely, the algorithm returns lower and upper bounds on the set
Bdf,G := {pi(f) : pi ∈ P has finite d-th order moments and support contained in G} , (1.3)
where G is a given real algebraic variety
G := {x ∈ Rn : g1(x) = 0, . . . , g`(x) = 0}, (1.4)
for given polynomials g1, . . . , g`. The case G = Rn corresponds to ` = 0.
Stationary averages of the form (1.2) and the set (1.3) are of broad interest: ifX enjoys some mild
stability and regularity properties [32], the stationary averages (1.2) provide succinct, quantitative
information about the long-term behaviour of X. In particular, for almost every sample path
t 7→ Xt(ω) (that is, P-almost every ω ∈ Ω), there exists a pi ∈ P such that
lim
t→∞
1
t
∫ t
0
f(Xs(ω))ds =
∫
f(x)pi(dx), (1.5)
see Theorem 2.2 for a formal statement. Furthermore, for appropriately chosen d, the set Bdf,G is
the set of limits (1.5) where t 7→ Xt(ω) is any sample path contained in G:
Bdf,G =
{
lim
t→∞
1
t
∫ t
0
f(Xs(ω))ds : ω ∈ ΩG
}
, (1.6)
where ΩG is the subset of samples ω ∈ Ω such that Xt(ω) belongs to G for all t ≥ 0, see [32,
§8]. Similar considerations also apply to the ensemble averages E [f(Xt)] (see the remark after
Theorem 2.2). Therefore, bounds on the set Bdf,G equip us with quantitative information on the
long-term behaviour of the paths of X that are contained in G.
2
Remark (Linking the long-term behaviour to the stationary measures): Although our
work is motivated by the study of the long-term behaviour of a diffusion X, the scope of this paper
is restricted to the problem of bounding the stationary averages (1.2) and the associated set (1.3).
It is important to remark that to connect the long-term behaviour of X with the set Bdf,G (and the
bounds our algorithm returns) it is necessary to establish separately:
(a) the existence of stationary measures of (1.1) with support contained in G and the finiteness
of their moments up to order d;
(b) the convergence of the time averages, i.e. verify that the limit (1.5) holds for the diffusion at
hand;
(c) that, for the initial conditions of interest, X takes values in G.
A straightforward way to verify (c) is to apply Itoˆ’s formula and check that
dg1(Xt) = dg2(Xt) = · · · = dg`(Xt) = 0.
If the initial condition Z takes values in G, then X clearly takes values in G as well. Establishing (a)
and (b) typically requires additional proofs beyond the scope of this paper, and has been studied
extensively elsewhere (see [32, 33, 20]). We point out that whether or not conditions (a)-(c) hold, the
algorithm still yields bounds on Bdf,G . Without proving (a)-(c), it may simply be that the set (1.3)
is empty, or that the relationships (1.5) or (1.6) do not exist. To make the paper self-contained, we
recall briefly in Section 2.2 some simple conditions that we use in our later examples to establish
(a) and (b).
1.2 Brief description of algorithm. Mathematically, our approach consists of four steps:
(1) We derive a finite set of linear equalities satisfied by the moments of any stationary measure
of (1.1) (see Lemma 2.3 and Section 3.1). Such a system of equalities is often underdetermined
(see Example 3.3) and therefore admits infinitely many solutions.
(2) To rule out spurious solutions, we exploit the fact that the solutions must be the moments
of a probability measure, hence must satisfy extra constraints (e.g. even moments cannot
be negative). We use well known results [25] to construct semidefinite inequalities (so called
moment constraints) that are satisfied by moments of any probability measure with support
contained in G. This is done in Section 3.2.
(3) Exploiting the fact that f is a polynomial, we rewrite the stationary average pi(f) as a linear
combination of the moments of pi.
(4) By maximising (resp. minimising) the linear combination over the set of all vectors of real
numbers that satisfy both the linear equalities and the semidefinite inequalities, we obtain an
upper (resp. lower) bound on the set Bdf,G .
Computationally, to find the upper (or lower) bound we solve a semidefinite program, a par-
ticularly tractable class of convex optimisation problems for which high-quality solvers are freely
available online. The semidefinite constraints in (2), popularised by Lasserre and co-authors (see
[25] and references therein), can be implemented via the freely-available, user-friendly package Glop-
tiPoly 3 [13], which makes the approach described here accessible to non-experts.
3
Remark (Convergence of the algorithm): Concerning moment approaches, a question that
often arises is that of convergence of the algorithm. In the context of this paper, this question takes
the following form. Suppose that we want to obtain bounds on the set
B∞f,G :=
∞⋂
d=df
Bdf,G ,
where df is the degree of f . Note that if G is compact, then any measure with support on G has
all moments finite, thus B
df
f,G = B
df+1
f,G = · · · = B∞f,G ; hence B∞f,G is the only set of interest. As
will become clear later, repeated applications of our algorithm yield both an increasing sequence of
lower bounds and a decreasing sequence of upper bounds on B∞f,G . The algorithm is said to converge
if these sequences converge to the infimum and supremum, respectively, of B∞f,G . In general, the
algorithm presented in this paper is not guaranteed to converge in the above sense. However, our
numerics indicate that the algorithm often converges in practice (see Examples 3.4, 4.1 and 4.3). In
Section 4.2, we do prove convergence for SDEs related to the Lyapunov exponents of linear ordinary
differential equations (ODEs) perturbed by multiplicative white noise. The question of convergence
is of theoretical interest, but regardless of its answer, the bounds computed are still valid and are
often still appropriate for the application in question (e.g., see the examples in Section 4).
1.3 Related literature and contributions of the paper. Computational methods that yield
bounds on functionals of Markov processes by combining linear equalities (arising from the defini-
tions of the functional and the process) and moment constraints have appeared in the literature.
We refer to this class of methods as generalised moment approaches (GMAs). The various GMAs
differ in the type of Markov processes and moment constraints they consider. The ideas underlying
GMAs were first discussed in [4, 5] where they were used to obtain analytical bounds on moments
for measure-valued diffusions. The first GMA was presented in E. Schwerer’s PhD thesis [40] in
the context of jump processes with bounded generators and reflected Brownian motion on the non-
negative orthant. In [15, §12.4], the authors present a GMA that yields bounds on the moments of
stationary measures of discrete-time Feller Markov chains. In [12], analogous techniques are used
to bound the moments of the stationary measures of diffusion approximations of the Wright-Fisher
model on the unit simplex. GMAs have also been proposed to solve optimal control problems
[14, 11], to estimate exit times [10, 26], and to price financial derivatives [27, 7].
The contributions of this paper are as follows. Whereas [40, 12, 11] consider only stationary
averages of specific SDEs, we introduce GMAs to the setting of general polynomial diffusions over
unbounded domains—this requires setting up the technical background of Lemma 2.3. Also in con-
trast with [40, 12, 11], we employ moment constraints that lead to SDPs instead of linear programs.
In Section 4.2, we prove convergence of our algorithm for SDEs related to the Lyapunov exponents
of linear ODEs perturbed by multiplicative white noise. To the best of our knowledge, this is the
first such result in the setting of stationary averages of diffusion processes. The remaining contri-
butions are the applications of the algorithm to several examples of interest. Section 4.1 explains
how the algorithm can be combined with the ideas underlying the Metropolis Adjusted Langevin
Algorithm (a Markov chain Monte Carlo algorithm) to carry out numerical integration with respect
to certain target measures, and then applies it to a simple Bayesian inference problem. In Sec-
tion 4.2, we use our algorithm to obtain bounds on the Lyapunov exponents of linear differential
equations perturbed by multiplicative white noise, and we show that in this case our approach is
both sufficient and necessary (i.e., with enough computation power, it yields lower (upper) bounds
arbitrarily close to the minimum (maximum) Lyapunov exponent, see Theorem 4.2). Finally, in
Section 4.3 we explain how the algorithm can be extended to yield bounds on stationary averages
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pi(f) where f is piecewise polynomial, and we use this extension to tackle a reliability problem from
structural mechanics.
2 Background and preliminaries.
2.1 Notation Throughout this paper we use the following notation:
• E[·] denotes expectation with respect to the underlying probability measure P, and we use Xt
and X(t) interchangeably.
• Given a function h : Rn → R, ∂ih denotes its partial derivative with respect to its ith argument;
∂ijh := ∂i∂jh; ∇h denotes its gradient vector; and ∇2h denotes its Hessian matrix.
• Suppose that M is a smooth manifold. C2(M) denotes the set of real-valued, twice continu-
ously differentiable functions on M.
• For any two matrices A,B ∈ Rn×m,
〈A,B〉 :=
n∑
i=1
m∑
j=1
AijBij
denotes the trace inner product of A and B, and ||A|| := √〈A,A〉 denotes the Frobenius norm
of A.
• Let Nn be the set of n-tuples α := (α1, . . . , αn) of natural numbers αi ∈ N. Let Nnd be the
subset of n-tuples such that |α| := α1 + · · ·+ αn ≤ d. The cardinality of Nnd is r(d) :=
(
n+d
d
)
.
We define the sum of two tuples α, β ∈ Nnd to be the tuple α+ β := (α1 + β1, . . . , αn + βn).
• The space of real-valued vectors indexed by Nnd , {y : yα ∈ R, α ∈ Nnd}, is isomorphic to Rr(d)
and we make no distinction between them. Similarly for the space of real-valued matrices
indexed by Nnd , {M : Mαβ ∈ R, α, β ∈ Nnd}, and Rr(d)×r(d). With this in mind, we denote the
standard inner product on Rr(d) as
〈y, z〉 :=
∑
α∈Nnd
yαzα, y, z ∈ Rr(d),
and the standard outer product on Rr(d) as
(y ⊗ z)w := 〈z, w〉 y, y, z, w ∈ Rr(d).
• Let α ∈ Nnd and x ∈ Rn. Monomials are denoted as xα :=
∏n
i=1 x
αi
i , and md(x) : Rn → Rr(d)
denotes the vector of monomials of degree d or less. Hence the α-th component of the r(d)-
dimensional vector md(x) is given by
(md(x))α := x
α.
Let R[x]d denote the vector space of real polynomials on Rn of degree at most d. The set
{xα : α ∈ Nnd} is a basis (known as the canonical or monomial basis) of R[x]d, and so we can
write any polynomial p ∈ R[x]d as
p(x) =
∑
α∈Nnd
pαx
α = 〈p,md(x)〉 , ∀x ∈ Rn,
where p := (pα)α∈Nnd in R
r(d) is the vector of coefficients of p. We denote the degree of any
polynomial p with dp.
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• Let µ be a Borel measure on Rn. A vector y in Rr(d) is the vector of moments of order up to
d of µ if, for any α ∈ Nnd , the α-th component of y is given by
yα = µ(x
α) :=
∫
Rn
xαµ(dx),
assuming that the integrals are well defined.
2.2 Stability and regularity properties of X. We now briefly review well known properties
of X and a relevant drift condition used in the examples below. Throughout this section we assume
that G is an (n− `)-dimensional smooth submanifold of Rn. For this to be the case, it is sufficient
that the vectors ∇g1(x),∇g2(x), . . . ,∇g`(x) form a linearly independent set, for each x in G, where
the gi’s are defined in (1.4).
Firstly, smoothness of the components of b and σ imply that (1.1) has a unique strong solution
X, which is defined up to a stopping time τ∞ [47]. The generator (or Kolmogorov operator) A
associated with (1.1) is the second order differential operator
Ah(x) := 〈∇h(x), b(x)〉+ 1
2
〈∇2h(x), a(x)〉 = n∑
i=1
bi(x)∂ih(x) +
1
2
n∑
i,j=1
aij(x)∂ijh(x),
for h ∈ C2(G), x ∈ G, and where a := σσT denotes the diffusion matrix of (1.1). It is well known
that if A is a hypoelliptic operator on C2(G) (see [16]), then (1.1) generates a strong Feller Markov
process. This is the regularity property of X we use in our examples below. Although this condition
can be replaced with weaker ones (e.g., X being a T-process [32]), such alternative conditions usually
require more work to establish in practice. The stability properties we require are summarised as
follows:
Condition 2.1 ([32, 33]). Suppose that the paths of the diffusion X are contained in G (that is,
P({Xt ∈ G, ∀0 ≤ t ≤ τ∞}) = 1), and that either one of the following conditions holds:
(i) the manifold G is compact.
(ii) (Drift condition) there exists a function u ∈ C2(G) and a constant c > 0 such that for each
q ∈ R the sub-level set
{x ∈ G : u(x) ≤ q}
is compact and such that
Au(x) ≤ −cu(x),
holds for all x in G except those in a compact subset of G.
Theorem 2.2 ([32, 33]). Suppose that A is hypoelliptic on C2(G) and that Condition 2.1 holds.
Then:
(i) The solution of (1.1) is globally defined, that is, P({τ∞ =∞}) = 1.
(ii) The SDE (1.1) has at least one stationary measure with support contained in G.
(iii) If Condition 2.1 (i) holds, then for any measurable f and almost every sample path t 7→ Xt(ω),
the limit (1.5) holds, where pi ∈ P has support contained in G and depends on the starting
position of the path, Z(ω). Furthermore, equation (1.6) holds.
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(iv) If G is not compact but Condition 2.1 (ii) holds, then pi(u) < ∞ for any pi ∈ P with support
contained in G, and the same as in Theorem 2.2 (iii) is true for every measurable f such that
sup
x∈G
( |f(x)|
1 + |u(x)|
)
<∞.
Proof. In the case (i), it is easy to argue that the solution is globally defined. In the case (ii), global
existence of the solution follows from [33, Thrm.2.1]. The rest follows from Theorems 3.4 and 8.1
in [32], plus Theorem 4.7 in [33] in the case of the drift condition.
Remark (The ensemble averages): If, additionally to the premise of Theorem 2.2, the semi-
group generated by (1.1) is aperiodic [32], then the analogous statements to Theorem 2.2 (iii) and
(iv) hold for the ensemble averages E [f(Xt)]. In this case, we have that
lim
t→∞E[f(Xt)] =
∫
f(x) p˜i(dx),
where p˜i ∈ P depends on the law of the initial condition Z, see [32, Thrm.8.1].
2.3 A relationship between the generator of (1.1) and its stationary measures. The
following technical lemma is necessary for the development of the algorithm presented in this paper.
An application of Itoˆ’s formula shows that, if h ∈ C2(Rn), then
Dht := h(Xt)− h(X0)−
∫ t
0
Ah(Xs)ds, (2.1)
is a local martingale. The generator A evaluated at function h and point x describes the rate of
change in time of the expected value of h(Xt) conditioned on the event {Xt = x}. If pi is the
law of Xt, then pi(Ah) describes the rate of change in time of E[h(Xt)]. It follows that if pi is
a stationary measure of (1.1), then the law of Xt does not change in time, and thus we would
expect that pi(Ah) = 0. Unfortunately, for technical reasons, this is not always the case (see [8] for
counterexamples). However, it is not difficult to find sufficient conditions on h such that pi(Ah) = 0.
The following lemma gives one such condition specialised for polynomial functions h, which are the
focus of this paper. For a proof of the lemma see Appendix A.
Lemma 2.3. Let pi be a stationary measure of (1.1) whose moments of order d exist and are finite.
Let h be polynomial with degree dh ≤ d−maxi,j{dbi , daij}, where b is the drift vector and a := σσT
is the diffusion matrix of (1.1). Then
pi(Ah) = 0.
3 The algorithm. Our algorithm constructs a tractable outer approximation Cdf,G of the set
Bdf,G defined by (1.3). As shown below, the approximation we derive is the image of a spectrahedron
(a set defined by linear equalities and semidefinite inequalities) through a linear functional. Finding
the infimum and supremum of Cdf,G reduces to solving two SDPs, which can be efficiently carried out
using one of several high-quality solvers freely available. Since Bdf,G ⊆ Cdf,G , the computed infimum
(supremum) is a lower (upper) bound of Bdf,G .
To introduce our method, we first take a closer look at the set Bdf,G from two alternative per-
spectives. First, note that the set Bdf,G defined in (1.3) is the image of the set
PdG := {pi ∈ P : pi has finite d-th order moments and support contained in G}
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through the linear functional (on the vector space of signed measures) pi 7→ pi(f). It is straightfor-
ward to check that, as a subset of the vector space of signed measures, PdG is convex. Consequently,
its image Bdf,G is a (possibly unbounded) interval, which is fully described by its supremum and
infimum (leaving aside whether or not Bdf,G contains its endpoints).
Alternatively, since f is a polynomial (with vector of coefficients f ), the set Bdf,G is the image
of the set
YdG := {y ∈ Rr(d): y is a vector of moments up to order d of a measure in PdG}
through the linear functional (on Rr(d)) y 7→ 〈y,f 〉 . We now see some concrete examples of these
sets.
Example 3.1. To introduce our ideas, we use an example for which there is an extensive body of
results. Consider the two-dimensional SDE
dXt = −1
2
Xtdt+
[
0 −1
1 0
]
XtdWt, X0 = Z. (3.1)
Applying Itoˆ’s formula gives d ||Xt|| ≡ 0; hence, ||Xt|| = ||X0|| , ∀t ≥ 0. If the initial condition Z
takes values in the circle of radius R, S1R, then the paths of X remain in S1R. Using Ho¨rmander’s
condition [16] it is easy to verify that, for each R > 0, the generator A is a hypoelliptic operator
on C2(S1R). By compactness of S1R, Condition 2.1 (i) is satisfied, and Theorem 2.2 states that, for
each R > 0, (3.1) has at least one stationary measure with support contained in S1R. It is also well
known [21] that for each R, (3.1) has only one such measure piR, which is the uniform distribution
on S1R. Therefore, for a given R and f
piR(f) =
1
2pi
∫ 2pi
0
f(R cos(θ), R sin(θ))dθ. (3.2)
Note that if R = 0, then X ≡ 0, hence pi0 := δ0, the Dirac measure at zero, is also a stationary
measure of (3.1). Consequently, for any d:
PdS1R = {piR}, P
d
R2 = {piR : R ≥ 0}, PdG = ∅ for all other varieties G.
By the symmetry of the measure piR, it is easy to show that
y(α1,α2) := piR (x
α1
1 x
α2
2 ) =

R2 pi3/2 2|α|
|α|! Γ (1−α12 )Γ (1−α22 )Γ(1−|α|2 ) if α1 and α2 are even
0 otherwise,
where Γ(·) denotes the gamma function. It is now straightforward to describe the sets YdG. For
instance, consider the sets containing the r(2)-dimensional vectors of moments up to order d = 2
defined as y := (y(0,0), y(1,0), y(0,1), y(2,0), y(1,1), y(0,2)) ∈ R6. Then we have
Y2S1R =
{(
1, 0, 0,
R2
2
, 0,
R2
2
)}
and Y2R2 = {1} × {0} × {0} × [0,∞)× {0} × [0,∞).
Using the above descriptions of the sets PdG together with the map pi 7→ pi(f) or, alternatively, the sets
YdG together with the map y 7→ 〈y,f 〉, we can deduce any projection of interest Bdf,G. For instance,
for f1(x) = x1x2, B
d
f1,S1R
= {0} and Bdf1,R2 = {0}
for f2(x) = x
2
2 + 1, B
d
f2,S1R
=
{
R2
2
+ 1
}
and Bdf2,R2 = [1,∞)
for f3(x) = x2 − 2x21 + 3, Bdf3,S1R =
{
3−R2} and Bdf3,R2 = (−∞, 3].
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In the above example, we could obtain the sets PdG , YdG and their projections Bdf,G directly
from (1.1). However, this is difficult in general. Indeed, results from real algebraic geometry show
that optimising over the cone of vectors whose components are moments of a measure is an NP-hard
problem [25]. We believe that, except for trivial cases, the same holds for YdG which is a subset of this
cone. Instead, we construct here a spectrahedral outer approximation OdG of the set YdG . Optimising
over OdG consists of solving an SDP, a polynomial-time problem. Explicitly, OdG is a subset of Rr(d)
defined by linear equalities and semidefinite inequalities such that YdG ⊆ OdG . Because the outer
approximation is a convex set, its image through the linear functional y 7→ 〈y,f 〉 is an interval that
contains Bdf,G :
Bdf,G ⊆ Cdf,G :=
{
〈y,f 〉 : y ∈ OdG
}
. (3.3)
Hence our task is reduced to obtaining the outer approximation OdG . We do this in two steps:
• In Section 3.1, we use Lemma 2.3 to construct a set of linear equalities satisfied by the moments
of any stationary measure of (1.1).
• In Section 3.2, we construct a set of linear equalities and a semidefinite inequality satisfied by
the moments of any unsigned measure with support on G.
The outer approximation OdG then consists of the set of vectors in Rr(d) that satisfy both of the
above.
3.1 Linear equalities satisfied by the moments of stationary measures. By assumption,
both the drift vector and the diffusion coefficients in (1.1) are polynomials. Therefore, if h is a
polynomial, Ah is also a polynomial. Suppose that y belongs to YdG and choose any measure pi in
PdG that has y as its vector of moments of order d. From Lemma 2.3, if d ≥ dA := max{dbi , daij},
then
〈y,Ah〉 =
∑
β∈Nnd
(Ah)β yβ =
∑
β∈Nnd
(Ah)β pi(xβ) = pi
( ∑
β∈Nnd
(Ah)β xβ
)
= pi(Ah) = 0, ∀h ∈ R[x]d−dA .
Since {xα : α ∈ Nnd−dA} spans R[x]d−dA , checking that y satisfies the above is equivalent to checking
that
〈y,Axα〉 = 0, ∀α ∈ Nnd−dA . (3.4)
In words, every vector in YdG satisfies the r(d− dA) linear equalities defined by (3.4).
At this point, it is worth remarking that the conditions on h and pi in Lemma 2.3 are only
sufficient but not necessary for pi(Ah) = 0 to hold, as the following example shows.
Example 3.2. Let λ be a positive even integer, and consider the one-dimensional SDE
dXt = (1− λXt)dt+
√
2XtdWt, X0 = Z. (3.5)
It is straightforward to verify that Condition 2.1 (ii) holds with u(x) := xλ and G := R, and to
use Ho¨rmander’s condition to establish that the generator of (3.5) is hypoelliptic on C2(R). From
Theorem 2.2, it follows that: (3.5) has at least one stationary measure; that all of its stationary
measures have moments up to order λ; and that (1.5) holds for any f ∈ R[x]λ. From (3.4), we
deduce that given the moments of any such stationary measure y ∈ Rλ+1, then
k (yk−1 − (λ+ 1− k)yk) = 0, k = 1, 2, . . . , λ− 2. (3.6)
9
We are only interested in solutions to these equations that the are moments of a probability measure.
Hence we can append the normalisation y0 = 1 and solve (3.6) to obtain
yk =
k−1∏
j=0
1
λ− j . (3.7)
In fact, (3.7) holds for k = 1, . . . , λ (instead of only for k = 1, . . . , λ− 2). This is easily deduced by
solving the Fokker-Planck equation associated with (3.5) and showing that the density of a stationary
measure of (3.5) is given by the inverse Gamma distribution 1λ!x
−λ−2e−
1
x . Indeed, the moments of
this distribution are given by (3.7) for k = 1, . . . , λ. Additionally employing the Support Theorem
of Stroock and Varadhan [2, Thrm.6.6], we can conclude that this is the only stationary measure of
(3.5). In conclusion, the moments of any stationary measure of (3.5) satisfy (3.6) for k = 1, . . . , λ
although Lemma 2.3 only implies that they are satisfied for k = 1, . . . , λ− 2.
For most SDEs, y0 = 1 together with the equations (3.4) defines a set of underdetermined linear
equations as the following example illustrates.
Example 3.3. Consider the SDE
dXt = (1− 2X3t )dt+
√
2XtdWt, X0 = Z. (3.8)
It is straightforward to verify that Condition 2.1 (ii) is satisfied with u(x) := ex
2/2 and G := R, and to
use Ho¨rmander’s condition to establish that the generator of (3.8) is hypoelliptic on C2(R). Theorem
2.2 then establishes that (3.8) has globally defined solutions; that it has at least one stationary
measure; that all stationary measures have all moments finite; and that (1.5) holds for any f ∈ R[x].
Equations (3.4) in this case read:
k (yk−1 + (k − 1)yk − 2yk+2) = 0, k = 1, 2, . . . .
By appending y0 = 1 to the above, we can only solve for y3 = y0/2 = 1/2. The set of equations
formed by the first k˜ ≥ 2 conditions (together with y0 = 1) is underdetermined, and no other moment
can be solved for.
3.2 Moment conditions. That the moment equations (3.4) are underdetermined in the above
example is essentially the same issue that moment closure methods attempt to address (see [39, §3.4]
for a review). These methods ‘close’ the equations (3.4) by heuristically removing the dependence
of the first few equations on higher moments. We do not follow this approach here. Instead, we
overcome this issue by exploiting the fact that we are not interested in all the solutions to the
equations (3.4), but only in those that are the vector of moments of a probability measure with
support contained in G. There are various tractable conditions, known as moment conditions, which
are satisfied by the vector of moments of any measure with support contained in G, but not in general
by an arbitrary vector of real numbers. For example, trivially, the even moments of an unsigned
Borel measure on Rn must be non-negative. We now describe in more detail the moment conditions
we use in the rest of this paper.
Let pi be a measure with vector of moments y of order d, and let g be a polynomial of degree d.
If pi has support contained in {x ∈ Rn : g(x) = 0}, then
〈y,g〉 =
∑
α∈Nnd
gαyα =
∑
α∈Nnd
gαpi(x
α) = pi
( ∑
α∈Nnd
gαx
α
)
= pi(g) = 0.
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By the definition (1.4), gj is zero everywhere in G for all j = 1, 2, . . . , `. Thus 〈y,gjh〉 = 0 for every j
and h ∈ R[x]d−dgj . Since {xα : α ∈ Nnd−dj} spans R[x]d−dj , checking that y satisfies 〈y,gjh〉 = 0 for
any given h ∈ R[x]d−dgj is equivalent to checking that y satisfies the following r(d− dgj ) equations:
〈y,gjxα〉 = 0, ∀α ∈ Nnd−dgj . (3.9)
To these linear equations, we append a semidefinite inequality that stems from the fact that prob-
ability measures are unsigned. Let h be any polynomial of degree s(d) := bd/2c. Then it follows
that
(h(x))2 =
〈
ms(d)(x),h
〉2
=
〈〈
ms(d)(x),h
〉
ms(d)(x),h
〉
=
〈
(ms(d)(x)⊗ms(d)(x))h,h
〉
.
Since h2 is a non-negative function we have that
0 ≤ pi(h2) = pi
( 〈
(ms(d) ⊗ms(d))h,h
〉 )
=
〈
pi
(
ms(d) ⊗ms(d)
)
h,h
〉
=
〈
Ms(d)(y)h,h
〉
, (3.10)
where the moment matrix
Ms(d)(y) := pi(ms(d) ⊗ms(d)) ∈ Rr(s(d))×r(s(d))
denotes the element-wise integration of the matrix ms(d) ⊗ ms(d). Note that the entries of the
moment matrix are a function of the moments of pi:(
Ms(d)(y)
)
αβ
:= yα+β, ∀α, β ∈ Nns(d).
Since (3.10) holds for all h ∈ R[x]s(d), Ms(d)(y) is positive semidefinite:
Ms(d)(y)  0. (3.11)
We then combine (3.4), (3.9), (3.11) and the normalisation y0 = 1 to obtain our outer approximation:
OdG :=
y ∈ R
r(d) :
y0 = 1
〈y,Axα〉 = 0, ∀α ∈ Nnd−dA
〈y,gjxα〉 = 0, ∀α ∈ Nnd−dgj , ∀j = 1, . . . , `
Ms(d)(y)  0
 ⊇ Y
d
G . (3.12)
From (3.3), it follows that the projection Cdf,G =
{〈y,f 〉 : y ∈ OdG} contains Bdf,G . Therefore, we
have the following bounds:
ρdf,G := inf C
d
f,G ≤ inf Bdf,G , supBdf,G ≤ supCdf,G =: ηdf,G . (3.13)
Computing ρdf,G and η
d
f,G can be efficiently done by solving two SDPs with r(d) variables each.
Example 3.4. Consider again SDE (3.8) from Example 3.3, whose stationary measures have mo-
ments of all orders. Hence
B1x,R = B
2
x,R = · · · = B∞x,R.
To find bounds on the mean of the stationary measures of the SDE we construct the outer approxi-
mations of B∞x,R, as described above. The first few such approximations are:
C1x,R =
{
y1 : y ∈ R2, y0 = 1, y0 ≥ 0
}
,
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C2x,R =
{
y1 : y ∈ R3, y0 = 1,
[
y0 y1
y1 y2
]
 0
}
,
C3x,R =
{
y1 : y ∈ R4, y0 = 1,
[
y0 y1
y1 y2
]
 0
}
,
C4x,R =
y1 : y ∈ R5, y0 = 1y0 − y3 = 0
y0 y1 y2y1 y2 y3
y2 y3 y4
  0
 ,
C5x,R =
y1 : y ∈ R6,
y0 = 1
y0 − y3 = 0
y1 + y2 − y4 = 0
y0 y1 y2y1 y2 y3
y2 y3 y4
  0
 ,
C6x,R =
y1 : y ∈ R7,
y0 = 1
y0 − y3 = 0
y1 + y2 − y4 = 0
y2 + 2y3 − y5 = 0

y0 y1 y2 y3
y1 y2 y3 y4
y2 y3 y4 y5
y3 y4 y5 y6
  0
 .
Since a matrix is positive semidefinite if and only if all its principal minors are non-negative, it
follows trivially that C1x,R = C
2
x,R = C
3
x,R = R. Hence optimising over these sets yields uninformative
bounds: ρ1x,R = ρ
2
x,R = ρ
3
x,R = −∞ and η1x,R = η2x,R = η3x,R = ∞. The higher order approximations
d > 4, however, lead to non-trivial bounds (Table 1). To obtain the endpoints of the higher order
approximations C4x,R, C
5
x,R, . . . we used the SDP-solver SDPT3.
d ≤ 4 5 6 7 8 9 10 11 12 13
ρdx,R −∞ 0.4133 0.4134 0.6202 0.6202 0.6365 0.6365 0.6376 0.6377 0.6377
ηdx,R ∞ 0.8283 0.8282 0.6758 0.6757 0.6495 0.6495 0.6494 0.6494 0.6428
d 14 15 16 17 18 19 20 21 22 23
ρdx,R 0.6377 0.6377 0.6377 0.6377 0.6377 0.6377 0.6377 0.6377 0.6377 0.6377
ηdx,R 0.6428 0.6404 0.6404 0.6402 0.6402 0.6389 0.6389 0.6387 0.6387 0.6384
Table 1: Bounds on the mean of the stationary measures of the SDE (3.8). In total, 40 bounds
were computed taking a total CPU time of 10.3 seconds, averaging 0.26 seconds per bound.
For many SDEs, like those in Examples 3.2 and 3.3, all stationary measures have moments
of some order d. If G is compact, d = ∞; otherwise, such a d can be found by verifying a drift
condition like the one in Condition 2.1. In such cases, Bkf,G = B
d
f,G for all df ≤ k ≤ d. However, as
Example 3.4 shows, this does not hold in general for our outer approximations. Instead, we only
have that Ckf,G ⊇ Cdf,G for all df ≤ k ≤ d. Therefore {ρkf,G : df ≤ k ≤ d} and {ηkf,G : df ≤ k ≤ d}
are monotone non-decreasing (resp. non-increasing) sequences of lower (resp. upper) bounds on
Bdf,G . In practice, the best bounds are obtained by solving for the infimum/supremum of C
k
f,G for
the largest df ≤ k ≤ d that can be handled computationally by the solver.
4 Applications. We now consider three applications of the algorithm. To compute the bounds
presented in this section we used the modelling package GloptiPoly 3 [13] to construct the SDPs
corresponding to the outer approximations (3.12) and the solver SDPT3 [46] to solve the SDPs.
All computations were carried out on a desktop computer with a 3.4 GHz processor and 16GB of
memory running Ubuntu 14.04.
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4.1 Langevin diffusions, numerical integration, and an inference problem. The Metropo-
lis Adjusted Langevin Algorithm (MALA) [37] is a popular Markov chain Monte Carlo algorithm
(MCMC). MALA can be used to estimate integrals with respect to measures of the form
piv(dx) :=
ev(x)
Zv
dx, (4.1)
where dx denotes the Lebesgue measure on Rn, v : Rn → R is a smooth confining potential, and
Zv is the normalising constant Zv :=
∫
Rn e
v(x)dx. It is well known that piv is the unique stationary
measure of the Langevin diffusion
dXt = ∇v(Xt) dt+
√
2 dWt, X0 = Z. (4.2)
The SDE (4.2) has globally defined solutions and, regardless of the initial condition, the limit (1.5)
holds with pi := piv for all piv-integrable functions f [37]. MALA proceeds by discretising X, adding
a Metropolis accept-reject step to preserve stationarity of piv, and simulating the resulting chain.
The time averages of the simulation then converge to the desired average [37].
Since piv is the unique stationary measure of (4.2), we can use our algorithm to directly compute
bounds on piv(f) when both f and v are polynomials, circumventing any discretisation or simulation.
We illustrate this idea with the following simple Bayesian inference problem.
Example 4.1. The scalar noisy time-varying recurrence equation
zk = p1zk−1 + p2
zk−1
1 + z2k−1
+ p3 cos(1.2(k − 1)) + ξk, (4.3)
is often used to benchmark parameter and state estimation algorithms [9, 3]. For simplicity, we
assume that the state {zk : k = 1, . . . , N} is observable and we focus on the problem of estimating
the parameters p1, p2, and p3. The additive noise {ξk : k = 1, . . . , N} is typically taken to be an
i.i.d. sequence of normally distributed random variables. Since Gaussianity of random variables is
not important in our algorithm, we instead choose {ξk : k = 1, . . . , N} to be an i.i.d. sequence of
random variables with bimodal law
µξ(dx) := piuξ(dx) with uξ(x) = 3x
2 − x4.
where piuξ is as in (4.1), see Fig.1a. Choosing parameters p := (p1, p2, p3) = (0.5, 2, 1) and z0 = 2,
we use (4.3) to generate N samples z := {z1, z2, . . . , zN}, see Fig.1b. The inference problem is to
use the generated samples z and the initial condition z0 to estimate the parameters p.
Taking a Bayesian perspective, we first choose a prior distribution µ0 over the parameters and
then we extract information from the posterior distribution µp|z, see [42]. Our algorithm can be used
to this end if the prior µ0 is of the form (4.1) with a polynomial potential:
µ0(dx) := piu0(dx) and u0 is a polynomial.
From Bayes’ formula, the posterior also takes the form (4.1):
µp|z(dx) = piv(dx) with v(p) =
N∑
k=1
uξ
(
zk −
(
p1zk−1 + p2
zk−1
1 + z2k−1
+ p3 cos (1.2(k − 1))
))
+u0(p).
We can then use our algorithm to yield lower and upper bounds on the posterior means µp|z(p1),
µp|z(p2) and µp|z(p3), and upper bounds on the total variance
varp|z = µp|z
(
(p1 − µp|z(p1))2
)
+ µp|z
(
(p2 − µp|z(p2))2
)
+ µp|z
(
(p3 − µp|z(p3))2
)
.
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of the posterior distribution µp|z. For simplicity, we chose our prior µ0 to be a unit variance zero
mean normal distribution, i.e., u0(p) := − ||p||2 /2. The results are shown in Fig.1c,d. For N ≥ 15
samples, we obtain small upper bounds on the total variance (two orders of magnitude smaller than
the lower bounds on the posterior means). For this reason, we expect the posterior distribution
to resemble a Dirac measure at the vector of posterior means, indicating that the posterior means
are appropriate estimators of the parameters (as confirmed in Fig.1c), thus solving our inference
problem.
0 1-1
1
3
5
x 1e-4
100 2000
0.1
0.2
100 2000
2
1
0.5
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1000 200
Figure 1: (a) The density of the noise ξ. (b) Sample path of length N = 250 generated to estimate
the parameters p. The noise was generated by inverting the cdf of µξ numerically (uniform grid on
[−10, 10] with step size of 10−4) and drawing independent samples from a uniform [0, 1] distribution.
(c) Upper and lower bounds on the means µp|z(p1), µp|z(p2), µp|z(p3) of the posterior distribution
µz|p (solid lines) plotted against the number of samples N = 10, 12, . . . , 250 of z used to generate the
posterior. The actual values of the parameters used to generate the samples are shown with dashed
lines. The upper and lower bounds were computed by solving (3.13) using d = 5 and the appropriate
objective f(x) = x1, x2, or x3. The gap between the upper and lower bounds was always smaller
than 10−2 and hence the upper and lower bounds are indistinguishable in the plot. (d) Upper
bounds on the total variance of the posterior distribution, varp|z = µp|z(p21 + p22 + p23)− µp|z(p1)2 −
µp|z(p2)2−µp|z(p3)2. These were obtained by computing upper bounds on µp|z(p21+p22+p23) (solving
(3.13) with d = 5 and f(x) = x21 + x
2
2 + x
2
3), and combining these bounds with the lower bounds
computed for the posterior means. In total, 847 bounds were computed taking a total CPU time
of 720 seconds, averaging 0.85 seconds per bound.
It is important to remark that Example 4.1 can be solved equally well with MCMC methods—
indeed, MCMC algorithms scale better than ours with the dimension of the target measure piv.
However, our alternative approach presents some attractive features: it is fast (see caption of Fig.1)
and simple to implement; no tuning of the algorithm is required (e.g., choosing the discretisation
step size in MALA); and it delivers deterministic bounds on the integrals of interest instead of
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stochastic estimates (hence avoiding issues concerning the convergence of MCMC simulations). Our
algorithm can also provide useful information in situations where MCMC methods face difficulties; in
particular when the target distribution has several isolated modes. In such cases, MCMC algorithms
get stuck at one of the modes and do not explore the rest of the target distribution. Our numerical
observations suggest that our algorithm is also affected by the presence of isolated modes, producing
a large gap between the upper and lower bounds for the desired integrals (since each bound is stuck
at a different mode). The presence of such large gaps can alert the practitioner to the existence of
isolated modes, something which is often not obvious for target distributions of dimension three or
more. Methods designed to deal with isolated modes, such as simulated-tempering [3], can then be
used instead of standard a Metropolis-Hastings MCMC method.
4.2 Lyapunov exponents of linear SDEs driven by multiplicative white noise. In practi-
cal applications involving systems of linear ordinary differential equations (ODEs), we are interested
in situations where the parameters are perturbed by Gaussian white noise. In those cases, we obtain
the following class of linear stochastic differential equations
dX(t) = AX(t) dt+
m∑
i=1
BiX(t) dWi(t), X(0) = Z, (4.4)
where A ∈ Rn×n, Bi ∈ Rn×n and Wi := {Wi(t) : t ≥ 0} are m independent standard Brownian
motions on R. It is well known that (4.4) has globally defined solutions. Furthermore, there exists
a jointly continuous process {Xxt : t ≥ 0, x ∈ Rn} such that XZ := {XZt := X ·t ◦ Z : t ≥ 0} is the
unique solution of (4.4) (see [17, Thrm. 21.3]).
In 1967, Khas’minskii [21] made the following observation. Applying Itoˆ’s formula twice, he
found that the projection of XZt onto the unit sphere, Λ
Z
t := X
Z
t /
∣∣∣∣XZt ∣∣∣∣, satisfies the SDE
dΛZ(t) = u0(Λ
Z(t))dt+
m∑
i=1
ui(Λ
Z(t))dWi(t), Λ
Z(0) = Z/ ||Z|| , (4.5)
where u0(x) := Ax − 〈x,Ax〉x −
∑m
i=1
(
1
2 ||Bix||2 x+ 〈x,Bix〉Bix− 32 〈x,Bix〉2 x
)
, and ui(x) :=
Bix− 〈x,Bix〉x. In addition, ΓZt := ln
∣∣∣∣XZt ∣∣∣∣ satisfies
ΓZ(t) = ln ||Z||+
∫ t
0
Q(ΛZ(s))ds+
m∑
i=1
∫ t
0
〈
ΛZ(s), BiΛ
Z(s)
〉
dWi(t), (4.6)
where Q(x) := 〈x,Ax〉+ 12
∑m
i=1 ||Bix||2 − 〈x,Bix〉2 . It is not difficult to argue [20, Lem. 6.8] that
lim
t→∞
1
t
(
m∑
i=1
∫ t
0
〈
ΛZ(s), BiΛ
Z(s)
〉
dWi(t)
)
= 0, P-almost surely. (4.7)
Suppose that the generator of ΛZ := {ΛZt : t ≥ 0} is hypoelliptic on C2(Sn−1), where Sn−1 :=
{x ∈ Rn : ||x|| = 1} denotes the unit sphere in Rn. Since ΛZ , by definition, takes values in Sn−1,
Theorem 2.2 tells us that (4.5) has at least one stationary measure, and together with (4.6) and
(4.7) that for P-almost every sample path t 7→ XZ(t) there exists a stationary measure pi of (4.5)
such that
lim
t→∞
ΓZ(t)
t
= lim
t→∞
1
t
∫ t
0
Q
(
ΛZ(s)
)
ds = pi(Q). (4.8)
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Typically, the above integral is estimated by choosing an appropriate discretisation scheme for
(4.4), simulating the resulting chain, and computing the corresponding time average [44]. We
instead exploit the fact that u0, . . . um and Q are all polynomials and apply our algorithm on (4.6)
to compute bounds for pi(Q). In particular, for any d ≥ dQ we have that:
ρdQ,Sn−1 ≤ limt→∞
ΓZ(t)
t
≤ ηdQ,Sn−1 , P-almost surely,
where ρdQ,Sn−1 and η
d
Q,Sn−1 are as in (3.13) with notation adapted to (4.5). Note that{
ω ∈ Ω : lim
t→∞
ΓZt (ω)
t
< 0
}
⊆
{
ω ∈ Ω : lim sup
t→∞
∣∣∣∣XZt (ω)∣∣∣∣ = 0} ,{
ω ∈ Ω : lim
t→∞
ΓZt (ω)
t
> 0
}
⊆
{
ω ∈ Ω : lim inf
t→∞
∣∣∣∣XZt (ω)∣∣∣∣ =∞} ,
which implies that
ηdQ,Sn−1 < 0⇒ P
({
lim sup
t→∞
∣∣∣∣XZt ∣∣∣∣ = 0}) = 1, for any initial condition Z,
ρdQ,Sn−1 > 0⇒ P
({
lim inf
t→∞
∣∣∣∣XZt ∣∣∣∣ =∞}) = 1, for any initial condition Z,
i.e., the equilibrium solution X0 ≡ 0 of (4.4) is almost surely asymptotically stable if ηdQ,Sn−1 < 0,
and almost surely asymptotically unstable if ρdQ,Sn−1 > 0. Therefore, our algorithm applied to (4.5)
yields a sufficient test for the asymptotic stability or instability of (4.4). The method also yields a
necessary test for asymptotic stability in the following sense:
Theorem 4.2. Suppose that the generator of ΛZ is hypoelliptic on C2(Sn−1). Let
λ(Z) := lim
t→∞
log
∣∣∣∣XZt ∣∣∣∣
t
, λ− := inf
Z
λ(Z), λ+ := sup
Z
λ(Z),
where the infimum and supremum are taken over the set of initial conditions Z that are Borel
measurable random variables on Rn. For sufficiently large d,
ρdQ,Sn−1 > −∞, ηdQ,Sn−1 <∞.
Furthermore,
lim
d→∞
ρdQ,Sn−1 = λ−, lim
d→∞
ηdQ,Sn−1 = λ+.
Proof. Let A denote the generator of ΛZ and not of XZ . The theorem is proved only for the lower
bounds ρdQ,Sn−1 . The proof for the upper bounds is identical. The proof proceeds in three steps:
1. We show that the set of limits S := {λ(Z) : Z is a Borel measurable random variable on Rn}
is the same as the set BQ,Sn−1 := B
1
Q,Sn−1 = · · · = B∞Q,Sn−1 .
2. We show that the equalities (3.4) fully characterise the stationary measures of (4.5), in the
sense that if pi is a Borel probability measure with support contained in Sn−1 such that
pi(Axα) = 0, ∀α ∈ Nn, (4.9)
then pi is a stationary measure of (4.5).
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3. We then only have to apply Theorem 4.3 in [25], which shows that, for large enough d,
ρdQ,Sn−1 > −∞, and
lim
d→∞
ρdQ,Sn−1 = inf
{
pi(Q) :
pi is a Borel probability measure with support contained in Sn−1
that satisfies pi(Axα) = 0, ∀α ∈ Nn
}
.
Then (3.4) fully characterises the stationary measures of (4.5), which implies that
lim
d→∞
ρdQ,Sn−1 = inf BQ,Sn−1 = inf S = λ−.
For the detailed proof, see Appendix B.
Example 4.3. We exemplify the use of our algorithm in computing Lyapunov exponents through
a classic example from [21]. The question of whether an unstable linear system of ODEs could
be stabilised by physically realisable multiplicative noise (i.e., multiplicative noise in the sense of
Stratonovich) received ample attention in the 1960s. It was shown that this cannot be achieved in
one-dimensional systems, and it was hypothesised that it could not be achieved in higher dimensional
systems either [30]. Khas’misnkii [21] disproved this hypothesis with the following counterexample:
dX1(t) = c1X1(t) ◦ dt+ σ (X1(t) ◦ dW1(t) +X2 ◦ dW2(t))
dX2(t) = c2X2(t) ◦ dt+ σ (X2(t) ◦ dW1(t)−X1 ◦ dW2(t)) (4.10)
where c1 > 0, c2 < 0, σ > 0, and ◦d denotes the Stratonovich differential. For this two-dimensional
SDE, the projection (4.5) lives in a one dimensional manifold (the unit circle), and thus by changing
to polar coordinates one can find analytical expressions for its stationary measures. In this case there
is a unique stationary measure and
pi(Q) =
∫ 2pi
0
(
σ2
2 + c1 cos
2(φ) + c2 sin
2(φ)
)
e
(c1−c2)
σ2
cos2(φ)dφ∫ 2pi
0 e
(c1−c2)
σ2
cos2(φ)dφ
. (4.11)
Khas’minskii then argued that one can always find a sufficiently large (in absolute value) c2 and σ
so that pi(Q) < 0, i.e., so that (4.10) is stable.
Instead, we can verify Khas’minskii’s findings for given c1 and c2 and σ by solving for the bounds
(3.13). As an example, we analysed the system (4.10) with c1 = 1 and c2 = −30. From the bounds
presented in Fig.2, we conclude that, for these parameters, (4.10) is stable for 3 . σ . 3.7 and
unstable otherwise.
In Example 4.3, we could have evaluated (4.11) numerically instead of computing (3.13). How-
ever, such analytical expressions for stationary measures of (4.5) are not available in higher di-
mensions. As explained in [1] (see also [48]): “The direct use of Khas’minskii’s method to higher
dimensional systems has not met with much success because of the difficulty of studying diffusion
processes occurring on surfaces of unit hyperspheres in higher dimensional Euclidean spaces”. Our
approach complements Khas’minskii’s procedure: it is simple to implement; the number of station-
ary measures of (4.5) is not a limitation; and the fact that the measures have support on the unit
sphere is an advantage instead of a disadvantage, as Theorem 4.2 shows.
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Figure 2: Upper and lower bounds on the Lyapunov exponents of the SDE (4.10) with c1 = 1
and c2 = −30 computed for σ = 0.2, 0.3, . . . , 4.5 by solving (3.13) with d = 16. The gap between
the lower and the upper bounds was always smaller than 10−3 and hence the two sets of bounds
are indistinguishable in the plot. In total 88 bounds were computed for a total CPU time of 364
seconds, averaging 4.1 seconds per bound.
4.3 Piecewise polynomial averages, a noisy nonlinear oscillator and structural relia-
bility problems. Our algorithm can be extended to bound stationary averages pi(f) where f is a
piecewise polynomial of the type
f =
N∑
i=1
fi 1Ki . (4.12)
Here fi are polynomials, 1A is the indicator function of set A, and Ki are N disjoint sets in G defined
by
Ki :=
{
x ∈ G : pij(x) = 0, j = 1, . . . , Ji, qik(x) ≥ 0, k = 1, . . . ,Ki
}
. (4.13)
This type of extension was first discussed in [24], and has been considered in [25, 27, 7]. Many
stationary averages of interest can be written in the above form. For instance, if fi := 1, ∀i, then
pi(f) = pi(∪iKi) is the probability that event ∪iKi occurs.
Extension of the algorithm.
We follow here similar arguments to those presented in [25, 27, 7]. Let pi be a stationary measure
of (1.1) with support in G and with moments of order d. Let pii be the restriction of pi to set Ki,
and let pi0 denote the restriction to Kc := G\ ∪i Ki, i.e., to the complement in G of the union of all
Kis. Clearly,
pi =
N∑
i=0
pii.
Let y0, y1, . . . , yN ∈ Rr(d) denote the (N + 1) vectors of moments of pi0, pi1, . . . , piN , respectively.
From the definition (4.12) it follows that
pi(f) =
N∑
i=1
pii (fi 1Ki) =
N∑
i=1
pii(fi) =
N∑
i=1
〈
yi, fi
〉
,
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assuming that df1 , . . . dfN ≤ d. The normalisation condition takes the form:
N∑
i=0
yi0 = 1. (4.14)
Similarly to (3.4), the proof of Lemma 2.3 tells us that the stationarity of pi implies that〈
N∑
i=0
yi,Axα
〉
= 0, ∀α ∈ Nnd−dA . (4.15)
The vectors of moments yi ∈ Rr(d) also fulfil similar conditions to (3.9) and (3.10), in particular:〈
yi, gjx
α
〉
= 0, ∀α ∈ Nnd−dgj , ∀j = 1, . . . , `, ∀i = 0, . . . , N, (4.16)
Ms(d)(y
i)  0, ∀i = 0, . . . , N. (4.17)
Furthermore, the definition (4.13) of the sets Ki leads to two additional sets of conditions.
Firstly, the vectors of moments yi ∈ Rr(d) fulfil〈
yi, pijx
α
〉
= 0, ∀α ∈ Nnd−d
pi
j
, ∀j = 1, . . . , Ji, ∀i = 1, . . . , N. (4.18)
Secondly, using similar arguments as those leading to (3.10), we obtain additional moment condi-
tions. Let q be a polynomial that is non-negative on Ki and p is any polynomial of degree s(d−dq).
Then we have
q(x)(p(x))2 =
〈
(q(x)ms(d−dq)(x)⊗ms(d−dq)(x))p,p
〉
.
Since pii has support in Ki
0 ≤ pii(q p2) =
〈
pii(q ms(d−dq) ⊗ms(d−dq))p,p
〉
=
〈
Ms(d−dq)(θqy
i)p,p
〉
(4.19)
where θq : Rr(d) → Rr(d−dq) is the shift operator (θqy)α =
∑
β∈Nndq
qβyα+β, and the localising matrix
Ms(d−dq)(θqy
i) := pii(q ms(d−dq) ⊗ms(d−dq)) ∈ Rs(d−dq)×s(d−dq)
is the element-wise integration of the matrix q ms(d−dq) ⊗ms(d−dq). Since (4.19) holds for all p ∈
R[x]s(d−dq), the localising matrix Ms(d−dq)(θqy) is positive semidefinite. From the definition (4.13),
qik is nonnegative on Ki, hence we obtain our additional set of moment conditions:
Ms(d−d
qi
k
)(θqik
yi)  0, ∀k = 1, . . . ,Ki, ∀i = 1, . . . , N. (4.20)
Together, (4.14)–(4.18) and (4.20) provide computationally tractable necessary conditions satisfied
by the moments of any measure with support on Ki. Thus we have the following outer approximation
of Bdf,G :
Cdf,G :=
{
N∑
i=1
〈
yi, fi
〉
: y0, . . . , yN ∈ Rr(d)
∣∣∣∣∣ (4.14), (4.15), (4.16), (4.17), (4.18), (4.20) are fulfilled
}
.
(4.21)
The extended algorithm obtains bounds on Bdf,G ⊆ Cdf,G by finding the infimum and supremum of
Cdf,G ; that is, by solving two SDPs with (N+1) times as many variables as in our original algorithm.
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Remark (Support of pi0). Notice that C
d
f,G does not include conditions on y
0 related to the
support of pi0. The reason why is that, in general, Kc has no simple description of the form (4.13). If
such a description exists, extra constraints can easily be appended. If such constraints are lacking,
there is an unfortunate consequence: Cdf,G always contains the origin, since (y
0, y1, . . . , yN ) :=
(y, 0, . . . , 0) satisfies all the constraints in (4.21). Consequently, our extended algorithm only yields
informative bounds if f is nonnegative (or nonpositive) and, in this case, only the upper (resp.
lower) bound will be informative. However, for certain purposes this may be sufficient, as the
following example demonstrates.
Example 4.4. We consider the analysis of a noisy nonlinear oscillator in relation to reliability
problems of structural mechanics. Structures (e.g., buildings, bridges) perturbed by random forces
(e.g. waves, earthquakes) are often modelled with the stationary response of a non-linear oscillator
driven by Gaussian white noise [6, 39]. A typical such model used in the literature is the Duffing
oscillator
Y¨t + Y˙t + Yt +
1
2
Y 3t =
√
2dWt, (4.22)
where Yt ∈ R describes the deviation of the structure from its standing point at time t, and W :=
{Wt : t ≥ 0} is a standard Brownian motion. Structural reliability examines whether the structure
will bend past a critical value of deviation, and how often this event should be expected to occur
[39]. First passage times (i.e., the amount of time it takes for the structure to bend past the
critical deviation) and extreme-value probabilities (i.e., how likely the building is to bend past the
critical deviation in a given interval of time) are typically investigated. Passage times feature more
prominently in the structural mechanics literature since they are more amenable to analysis [6].
Here, we use our extended algorithm to find upper bounds on extreme-value probabilities and on
the average fraction of time the structure spends bent beyond the critical deviation.
It is well known [31, §3] that (4.22) has a unique stationary measure
pi(dy × dy˙) = e−
(
y˙2
2
+ y
2
2
+ y
4
8
)
dy × dy˙, (4.23)
where dy × dy˙ denotes the Lebesgue measure in R2. Throughout this section we assume that the
process is at stationarity, i.e., (Yt, Y˙t) ∼ pi, ∀t ≥ 0. We begin by re-writing (4.22) in Itoˆ form
dX(t) :=
[
dX1(t)
dX2(t)
]
=
[
X1(t)
−X2(t)−X1(t)− 12X31 (t)
]
dt+
[
0√
2
]
dWt,
where X1 := Y and X2 := Y˙ . By Birkhoff’s Ergodic Theorem [2, §3], the average fraction of time
that the building spends bent beyond the critical deviation u converges to
Fu := pi(1{x∈R2:x1≥u}). (4.24)
The extreme-value probability is defined as
Pu := P
({
sup
s∈[0,T ]
X1(s) > u
})
, (4.25)
where [0, T ] is a given time interval of interest. For sufficiently high u, it is shown in [29] that
the up-crossing events become independent; hence, the number of up-crossings in the interval [0, T ]
has a Poisson distribution with mean vu T , where vu is the mean threshold crossing rate of u.
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For sufficiently regular stationary processes, the mean up-crossing rate can be obtained from Rice’s
formula [34, 41]
vu := pi
(
x2 1{x∈R2:x1=u,x2≥0}
)
, (4.26)
whence it follows that
Pu ≈ 1− e−vuT . (4.27)
In the computations below, we characterise this regime and consider crossings over high deviations
u (at least three times larger than the standard deviation of pi); hence we assume that (4.27) holds
exactly. From (4.24) and (4.26), it is clear that our extended algorithm can provide upper bounds
on vu and Fu. These bounds are then used with equation (4.27) to bound Pu.
The standard deviation of pi is σ ≈ 0.761, as computed directly from (4.23) or using our un-
modified algorithm. Following [6], we considered a time interval T = 100 and critical deviations u
varying from 3σ to 5σ. The largest SDP successfully solved by SDPT3 was d = 14, and we com-
puted 14 bounds in a CPU time of 403 seconds, averaging 29 seconds per bound. The upper bounds
computed with our algorithm are shown with the exact values computed using (4.23) in Tables 2
and 3. Although the upper bounds are orders of magnitude greater than the true Pu and Fu, the
bounds could be useful for practical purposes. For instance, our bounds state that the probability of
the structure bending further than five standard deviations at any point over the interval of time
[0, 100] is less than 0.011%, and that the structure will spend less than 2 millionth’s of a percent of
that interval bent beyond this deviation.
This example was chosen so that exact values of Fu and Pu could be computed directly from
(4.23), so as to evaluate the quality of the bounds. For most oscillator models, no such analytical
expressions are available, and it is often not even clear how many stationary measures exist. Our
method applies equally to these other oscillator models.
u/σ 3 313 3
2
3 4 4
1
3 4
2
3 5
Upper bound 6.326× 10−2 1.673× 10−2 4.898× 10−3 1.622× 10−3 5.905× 10−4 2.469× 10−4 1.059× 10−4
Exact value 4.581× 10−2 4.280× 10−3 1.974× 10−4 4.015× 10−6 3.126× 10−8 7.978× 10−11 5.639× 10−14
Table 2: Computed upper bounds on Pu and exact values from (4.27).
u/σ 3 313 3
2
3 4 4
1
3 4
2
3 5
Upper bound 4.804× 10−4 3.272× 10−5 3.781× 10−6 8.814× 10−7 1.799× 10−7 5.903× 10−8 1.7954× 10−8
Exact value 1.280× 10−4 9.267× 10−6 3.409× 10−7 5.601× 10−9 3.560× 10−9 7.493× 10−14 4.413× 10−17
Table 3: Computed upper bounds on Fu and exact values from (4.25).
5 Concluding remarks. In this paper, we have introduced an algorithm based on semidef-
inite programming that yields upper and lower bounds on stationary averages of SDEs with poly-
nomial drift and diffusion coefficients. The motivation behind our work is the study of long-term
behaviour of such SDEs. As explained in the introduction, additional work is required to link the
bounds obtained by our algorithm with this long-term behaviour. Typically, a drift condition must
be verified by finding an appropriate Lyapunov function [33]. For polynomial drift vectors and diffu-
sion matrices, one can also employ semidefinite programming to search for these Lyapunov functions
(see, sum of squares programming approaches [35, 36]). In many respects, these approaches are
dual to the method we describe in this paper, see [28, 25, 8, 18, 19] for more on the connections.
Our algorithm is also applicable to SDEs whose diffusion coefficients σ are not polynomial, but
whose diffusion matrix a := σσT is polynomial (e.g., the Cox-Ingersoll-Ross interest rate model in
financial mathematics). We have concentrated on polynomial diffusion coefficients for simplicity, in
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order to guarantee uniqueness of solutions. Furthermore, our algorithm can be extended to SDEs
with rational drift vector and diffusion matrix—one must just carefully choose polynomials h such
that Ah is still a polynomial.
Our choice of moment constraints was motivated by the convenience of use of the modelling
package GloptiPoly 3. However, there is a wide selection of moment conditions, some of which lead
to easier conic programs (e.g., linear programs or second-order cone programs) [25, 26]. We also
restricted ourselves to stationary measures with supports contained in algebraic varieties. We did
this to simplify the exposition and because the applications chosen did not require more generality.
However, from Section 4.3 it is clear that a similar algorithm can be constructed for measures with
supports in so called basic semialgebraic sets of the form (4.13) [25]. Such an approach could be
advantageous for Example 3.3—using Stroock Varadhan’s Support Theorem it is not difficult to
deduce that any stationary measure of those SDEs must have support on the nonnegative semiaxis
[0,∞).
Lastly, a practical issue relating to numerical aspects of our algorithm, and of GMAs in general.
In contrast with other approaches, our algorithm runs in polynomial time—its computational com-
plexity follows from that of primal-dual interior point algorithms [23]. However, in our experience,
the applicability of the algorithm is affected by certain numerical issues. Specifically, the SDPs that
arise from moment problems can be badly conditioned, causing the solvers to perform badly for
medium to large problems. We believe that this is a consequence of using raw moments as the basis
of the space of moment vectors, as is done in most GMAs. Indeed, the order of magnitude of the
moments of a distribution varies rapidly (e.g., see (3.7) in Example 3.2). Since the feasible set OdG
over which we optimise contains such a vector of moments and these sets are often compact [25],
we expect large discrepancies in the order of magnitude of the entries of our feasible points y and
of the moment matrix Md(y). This can lead to a bad condition number of Md(y) and consequently
to poor performance of the solver. Improvements could be achieved by using an orthonormal basis
with respect to the measures of interest, but this is not easy in practice; not only do we usually have
little a priori information about the measures to guide our choice of basis, but the necessary modi-
fications of the algorithmic implementation are substantial and the package GloptiPoly 3 could not
be used in its current form. In our experience, a simple way to mitigate the bad conditioning is to
scale the entries of the vectors y by y˜α := yα/z
α, where z ∈ Rn+. This is equivalent to scaling by the
moments of a Dirac measure at z, so z should be chosen so that the entry zi is close to the absolute
value of the ith component of the mean of the measure of interest. A similar scaling was employed
in [10]. It is then straightforward to show that y˜ satisfies the same semidefinite inequalities as y,
and all that is left to do is to rewrite the equality constraints in terms of the rescaled variables y˜.
Acknowledgements: We thank Nikolas Kantas and Philipp Thomas for many helpful discus-
sions.
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A Proof of Lemma 2.3
Lemma 2.3. Let X be a solution of (1.1) whose initial condition has law pi. Suppose that Dh
(defined in (2.1)) is a martingale and not just a local martingale. Then
E
[
Dht
]
= E
[
E
[
Dht
∣∣∣F0]] = E [Dh0] = 0,
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for any t > 0. Since pi is a stationary measure of (1.1), E [h(Xt)] = E [h(X0)] = pi(h) and so the
above implies
E
[∫ t
0
Ah(Xs)ds
]
= 0.
Using Tonelli’s Theorem and stationarity we have
E
[∫ t
0
|Ah(Xs)|ds
]
=
∫ t
0
E [|Ah(Xs)|] ds =
∫ t
0
pi(|Ah|)ds = tpi(|Ah|).
Since h is of degree less or equal than d−max{dbi , daij}, our assumptions on pi imply that pi(|Ah|) <
∞. Thus, we have that Ah(Xs) is integrable with respect to P×λt, where λt denotes the Lebesgue
measure on [0, t]. Choosing any t > 0 and applying Fubini’s Theorem we obtain
tpi(Ah) =
∫ t
0
E [Ah(Xs)] ds = E
[∫ t
0
Ah(Xs)ds
]
= 0
from which it follows that pi(Ah) = 0.
We now need to argue that Dh is indeed a martingale. To show that Dh is a martingale it
suffices to show that E
[
Dht
∣∣Fs] = Dhs for all t ≥ s. Equivalently that E [1ADht ] = E [1ADhs ] for
any A ∈ Fs and t ≥ s. We do this by finding a sequence of martingales {Dhm : m ∈ Z} such
that for every t ≥ 0, {Dhmt : m ∈ Z} is dominated by a P-integrable random variable and such
that {Dhmt : m ∈ Z} converges almost surely to Dht . With such a sequence at hand, we can use
dominated convergence and the martingale property of Dhm to establish the desired result:
E
[
1AD
h
t
]
= lim
m→∞E
[
1AD
hm
t
]
= lim
m→∞E
[
1AD
hm
s
]
= E
[
1AD
h
s
]
.
Thus, all that remains is to construct the sequence {Dhm : m ∈ Z}. We do so by using the fact
that if g ∈ C2(Rn) is compactly supported, then Dg is a martingale, see [38, §V]. For any natural
number m let
hm(x) := φ(x1/m)φ(x2/m) . . . φ(xn/m)h(x)
where φ is the smooth compactly supported function
φ(y) :=
{
exp
(
− y2
1−y2
)
if |y| < 1
0 otherwise
.
By definition of hm, we have that D
hm
t tends almost surely to D
h
t and so we just need to show that
Dhmt is dominated by a P-integrable random variable.
Since ∂zφ(z/m)|z=y = ∂xφ(x)/m|x=y/m, and ∂zzφ(z/m)|z=y = ∂xxφ(x)/m2|x=y/m, and φ, ∂φ,
and ∂2φ are all bounded (since they are continuous functions non-zero only on the compact set
[−1, 1]) we have that
|Ahm| ≤ β
 n∑
i=1
(|hbi|+ |∂ihbi|+
n∑
i,j=1
|haij |+ |∂ihaij |+ |∂jhaij |+ |∂ijhaij |

where β is a constant that depends on the maximums of φ, ∂φ, and ∂2φ. Since all the polynomials
in the right-hand side are of degree d or less, the right-hand side is pi-integrable. Thus, the sequence
of random variables {Dhmt }m∈Z+ is dominated by
|h(Xt)|+|h(X0)|+β
∫ t
0
n∑
i=1
(|h(Xs)bi(Xs)|+|∂ih(Xs)bi(Xs)|+
n∑
i,j=1
|h(Xs)aij(Xs)|+|∂ih(Xs)aij(Xs)|
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+|∂jh(Xs)aij(Xs)|+ |∂ijh(Xs)aij(Xs)|ds.
Using Tonelli’s Theorem, and stationarity of X as we did before, we have that the above is P-
integrable and the lemma follows.
B Proof of Theorem 4.2
Theorem 4.2. As explained in the main text, all we have to do is carry out Steps 1 and 2.
Step 1: Equation (4.8) tells us that S ⊆ BQ,Sn−1 . Conversely, suppose that pi is a stationary
measure of (4.5) with support contained in Sn−1 and choose an initial condition Z with law pi.
Since ΛZ(0) = Z/ ||Z|| = Z, sationarity of pi and the Markov property of ΛZ implies that ΛZ is a
stationary process with one-dimensional law pi. Thus
λ(Z) = lim
t→∞
1
t
∫ t
0
Q(ΛZ(s))ds = pi(Q), P-almost surely,
where the first equality follows from (4.6) and (4.7), and the second is a consequence of Birkhoff’s
Ergodic Theorem (for instance, see [2, §3]). So BQ,Sn−1 ⊆ S and we have the desired S = BQ,Sn−1 .
Step 2: Suppose that pi is a Borel probability measure with support contained in Sn−1 that
satisfies (4.9). We have to argue that pi is a stationary measure of (4.5), that is that if Z has law pi,
then P
(
ΛZt ∈ A
)
= pi(A) for each t ≥ 0 and each Borel measurable set A ⊆ Sn−1. By approximating
indicator functions with smooth functions, it is enough to argue that E
[
h(ΛZt )
]
= pi(h) for each
t ≥ 0 and each smooth function h : Rn → R.
We first show that pi(Ah) = 0 for all smooth functions h. By linearity, (4.9) implies that
pi(Ap) = 0 for all polynomials p. Using Weierstrass’ Approximation Theorem it is straightforward
to argue that for any smooth h and ε > 0 there exists a polynomial p such that
max
x∈Sn−1
|h(x)− p(x)|+ n∑
i=1
|∂ih(x)− ∂ip(x)|+
n∑
i,j=1
|∂ijh(x)− ∂ijp(x)|
 ≤ ε. (B.1)
see Lemma B.1 below. Using the above we have that
|Ah(x)−Ap(x)| ≤ ε
 max
x∈Sn−1
 n∑
i=1
|bi(x)|+
n∑
i,j=1
|aij(x)|
 , ∀x ∈ Sn−1.
Since pi(Ap) = 0, pi has finite mass, and ε was arbitrary, it follows that pi(Ah) = 0.
Let us return to arguing that E
[
h(ΛZt )
]
= pi(h), where Z is any initial condition with law pi.
Since the drift vector and diffusion coefficients of (4.4) are linear, we can find a modification of
{Xxt : t ≥ 0, x ∈ Rn} such that for every t ≥ 0, the map Rn 3 x 7→ Xxt ∈ Rn is smooth, P-almost
surely, see Proposition 2.2 in [47, §5]. Consequently, for every t ≥ 0, the map x 7→ Λxt is also smooth,
P-almost surely. Now choose any smooth function h : Rn → R. Itoˆ’s formula tells us that
h(ΛZt ) = h(Λ
Z
0 ) +
∫ t
0
(Ah)(ΛZs )ds+
∫ t
0
〈
U(ΛZs )∇h(ΛZs ), dWs
〉
, P-almost surely,
where U is the matrix with columns u1, . . . , um. By definition, the paths of Λ
Z are contained in a
compact set, thus applying the Dominated Convergence Theorem we have that
Mt :=
∫ t
0
〈
U(ΛZs )∇h(ΛZs ), dWs
〉
(B.2)
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is not just a local martingale, but a martingale. Thus
E
[
h(ΛZt )
]
= pi(h) + E
[∫ t
0
(Ah)(ΛZs )ds
]
.
Because for any x ∈ Sn−1 the paths of Λx are contained in Sn−1, and because both the drift vector
and the diffusion matrix are continuous functions, the map [0,∞)× Sn−1 3 (t, x) 7→ (Ah)(Λxt ) ∈ R
is bounded. Thus we can apply Fubini’s Theorem to obtain that
E
[∫ t
0
(Ah)(ΛZs )ds
]
=
∫ t
0
E
[
(Ah)(ΛZs )
]
ds.
So it is clearly enough to argue that E
[
(Ah)(ΛZt )
]
= 0 for each t ≥ 0. Deconvolving the expectation
we have that
E
[
(Ah)(ΛZt )
]
=
∫
E [(Ah)(Λxt )]pi(dx).
Let ut(x) := E [h(Λxt )]. Since Sn−1 3 x 7→ h(Λxt ) ∈ R is bounded, we can differentiate under the
expectation sign. Thus, for each t ≥ 0, smoothness of h and of x 7→ Λxt implies that x 7→ ut(x) is
a smooth function too. If we can show that E [(Ah)(Λxt )] = (Aut)(x) for each t ≥ 0, then we are
done since pi(Aut) = 0. Arguing this fact is routine, see Lemma B.2 below.
We find it convenient in the proof of the following lemma to write ∂αf as a shorthand for
∂α1∂α2 . . . ∂αnf
∂xα11 ∂x
α2
2 . . . ∂x
αn
n
where α is any tuple in Nn.
Lemma B.1. Suppose that M is a compact smooth embedded submanifold of Rn, that h : G → R is
smooth and choose ε > 0. Then, there exists a polynomial p : Rn → R such that (B.1) holds (with
Sn−1 replaced by M).
Proof. Let h˜ be any compactly supported smooth extension of h on Rn. Choose l such that the
support of h˜ is contained in the hypercube [−l, l]n. For any real-valued continuous function f on
Rn, define
Gif(x) :=
∫ xi
−l
f(x1, . . . , xi−1, y, xi+1, . . . , xn)dy, i = 1, . . . , n
and
Gαf(x) := G1G1 . . . G1︸ ︷︷ ︸
α1 times
G2G2 . . . G2︸ ︷︷ ︸
α2 times
. . . GnGn . . . Gn︸ ︷︷ ︸
αn times
f(x), α ∈ Nn.
Now choose any ε > 0. By the Weierstrass Approximation Theorem there exists a polynomial
p : Rn → R such that
sup
x∈M
∣∣∣∂2h˜(x)− p(x)∣∣∣ ≤ ε,
where 2 := (2, 2, . . . , 2) the tuple in Nn whose entries are all 2. Let q(x) := G2p(x) and choose any
α ∈ Nn2 . Since ∂αh˜ has support in [−l, l]n, applying repeatedly the fundamental theorem of calculus
we have that ∂αh˜ = G2−α∂2h˜. Applying repeatedly Leibniz integral rule we then have that
∂αh˜− ∂αq = G2−α∂2−α∂αh˜− ∂αG2p = G2−α(∂2h˜− p)
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Since for any continuous function f and i = 1, . . . , n, it is the case that |Gif | ≤ Gi |f |, we have that
sup
x∈M
|∂αh(x)− ∂αq(x)| = sup
x∈M
∣∣∣∂αh˜(x)− ∂αq(x)∣∣∣ ≤ sup
x∈M
(
G2−α
∣∣∣∂2h˜− p∣∣∣ (x))
≤ G2−α
(
sup
x∈M
∣∣∣∂2h˜(x)− p(x)∣∣∣) .
From the definition of p we have that the righthand side of the above is less or equal than (2l)|2−α|ε.
Since the ε was arbitrary, (B.1) follows.
Lemma B.2. Under the conditions of Theorem 4.2 we have that, for every t ≥ 0 and x ∈ Rn
E [(Ah)(Λxt )] = (Aut)(x)
Proof. Choose any t, s ≥ 0 and x ∈ Rn. For typographical condition we write we use Λxt and Λ(t, x)
interchangeably in this proof. If µxs denotes the law of Λ
x
s , by definition of ut we have that
E [ut(Λxs )] =
∫
E [h(Λyt )]µ
x
s (dy) = E [h(Λ(t,Λ(s, x))] .
By the Markov property of Λ we have that
E [h(Λ(t,Λ(s, x))] = E [h(Λ(t+ s, x))] .
Applying Itoˆ’s rule we have that
h(Λ(t+ s, x)) = h (Λ(t, x)) +
∫ t+s
t
(Ah)(Λxv)dv +
∫ t+s
t
〈
U(ΛZv )∇h(ΛZv ), dWv
〉
.
Since the paths of Λ take values in a compact set the rightmost term above is a martingale (as a
function of s). Taking expectations and applying Fubini’s Theorem we have that
E [ut(Λxs )] = ut(x) +
∫ t+s
t
E [(Ah)(Λxv)] dv
Thus,
lim
s→0
E [ut(Λxs )]− ut(x)
s
= E [(Ah)(Λxt )] . (B.3)
Next, applying Itoˆ’s rule we have that
ut(Λ
x
s ) = ut(x) +
∫ s
0
(Aut)(Λxv)dv +
∫ s
0
〈
U(ΛZv )∇ut(ΛZv ), dWv
〉
.
Similarly, since the paths of Λ take values in a compact set, the rightmost term is a martingale.
Thus taking expectations of the above we have that
E [ut(Λxs )]− ut(x) = E
[∫ s
0
(Aut)(Λxv)dv
]
= s(Aut)(x) + E
[∫ s
0
(Aut)(Λxv)− (Aut)(Λx0)dv
]
.
Applying Itoˆ’s rule, taking expectations, exploiting compactness of the paths of Λ, and applying
Fubini’s Theorem we have that∣∣∣∣E [∫ s
0
(Aut)(Λxv)− (Aut)(Λx0)dv
]∣∣∣∣ = ∣∣∣∣E [∫ s
0
∫ v
0
A2ut(Λxw)dw
]∣∣∣∣ ≤ s2( max
x∈Sn−1
∣∣(A2ut)(x)∣∣) .
Consequently,
lim
s→0
E [ut(Λxs )]− ut(x)
s
= Aut(x).
Comparing the above with (B.3) gives the desired result.
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