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MARKET DELAY AND G–EXPECTATIONS
YAN DOLINSKY∗‡ AND JONATHAN ZOUARI†
HEBREW UNIVERSITY‡† AND MONASH UNIVERSITY‡
Abstract. We study super-replication of contingent claims in markets with
delayed filtration. The first result in this paper reveals that in the Black–
Scholes model with constant delay the super-replication price is prohibitively
costly and leads to trivial buy-and-hold strategies. Our second result says
that the scaling limit of super–replication prices for binomial models with a
fixed number of times of delay H is equal to the G–expectation with volatility
uncertainty interval [0, σ
√
H + 1].
1. Introduction
This paper deals with super-replication of European options in financial markets
with delayed information. This corresponds to the case where there is a time
delay in receiving market information (or in applying it), which causes the traders
filtration simply being a delayed one in comparison to a price filtration.
Although the topic of hedging with delay and restricted information enjoyed a
considerable attention in the literature (see, for instance, [4, 6, 9, 10, 12, 13, 14, 15,
19, 20]), to the best of our knowledge, super–replication in this setup was studied
only in [4, 10]. Recently, in [4] the authors studied the fundamental theorem of
asset pricing and the super–replication problem in a general continuous time two
filtration setting. Their setting includes the delay setup.
We adopt the setup from [4] (for delay) and study in details the super–replication
price in the Black–Scholes model and the continuous time limit of the binomial
models. Our first result says that for the Black–Scholes model with a constant
delay h > 0, the cheapest way to super-replicate a vanilla option is to apply a
trivial buy-and-hold strategy. The main idea of the proof is to use the duality
theory which was developed in [4] and the Girsanov theorem in order to construct
a rich enough family of pricing measures.
Next, we overcome this negative result by considering scaling limits of super-
replication prices in the binomial models. We fix a natural number H and assume
that the delay in the received information equals to H trading times. Thus, we
let the continuous time delay Hn tend to zero linearly in the time step. With
this type of scaling we prove that the super–replication prices in the binomial
models with constant volatility σ > 0 converge to the G–expectation of Peng [17]
with uncertainty interval [0, σ
√
H + 1]. We prove this result under quite general
assumptions which allow to consider path dependent payoffs. In particular, when
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the payoff is convex (can be path dependent) we converge to the Black–Scholes
price with increased volatility σ
√
H + 1.
The above result is inspired by a recent work of Ichiba and Mousavi [10] where the
authors considered super–replication in binomial models with delay. The authors
setup was a bit different and was restricted to contingent claims with convex and
path–independent payoffs. Our approach is to apply the duality theory from [4]
and analyze the asymptotic behaviour of the corresponding pricing measures (the
dual objects). This approach allows to treat a more general setup (than in [10])
and provides an additional intuition for the limit.
It is important to mention the paper [1] where the authors model the risky asset
via a non-linear stochastic differential delay equation in a Brownian framework.
The main difference is that in their model the filtration is generated by the risky
asset, and so the corresponding financial market is complete. Of course this is not
true in our case.
The paper is organized as follows. In Section 2 we show that in a Black–
Scholes model with a fixed delay, trivial buy-and-hold strategies yield optimal
super–replication. In Section 3 we give the scaling limit of super–replication prices
in the binomial models with vanishing delay.
2. The Black–Scholes model with constant delay
2.1. Preliminaries and the buy–and–hold propery. Consider a complete prob-
ability space (ΩW ,FW ,PW ) together with a standard one dimensional Brownian
motion W = {Wt}∞t=0 and the filtration FWt = σ{Wu|u ≤ t} completed by the
null sets. Our Black–Scholes financial market consists of a safe asset B used as
numeraire, hence B ≡ 1, and of a risky asset S whose value at time t is given by
St = se
σWt+µt, s > 0
where σ > 0 is called volatility and µ ∈ R is another constant called the drift.
Next, we describe the super–replication setup from [4] for the delay setup. Let
T = 1 be the horizon of our financial market. We fix a constant delay parameter
h > 0 and consider a setup where the control of the investor at time t can depend
only on the information observed before time t− h. In this setup a simple trading
strategy is a stochastic process
γt =
l∑
i=1
γiI(ti−1,ti]
where 0 = t0 < t1 < ... < tl = 1 is a determinisitc partition and for any i, γi is
a random varible FW(ti−1−h)+ measurable. The corresponding portfolio value at the
maturity date equals to
Y γ1 =
l∑
i=1
γti−1(Sti − Sti−1).
We denote by C the convex cone of all super–replicable claims (by simple strategies),
that is
C = {Y γ1 : γ is simple} − L0+(FW1 ,PW ).
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For a given p > 1 and a European contingent claim X ∈ Lp(FW1 ,PW ) we define
the super–hedging price by
V (X) = inf{x : ∃U ∈ Cp such that x+ U ≥ X a.s.}
where Cp is the closure in Lp(FW1 ,PW ) of the set Cp := C ∩ Lp(FW1 ,PW ).
From the duality result Theorem 4.4 in [4] we obtain that
(2.1) V (X) = sup
Q∈Mq
EQ[X ]
where Mq is the set of all equivalent probability measures Q ∼ PW such that
dQ
dPW
|FW1 ∈ Lq(FW1 ,PW ) (where 1q + 1p = 1) and
EQ
(
ST2 − ST1 |FW(T1−h)+
)
= 0 for all T2 ≥ T1.
We arrive to the first result of the paper.
Theorem 2.1. Let X = f(S1) where f : R+ → R+ is a nonnegative and lower
semi–continuous function. Then the super-replication price of X satisfies
V (X) = fˆ(s)
where fˆ denotes the concave envelope of f (the joint value can be equal to ∞).
Moreover, if fˆ <∞ then an optimal (buy–and–hold) strategy exists and is explicitly
defined by
γ ≡ ∂+fˆ(s).
Remark 2.2. By the cash-invariance property of V (X), the condition that f :
R+ → R+ is nonnegative could be relaxed by the requirement to be bounded from
below.
2.2. Proof of Theorem 2.1. In this section we prove Theorem 2.1. We start with
the following auxiliary result.
Lemma 2.3. Let ν > 0 be a given constant. There exists a sequence of probability
measures Q˜n ∼ PW , n ∈ N such that:
(2.2) E
Q˜n
[St] = s, ∀t ∈ [0, 1]
and
(2.3) (S, Q˜n)⇒ ({seνWt−ν
2t/2}1t=0,PW ).
The relation given by (2.3) means that the distribution of {St}1t=0 under Q˜n con-
verges to the distribution of {seνWt−ν2t/2}1t=0 under PW . The weak convergence
is on the space of continuous functions C([0, 1];R) equipped with the topology of
uniform convergence.
Proof. The proof will be done in two steps.
Step I: In this step we prove (2.2). Fix n ∈ N. Set, Ψ(z) := −1 ∨ (z ∧ 1), z ∈ R.
Introduce the function g(n) : [0, 1]→ R
g
(n)
t := EPW
(
exp
(
σWt + (ν − σ)
∑[nt]−1
i=1 Ψ
(
W i
n
−W i−1
n
)
+
(nt− [nt])(ν − σ)Ψ
(
W [nt]
n
−W [nt]−1
n
)
− ν2t2
))
where [·] is the integer part of ·. Observe that g(n) is continuous.
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Next, define the processes {W˜ (n)t }1t=0, {κ(n)t }1t=0 by the following recursive rela-
tions
W˜
(n)
t := Wt +
ln g
(n)
t
σ −
∫ t
0
κ
(n)
u du,
κ
(n)
t :=
1
σ
(
n(ν − σ)∑n−1i=0 Ψ(W˜ (n)i
n
− W˜ (n)i−1
n
)
− µ− ν22
)
I( in ,
i+1
n )
.
We notice (by taking conditional expectation given FW[nt]/n) that
g
(n)
t = exp
(
σ2(t− [nt]/n)/2− ν2t/2)×
EPW
(
exp
(
σW [nt]
n
+ (ν − σ)∑[nt]−1i=1 Ψ(W in −W i−1n
)
+
(nt− [nt])(ν − σ)Ψ
(
W [nt]
n
−W [nt]−1
n
)))
and so (recall that |Ψ| ≤ 1) ln g(n) is differentiable for all t ∈ [0, 1] \ {0, 1n , 2n , ..., 1}
and the derivative is bounded. Furthermore, {κ(n)t }1t=0 is a uniformly bounded
process (again, |Ψ| ≤ 1). Thus, from the Girsanov theorem there exists a probability
measure Q˜n ∼ PW such that {W˜ (n)t }1t=0 is a Brownian motion under Q˜n.
Hence,
EQ˜n [St] = sEQ˜n
(
exp
(
σW˜
(n)
t + (ν − σ)
∑[nt]−1
i=1 Ψ
(
W˜
(n)
i
n
− W˜ (n)i−1
n
)
+
(nt− [nt])(ν − σ)Ψ
(
W˜ [nt]
n
− W˜ [nt]−1
n
)
− ln g(n)t − ν
2t
2
))
= s
as required.
Step II: In this step we prove (2.3). Introduce the stochastic process
X
(n)
t = lnSt + ln g
(n)
t − ln s, t ∈ [0, 1].
In order to prove (2.3) it is sufficient to show that
(2.4) lim
n→∞
EQ˜n
(
sup
0≤t≤1
|X(n)t − (νW˜ (n)t − ν2t/2)|
)
= 0
and
(2.5) lim
n→∞
|g(n)t − 1| = 0.
Clearly, |z −Ψ(z)| ≤ |z|I|z|>1. Hence,
sup0≤t≤1 |X(n)t − (νW˜ (n)t − ν2t/2)| ≤(2.6)
(ν + σ)
∑n
k=1 |W˜ (n)k
n
− W˜ (n)k−1
n
|I|W˜ (n)
k
n
−W˜ (n)
k−1
n
|>1 +
2(ν + σ) sup0≤t≤1 |W˜ (n)t − W˜ (n)[nt]
n
|.
Observe that under the probability measure Q˜n, W˜
(n)
k
n
− W˜ (n)k−1
n
∼ 1√
n
N(0, 1). Thus
from (2.6) we obtain
lim supn→∞ EQ˜n
(
sup0≤t≤1 |X(n)t − (νW˜ (n)t − ν2t/2)|
)
≤
(ν + σ) lim supn→∞
(√
n
∫∞√
n 2z
e−z
2/2√
2pi
dz
)
= 0
and (2.4) follows.
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Finally, we prove (2.5). From (2.2) we have g
(n)
t = EQ˜n [e
X
(n)
t ]. This together
with the trivial equality EQ˜n [e
νW˜
(n)
t −ν2t/2] = 1 yields
lim supn→∞ sup0≤t≤1
∣∣∣g(n)t − 1∣∣∣ ≤
lim supn→∞ EQ˜n
(
sup0≤t≤1
∣∣∣eX(n)t − eνW˜ (n)t −ν2t/2∣∣∣) = 0
where the last equality follows from (2.4) and uniform integrability of sup0≤t≤1 e
X
(n)
t ,
n ∈ N. We conclude that (2.5) holds true as required. 
Next, let Γ be the set of all uniformly bounded processes α = {αt}1t=0 which
are progressively measurable with respect to FW . For any α ∈ Γ we introduce the
corresponding stochastic exponential
S
(α)
t = s exp
(∫ t
0
αudWu − 1
2
∫ t
0
α2udu
)
, t ∈ [0, 1].
The following Proposition is a direct application of Lemma 2.3 and will be the
corner stone in the proof of Theorem 2.1.
Proposition 2.4. For any α ∈ Γ there exists a sequence of probability measures
Qn ∈ Mq, n ∈ N (the set Mq is defined before Theorem 2.1) such that
(S,Qn)⇒ (S(α),PW ).
Proof. Let Γc ⊂ Γ be the set of all processes {αt}1t=0 of the form
(2.7) αt =
J−1∑
j=0
ρj(S
(α)
t1 , . . . , S
(α)
tj )1(tj ,tj+1]
for some times 0 = t0 < t1 < · · · < tJ = 1, ǫ > 0, and continuous bounded functions
ρj : R
j → [ǫ,∞). Observe that ρ0 is a constant. Without loss of generality we
assume that the mesh of the partition is less than the constant delay h > 0, i.e.
ti < ti−1 + h for all i = 1, ..., J .
By applying Levy’s theorem in a similar way to Lemma 4.6 in [2] we arrive that
M = S(α) is the unique (in law) martingale with initial valueM0 = s which satisfies
(2.8)


J−1∑
j=0
∫ tj+1∧t
tj∧t
dMu
ρj(Mt1 , ...,Mtj )Mu


1
t=0
is a standard Brownian motion.
Standard density arguments (see Lemma 3.4 in [3] for the case d = 1) imply that
the set of distributions
({S(α)}1t=0,PW )α∈Γc ⊂ ({S(α)}1t=0,PW )α∈Γ is dense. Thus,
it sufficient to prove the Proposition for α ∈ Γc.
Fix i = 0, ..., J − 1. Consider the Brownian motion W (i)t := Wti+t −Wti , t ≥ 0.
SinceW (i) is independent of FWti , we can apply Lemma 2.3 for the Brownian motion
W (i) and the volatility ν := ρi(S
(α)
t1 , . . . , S
(α)
ti ). Only we restrict the correspond-
ing measures Q˜n to the interval [0, ti+1 − ti]. By following this procedure for all
i = 0, 1..., J − 1 (we shift the interval [0, ti+1 − ti] to the interval [ti, ti+1]) we ob-
tain a sequence of probability measures Qn which satisfy the following properties
(analogous to (2.2)–(2.3))
(2.9) EQn [St|FWti ] = Sti , ∀t ∈ [ti, ti+1], i = 0, ..., J − 1
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and
(2.10)
({
St
Sti
}ti+1
t=ti
,Qn
)
⇒


{
S
(α)
t
S
(α)
ti
}ti+1
t=ti
,PW

 , i = 0, 1, ..., J − 1.
Clearly, (2.10) implies (S,Qn)⇒ (S(α),PW ).
It remains to argue that Qn ∈ Mq for all n ∈ N . Fix n. Observe that there
exists a drift process {λ(n)t }1t=0 such that {Wt−
∫ t
0 λ
(n)
u du}1t=0 is a Brownian motion
under Qn. Moreover, for any i = 0, ..., J − 1 the drift λ(n)|(ti,ti+1] can be computed by
applying Lemma 2.3 for the Brownian motion W
(i)
t := Wti+t −Wti , t ≥ 0 and the
volatility ν := ρi(S
(α)
t1 , . . . , S
(α)
ti ). Since the functions ρi, i = 0, 1, ..., J are uniformly
bounded we conclude that the drift process {λ(n)t }1t=0 is uniformly bounded and so
dQn
dPW |FW1 ∈ Lq(FW1 ,PW ), recall that q = pp−1 ∈ [1,∞).
Finally, let 0 ≤ T1 < T2 ≤ 1. Set, k := max{i : ti ≤ T1}. From (2.9) it follows
that
EQn [ST2 |FWtk ] = EQn [ST1 |FWtk ] = Stk .
Since tk > T1 − h (recall that ti − ti−1 < h for all i) we conclude that
EQ
(
ST2 − ST1 |FW(T1−h)+
)
= 0
and the proof is completed. 
Now, we are ready to prove Theorem 2.1.
Proof. Proof of Theorem 2.1.
First, if fˆ <∞ then from concavity we obtain
fˆ(s) + ∂+fˆ(s)(S1 − s) ≥ fˆ(S1) ≥ f(S1) a.s.
In other words the trivial strategy with initial capital fˆ(s) and γ ≡ ∂+fˆ(s) is a
super–hedge.
Thus, it in order to complete the proof it remains to establish that V (X) ≥ fˆ(s).
To that end, recall the set Γ which is defined before Proposition 2.4. From the Fatou
lemma, the duality given by (2.1) and Proposition 2.4 we obtain
(2.11) V (X) ≥ sup
α∈Γ
EPW [f(S
(α)
1 ].
Moreover, from Lemmas 3.2–3.3 in [16]. we have
sup
α∈Γ
EPW [f(S
(α)
1 ] ≥ fˆ(s).
Thus we conclude that V (X) ≥ fˆ(s). 
Remark 2.5. Roughly speaking, Proposition 2.4 says that any local volatility model
is a cluster point of the probability measures in Mq (the dual objects). In order that
the super–replication price will be ”reasonable” we need to have a uniform bound
on the local volatility. In the next section we consider a continuous time limit of
binomial models. We prove that if we scale the delay in the ”right” way, then the
local volatility models which appear in the limit are uniformly bounded.
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3. Scaling limit of binomial models with vanishing delay
3.1. The main result. Let Ω¯ = {−1, 1}N be the space of infinite sequences
ω = (ω1, ω2, ...); ωi ∈ {−1, 1} with the product probability P = { 12 , 12}N. De-
fine the canonical sequence of independent and identically distributed (i.i.d.) ran-
dom variables ξ1, ξ2, ... by ξi(ω) = ωi, i ∈ N, and consider the natural filtration
Fk = σ{ξ1, ..., ξk}, k ≥ 1 and let F0 be trivial.
Next, we introduce a sequence of binomial models with volatility σ > 0. For any
n consider the n–step binomial model of a financial market which is active at times
0, 1/n, 2/n, . . . , 1. We assume that the market consists of a safe asset≡ 1 used as
numeraire and of a stock. The stock price at time k/n is given by
S
(n)
k = se
σ
√
1
n
∑k
i=1 ξi , k = 0, 1, ..., n,
Similarly to [10] we fix a natural number H ∈ N and consider a situation where
there is a delay of H trading times. Thus, we consider a sequence of binomial
models with vanishing delay Hn , n ∈ N.
In the n–step binomial model a self–financing portfolio π with an initial capital
x is a pair π = (x, {γk}n−1k=0 ) where for any k, γk is a F(k−H)+–measurable random
variable. The corresponding portfolio value at the maturity date equals to
Y pi1 = x+
n−1∑
i=0
γi(S
(n)
i+1 − S(n)i ).
We are interested in super–replication of European contingent claims. Formally,
given a random variable Fn (which represents the payoff of the claim) which is Fn
measurable, the super–replication price is given by
Vn := Vn(Fn) = inf {x : ∃π = (x, γ) such that Y pi1 ≥ Fn, P-a.s.} .
Again, by applying Theorem 4.4 in [4] (for the relatively simple case of finite prob-
ability space and discrete trading) we get
(3.1) Vn = sup
Q∈QHn
EQ[Fn]
where QHn is the set of all probability measures Q ∼ P on (Ω¯,Fn) for which
(3.2) EQ(S
(n)
k+1 − S(n)k |F(k−H)+) = 0, ∀k = 0, 1..., n− 1.
The main result of this paper is the identification of the limit (as time step goes
to zero) of the super–replication prices as a G–expectation in the sense of Peng
[17]. Formally, let Ω = C([0, 1],R) be the space of continuous paths equipped with
the topology of uniform convergence and the Borel σ–field F = B(Ω). We denote
by B = Bt, t ≥ 0 the canonical process Bt(ω) = ωt. Introduce the following set of
probability measures on (Ω,F)
QH := {Q : B is a Q-martingale with B0 = 0, d〈B〉/dt ≤ σ2(H + 1) Q⊗ dt-a.s.}
We assume the following.
Assumption 3.1. Let F : Ω → R+ be a continuous map such that there exists a
constants C, p > 0 for which
F (ω) ≤ C(1 + ‖ω‖p∞), ∀ω ∈ Ω.
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For any n ∈ N, let Wn : Rn+1 → Ω be the linear interpolation operator given by
Wn(y)(t) := ([nt] + 1− nt) y[nt] + (nt− [nt]) y[nt]+1, ∀t ∈ [0, 1]
where y = (y0, y1, ..., yn) ∈ Rn+1 and [·] denotes the integer part of ·. In the n–step
binomial model the payoff of the European contingent claim is given by
Fn := F
(
Wn(S(n))
)
where, by definition we consider, Wn(S(n)) as a random element with values in Ω.
Next, we formulate our main result.
Theorem 3.2. Assume Assumption 3.1. Then the limit of the super–replication
prices is given by
lim
n→∞Vn = sup
Q∈QH
EQ[F (S)]
where S is the exponential martingale
St = s exp(Bt − 〈Bt〉/2), t ∈ [0, 1].
3.2. Proof of the Upper Bound. In this section we prove that
(3.3) lim sup
n→∞
Vn ≤ sup
Q∈QH
EQ[F (S)].
Without loss of generality (by passing to a subsequence) we assume that limn→∞ Vn
exists (it may be ∞). From the duality given by (3.1) it follows that for any n ∈ N
there exists a probability measure Qn ∈ QHn such that
(3.4) Vn <
1
n
+ EQn [Fn].
For any n ∈ N introduce the martingale {M (n)k }nk=0
M
(n)
k := EQn(S
(n)
k |F(k−H)+), k = 0, 1, ..., n
The fact that M (n) is a martingale follows from (3.2). Clearly, there exists a
constant C such that
(3.5) |M (n)k − S(n)k | ≤
C√
n
S
(n)
k ∀k ≤ n.
By applying Lemma 3.3 in [3] we obtain that (Wn(M (n))|Qn) is tight on the space
Ω = C([0, 1],R) and
(3.6) sup
n∈N
EQn [ max
0≤k≤n
M
(n)
k + | lnM (n)k |]2m <∞, ∀m > 0.
So there exists a subsequence (which, for ease of notation, we still index by n) which
converges in distribution to a continuous stochastic process M = {Mt}1t=0. The
fact that {M (n)k }nk=0 is a martingale for all n and (3.6) implies (see the standard
arguments after Lemma 3.3 in [3]) that M is a strictly positive martingale.
Next, from Assumption 3.1 and (3.4)–(3.6) we obtain
lim
n→∞
Vn ≤ E[F (M)].
Introduce the continuous local martingale Nt :=
∫ t
0
dMu
Mu
, t ∈ [0, 1]. Clearly,
Mt = exp(Nt − 〈Nt〉/2), t ∈ [0, 1].
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We conclude that in order to establish (3.3), it remains to prove the following
lemma.
Lemma 3.3. The quadratic variation of the local martingale N satisfies
(3.7)
d〈N〉
dt
≤ σ2(H + 1) ∀t ∈ [0, 1], a.s.,
which in particular implies that N is a (true) martingale.
Proof. The implication that N is a martingale is clear form the Burkholder–Davis–
Gundy inequality. Thus, let us prove (3.7).
Fix n ∈ N. From the Taylor expansion for ex we get that for any k ≥ H ,
S
(n)
k − S(n)k−1 = S(n)k−H−1
(
1 +
σξk√
n
+O(1/n)
)
where the term O(1/n) is uniformly bounded by c/n for some constant c. This
together with (3.2) gives (recall that Qn ∈ QHn )
(3.8) EQn(ξk|Fk−H−1) = O(1/
√
n), k = H, ..., n.
For any j = 0, ..., H introduce the stochastic processes An,j = {An,jk }nk=0 and
Mn,j = {Mn,jk }nk=0 by
An,jk =
σ√
n
∑[k/(H+1)]
i=1 EQn
(
ξi(H+1)+j |F(i−1)(H+1)+j
)
,
Mn,jk =
σ√
n
(∑[k/(H+1)]
i=1 ξi(H+1)+j − EQn
(
ξi(H+1)+j |F(i−1)(H+1)+j
))
where as before [·] is the integer part of ·.
Fix j. Clearly, Mn,j is a martingale with respect to the filtration generated by
An,j and Mn,j . Notice that for any i, Mn,ji(H+1) = M
n,j
i(H+1)+1 = ... = M
n,j
i(H+1)+H .
Moreover, (3.8) implies that
(3.9) EQn
(
(Mn,j(i+1)(H+1) −Mn,ji(H+1))2|Fi(H+1)+j
)
=
σ2
n
+O(n−3/2).
Thus, from the Martingale Central Limit Theorem (Theorem 7.4.1 in [8]) it follows
that
(3.10)
(
{Mn,j[nt]}1t=0,Qn
)
⇒ σ√
H + 1
W,
where W = {Wt}1t=0 is a standard Brownian motion. From (3.8) we obtain that
the sequence
(
{An,j[nt]}1t=0,Qn
)
, n ∈ N is tight (on the Skorokhod space of right
continuous with left limit functions), and any cluster point is a Lipschitz continuous
process. We conclude that there exists a subsequence (which, for ease of notation,
we still index by n) such that we have the convergence of the joint distributions
(3.11)
((
{Mn,j[nt]}1t=0, {An,j[nt]}1t=0
)
,Qn
)
⇒ (W (j), A(j))
where A(j) = {A(j)t }1t=0 is a Lipschitz continuous process and W (j) = {W (j)t }1t=0
has the same distribution as σ√
H+1
W . Next, from the fact that for all n, Mn,j
is a martingale with respect to the filtration generated by An,j and Mn,j, and its
predictable variation is uniformly bounded (follows from (3.9)), we obtain that the
limit process W (j) is a martingale with respect to the natural filtration generated
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by W (j) and A(j) (for details see Chapter 9 in [11]). Thus, from (3.10) it follows
that
(3.12) 〈W (j) +A(j)〉t = 〈W (j)〉t = σ
2t
H + 1
∀t ∈ [0, 1], a.s.
Now, we arrive to the final step of the proof. Without loss of generality (by passing
to a subsequence), we assume that the sequence of the joint distributions((
{Mn,0[nt]}1t=0, ..., {Mn,H[nt] }1t=0, {An,0[nt]}1t=0, ...., {An,H[nt] }1t=0
)
,Qn
)
converges. Observe that
σ√
n
[nt]∑
i=1
ξi = O(n
−1/2) +
∑
j=0,1,...,H
(
An,j[nt] +M
n,j
[nt]
)
.
This together with (3.11) and the weak convergence


 σ√n
[nt]∑
i=1
ξi


1
t=0
,Qn

⇒ {Nt − 〈N〉t/2}1t=0
gives that the distribution of
∑
j=0,1,...,H
(
A(j) +W (j)
)
equals to the distribution
of N − 〈N〉/2. Moreover, from the equality 〈N〉 ≡ 〈N − 〈N〉/2〉 we deduce that, in
(3.7) we can replace N with
∑
j=0,1,...,H
(
A(j) +W (j)
)
.
Finally, from (3.12) and the simple inequality
(
H+1∑
i=1
ai)
2 ≤ (H + 1)
H+1∑
i=1
a2i , a1, ..., aH+1 ∈ R
we get that for any T1 < T2
〈∑j=0,1,...,H (A(j) +W (j))〉T2 − 〈∑j=0,1,...,H (A(j) +W (j))〉T1 ≤
(H + 1)
∑
j=0,1,...,H
(〈A(j) +W (j)〉T2 − 〈A(j) +W (j)〉T1) ≤ σ2(H + 1)(T2 − T1)
and (3.7) follows. 
3.3. Proof of the Lower Bound. Recall from Section 2 the Brownian probability
space (ΩW ,FW ,PW ) and the sets Γ,Γc. Introduce the sets
ΓH := {α ∈ Γ : α ≤ σ
√
H + 1 PW ⊗ dt a.s.}
and
ΓHc := {α ∈ Γc : α ≤ σ
√
H + 1 PW ⊗ dt a.s.}.
By applying a randomization technique similar to Lemma 7.2 in [7] we obtain
(3.13) sup
Q∈QH
EQ[F (S)] = sup
α∈ΓH
EPW [F (S
(α))]
where, recall S(α) is given before Proposition 2.4.
Next, standard density arguments (see Lemma 3.4 in [3] for the case d = 1)
imply that
(3.14) sup
α∈ΓH
EPW [F (S
(α))] = sup
α∈ΓHc
EPW [F (S
(α))].
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From (3.1), Assumption 3.1 and (3.13)–(3.14), it follows that in order to prove the
lower bound, i.e. the inequality
lim inf
n→∞
Vn ≥ sup
Q∈QH
EQ[F (S)]
it remains to establish the following lemma.
Lemma 3.4. For any α ∈ ΓHc there exists a sequence of probability measures
Qn ∈ QHn such that we have the weak convergence
(
{S(n)[nt]}1t=0,Qn
)
⇒ {S(α)t }1t=0.
Proof. Choose α ∈ ΓHc and let 0 = t0 < t1 < · · · < tJ = 1, ǫ > 0, ρj : Rj →
[ǫ, σ
√
H + 1], j = 0, 1, ..., J − 1 such that (2.7) holds true. The proof will be done
in three steps.
Step I: In this step we construct the probability measures Qn, n ∈ N. Fix
n ∈ N. For any j = 0, 1, ..., J − 1 consider the interval Ij := [[ntj ], [ntj+1])
and let U
(j)
1 , U
(j)
2 , U
(j)
3 ⊂ Ij be disjoint sets such that U (j)1
⋃
U
(j)
2
⋃
U
(j)
3 = Ij .
We allow U
(j)
1 , U
(j)
2 , U
(j)
3 to be random sets in the sense that they can depend on
S
(n)
1 , ...., S
(n)
[ntj ]
(i.e. can depend on the stock prices up to the moment [ntj ]).
From the simple estimate S
(n)
k+1 = S
(n)
k
(
1 + σξk+1√
n
+O(n−1)
)
it follows that for
sufficiently large n we can find a probability measure Qn such that
EQn
(
S
(n)
k+1 − S(n)k |Fk
)
= 0 ∀k ∈ U (j)1
EQn
(
S
(n)
k+1 − S(n)k |Fk
)
=
(
1− 1√
n
)
(S
(n)
k − S(n)k−1) ∀k ∈ U (j)2
EQn
(
S
(n)
k+1 − S(n)k |Fk
)
= −
(
1− 1√
n
)
(S
(n)
k − S(n)k−1) ∀k ∈ U (j)3 .
Now, we explain how to choose the sets U
(j)
1 , U
(j)
2 , U
(j)
3 , j = 0, 1, ..., J − 1. For
any j divide the interval Ij into [
√
n(tj+1 − tj)] blocks of the same number [
√
n]
of successive time points. Because we restrict ourself to integer blocks it might
happen that these blocks cover the interval Ij , besides of O(n
−1/2) successive time
points which lie in the right end of the interval. We define all the not covered time
points to be elements of the set U
(j)
1 .
Next, on each of the [
√
n(tj+1 − tj)] blocks of [
√
n] successive time points we
apply the following procedure. First, each block is divided into [
√
n/(2H + 2)]
blocks of (2H + 2) points, and again the missing points are defined to be elements
of the set U
(j)
1 . Introduce the random variable
(3.15) A
(n)
j =
ρ2j(S
(n)
[nt1]
, ..., S
(n)
[ntj ]
)
√
n
2σ2(H + 1)2
.
In the first A
(n)
j blocks, for each block {k, k+1, ..., k+2H+1}, the points k, k+H+1
are sent to the set U
(j)
1 and the rest of the points are sent to the set U
(j)
2 . In the
remaining [
√
n/(2H + 2)] − A(n)j blocks (notice that A(n)j ≤ [
√
n/(2H + 2)]), for
each block {k, k+1, ..., k+2H +1}, the points k, k+2, k+4, ... are sent to the set
U
(j)
1 and the rest of the points are sent to U
(j)
3 .
Step II: In this step we derive essential properties of the construction. For any
n ∈ N define the stochastic processes M (n) = {M (n)k }nk=0 and N (n) = {N (n)k }nk=0
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by
M
(n)
k = S
(n)
max{m≤k:m∈U(j)1 }
, [ntj ] ≤ k < [ntj ] + 1, j = 0, 1, ..., J − 1,
N
(n)
k =
∑k−1
i=0
M
(n)
i+1−M(n)i
Θ
(n)
i M
(n)
i
, k = 0, 1, ..., n
where Θ
(n)
i = ρj(S
(n)
[nt1]
, ..., S
(n)
[ntj ]
) for [ntj ] ≤ i < [ntj+1] and we set M (n)n = M (n)n−1.
Introduce the filtration G(n) = {G(n)k }nk=0 by
G(n)k = σ{M (n)1 , ...,M (n)k , S(n)[nt1], ..., S
(n)
[ntj ]
} [ntj ] ≤ k < [ntj+1], j = 0, 1, ..., J − 1.
From the definition of the sets U
(j)
1 , U
(j)
2 , U
(j)
3 it follows thatM
(n) is aQn martingale
with respect to the filtration G(n). Hence N (n) is also a martingale. Next, we
observe that for any sequence of H + 1 successive time points there is at least one
point which belongs to U
(j)
1 for some j. This together with the definition of the
sets U
(j)
2 , U
(j)
3 implies that (3.2) holds true. Thus Qn ∈ QHn and
(3.16) |M (n)k − S(n)k | ≤
C˜√
n
S
(n)
k ∀k ≤ n
for some constant C˜ > 0.
Lemma 3.3 in [3] and (3.16) implies that the sequence
(
{S(n)[nt]}1t=0,Qn
)
, n ∈ N is
tight and any cluster point is a strictly positive, continuous martingale. Moreover,
the martingales M (n), n ∈ N satisfy (3.6). We need to prove that any cluster point
satisfies (2.8) (recall the uniqueness property of (2.8)). Thus, choose a subsequence
(we still index it by n)
(
{S(n)[nt]}1t=0, Q˜n
)
which converges to a martingale M . We
will apply the stability results from [5]. First, (3.6) implies that the sequenceM (n),
n ∈ N satisfies Condition A in [5]. Thus, from Theorem 4.1 in [5] we conclude
(recall that ρj ≥ ǫ > 0 for all j).
(3.17)
(
{N (n)[nt]}1t=0,Qn
)
⇒


J−1∑
j=0
∫ tj+1∧t
tj∧t
dMu
ρj(Mt1 , ...,Mtj )Mu


1
t=0
.
Step III: In view of (3.17) in order to complete the proof we need to show that the
sequence
(
{N (n)[nt]}1t=0,Qn
)
, n ∈ N converges to the standard Brownian motion. We
will apply the Martingale Central Limit theorem: Proposition 1 in [18]. Clearly,
N
(n)
k −N (n)k−1 = O(n−1/2) for all k ≤ n. Thus, it remains to show that the predictable
variation of N (n), n ∈ N satisfies
(3.18)
(
{〈N (n)〉[nt]}1t=0,Qn
)
⇒ {t}1t=0.
Fix n ∈ N and consider an interval [ntj , ntj+1] for some j. Recall the construction
in Step I and choose a block of [
√
n] successive time points. We notice that in the
first A
(n)
j blocks, for any block {k, k + 1, ..., k + 2H + 1} we have
S
(n)
k =M
(n)
k = M
(n)
k+1 = ... = M
(n)
k+H
and S
(n)
k+H+1 = M
(n)
k+H+1 = ... = M
(n)
k+2H+1.
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Moreover, from the definition of the set U
(j)
2 we get
Qn
(
S
(n)
k+H+1 = S
(n)
k exp
(±σ(H + 1)n−1/2) |Fk) = 1−O(n−1/2) and
Qn
(
S
(n)
k+2H+2 = S
(n)
k+H+1 exp
(±σ(H + 1)n−1/2) |Fk+H+1) = 1−O(n−1/2).
We conclude that for any block {k, k + 1, ..., k + 2H + 1} (of the first A(n)j blocks)
EQn
(
(N
(n)
i+1 −N (n)i )2|G(n)i
)
= σ
2(H+1)2
nρ2j (S
(n)
[nt1]
,...,S
(n)
[ntj]
)
+O(n−3/2)(3.19)
i ∈ {k +H, k + 2H + 1} and EQn
(
(N
(n)
i+1 −N (n)i )2|G(n)i
)
= 0 otherwise.
On the other hand for any block {k, k+1, ..., k+2H+1} of the remaining [√n/(2H+
2)] − A(n)j blocks we have M (n)i = S(n)i for i = k, k + 2, ... and M (n)i = S(n)i−1 for
i = k + 1, k + 3, .... Furthermore, from the definition of the set U
(j)
3 it follows that
for any i ∈ {k, k + 2, ...}
Qn
(
S
(n)
i+2 = S
(n)
i
)
= 1−O(n−1/2).
We conclude that for any block {k, k + 1, ..., k + 2H + 1} (of the first remaining
[
√
n/(2H + 2)]−A(n)j blocks)
(3.20) EQn
(
(N
(n)
i+1 −N (n)i )2|G(n)i
)
= O(n−3/2) ∀i.
Finally, choose j and tj < T1 < T2 < tj+1. From (3.15) and (3.19)–(3.20) we obtain
〈N (n)〉[nT2] − 〈N (n)〉[nT2] =
2A
(n)
j n(T2−T2)
[
√
n]
σ2(H+1)2
nρ2j (S
(n)
[nt1]
,...,S
(n)
[ntj]
)
+O(n−1/2) =
(T2 − T1) +O(n−1/2)
and (3.18) follows. 
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