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Abstract
By introducing auxiliary fields, which by their quantum numbers vanish in pertur-
bation theory, we relate the dynamical perturbation theory of Pagels and Stokar and
a successful gauged nonlocal constituent quark model to a U(N) gauge theory and to
QCD. This sheds light on the duality between quark models and resonance models.
We then derive the effective action in the loop expansion without dropping cubic and
quartic gluon couplings.
1 Introduction
Consider the full fermion propagator in the presence of a dynamically broken chiral symmetry
in a gauge theory with no explicit fermion masses.
S−1(p) = Z(p2)p/− Σ(p2) (1)
Σ(p2) vanishes to all orders in perturbation theory and may be considered to have the depen-
dence e−1/bg
2
on the gauge coupling g and some constant b. To account for this dynamical
momentum-dependent mass function, Pagels and Stokar introduced “dynamical perturbation
theory” (DPT) [1]. We quote from their work.
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To lowest order this approximation can be described as follows. Amplitudes
that do not vanish to all orders of perturbation theory are given by their free-
field values. For example, the amplitude Z(p2) in (1) is given by Z(p2) = 1.
Amplitudes that vanish in all orders in perturbation theory such as λ = e−1/bg
2
,
for example Σ(p2), are retained, but we drop terms of order gne−1/bg
2
, n > 0. The
virtue of this approximation scheme is that amplitudes can be made to satisfy
the chiral Ward identities consistently to lowest order in the parameters g2 and
λ = e−1/bg
2
.
One result of this work is a popular formula relating the (pseudo)Goldstone boson decay
constant to the fermion mass function, which has been widely used in studies of QCD and
other theories with chiral symmetry breaking. This formula is found to be in good agreement
with a more sophisticated Bethe-Salpeter approach [2].
Since the Ward identities are satisfied the idea of DPT at lowest order can be extended
to a Lagrangian-based GNC (gauged nonlocal constituent) relativistic quark model [3] which
preserves the chiral structure of QCD. The Lagrangian must be nonlocal to incorporate the
momentum dependent mass. The GNC model reproduced the Pagels-Stokar decay constant
formula, and when expanded to order p4 in the energy expansion was found to be surprisingly
successful at describing low energy chiral dynamics. The momentum dependence of the quark
mass function provides a natural ultraviolet cutoff on the quark loop integrals, thus leading
to the correct Wess-Zumino terms without regularization subtleties [4]. The incorporation
of this momentum dependence represents an improvement over constant mass quark models
of the Nambu-Jona-Lasino type. But the question remains, why does a free quark model
represent low energy QCD dynamics as well as it does? For example at the level of the quark
propagator, how can the momentum dependence of Z(p2) in (1) be ignored?
By using the auxiliary field method we shall provide a systematic derivation of DPT and
the GNC quark model from a gauge theory. The connection with DPT is made by introducing
auxiliary fields only for those quark bilinears which define purely nonperturbative amplitudes.
The auxiliary fields introduced are thus chirality changing, and they may also carry color or
fermion number. The effective theory at lowest order in a loop expansion will correspond to
the lowest order in DPT, and the origin of the GNC quark model is made clear.
We shall also find a set of ladder SD equations which are all homogeneous equations in
the auxiliary fields. It may be noted that these SD equations treat all the possible quark
mass functions in the various channels, including Σ(p) for the usual qq mass, on an equal
footing. In the SD equation for Σ(p) we will automatically have Z(p) = 1, which is usually
obtained in studies using the ladder SD equation via a special choice of gauge. In our
approach Z(p) = 1 follows at lowest order in the loop expansion.
We shall deal with the problem of gauge boson self-interactions by studying a strongly
interacting U(Nc) (rather than SU(Nc)) gauge theory with Nf flavors of quarks. In U(Nc)
there are two coupling constants, g and g1 for SU(Nc) and U(1) respectively. Both of
these interactions are attractive in the usual color- and flavor-singlet qq channel. For chiral
symmetry breaking to occur in this channel there is some constraint on some combination of
g and g1. We shall take advantage of the fact that we can hold the scale of chiral symmetry
2
breaking fixed while g is free to vary. In this way the theory can smoothly interpolate between
the QCD limit (large g and small g1) and the U(1) limit (small g and large g1). For some
subset of this space of theories it makes sense to treat g perturbatively on the momentum
scales which characterize chiral symmetry breaking. For some scale sufficiently below the
chiral symmetry breaking scale g will grow strong and cause confinement. But the effects
due to the nonabelian nature of SU(Nc), namely trilinear and quartic gauge couplings, may
be treated perturbatively as far as the study of chiral symmetry breaking is concerned.
Our approach will also shed some light on the concept of duality in the description of
low energy chiral dynamics. This is related to the observation that the low energy chiral
Lagrangian to order p4 of QCD is surprisingly well described by constituent quark models,
such as the GNC quark model. The quark degrees of freedom are somehow offering a dual
description to the effects of the lowest lying vector and axial vector resonances, which are
usually thought to dominate low energy chiral dynamics. We shed light on this by showing
that QCD may be rewritten as a path integral over various auxiliary field degrees of freedom
which do not include vector or axial vector degrees of freedom. Instead we will have scalar
and tensor fields, some of which have color and/or diquark quantum numbers. The lowest
order in a loop expansion involving all massive degrees of freedom corresponds to setting all
the non-Goldstone-boson degrees of freedom in the various auxiliary fields to their vacuum
values. The fact that we are not required to fix vector or axial-vector degrees of freedom
then suggests how it is that a constituent quark model can reproduce the effects of vector
or axial-vector degrees of freedom.
Our basic result is that the perturbative expansion of a nonabelian gauge theory may be
reorganized in such a way that the lowest order in the new loop expansion coincides with
a previously studied and successful quark model of low energy chiral dynamics. Instead
of being put in by hand, the quark mass function emerges from the dynamics. Also the
quark model now exists in a framework of a loop expansion in which corrections, at least in
principle, may be systematically worked out. Such a process was implied but not specified
in the original proposal for DTP. As one example the phenomenological effects of various
scalar and diquark degrees of freedom could be explored in the context of a quark model,
without fear of double counting degrees of freedom.
In the next two sections we shall derive generating functionals without and with, respec-
tively, the effects of cubic and quartic gauge couplings. The latter case is significantly more
complicated, and it will be carried out by introducing two sets of auxiliary fields. In the
next section we also show how the (pseudo)Goldstone degrees of freedom may be retained
for a description of low energy physics.
2 Low energy theory
Due to our study of U(Nc) rather than SU(Nc), we will first ignore effects from the cubic
and quartic gauge couplings from the beginning. Then the gauge fields may be integrated
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out to give the following generating functional.
eiW [J ] =
∫
DψDψexpi
{∫
d4xψ(i∂/+ J)ψ
+
i2g2
2
∫
d4xd4yGµν(x, y)[ψ
i
α(x)(
λa
2
)αβγ
µψiβ(x)][ψ
j
α′(y)(
λa
2
)α′β′γ
νψjβ′(y)]
+
i2g21
2
∫
d4xd4yG(1)µν (x, y)[ψ
i
α(x)γ
µψiα(x)][ψ
j
α′(y)γ
νψjα′(y)]
}
(2)
Gµν(x, y) and G
(1)
µν (x, y) are the tree level SU(Nc) and U(1) gauge field propagators respec-
tively. J represents the external sources which are nontrivial matrices in the SU(Nf ) flavor
space.
J(x) = v/ (x) + a/ (x)γ5 − s(x) + ip(x)γ5 (3)
The generating functional may be rearranged as follows.
eiW [J ] =
∫
DψDψexpi
{∫
d4xψ(i∂/+ J)ψ +
i2g2
2
∫
d4xd4yGµν(x, y)
[
2[ψ
i
R,α(x)(
λa
2
)αβγ
µψiR,β(x)][ψ
j
L,α′(y)(
λa
2
)α′β′γ
νψjL,β′(y)]
]
+[ψ
i
L,α(x)(
λa
2
)αβγ
µψiL,β(x)][ψ
j
L,α′(y)(
λa
2
)α′β′γ
νψjL,β′(y)]
+[ψ
i
R,α(x)(
λa
2
)αβγ
µψiR,β(x)][ψ
j
R,α′(y)(
λa
2
)α′β′γ
νψjR,β′(y)]
+
i2g21
2
∫
d4xd4yG(1)µν (x, y)
[
2[ψ
i
R,α(x)γ
µψiR,α(x)][ψ
j
L,α′(y)γ
νψjL,α′(y)]
+[ψ
i
L,α(x)γ
µψiL,α(x)][ψ
j
L,α′(y)γ
νψjL,α′(y)] + [ψ
i
R,α(x)γ
µψiR,α(x)][ψ
j
R,α′(y)γ
νψjR,α′(y)]
]}
=
∫
DψDψexpi
{∫
d4xψ(i∂/+ J)ψ
−
1
2
∫
d4xd4y
[
2ψ
iσ
R,α(x)ψ
jρ′
L,β′(y)K(x, y)
σρσ′ρ′
αβα′β′ψ
jσ′
L,α′(y)ψ
iρ
R,β(x)
[−ψ
iσ
L,α(x)ψ
jσ′
L,α′(y)K(x, y)
σρσ′ρ′
αβα′β′ψ
jρ′
L,β′(y)ψ
iρ
L,β(x)− (L→ R)]
]}
(4)
where
K(x, y)σρσ
′ρ′
αβα′β′ = g
2Gµν(x, y)(
λa
2
)αβ(γ
µ)σρ)(
λa
2
)α′β′(γ
µ)σ′ρ′ + g
2
1G
(1)
µν δαβ(γ
µ)σρ)δα′β′(γ
µ)σ′ρ′ (5)
We may follow the auxiliary field method [5] and insert a Gaussian integral to cancel the
four-fermion terms. Note that our choice of auxiliary fields differs from previous treatments.
constant =
∫
DχRDχLDκLDκRDκLDκRexpi
∫
d4xd4y
×
{
Tr
[(
χR −KψRψL
)
K−1
(
χL −KψLψR
)]
−
1
2
Tr
[(
κL −KψLψL
)
K−1 (κL −KψLψL) + (L→ R)
]}
(6)
4
The various auxiliary fields are bilocal, χL(x, y), etc., and the traces imply contraction of
indices similar to (4). We will not need the explicit form of K−1. The resulting action takes
the form
eiW [J ] =
∫
DχRDχLDκLDκRDκLDκRDψDψexpi
{∫
d4xψ(i∂/+ J)ψ
+
∫
d4xd4y
[
Tr
(
χRK
−1χL
)
−
1
2
Tr
(
κLK
−1κL
)
−
1
2
Tr
(
κRK
−1κR
)
−ψLχRψR − ψRχLψL − ψLκLψL − ψLκLψL − ψRκRψR − ψRκRψR
]}
(7)
The fermion fields could now be integrated out. The original path integral over the
quark and gluon fields has been traded in for a path integral over various bosonic degrees
of freedom. We first consider the lowest order in the loop expansion with respect to all
auxiliary fields. The stationary condition for the tree level action with J = 0 gives a set of
SD equations, homogeneous in the auxiliary fields. The auxiliary fields may be decomposed
into various irreducible representations of the SU(Nc)×SU(Nf ) color and flavor symmetries.
If we define
χ ≡ χL + χR (8)
then the SD equation for the flavor- and color-singlet degree of freedom, χ(x, y)ρσαβ,ij →
δαβδρσδijΣ(x− y), is
Σ(x− y) = −
[
g2
(
N2c − 1
Nc
)
Gµν(x− y) + g
2
1G
(1)
µν (x− y)
]
×γµ [PLS(x− y)PL + PRS(x− y)PR]γ
ν , (9)
with iS−1(x− y) = i∂/δ(x− y)− Σ(x− y). (10)
In the presence of an ultraviolet cutoff this equation will determine a mass function Σ(p).
All other auxiliary fields are in less attractive channels and we may assume that they take
on the vanishing solutions.
We note that except for the (pseudo)Goldstone bosons (PGBs) associated with chiral
symmetry breaking, all other auxiliary field degrees of freedom are expected to have masses
of order the chiral symmetry breaking scale or higher. This leads us to consider the lowest
order in a loop expansion with respect to all massive, non-Goldstone degrees of freedom.
That is, we freeze all massive auxiliary fields to their vacuum (J = 0) values as determined
by the SD equations above, but we wish to retain the light PGB degrees of freedom as
dynamical fields in a low energy theory. Note that nonzero sources J are needed to define
the generating functional of the low energy theory. Nonzero sources are consistent with the
freezing of the massive fields at their J = 0 vacuum values as long as the sources only vary
on distance scales large compared with inverse masses of the massive degrees of freedom. We
will say more about the effects of the massive degrees of freedom at the end of this section.
We constrain the massive degrees of freedom as follows.
trc[λaχ(x, y)] = 0 (11)
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tr[σµνχ(x, y)] = 0 (12)
σ(x, y)ikσ(y, x)kj +Π(x, y)ikΠ(y, x)kj = δijΣ(x− y)
2 (13)
σ = tr(χ)/4, Π = tr(iγ5χ)/4 (14)
tr (trc) denotes a trace over spinor (color) indices only. The first constraint keeps χ(x, y)
diagonal in color space, and we henceforth ignore color indices. The second constraint sets
the tensor degrees of freedom to zero. The third constraint, where i, j are flavor indices,
allows for PGB degrees of freedom in flavor space while constraining the scalar mode.
With these constraints on the fields we may now go back and consider the K−1 terms in
(7). These terms are quadratic in σ and pi and by chiral symmetry they must take the form∫
d4xd4y [σij(x, y)σji(y, x) + Πij(x, y)Πji(y, x)] f(x− y) (15)
The constraint (13) then implies that these terms are independent of the PGB fields. The
PGB degrees of freedom are then described completely by the Trln terms, and the generating
functional for slowly varying sources is
eiW [J ] =
∫
DUexp [−iTrln (i∂/+ J + χpi,J(x, y))] (16)
U(x) ≡ e2ipi(x)γ5/fpi (17)
χpi,J(x, y) must be chosen to satisfy the constraints above and to transform correctly
under chiral transformations of pi(x) and J(x) = v/ (x) + a/ (x)γ5 − s(x) + ip(x)γ5. A choice
for χpi,J(x, y) corresponds to a choice of representation of the pi(x) fields. A minimal choice
is the following [3].
χpi,J(x, y) = Σ(x− y)[ξ(x)X(x, y)ξ(y)] (18)
X(x, y) = P exp
[
−i
∫ y
x
Γµ(z)dz
µ
]
(19)
Γµ =
i
2
[
ξ(∂µ − iRµ)ξ
† + ξ†(∂µ − iLµ)ξ
]
, ξ(x)2 ≡ U(x) (20)
Rµ = vµ + aµγ5 +
1
2
sγµ −
i
2
pγµγ5, Lµ = vµ − aµγµ +
1
2
sγµ −
i
2
pγµγ5 (21)
The origin of the dependence on s(x) and p(x) is explained in [6].
We have arrived at the GNC quark model, which when expanded in powers of derivatives
and quark mass, successfully models the low energy chiral Lagrangian of QCD. But our
derivation raises a further issue. When we froze all the massive auxiliary field degrees of
freedom, we not only removed the effect of these fields in loops, but we also removed their
tree-level effects. In the context of a loop expansion, at lowest order we should keep the
effects in the low energy theory of the tree-level exchange of massive fields. In particular
the original GNC model should be supplemented by the effects of scalar exchange. This
would supplement the quark loop effects, which by our discussion of duality, are related to
the effects of vector and axial-vector resonances.
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Figure 1: Effective interactions caused by integrating out the gauge fields. The blob with 2n
external legs stands for the full gauge boson n-point function without fermion loops. The
small empty block stands for the fermion field.
3 Effective Action
In this section we shall present a derivation of the effective action and the loop expansion
without dropping the cubic and quartic gluon couplings. The auxiliary fields we introduce
will again correspond to nonperturbative amplitudes only. After integrating out the gauge
fields, the generating functional becomes
Z[J ] = eiW [J ]
=
∫
DψDψ exp i{
∫
d4xψ(i∂/+ J) +
∞∑
n=2
∫
d4x1 · · · d
4xn
in
n!
Kσ1ρ1···σnρnα1β1···αnβn(x1, · · · , xn)
×[ψ
i1σ1
α1 (x1)ψ
i1ρ1
β1
(x1)] · · · [ψ
inσn
αn (xn)ψ
inρn
βn (xn)] (22)
See Fig. 1. The Kσ1ρ1···σnρnα1β1···αnβn(x1, · · · , xn) are defined as follows
Kσ1ρ1···σnρnα1β1···αnβn(x1, · · · , xn) = g
2nGa1···anµ1···µn(x1, · · · , xn)(
λa1
2
)α1β1(γ
µ1)σ1ρ1 · · · (
λan
n
)αnβn(γ
µn)σnρn
+δn2g
2
1G
(1)
µ1µ2
(x1, x2)δα1β1(γ
µ1)σ1ρ1δα2β2(γ
µ2)σ2ρ2 (23)
Ga1···anµ1···µn(x1, · · · , xn) is the full gluon n-point function without fermion loops included and
G(1)µν (x, y) is the U(1) gauge field propagator without fermion loops.
We may rewrite the sum over n in (22) as follows.
∞∑
n=2
∫
d4x1 · · · d
4xn
(i)n
n!
Kσ1ρ1···σnρnα1β1···αnβn(x1, · · · , xn)
×[ψ
i1σ1
α1
(x1)ψ
inρn
βn (xn)][ψ
i2σ2
α2
(x2)ψ
i1ρ1
β1
(x1)] · · · [ψ
inσn
αn (xn)ψ
in−1ρn−1
βn−1
(xn−1)]
=
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2nCn2n
(2n)!
Kσ1ρ1···σ2nρ2nα1β1···α2nβ2n(x1, · · · , x2n)
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Figure 2: The chirality (denoted by L and R) changing part is explicitly separated out, such
that diagram 1a (from Fig. 1) is separated into diagram 2a (the chirality changing part) and
diagram 2c, and diagram 1c is similarly separated into diagrams 2b and 2e.
×[ψ
i1σ1
R,α1(x1)ψ
i2nρ2n
L,β2n
(x2n)][ψ
i2σ2
L,α2(x2)ψ
i1ρ1
R,β1
(x1)] · · ·
· · · [ψ
i2n−1σ2n−1
R,α2n−1
(x2n−1)ψ
i2n−2ρ2n−2
L,β2n−2
(x2n−2)][ψ
i2nσ2n
L,α2n
(x2n)ψ
i2n−1ρ2n−1
R,β2n−1
(x2n−1)]
+
∞∑
n=2
∫
d4x1 · · · d
4xn
(i)n
n!
K¯σ1ρ1···σnρnα1β1···αnβn(x1, · · · , xn)
×[ψ
i1σ1
α1 (x1)ψ
i1ρ1
β1
(x1)][ψ
i2σ2
α2 (x2)ψ
i2ρ2
β2
(x2)] · · · [ψ
inσn
αn (xn)ψ
inρn
βn (xn)] (24)
where K¯ is defined by this expression and Cmn =
n!
m!(n−m)!
. See Fig. 2. Inserting this back
into the generating functional and introducing auxiliary fields gives the following.
Z[J ] = eiW [J ]
=
∫
DSRDSLDFDFDBDBDψDψδ
(
SiσjρR,αβ(x, y)− ψ
iσ
L,α(x)ψ
jρ
R,β(y)
)
×δ
(
SiσjρL,αβ(x, y)− ψ
iσ
R,α(x)ψ
jρ
L,β(y)
)
δ
(
F
iσjρ
αβ (x, y)− ψ
iσ
α (x)ψ
jρ
β (y)
)
×δ
(
F iσjραβ (x, y)− ψ
iσ
α (x)ψ
jρ
β (y)
)
δ
(
B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)− ψ
i1σ1
α1
(x1)ψ
i2σ2
α2
(x2)ψ
i3σ3
α3
(x3)
)
8
×δ
(
Bi1σ1i2σ2i3σ3α1α2α3 (x1, x2, x3)− ψ
i1σ1
α1 (x1)ψ
i2σ2
α2 (x2)ψ
i3σ3
α3 (x3)
)
exp i
{∫
d4xψ(i∂/+ J)ψ
+
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2nCn2n
(2n)!
Kσ1ρ1···σ2nρ2nα1β1···α2nβ2n(x1, · · · , x2n)
×Si1σ1i2nρ2nL,α1β2n (x1, x2n)S
i2σ2i1ρ1
R,α2β1
(x2, x1) · · ·
· · ·S
i2n−1σ2n−1i2n−2ρ2n−2
L,α2n−1β2n−2
(x2n−1, x2n−2)S
i2nσ2ni2n−1ρ2n−1
R,α2nβ2n−1
(x2n, x2n−1)
−
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2n
(2n)!
K¯σ1ρ1···σ2nρ2nα1β1···α2nβ2n(x1, · · · , x2n)
×F
i2nσ2ni1σ1
α2nα1
(x2n, x1) · · ·F
i2n−2σ2n−2i2n−1α2n−1
α2n−2α2n−1
(x2n−2, x2n−1)
×F i1ρ1i2ρ2β1β2 (x1, x2) · · ·F
i2n−1ρ2n−1i2nρ2n
β2n−1β2n
(x2n−1, x2n)
−
∞∑
n=1
∫
d4x1 · · · d
4x2n+1
(i)2n+1
(2n+ 1)!
K¯
σ1ρ1···σ2n+1ρ2n+1
α1β1···α2n+1β2n+1
(x1, · · · , x2n+1)
×B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)F
i4σ4i5σ5
α4α5
(x4, x5) · · ·F
i2nσ2ni2n+1σ2n+1
α2nα2n+1
(x2n, x2n+1)
×Bi1ρ1i2ρ2i3ρ3α1α2α3 (x1, x2, x3)F
i4ρ4i5ρ5
α4α5 (x4, x5) · · ·F
i2nρ2ni2n+1ρ2n+1
α2nα2n+1 (x2n, x2n+1)
}
(25)
See Fig. 3. We can remove the delta functions by instead including the following terms in
the exponential and integrating over the additional auxiliary fields, χL, χR, U , U , V , and V .
i
∫
d4xd4y
[(
SiσjρR,αβ(x, y)− ψ
iσ
L,α(x)ψ
jρ
R,β(y)
)
χiσjρR,αβ(x, y)
+
(
SiσjρL,αβ(x, y)− ψ
iσ
R,α(x)ψ
jρ
L,α(y)
)
χiσjρL,αβ(x, y) +
(
F
iσjρ
αβ (x, y)− ψ
iσ
α (x)ψ
jρ
β (y)
)
U iσjραβ (x, y)
+U
iσjρ
αβ (x, y)
(
F iσjραβ (x, y)− ψ
iσ
α (x)ψ
jρ
β (y)
)]
+i
∫
d4x1d
4x2d
4x3
[(
B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)− ψ
i1σ1
α1
(x1)ψ
i2σ2
α2
(x2)ψ
i3σ3
α3
(x3)
)
V i1σ1i2σ2i3σ3α1α2α3 (x1, x2, x3)
+V
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)
(
Bi1σ1i2σ2i3σ3α1α2α3 (x1, x2, x3)− ψ
i1σ1
α1
(x1)ψ
i2σ2
α2
(x2)ψ
i3σ3
α3
(x3)
)]
See Fig. 4. We may write the result as follows.
eiW [J ] =
∫
DSRDSLDχRDχLDFDFDUDUDBDBDVDV expi
{
D[χR, χL, U, U, V , V, J ]
+
∫
d4xd4y
[
[SiσjρR,αβ(x, y)χ
iσjρ
R,αβ(x, y) + S
iσjρ
L,αβ(x, y)χ
iσjρ
L,αβ(x, y)] + F
iσjρ
αβ (x, y)U
iσjρ
αβ (x, y)
+U
iσjρ
αβ (x, y)F
iσjρ
αβ (x, y)
]
+
∫
d4x1d
4x2d
4x3[B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)V
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)
+V
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)]
+
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2nCn2n
(2n)!
Kσ1ρ1···σ2nρ2nα1β1···α2nβ2n(x1, · · · , x2n)
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Figure 3: The fermion fields in diagrams 2a, 2c, and 2d in Fig. 2 are combined with the
appropriate composite auxiliary fields.
10
χχ
ψ
ψ
S
_
1
2
1
2
L
R
L
R
RRR − + χχ
ψ
ψ
S
_
1
2
1
2
R
L
R
L
LLL +−
ψ
ψ
UUF
_
_
_
1
2
1
2
+−
ψ
ψ
F
1
2
1
2
U
_
U
_
+−
ψ
ψ
ψ
VVB
_
_
_
_
_
1
2
3
1
2
3
+−
ψ
ψ
ψ
B
1
2
3
1
2
3
V
_
V
_
−
Figure 4: These new terms are caused by realizing the constraints among the fermion fields
and the composite auxiliary fields.
×Si1σ1i2nρ2nL,α1β2n (x1, x2n)S
i2σ2i1ρ1
R,α2β1
(x2, x1) · · ·
· · ·S
i2n−1σ2n−1i2n−2ρ2n−2
L,α2n−1β2n−2
(x2n−1, x2n−2)S
i2nσ2ni2n−1ρ2n−1
R,α2nβ2n−1
(x2n, x2n−1)
−
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2n
(2n)!
K¯σ1ρ1···σ2nρ2nα1β1···α2nβ2n(x1, · · · , x2n)
×F
i2nσ2ni1σ1
α2nα1
(x2n, x1) · · ·F
i2n−2σ2n−2i2n−1α2n−1
α2n−2α2n−1
(x2n−2, x2n−1)
×F i1ρ1i2ρ2β1β2 (x1, x2) · · ·F
i2n−1ρ2n−1i2nρ2n
β2n−1β2n
(x2n−1, x2n)
−
∞∑
n=1
∫
d4x1 · · · d
4x2n+1
(i)2n+1
(2n+ 1)!
K¯
σ1ρ1···σ2n+1ρ2n+1
α1β1···α2n+1β2n+1
(x1, · · · , x2n+1)
×B
i1σ1i2σ2i3σ3
α1α2α3
(x1, x2, x3)F
i4σ4i5σ5
α4α5
(x4, x5) · · ·F
i2nσ2ni2n+1σ2n+1
α2nα2n+1
(x2n, x2n+1)
×Bi1ρ1i2ρ2i3ρ3α1α2α3 (x1, x2, x3)F
i4ρ4i5ρ5
α4α5
(x4, x5) · · ·F
i2nρ2ni2n+1ρ2n+1
α2nα2n+1
(x2n, x2n+1)
}
(26)
The path integration over the fermion fields has been isolated.
expiD[χR, χL, U, U, V , V, J ] =
∫
DψDψexpi
{
−
∫
d4xd4y
[
ψ
iσ
L,α(x)ψ
jρ
R,β(y)χ
iσjρ
R,αβ(x, y)
+ψ
iσ
R,α(x)ψ
jρ
L,β(y)χ
iσjρ
L,αβ(x, y) + ψ
iσ
α (x)ψ
jρ
β (y)U
iσjρ
αβ (x, y) + U
iσjρ
αβ (x, y)ψ
iσ
α (x)ψ
jρ
β (y)
]
−
∫
d4x1d
4x2d
4x3
[
ψ
i1σ1
α1 (x1)ψ
i2σ2
α2 (x2)ψ
i3σ3
α3 (x3)V
i1σ1i2σ2i3σ3
α1α2α3 (x1, x2, x3)
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+V
i1σ1i2σ2i3σ3
α1α2α3 (x1, x2, x3)ψ
i1σ1
α1 (x1)ψ
i2σ2
α2 (x2)ψ
i3σ3
α3 (x3)
]
+
∫
d4xψ(i∂/+ J)ψ
}
(27)
We may use the loop expansion to complete the path integral over the fields χR, χL,U ,
U , V and V .
eiW [J ] =
∫
DSRDSLDFDFDBDB exp i
{
Γ[χR,c, χL,c, U c, Uc, V c, Vc, SR, SL, F , F, B,B, J ]
+Γ1[χR,c, χL,c, U c, Uc, V c, Vc, J ]
}
(28)
where iΓ[χR, χL, U, U, V , V, SR, SL, F , F, B,B, J ] is the argument of the exponential in (26)
and
Γ1[χR,c, χL,c, U c, Uc, V c, Vc, J ] (29)
=
{
i
2
Trln
[
∂2Γ[φ,Φ, J ]
∂φi1σ1j1ρ1α1β1 (x1, x
′
1)∂φ
i2σ2j2ρ2
α2β2
(x2, x
′
2)
]
+ all 1PI Feynman vacuum diagrams
with inverse of propagator
∂2Γ[φ,Φ, J ]
∂φi1σ1j1ρ1α1β1 (x1, x
′
1)∂φ
i2σ2j2ρ2
α2,β2
(x2, x′2)
and n-point vertex
∂nΓ[φ,Φ, J ]
∂φi1σ1j1ρ1α1β1 (x1, x
′
1) · · ·∂φ
inσnjnρn
αnβn (xn, x
′
n)
n = 3, 4, ....
}
φ=φc
(30)
φ is the set of fields χR,χL,U ,U , V ,V , and Φ is the set of fields SR,SL,F ,F ,B,B.
1 Γ1[φc, J ] is
independent of Φ since the Γ[φ,Φ, J ] in (30) can be replaced by D[φ, J ] (since Γ[φ,Φ, J ] −
D[φ, J ] is linear in φ). The classical φc fields satisfy the equations
∂{Γ[φc,Φ, J ] + Γ1[φc, J ]}
∂φiσjρc,αβ(x, y)
= 0 (31)
which determines φc as a functional of Φ. We may again use a loop expansion to integrate
out the field Φ.
W [J ] = Γs[Φc, J ] + Γs1[Φc, J ] (32)
Γs[Φc, J ] = Γ[φc,Φc, J ] + Γ1[φc, J ] (33)
Γs1[Φc, J ] =
{
i
2
Trln
[
∂2Γs[Φ, J ]
∂Φi1σ1j1ρ1α1β1 (x1, x
′
1)∂Φ
i2σ2j2ρ2
α2β2
(x2, x
′
2)
]
+ all 1PI Feynman vacuum diagrams
with inverse of propagator
∂2Γs[Φ, J ]
∂Φi1σ1j1ρ1α1β1 (x1, x
′
1)∂Φ
i2σ2j2ρ2
α2β2
(x2, x′2)
and n-point vertex
∂nΓs[Φ, J ]
∂Φi1σ1j1ρ1α1β1 (x1, x
′
1) · · ·∂Φ
inσnjnρn
αnβn (xn, x
′
n)
n = 3, 4, ....
}
Φ=Φc
(34)
1 V , V,B,B should appear with three indices instead of two.
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The Φc fields satisfy the equations
∂{Γs[Φc, J ] + Γs1[Φc, J ]}
∂Φiσjρc,αβ(x, y)
= 0 (35)
which with the help of (33) and (31) become
∂{Γ[φc,Φc, J ] + Γs1[Φc, J ]}
∂Φiσjρc,αβ(x, y)
= 0 (36)
Note how the results in (31) and (36) have a similar form.
The fields U ,U ,V ,V , F ,F ,B,B carry nontrivial fermion number and color, while fields
χL,χR, SL,SR and external sources do not. Because of our dynamical arguments associated
with the most attractive channel we may take the nonvanishing classical fields, for arbitrary
J , to be colorless and fermion-number conserving.
Φc = 0 for Φc 6= SL, SR (37)
φc = 0 for φc 6= χL, χR (38)
SiσjρR
L
,c,αβ
(x, y) = δαβS
iσjρ
R
L
(x, y) (39)
χiσjρR
L
,c,αβ
(x, y) = δαβχ
iσjρ
R
L
(x, y) (40)
The result is that only the first two diagrams in Fig. 3 and and the first four diagrams in
Fig. 4 survive. Then the generating functional is
W [J ] = −iTrln(i∂/+ J − PLχLPL − PRχRPR)
+
∫
d4xd4yNc[S
iσjρ
R (x, y)χ
iσjρ
R (x, y) + S
iσjρ
L (x, y)χ
iσjρ
L (x, y)]
+Ws[SR, SL] + Γ1[χR, χL, J ] + Γs1[SR, SL, J ] (41)
with
Ws[SR, SL] =
∞∑
n=1
∫
d4x1 · · · d
4x2n
(i)2nCn2n
(2n)!
Kσ1ρ1···σ2nρ2nα1α2···α2nα1 (x1, · · · , x2n)
×Si1σ1i2nρ2nL (x1, x2n)S
i2σ2i1ρ1
R (x2, x1) · · ·
· · ·S
i2n−1σ2n−1i2n−2ρ2n−2
L (x2n−1, x2n−2)S
i2nσ2ni2n−1ρ2n−1
R (x2n, x2n−1) (42)
If we apply (31) we find that
[PR
L
S(y, x)PR
L
]jρiσ + SiσjρR
L
(x, y) +
1
Nc
∂Γ1[χR, χL, J ]
∂χiσjρR
L
(x, y)
= 0 (43)
−iSjρiσ(y, x) =
(
(i∂/+ J − PLχLPL − PRχRPR)
−1
)jρiσ
(y, x) (44)
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On the other hand (36) becomes
χiσjρR
L
(x, y) = −
1
Nc
[
∂Ws[SR, SL]
∂SiσjρR
L
(x, y)
+
∂Γs1[SR, SL, J ]
∂SiσjρR
L
(x, y)
]
(45)
By using the last two equations, (41) may be written as
W [J ] = iTrlnS +Ws[SR, SL] + Γ1[χR, χL, J ] + Γs1[SR, SL, J ]
−
∫
d4xd4y
[
SiσjρR (x, y)
∂Ws[SR, SL]
∂SiσjρR (x, y)
+ SiσjρL (x, y)
∂Ws[SR, SL]
∂SiσjρL (x, y)
−SiσjρR,c (x, y)
∂Γs1[SR, SL, J ]
∂SiσjρR,c (x, y)
− SiσjρL,c (x, y)
∂Γs1[SR, SL, J ]
∂SiσjρL,c (x, y)
]
(46)
We may also rewrite (44) as
(
iS−1 − (i∂/+ J)
)iσjρ
(x, y) =
1
Nc
[
PR
(
∂Ws[SR, SL]
∂SR(x, y)
+
∂Γs1[SR, SL, J ]
∂SR(x, y)
)
PR
+PL
(
∂Ws[SR, SL]
∂SL(x, y)
+
∂Γs1[SR, SL, J ]
∂SL(x, y)
)
PL
]iσjρ
(47)
These are our final full results, with (47) playing the role of a generalized SD equation when
used along with (43).
If we consider results at lowest order in the loop expansion then
W [J ] = iTrlnS +Ws[SR, SL]
−
∫
d4xd4y[SiσjρR (x, y)
∂Ws[SR, SL]
∂SiσjρR (x, y)
+ SiσjρL (x, y)
∂Ws[SR, SL]
∂SiσjρL (x, y)
] (48)
(
iS−1 − (i∂/+ J)
)iσjρ
(x, y) =
1
Nc
[
PR
∂Ws[SR, SL]
∂SR(x, y)
PR + PL
∂Ws[SR, SL]
∂SL(x, y)
PL
]iσjρ
(49)
PR
L
Sjρiσ(y, x)PR
L
+ SiσjρR
L
(x, y) = 0 (50)
We notice that the dependence on χL and χR has been removed. We could instead express
all results in terms of χL and χR by using (44).
Alternatively we note the result (45) which now reads
χiσjρR
L
(x, y) = −
1
Nc
∂Ws[SR, SL]
∂SiσjρR
L
(x, y)
(51)
This defines the relation between S and χ fields and suggests a Legendre transform
Wχ[χR, χL] =Ws[SR, SL] +Nc
∫
d4xd4y[SiσjρR (x, y)χ
iσjρ
R (x, y) + S
iσjρ
L (x, y)χ
iσjρ
L (x, y)] (52)
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such that Wχ[χR, χL] satisfies
∂Wχ[χR, χL]
∂χiσjρR
L
(x, y)
= NcS
iσjρ
R
L
(x, y) (53)
We may thus write our generating functional (52) as
W [J ] = −iTrln(i∂/+ J − PLχLPL − PRχRPR) +Wχ[χR, χL] (54)
To make contact with the last section, if we keep only the lowest order term in g in
Ws[SR, SL] then Ws[SR, SL] is bilinear in the fields. As we described in the introduction,
the neglect of these higher order terms could be justified in the U(Nc), but not the SU(Nc)
theory. From (42),
Ws[SR, SL] = −
Nc
4
∫
d4xd4y[
g2
2Nc
Gaaµν(x, y) + g
2
1G
(1)
µν (x, y)]Tr[γ
µSTR(x, y)γ
νSTL (x, y)]
≡ −
Nc
4
∫
d4xd4yTr[STRKS
T
L ] (55)
In this compact notation χR
L
= KSTL
R
, which with the help of (44), (50), and (51) can be
written as
χR
L
(x, y) = −i[
g2
2Nc
Gaaµν(x, y) + g
2
1G
(1)
µν (x, y)]γ
µPL
R
(i∂/+ J − PLχLPL − PRχRPR)
−1PL
R
γµ (56)
This is the SD equation written in terms of the χ fields. Finally we have
Wχ[χR, χL] = −
Nc
4
∫
d4xd4yTr[χLK
−1χR] (57)
With this last result and (54) we essentially recover the form of the generating functional of
the previous section, with a minor difference being that gluon loop effects are now included
in the gluon propagator.
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