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Wavelets from Laguerre Polynomials and
Toeplitz-type Operators
Ondrej HUTNI´K1
Abstract. We study Toeplitz-type operators with respect to specific
wavelets whose Fourier transforms are related to Laguerre polynomials.
On the one hand, this choice of wavelets underlines the fact that these
operators acting on wavelet subspaces share many properties with the
classical Toeplitz operators acting on the Bergman spaces. On the other
hand, it enables to study poly-Bergman spaces and Toeplitz operators
acting on them from a different perspective. Restricting to symbols de-
pending only on vertical variable in the upper half-plane of the complex
plane these operators are unitarily equivalent to a multiplication oper-
ator with a certain function. Since this function is responsible for many
interesting features of these Toeplitz-type operators and their algebras,
we investigate its behavior in more detail. As a by-product we ob-
tain an interesting observation about the asymptotic behavior of true
polyanalytic Bergman spaces. Isomorphisms between the Caldero´n-
Toeplitz operator algebras and functional algebras are described and
their consequences are discussed.
1 Introduction
The structure of the space of wavelet transforms inside L2(G, dν) (the space
of all square-integrable functions on the affine group G with respect to the left
invariant Haar measure dν) was described in our paper [9]. The key tool in this
description is the (Bargmann-type) transform giving an isometrical isomorphism
of the space L2(G, dν) under which the space of wavelet transforms is mapped
onto tensor product of L2-spaces where one of them is the rank-one space gen-
erated by a suitable function. This isomorphism is constructed according to the
general Vasilevski scheme of decomposition of Hilbert spaces presented in [25]
which was systematically applied in his book [31], and provides an interest-
ing tool to study Toeplitz-type operators based on the Caldero´n reproducing
formula and acting on wavelet subspaces. This idea was developed in general
setting in paper [10] where some results on Toeplitz-type operators related to
wavelets were also given. Then this technique was used in [11] for fundamental
case where the wavelet subspaces arise from functions whose Fourier transforms
are related to Laguerre polynomials. Note that in this case the rank-one space
is generated by Laguerre functions ℓk(x) = e
−x/2Lk(x) forming an orthonormal
basis in L2(R+), where Lk(x) stands for the Laguerre polynomial of degree k
and type 0 at x.
This paper is a further continuation of the above mentioned research. Here
we are interested in some properties of these Toeplitz-type operators acting on
wavelet subspaces in detail. In accordance with paper [11] we consider specific
wavelets which enable us to obtain an interesting generalization of the classical
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case of Toeplitz operators acting on the Bergman space. This choice of wavelets
also underlines the intriguing patterns which the corresponding wavelet sub-
spaces and poly-Bergman spaces share. In fact, the main source of motivation
for our study comes from the Vasilevski book [31] summarizing results of author
and his collaborators on classical Toeplitz operators and their algebras on the
Bergman space. The presented methods and techniques in that book are very
useful and inspiring for our purposes. Thus, on the one hand, many obtained
results of this paper as well as paper [12] may be simply viewed as ”wavelet
analogs” of results known for the classical Toeplitz operators. On the other
hand, the described generalization of Toeplitz operators goes by another direc-
tion as in the case of Toeplitz operators acting on weighted Bergman spaces,
and gives rise to many new and interesting questions. The organization of this
paper is as follows.
Section 2: Representation of wavelet subspaces We introduce basic
notions and basic tools of our study including a parameterized family of wavelets
{ψ(k)}k∈Z+ whose Fourier transform is related to Laguerre polynomials Lk(x).
Then we introduce the isometrical isomorphism
U : L2(G, dν)→ L2(R)⊗ L2(R+)
describing the structure of wavelet subspaces A(k) (related to wavelet ψ(k) and
Hardy-space functions) inside L2(G, dν). This result also allows us to describe
the direct and natural connection between wavelet subspaces and Hardy spaces.
Further, we construct operators Rk and R
∗
k providing decomposition of orthog-
onal projection P (k) from L2(G, dν) onto wavelet subspace A
(k) and of identity
operator I on L2(R+). Note that the operator Rk is an exact analog of the
Bargmann transform mapping the Fock space F2(C
n) onto L2(R
n). For more
details on Bargmann transform in connection with time-frequency analysis and
Toeplitz-type operators in this context see [14, Section 2].
Section 3: Caldero´n-Toeplitz operators The representation of wavelet
subspaces A(k) is then used to study Toeplitz-type operators based on the
Caldero´n reproducing formula. Given a function (symbol) a = a(ζ), ζ ∈ G,
the so-called Caldero´n-Toeplitz operator T
(k)
a acting on wavelet subspace A(k)
is defined as follows
T (k)a f = P
(k)(af), f ∈ A(k).
The operators T
(k)
a naturally arise in connection with localization in time-scale
analysis context and they are a filtered version (with a being a filter) of con-
sidered signal f analyzed using wavelets ψ(k). The main idea here is to use
the constructed unitary operators Rk and R
∗
k to reduce the Caldero´n-Toeplitz
operator T
(k)
a acting on wavelet subspace A(k) to its unitary equivalent image
RkT
(k)
a R∗k acting on L2(R+). Indeed, the main result of Theorem 3.2 which
gives an easy and direct access to the properties of Caldero´n-Toeplitz operators,
then reads as follows:
The Caldero´n-Toeplitz operator T
(k)
a with a symbol a = a(v), v ∈ R+, acting on
wavelet subspace A(k) is unitarily equivalent to the multiplication operator A
(k)
a =
2
γa,kI acting on L2(R+), where the function γa,k : R+ → C has the form
γa,k(ξ) =
∫
R+
a
(
v
2ξ
)
ℓ2k(v) dv, ξ ∈ R+. (1)
As it can be seen, the function γa,k is obtained by integrating a dilation of a sym-
bol a = a(v) of a Caldero´n-Toeplitz operator T
(k)
a against a Laguerre function
of order k. This result extends the result of Vasilevski for the classical Toeplitz
operators acting on the Bergman space (i.e., the case k = 0 in our notation) in
very interesting way which differs from the case of Toeplitz operators acting on
weighted Bergman spaces studied in paper [8] and then summarized in Vasilevski
book [31]. Moreover, in Section 3 we present a number of results following im-
mediately from this equivalency including the spectral-type representation of
Caldero´n-Toeplitz operators whose symbols depend only on imaginary coordi-
nate in the upper half-plane, as well as formulas for the Wick symbols and the
star product in terms of our function γa,k. In this section we also briefly mention
the form of operators RkT
(k)
a R∗k for a symbol a depending only on horizontal
variable in the upper half-plane, and for a symbol a in a special and important
product form. This presents a way how certain pseudo-differential operators
naturally appear in this context of Caldero´n-Toeplitz operators, and opens the
door to many important and interesting questions.
Section 4: Some properties of function γa,k Since the function γa,k given
by (1) is responsible for many interesting features and behavior of the corre-
sponding Caldero´n-Toeplitz operator T
(k)
a acting on A(k), in this section we
investigate its basic properties. We study the limit behavior of higher order
derivatives of γa,k for bounded as well as integrable symbols a which provides
information about certain interesting properties of γa,k. Then we give sufficient
conditions for γa,k to be continuous on the whole [0,+∞]: a question which is
closely related to the behavior of a symbol a = a(v), v ∈ R+, at a neighborhood
of points 0 and +∞. More precisely, we prove the following result:
If a = a(v) is a bounded symbol on R+ such that the limits lim
v→0
a(v) = a0
and lim
v→+∞ a(v) = a∞ exist, then for each k ∈ Z+ the function γa,k belongs to the
algebra C[0,+∞] of continuous functions on [0,+∞]. Moreover, γa,k(+∞) = a0
and γa,k(0) = a∞ for each k ∈ Z+.
The result states that the limit at infinity and at zero of the function γa,k is
independent of parameter k. In fact, it depends only on a limit of the cor-
responding symbol a, but not on the particularly chosen Laguerre functions.
This is surprising because the wavelet transforms with Laguerre functions of
order k live, up to a multiplier isomorphism, in the so-called true polyanalytic
Bergman space of order k, which is rather different from the classical Bergman
space of analytic functions (corresponding to k = 0 in our notation). Thus, this
result contains the remarkable observation that, asymptotically, all the true
polyanalytic Bergman spaces have the same behavior, when such behavior is
observed via the association with the Caldero´n-Toeplitz operator described in
Theorem 3.2. This result has some important consequences in quantum physics,
signal analysis and in the asymptotic theory of random matrices, which are not
yet completely understood.
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Section 5: Isomorphism between the Caldero´n-Toeplitz operator alge-
bra and functional algebra In connection with the above mentioned results
some operator algebras and a functional dependence of Caldero´n-Toeplitz oper-
ators are described in this section. In particular, for any a(v) = χ[0,λ](v) with
λ ∈ R+ (here χ[0,λ](v) is the characteristic function of the interval [0, λ]) we
have
γχ[0,λ],k(ξ) = 1−N2k(2λξ) e−2λξ, ξ ∈ R+,
where N2k is a certain polynomial of degree 2k (see the interesting result of
Lemma 6.2 in Appendix). Thus,
T (k)χ[0,λ] = R
∗
kγχ[0,λ],kRk,
and each C∗-algebra generated by the Caldero´n-Toeplitz operators T (k)χ[0,λ] is
isometric and isomorphic to the algebra C[0,+∞]. Moreover, if we consider a
symbol a = a(v) from the algebra L
{0,+∞}
∞ (R+) of bounded functions on R+
having limits at the endpoints 0 and +∞ such that the corresponding function
γa,k separates the points of [0,+∞], then we construct the function
∇(k)a,λ(x) = −
1
λ
ln(1− x)
∫
R+
a(v)(1 − x)v/λL2k
(
− v
λ
ln(1− x)
)
dv
on [0, 1] such that each Caldero´n-Toeplitz operator T
(k)
a acting on A(k) with a
symbol a = a(v) ∈ L{0,+∞}∞ (R+) is the function of Toeplitz operator acting on
the Bergman space A(0) = A2(Π) with symbol χ[0,λ](v), i.e.,
T (k)a = ∇(k)a,λ
(
T (0)χ[0,λ]
)
.
Interpretation and applicability of these results from the viewpoint of localiza-
tion in the time-frequency analysis are discussed in the end of Section 5.
2 Representation of wavelet subspaces
In this section we summarize basic methods, constructions and results from our
previous works, mainly from [11]. We use the obvious notations: R (C, N) are
the sets of all real (complex, natural) numbers, R = R∪ {−∞,+∞} is the two-
point compactification of R, and R+ (R−) are the positive (negative) half-lines
with χ+ (χ−) their characteristic functions, respectively.
The affine group and admissible wavelets on the real line Let G =
{ζ = (u, v); u ∈ R, v > 0} be the locally compact the so-called “ax + b”-group
with the group law
(u, v) ⋄ (u′, v′) = (vu′ + u, vv′)
and the left-invariant Haar measure dν(ζ) = v−2 du dv. We identify the group
G with the upper half-plane Π = {ζ = u+iv; u ∈ R, v > 0} in the complex plane
C (with i2 = −1) equipped with the hyperbolic measure dν. Then L2(G, dν) is
the space of all square-integrable functions on G with respect to the measure
dν. In what follows 〈·, ·〉 always means the inner product on L2(R), whereas
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〈·, ·〉G denotes the inner product on L2(G, dν). For their corresponding norms
we use the notation ‖ · ‖ and ‖ · ‖G, respectively.
A function ψ ∈ L2(R) is called an admissible wavelet if it satisfies the ad-
missibility condition ∫
R+
|ψˆ(xξ)|2 dξ
ξ
= 1 (2)
for almost every x ∈ R, where ψˆ stands for the unitary Fourier transform
F : L2(R)→ L2(R) given by
F{g}(ξ) = gˆ(ξ) =
∫
R
g(x) e−2piixξ dx.
Let us mention the interesting constructions generalizing admissible wavelets us-
ing group-theoretical methods which are given in recent papers of Kisil, see [18]
and [19].
Wavelets related to Laguerre functions In many problems in mathemat-
ical physics, signal analysis, parameter identification, analytical and computer
studies, etc., the Laguerre functions
ℓ(α)n (y) =
[
n!
Γ(n+ α+ 1)
]1/2
yα/2 e−y/2L(α)n (y), y ∈ R+,
naturally appear. Here, Γ is the Euler Gamma function, and L
(α)
n is the Laguerre
polynomial of degree n ∈ Z+ = N ∪ {0} and type α (may be considered as an
arbitrary complex number) given by
L(α)n (y) =
y−α ey
n!
dn
dyn
(
e−yyn+α
)
=
n∑
i=0
(−1)i
(
n+ α
n− i
)
yi
i!
, y ∈ R+, (3)
cf. [7, formula 8.970.1]. Recall that the system of functions {ℓ(α)n (y)}n∈Z+ for
α > −1 forms an orthonormal basis in the space L2(R+, dy), i.e.,∫
R+
ℓ(α)m (y) ℓ
(α)
n (y) dy = δmn, m, n ∈ Z+.
For α = 0 we will simply write Ln(y) and ℓn(y). In what follows we proceed as
in [11], and for k ∈ Z+ we consider the functions ψ(k) and ψ¯(k) on R defined on
the Fourier transform side as follows
ψˆ(k)(ξ) = χ+(ξ)
√
2ξ ℓk(2ξ), and
ˆ¯ψ(k)(ξ) = ψˆ(k)(−ξ),
respectively. Note that Ingrid Daubechies used ϕ with ϕˆ(ξ) =
√
2ξ ψˆ(0)(ξ) as the
wavelet function in her famous book [5]. It is obvious that for each k ∈ Z+ the
functions ψ(k) and ψ¯(k) satisfy the admissibility condition (2). Then according
to the Caldero´n reproducing formula, cf. [3],
f(u) =
∫
R+
(
ψ(k)v ∗ ψ(k)v ∗ f
)
(u)
dv
v2
, g(u) =
∫
R+
(
ψ¯(k)v ∗ ψ¯(k)v ∗ g
)
(u)
dv
v2
,
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L2(R) L2(R) L2(G, dν)
F−1 W−1k
H+2 (R) L2(R+) A(k)
F Wk
P+
R
χ+I P (k)
Figure 1: Relationship among the introduced spaces and operators
for all f ∈ H+2 (R) and g ∈ H−2 (R), where H+2 (R), resp. H−2 (R), are the Hardy
spaces, i.e.,
H+2 (R) =
{
h ∈ L2(R); supp hˆ ⊆ [0,+∞)
}
;
H−2 (R) =
{
h ∈ L2(R); supp hˆ ⊆ (−∞, 0]
}
,
respectively. Here ∗ denotes the usual convolution on L2(R), and ψv(u) =
v−1/2ψ(u/v), (u, v) ∈ G, is a dilation of ψ on L2(R). It is well-known that
H+2 (R) and H
−
2 (R) are the only proper invariant subspaces under the (quasi-
regular) representation ρ of G on L2(R) given by
(ρζf)(x) =
1√
v
f
(
x− u
v
)
, ζ = (u, v) ∈ G.
Continuous wavelet transform and wavelet subspaces For each k ∈ Z+
define the subspaces A(k) and A¯(k) of L2(G, dν) as follows
A(k) :=
{
(Wkf)(u, v) =
(
f ∗ ψ(k)v
)
(u); f ∈ H+2 (R)
}
;
A¯(k) :=
{
(Wk¯f)(u, v) =
(
f ∗ ψ¯(k)v
)
(u); f ∈ H−2 (R)
}
,
respectively. Note that Wkf , resp. Wk¯f , are known as the continuous wavelet
transforms of functions f ∈ H+2 (R), resp. f ∈ H−2 (R), with respect to wavelets
ψ(k), resp. ψ¯(k). Moreover,Wk and Wk¯ are isometries from L2(R) to L2(G, dν)
for each k ∈ Z+. Consequently, A(k), resp. A¯(k), will be called the spaces of
Caldero´n (or wavelet) transforms. We also use the term wavelet subspaces (of
L2(G, dν)).
The relationship among the introduced spaces A(k) of wavelet transforms
of H+2 (R)-functions, and the unitary operators of continuous wavelet transform
Wk and the Fourier transform F is schematically described on Figure 1. Note
that F−1 : L2(R) → L2(R) and W−1k : A(k) → L2(R) are the inverse Fourier
transform and the inverse continuous wavelet transform, respectively. Observe
that Figure 1 also includes the following well-known classical result.
Lemma 2.1 The Fourier transform F gives an isometrical isomorphism of the
space L2(R) onto itself under which
(i) the Hardy space H+2 (R), resp. H
−
2 (R), is mapped onto L2(R+), resp.
L2(R−); i.e.,
F : H+2 (R)→ L2(R+), resp. F : H−2 (R)→ L2(R−);
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(ii) the Szego¨ projection P+
R
: L2(R) → H+2 (R), resp. P−R : L2(R) → H−2 (R),
is unitarily equivalent to the following one
FP+
R
F−1 = χ+I, resp. FP−R F−1 = χ−I.
For each k ∈ Z+ the spaces A(k) and A¯(k) are the reproducing kernel Hilbert
spaces. Explicit formulas for their reproducing kernels
K
(k)
ζ (η) =
〈
ρηψ
(k), ρζψ
(k)
〉
, resp. K¯
(k)
ζ (η) = K
(k)
ζ (η),
and orthogonal projections P (k) : L2(G, dν) → A(k), resp. P¯ (k) : L2(G, dν) →
A¯(k), are given in [11]. Note also, that the functions ψ(k) are not normalized in
L2(R), since
‖ρζψ(k)‖2 = ‖ψ(k)‖2 = ‖ψˆ(k)‖2 = 1
2
∫
R+
x ℓ2k(x) dx =
2k + 1
2
:= κk, (4)
where the formula ∫
R+
x ℓ2k(x) dx = 2k + 1, k ∈ Z+,
has been used (as a special case of formula (15) from Appendix). Therefore, the
constant κk appears in formulas of Wick calculus, see Section 3.
Structural results for wavelet subspaces In what follows we introduce
some important operators used in our study, see [11] for more details. Interpret
the space L2(G, dν) as tensor product in the form
L2(G, dν(ζ)) = L2(R, du)⊗ L2(R+, v−2dv)
with ζ = (u, v) ∈ G, and consider the unitary operator
U1 = (F ⊗ I) : L2(R, du)⊗ L2(R+, v−2dv)→ L2(R, dω)⊗ L2(R+, v−2dv).
For the purpose to ”linearize” the hyperbolic measure dν onto the usual Lebes-
gue plane measure we introduce the unitary operator
U2 : L2(R, dω)⊗ L2(R+, v−2dv)→ L2(R, dx)⊗ L2(R+, dy)
given by
U2 : F (ω, v) 7−→
√
2|x|
y
F
(
x,
y
2|x|
)
.
Then the inverse operator
U−12 = U
∗
2 : L2(R, dx)⊗ L2(R+, dy)→ L2(R, dω)⊗ L2(R+, v−2dv)
is given by the rule
U−12 : F (x, y) 7−→
√
2|ω| vF (ω, 2|ω|v).
Using the classical result of Lemma 2.1 and the operator U = U2U1 we get the
following theorem describing the structure of wavelet subspaces A(k) and A¯(k)
inside L2(G, dν), see [11, Theorem 2.1] for its proof.
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L2(G, dν) L2(R)⊗ L2(R+) L2(R)⊗ L2(R+)U
−1 U1
A(k) L2(R+)⊗ Lk H+2 (R)⊗ Lk
U U
−1
1
P (k) χ+I ⊗ P (k)0 P+R ⊗ P (k)0
Figure 2: Visualizing the results of Theorem 2.2 and Theorem 2.3
Theorem 2.2 The unitary operator U = U2U1 gives an isometrical isomor-
phism of the space L2(G, dν) onto L2(R, dx)⊗ L2(R+, dy) under which
(i) the space A(k) is mapped onto L2(R+) ⊗ Lk, where Lk is the rank-one
space generated by Laguerre function ℓk(y) = e
−y/2Lk(y);
(ii) the projection P (k) : L2(G, dν) → A(k) is unitarily equivalent to the fol-
lowing one
UP (k)U−1 = χ+I ⊗ P (k)0 ,
where P
(k)
0 given by(
P
(k)
0 H
)
(y) = ℓk(y)
∫
R+
H(t)ℓk(t) dt
is the one-dimensional projection of L2(R+, dy) onto Lk.
The theorem may be stated analogously for the space A¯(k). Moreover, we
may say more about the connection between the wavelet subspaces and Hardy
spaces. Indeed, as a direct consequence of Lemma 2.1 and Theorem 2.2 we have
Theorem 2.3 The unitary operator V = (F−1⊗ I)U2(F ⊗ I) gives an isomet-
rical isomorphism of the space L2(G, dν) onto L2(R, dx) ⊗ L2(R+, dy) under
which
(i) the spaces A(k) and H+2 (R) are connected by the formula
V
(
A(k)
)
= H+2 (R)⊗ Lk;
(ii) the projections P (k) and P+
R
are connected by the formula
V P (k)V −1 = P+
R
⊗ P (k)0 .
The analogous result holds for A¯(k), H−2 (R), and P¯
(k), P−
R
, respectively.
The diagram on Figure 2 schematically describes all the relations among the
constructed operators and spaces appearing in the above two theorems. Note
that the constructed operators U1 and U2 may serve also for other purposes,
e.g., may be useful in the study of certain operator algebras, but here we will
not continue in this direction.
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L2(G, dν) L2(R)⊗ L2(R+) L2(R+)U
∗ Qk
A(k) L2(R+)⊗ Lk L2(R+)U
Q∗k
P (k) χ+I ⊗ P (k)0 I
Figure 3: Decomposition of orthogonal projection P (k) and identity I on L2(R+)
Remark 2.4 The connection between spaces of wavelet transforms (with re-
spect to the specific Bergman wavelet and functions from the Hardy space)
and Bergman spaces is well-known, see [10, Theorem 3.1] and references given
therein. In fact, this result was a source of motivation for our research in [10] for
general wavelets. On the other hand, the connection between the Hardy spaces
and poly-Bergman spaces was described in [30, Theorem 4.5]. From this point of
view the above results reveal that poly-Bergman spaces and wavelet subspaces
share intriguing patterns that may prove usable. For the deeper study of this
connection see the paper [1] with some interesting applications to wavelet (su-
per)frames. Moreover, this suggested technique was recently successfully used
to obtain a complete characterization of all lattice sampling and interpolating
sequences in the Bargmann-Fock space of polyanalytic functions, cf. [2], having
a great potential in various applications.
Construction of Bargmann-type transforms For the purpose to con-
struct an exact analog of the Bargmann transform (mapping the Fock space
F2(C
n) onto L2(R
n)), first let us introduce the isometric imbedding
Qk : L2(R+)→ L2(R)⊗ L2(R+)
given by
(Qkf) (x, y) = χ+(x)f(x)ℓk(y).
Here the function f is extended to an element of L2(R) by setting f(x) ≡ 0 for
x < 0. Its adjoint operator
Q∗k : L2(R)⊗ L2(R+)→ L2(R+)
is given by
(Q∗kF ) (x) = χ+(x)
∫
R+
F (x, t)ℓk(t) dt.
Then the operator Rk = Q
∗
kU maps the space L2(G, dν) onto L2(R+), and the
restriction
Rk|A(k) : A(k) → L2(R+)
is an isometrical isomorphism. The adjoint operator
R∗k = U
∗Qk : L2(R+)→ A(k) ⊂ L2(G, dν)
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is an isometrical isomorphism of the space L2(R+) onto A
(k). Clearly, see also
Figure 3, operators Rk and R
∗
k provide the following decompositions of the
projection P (k) and of the identity operator on L2(R+), i.e.,
RkR
∗
k = I : L2(R+)→ L2(R+),
R∗kRk = P
(k) : L2(G, dν)→ A(k).
By a direct computation we have the explicit forms of both operators providing
Bargmann-type transforms in our situation.
Theorem 2.5 The isometrical isomorphism R∗k = U
∗Qk : L2(R+) → A(k) is
given by
(R∗kf) (ζ) =
√
2 v
∫
R+
f(ξ)ℓk(2ξv) e
2piiξu
√
ξ dξ, (5)
with ζ = (u, v) ∈ G. The inverse isomorphism Rk = Q∗kU : A(k) → L2(R+) has
the following form
(RkF )(ξ) = χ+(ξ)
√
2ξ
∫
R×R+
F (u, v)ℓk(2vξ) e
−2piiξu dudv
v
. (6)
An interesting question how these operators are related to induced represen-
tations of the affine group G is solved in recent paper [6].
3 Caldero´n-Toeplitz operators
Wavelet transforms, including the ones coming from the affine group G, are
the building block of localization operators, see book [33] for further details on
wavelet transforms and localization operators. The representation of wavelet
subspaces summarized in previous section is especially important in the study
of Toeplitz-type operators related to wavelets which symbols depend only on
vertical variable v = ℑζ in the upper half-plane Π of the complex plane C,
see [10] for the general setting. This ”restriction” to imaginary part of a complex
number is due to the decomposition scheme we have just used, but on the other
hand, it allows to investigate properties of Toeplitz-type operators in a very
elegant way. Moreover, it gives rise to commutative algebras of these operators
in both cases of bounded and also unbounded symbols which will be of further
interest elsewhere.
For a given bounded function a on G define the Toeplitz-type operator T
(k)
a :
A(k) → A(k) with symbol a as
T (k)a = P
(k)Ma,
where Ma is the operator of pointwise multiplication by a on L2(G, dν) and
P (k) is the orthogonal projection from L2(G, dν) onto A
(k).
Remark 3.1 In what follows we always consider the operators T
(k)
a acting on
wavelet subspaces A(k) although we may also define the operators T¯
(k)
a acting on
A¯(k) and given by T¯
(k)
a = P¯ (k)Ma. It is worth noting that in this case of many
10
wavelet subspaces (parameterized by k) other Toeplitz- and Hankel-type (or,
Ha-plitz in the terminology of paper [21]) operators may be defined as follows
T (k,l)a = P
(k)MaP
(l),
h(k,l)a = P¯
(k)MaP
(l),
H(k,l)a =
I − k∑
j=0
P (j)
MaP (l),
see the works [15] and [16].
There exists an alternative way how to get the Caldero´n-Toeplitz operators.
In fact, T
(k)
a may be viewed as operators acting on L2(R) defined by the formula〈
T (k)a f, g
〉
=
∫
G
a(ζ)
〈
f, ρζψ
(k)
〉〈
ρζψ
(k), g
〉
dν(ζ), f, g ∈ L2(R),
interpreted in a weak sense. In this case the identity T
(k)
1 f = f is known as
the Caldero´n reproducing formula, cf. [3], usually being used to define classes of
Hilbert spaces with reproducing kernels. Therefore these operators are known
as the Caldero´n-Toeplitz operators, cf. [22], and were introduced by Richard
Rochberg in [27] as a wavelet counterpart of Toeplitz operators defined on
Hilbert spaces of holomorphic functions. Also, they are an effective time-
frequency localization tool in the context of wavelet analysis, see [5], which
provides ways of analyzing signals by describing their frequency content as it
varies over time, and therefore they are a natural counterpart to the intensively
studied localization operators in time-frequency analysis, see e.g. [4]. From it
follows that the Caldero´n-Toeplitz operator T
(k)
a may be viewed as a filtered
version of a signal f with a symbol a being considered as a time-varying filter
emphasizing or eliminating some kind of information contained in time-scale
content on level k. For further information and results for Caldero´n-Toeplitz
operators we refer to papers of Nowak [22], [23], [24], and of Rochberg [27], [28],
[29].
Now we will demonstrate the usefulness of Bargmann-type transform Rk
and its inverse R∗k (given by (6) and (5)) under which we may study the unitary
equivalent images RkT
(k)
a R∗k of Caldero´n-Toeplitz operators T
(k)
a , see also the
paper [13] for a slightly different approach, but more general results obtained
therein. For our investigations the following result is very important because
in the case of symbols depending on vertical coordinate of G it enables us to
reduce the Caldero´n-Toeplitz operator to a certain multiplication operator. For
the sake of completeness we give its short proof here.
Theorem 3.2 Let (u, v) ∈ G. If a measurable symbol a = a(v) does not de-
pend on u, then the Caldero´n-Toeplitz operator T
(k)
a acting on A(k) is unitarily
equivalent to the multiplication operator A
(k)
a = γa,kI acting on L2(R+), where
the function γa,k : R+ → C is given by
γa,k(ξ) =
∫
R+
a
(
v
2ξ
)
ℓ2k(v) dv, ξ ∈ R+. (7)
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Proof. From construction of operators presented in the previous section we
directly have the following sequence of operator equalities
A
(k)
a = RkT
(k)
a R
∗
k = RkP
(k)MaP
(k)R∗k = Rk(R
∗
kRk)a(v)(R
∗
kRk)R
∗
k
= (RkR
∗
k)Rka(v)R
∗
k(RkR
∗
k) = Rka(v)R
∗
k
= Q∗kU2U1a(v)U
−1
1 U
−1
2 Qk = Q
∗
kU2a(v)U
−1
2 Qk.
Since for a function F ∈ L2(R, dx) ⊗ L2(R+, dy) holds(
U2 a(v)U
−1
2 F
)
(x, y) = U2
(
a(v)
√
2|ω| vF (ω, 2|ω|v)
)
= a
(
y
2|x|
)
F (x, y),
then (
A
(k)
a f
)
(ξ) =
(
Q∗kU2 a(v)U
−1
2 Qkf
)
(ξ)
= Q∗k
[
χ+(x) a
(
y
2|x|
)
f(x)ℓk(y)
]
(ξ)
= f(ξ)χ+(ξ)
∫
R+
a
(
t
2|ξ|
)
ℓ2k(t) dt
= γa,k(ξ)f(ξ), ξ ∈ R+,
which completes the proof. ✷
We may observe that the function γa,k is constructed by putting a multi-
plier in admissibility condition (2) with respect to wavelet ψ(k). As we will see
later the function γa,k is responsible for many properties of the corresponding
Caldero´n-Toeplitz operator T
(k)
a with a symbol a = a(v) (bounded, but also
unbounded one), and it shed a new light upon the investigation of properties of
the corresponding Caldero´n-Toeplitz operator.
Let us mention that for general symbols a = a(u, v) on G the Caldero´n-
Toeplitz operator T
(k)
a is no longer unitarily equivalent to a multiplication op-
erator. In fact, the operator RkT
(k)
a R∗k may have a more complicated structure:
we clarify this statement for a symbol depending only on the first individual
coordinate of G. This follows from our recent paper [13] as a special case of
Theorem 3.8 presented therein, but for the sake of completeness and a little
different approach we present here the formal computations providing its proof.
In what follows put R2+ := R+ × R+.
Theorem 3.3 Let (u, v) ∈ G. If a measurable function b = b(u) does not
depend on v, then the Caldero´n-Toeplitz operator T
(k)
b acting on A
(k) is unitarily
equivalent to the operator B
(k)
b acting on L2(R+) given by(
B
(k)
b f
)
(ξ) =
∫
R+
Bk(ξ, t) bˆ(ξ − t)f(t) dt, ξ ∈ R+,
where the function Bk : R2+ → C has the form
Bk(ξ, t) = 2
√
tξ
t+ ξ
Pk
(
8tξ
(t+ ξ)2
− 1
)
(8)
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with
Pn(x) =
1
2nn!
dn
dxn
(x2 − 1)n
being the Legendre polynomial of degree n ∈ Z+ for x ∈ [−1, 1].
Proof. Similarly as in the proof of Theorem 3.2, for a function f ∈ L2(R+)
we have
B
(k)
b f = RkT
(k)
b R
∗
kf = Rkb(u)R
∗
kf
= Q∗kU2(F ⊗ I)b(u)(F−1 ⊗ I)U−12 Qkf
= Q∗kU2(F ⊗ I)b(u)(F−1 ⊗ I)
(
χ+(ω)
√
2|ω| vf(ω)ℓk(2|ω|v)
)
.
Using the convolution theorem for Fourier transform we get(
B
(k)
b f
)
(ξ) = Q∗kU2
(∫
R
χ+(t)
√
2|t| v bˆ(ω − t)f(t)ℓk(2|t|v) dt
)
(ξ)
= Q∗k
(∫
R+
√
t
|x| bˆ(x− t)f(t)ℓk
(
ty
|x|
)
dt
)
(ξ)
= χ+(ξ)
∫
R+
√
t
|ξ| bˆ(ξ − t)f(t)
(∫
R+
ℓk(y)ℓk
(
ty
|ξ|
)
dy
)
dt
= χ+(ξ)
∫
R+
bˆ(ξ − t)f(t)
(√
t|ξ|
∫
R+
ℓk(tτ)ℓk(|ξ|τ) dτ
)
dt.
Putting
Bk(ξ, t) = χ+(ξ)
√
t|ξ|
∫
R+
ℓk(tτ)ℓk(|ξ|τ) dτ, t ∈ R+,
we have the desired result. It remains to show that Bk has the explicit form
given by the formula (8). To this end we use [7, formula 7.414.13] to obtain
Bk(ξ, t) =
√
tξ
∫
R+
exp
[
−τ
(
t+ ξ
2
)]
Lk(tτ)Lk(ξτ) dτ
=
2
√
tξ
t+ ξ
Pk
(
8tξ
(t+ ξ)2
− 1
)
, (t, ξ) ∈ R2+,
and the proof is complete. ✷
As can be seen, the results of Theorem 3.2 and Theorem 3.3 involving
Caldero´n-Toeplitz operators with symbols depending on the individual coor-
dinates of G describe an analogy between the Caldero´n-Toeplitz operators and
the calculus of pseudo-differential operators. We clarify this fact for the case of
symbol in the product form. For the more general result see [13, Theorem 3.10].
Theorem 3.4 Let (u, v) ∈ G. If c(u, v) = a(v)b(u) is a measurable symbol,
then the Caldero´n-Toeplitz operator T
(k)
c acting on A(k) is unitarily equivalent
to the pseudo-differential operator C
(k)
c acting on L2(R+) given by the iterated
integral (
C
(k)
c f
)
(ξ) =
∫
R
du
∫
R+
ck(ξ, t, u)f(t) e
−2pii(ξ−t)u dt, ξ ∈ R+,
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where its compound (double) symbol ck : R
2
+ × R→ C has the form
ck(ξ, t, u) = 2
√
tξ b(u)
∫
R+
a(v)ℓk(2vξ)ℓk(2vt) dv.
Remark 3.5 For each k ∈ Z+ the function Ca,k : R2+ → C given in the form of
improper parameter-dependent integral
Ca,k(ξ, t) = 2
√
tξ
∫
R+
a(v)ℓk(2vξ)ℓk(2vt) dv
provides an ”extension” of both functions γa,k and Bk. Indeed, in the first case
γa,k is a restriction of Ca,k to the diagonal, i.e., Ca,k(ξ, ξ) = γa,k(ξ) for each
ξ ∈ R+, and in the second case Bk is a restriction of Ca,k to a constant symbol
a, i.e., C1,k(ξ, t) = Bk(ξ, t) for each (ξ, t) ∈ R2+. Also it can be proved that for a
bounded function a = a(v) the function Ca,k is continuous and bounded on R2+
for each k ∈ Z+.
In what follows we return back to the case of symbols depending on v ∈ R+
which provides a number of results for properties of Caldero´n-Toeplitz operators
and their algebras as direct corollaries of Theorem 3.2.
Given a linear subset A of L∞(R+), for k ∈ Z+ denote by Tk(A) the C∗-
algebra generated by all Caldero´n-Toeplitz operators T
(k)
a with symbols a ∈ A
acting on the wavelet subspace A(k). As a first useful algebra of symbols we
introduce the C∗-algebra A∞ of all bounded functions on G depending only on
v = ℑζ, ζ ∈ G. Then the following result is in the spirit of Vasilevski results,
see e.g. [31, Corollary 10.4.10], obtained for Toeplitz operators on (weighted)
Bergman spaces. Put Cb(R+) := C(R+) ∩ L∞(R+).
Corollary 3.6 Each C∗-algebra Tk(A∞), k ∈ Z+, is commutative and is iso-
metrically imbedded to the algebra Cb(R+). The isomorphic imbedding
τ (k)∞ : Tk(A∞) −→ Cb(R+)
is generated by the following mapping of generators of Tk(A∞)
τ (k)∞ : T
(k)
a 7−→ γa,k(ξ),
where a ∈ A∞.
Property to be unitarily equivalent to a multiplication operator permits us to
describe easily invariant subspaces of algebra Tk(A∞). Note that the following
result still holds for any C∗-algebra generated by bounded Caldero´n-Toeplitz
operators with unbounded (measurable) symbol depending on the imaginary
part of complex number. A more detailed study of boundedness of Caldero´n-
Toeplitz operators with unbounded symbols is done in paper [12].
Corollary 3.7 Each commutative C∗-algebra Tk(A∞) is reducible. Every in-
variant subspace Sk of Tk(A∞) is defined by a measurable subset Sk ⊂ R+ and
has the form
Sk = (R∗kχSkI)L2(R+).
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Reverting the statement of Theorem 3.2 we get the following spectral-type
representation of a Caldero´n-Toeplitz operator. Its proof goes directly from
Theorem 3.2 and Theorem 2.5.
Corollary 3.8 For a ∈ A∞ the Caldero´n-Toeplitz operator T (k)a acting on A(k)
admits the following representation(
T (k)a F
)
(ζ) =
√
2 v
∫
R+
γa,k(ξ)ℓk(2vξ)f(ξ) e
2piiuξ
√
ξ dξ, (9)
where ζ = (u, v) ∈ G and f(ξ) = (RkF )(ξ).
It may be observed that all the above stated constructions fit perfectly to
the general coherent states scheme summarized e.g. in [31, Appendix A] (i.e.,
wavelets = affine coherent states). Following this scheme the next result gives
the form of the Wick symbol of Caldero´n-Toeplitz operator T
(k)
a depending on
v = ℑζ. Note that writing the Caldero´n-Toeplitz operator T (k)a in terms of its
Wick symbol yields exactly the spectral-type representation (9). Recall that κk
is the constant depending on k given in (4).
Corollary 3.9 Let ζ = (u, v) ∈ G. Given a = a(v) ∈ A∞, the Wick symbol
a˜k(ζ) of the Caldero´n-Toeplitz operator T
(k)
a depends only on v as well, and has
the form
a˜k(v) = 2 κ
−1
k v
2
∫
R+
γa,k(ξ)ℓ
2
k(2vξ) ξdξ. (10)
The corresponding Wick function is given by the formula
a˜k(ζ, η) =
2tv
K
(k)
ζ (η)
∫
R+
γa,k(ξ)ℓk(2vξ)ℓk(2tξ) e
−2piiξ(u−s) ξdξ,
with ζ = (u, v), η = (s, t) ∈ G.
Remark 3.10 Formula (10) may be interpreted in the following interesting
way. For the Caldero´n-Toeplitz operator T
(k)
a acting on A(k) with a symbol
a ∈ A∞ calculate the corresponding function γa,k(ξ), ξ ∈ R+. Let us introduce
the multiplication operator(
M (k)a f
)
(x) = κ
−1/2
k a(x)f(x), f ∈ L2(R+).
Take the function
(
M
(k)
Id γa,k
)
(ξ), where Id is the identity function, and consider
the Caldero´n-Toeplitz operator on A(k) with symbol
(
M
(k)
Id γa,k
)
(ξ). Then the
function (
M
(k)
Id γ
(
M
(k)
Id γa,k
)
(ξ),k
)
(v)
is nothing but the Wick symbol of the initial Caldero´n-Toeplitz operator T
(k)
a ,
i.e.,
a˜k(v) = a˜k(ζ, ζ) =
(
M
(k)
Id γ
(
M
(k)
Id γa,k
)
(ξ),k
)
(v), ζ = (u, v) ∈ G.
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Let us mention the star product ⋆ defining the composition of two Wick
symbols a˜A and a˜B of two operators A and B as the Wick symbol of their
composition AB, i.e., a˜A ⋆ a˜B = a˜AB. The following result gives the formula
for the star product of two Caldero´n-Toeplitz operators in terms of the corre-
sponding function γ. Again, it is an immediate consequence of Theorem 3.2 and
Corollary 3.9.
Corollary 3.11 Let (u, v) ∈ G. Let T (k)a and T (k)b be two Caldero´n-Toeplitz
operators acting on A(k) with symbols a(v) and b(v), and let a˜k(v) and b˜k(v) be
their Wick symbols, respectively. Then the Wick symbol c˜k of the composition
T
(k)
a T
(k)
b is given by
c˜k(v) =
(
a˜k ⋆ b˜k
)
(v) = 2 κ−1k v
2
∫
R+
γa,k(ξ)γb,k(ξ)ℓ
2
k(2vξ) ξdξ.
4 Some properties of function γa,k
In this section we investigate basic properties of function γa,k : R+ → C related
to Caldero´n-Toeplitz operator T
(k)
a with a symbol a = a(v) in detail. Firstly, let
us summarize that for each k ∈ Z+ and each a ∈ A∞ we have γa,k ∈ L∞(R+)
(for more details on this ”boundedness topic” and its consequences for Caldero´n-
Toeplitz operators see the paper [12]). Moreover, in such a case of bounded
symbol a the function γa,k(ξ) is also continuous in each finite point ξ ∈ R+,
and thus γa,k ∈ Cb(R+) – this fact was already used in Corollary 3.6. The
continuity, but also other properties of γa,k, may be perhaps better seen if we
use some formulas for Laguerre polynomials, more precisely [7, formula 8.976.3]
and [26, formula (5), p. 209] combined with the exact form of Ln given in (3)
enable to rewrite the function γa,k(ξ) in the form
γa,k(ξ) =
k∑
i=0
2k∑
j=0
j∑
r=0
c(k, i, j, r)(1 − 4ξ)2i−j(4ξ)j+1
∫
R+
a(v)vre−2vξ dv,
where
c(k, i, j, r) =
1
22k+1
(
2k − 2i
k − i
)(
2i
j
)(
j
r
)(
2i
i
)
(−1)r
r!
.
Here again might be seen the close connection with the classical Toeplitz opera-
tors acting on weighted Bergman spaces (the so called parabolic case), because
the last formula resembles the function γa,λ obtained in that case by Vasilevski
and his collaborators, see [8, formula (2.6)], or [31, formula (10.4.4), p. 254].
Now, we describe the behavior of higher order derivatives of function
γa,k(ξ) = 2ξ
∫
R+
a(v)ℓ2k(2vξ) dv
as ξ → +∞. Trivially, for a constant symbol a on R+ the function γa,k is
constant on R+ for each k ∈ Z+, and therefore all its higher order derivatives
are zero. Let us consider a non-constant bounded function a = a(v) on R+.
Differentiating n-times (with n ≥ 1) we obtain
dnγa,k(ξ)
dξn
= 2n
∫
R+
a(v)
dn−1
dξn−1
ℓ2k(2vξ) dv + 2ξ
∫
R+
a(v)
dn
dξn
ℓ2k(2vξ) dv, (11)
16
and thus, ∣∣∣∣dnγa,k(ξ)dξn
∣∣∣∣ ≤ C (nξ I(n−1)k (ξ) + I(n)k (ξ)
)
,
where
I
(m)
k (ξ) :=
∫
R+
∣∣∣∣ dmdξm ℓ2k(2vξ)
∣∣∣∣ 2ξdv, m ∈ Z+.
Using the formula (17) and function Λ from Appendix, the function I
(m)
k may
be rewritten as follows
I
(m)
k (ξ) =
1
ξm
m∑
i=0
i∑
j=0
(
m
i
)(
i
j
)∫
R+
(2vξ)me−2vξ
∣∣∣L(i−j)k−i+j(2vξ)L(j)k−j(2vξ)∣∣∣ 2ξdv
=
1
ξm
m∑
i=0
i∑
j=0
(
m
i
)(
i
j
)∫
R+
Λ
(i−j,j)
m,k−i+j,k−j(x) dx.
Since the last integral is finite, see the formula (20) from Appendix, then
I
(m)
k (ξ) → 0 as ξ → +∞ for each m ≥ 1 and each k ∈ Z+. Clearly, in the
case m = 0 we have
I
(0)
k (ξ) =
∫
R+
Λ
(0,0)
0,k,k(x) dx =
∫
R+
ℓ2k(x) dx = 1
for each k ∈ Z+, and thus ξ−1I(0)k (ξ) → 0 as ξ → +∞. So, for a = a(v) ∈
L∞(R+) we get that for each n = 1, 2, . . . holds
lim
ξ→+∞
dnγa,k(ξ)
dξn
= 0 (12)
for each k ∈ Z+. One can observe that for a non-constant bounded symbol a
on R+ each derivative of γa,k(ξ) is unbounded near the point ξ = 0 for each
k ∈ Z+.
In the following theorem we show that the above observation for behavior
of higher order derivatives of γa,k holds also if we replace a bounded function
a = a(v) by an L1-integrable function on R+. The proof requires a number of
estimates which are for better readability given in Appendix.
Theorem 4.1 Let (u, v) ∈ G and a = a(v) ∈ L1(R+) be such that γa,k(ξ) ∈
L∞(R+). Then for each n = 1, 2, . . . the equation (12) holds for each k ∈ Z+.
Proof. Let n ≥ 1. Then differentiating n-times yields (11), and using the
formula (17) from Appendix we have
dnγa,k(ξ)
dξn
= n(−1)n−1
n−1∑
i=0
i∑
j=0
(
n− 1
i
)(
i
j
)
I
(n−1)
k,i,j (ξ)
ξ
+ (−1)n
n∑
i=0
i∑
j=0
(
n
i
)(
i
j
)
I
(n)
k,i,j(ξ), (13)
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where
I
(m)
k,i,j(ξ) :=
1
ξm
∫
R+
a(v)(2vξ)me−2vξL(i−j)k−i+j(2vξ)L
(j)
k−j(2vξ) 2ξdv, m ∈ Z+.
Observe that for n = 1 the first term in (13) is equal to 2ξ−1γa,k(ξ) which tends
to 0 as ξ → +∞. We now show that also all the above integrals I(m)k,i,j(ξ) for
m ≥ 1 tend to 0 as ξ → +∞.
Let m ≥ 1. For a sufficiently small δ > 0 consider the integral
I
(m)
k,i,j(ξ) =
1
ξm
(∫ δ
0
a(v)(2vξ)me−2vξL(i−j)k−i+j(2vξ)L
(j)
k−j(2vξ) 2ξdv
+
∫ ∞
δ
a(v)(2vξ)me−2vξL(i−j)k−i+j(2vξ)L
(j)
k−j(2vξ) 2ξdv
)
:= I
(m)
k,i,j,1(ξ) + I
(m)
k,i,j,2(ξ).
Using (20) from Appendix we have∣∣∣I(m)k,i,j,1(ξ)∣∣∣ ≤ sup
v∈(0,δ)
|a(v)| 1
ξm
∫ δ
0
(2vξ)me−2vξ
∣∣∣L(i−j)k−i+j(2vξ)L(j)k−j(2vξ)∣∣∣ 2ξdv
= sup
v∈(0,δ)
|a(v)| 1
ξm
∫ 2δξ
0
Λ
(i−j,j)
m,k−i+j,k−j(x) dx
≤ sup
v∈(0,δ)
|a(v)| 1
ξm
∫
R+
Λ
(i−j,j)
m,k−i+j,k−j(x) dx
≤ sup
v∈(0,δ)
|a(v)| const
(i−j,j)
m,k−i+j,k−j
ξm
.
Thus for a sufficiently small δ and sufficiently large ξ we have∣∣∣I(m)k,i,j,1(ξ)∣∣∣ < ε.
To estimate I
(m)
k,i,j,2 we use the formula (19) from Appendix to get∣∣∣I(m)k,i,j,2(ξ)∣∣∣ ≤ 2ξm−1
∫ ∞
δ
|a(v)|Λ(i−j,j)m,k−i+j,k−j(2vξ)dv
≤
k−i+j∑
r=0
k−j∑
s=0
(i− j + 1)k−i+j−r
(k − i+ j − r)! r!
(j + 1)k−j−s
(k − j − s)! s!
× 2
ξm−1
∫ ∞
δ
|a(v)|(2vξ)m+r+se−2vξ dv
≤
k−i+j∑
r=0
k−j∑
s=0
(i− j + 1)k−i+j−r
(k − i+ j − r)! r!
(j + 1)k−j−s
(k − j − s)! s!
× 2e
−δξ
ξm−1
∫ ∞
δ
|a(v)|(2vξ)m+r+se−vξ dv.
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Using (21) from Appendix we finally have
∣∣∣I(m)k,i,j,2(ξ)∣∣∣ ≤ k−i+j∑
r=0
k−j∑
s=0
(i− j + 1)k−i+j−r
(k − i+ j − r)! r!
(j + 1)k−j−s
(k − j − s)! s!
×
(
2(m+ r + s)
e
)m+r+s
2e−δξ
ξm−1
‖a‖L1(R+),
which yields that for a sufficiently small δ and sufficiently large ξ we have∣∣∣I(m)k,j,i,2(ξ)∣∣∣ < ε,
and therefore lim
ξ→+∞
I
(m)
k,i,j(ξ) = 0 for all m ≥ 1. Finally, from the above also
follows that all the integrals
J
(m)
k,i,j(ξ) :=
I
(m)
k,i,j(ξ)
ξ
→ 0 as ξ → +∞
for all m ≥ 1, which finishes the proof. ✷
As a consequence we immediately have the following corollary.
Corollary 4.2 If a = a(v) ∈ L1(R+)∪L∞(R+) such that γa,k ∈ L∞(R+), then
for each n = 1, 2, . . . the equation (12) holds for each k ∈ Z+.
We have already mentioned that for a bounded symbol a the function γa,k
is continuous on R+ for each k ∈ Z+. Now we are interested in sufficient
conditions for its continuity on the whole R+ = [0,+∞] which will be useful
when studying certain algebras of operators. First observe that for a ,,very
large ξ” the function ℓ2k(2vξ) has a very sharp maximum at the point v = 0
and thus the major contribution to the integral for ξ → +∞ is determined
by values of a(v) at a neighborhood of the point 0. On the other hand, the
major contribution for a ,,very small ξ” is determined by values of a(v) at a
neighborhood of +∞. In particular, directly from (7) we deduce that if a(v)
has limits at the points 0 and +∞, then
lim
ξ→+∞
γa,k(ξ) = lim
v→0
a(v),
lim
ξ→0
γa,k(ξ) = lim
v→+∞
a(v).
Now we do it precisely in the following theorem.
Theorem 4.3 Let (u, v) ∈ G. If a = a(v) ∈ L∞(R+) and the following limits
exist
lim
v→0
a(v) = a0, lim
v→+∞ a(v) = a∞, (14)
then γa,k(ξ) ∈ C[0,+∞], and
γa,k(+∞) = a0, γa,k(0) = a∞
for each k ∈ Z+.
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Proof. Let ξ → +∞. For a sufficiently small δ > 0 represent the function
γa,k(ξ) as follows
γa,k(ξ) = 2ξ
(∫ δ
0
a(v)ℓ2k(2vξ) dv +
∫ ∞
δ
a(v)ℓ2k(2vξ) dv
)
:= I1(ξ) + I2(ξ).
Consider the integral I1 in the form
I1(ξ) = 2ξ
(∫ δ
0
a0ℓ
2
k(2vξ) dv +
∫ δ
0
[a(v)− a0]ℓ2k(2vξ) dv
)
:= I1,1(ξ) + I1,2(ξ).
Then by Lemma 6.2 from Appendix holds
I1,1(ξ) = a0
∫ δ
0
ℓ2k(2vξ) 2ξdv = a0
∫ 2δξ
0
ℓ2k(x) dx = a0 +Φ(δ, ξ),
where for a sufficiently large ξ we have
|Φ(δ, ξ)| < ε
3
,
and thus |I1,1(ξ)− a0| < ε3 . Also,
|I1,2(ξ)| ≤ sup
v∈(0,δ)
|a(v)− a0|
∫ δ
0
ℓ2k(2vξ) 2ξdv = sup
v∈(0,δ)
|a(v)− a0|
∫ 2δξ
0
ℓ2k(x) dx,
which again means that for an appropriate choice of δ and a sufficiently large ξ
we have
|I1,2(ξ)| < ε
3
.
For the last integral I2 we use the Ho¨lder integral inequality and Lemma 6.2
from Appendix to get
|I2(ξ)| ≤ 2ξ
∫ ∞
δ
|a(v)|ℓ2k(2vξ) dv ≤ ‖a‖L∞(R+)
∫ ∞
δ
ℓ2k(2vξ) 2ξdv
= ‖a‖L∞(R+)
(
1−
∫ 2δξ
0
ℓ2k(x) dx
)
= ‖a‖L∞(R+)N2k(2δξ) e−2δξ,
i.e., for a sufficiently small δ and sufficiently large ξ we get
|I2(ξ)| < ε
3
.
Summarizing the above we have that for any ε > 0 and an appropriate δ > 0
there is ξ0 > 0 such that for each ξ ≥ ξ0 one has
|γa,k(ξ)− a0| < ε,
which proves that lim
ξ→+∞
γa,k(ξ) = a0. The second limit may be proved similarly.
✷
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Remark 4.4 The result of Theorem 4.3, claiming that the limits at infinity and
at zero of the function γa,k are independent of parameter k, is rather surprising in
this case. Since the wavelet transforms with Laguerre functions of order k live on
the true polyanalytic Bergman space of order k, then from Theorem 4.3 follows
that all the true polyanalytic Bergman spaces have asymptotically the ”same
behavior”. The consequences of this observation in various areas of mathematics
and physics are not known for us at this moment.
Remark 4.5 Important assumption of Theorem 4.3 is boundedness of sym-
bol a(v). Moreover, as the following example shows, the condition (14) is not
necessary even for bounded symbols: if a(v) = sin v, v ∈ R+, then
γa,1(ξ) = 2ξ
∫
R+
sin v e−2vξ(1− 2vξ)2 dv = 2ξ (1− 16ξ
2 + 48ξ4)
(1 + 4ξ2)3
, ξ ∈ R+,
which yields
lim
ξ→+∞
γa,1(ξ) = lim
ξ→0
γa,1(ξ) = 0.
On the other hand, in the following example we give an unbounded symbol
a(v) such that the corresponding function γ· is continuous on [0,+∞].
Example 4.6 The symbol
a(v) =
1√
v
sin
1
v
, v ∈ R+,
is clearly unbounded on R+. For k = 1 (we omit the details of lengthy compu-
tation) the corresponding function γa,1 has the form
γa,1(ξ) =
√
2π
4
e−2
√
ξ
[(
2
√
ξ − 8ξ
) cos 2√ξ
2
√
ξ
+
(
3− 2
√
ξ
) sin 2√ξ
2
√
ξ
]
,
for ξ ∈ R+. Then a direct computation yields
lim
ξ→0
γa,1(ξ) =
√
2π and lim
ξ→+∞
γa,1(ξ) = 0,
which also means that the function γa,1 is bounded on R+. For k ≥ 2 it
is difficult to get an explicit form of γa,k, so in [12] we present a different
approach to verify boundedness of γa,k, and consequently, boundedness of the
corresponding Caldero´n-Toeplitz operator T
(k)
a for each k ∈ Z+.
Example 4.7 The oscillating symbol a(v) = e2vi is continuous at the point
v = 0. Therefore, γa,k(+∞) = a(0) = 1 and it is sufficient to investigate the
behavior of γa,k(ξ) as ξ → 0. The explicit form of the corresponding function
γa,k is as follows
γa,k(ξ) = 2ξ
∫
R+
e−2v(ξ−i)L2k(2vξ) dv =
ξ
ξ − i
∫
R+
e−tL2k
(
tξ
ξ − i
)
dt
=
(−1)k
(ξ − i)2k+1
k∑
j=0
(−1)j
[(
k
j
)]2
ξ2j+1, ξ ∈ R+,
where [7, formula 7.414.2] has been used. Clearly, lim
ξ→0
γa,k(ξ) = 0, thus γa,k(ξ) ∈
C[0,+∞] for each k ∈ Z+.
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5 Isomorphism between the Caldero´n-Toeplitz
operator algebra and functional algebra
In what follows we use the result of Theorem 4.3 to study certain algebras
of Caldero´n-Toeplitz operators. Therefore we denote by L
{0,+∞}
∞ (R+) the C∗-
subalgebra of L∞(R+) which consists of all functions having limits at the points
0 and +∞.
Remark 5.1 Considering a non-negative real-valued symbol a from the algebra
L
{0,+∞}
∞ (R+) with a non-zero value a0, we get the following interesting property
of function γa,k : R+ → R+ for each k ∈ Z+ in the form
lim
ξ→∞
γa,k(λξ)
γa,k(ξ)
= 1 for each λ > 0.
In other words, see [17], the function γa,k is slowly oscillating at infinity. More-
over, in this case γa,k may be represented by
γa,k(ξ) = σa,k(ξ) exp
(∫ ξ
1
ωa,k(t)
dt
t
)
,
where σa,k, ωa,k ∈ C(R+) such that
lim
ξ→∞
σa,k(ξ) = σ > 0, lim
ξ→∞
ωa,k(ξ) = 0.
Similarly as in the case of algebras Tk(A∞) we get the following result for
algebras Tk
(
L
{0,+∞}
∞ (R+)
)
.
Theorem 5.2 Each C∗-algebra Tk
(
L
{0,+∞}
∞ (R+)
)
is isomorphic and isometric
to C[0,+∞] and the isometric isomorphism
τk : Tk
(
L{0,+∞}∞ (R+)
)
−→ C[0,+∞]
is generated by the following mapping of generators of Tk
(
L
{0,+∞}
∞ (R+)
)
τk : T
(k)
a 7−→ γa,k(ξ),
where a = a(v) ∈ L{0,+∞}∞ (R+).
The inclusion
τk
(
Tk(L{0,+∞}∞ (R+))
)
⊆ C[0,+∞]
is obvious from Theorem 4.3, whereas the inverse inclusion follows from the
next theorem which is a consequence of the Stone-Weierstrass theorem. Given
a function a1(v) denote by L(1, a1) the linear two-dimensional space generated
by 1 and the function a1.
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Theorem 5.3 Let a1(v) ∈ L{0,+∞}∞ (R+) be a real-valued function such that
the corresponding function γa1,k(ξ) separates the points of R+. Then each C
∗-
algebra Tk(L(1, a1)) is isomorphic and isometric to C[0,+∞] and the isometric
isomorphism
τk : Tk(L(1, a1)) −→ C[0,+∞]
is generated by the same mapping
τk : T
(k)
a 7−→ γa,k(ξ)
of generators of the algebra Tk(L(1, a1)).
Remark 5.4 As a consequence of this result we have that given a point λ0 ∈
R+, then each C
∗-algebra Tk(L(1, χ[0,λ0]) is isomorphically isometric to C[0,+∞].
In fact, by Theorem 5.3 we need to show that for each k ∈ Z+ the real-valued
function
γχ[0,λ0],k(ξ) = χ+(ξ)
∫
R+
χ[0,λ0]
(
v
2ξ
)
ℓ2k(v) dv = χ+(ξ)
∫ 2λ0ξ
0
ℓ2k(v) dv
separates the points of R+. Instead of this we have, see Appendix, that the
function
∫ x
0
Λ
(0,0)
0,k,k(t) dt is strictly increasing.
The previous results motivate the study of piece-wise constant symbols and
algebras generated by Caldero´n-Toeplitz operators with such symbols. But we
will continue in the following direction. Consider the Caldero´n-Toeplitz operator
T
(0)
a+ with symbol a+(v) = χ[0,1/2](v), which is unitarily equivalent to γa+,0I,
where
γa+,0(ξ) = 2ξ
∫
R+
χ[0,1/2](v) e
−2vξ dv = 1− e−ξ, ξ ∈ R+.
This function is continuous on R+ with values in [0, 1], therefore T
(0)
a+ is self-
adjoint and spT
(0)
a+ = [0, 1]. Also, the function γa+,0 is strictly increasing and
its inverse has the form
γ−1a+,0(x) = ξ(x) = − ln(1− x), x ∈ [0, 1].
Thus, for any function h continuous on [0, 1] the operator h
(
T
(0)
a+
)
is well de-
fined according to the standard functional calculus in C∗-algebras. Now we will
exploit the isomorphism between the Caldero´n-Toeplitz operator algebra and
the functional algebra given in Corollary 3.6.
Theorem 5.5 Let ∆λ be a family of functions parameterized by λ ∈ R+ and
given by
∆λ(x) = 1− (1− x)2λ, x ∈ [0, 1].
Then
∆λ
(
T (0)a+
)
= T (0)χ[0,λ] ∈ T0(L(1, χ[0,λ])).
Remark 5.6 Observe that each function ∆λ is continuous on [0, 1] and ∆λ(0) =
0, ∆λ(1) = 1 for each λ ∈ R+. Some particular cases are also interesting:
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∆1/2(x) ≡ x for all x ∈ [0, 1], whereas for limit values as λ → 0 and λ → +∞
we have
∆0(x) ≡ 0 and ∆∞(x) ≡ 1,
respectively, for all x ∈ (0, 1). These particular cases lead to the equalities
∆0
(
T (0)a+
)
= 0, ∆1/2
(
T (0)a+
)
= T (0)a+ , ∆∞
(
T (0)a+
)
= I.
We have chosen the Caldero´n-Toeplitz operator T
(0)
a+ as the starting operator
because in this specific case the equation
x = γa+,0(ξ) = 1− e−ξ
admits an explicit solution. But we can start from any Caldero´n-Toeplitz opera-
tor T
(0)
χ[0,λ] with symbol a(v) = χ[0,λ](v), λ ∈ R+. Indeed, the function γχ[0,λ],0(ξ)
is strictly increasing which implies that the function ∆λ : [0, 1]→ [0, 1] is strictly
increasing as well and thus the function ∆−1λ is well defined and continuous on
[0, 1]. Clearly, for λ1, λ2 ∈ R+ we have(
∆λ2 ◦∆−1λ1
) (
T (0)χ[0,λ1]
)
= T (0)χ[0,λ2]
,
where ◦ is the usual composition of real functions. This means that for any
symbol a = a(v) = χ[0,λ](v) the Caldero´n-Toeplitz operator T
(0)
a belongs to the
algebra T0(L(1, χ[0,λ])) and is the function of the operator T (0)a+ , i.e.,
T (0)χ[0,λ] = ∆λ
(
T (0)a+
)
.
Moreover, Theorem 5.3 and Remark 5.4 imply that each Caldero´n-Toeplitz op-
erator with L
{0,+∞}
∞ (R+)-symbol can be obtained in a similar way.
Theorem 5.7 Let a = a(v) ∈ L{0,+∞}∞ (R+), and for x ∈ [0, 1] put
∇(k)a,λ(x) = −
1
λ
ln(1 − x)
∫
R+
a(v)(1 − x)v/λL2k
(
− v
λ
ln(1 − x)
)
dv,
where λ ∈ R+. Then
∇(k)a,λ
(
T (0)χ[0,λ]
)
= T (k)a .
Proof. By Theorem 3.2 the Caldero´n-Toeplitz operator T
(k)
a is unitarily
equivalent to γa,kI, where
γa,k(ξ) = 2ξ
∫
R+
a(v)ℓ2k(2vξ) dv, ξ ∈ R+.
Since x = γχ[0,λ],0(ξ) = 1− e−2λξ, substituting ξ = ξ(x) = −(2λ)−1 ln(1− x) we
have
γa,k(ξ(x)) = − 1
λ
ln(1− x)
∫
R+
a(v)ℓ2k
(
− v
λ
ln(1− x)
)
dv = ∇(k)a,λ(x),
which completes the proof. ✷
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Interpretations and applications Consider an arbitrary Toeplitz operator
acting on the Bergman space A2(Π) with symbol χ[0,λ](ℑζ) where ζ = u +
iv ∈ Π. Using this operator each Caldero´n-Toeplitz operator with symbol a =
a(v) ∈ L{0,+∞}∞ (R+) acting on wavelet subspace A(k) is the function of Toeplitz
operator. This result is interesting because it enables to change not only symbol
from a ”nice class” (as it is in the case of classical Toeplitz operators), but also
wavelet as will be explained now.
Let k ∈ Z+. In Section 2 we have denoted by Wkf the continuous wavelet
transform of f ∈ H+2 (R) with respect to wavelet ψ(k). Then the value
(Wkf)(ζ) = 1√
v
∫
R
f(x)ψ(k)
(
x− u
v
)
dx, ζ = (u, v) ∈ G,
is the wavelet coefficient at time u and scale v. This integral measures the
comparison of the local shape of the signal f and the shape of wavelet ψ(k).
Since (Wkf)(ζ) ∈ A(k), we say that this comparison is made ”on the level k”.
It is well-known that the change of the value of the dilation factor v serves as a
mathematical microscope to zoom in and out of the signal whereas localization
in time is achieved by selecting u. Thus, some time and frequency localization
is achieved for each point ζ = (u, v) in the wavelet half-plane.
It is well-known that (Wkf)(ζ) contains enough information to reconstruct
the function f on the level k. This inverse transform expresses the fact that
no information is lost in the transform and we have a representation of the
signal f on the level k as a linear superposition of wavelets
(
ρζψ
(k)
)
with co-
efficients (Wkf)(ζ). In fact, this ”perfect reconstruction of signal f on level k”
corresponds to the application of Caldero´n-Toeplitz operator T
(k)
a with symbol
a(u, v) ≡ 1 to the signal f . Thus, emphasizing or eliminating some informa-
tion content in wavelet half-plane we get a filtered version of signal f for other
choices of symbol a. Therefore, these operators are a version of non-stationary
(or, time-varying) filters.
Restrict our attention to the case of symbols a depending only on vertical
coordinate v = ℑζ, ζ ∈ G, in wavelet half-plane. Since v is a measure of the
duration of the event being examined, then the operator T
(0)
a+ gives a reconstruc-
tion of a signal on the segment Ω1/2 = R × (0, 1/2] and level 0. By the result
of Theorem 5.5 we may obtain any operator T
(0)
χ[0,λ] (giving a reconstruction of
a signal on the segment Ωλ = R × (0, λ] and level 0) from this operator T (0)a+ .
In fact, from the reconstruction of a signal on the segment Ω1/2 and level 0 we
may obtain a reconstruction of the same signal on the same level on an arbitrary
segment Ωλ using the function ∆λ which is easy to compute.
Even more interesting is the result of Theorem 5.7. If we know the recon-
struction of a signal on a segment Ωλ and level 0, we might get an arbitrary
reconstruction of the signal (as its filtered version using a real bounded func-
tion a of scale having limits in critical points of boundary of R+ such that the
corresponding function γ· separates the points of R+) on an arbitrary level k
using the function ∇(k)a,λ. Theoretically, for the purpose to study localization of
a signal in the wavelet half-plane the result of Theorem 5.7 suggests to consider
certain ”nice” symbols on the first level 0 (indeed, Toeplitz operators on A2(Π)
with symbols as characteristic functions of some interval in R+) instead of pos-
sibly complicated L
{0,+∞}
∞ (R+)-symbols with respect to ”different microscope”
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represented by the level k. On the other hand, to compute the corresponding
function ∇(k)a,λ need not be always easy.
6 Appendix: functions and integrals containing
Laguerre polynomials
Here we state some necessary formulas and estimations for functions and in-
tegrals containing Laguerre polynomials which were used on different places of
this article. First we recall the following important integral formula, cf. [32,
formula (16), p. 330],∫
R+
xpe−xL(α)m (x)L
(β)
n (x) dx (15)
= Γ(p+ 1)
min{m,n}∑
i=0
(−1)m+n
(
p− α
m− i
)(
p− β
n− i
)(
p+ i
i
)
,
where ℜp > −1, α, β > −1, m,n ∈ Z+, and(
a
b
)
=
Γ(a+ 1)
Γ(b + 1)Γ(a− b+ 1) .
Applying the formula (15) for p = 1, α = β = 0 and m = n = k we get the result
in formula (4). Also, the formula (15) plays an important role in many areas of
research, e.g., in mathematical physics (in the quantum mechanical treatment
of the hydrogen atom).
Recall that the derivative of generalized Laguerre polynomial is given by the
formula
dr
dxr
L
(α)
k (x) = (−1)rL(α+r)k−r (x), (16)
cf. [7, formula 8.971.2]. Note that for k < r the r-th derivative of L
(α)
k is
always zero, and thus we always use the convention L
(α)
n (x) = 0 for n < 0 and
arbitrary α > −1. The formula (16) together with the Leibniz rule yields the
n-th derivative of function ℓ2k(2vξ), i.e.,
dn
dξn
ℓ2k(2vξ) =
n∑
i=0
(
n
i
)
dn−i
dξn−i
e−2vξ ·
i∑
j=0
(
i
j
)
di−j
dξi−j
Lk(2vξ)
dj
dξj
Lk(2vξ)
= (−2v)ne−2vξ
n∑
i=0
i∑
j=0
(
n
i
)(
i
j
)
L
(i−j)
k−i+j(2vξ)L
(j)
k−j(2vξ). (17)
On many places in this paper the estimation of the following (non-negative)
function
Λ(α,β)p,m,n(x) := x
pe−x
∣∣∣L(α)m (x)L(β)n (x)∣∣∣ , x ∈ R+,
has been used. In our case all parameters p,m, n, α, β ∈ Z+, but some results
hold also for p, α, β suitable real numbers, even p may be a suitable complex
number with ℜp > −1. Clearly, for all admissible values of parameters the
function ∫ x
0
Λ(α,β)p,m,n(t) dt, x ∈ R+, (18)
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is non-negative, continuous, strictly increasing and bounded on R+. For the
latter property see (20). For the purpose of boundedness of (18) we need the
following result. Recall that
(x)n =
Γ(x + n)
Γ(x)
is the Pochhammer symbol.
Theorem 6.1 ([20]) For α ≥ − 12 , x ≥ 0 and n ∈ Z+ we have∣∣∣L(α)n (x)∣∣∣ ≤ (α+ 1)nn! σ(α)n (ex),
where σ
(α)
n are the Cesa`ro means of the formal series
∞∑
i=0
bi given by the formula
σ(α)n
( ∞∑
i=0
bi
)
:=
n!
(α+ 1)n
n∑
i=0
(α+ 1)n−i
(n− i)! bi, α > −1.
Using this theorem, for each α, β ≥ − 12 , p > −1, x ∈ R+ and m,n ∈ Z+ we
immediately have
Λ(α,β)p,m,n(x) ≤
(α+ 1)m
m!
(β + 1)n
n!
xp e−xσ(α)m (e
x)σ(β)n (e
x)
= xp e−x
m∑
i=0
(α+ 1)m−i
(m− i)! i! x
i ·
n∑
j=0
(β + 1)n−j
(n− j)! j! x
j
=
m∑
i=0
n∑
j=0
(α+ 1)m−i
(m− i)! i!
(β + 1)n−j
(n− j)! j! x
p+i+j e−x, (19)
and thus for its integral holds∫
R+
Λ(α,β)p,m,n(x) dx ≤
m∑
i=0
n∑
j=0
(α+ 1)m−i
(m− i)! i!
(β + 1)n−j
(n− j)! j!
∫
R+
xp+i+j e−x dx
=
m∑
i=0
n∑
j=0
(α+ 1)m−i
(m− i)! i!
(β + 1)n−j
(n− j)! j! Γ(p+ i+ j + 1)
:= const(α,β)p,m,n. (20)
The following observation is easy to verify using the classical methods of
calculus: for each p > 0, q > 0 and each x ∈ R+ holds
xpe−qx ≤
(
p
e q
)p
. (21)
The following result was very useful in proof of Theorem 4.3. It may be
of further interest itself, because in some sense it generalizes the incomplete
Gamma function to general Laguerre functions. As far as we know it is not
included in any literature we have seen, so for the sake of completeness we give
its short proof here which is only of computational nature.
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Lemma 6.2 For each k ∈ Z+ and each x ∈ R+ we have∫ x
0
Λ
(0,0)
0,k,k(t) dt =
∫ x
0
ℓ2k(t) dt = 1−N2k(x) e−x,
where N2k(x) is a polynomial of x of degree 2k.
Proof. Integrating by parts we have∫ x
0
Λ
(0,0)
0,k,k(t) dt =
∫ x
0
e−tL2k(t) dt = 1− e−xL2k(x) − 2
∫ x
0
e−tLk(t)L
(1)
k−1(t) dt,
where the formula (16) has been used. The last integral has its sense for k ≥ 1,
whereas for k = 0 disappears and we have immediately the desired result. Using
the explicit form of Laguerre polynomials L
(α)
n given in (3) we get∫ x
0
e−tLk(t)L
(1)
k−1(t) dt =
k∑
i=0
k−1∑
j=0
(−1)i+j
(
k
i
)(
k
j + 1
)
1
i!j!
∫ x
0
e−tti+j dt.
The last integral is, in fact, the incomplete Gamma function γ(1 + i + j, x) for
which the formula
γ(1 + n, x) = n!
(
1− e−x
n∑
p=0
xp
p!
)
, n ∈ Z+,
holds, see [7, formula 8.352.1]. Summarizing the above yields∫ x
0
Λ
(0,0)
0,k,k(t) dt = 1− 2
k∑
i=0
k−1∑
j=0
(−1)i+j
(
k
i
)(
k
j + 1
)(
i+ j
i
)
− e−x
L2k(x)− 2 k∑
i=0
k−1∑
j=0
i+j∑
p=0
(−1)i+j
(
k
i
)(
k
j + 1
)(
i+ j
i
)
xp
p!
 .
Since the expression in brackets is a polynomial of x of degree 2k, it suffices to
show that
S(k) :=
k∑
i=0
k−1∑
j=0
(−1)i+j
(
k
i
)(
k
j + 1
)(
i+ j
i
)
= 0
for each k ≥ 1. But for each k ≥ 1 we have
S(k) =
k∑
i=0
(−1)i
(
k
i
)
·
k−1∑
j=0
(−1)j
j!
(
k
j + 1
)
(i + 1)j =
k∑
i=0
(−1)i
(
k
i
)
Q(i),
where Q(x) is a polynomial of degree k− 1. Then the result from the theory of
finite differences yields S(k) = 0. ✷
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