In this letter, we propose a new method of multiple kernel learning (MKL) that utilizes an adaptively weighted regularization. The proposed method controls strength of penalty for each kernel depending on its importance so that important components are amplified and unimportant components are diminished. To show the effectiveness of the proposed method, a theoretical justification is provided based on the recently developed unifying framework for the learning rate of MKL. Numerical experiments are carried out to support the usefulness of the proposed method.
Introduction
In machine learning literature, a kernel method is one of the most successful topics. The kernel method is widely used and several studies have supported its usefulness [1] . However the performance of kernel methods critically depends on the choice of kernel functions. Multiple kernel learning (MKL) proposed by [2] is one of the most promising methods that adaptively select the kernel function in supervised kernel learning. Many methods have been proposed to deal with the issue of kernel selection. Among them, learning a linear combination of finite candidate kernels with non-negative coefficients is the most basic, fundamental and commonly used approach. The seminal work of MKL by [2] considered learning convex combination of candidate kernels. This work opened up a sequence of the MKL studies. [3] showed that MKL can be reformulated as a kernel version of the group lasso [4] . This formulation characterizes MKL as an ℓ 1 -mixed-norm regularized method. As a generalization of MKL, ℓ p -MKL that imposes ℓ pmixed-norm regularization has been proposed [5, 6] . ℓ p -MKL includes the original MKL as a special case as ℓ 1 -MKL. Another direction of generalizing MKL is elasticnet-MKL [7, 8] that imposes a mixture of ℓ 1 -mixed-norm and ℓ 2 -mixed-norm regularizations. Recently numerical studies have shown that ℓ p -MKL with p > 1 and elasticnet-MKL show better performances than ℓ 1 -MKL in several situations [6, 8, 9 ]. An interesting perception here is that both ℓ p -MKL and elastic-net-MKL produce an estimator denser than the original ℓ 1 -MKL while they show favorable performances.
In this article, a new MKL method that utilizes an adaptively tailored regularization to improve the performance is proposed. Our method consists of two stages. In the first stage, a rough estimator is computed to approximate the true function. Then in the second stage, an adaptively weighted penalty is constructed based on the rough estimator obtained in the first stage, and an estimator is computed using the adaptively weighted penalty. The adaptive weight is intended to amplify important components and diminish unimportant components. Our proposed method can be seen as an MKL version of adaptive lasso [10] , but our framework involves more general regularizations than ℓ 1 -regularization. The effectiveness of the method is theoretically justified based on the recently developed unifying framework for learning rate of MKL with various types of regularization [11] . Finally numerical experiments are carried out to demonstrate usefulness of our proposal.
Preliminaries
In this section, the problem formulation, the notations and the assumptions required for the convergence analysis are described.
Problem formulation
Suppose that we are given n i.
distributed from a probability distribution P on X × R where X is an input space. Π denotes the marginal distribution of P on X . We are given M reproducing kernel Hilbert spaces (RKHS) {H m } M m=1 each of which is associated with a kernel k m . This letter deals with a mixed-norm type regularization with respect to an arbitrary given norm ∥ · ∥ ψ , that is, the regularization is defined by the norm
to the data by solving the following optimization problem:
We call this "ψ-norm MKL". This formulation covers many practically used MKL methods (e.g., ℓ p -MKL, and elastic-net-MKL), and is solvable by a finite dimensional optimization procedure due to the representer theorem. This letter focuses on the regression problem (the squared loss). However the discussion presented here can be generalized to Lipschitz continuous and strongly convex losses [12] .
Example 1: ℓ p -MKL
The first motivating example of ψ-norm MKL is ℓ p -MKL [6] that employs ℓ p -norm for 1 ≤ p ≤ ∞ as the regularizer:
, the solution of ℓ p -MKL becomes dense. It is reported that ℓ p -MKL with p greater than 1, say p = 4/3, often shows better performance than the original sparse ℓ 1 -MKL [13] .
Example 2: Elastic-net-MKL
The second example is elastic-net-MKL [7, 8] that employs mixture of ℓ 1 and ℓ 2 norms as the regularizer:
. Elastic-net-MKL shares the same property with ℓ p -MKL in the sense that it bridges sparse ℓ 1 -regularization and dense ℓ 2 -regularization.
Notations and assumptions
Here, notations and assumptions that are used in the theoretical analysis are prepared. Let H ⊕M = H 1 ⊕· · ·⊕ H M . Throughout this letter, the following technical conditions are assumed (see also [14] ).
Assumption 1 (Basic Assumptions)
, and the noise
. , M , H m is separable (with respect to the RKHS norm) and sup
The first assumption in (A1) ensures the model H ⊕M is correctly specified, and the technical assumption |ϵ| ≤ L allows ϵf to be Lipschitz continuous with respect to f .
Let an integral operator T km :
It is known that this operator is compact, positive, and self-adjoint (see [15, Theorem 4 .27]). Thus it has at most countably many non-negative eigenvalues. µ ℓ,m denotes the ℓ-th largest eigenvalue (with possible multiplicity) of the integral operator T km . Then the following assumption on the decreasing rate of µ ℓ,m is assumed.
Assumption 2 (Spectral Assumption)
There exist 0 < s m < 1 and 0 < c such that
is the spectrum of the operator T km corresponding to the kernel k m .
It was shown that the spectral assumption (A3) is equivalent to the classical covering number assumption [16] . Recall that the ϵ-covering number N (ϵ, B Hm , L 2 (Π)) with respect to L 2 (Π) is the minimal number of balls with radius ϵ needed to cover the unit ball B Hm in H m [17] . If the spectral assumption (A3) holds, there exists a constant C that depends only on s m and c such that log N (ε, B Hm , L 2 (Π)) ≤ Cε −2sm , and the converse is also true (see [16, Theorem 15] and [15] Let κ M be defined as follows:
κ M represents the correlation of RKHSs. It is assumed that all RKHSs are not completely correlated to each other. 
Assumption 3 (Incoherence Assumption
)
Assumption 4 (Embedded Assumption)
Under the Spectral Assumption, there exists a constant C 1 > 0 such that
Hm . The condition (A5) is common and practical. There is a clear characterization of the condition (A5) in terms of real interpolation of spaces. One can find detailed and formal discussions of interpolations in [16] , and [19, Proposition 2.10] presents the necessary and sufficient condition for the assumption (A5). [11] derived the learning rate of ψ-norm MKL in a general setting. Let ∥ · ∥ ψ * be the dual norm of the ψ-norm. Now, for given positive reals {r m } M m=1 and given n, define α 1 , α 2 , β 1 , and β 2 as follows: 
Convergence rate of ψ-norm MKL
with
that achieves the minimum in (3).
Here, to obtain a simplified bound, it is assumed that all s m s are same, say s m = s for all m (a homogeneous setting). If the situation is further restricted as all r m s are the same (r m = r (∀m) for some r), then the minimization in (3) can be easily carried out as in the following lemma. Let 1 be the M -dimensional vector each element of which is 1:
Lemma 6
If s m = s (∀m) with some 0 < s < 1 and n ≥ max{(∥1∥ ψ * ∥f
By the definition of the dual norm, one can check that the norm that minimizes this bound (4) is the ℓ 1 -norm. Moreover, if ψ-norm is isotropic, the bound is tight and can not be improved [11] . Therefore, ℓ 1 -norm is the optimal regularization among all isotropic norms in homogeneous settings. However if ψ-norm is not isotropic, the bound is no longer tight. That means non-isotropic norms can outperform isotropic norms if the non-isotropic norm is appropriately chosen. In particular, ℓ 1 -norm can be outperformed by some nonisotropic norm for a particular choice of f * . In the next section, we propose an adaptive method that utilizes a non-isotropic norm regularization specifically tailored to the truth f * .
Adaptively weighted estimator
Here we propose a new two-stage method that adaptively makes use of a non-isotropic norm regularization. The estimating procedure is as follows: In the first stage, a rough estimatorf = ∑ M m=1f m is prepared, then, in the second stage, the ψ-norm MKL estimator is computed where, as the regularization term, the following norm is employed based on the rough estimatorf :
We call this estimator an adaptively weighted estimator. Note that, when γ = 0, the adaptively weighted estimator is just the normal ψ-norm MKL. In general, the norm ∥f ∥ ψ,γ is not isotropic for γ > 0 even if ∥·∥ ψ is isotropic. Suppose the rough estimatorf well approximate the true function f * , then the adaptively weighted estimator imposes a large penalty on the components where f * m is small and imposes a small penalty on the components of large f * m . Intuitively the adaptive estimator amplifies important components and diminishes unimportant components. The parameter γ controls the strength of the adaptivity. This kind of idea is already proposed in a linear regression model as an adaptive lasso [10] . Our proposal can be seen as its MKL version.
To see the effectiveness of the proposed method, we carry out an informal discussion on an extreme situ- 
Hence it can be checked that using the bound (3) the adaptively weighted estimatoř f yields the following learning rate:
) ,
for sufficiently large n. This learning rate is M
1−2s/(1+s)
times faster than the bound (4). This (informal) discussion indicates that, if f * is well approximated byf , the adaptively weighted estimator yields a better performance than the non-adaptive one.
Numerical experiments
In this section, the effectiveness of our proposed method is demonstrated through numerical experiments. 13 datasets included in the IDA benchmark repository are used. All of them are binary classification tasks. Since the analyses in previous sections are about regression problems where the squared loss is employed, the analyses can not be applied directly to binary classifications. However, there are close relations between properties of classification and those of regression. Thus a performance analysis in regression problems gives a similar qualitative evaluation for classification tasks. The kernel candidates were Gaussian kernels with 10 different bandwidths (0. As the rough estimatorf , the ℓ 2 -MKL estimator is employed where the logistic loss is used. Then the adaptively weighted estimator is computed for ℓ p -norm regularization with p = (1.1, 4/3, 1.5, 2) and γ = 0, 1, 2. The experiments are repeated 20 times on different training- for the rough estimator and the second stage estimator and the parameter p for the second stage estimator. The parameters that achieve the best averaged classification accuracy are chosen. Table 5 shows the averaged classification accuracy (%) for each γ and each dataset.
Here again note that γ = 0 corresponds to the naive ℓ p -MKL. It can be seen that the adaptively weighted estimator (γ = 1, 2) shows favorable performances against the naive approach (γ = 0). This result supports the effectiveness of our proposed adaptive estimator. Finally we would like to note that the incoherence assumption (A4) is not satisfied in this experiment. However the numerical experiment shows that, even if the assumption is not satisfied, the adaptively weighted estimator can yield a favorable performance.
Conclusion
In this article, we introduced the recently developed general framework for the learning rate of MKL with arbitrary mixed-norm-type regularization. Based on the theoretical results, we proposed a new method of MKL that utilizes an adaptively-weighted norm as a regularization. The adaptively-weighted regularization imposes large penalty on the components of small ∥f m ∥ Hm and small penalty on the components of large ∥f m ∥ Hm wherẽ f is a rough estimator of the true function f * . The numerical experiments well supported the effectiveness of our proposal.
So far, there is no theoretical justification that there is a rough estimator that can well estimate the RKHS norm ∥f * m ∥ Hm of the true function. Therefore there is no confirmation that the adaptive-weight well reflects the RKHS norms {f * m } M m=1 of the true function. We leave a theoretical justification of this issue to the future work.
Another unresolved issue is about the incoherence assumption (A4). As stated in the numerical experiment, our experimental settings do not satisfy the assumption. It would be interesting to investigate how the incoherence assumption can be relaxed.
