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Abstract
We study the Peierls barrier Pω(ξ) for a broad class of monotone variational problems.
These problems arise naturally in solid state physics and from Hamiltonian twist maps.
We start by deriving an estimate for the difference
∣∣Pω(ξ)− Pq/p(ξ)∣∣ of the Peierls barriers
of rotation numbers ω ∈ R and q/p ∈ Q. A similar estimate was obtained by Mather [13] in
the context of twist maps, but our proof is different and applies more generally. It follows
from the estimate that ω 7→ Pω(ξ) is continuous at irrational points.
Moreover, we show that the Peierls barrier depends continuously on parameters and hence
that the property that a monotone variational problem admits a lamination of minimizers
of rotation number ω ∈ R\Q, is open in the C1-topology.
1 Introduction
We shall be interested in “scalar monotone variational recurrence relations” of the form
R(xi−r, . . . , xi+r) =
∑
j∈Z
∂iS(xj , xj+1, . . . , xj+r−1, xj+r) = 0 for xi ∈ R and i ∈ Z . (1.1)
Such problems are determined by a “local potential” S : Rr+1 → R that describes the
interaction between particles. The number r ≥ 1 is the range of the interaction.
In Section 2.1, we specify conditions on the local potential S that guarantee that (1.1) is
a “monotone” recurrence relation. These monotone problems arise in various contexts. For
example in the study of Hamiltonian twist maps of the annulus, where S = S(xj , xj+1) is
the generating function of the map, see [9] or [15]. Models with higher ranges of interaction
appear in conservative lattice dynamics and solid state physics. A prototypical example to
keep in mind is the generalized Frenkel-Kontorova problem
r∑
k=1
ak(xi−k − 2xi + xi+k) = V
′(xi) with a1, . . . , ar > 0 and V : R→ R a periodic function.
This equation describes the equilibrium states of a dislocation model in which particles
experience a periodic background force and interact linearly with their neighbours.
Problems of the form (1.1) have been studied extensively in the scope of Aubry-Mather
theory. One of the key results in this theory is that (1.1) supports solutions of every rotation
number ω ∈ R. They are the Birkhoff global minimizers. We shall denote these by
Mω := { x : Z→ R |x is a Birkhoff global minimizer of (1.1) with rotation number ω } .
When ω ∈ R\Q, then Mω is strictly ordered [4] and its recurrent subset is the well-known
Aubry-Mather set of rotation number ω. Following Moser [16, 18, 19], we say that Mω is a
foliation if for all ξ ∈ R there is an element x ∈ Mω that satisfies the initial condition x0 = ξ.
Otherwise, one says that Mω forms a lamination. In the setting of twist maps, foliations
correspond to rotational invariant circles. These circles are important because they form the
energy transport barriers for the map. In solid state physics models, foliations are associated
to a “sliding” effect, and laminations to a “pinning” of particles.
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It is thus important to know whether Mω is a foliation or a lamination for a given
local potential S. Or at least, setting a slightly more modest goal, one could ask what is
the structure of Mω for a “generic” local potential. It turns out that the answer to this
latter question is already quite delicate: it depends on the degree of irrationality of the
rotation number. For example, in the case of Hamiltonian twist maps [23] and for some
generalizations of the Frenkel-Kontorova model [5], it follows from KAM theory that the set
of local potentials for which Mω is a smooth foliation (and hence defines an invariant circle
for the twist map), is open in the Ck-topology, under the conditions that k is large enough
and that the rotation number ω ∈ R\Q is sufficiently irrational (e.g. Diophantine).
On the other hand, a converse KAM theory for “not very irrational” rotation numbers
has also been developed. For Hamiltonian twist maps it has for example been shown by
Mather [14] that if the rotation number ω is rational or Liouville, then the set of generating
functions S(xj , xj+1) for which Mω is a lamination (and hence does not define an invariant
circle but for example a cantorus), is dense in the Ck-topology. In other words: if a twist
map supports an invariant circle of a rational or Liouville rotation number, then this circle
can be destroyed by an arbitrarily small perturbation of the generating function S. This
destruction result was modified for the analytic setting by Forni [8], but the extension to
general problems of the form (1.1) has been developed only recently [21] by the authors.
The first goal of this paper is to develop a versatile framework for the study of foliations
and laminations. In fact, to distinguish foliations from laminations, we shall make use of
the Peierls barrier Pω = Pω(ξ). This function can be thought of as a dislocation energy and
it measures the “minimal action” of a Birkhoff sequence x of rotation number ω, under the
constraint that x0 = ξ. In particular, it holds that Pω ≡ 0 if and only if Mω is a foliation.
The first main result of this paper is the following technical statement on the Peierls barrier:
Theorem 1.1. Let S be a local potential satisfying conditions A-C of Section 2.1 and let
L > 0. There exists a constant C so that for all ω ∈ R and q/p ∈ Q with |ω|, |q/p| ≤ L,∣∣Pω(ξ)− Pq/p(ξ)∣∣ ≤ C (1/|p| + |pω − q|) uniformly in ξ . (1.2)
Consequently, the map ω 7→ Pω(ξ) is continuous at irrational and Ho¨lder continuous at
Diophantine points.
For Hamiltonian twist maps, precisely the same result was obtained by Mather [13] and
Theorem 1.1 generalizes his result to arbitrary recurrence relations of the form (1.1). We
should like to stress that Mather’s derivation of (1.2) relies on a specific property of recurrence
relations that stem from a twist map: it is the fact that when r = 1, the minimizers of
(1.1) can only cross once. This special crossing property does not hold for problems with
a longer range of interaction though. Consequently, our extension of the results in [13]
requires a rather new approach that we present in this paper. We moreover conjecture that
our approach can be extended to other settings in which Aubry-Mather theory has been
applied, such as monotone problems on lattices [7, 10] and elliptic PDEs [16, 18].
A byproduct of Theorem 1.1 is that Pω(ξ) depends continuously on the local potential.
As a consequence, it is an open property for a local potential to support a lamination of an
irrational rotation number. This is the second main result of this paper:
Theorem 1.2. Let S be a local potential satisfying conditions A-C of Section 2.1 and let
ω ∈ R\Q. Assume that Mω is a lamination for S. Then there exists a δ > 0, such that for
all local potentials Sδ with ‖Sδ − S‖C0 < δ and ‖S
δ − S‖C1 ≤ 1, still Mω is a lamination.
Combined with the results in [21], Theorem 1.2 implies that if ω is a Liouville number, then
the set of local potentials for which Mω is a lamination, is not only dense but also open in
the Ck-topology, for any k ≥ 2. All the other robustness results for laminations that the
authors are aware of, apply only to Hamiltonian twist maps. Moreover, they are based on
Green’s criterium and require hyperbolicity of the corresponding twist map. See for example
[3] and [11].
2 Aubry-Mather theory
In this section we present some classical results from Aubry-Mather theory that we will
use in this paper. The first results of Aubry-Mather theory were obtained for twist maps,
independently by Aubry and Le Daeron [2] and by Mather [12]. Many of these results remain
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true for more general monotone variational problems. All results in this section can be found
in the existing literature and in particular in [6, 7, 10, 21, 22].
2.1 Monotone variational recurrence relations
Let r ≥ 1 be an integer and S : Rr+1 → R a twice continuously differentiable function. We
are interested in solutions x : Z→ R of the recurrence relation
R(xi−r, . . . , xi+r) :=
∑
j∈Z
∂iS(xj , xj+1, . . . , xj+r−1, xj+r) = 0 for all i ∈ Z . (2.3)
Here, we denoted ∂iS(xj , xj+1, . . . , xj+r−1, xj+r) :=
∂
∂xi
S(xj , xj+1, . . . , xj+r−1, xj+r). Let
us remark that (2.3) is a well-defined recurrence relation: the only nonzero terms in the sum
occur for j = i− r, . . . , i. We shall refer to the function S as the local interaction potential
of (2.3) and to the integer r as its range of interaction. We look for solutions to (1.1) in RZ,
the space of bi-infinite sequences x : Z→ R.
Throughout this text we impose the following conditions A-C on the local potential:
A. Periodicity:
S(xj + 1, . . . , xj+r + 1) = S(xj , . . . , xj+r) .
This condition implies that the maps x 7→ S(xj , . . . , xj+r) descend to maps on R
Z/Z.
B. Monotonicity: S is twice continuously differentiable and
∂i,kS(xj , . . . , xj+r) ≤ 0 for all j and all i 6= k and ∂j,j+1S(xj , . . . , xj+r) < 0 .
This condition implies that (2.3) is monotone, in the sense that ∂kR(xi−r, . . . , xi+r) ≤ 0
for all k 6= i. The condition is also called a twist condition or ferromagnetic condition.
C. Coercivity: x 7→ S(xj , . . . , xj+r) is bounded from below and there is a j ≤ k ≤ j+r−1
for which
lim
|xk+1−xk|→∞
S(xj , . . . , xj+r) =∞ .
Conditions A-C are standard in Aubry-Mather theory. They guarantee that (2.3) supports
many interesting solutions. This will be explained below.
2.2 Global minimizers
One can think of the solutions to (2.3) as the stationary points of the formal action
W (x) :=
∑
j∈Z
S(xj , . . . , xj+r) . (2.4)
Indeed, R(xi−r, . . . , xi+r) is precisely the (formal) derivative of W (x) with respect to xi.
Nevertheless, the formal sum (2.4) will in general be divergent. Thus, in order to make
this formal variational principle useful, let us make a few definitions. Firstly, for any finite
interval [i0, i1] ⊂ Z we define a finite action W[i0,i1] : R
Z → R by
W[i0,i1](x) :=
∑
j∈[i0,i1]
S(xj , . . . , xj+r) .
It is clear that W[i0,i1](x) is a finite sum and is a function of only xi0 , . . . , xi1+r. On the
other hand, when i ∈ [i0 + r, i1], then ∂iS(xj , . . . , xj+r) = 0 for all j < i0 and all j > i1 and
therefore, if i ∈ [i0 + r, i1],
∂iW[i0,i1](x) =
∑
j∈[i0,i1]
∂iS(xj , . . . , xj+r) =
∑
j∈Z
∂iS(xj , . . . , xj+r) = R(xi−r, . . . , xi+r) .
With this in mind, we define a special type of solutions to (2.3) as follows:
Definition 2.1. A sequence x : Z→ R is called a global minimizer, if it holds for all finite
intervals [i0, i1] ⊂ Z and for all v : Z→ R with supp(v) ⊂ [i0 + r, i1] that
W[i0,i1](x) ≤W[i0,i1](x+ v) .
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It is clear from the above considerations that global minimizers are solutions to (2.3).
We also remark for later reference:
Proposition 2.2. The collection of global minimizers is closed under pointwise convergence.
Proof. Let x1, x2, . . . be global minimizers and assume that the pointwise limit x∞ =
limn→∞ x
n exists, that is limn→∞ x
n
i = x
∞
i for all i ∈ Z. Moreover, let v : Z→ R have finite
support, say supp(v) ⊂ [i0 + r, i1]. Then it holds that
W[i0,i1](x
n) ≤W[i0,i1](x
n + v) for all n = 1, 2, . . . .
Using that W[i0,i1] is continuous for pointwise convergence and taking the limit for n→∞,
it then follows that also
W[i0,i1](x
∞) ≤W[i0,i1](x
∞ + v) .
Hence also x∞ is a global minimizer.
2.3 The Birkhoff property
It turns out that many global minimizers have the so-called Birkhoff property. To define this
property, let us introduce the translates of a sequence as follows:
Definition 2.3. For k, l ∈ Z and x ∈ RZ, we define the translate τk,lx ∈ R
Z by
(τk,lx)i := xi−k + l . (2.5)
Note that condition A ensures that if x is a global minimizer of (2.3), then also τk,lx is a
global minimizer. In other words: the collection of global minimizers is translation-invariant.
We also introduce a partial ordering on RZ:
Definition 2.4. We write
• x ≤ y if xi ≤ yi for all i ∈ Z (ordering),
• x < y if xi ≤ yi for all i ∈ Z but x 6= y (weak ordering),
• x≪ y if xi < yi for all i ∈ Z (strict ordering).
Now we can define Birkhoff sequences:
Definition 2.5. We call a sequence x ∈ RZ Birkhoff if the collection
{τk,lx | k, l ∈ Z} is ordered.
We denote the set of Birkhoff sequences by B.
Thus, a Birkhoff sequence is a sequence that does not “cross” any of its integer translates.
A nice and complete overview of the properties of Birkhoff sequences can be found in [9]. A
noteworthy one is that they have a rotation number:
Proposition 2.6. If x ∈ RZ is Birkhoff, then there is a unique ω = ω(x) ∈ R such that
|xi − (x0 + ω · i)| ≤ 1 . (2.6)
In particular, limn→±∞
xn
n
= ω(x). Moreover, the rotation number ω(x) depends contin-
uously on the sequence: when x1, x2, . . . , x∞ are Birkhoff sequences of rotation numbers
ω1, ω2, . . . , ω∞ and limn→∞ x
n = x∞ pointwise, then limn→∞ ωn = ω∞.
See [22] (Lemma 3.5) for a proof of this proposition. We write Bω := {x ∈ B |ω(x) = ω }.
It is clear that Bω is closed in the topology of pointwise convergence and as an important
corollary of Proposition 2.6 we also mention:
Corollary 2.7. Let L > 0. The collection
⋃
|ω|≤L Bω/Z is compact in the topology of
pointwise convergence.
Proof. Let x1, x2, . . . ∈
⋃
|ω|≤L Bω. Then it follows from (2.6) that |x
n
i+1 − x
n
i | ≤ K for
K := L + 2. By equivalence, we may moreover assume that xn0 ∈ [0, 1] and therefore
xni ∈ [−K|i|, 1 +K|i|]. Hence, by Tychonov’s theorem there is a subsequence x
nj that
limits pointwise to a sequence x∞ ∈ RZ with x∞0 ∈ [0, 1]. It is clear x
∞ is Birkhoff, because
B is closed, and it follows from Proposition 2.6 that ω(x∞) = limj→∞ ω(x
nj ) ∈ [−L, L].
This proves the corollary.
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Finally, the following technical result is well-known and will be used a few times in this
paper. We refer to [22] (Proposition 3.8) for a proof.
Proposition 2.8. Let x be Birkhoff of rotation number ω. Then
τk,lx > x if − kω + l > 0 and τk,lx < x if − kω + l < 0 .
2.4 Periodic minimizers
For p, q ∈ Z, let us define the collection of (p, q)-periodic sequences as
Xp,q := {x ∈ R
Z | τp,qx = x} .
Elements of Xp,q have rotation number q/p (also if they are not Birkhoff).
An important remark is that a (p, q)-periodic sequence x ∈ Xp,q is a solution to (2.3) if
and only if it is a stationary point of the periodic action function
Wp,q : Xp,q → R defined by Wp,q(x) :=W[0,p−1](x) =
p−1∑
j=0
S(xj , . . . , xj+r) .
Because Xp,q is finite-dimensional and Wp,q(x) is a finite sum, these stationary points are
well-defined and in particular we call x ∈ Xp,q a periodic minimizer or (p, q)-minimizer if
Wp,q(x) ≤Wp,q(y) for all y ∈ Xp,q .
Condition C guarantees that periodic minimizers of all periods exist, see also [22] (The-
orem 4.3). The following proposition summarizes what we need to know about periodic
minimizers. For a full proof of this proposition, we refer to [9] or [22] (Section 4.1).
Proposition 2.9. For all p, q ∈ Z with p 6= 0, the collection
Mp,q := {x ∈ Xp,q |x is a (p, q)-minimizer }
is nonempty, closed under pointwise convergence, translation-invariant and strictly ordered.
In particular, every element of Mp,q is Birkhoff. Moreover, x ∈ Xp,q is a (p, q)-minimizer if
and only if it is an (np, nq)-minimizer (for any n ∈ N), if and only if it is a global minimizer.
We shall denote by Bp,q := B ∩ Xp,q ⊂ Bq/p the set of (p, q)-periodic Birkhoff sequences.
Proposition 2.9 shows that Mp,q ⊂ Bp,q and that Mp,q = Mnp,nq . In fact, it even holds
that Bnp,nq = Bp,q, see [22] (Theorem 3.12).
The part of Proposition 2.9 that says that every periodic minimizer has the Birkhoff
property is also known as Aubry’s lemma or the non-crossing lemma. Proofs of Aubry’s
lemma can also be found in [2], [10] and [15].
2.5 Quasi-periodic minimizers
Nonperiodic global minimizers need not have the Birkhoff property, see [20]. Nevertheless,
Birkhoff global minimizers of irrational rotation numbers exist and they can be constructed
as limits of periodic minimizers. This is the content of Theorem 2.10 below. In the context
of twist maps, this theorem is originally due to Aubry and le Daeron [2] and Mather [12].
Generalizations to finite range variational recurrence relations have been made by Angenent
[1] and in the context of certain lattice problems, Theorem 2.10 has been formulated for the
first time by Koch, de la Llave and Radin in [10]. We sketch the proof.
Theorem 2.10. For every ω ∈ R\Q the collection
Mω := {x ∈ Bω |x is a global minimizer of (2.3) }
is nonempty, closed under pointwise convergence, translation-invariant and strictly ordered.
Proof. [Sketch] Given ω ∈ R\Q, choose a sequence qn/pn ∈ Q with limn→∞ qn/pn = ω.
Let xn ∈ Mpn,qn be a corresponding sequence of periodic minimizers. We have seen that
these exist and have rotation number qn/pn. Each of them is a Birkhoff global minimizer
and by translation-invariance it can be assumed that xn0 ∈ [0, 1]. Because there is a constant
L > 0 so that |qn/pn| ≤ L, there exists by compactness a subsequence x
nj that converges to
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a Birkhoff global minimizer x∞. Proposition 2.6 guarantees that x∞ has rotation number
ω. This proves that Mω is nonempty.
Proposition 2.2 implies that Mω is closed under pointwise convergence and it is obvious
that it is translation-invariant. The proof that Mω is strictly ordered if ω ∈ R\Q is due to
Bangert [4]. He originally gave this proof in the context of the study of minimal solutions
of variational elliptic PDEs on the torus, as studied also by Moser in [16–19]. His proof is
nontrivial and we do not provide it here.
One defines the Aubry-Mather set Mrecω ⊂ Mω of rotation number ω ∈ R\Q to be the
recurrent subset ofMω. This means thatM
rec
ω is the unique smallest nonempty, closed and
translation-invariant subset of Mω. It was shown by Bangert [4] that M
rec
ω is well-defined.
It is well-known, see for example [22] (Theorem 4.18) that Mrecω is either topologically
connected or a Cantor set. In case that Mrecω is topologically connected, then it obviously
holds that Mrecω =Mω. In particular, Mω is then a foliation. If M
rec
ω is a Cantor set, then
Mω could still be a minimal foliation: this happens when the gaps in M
rec
ω are filled by
minimizers. If, however, there is a gap in Mrecω that is not filled by minimizers, then Mω is
a lamination.
2.6 A Lipschitz estimate
We finish this introductory section by providing a Lipschitz estimate that we will use exten-
sively when we compare the actions of two distinct sequences.
Proposition 2.11. Let K > 0 be a constant and define
XK := {x : Z→ R | |xi+1 − xi| ≤ K for all i ∈ Z } ⊂ R
Z .
There exists a constant D > 0 so that for all x, y ∈ XK and for any i0 ≤ i1,
|W[i0,i1](x)−W[i0,i1](y)| ≤ D
∑
i∈[i0,i1+r]
|xi − yi| . (2.7)
Proof. By property A, the local potential x 7→ S(x0, . . . , xr) defines a function on R
Z/Z.
Moreover, the subset XK/Z ⊂ R
Z/Z is compact for the topology of pointwise convergence.
Hence, because S was assumed continuously differentiable, there is a constant c > 0 so that
|∂kS(x0, . . . , xr)| ≤ c for all k ∈ Z and all x ∈ XK .
On the other hand, if we define the sequence z : Z → R by zi := xi+j , then clearly z ∈ XK
if x ∈ XK and ∂kS(xj , . . . , xj+r) = ∂k−jS(z0, . . . , zr). As a result,
|∂kS(xj , . . . , xj+r)| ≤ c uniformly in j and k and for all x ∈ XK .
The desired Lipschitz estimate now follows from interpolation. Indeed, for x, y ∈ XK ,
|W[i0,i1](x)−W[i0,i1](y)| ≤
∑
j∈[i0,i1]
|S(xj , . . . , xj+r)− S(yj , . . . , yj+r)| =
∑
j∈[i0,i1]
∣∣∣∣
∫ 1
0
d
dτ
S(τxj + (1− τ )yj , . . . , τxj+r + (1− τ )yj+r)dτ
∣∣∣∣ ≤
∑
j∈[i0,i1]
j+r∑
k=j
(∫ 1
0
|∂kS(τxj + (1− τ )yj, . . . , τxj+r + (1− τ )yj+r)| dτ
)
|xk − yk| ≤
∑
j∈[i0,i1]
j+r∑
k=j
c |xk − yk| ≤ c (r + 1)
∑
i∈[i0,i1+r]
|xi − yi| .
Note: we used that XK is convex. This proves the proposition if we choose D := c (r + 1)
and c = ||S||C1(XK).
It follows from (2.6) that Bω ⊂ XK if K ≥ 2 + |ω|. Nevertheless, the set XK is quite a bit
larger than Bω. It will be convenient to have inequality (2.7) on the whole of XK , to produce
energy estimates for sequences that are “not too far from Birkhoff”.
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3 The Peierls barrier
In this section, we introduce the Peierls barrier. It is a tool to distinguish foliations from
laminations. Most importantly, it determines whether for a given ξ ∈ R there exists a global
minimizer x ∈ Mω that satisfies the initial condition x0 = ξ.
3.1 Constrained minimizers
We start this section by introducing a type of constrained minimizers:
Definition 3.1. For ξ ∈ R, a sequence x : Z → R is called a global ξ-minimizer, if x0 = ξ
and if it holds for all finite intervals [i0, i1] ⊂ Z and for all v : Z→ R with supp(v) ⊂ [i0+r, i1]
and v0 = 0 that
W[i0,i1](x) ≤W[i0,i1](x+ v) .
Not surprisingly, global ξ-minimizers in general need not be solutions to (2.3).
By an obvious analogue of Proposition 2.2, the collection of global ξ-minimizers is closed
under pointwise convergence. In particular, one can hope to construct quasi-periodic global
ξ-minimizers as limits of periodic ξ-minimizers:
Definition 3.2. For ξ ∈ R and p, q ∈ Z, a periodic sequence x ∈ Xp,q is called a periodic
ξ-minimizer if x0 = ξ and if
Wp,q(x) ≤Wp,q(y) for all y ∈ Xp,q with y0 = ξ .
We denote the collection of (p, q)-periodic ξ-minimizers by
Mp,q(ξ) := {x ∈ Xp,q |x is a periodic ξ-minimizer } .
It follows from condition C that periodic ξ-minimizers of all periods exist for all ξ ∈ R. It
also turns out that periodic ξ-minimizers satisfy a (weak) version of the Aubry lemma.
Lemma 3.3. Let p, q ∈ Z be relative prime, let ξ ∈ R and let x ∈ Mp,q(ξ) be a periodic
ξ-minimizer. Then there are periodic minimizers x−, x+ ∈Mp,q such that
x− ≤ x ≤ x+
and for which there is no y ∈ Mp,q with x
− < y < x+. As a consequence, Mp,q(ξ) ⊂ Bp,q
and every x ∈ Mp,q(ξ) is a global ξ-minimizer.
Proof. Because Mp,q is strictly ordered, we can define
x− := sup{y ∈Mp,q | y0 ≤ ξ } and x
+ := inf{y ∈Mp,q | y0 ≥ ξ } .
Then x± ∈ Mp,q, and there is no y ∈Mp,q with x
− < y < x+.
To prove that x− < x < x+, we remark that condition B implies that the periodic action
satisfies a minimum-maximum principle. Indeed, if we define m,M ∈ Xp,q as
mi := min{xi, x
−
i } and Mi := max{xi, x
−
i } ,
then it holds that
Wp,q(M) +Wp,q(m) ≤ Wp,q(x) +Wp,q(x
−) . (3.8)
For a proof of this estimate, see [22] (Lemma 4.4). Because x is minimal subject to ξ, and
because M0 = ξ, it must hold that Wp,q(M) ≥ Wp,q(x) and hence by (3.8) that Wp,q(m) ≤
Wp,q(x
−). This implies that m ∈ Mp,q and because m0 = x
−
0 that m = x
−. Hence, x− ≤ x.
A similar deduction implies that x ≤ x+.
To prove that x is Birkhoff, let k, l ∈ Z. If −k(q/p) + l = 0 then k = np and l = nq
because p and q were assumed relative prime. This implies that τk,lx = x because x ∈ Xp,q.
Otherwise, if for example −k(q/p)+l > 0, then by Proposition 2.8 it must hold that τk,lx
− >
x−. But then it follows that τk,lx
− ≥ x+ and hence also that τk,lx ≥ τk,lx
− ≥ x+ ≥ x. A
similar argument in case that −k(q/p) + l < 0 proves that x is Birkhoff.
Finally, the argument showing that every periodic ξ-minimizer is a global ξ-minimizer
is identical to the proof that every periodic minimizer is a global minimizer. One can copy
this argument verbatim from Lemma 4.7 and Theorem 4.8 in [22].
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As expected, Lemma 3.3 implies that nonperiodic global ξ-minimizers can be constructed
as limits of periodic ξ-minimizers. More precisely, when ω ∈ R\Q and qn/pn → ω, then one
may select periodic ξ-minimizers xpn,qn(ξ) ∈ Mpn,qn(ξ) and periodic minimizers x
pn,qn,± ∈
Mpn,qn with the properties described in Lemma 3.3. By compactness these can be chosen (by
passing three times to a subsequence if necessary) in such a way that xpn,qn,± → xω,± ∈ Mω
and xpn,qn (ξ)→ xω(ξ). Then xω(ξ) ∈ Bω is a global ξ-minimizer and we have the inequalities
xω,− ≤ xω(ξ) ≤ xω,+ .
We finish this section with a technical result about these quasi-periodic minimizers that we
will need below. It says that the gap
[xω,−, xω,+] := {x ∈ RZ |xω,− ≤ x ≤ xω,+ }
between xω,− and xω,+ is bounded in l1(Z).
Lemma 3.4. It holds that ∑
j∈Z
∣∣xω,+j − xω,−j ∣∣ ≤ 1 .
Proof. Whenever pn, qn are relative prime and x
pn,qn,− ≤ xpn,qn,+ are elements of Mpn,qn
for which there is no y ∈Mpn,qn with x
pn,qn,− < y < xpn,qn,+, then
pn∑
j=1
∣∣xpn,qn,+j − xpn,qn,−j ∣∣ ≤ 1 . (3.9)
For a proof of this standard fact, based on the pigeonhole principle, see for example [22]
(Theorem 10.2).
The same estimate remains true in the limit: if xpn,qn,± → xω,± pointwise, then for all
M > 0 and all ε > 0 there is an N > 0 so that for all −M ≤ j ≤ M and n ≥ N it holds
that |xω,±j − x
pn,qn,±
j | < ε/2(2M + 1). As a consequence, when 2M + 1 ≤ pn,
M∑
j=−M
∣∣xω,+j − xω,−j ∣∣ ≤
M∑
j=−M
|xω,+j −x
pn,qn,+
j |+|x
pn,qn,+
j −x
pn,qn,−
j |+|x
pn,qn,−
j −x
ω,−
j | ≤ 1+ε .
Since this is true for all M and ε, the lemma follows.
3.2 Definition and properties of the Peierls barrier
To distinguish ξ-minimizers from minimizers, we now introduce the Peierls barrier. It com-
pares the action of a ξ-minimizer to the action of an unconstrained minimizer. The periodic
Peierls barrier Pq/p(ξ) is most easily defined, namely as follows:
Definition 3.5. For ξ ∈ R and q/p ∈ Q a rational in lowest terms, we define the periodic
Peierls barrier Pq/p(ξ) as
Pq/p(ξ) := min
x ∈ Xp,q
x0 = ξ
Wp,q(x)− min
x ∈ Xp,q
Wp,q(x) ≥ 0 .
For the convenience of the reader, we state the following as a proposition:
Proposition 3.6. Let q/p ∈ Q be a rational in lowest terms and ξ ∈ R. There exists a
periodic minimizer x ∈ Mp,q with x0 = ξ if and only if Pq/p(ξ) = 0. In particular, Mp,q is
a foliation if and only if Pq/p ≡ 0.
Proof. Obvious from the definition of the periodic Peierls barrier.
Remark 3.7. We will not define the “asymptotically periodic” Peierls barrier functions
P(q/p)+(ξ) and P(q/p)− (ξ). Unlike in [13], our arguments do not make use of these quantities.
Next, we introduce the quasi-periodic Peierls barrier:
Definition 3.8. For ξ ∈ R and ω ∈ R\Q we define the quasi-periodic Peierls barrier as
Pω(ξ) := lim
q/p→ω
Pq/p(ξ) . (3.10)
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Of course, it is not at all clear a priori that the limit limq/p→ω Pq/p(ξ) is well-defined. This
fact will be proved in Section 5.
Remark 3.9. In [13] the quasi-periodic Peierls barrier is defined differently, namely as
Pω(ξ) := min
yω,− ≤ x ≤ yω,+
x0 = ξ
∑
j∈Z
(
S(xj , . . . , xj+r)− S(y
ω,−
j , . . . , y
ω,−
j+r )
)
. (3.11)
Here, yω,± are the two nearest recurrent minimizers to ξ, that is
yω,− := sup{z ∈Mrecω | z0 ≤ ξ } and y
ω,+ := inf{z ∈Mrecω | z0 ≥ ξ } .
Another reasonable option would have been to define Pω(ξ) by a formula identical to (3.11),
but with yω,± replaced by the global minimizers xω,± that were constructed in Section 3.1.
Nevertheless, we found Definition 3.8 by far the most convenient one to work with. In
fact, it can be proved that all these definitions yield the same value for Pω(ξ). △
For the remainder of this section, we will simply assume that the quasi-periodic Peierls
barrier is well-defined by (3.10), so that for any sequence of rationals qn/pn in lowest terms
that converges to ω, the limit limn→∞ Pqn/pn(ξ) exists and is independent of the chosen
sequence of rationals. Then we can prove the following analogue of Proposition 3.6:
Theorem 3.10. Let ω ∈ R\Q and ξ ∈ R. There exists a global minimizer x ∈ Mω with
x0 = ξ if and only if Pω(ξ) = 0. In particular, Mω is a foliation if and only if Pω ≡ 0.
Proof. Recall from Section 3.1 that there exists a particular sequence of rationals qn/pn →
ω for which there are periodic minimizers xn,± := xpn,qn,± ∈ Mpn,qn and periodic ξ-
minimizers xn(ξ) := xpn,qn(ξ) ∈ Mpn,qn(ξ) such that x
n,− ≤ xn(ξ) ≤ xn,+ and as n→∞,
xn,− → xω,− ∈ Mω , x
n,+ → xω,+ ∈ Mω and x
n(ξ)→ xω(ξ) ∈ Bω .
Here, xω(ξ) is a global ξ-minimizer. It holds that xω,− ≤ xω(ξ) ≤ xω,+ and
∑
j∈Z
∣∣xω,+j − xω,−j ∣∣ ≤ 1 . (3.12)
Proof of ⇐: Assume for a start that xω(ξ) /∈ Mω. Then there exists a finite support
variation v : Z→ R, say with supp(v) ⊂ [i0 + r, i1], such that
W[i0,i1](x
ω(ξ)) ≥ W[i0,i1](x
ω(ξ) + v) + ε
for some ε > 0. Obviously 0 ∈ supp(v) because xω(ξ) is a global ξ-minimizer.
Now we define, for n so large that pn ≥ i1 − i0 + r + 1, the sequences X
n ∈ Xpn,qn by
(Xn)j := (x
n(ξ) + v)j for j ∈ [i0, i0 + pn − 1] .
Then it holds that Xnj = (x
n(ξ) + v)j for j ∈ [i0, i1 + r], so that
W[i0,i1](X
n) =W[i0,i1](x
n(ξ) + v) .
Moreover, Xnj = (x
n(ξ))j for all j ∈ [i1 + 1, i0 + pn − 1 + r] (because supp(v) ⊂ [i0 + r, i1])
and therefore
W[i1+1,i0+pn−1](X
n) =W[i1+1,i0+pn−1](x
n(ξ)) .
As a result,
Wpn,qn(x
n(ξ))−Wpn,qn (X
n) =W[i0,i0+pn−1](x
n(ξ))−W[i0,i0+pn−1](X
n) =
W[i0,i1](x
n(ξ))−W[i0,i1](X
n) +W[i1+1,i0+pn−1](x
n(ξ))−W[i1+1,i0+pn−1](X
n) =
W[i0,i1](x
n(ξ))−W[i0,i1](x
n(ξ) + v)
n→∞
−−−−→W[i0,i1](x
ω(ξ))−W[i0,i1](x
ω(ξ) + v) ≥ ε .
But obviously
Pqn/pn(ξ) ≥Wpn,qn(x
n(ξ))−Wpn,qn(X
n)
and we conclude that
lim
n→∞
Pqn/pn(ξ) ≥ ε > 0 .
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This proves that if Pω(ξ) = limn→∞ Pqn/pn(ξ) = 0, then there must be a global minimizer
x ∈ Mω with x0 = ξ (namely x
ω(ξ)).
Proof of ⇒: Next, let us assume that there exists a global minimizer x ∈Mω with x0 = ξ.
Because Mω is strictly ordered (recall the result by Bangert), it must hold that
xω,− ≤ x ≤ xω,+ .
Let us argue by contradiction now and assume that Pω(ξ) = limn→∞ Pqn/pn(ξ) = ε > 0. To
show that this is impossible, we choose an integer M ≥ r so large that∣∣xω,+j − xω,−j ∣∣ ≤ ε/8Dr for all j ∈ [−M,−M + r − 1] ∪ [M + 1,M + r] .
Here, D is as in Proposition 2.11, with K chosen in such a way that Bω ⊂ XK . Such an M
exists because of (3.12). Now we define
Xj :=
{
xj if j ∈ [−M + r,M ]
xω,−j otherwise
Yj :=
{
xω,−j if j ∈ [−M + r,M ]
xj otherwise
It is clear that X is a variation of xω,− supported in [−M + r,M ] and Y is a variation of x
supported in [−M + r,M ]. On the other hand, by construction X is extremely close to x
and Y to xω,−, in the sense that∑
j∈[−M,M+r]
|Xj − xj | ≤ ε/4D and
∑
j∈[−M,M+r]
|Yj − x
ω,−
j | ≤ ε/4D .
In particular, it follows from Proposition 2.11 that
|W[−M,M](X)−W[−M,M](x)| ≤ ε/4 and |W[−M,M](Y )−W[−M,M](x
ω,−)| ≤ ε/4 .
Because xω,− is a global minimizer, it is clear that W[−M,M](X) − W[−M,M](x
ω,−) ≥ 0.
More is true though. To explain this, let us define for n so large that pn ≥ 2M +2r+2, the
periodic sequences Xn ∈ Xpn,qn by
Xnj :=
{
xj if j ∈ [−M + r,M ]
xn,−j if j ∈ [−⌈pn/2⌉,−M + r − 1] ∪ [M + 1, pn − ⌈pn/2⌉ − 1]
Then it holds that Xn0 = x0 = ξ for all n and by construction, X
n → X pointwise as n→∞.
As a result, because Xn = xn,− on a large neighborhood outside [−M + r,M ],
W[−M,M](X)−W[−M,M](x
ω,−) = lim
n→∞
W[−M,M](X
n)−W[−M,M](x
n,−)
= lim
n→∞
W[−⌈pn/2⌉,pn−⌈pn/2⌉−1](X
n)−W[−⌈pn/2⌉,pn−⌈pn/2⌉−1](x
n,−) =
= lim
n→∞
Wpn,qn (X
n)−Wpn,qn(x
n,−) ≥ lim
n→∞
Ppn/qn(ξ) = ε > 0 .
We conclude that
W[−M,M](x)−W[−M,M](Y ) ≥W[−M,M](X)−W[−M,M](x
ω,−)
− |W[−M,M](X)−W[−M,M](x)| − |W[−M,M](Y )−W[−M,M](x
ω,−)| ≥ ε− ε/4− ε/4 = ε/2 .
But Y is a variation of x supported in [−M+r,M ], so this contradicts our assumption that x
is a global minimizer. This shows that if there is a x ∈Mω with x0 = ξ, then Pω(ξ) = 0.
Of course, we will not use Theorem 3.10 until after we proved that the limit Pω(ξ) =
limq/p→ω Pq/p(ξ) really exists.
4 A fundamental estimate
The aim of this technical section is to prove Theorem 4.2, which provides a fundamental
estimate for the periodic Peierls barrier. This estimate will eventually imply that the quasi-
periodic Peierls barrier is well-defined and it will lead to a proof of Theorem 1.1 of the
introduction.
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4.1 A near-periodicity theorem
We first prove a preliminary result. To motivate this result, let us briefly investigate, for
some ω ∈ R, the linear sequence xω defined by xωj := x0 + ω · j. It holds for all j ∈ Z that∣∣xωj+p − q − xωj ∣∣ = |pω − q| . (4.13)
Hence, when |pω − q| is small, then xω is nearly (p, q)-periodic, even if ω 6= q/p. Theorem
4.1 below says that periodic Birkhoff sequences of rotation number ω = Q/P must possess
a similar property as soon as Q/P is close to q/p. The precise statement is the following:
Theorem 4.1. There is a constant E ≥ 1, depending only on the range of interaction r,
for which the following holds. Let p 6= 0 and q be relative prime integers, Q/P a rational in
lowest terms and x ∈ BP,Q. Then there is an i0 ∈ Z with −|p| < i0 ≤ 0 such that
i0+r−1∑
j=i0
|xj+p − q − xj | ≤ E
(
1
|p|
+ |p(Q/P )− q|
)
. (4.14)
When x = xQ/P is a linear sequence of rotation number Q/P , then estimate (4.14) clearly
holds for every i0 ∈ Z, for E = r and without the term 1/|p|.
A more general result than Theorem 4.1 was proved in [21] - in fact, the theorem is even
true for x ∈ Bω with ω /∈ Q. Although Theorem 4.1 is weaker than the result in [21], it is
also easier to prove. We therefore provide this proof here.
Proof (of Theorem 4.1). For simplicity and readability, we assume p > 0 and we prove the
theorem in steps. We shall write ω := Q/P .
Step 1. Let x ∈ BP,Q be a Birkhoff sequence. We define its hull function ψ : R→ R by
setting
ψ(kω + l) := xk + l .
We claim that ψ is well-defined on the set {kω + l |k, l ∈ Z} ⊂ R. This follows from our
assumptions: the equality kω+ l = Kω+L implies that (k−K)Q+(l−L)P = 0 and hence,
because P and Q are relative prime, that k − K = −nP and l − L = nQ. It thus follows
that xk + l = xK−nP + L+ nQ = xK + L. So ψ is well-defined.
Most importantly, ψ is nondecreasing: when kω + l > Kω + L, then by Proposition 2.8
it must hold that τ−k,lx > τ−K,Lx and in particular, ψ(kω + l) = xk + l = (τ−k,lx)0 ≥
(τ−K,Lx)0 = xK + L = ψ(Kω + L).
It is now clear that ψ can be extended to a nondecreasing map ψ : R → R for which
ψ(ξ + 1) = ψ(ξ) + 1 for all ξ ∈ R.
Step 2. Let us use the map ψ : R→ R to define a sequence y by
yi := ψ (i(q/p)) .
Because ψ is nondecreasing and ψ(ξ + 1) = ψ(ξ) + 1, it follows that
yi+k + l = ψ (i(q/p) + k(q/p) + l)


≤ yi when k(q/p) + l < 0 ,
= yi when k(q/p) + l = 0 ,
≥ yi when k(q/p) + l > 0 .
Thus, we observe that y is Birkhoff and, because −p(q/p) + q = 0, actually y ∈ Bp,q.
Step 3. Because p and q are relative prime, there exist s, t ∈ Z so that
pt− qs = 1 .
For these integers s, t we claim that
||τs,ty − y||l1(p) :=
p∑
i=1
|(τs,ty)i − yi| = 1 for any y ∈ Bp,q . (4.15)
To prove our claim, note that for all k, l ∈ Z and i ∈ Z it holds that
(τpk,ly)i = (τpk,ply)i = yi−pk + pl = yi + (pl − qk) for all y ∈ Xp,q .
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In particular, τps,ty = y + 1 and as a consequence,
||τps,ty − y||l1(p) = p .
If y ∈ Bp,q is also Birkhoff, then this implies that
p = ||τps,ty − y||l1(p) =
p∑
j=1
||τ js,ty − τ
j−1
s,t y||l1(p) = p||τs,ty − y||l1(p) .
This proves (4.15). In fact, because τpk,ly− y ∈ Z for any k, l ∈ Z, the fact that τ
p
s,ty− y = 1
just means that τs,ty = mink,l{τk,ly > y} if y ∈ Bp,q .
Equation (4.15) in turn implies that for every Birkhoff y ∈ Bp,q and every integer a ∈ Z,
there must be a −p < i0 ≤ 0 so that,
i0+r−1∑
j=i0
|(yj−as + at)− (yj+as − at)| =
i0+r−1∑
j=i0
|(τas,ty)j − (τ
−a
s,t y)j | ≤
2|a|r
p
. (4.16)
This follows from the pigeonhole principle. Indeed, if it were true that
∑i+r−1
j=i |(τ
a
s,ty)j −
(τ−as,t y)j| >
2|a|r
p
for all i ∈ Z, then it would follow that
2|a|r <
p∑
i=1
i+r−1∑
j=i
|(τas,ty)j − (τ
−a
s,t y)j | =
r−1∑
j=0
p∑
i=1
|(τas,ty)i+j − (τ
−a
s,t y)i+j| =
r−1∑
j=0
p∑
i=1
|(τas,ty)i − (τ
−a
s,t y)i| = r||τ
a
s,ty − (τ
−a
s,t )y||l1(p) = 2|a|r .
The first equality is a re-summation and the second equality holds because τ±as,t y are (p, q)-
periodic. This is a contradiction and we conclude that (4.16) holds for some −p < i0 ≤ 0.
Step 4. Let us try to find an integer a > 0 such that
j(q/p) − a/p ≤ jω ≤ j(q/p) + a/p for all − p+ 1 ≤ j ≤ p+ r − 1 .
It is quite straightforward to check that these inequalities hold for any a ≥ (p+r−1) |pω − q|
and in particular for
a := ⌈(p+ r − 1) |pω − q|⌉ .
Here ⌈·⌉ is the smallest greater integer function.
Now recall the integers s, t ∈ Z for which pt − qs = 1. Using these, we can rewrite
j(q/p)− a/p=(j + as)(q/p)− at and j(q/p) + a/p=(j − as)(q/p) + at. This yields that
(j + as)(q/p)− at ≤ jω ≤ (j − as)(q/p) + at for all − p+ 1 ≤ j ≤ (p+ r − 1) .
Applying the nondecreasing map ψ, we then obtain that
yj+as − at ≤ xj ≤ yj−as + at for − p+ 1 ≤ j ≤ p+ r − 1 . (4.17)
This means that the sequence x is squeezed in between the translates τ−as,t y and τ
a
s,ty of the
(p, q)-periodic sequence y on the segment [−p+ 1, p+ r − 1].
Step 5. Given x as in the statement of the theorem, let y ∈ Bp,q be as constructed in
step 2. Then the inequalities (4.16) and (4.17) hold for −p + 1 ≤ j ≤ p + r − 1, for some
−p < i0 ≤ 0 and for a = ⌈(p+ r − 1) |pω − q|⌉. Because for i0 ≤ j ≤ i0 + r− 1 it holds that
−p+ 1 ≤ j, p+ j ≤ p+ r − 1, it then follows in particular that
yj+as − at ≤ xj ≤ yj−as + at for i0 ≤ j ≤ i0 + r − 1 and
yp+j+as − at ≤ xp+j ≤ yp+j−as + at for i0 ≤ j ≤ i0 + r − 1 .
Subtracting these inequalities, we obtain that
(yp+j+as − at)− (yj−as + at) ≤ xp+j − xj ≤ (yp+j−as + at)− (yj+as − at) ,
or, because y ∈ Xp,q ,
(yj+as − at)− (yj−as + at) ≤ xp+j − q − xj ≤ (yj−as + at)− (yj+as − at) .
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Summing this over j = i0, . . . , i0 + r − 1 and using (4.16), we then obtain
i0+r−1∑
j=i0
|xp+j − q − xj | ≤
2ar
p
=
2r ⌈(p+ r − 1) |pω − q|⌉
p
≤ E
(
1
p
+ |pω − q|
)
.
Here, E = 2r2 and we have used that ⌈x⌉ ≤ 1 + x and that p+r−1
p
≤ r.
This finishes the proof of Theorem 4.1. 
4.2 A comparison of periodic Peierls barriers
The following theorem is the main technical result of this paper. It provides a comparison
between the Peierls barrier functions of different rational rotation numbers.
Theorem 4.2. For each L > 0 there is a C > 0 such that for all rationals q/p and Q/P in
lowest terms with
∣∣∣ qp
∣∣∣ , ∣∣QP ∣∣ ≤ L,
sup
ξ∈R
∣∣PQ/P (ξ)− Pq/p(ξ)∣∣ ≤ C
(
1
|p|
+ |p(Q/P )− q|
)
. (4.18)
Proof. For readability, we shall assume that p,P > 0. Let us start the proof with a few
general remarks. First of all, we note that it is enough to prove the theorem in case
|p(Q/P )− q| < 1 . (4.19)
To understand this, let x− ∈ Mp,q ⊂ XL+2 be any periodic minimizer with |x0− ξ| ≤ 1 and
define xξ ∈ Xp,q by x
ξ
0 := ξ and x
ξ
j = x
−
j for j = 1, . . . , p−1. Then it follows that x
ξ ∈ XL+3
and thus from Proposition 2.11 that |Wp,q(x
ξ)−Wp,q(x
−)| ≤ Dr. As a result,
Pp,q(ξ) ≤Wp,q(x
ξ)−Wp,q(x
−) ≤ Dr .
Similarly, PQ/P (ξ) ≤ Dr and in particular, |PQ/P (ξ)−Pq/p(ξ)| ≤ 2Dr. But this means that
(4.18) will certainly hold if |p(Q/P )−q| ≥ 1 for any C ≥ 2Dr. So we will assume that (4.19)
is satisfied throughout this proof.
In turn, assumption (4.19) implies that we may assume that p 6= P . Indeed, if p = P
then either q = Q and there is nothing to prove or q 6= Q and |p(Q/P )− q| ≥ 1. In fact, it
suffices to prove the theorem only for P > p. Namely, if P > p, then
1
p
+
∣∣∣∣pQP − q
∣∣∣∣ = 1p + 1P + |pQ− qP | − 1P ≤ 1P + 1p + |pQ− qP | − 1p = 1P +
∣∣∣∣P qp −Q
∣∣∣∣
so if P > p, then (4.18) implies the estimate (4.18) with q/p and Q/P interchanged. Hence
our second assumption, that
P > p > 0 .
Now we start the proof by fixing ξ ∈ R and letting x− ∈ Mp,q, y
− ∈ MP,Q and z
− ∈
MP−p,Q−q be periodic minimizers and x(ξ) ∈ Mp,q(ξ) and y(ξ) ∈ MP,Q(ξ) periodic ξ-
minimizers. For later use, we remark that x−, y−, x(ξ), y(ξ) ∈ XL+2. Moreover, it follows
from (4.19) that ∣∣∣∣QP − Q− qP − p
∣∣∣∣ ≤ 1P − p ≤ 1 (4.20)
and as a consequence Q−q
P−p
≤ L+ 1. This implies that z− ∈ XL+3.
An estimate from below: We will first estimate PQ/P (ξ) − Pq/p(ξ) from below. To do
so, recall from Theorem 4.1 that there is a −p < i0 ≤ 0 with the property that
i0+r−1∑
j=i0
|y(ξ)j+p − q − y(ξ)j| ≤ E
(
1
p
+ |p(Q/P )− q|
)
. (4.21)
Using this i0, we define
B := [i0, i0 + P − 1] = B1 ∪ B2 with B1 := [i0, i0 + p− 1] and B2 := [i0 + p, i0 + P − 1]
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and according to this decomposition, we write
PQ/P (ξ)− Pq/p(ξ) =WB(y(ξ))−WB(y
−)−WB1(x(ξ)) +WB1(x
−) =
WB1(y(ξ))−WB1(x(ξ))︸ ︷︷ ︸
(1)
+WB2(y(ξ))−WB2(z
−)︸ ︷︷ ︸
(2)
+WB1(x
−) +WB2(z
−)−WB(y
−)︸ ︷︷ ︸
(3)
.
We will estimate terms (1), (2) and (3) separately from below.
To estimate term (1), we use that y(ξ) is nearly (p, q)-periodic. This means the following:
let us denote by y˜(ξ) ∈ Xp,q the (p, q)-periodic approximation of y(ξ) defined by
y˜(ξ)j := y(ξ)j for j ∈ B1 = [i0, i0 + p− 1] .
We claim that y˜(ξ)j is very close to y(ξ)j for all j ∈ [i0, i0 + p − 1 + r]. To prove this, let
us remark first of all that y˜(ξ)j = y(ξ)j−p + q for all j ∈ [i0 + p, i0 + 2p − 1]. It therefore
follows from (4.21) that
i0+p−1+min{p,r}∑
j=i0
|y(ξ)j − y˜(ξ)j | =
i0+p−1+min{p,r}∑
j=i0+p
|y(ξ)j − y˜(ξ)j | =
i0+p−1+min{p,r}∑
j=i0+p
|y(ξ)j − (y(ξ)j−p + q)| =
i0−1+min{p,r}∑
j=i0
|y(ξ)j+p − q − y(ξ)j|
≤ E
(
1
p
+ |p(Q/P )− q|
)
.
When p ≥ r, this proves our claim that y˜(ξ)j is very close to y(ξ)j for all j ∈ [i0, i0+p−1+r].
Otherwise, in the (exceptional) case that p < r, the estimate is similar but more delicate.
In fact, one can estimate for any integer m ≥ 1,
i0+p−1+min{mp,r}∑
j=i0+mp
|y(ξ)j − y˜(ξ)j | =
i0+p−1+min{mp,r}∑
j=i0+mp
|y(ξ)j −mq − y(ξ)j−mp| ≤
i0+p−1+min{mp,r}∑
j=i0+mp
|y(ξ)j − q − y(ξ)j−p|+ . . .+ |y(ξ)j−(m−1)p − q − y(ξ)j−mp| ≤
i0+p−1+min{mp,r}∑
j=i0+p
|y(ξ)j − q − y(ξ)j−p| =
i0−1+min{mp,r}∑
j=i0
|y(ξ)j+p − q − y(ξ)j |
≤ E
(
1
p
+ |p(Q/P )− q|
)
.
Summing these inequalities for m = 1, . . . , r, they yield that
i0+p−1+r∑
j=i0
|y(ξ)j − y˜(ξ)j | ≤ rE
(
1
p
+ |p(Q/P )− q|
)
. (4.22)
We also remark that |y˜(ξ)i0−1− y˜(ξ)i0 | = |y(ξ)i0+p−1−q−y(ξ)i0 | ≤ |y(ξ)i0+p−1−y(ξ)i0+p|+
|y(ξ)i0+p − q − y(ξ)i0 | ≤ (L + 2) + E(1/p + |p(Q/P ) − q|) ≤ L + 2 + 2E so y˜(ξ) ∈ XK for
K := L+ 2 + 2E. Thus, Proposition 2.11 and (4.22) together give that
|WB1(y˜(ξ))−WB1(y(ξ))| ≤ rDE
(
1
p
+ |p(Q/P )− q|
)
.
Because, by construction, y˜(ξ)0 = ξ, and because x(ξ) minimizes WB1 = Wp,q over Xp,q
subject to ξ, it holds that WB1(y˜(ξ))−WB1(x(ξ)) ≥ 0, so this proves that
(1) ≥ −rDE
(
1
p
+ |p(Q/P )− q|
)
.
In order to estimate term (2), let us analyse how y(ξ) behaves on B2. We claim that its
restriction to [i0 + p, i0 + P − 1 + r] is almost (P − p,Q − q)-periodic. Indeed, this follows
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from (4.21) and from the fact that y(ξ) is (P,Q)-periodic:
i0+p+r−1∑
j=i0+p
|y(ξ)j+(P−p) − (Q− q)− y(ξ)j | =
i0+r−1∑
j=i0
|y(ξ)j+P − (Q− q)− y(ξ)j+p| =
i0+r−1∑
j=i0
|y(ξ)j + q − y(ξ)j+p| =
i0+r−1∑
j=i0
|y(ξ)j+p − q − y(ξ)j | ≤ E
(
1
p
+ |p(Q/P )− q|
)
.
With this in mind, the analysis of term (2) proceeds as the analysis of term (1): this time
we let yˆ(ξ) ∈ XP−p,Q−q be a (P − p,Q− q)-periodic approximation of y(ξ), that is
yˆ(ξ)i := y(ξ)i for i ∈ B2 = [i0 + p, i0 + P − 1] .
As above, it then holds that
i0+P−1+r∑
j=i0+p
|y(ξ)j − yˆ(ξ)j | ≤ rE
(
1
p
+ |p(Q/P )− q|
)
.
and that yˆ(ξ) ∈ XL+2+2E . Therefore,
|WB2(yˆ(ξ))−WB2(y(ξ))| ≤ rDE
(
1
p
+ |p(Q/P )− q|
)
.
Because z− ∈ XP−p,Q−q is a (P − p,Q− q)-periodic minimizer, this yields that
(2) ≥ −rDE
(
1
p
+ |p(Q/P )− q|
)
.
Finally, we estimate term (3) by defining, for any n ∈ N, a sequence Y ∈ XnP,nQ by
Yi :=
{
x−i for i ∈ [i0, i0 + np− 1]
z−i for i ∈ [i0 + np, i0 + nP − 1]
By translation-invariance it may of course be assumed that |x−i0+np − z
−
i0+np
| ≤ 1. Recalling
that x− ∈ XL+2 and z
− ∈ XL+3, it then follows that |Yi0+np−1−Yi0+np| = |x
−
i0+np−1
−z−np| ≤
L+3 but also that |Yi0−1 − Yi0 | = |z
−
i0+nP−1
− nQ− x−i0 | = |z
−
i0+nP−1−n(P−p)
+ n(Q− q)−
nQ − x−i0+np + nq| = |z
−
i0+np−1
− x−i0+np| ≤ L + 4. The conclusion is that x
−, z−, Y ∈ XK
for K := L+ 4. As a consequence,
∑
j∈[i0,i0+np−1+r]
|x−j − Yj | =
∑
j∈[i0+np,i0+np−1+r]
|x−j − Yj | ≤ 2K + . . .+ 2rK ≤ r(r + 1)K and
∑
j∈[i0+np,i0+nP−1+r]
|z−j − Yj | =
∑
j∈[i0+nP,i0+nP−1+r]
|z−j − Yj | ≤ 2K + . . .+ 2rK ≤ r(r + 1)K .
It therefore follows from Proposition 2.11 that
|W[i0,i0+np−1](x
−)−W[i0,i0+np−1](Y )| ≤ r(r + 1)DK and
|W[i0+np,i0+nP−1](z
−)−W[i0+np,i0+nP−1](Y )| ≤ r(r + 1)DK
and as a result, because y− ∈MP,Q =MnP,nQ is a periodic minimizer,
n
(
W[p,q](x
−) +WP−p,Q−q(z
−)−WP,Q(y
−)
)
=
W[i0,i0+np−1](x
−) +W[i0+np,i0+nP−1](z
−)−WnP,nQ(y
−) ≥
W[i0,i0+np−1](Y ) +W[i0+np,i0+nP−1](Y )−WnP,nQ(y
−)− 2r(r + 1)DK =
WnP,nQ(Y )−WnP,nQ(y
−)− 2r(r + 1)DK ≥ −2r(r + 1)DK .
But this is true for all n ∈ N and we conclude that
(3) ≥ 0 .
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This completes the proof that
PQ/P (ξ)− Pq/p(ξ) ≥ −2rDE
(
1
p
+ |p(Q/P )− q|
)
.
An estimate from above: To estimate PQ/P (ξ)−Pq/p(ξ) from above, we follow a similar
procedure, but this time we choose −p < i0 ≤ 0 in such a way that
i0+r−1∑
j=i0
|y−j+p − q − y
−
j | ≤ E
(
1
p
+ |p(Q/P )− q|
)
(4.23)
and we write
−
(
PQ/P (ξ)− Pq/p(ξ)
)
=WB(y
−)−WB(y(ξ)) +WB1(x(ξ))−WB1(x
−) =
WB1(y
−)−WB1(x
−)︸ ︷︷ ︸
(1′)
+WB2(y
−)−WB2(z
−)︸ ︷︷ ︸
(2′)
+WB1(x(ξ)) +WB2(z
−)−WB(y(ξ))︸ ︷︷ ︸
(3′)
.
As above, one finds that
(1′), (2′) ≥ −rDE
(
1
p
+ |p(Q/P )− q|
)
respectively because x− ∈ Mp,q is a periodic minimizer and y
− is almost (p, q)-periodic and
because z− ∈ MP−p,Q−q is a periodic minimizer and y
− is almost (P − p,Q − q)-periodic.
It also follows that |(3′)| ≥ 0 because y(ξ) ∈ MP,Q(ξ) is a periodic ξ-minimizer.
This concludes the proof of (4.18) for C := 2rDE, where D = (r + 1)||S||C1(XK), K =
L+ 2 + 2E and E = 2r2.
5 Continuity of the Peierls barrier
In this section, we will use the estimate of Theorem 4.2 to show, for ω ∈ R\Q, that the
limit Pω(ξ) = limq/p→ω Pq/p(ξ) is well-defined. We will also prove Theorem 1.1 of the
introduction.
We simply follow the argument given in [13], which goes as follows. First of all, we will
say that a rational number q/p is a best rational approximation of an irrational number ω if
|pω − q| ≤ |p′ω − q′| for any 0 ≤ |p′| ≤ |p| .
For irrational ω, there clearly exist infinitely many such best rational approximations. More-
over, the following result is well-known:
Proposition 5.1. Let q/p and q/p be successive best rational approximations of ω ∈ R\Q.
This means that |p| > |p| and |pω − q| < |pω − q| ≤ |p′ω − q′| for all 0 ≤ |p′| < |p|. Then
|pω − q| <
1
|p|
<
1
|p|
.
Proof. For any ε > 0, the parallelogram
{(x, y) ∈ R2 | − |p| < x < |p| and |ωx− y| < (1 + ε)/|p|}
has volume equal to 4(1 + ε) and hence by Minkowski’s theorem must contain at least one
nontrivial integer point. But for −|p| < p′ < |p|, the quantity |p′ω − q′| is minimized at
p′ = p and q′ = q. Hence the parallelogram must certainly contain the point (p, q). This
means that |pω − q| < (1 + ε)/|p|. The latter is true for all ε > 0, so |pω − q| ≤ 1/|p| and
because ω is irrational, actually |pω − q| < 1/|p| < 1/|p|.
We will use these best rational approximations to prove the following result:
Corollary 5.2. For ω ∈ R\Q the limit Pω(ξ) = limQ/P→ω PQ/P (ξ) exists and satisfies
|Pω(ξ)− Pq/p(ξ)| ≤ C
(
1
|p|
+ |pω − q|
)
for all q/p with |ω − q/p| ≤ 1 .
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Proof. Let ω be irrational and let q/p be a best rational approximation of ω. This implies
that |ω − q/p| < 1/|p|2. Therefore, when |Q/P − ω| < 1/|p|2, then |Q/P − q/p| ≤ |Q/P −
ω|+ |ω − q/p| < 2/|p|2 and hence it follows from Theorem 4.2 that
|PQ/P (ξ)− Pq/p(ξ)| ≤ C
(
1
|p|
+ |p(Q/P )− q|
)
≤ 3C/|p| .
But of course |p| can be chosen arbitrarily large, so this shows that the limit Pω(ξ) =
limQ/P→ω PQ/P (ξ) exists.
Obviously, for ω /∈ Q and q/p arbitrary,
|Pω(ξ)−Pq/p(ξ)| ≤ lim
Q/P→ω
|Pω(ξ)− PQ/P (ξ)|+ |PQ/P (ξ)− Pp/q(ξ)| ≤
lim
Q/P→ω
C
(
1
|p|
+ |p(Q/P )− q|
)
= C
(
1
|p|
+ |pω − q|
)
.
It follows from Corollary 5.2 that Pω(ξ) depends continuously on ω at irrational ω. Indeed,
when ω is irrational, q/p is one of its best rational approximations and Ω is another rotation
number with |Ω− ω| ≤ 1/|p|2, then |pΩ− q| ≤ |pω − q|+ |p(Ω− ω)| ≤ 2/|p| and therefore
|Pω(ξ)− PΩ(ξ)| ≤ |Pω(ξ)− Pq/p(ξ)|+ |PΩ(ξ)− Pq/p(ξ)| ≤
C(1/|p|+ |pω − q|) + C(1/|p|+ |pΩ− q|) ≤ 5C/|p| .
This proves:
Corollary 5.3. The map ω 7→ Pω(ξ) is continuous at irrational ω (uniformly in ξ).
More quantitative continuity results may be obtained under certain conditions on the irra-
tionality of ω. For example, we recall that ω is called Diophantine when there are constants
γ > 0 and τ ≥ 1 such that
|pω − q| ≥
γ
|p|τ
for all integers p 6= 0 and q .
Corollary 5.4. When ω is Diophantine, then uniformly in ξ the map ω 7→ Pω(ξ) is locally
Ho¨lder continuous at ω with Ho¨lder exponent 1/2τ :
|Pω(ξ)− PΩ(ξ)| < (5C/γ
1/τ ) |Ω− ω|1/2τ whenever |Ω− ω| ≤ 1 .
Proof. Let ω be Diophantine and Ω arbitrary with |Ω − ω| ≤ 1 and choose two successive
best rational approximations q/p and q/p of ω in such a way that 1/|p|2 < |Ω−ω| ≤ 1/|p|2.
Then it follows that
|pω − q| <
1
|p|
and |pω − q| ≥
γ
|p|τ
and hence |p| < |p|τ/γ .
As a result,
|Pω(ξ)− PΩ(ξ)| ≤ 5C/|p| < (5C/γ
1/τ )/|p|1/τ < (5C/γ1/τ ) |Ω− ω|1/2τ .
The results in this section together prove Theorem 1.1.
6 Continuous dependence on parameters
We now prove that the Peierls barrier Pω(ξ) depends continuously on the local action:
Proposition 6.1. Fix ω ∈ R and let S be a local potential satisfying conditions A-C of
Section 2.1. For all ε > 0 there are a δ > 0 and a K > 0 so that whenever Sδ satisfies
conditions A-C and the estimates ‖Sδ − S‖C0(XK) < δ and ‖S
δ − S‖C1(XK) ≤ 1, then
sup
ξ∈R
|P δω(ξ)− Pω(ξ)| < ε .
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Proof. Let ε > 0 be given. We first let ω = Q/P be rational, choose K so that BP,Q ⊂ XK
and assume that ||Sδ − S||C0(XK) < δ :=
ε
4|P |
. Then it holds for all x ∈ BP,Q that
|W δP,Q(x)−WP,Q(x)| < |P |δ =
ε
4
. (6.24)
Denoting by x− ∈MP,Q a periodic minimizer ofWP,Q, by x
δ,− ∈ MδP,Q a periodic minimizer
of W δP,Q, by x(ξ) ∈ MP,Q(ξ) a periodic ξ-minimizer of WP,Q and by x
δ(ξ) ∈ MδP,Q(ξ) a
periodic ξ-minimizer of W δP,Q, it then follows from minimality that
W δP,Q(x
δ,−) ≤W δP,Q(x
−) ≤WP,Q(x
−) +
ε
4
,
WP,Q(x
−) ≤WP,Q(x
δ,−) ≤W δP,Q(x
δ,−) +
ε
4
,
W δP,Q(x
δ(ξ)) ≤W δP,Q(x(ξ)) ≤WP,Q(x(ξ)) +
ε
4
,
WP,Q(x(ξ)) ≤WP,Q(x
δ(ξ)) ≤W δP,Q(x
δ(ξ)) +
ε
4
.
From this it clearly follows that
|P δQ/P (ξ)−PQ/P (ξ)| ≤ |W
δ
P,Q(x
δ(ξ))−WP,Q(x(ξ))|+|W
δ
P,Q(x
δ,−)−WP,Q(x
−)| ≤
ε
2
. (6.25)
This proves the proposition when ω = Q/P is rational.
In case ω is irrational, we choose K large enough that all the sequences constructed in
the proof of Theorem 4.2 are in XK (in fact, one may check that K = |ω|+3+2r
2 suffices).
Then the proofs of Theorem 4.2 and Corollary 5.2 show that there is a constant C depending
only on ||S||C1(XK) for which
|Pω(ξ)− Pq/p(ξ)| ≤ C
(
1
|p|
+ |pω − q|
)
for all q/p with |ω − q/p| ≤ 1 .
In particular we may assume that this estimate holds both for the Peierls barrier of S and
for the Peierls barrier of Sδ, because ||Sδ ||C1(XK ) ≤ ||S||C1(XK) + 1. It then holds for any
best rational approximation q/p of ω and any Q/P with |ω −Q/P | < 1/|p|2 that
|Pω(ξ)− PQ/P (ξ)| ≤ 5C/|p| and |P
δ
ω(ξ)− P
δ
Q/P (ξ)| ≤ 5C/|p| . (6.26)
It now follows from (6.25) and (6.26) that
|P δω(ξ)−Pω(ξ)| ≤ |P
δ
ω(ξ)−P
δ
Q/P (ξ)|+ |P
δ
Q/P (ξ)−PQ/P (ξ)|+ |PQ/P (ξ)−Pω(ξ)| ≤
10C
|p|
+
ε
2
.
Thus, if we choose q/p so that 10C/|p| < ε/2 (and Q/P so that |ω − Q/P | < 1/|p|2 and
δ = ε/4|P |), then it follows that |P δω(ξ)− Pω(ξ)| < ε.
The main corollary of Proposition 6.1 is Theorem 6.2 below, which was formulated a bit more
weakly as Theorem 1.2 in the introduction. It says that the collection of local potentials that
do not admit a foliation of a specific rotation number, is open in the C1-topology. Thus,
one could say that laminations are “robust”.
Theorem 6.2. Let ω ∈ R and let S be a local potential satisfying conditions A-C of Section
2.1. Assume that Mω is not a foliation. Then there exist a δ > 0 and a K > 0 such that
for all local potentials Sδ that satisfy conditions A-C and the estimates ‖Sδ −S‖C0(XK) < δ
and ‖Sδ − S‖C1(XK ) ≤ 1, also M
δ
ω is not a foliation.
Proof. Because Mω is not a foliation, by Theorem 3.10 there is a ξ so that Pω(ξ) > 0.
By Proposition 6.1 there then exist a δ > 0 and a K > 0 so that P δω(ξ) > 0 for all local
potentials Sδ with ‖Sδ − S‖C0(XK) < δ and ‖S
δ −S‖C1(XK ) ≤ 1. By Theorem 3.10, such S
δ
do not admit a foliation of rotation number ω either.
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