This paper proposes a delay-based link utilization estimation scheme that assumes each output port in each node follows the multiple-queue model. The conventional alternative assumes only a single-queue model, where link utilization is estimated by using the probability of that the round-trip time of the packet exhibits the minimum delay. However, nodes in an actual network have multiple queues in each output port. Due to the multiple-queue model, the conventional scheme is unable to determine link utilization. This is because the probability that a packet has minimum delay is not directly related to the link utilization. The proposed scheme measures the probability of packet delay and the ratios of probe packets waiting in the queues; it solves simultaneous equations that include the probability of packet delay and queue utilization. Our simulation results show that it can estimate link utilization with error under 0.1.
Introduction
Link utilization is the ratio of traffic rate to link capacity. Link utilization, U, is expressed by U = T C , where C is link capacity and T is traffic rate passing through the link. Link utilization is used to judge if a network is congested, or link capacity is not satisfying traffic demands. To keep the quality of service while better utilizing network resources, network operators should control traffic, control routing, or enhance link capacity. For these goals, network operators should estimate the link utilization frequently and correctly.
Techniques that estimate network conditions by measuring one or more states in the network lie in the field of network tomography. There are two approaches: passive measurement and active measurement.
Passive measurement does not need to use probe packets and instead directly collects information from network nodes. The Simple Network Management Protocol (SNMP) [1] is one such protocol. This approach is able to collect link utilization frequently, and it has an advantage that the network states are not affected by the measurement because probe packets are not used. However, due to a limitation of administration authority, the network operators cannot always access all the nodes.
In active measurement, an observer injects probe packets from an observer host into the network. Active measurements schemes include the Train Of Packet Pair (TOPP) scheme and the Self Loading Periodic Stream (SLoPS) [2] , [4] - [7] . In TOPP, there are two hosts, the transfer and receiving hosts. The transfer host sends probe packets to the receiving host. The receiving host analyzes the interval of packet arrivals. By analyzing the results, the observer estimates the available bandwidth on a path [2] , [3] , or the minimum link capacity on a path [4] .
In SLoPS, an observer sends constant rate packet streams from an observer host to the network [5] - [7] . If the transfer rate of the packet stream is higher than the available bandwidth on the path, the one-way delay variation can be used to estimate the available bandwidth. The advantage of active measurement is that the observer is able to estimate the available bandwidth without administration authority in the network. However, this scheme must send streams of probe packets that have higher rate than the available bandwidth on the path. This influences the communication quality of users. For this reason, frequent probing is not suitable.
Studies to estimate link utilization based on roundtrip time (RTT) measurements have been presented [8] , [9] , [14] . Link utilization is obtained from the probability of the minimum RTTs on a link, in which the RTT variation is due to only queuing delay. This scheme measures two RTTs from an observer host to [[ both end nodes of the target link]] to measure the probability of minimum RTTs. The advantage of this scheme is that the measurements do not cause any link overload situation, because the transfer rate of the probe packets is much smaller than the available bandwidth. However, this scheme assumes that nodes have single queues in their output ports.
In a network that provides multiple service qualities, nodes process packets according their packet priority, which is associated with service quality. To this end, nodes have multiple queues on each output port. When each node receives a packet, it checks the packet's priority and the packet is stored in a queue corresponding to the priority. The priority flag in the packet header is used to determine priority [10] , [11] . For example, Internet Protocol (IP) telephony requires lower latency than other applications, so nodes preferentially transmit packets of IP telephony.
Weighted Round-Robin (WRR) queuing is one of the packet scheduling algorithms [12] . WRR transmits each packet in a round-robin manner considering weights; the opportunity that the weighted round-robin pointer visits a queue is determined by the weight assigned to the queue. For example, consider a node that has three queues for high, middle and low priorities. If all queues are occupied by packets, the head-of-line packet in each queue is transmitted with a probability that is proportional to the ratio associated with the queue's weight.
The conventional RTT-based scheme assumes a single queue per port [8] , [9] , and so is not suitable for multiple-queue nodes. The conventional scheme judges that a link is utilized when a packet is delayed at the output port to the link. However, a head-of-line packet in a queue has to wait for its transmission chance in the multiple-queue node, because another queue may be selected for transmission. The observer is not able to judge the cause of packet delay in the multiple-queue node. Therefore, a scheme that can estimate link utilization in multiple-queue nodes is needed.
This paper proposes a delay-based link utilization estimation scheme that assumes the multiple-queue model for output ports. The proposed scheme measures the probability of packet delay and the ratio of the probe packets waiting in each queue, and solves simultaneous equations that include the probability of packet delay and queue utilization. Our simulation results show that its estimation error of link utilization is within 0.1.
The remainder of this paper is organized as follows. Section 2 describes two node models, which are a single queue model and a multiple queue model. Section 3 introduces our proposed scheme. Section 4 presents performance evaluations of the proposed scheme. Finally, section 5 concludes this study. Fig. 1 shows the single queue model. When a packet passes through a node it experiences packet delay. Oneway delay from a one node to the next-hop node consists of variable delay and fixed delay. Delay D i for packet i is expressed by,
Node models

Single queue model
T f includes the fixed delay for forwarding and switching, serialization/de-serialization, and propagation. T f is a constant value, i.e. independent of i, as long as the route of each packet is not changed. T q (i) is caused by queuing at the ingress node of the link, where packet i has to wait before being transmitted to the output port. The queuing delay is measured by sending probe packets from the ingress node to the next hop node, or the egress node through the link. When the queue at the ingress node is empty, there is no queuing delay, i.e. T q (i) = 0. If no queuing delay is observed, in other words T q (i) = 0, the link is not utilized. On the other hand, if the queue is not empty, the delay for a packet passing through the link is varied by queuing. The measured delay is larger than the minimum delay, where T q (i) > 0. In this case, the observe judges that the link is utilized.
In the single queue model, link utilization, U, is expressed by N min and N other . Let N min be the number of probe packets whose delay is the minimum delay, and N other be the number of probe packets whose delay is larger than the minimum delay [8] , [9] .
2.2 Multiple queue model Fig. 2 shows the multiple queue model. In a network that provides multiple service qualities, nodes have multiple queues in each output port. A packet arriving at the node is stored in the queue that corresponds to the packet's priority. Packets are transferred to the output port by a packet scheduling algorithm. For example, Priority Queuing (PQ) and Weighted Round Robin (WRR) Queuing scheduling algorithms are employed in the multiple queue model [12] , [13] .
In PQ, packets in a priority queue are transferred only if all higher-priority queues are empty. The benefit is that higher-priority packets are not influenced by lower-priority packets. On the other hand, lowerpriority packets are influenced by higher-priority packets. Lower-priority packets are not transferred as long as even one higher-priority packet exists in a queue. This increases the delay of lower-priority packets.
In WRR, packets are transmitted in weighted roundrobin manner according to a weight associated with each queue. For example, consider a node that has two queues in an output port; the weight of the high-priority queue is two and the weight of the low priority queue is one. When the two queues are full, the transfer ratio between the high-priority and low-priority queues is 2 : 1. The advantage of WRR is that the low-priority packets experience less delay than with PQ.
In the WRR queuing process, a weighted roundrobin pointer visits queues in turn. The opportunity that the weighted round-robin pointer visits each queue is proportional to a weight associated with each queue. The total amount of traffic transmitted through an output port, T total , is the sum of transmitted traffic rate T i from queue i (1 ≤ i ≤ n), where n is the number of queues. T total is expressed by,
Link utilization U is expressed by
where C is link capacity. In Eq. (4),
C is replaced by U i , which is defined as the queue utilization of queue i. Eq. (4) is expressed by,
An observer can measure the packet delay at queue i. The observer sends probe packets with the target priority, which are then stored at the corresponding queue. Let N min i be the number of packets with minimum delay in queue i, and N other i be the number of packets with non-minimum delay in the same queue. The packet delay ratio of queue i, which is denoted by X i , is the ratio of the number of probe packets with the non-minimum delay to the sum of probe packets. X i is defined by,
The conventional scheme with single queue model is unable to handle nodes with WRR. The WRR scheduler does not always immediately transmit packets that are stored at the head of line of the queue, as another queue may be selected to transmit its head-of-line packet. Even if the queue is empty, delay variation is caused. Therefore, X i is not equal to U i . Note that, in PQ, link utilization can be estimated by sending probe packets to the lowest priority queue by using the conventional scheme.
Proposed scheme
The proposed scheme estimates link utilization under the multiple-queue model. The proposed scheme focuses on U − X i , which is the probability of probe packets being processed immediately when there are some packets at other queues. Link utilization is calculated by solving simultaneous equations that are associated with link utilization U, queue utilization U i and packet delay ratio X i . We assume that w i , which is the weight of queue i in WRR, is known. Customers may be informed by network operators of their service classes including priorities and how each service is provided together with its associated weight in the case of WRR, or may be able to guess the weight from the network operators' disclosed information. The queue indices are denoted by i = 1, 2, · · · , n. μ i is the processing rate of queue i per unit time. U i is the utilization of queue i. P i is the probability that the scheduler processes queue i. The processing rate per unit time of the output port, which is denoted by μ, is constant. WRR apportions the processing rate μ to μ i , which is the processing rate for queue i. μ i is expressed by,
Note that μ and μ i are introduced for convenience in order to derive formulations that can estimate link utilization, but they disappear in the process of obtaining the variables that should be determined. We consider the case where n = 2, i.e. an output port has two queues. The relationships of U, U i , X i , and P i are obtained as follows.
In Eq. (8), we consider that a probe packet enters queue 1. A link is utilized, either when the probe packet has non-minimum delay, or when the probe packet has the minimum delay under the condition that queue 2 has at least one packet and the scheduler allows the probe packet in queue 1 to be transmitted immediately. Therefore, Eq. (8) indicates that, when we consider queue 1, U is the sum of two probabilities, probability X 1 (a probe packet in queue 1 has non-minimum delay), and probability, P 1 (1 − U 1 )U 2 (a probe packet in queue 1 is processed immediately under the condition that no packet is stored in queue 1 and at least one packet is stored in queue 2). In the same way, Eq. (9) indicates that, when we consider queue 2, U is the sum of two probabilities, probability, X 2 (a probe packet in queue 2 has non-minimum delay), and probability P 2 U 1 (1−U 2 ) (a probe packet in queue 2 is processed immediately under the condition that no packet is stored in queue 2 and at least one packet is stored in queue 1). Eq. (10) indicates that the link utilization is equal to the sum of all queue utilizations. X 1 and X 2 are observable, but U, U 1 , and U 2 are not known. An observer solves the simultaneous equations in Eqs. (8)- (10) by using X 1 and X 2 . We show that P 1 and P 2 are expressed by U i and w i . A state transition diagram for the multiple queue model with n = 2 is illustrated in Fig. 3 . There are two states. State i, where i = 1, 2, means that the WRR scheduler processes queue i. The number with the arrow from state i to state j, i j, indicates the transition probability that state i is changed to state j. State 1 is changed to state 2 if the scheduler finishes processing queue 1 and queue 2 has at least one packet. The transition probability that state 1 is changed to state 2 is expressed by μ 1 U 2 . State 2 is changed to state 1 if the scheduler finishes processing queue 2 and queue 1 has at least one packet. The transition probability that state 2 is changed to state 1 is expressed by μ 2 U 1 .
The equilibrium state in Fig. 3 gives the following relationship, given the probability of the scheduler processing each queue.
The left side of Eq. (11) is the transition rate from state 1 to state 2. The right side of Eq. (11) is the transition rate from state 2 to state 1. By using the relationship of P 1 + P 2 = 1 and Eq. (7), P 1 and P 2 are given by,
Eqs. (12) and (13) are used to solve the simultaneous equations in Eqs. (8)- (10) . Next, we consider the case where n = 3, the output port has three queues. In the same way as n = 2, the relationships of U, U i , X i , and P i with n = 3 are given as follows.
where P 1 + P 2 + P 3 = 1. Eq. (14) indicates that, for queue 1, U is the sum of three probabilities; X 1 , (a probe packet in queue 1 has non-minimum delay), probability
(a probe packet in queue 1 is processed immediately under the condition that no packet is stored in queues 1 or 2 and at least one packet is stored in queue 3), and probability (15) and (16) are also obtained in the same way as Eq. (16). 
where (x mod y) expresses the remainder of x divided by y. State i is changed to state M(i + 1, 3) if the scheduler finishes processing queue i and queue i+1 mod n has at least one packet. The transition probability that state i is changed to state M(i+1, 3) is expressed by μ i U i U M(i+1, 3) . Next, consider the case that state i is changed to state M(i + 2, 3). State i is changed to state M(i + 2, 3) if the scheduler finishes processing queue i, queue M(i + 1, 3) has no packet, and queue M(i + 2, 3) has at least one packet. The transition probability that state i is changed to state M(i + 2, 3) is expressed by 3) . The relationships of U, U i , X i , and P i are obtained as follows.
By using the relationship of P 1 + P 2 + P 3 = 1 and Eqs. (18)- (20), the simultaneous equations expressed by Eqs. (14)- (16) can be solved.
Generalization of formulation
Let us consider the general case, where the number of queues is n. The simultaneous equations are given by,
where
is denoted by an enumeration set that excludes i, where 1 ≤ i ≤ n. E num (i, q, r) enumerates all combinations of k (1 ≤ k ≤ n − 1) queues from n − 1 queues and returns the r-th combination set (1 ≤ r ≤ n−1 C k ). We present examples of E num (i, k, r) with n = 2, 3, 4, 5 in Appendix 5. We note that, if has no element in Eq. (21), the value of is specially treated as 1. For example, if E num (i, n − 1, 1)\E num (i, k, r) = ∅, where ∅ denotes an empty set, t∈E num (i,n−1,1)\E num (i,k,r) (1 − U t ) is set to 1.
The relationship on P i is given by,
α ip is the transition rate moving from state i to state p. α ip is expressed by,
β ip is the transition rate moving from state q to state i. β ip is expressed by,
The same as for Eq. (21), if has no element in Eqs. (24) or (25), the value of is specially treated as 1.
Estimation for number of queues
The proposed scheme assumes that the number of queues of an output port in a node is known. The number of queues may be different in each node. In addition, an observer cannot determine the number of queues directly. The proposed scheme estimates the number of queues by checking probability distributions of probe packet delays. The proposed scheme estimates probability distributions for a target link by sending probe packets, in the same way as [8] , [9] , with various priority streams. Estimating probability distribution of delays for a target link is called restoration of the delay probability distribution. If there are multiple queues in an output port on the target link, the characteristics of probability distributions of the delays are different. The proposed scheme is able to judge how many different delay probability distributions are observed. This is called matching. Details of the procedures are described below.
Maximum number of probe streams
The maximum number of priority queues in an output port of a node, i.e. maximum number of priority classes, is defined as [11] . An observer sends probe packet streams, whose number is limited by the maximum number of priority classes, to both end nodes of the target link. If different packet streams belong to the same priority class, they are stored in the same queue. Next, we check if the delay properties of different packet streams, which includes packet-delay rate X i , the average delay, and the delay distribution, match each other.
Restoration of delay probability distribution in
target link Let two probability distributions be F x and F y . F x has a random variable X, the delay from observer host s to node p. F y has a random variable Y, the delay from node p to node q. Fig. 5 shows a network model with observer host s, node p, and node q. F x+y of the delay from the observer host s to node q is expressed by F x and F y [8] , [9] . The observer measures the relative delay frequency distribution. Let F sq (i) be the relative delay frequency distribution from observer host s to node q, F sp (i) the relative delay frequency distribution from observer host s to node p, and F pq (k) the relative delay frequency distribution from node p to node q, where k = 0, 1, · · · , m. When k = 0, the relative frequency of the measurable minimum delay is stored. Eq. (26) is expressed in discrete form by,
F pq (m) is obtained by,
3.2.3 Estimation of the number of queues by checking the degree of coincidence The number of queues is estimated from the number of matched estimated probability distributions in the target link. The number is determined by the normalization of the standard deviation and cross-correlation function. When there are relative frequency distributions x(k) and y(k) (k = 0, · · · , n), the degree of coincidence is calculated by,
When S = 1, x(k) is equal to y(k). In case of S ≥ 0.99, we judge that both relative frequency distributions match. This matching procedure yields the number of queues in the output ports along the target link.
Estimation of scheduling algorithm
The scheduling algorithm used, PQ or WRR, may need to be estimated by measuring X i (1 ≤ i ≤ n). When the scheduling algorithm is PQ, the following relationship is satisfied.
Packets stored in higher-priority queues than the lowest-priority queue always affect lowest-priority packets. In PQ, X n , which is measured by sending lowest-priority probe packets, is equal to U. When Eq. (32) is satisfied, the existence of PQ is possible. However, in WRR, there is also the possibility that Eq. (32) is satisfied. Therefore, there is no assurance that the algorithm can be determined. When Eq. (32) is not satisfied, packets are not processed by the PQ algorithm.
Performance evaluation
We evaluated the proposed scheme in networks whose nodes used the WRR algorithm to transmit, by using a simulator that we developed. Examined networks are multiple hop networks, as shown in Figs. 6 and 7.
We define Δ as the estimation error; it is the absolute difference between an estimated value and an actual value. The actual utilization value is obtained by using byte counters of transmitted packets in each queue in this evaluation.
Evaluation settings 4.1.1 Settings for nodes and queues
Only queuing delay is considered at each node when evaluating the proposed scheme. Arriving packets are processed immediately and stored in the corresponding queue in an output port. Processing delay and serialization delay are ignored [15] 1) The weight of each queue is assumed to be known. When the number of queues is 2, (w 1 , w 2 ) = (2, 1) is set, and, when the number of queues is 3, (w 1 , w 2 , w 3 ) = (3, 2, 1) is set.
1)
To investigate the applicability of the proposed scheme for the multiple-queue network model at the first step, this evaluation considers only the queuing delay. In [14] , how to incorporate factors of processing delay jitter and practical timer granularity values for link utilization estimation based on delay measurements is presented. The work in [14] can be also applied to our evaluation in the multiple-queue network model. Flows of probe packets streams are shown in Fig. 8 , and the number of queues in the transit nodes is shown in Fig. 6 in network model 1. In addition, for network model 2, the flows are shown in Fig. 7 , and the number of queues is shown in Fig. 9 . In condition 7, the number of queues at the transit nodes is fixed to two, and, in condition 8, the number of queues at the middle nodes is fixed to three. These conditions are adopted to ireflect practical implementations [16] .
Settings for cross traffic and links
Each link bandwidth is set to 1 [Gbps], and propagation delay is set to 1.6 [msec] . Cross traffic rate is set to 0.6, 0.7, 0.8, and 0.9 in a target link. The total rate of cross traffic is fixed to 0.3 in a non-target link. To evaluate the basic characteristics of the proposed scheme, cross traffic is not set in the backward direction. Furthermore, the rate of cross traffic is distributed to each queue randomly.
User Datagram Protocol (UDP) packets are generated with the sizes of 500 [bytes] and 1, 200 [bytes] at the same probability. In actual networks, packet size distribution is biased, and several hundred byte packets and over 1,000 byte packets are often observed [17] , our assumption of packet length follows this observation. The packet arrival interval distribution follows the geometric distribution. 
Settings for probe packets
All probe packets are 32 [bytes] long; this is the default size of ICMP (Internet Control Message Protocol) request/response packets in Windows R Operating System.
Simulation granularity
Simulation granularity is set to 100 bytes per step. This value means that each node transmits 100 bytes from output ports per step. Smaller granularity than this increases the simulation time. We determined the simulation granularity by balancing evaluation accuracy against practical simulation times.
Relationship between measurement time and esti-
mated value Using condition 1 of Fig. 8 , we investigate the relationship between the estimation time and the estimated value. Fig. 10 plots the relationship. To check the estimated value, estimation error Δ is used. When the number of probe packets loaded into each queue per second is 100, the estimated value is less than 0.02. For measurement times of 10 or more seconds, there is no significant change of the estimated value. In the case of 100 second probing periods with 10 packets per second, the estimated value nearly equals to that estimated under 10 second probing periods with 100 packets per second. This result shows that the estimated values are stable with over 1000 probe packets for each queue.
Estimation accuracy of link utilization
We use conditions 1-8 to investigate the estimation accuracy of link utilization. It is assumed that queue weights and the number of queues are known. The measurement time is set to 30 seconds and the packet per second value is set to 100, so the total number of probe Tables 1 and 2 plot estimation results under network model 1 (Fig. 6) . Estimation error Δ with standard deviation σ is expressed by Δ±σ. In all cases, estimation errors are under 0.1. The correlation coefficient between actual utilization and estimation errors is investigated. The correlation coefficients under conditions 1, 2, 3, 4, 5, and 6 are −0.22, −0.08, −0.35, 0.08, 0.10, and −0.26, respectively. These results show that the estimation accuracy of the proposed scheme does not depend on link utilization in the target link.
We also investigate the coefficient of the correlation between the numbers of queues at node 5 and the estimation errors under conditions 5 and 6. The correlation coefficient is 0.35, which indicates a positive correlation. The estimation accuracy is impacted by the number of queues. If the number of queues increases, the number of variables in the non-linear simultaneous equations in Eqs. (21)-(25) increases which worsens the accuracy of the solutions.
Estimation results of link utilization in network model 2 (Fig. 7) are shown in Table 3 . In all cases, the estimation errors are also under 0.1. The correlation coefficient between actual utilization and estimation errors is −0.30 under condition 7 and 0.61 under condition 8. These results indicate that, as the load of a target link rises, the estimation error increases. The reason is as follows. As the hop count increases, fewer probe packets have no queuing delay. The proposed scheme needs to obtain the exact percentage of probe packets with the minimum delay. However, since the hop counts are larger than those of conditions 1-6 and Table 3 Estimation results of link utilization under conditions 7-8.
Estimation errors Δ ± σ Actual Condition 7 Condition 8 0.6 0.064 ± 0.049 0.036 ± 0.031 0.7 0.029 ± 0.032 0.041 ± 0.031 0.8 0.030 ± 0.045 0.083 ± 0.040 0.9 0.030 ± 0.027 0.091 ± 0.015 Table 4 Comparison of probing loads between proposal and conventional. the load of the target link is also high, the number of probe packets with the minimum delay becomes small, which degrades the estimation accuracy.
Comparison of probing loads between proposed and conventional schemes
We compare the probing loads created by the proposed scheme and the conventional scheme presented in [8] , [9] . In both schemes, the probing load is proportional to the number of probe packets sent per second and their length. In addition, the load of the proposed scheme is proportional to the number of priority classes. The probing loads of both schemes are shown in Table. 4, where link bandwidth is set to 1 [Gbps], probe packet length is set to 32 [bytes], and probe packets per second is set to 1000. In the proposed scheme, the number of priority classes, or the number of probe packet streams, was set from 2 to 8.
Since the conventional scheme does not set any priority class, the load is a constant 0.0256%. In contrast, the proposed scheme creates larger loads because it sends several probe packet streams into a path. However, the maximum load of the proposed scheme is only 0.2%, which has an insignificant impact on user traffic.
Conclusions
This paper has proposed a scheme that can estimate link utilization where it is assumed that each output port at each node has multiple queues. Since the conventional scheme assumes that nodes have single queue in each output port, the conventional scheme does not support the multiple queue condition. The proposed scheme measures the non-minimum delay probability of probe packets by observing the ratios of probe packets waiting in the queues. It estimates link utilization by solving simultaneous equations that include the nonminimum delay probability of probe packets in each queue. Evaluation results showed that the estimation error of link utilization is under 0.1 in a multi-hop network with multiple-queue nodes. Table 8 Example of E num (i, k, r) with n = 5. 
