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Nothing Matters – A Theory of the Vacuum 
 
Completed on July 1, 2002 
 




 A new theory of the vacuum is proposed for both QCD and the Weak Interaction.  
This theory employs a form of dynamical symmetry breaking that applies to non-Abelian 
gauge theories with interacting fermions.  The theory is renormalizable and does not 
require a Higgs boson.  In QCD, the vacuum leads to the total confinement of quarks into 
baryons and mesons.  After quantizing the theory ins ide a sphere, a non-perturbative 
method is presented for calculating the masses of these hadrons from quark masses and 
the strong coupling constant.  For the Weak Interaction, an alternative to the Standard 
Model is proposed.  The theory begins with comple te chiral symmetry of the Lagrangian, 
but the vacuum leads to the confinement of one chirality of leptons.  It is proposed that W 
and Z bosons are not fundamental particles, but simply bound states of the chirally 
confined components of massive leptons and neutrinos just as mesons are bound states of 
confined quarks.  The remaining unconfined leptons are the ones observed in nature.  
There are three main conclusions.  First, there is no Higgs boson.  Second, two (and 
possibly three) of the parameters of the Standard Model (the Higgs VEV, QCDL , and 
possibly the Weinberg angle) are actually calculable from other parameters.  Third, the 
Weak Interaction Lagrangian is initially chirally symmetric and only generates an 
implicit V-A structure as a result of the symmetry breaking of the vacuum. 
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1. Review of the standard free vacuum 
 
 We begin by writing down the Lagrangian for a massive fermion coupled to a 
gauge field: 
 ( )mnmn FFAgmixdL 413 )( -Y/+-¶/Y= ò ,     (1.1) 
where Y  are the fermion (and anti- fermion) fields, mA  are the gauge fields, and m is the 
fermion mass.  We use the usual notation where mmgAA =/ , and we use the Dirac 


































5g  .    (1.2) 
The interacting Dirac equation of motion is given by the well-known expression: 
 0)( =Y/+-¶/ Agmi .        (1.3) 
Standard fermion quantization uses Dirac spinors to construct plane wave solutions to the 
free fermion (g=0) equation.   
 One way to describe this standard method is to begin by making the substitution  
 mmi c)( +¶/=Y .        (1.4) 
This has the advantage that the equation of motion for mc does not involve any gamma 
matrices: 
 ( ) 02 =-¶¶- mm cmm .        (1.5) 
There are well-known complete sets of solutions to this equation in many coordinate 
systems, including Cartesian and spherical.  In the standard approach, mc  is expanded 


































c      (1.6) 
with the notation for momenta and spin unit vectors given by 
   220 mpEp p +==
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S .         (1.7) 
It is apparent that the fields in (1.6) solve equation (1.5) and hence solve the Dirac 
equation for the free fermion case. 
 In combination with (1.4), the “generating” field of (1.6) leads to the following 
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To quantize the fields in the canonical formalism, we interpret the field amplitudes as 
creation and destruction operators and impose anti-commutation relations with their 
Hermitian conjugates: 
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 { } )(, 3 ppbb sspssp ¢-= ¢+ ¢¢ rrdd  and { } )(, 3 ppbb sspssp ¢-= ¢+ ¢¢ rrdd  .   (1.9) 
It is well known that the fields of (1.8) quantized in this way have the following 
normalization and anti-commutation relations: 




 { } )(),(),,( 3 yxtytx ssss rrrr -=YY ¢+¢ dd  ,      (1.10) 
where we are using the standard notation that åY=Y
s
s .  
 To understand the meaning of the anti-commuting amplitudes, we look at their 
relationship to the “free” (g=0) Hamiltonian.  This Hamiltonian is given by: 




0  ,      (1.11) 
and has the property that 
 [ ] ++ = sppsp bEbH ,0  and [ ] ++ -= sppsp bEbH ,0 .    (1.12) 
If in addition, we define the “bare vacuum” 0 as the state that has the property: 
 000 == spsp bb  ,        (1.13) 
then we can see that +spb (
+
spb ) can be viewed as operators that create positive (negative) 
energy fermions from this “vacuum”, while spb and spb  are the corresponding destruction 
operators.   
 Clearly, one can create a state with energy lower than the bare vacuum by 
operating on the bare vacuum with negative energy creation operators.  From (1.12), one 
can see: 
 00 ++ -= sppsp bEbH .        (1.14) 
We define the “free perturbative vacuum” as the state created from every possible 




b 00  .        (1.15) 






 ,         (1.16) 
we can see that the energy of the free perturbative vacuum is: 








 ,      (1.17) 
where V is the volume of space and the factor of 2 is from the sum over spins.  In the next 
section we show explicitly how to create a new vacuum for the )0( ¹g case that has 
infinitely more negative energy than that of (1.17). 
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2. A New QCD Vacuum 
 
New Assumptions  
 In the last section, a key step in finding free solutions was in making the 
substitution (1.4).  In this section, we make a different substitution that leads to a new 
vacuum with infinitely more negative energy than that of the free vacuum.  Namely, we 
consider quark fields that obey: 
 c¶/=Y i  with  0=¶¶- cmm  .       (2.1) 
The most important thing to note about (2.1) is that we are making a “massless” 
expansion of massive quark fields.  This means that the mass term of the Lagrangian 
becomes another interaction term.  Later in this chapter, we show that a dynamically 
generated vacuum gauge field can cause the gauge interaction term of the Lagrangian to 
effectively cancel this mass “interaction” term.  To produce this effect, the vacuum gauge 
field must be proportional to the quark mass matrix in the Lagrangian.   
 We postulate the following general form for the QCD vacuum gauge field (we 
will specify the exact form shortly): 
 )()( tATxA aa mm =  with only diagonal aT  nonzero,    (2.2) 
where the aT  are group generators of a non-Abelian gauge field.  For example, for SU(2) 
QCD we could take 33td aaT =  to be a Pauli matrix, while for SU(3) QCD we could take 
aT  to be some combination of the Gell-Mann matrices 3l  and 8l .  Neglecting any 
contributions from gauge field fluctuations around the vacuum gauge field, the 
Hamiltonian takes the form:  
 { }ò Y-/Y-+Y¶Y= + )()( 22103 MAgEixdH i  ,    (2.3) 
where we have used (2.1) and (2.2), ii AE 0-¶= is the color “electric” field, and M is the 
fermion mass matrix in both color and flavor space.  For this analysis, we will assume 
that the mass matrix is diagonal in both color and flavor.     
 Next we make a key assumption – that certain parts of the vacuum gauge field are 
anti-Hermitian.  Due to this assumption, we will show that to ensure real eigenvalues of 
the Hamiltonian, we must impose restrictions limiting the space of physical states.  The 
primary motivation for choosing a partially anti-Hermitian vacuum gauge field is that it 
leads to an anti-Hermitian vacuum electric field.  This means that the vacuum electric 
field energy (being a square of an imaginary number) becomes real and negative rather 
than real and positive.  We will see that this negative electric energy leads to a 
mechanism for quark “confinement”. 
 
Fermion Quantization 
   Using the canonical formalism, the quark field can be quantized by expanding it 
into orthonormal functions and identifying the coefficients as anti-commuting creation 
and destruction operators.  We define the quark field through a slightly different 
generating field from that of the last section: 
























 ,   (2.4) 
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where fF  is a vector in flavor space and aC  is an N-dimensional vector in SU(N) color 
space.  Also, since we are defining a “massless” expansion, we have pp
r
=0 .  Using 



























.   (2.5) 
 The next step in canonical quantization is to impose anti-commutation relations 
on the amplitudes, thus giving rise to their interpretation as creation and destruction 
operators.  We impose the relations: 
 { } )(, 3 ppbb ffsspfssfp ¢-= ¢¢¢+ ¢¢¢¢ rrdddd aaaa  and  
 { } )(, 3 ppbb ffsspfssfp ¢-= ¢¢¢+ ¢¢¢¢ rrdddd aaaa .      (2.6) 






+++ +=YY åòò 33       (2.7) 
and anti-commutation relations, 
 { } )(),(),,( 3 yxtytx ffssfssf rrrr -=YY ¢¢¢+ ¢¢¢ dddd aaaa  ,    (2.8) 




a .          
 
The vacuum gauge field 
 Now that we have quantized the theory, we can more fully specify the form of our 
proposed vacuum gauge field.  It is well known that solutions to interacting field theories 
can cause gauge fields to become proportional to integrals of fermion fields (see [1], 
chapter 15).  Keeping this in mind, we propose the following form for a dynamically 
generated vacuum gauge field in SU(N) QCD: 
 ò Y¶= + baba MTxdhigA cl mm 3  ,        (2.9) 
where we take l  to be some real, positive constant.  The normalization of abh  is chosen 
so that 
 1=cacbab ThTh         (2.10) 
For example, for SU(3), we will assume ( )883343 ldld aababTh += , where al  are Gell-
Mann matrices (not to be confused with the constant l ).   
 There are three key things to note about the gauge field of (2.9).  First, we are 
proposing a form of “dynamical” symmetry breaking in which the vacuum gauge field is 
proportional to the fermion mass.  Second, although it doesn’t look like it at first glance, 
agAm  transforms correctly as a Lorentz 4-vector, maintaining the same functional form 
regardless of the frame chosen for fermion quantization (see Appendix).  Finally, as we 
show explicitly below, aigA  does indeed lead to an anti-Hermitian color electric field.   
 Given equations (2.1), (2.8), and (2.9), it can be easily seen that:  
 [ ] YY=YY MTgA aa lg mm,           (2.11)  
Using this relation, we can rewrite the Hamiltonian of (2.3) in the following way: 







ml  .    (2.12)  
where V is the volume of space for the integral and we define: 
 ò Y¶Yº + 030 ixdH  
 ò YYº MxdH M 3  
 ò YYº aa TxdQ mm g3          (2.13) 
Notice that since )(tAA aa mm = , it is possible to take the gauge field outside of the spatial 
integral in the aQm  and electric energy terms of (2.12).   
 It should be noted that if we take 1>l , then we are in effect changing the sign of 
the quark mass term.  Negative fermion mass terms can be problematic, leading to 
theories that are not well defined.  One way to see this is by looking at equation (1.8).  If 
the mass is negative, then the fermion field is not well defined when the magnitude of the 
energy equals that of the mass.  We would like l  as large as possible to generate the 
largest possible negative electric energy, but the largest value we can take for l without 
running into problems is 1=l .  This also happens to be the value for which the gauge 
interaction term totally cancels the mass term in the Lagrangian.  Consequently, for the 
remainder of this paper, we will assume that 1=l .  
  
Field Expansions  
 To simplify the expansion of field operators in terms of creation and destruction 
operators, we first define the following convenient notations for the diagonal group and 
mass matrices: 
 aaa CTCT
aTa º  and f
TT
ff FMCCFM aaa º  .     (2.14) 
We begin by expanding the gauge field, for convenience separating it into time-
independent and time-dependent parts: 































+-+ += å ò .  (2.15) 
With the above expansions, we can see that )2(aigA  is anti-Hermitian, while all of the rest 
of the components of agAm  are Hermitian.  As advertised, this vacuum gauge field leads to 










+-+ += å ò  .   (2.16) 
 The only other operators we need to expand for the Hamiltonian are the kinetic 
energy operator and the color “charge” operator.  The kinetic energy operator takes the 
simple form: 






0 .      (2.17) 
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As for the charge operator, we again separate this into time- independent and time-
dependent parts: 
 )2()1( aaa QQQ mmm +=  with 
































+= å ò . (2.18) 
 
The QCD Vacuum  
 Using the above expansions, consider the expectation value of the Hamiltonian of 
(2.12) for a state with a single “negative-energy” quark on top of the bare vacuum: 
 ( ) 2202210 /00 gpVMpbQgAHb fsfpaasfp aamma --=+ +  .   (2.19) 
Note that we have removed the aaQgA mm-  term from the Hamiltonian.  In the next 
section, we will show that this term does not contribute to physical matrix elements, but 
for now, we just remove it without further explanation.  On the right hand side of (2.19), 
the first term is the kinetic energy, while the second term is the electric field energy.  
Since we can take V to be infinite, this electric energy is infinitely negative.  It is 
interesting that if we had chosen a “positive-energy” quark, the first term would change 
sign, but the second would be identical – infinitely negative.   
 One might then think that given this theory, the most negative expectation value 
possible would come from a state containing every possible quark – both “positive-
energy” and “negative-energy” quarks.  This is not the case.  The easiest way to see this 
is to note that 
 ( ) 000 =+ ++ sfpsfpaasfpsfp bbQgAHbb aammaa ,     (2.20) 
as a result of the fact that the product of two identical anti-commuting operators vanishes. 
So for every “negative-energy” quark there is a “positive-energy” partner that will cause 
the expectation value of the Hamiltonian to vanish.  This means that if we want to 
maximize the infinitely negative electric energy, we must have a vacuum made up of half 
of all possible quarks, each missing its partner. 
 To also maximize the negative kinetic energy, one can see that the correct choice 






ax 00 .        (2.21) 
We propose that this is the correct state to begin with in a perturbative evaluation of the 
QCD vacuum (see next chapter).  It should be noted that this state is slightly different 
than the standard Dirac Sea in that it involves “massless” quark operators (coefficients of 
our “massless” expansion) and that it assumes the existence of a vacuum expectation 
value for the gauge field.  The expectation value of the Hamiltonian using our new 
vacuum state is: 














2  ,     (2.22) 
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where it should be noted that 0x  causes 
aaQgA mm  to vanish, so we do not have to 
explicitly remove it.  Due to the electric energy, this state has infinitely more negative 
energy than the free vacuum of the last chapter. 
 It is interesting to see that within the limitations of the present zeroth order 
approximation, the vacuum exhibits confinement.  From the volume factor in (2.19), we 
can see that destroying any “negative-energy” quark from this state would increase the 
energy by an infinite amount.  Similarly, from the infinite energy difference between 
(2.19) and (2.20), we can see that adding any “positive-energy” quark to this state would 
also increase the energy an infinite amount.  This means that if we consider 0x  to be the 
vacuum, no “free” quarks (or anti-quarks) could exist.  It is interesting to note that this 
“confinement” argument only holds for infinite volumes (which is the appropriate value 
to take for plane waves) and if none of the fermions is massless.  In the next three 
sections, we will consider finite volumes and show that the same mechanism that 
confines free quarks also produces stable hadrons.  Then in chapter 6, we will look at the 
implications that arise when one fermion is massless. 
 
Restrictions on physical states 
 As we mentioned above, some parts of agAm  are Hermitian while others are anti-
Hermitian.  As a result, it is clear that the term aaQgA mm  in the Hamiltonian is non-
Hermitian.  This means that the Hamiltonian as a whole is non-Hermitian and can have 
some complex eigenvalues.  Since physically we demand energies to be real and not 
complex, the only “physical” eigenvalues of the Hamiltonian are ones that are real.  One 
aspect of the “physical eigenstates” associated with these real eigenvalues is that they 
must cause aaQgA mm  to vanish.  Since we cannot immediately write down these “physical 
eigenstates”, we do the next best thing – determine a basis of “physical states” that cause 
aaQgA mm  to vanish.  In other words, for any two “physical states” x  and x ¢ , we require 
the following equation to be satisfied:  
 0=¢ xx mm
aaQgA .        (2.23) 
The true “physical eigenstates” are then made up of some linear combinations of these 
“physical states”. 
  To define these physical states, we first make a transformation from “negative-













.      (2.24) 
The other half of the transformation is found by taking the Hermitian conjugate of the 
above.  As usual, in the basis of (2.24), any destruction operator will annihilate the 
vacuum of (2.21) and any physical state must be made up of creation operators acting on 
the vacuum.  It should be noted that we have introduced a relative minus sign in the 
above definitions.  We shall now explain why we have done this. 
 Let us define a spin operator by: 















1ˆ  .    (2.25) 
By making the transformation of (2.24), we have the relation 
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 [ ] 0ˆ, =jia SE .         (2.26) 
If we had made the more standard transformation in (2.24) without a relative minus sign, 
then this relation would not hold for the xˆ  and yˆ  components of the spin operator.  
However, with the choice of (2.24) and the fact that the spin operator also commutes with 
0H , we will see shortly that that this implies that the spin operator commutes with the 
entire “physical” Hamiltonian.  The real implication of this will only become clear in 
chapter 4 when we show that the Hamiltonian can be expressed in terms of a collection of 
spin=0 combinations of spin=1 meson operators.  For now we will simply take (2.24) as 
our prescription for the transformation to anti-particle operators.  










m ++ -= å ò
0
3
)1( ,    (2.27) 
then to look for classes of states that would satisfy 
 0)1( =xmaQ .         (2.28) 
Note that in (2.27) we have thrown out a term proportional to { }+sfpsfp dd aa ,  since it 
vanishes as a result of taking a trace of the color matrix.  
 We propose that there are two ways to isolate states that satisfy (2.28).  The states 
must effectively take a trace of either the color matrix or the particle/anti-particle 
“matrix”.  This last “matrix” is a result of the different signs in the two terms of (2.27), so 
that these terms can be thought of as a particle/anti-particle doublet acting on a Pauli 3t -
like matrix in particle/anti-particle space.  Since both the color and particle/anti-particle 
matrices in the charge operator are traceless, taking a trace of either one will satisfy 
condition (2.28).   
 Keeping this in mind for SU(3), we can write down three classes of operators that 
can create states that will satisfy (2.28): 


















.       (2.29) 
Even without the color sums, these operators satisfy 
 [ ] [ ] [ ] 0,,, )1()1()1( === + ¢¢+ ¢¢¢¢¢¢+ ¢¢¢¢¢¢ pffssapfffsssapfffsssa MQBQBQ mmm    (2.30) 
The first two “baryon-wave” and “anti-baryon-wave” creation operators accomplish this 
by taking a trace of the color matrix, while the remaining “meson-wave” operator takes a 
trace of the particle/anti-particle matrix.  As a result, any state made from applying 
“baryon-wave”, “anti-baryon-wave”, and/or “meson-wave” operators to the vacuum will 
satisfy the condition (2.28).  Note that if we try to create a mixed quark/anti-quark 




pfspfssfp dbb 321 , we will not be able to satisfy (2.28) due to the 
different sign on the anti-quark term in (2.27).  For the same reason, each of the 
particle/anti-particle operator pairs in the meson-wave operator must have the same color.  
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Although the color sums in the definitions of (2.29) are not needed to satisfy (2.28), we 
will see shortly that the sums are needed to address the full restriction of (2.23).   
 It turns out that the states we have built to satisfy (2.28), also satisfy the equation: 
 0)2( =¢ xx iaai QgA  .        (2.31) 
To understand the above statement, we note that there are three possible cases for the 
matrix element in (2.31): 
1. The overall matrix element has an imbalance of quark creation and destruction 
operators – some of them move to the other side and annihilate the vacuum 
without first creating any anti-commutator 
2. There is a balance – every quark operator creates an anti-commutator before 
moving to the other side and annihilating the vacuum 
a. The quark operators in the states that form anti-commutators with the 
quark operators inside of )2(iaQ  are not “connected” with those that form 
anti-commutators with the quark operators inside aigA  
b. The quark operators that form anti-commutators with )2(iaQ  are 
“connected” with those that form anti-commutators with aigA  
Case 1 manifestly solves equation (2.31) due to the imbalance.   
 To understand the other two cases, we must first define what we mean by 
“connected”.  Let’s say we have quark (and/or anti-quark) operators A¢  and B¢  that are 
both in the same physical state operator.  If, in case 2, some quark operator A forms an 
anti-commutator with A¢  and some quark operator B forms an anti-commutator with B¢ , 
then A and B are “connected” (via the operators A¢  and B¢ ).  The same is true if 
operators A¢  and B¢  are both inside aigA  or both inside 
)2(iaQ  instead of both inside a 
physical state operator.  Finally, if quark operator A is connected to operator B, and 
operator B is connected to operator C, then operator A is connected to operator C. 
 Using this definition and a little thought, one can see that case 2a will satisfy 
(2.31) since it will ultimately take a trace of the color matrix aT  within )2(iaQ .  This is a 
result of the fact that every physical state operator contains a sum over color indices, so 
the full connected “contraction” around )2(iaQ  will also involve a sum over color indices 
around the matrix aT , thereby forming a trace of aT . 
In case 2b, the color sum is over 1=cacbab ThTh .  This sum does not vanish.  
However, with a little thought one can see that every operator in a connected 
“contraction” must have the same momentum.  This means that in case 2b, the matrix 
element will end up proportional to jijki pp e  which does vanish. 
 In summary, any state made from combinations of the creation operators of (2.29) 
is a “physical” state that satisfies (2.23).  For example, the following are all physical 
states: 
 0x  , 0x
+




¢¢ fffsssggtt BM  , etc.    (2.32) 
This means that in effect we have found a basis of quantum solutions to the fully 
interacting 0¹g  Dirac equation.  In other words, we have found physical states and a 
vacuum gauge field such that  
 0)(3 =Y/+-¶/Y¢ ò xx AgMixd .      (2.33) 
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iaEVHH += .        (2.34) 
In the next section, we consider higher order calculations to show that the theory is 
renormalizable and that confinement continues to apply. 
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3. Renormalization 
 
 In this chapter we look at higher order calculations and renormalization.  One 
important result of this chapter is that we show that the theory is not renormalizable 
unless the mass matrix used in the vacuum gauge field is independent of color.  A second 
important result is that the vacuum energy remains infinitely negative at higher orders so 
that confinement continues to apply. 
 
Color independent masses 
 To understand why quark masses must be independent of color, it is easiest to 

















 åò å º®
lmnp
pd 3   
 { } { } nnmmllffsspfssfppfssfp ddbb ¢¢¢¢¢¢+ ¢¢¢¢+ ¢¢¢¢ ®= dddddd aaaaaa ,,     (3.1) 













00 22 ++- += å aaaa
a
aa g ,   (3.2) 
where we have also re-expressed the field in terms of anti-particle operators.  Note that 
because of our prescription for this operation in (2.24), we have introduced a factor of 
sg , where  
 1º­g  and  1-º¯g .       (3.3) 
 Next comes a key step.  If we make the requirement that quark masses are 
independent of color, 
 ff MM =a ,         (3.4) 
then for any two physical states x  and x ¢ , 











p HHHEEVEEV xxxxxx 002121
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1 ,       (3.6) 
and the N above means to put IH  into normal order.  The first equality in equation (3.5) 
says that the only terms of the electric energy that contribute to physical matrix elements 
are terms in which the two electric factors are connected.  The reason for this is because 
if they are not connected, then the physical state operators will end up separately taking 
traces of the electric field factors.  If quark masses are independent of color, then these 
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traces become proportional to traces of traceless group matrices, and they vanish.  As for 
the second equality, note that the quantity 00
~
HH -  is just the difference between the 
electric field energy and its normal-ordered product. 
 In the context of physical states and color- independent quark masses, the physical 
Hamiltonian in the Heisenberg Picture becomes simply: 
 )(
~
)( 0 tHHtH I+= .        (3.7) 
The key aspect of (3.7) that leads to a renormalizable theory is the fact that every quark 
operator within IH  has the same momentum quantum numbers.  As a result, there are no 
divergent loops in any higher order diagram!  To see this, let us review the tools used to 
understand loops and diagrams. 
 
Gell-Mann and Low Theorem 















E       (3.8) 
where x  is an eigenstate of 0
~



























U nee .  (3.9) 
Here [ ]YZABT ...  means to put the operators in time order with the earliest on the right 
and latest on the left.  
To use this theorem, we must put the interaction Hamiltonian into the Interaction 
Picture defined by 0
~
H .  Using the Baker-Hausdorff formula, it is easily seen that this 




















,    (3.10) 
where Interaction Picture quark operators are given by 
 )exp()(
~
tipbtb fsfpsfp -º aa , )exp()(
~
tipbtb fsfpsfp
++ º aa  
 )exp()(
~
tipdtd fsfpsfp -º aa ,    )exp()(
~
tipdtd fsfpsfp







pp ff += .        (3.11) 
See [2] for a more complete presentation of the Interaction Picture and the Gell-Mann 
and Low Theorem. 
 
Wick’s Theorem 
 Wick’s theorem is useful because it transforms time-ordered products into 
normal-ordered products.  We make the standard definition of “normal ordering” of a 
string of operators to mean that all quark and anti-quark creation operators are to the left 
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of all destruction operators.  For notation, we follow [2] to say that [ ]YZABN ...  means to 
put the operators YZAB...  in normal order and for fermions to introduce a factor of 
P)1(- , where P is the number of permutations of operators needed to move them into 
normal order.  One advantage of normal ordering is that for any set of creation and 
destruction operators YZAB... , we have the usual vacuum result: 
 [ ] 0... 00 =xx YZABN  ,       (3.12) 
but it is also useful when describing states that contain particles “on top of” the vacuum. 
Next we make the standard definition of a “contraction” of two operators as: 
 contraction [AB] ][][ ABNABT -=       (3.13) 
Notice that all combinations of operators in (3.11) vanish upon contraction, except the 
following two (and their anti-quark analogs): 
 ( ))(exp)()()(~)(~ 212132)(1)( ttipttqptbtb fffssAqfsAsfp ----= ¢¢¢+ ¢¢¢ qdddd aaaa rr  
 ( ))(exp)()()(~)(~ 211232)(1)( ttipttqptbtb fffssAsfpAqfs ---= ¢¢¢+ ¢¢¢ qdddd aaaa rr ,  (3.14) 
where we are introducing a notation in which the operators in a contracted pair have 
matching Latin capital indices in parentheses.  For contracted creation operators, we use 
an upper index, while for contracted destruction operators we use a lower index.  For a 
contraction between anti-quark operators, we put a bar over the index.   
Let A, B, … Y, Z represent some string of the time-dependent operators of (3.11).  
Wick’s theorem can be stated: 
 [ ] [ ]+= YZABNYZABT ...... N[all pairs of contractions of AB…YZ] .  (3.15) 
Any contraction of operators that are not next to each other carries a sign of P)1(- , where 
P is the number of operators one contracted operator must traverse to become next to its 
pair.  Once the contracted operators are next to each other, the contraction is a c-number 
and can be taken out of any normal ordering.  It should be noted that the H(0) in the 
numerator of (3.8) can be brought into the time-ordered products of each of the various 
terms of ),0( -¥eU since it is to the left of those products and is for a later time 0=t .  
Due to (3.12) and (3.15), we can see that the only non-vanishing contributions to the 
eigenvalue of the vacuum come from terms in which every creation or destruction 
operator has been contracted into a c-number.   
It turns out that for any state being evaluated in (3.8), the only contributions that 
we will need to consider are ones that are “connected”.  Note that we will use the word 
“diagram” to mean contributions from (3.8).  A “connected” diagram is a contribution 
from the numerator of (3.8) in which every factor of IH
~  is connected to every other 
factor of IH
~ .  It is a well-known result (see [2]) that any disconnected diagrams factorize 
and are exactly cancelled by the denominator of (3.8).  In other words, in order to find 






xxxx ee -¥+= ® ,      (3.16) 
where C means connected contractions, and we can ignore the denominator of (3.8). 
  
Contraction basics 
To show how to work with contractions in this model, we begin by calculating 
some basic contractions.   We will perform these analyses using a general method that 
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does not assume that the two electric field factors in the electric energy are connected to 
each other.  This general analysis will help us to see why the theory is unrenormalizable 
if the electric field factors are not connected.   






















           (3.17) 
Using the notation defined above, the contraction is only between the anti-quark 
destruction operator in iaE~  and the anti-quark creation operator in jbE~ , not between the 
quark operators.   


















)(~)(~ , (3.18) 
where we have used the fact that the product of two different group generators in SU(N) 
is traceless.  We call a term like that of (3.18) a “double contraction”.     
 
Renormalization 
We will now show that color-dependent quark masses present problems with 
renormalization.  Let us assume for the moment that quark masses are not independent of 
color.  If this is the case, then our interaction Hamiltonian becomes the full electric field 
operator, and is not restricted to IH
~ . 
With this assumption, consider the following contraction: 
[ ])(~)(~)(~)(~)0(~)0(~ 2)(2)(1)(1)()()( tEtEtEtEEEN CkcBkcAAjbjbCiaBia AAºG .  (3.19) 
From equations (3.17) and (3.18) above, it can be seen that if the two electric field factors 
at each time are not connected, then the momentum dependence of the contraction has the 
form:  













.    (3.20) 
Integrating over 1t  effectively puts a factor of 
2
0q  in the denominator, but the remaining 
quantity is still divergent due to the sum over the internal “loop” momentum q.  
 Normally with divergent “diagrams”, one does the following.  First, find a term in 
the Lagrangian that has the same functional form as the divergent term.  Second, 
renormalize this term by multiplying it by an infinite factor that will effectively cancel 
the contribution from the higher order divergent term.  The problem that we have here is 
that there is no term in the Lagrangian with the same functional form as the term in 
(3.20).  This means that there is no good way to renormalize the theory. 
 Fortunately, all of that changes once we restrict the theory to one with color-
independent quark masses.  Since in IH
~ , both of the electric field factors have the same 
momentum, the momentum throughout any connected diagram is equal to the external 
momentum of the quarks this diagram acts on – there are no sums over internal loop 
momenta.  This is true to all orders of perturbation theory. 
 Let us summarize what we have found.  If we do not restrict our theory to color-
independent quark masses, electric energy terms involving disconnected electric fields 
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will contribute to some matrix elements between phys ical states.  This means that we 
cannot remove these terms from the physical Hamiltonian.  However, if we have them, 
then the theory is not renormalizable.  If, on the other hand, we do require color-
independent quark masses, then there are no divergent diagrams to any order, so the 
theory is trivially renormalizable. 
 
Sign of the vacuum energy 














    (3.21) 
An interesting insight can be obtained by looking at the time integral that accompanies 






















ee , (3.22) 
where we have also included the factor of ni)(- that accompanies a term with n time 
integrals.  Since each electric field has a factor of momentum in the numerator, we know 
that (3.21) can only contribute if none of 0p , 0k , or 0q  are zero.  This means that we can 
safely take 0®e , and we are left with a real, positive result.  In fact, with a little 
thought, one can see that for any full, connected contraction with n time integrals, those 
integrals will always produce factors of ni)(+  in the denominator to cancel factors of 
ni)(-  in the numerator.  The reason is as follows:  Theta functions from contractions 
ensure that any exponentials proportional to i-  (resulting from destruction operators at 
later times) are exactly cancelled by upper limits of “earlier” time integrals of 
i+ (creation operator) exponentials.  Only i+  terms in exponents are not cancelled in this 
way, so only those end up in the denominator.  This analysis of time integrals means that:  
The combination of n time integrals and a factor of ni)(-  is proportional to n)1(-  
times a real, positive number. 
Next we argue that this implies that the vacuum energy remains infinitely 
negative when higher order corrections are taken into account.  Since an electric 
contraction with n time integrals has )1(2 +n  electric factors (including the two at 0=t ), 
and each electric field carries a factor of i with it, this kind of contraction will have an 
overall sign (exc luding time integrals) of 1)1( +- n .  Above, we showed that the time 
integrals produce a factor of n)1(- , so it follows that any full contraction in (3.16) is 
negative.  As a result of these arguments, we can be assured that the vacuum energy is 




Let us now consider the electric energy of a state x  that consists of a single 
physical creation operator acting on the perturbative vacuum 0x .  In addition to full 
contractions, such a state will have nonvanishing contributions from contractions that 
leave one, two, or three (for baryons only) creation-destruction pairs.  We call a 
contraction that leaves one pair a “two-point diagram”.  By exactly the same arguments 
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used for the sign of the vacuum energy, the overall sign of any 2-point diagram will be 
negative times +sfpsfpbb aa  or 
+
sfpsfpdd aa .  Putting these operators into normal order changes 
the overall sign to positive, thereby having the “confining” effect. 
Furthermore, 4- and 6-point diagrams cannot change the confining effect of the 2-
point diagrams.  Consider a 4-point diagram applied to a meson state.  The magnitude of 
the contribution can be at most half of the magnitude of the contribution of a 2-point 
diagram of the same order.  This is because the 2-point diagram acts twice, once for each 
quark, whereas the 4-point diagram acts only once for both quarks.  Moreover, the 2-
point diagram maximizes the magnitude of spin contributions, whereas 4-point diagrams 
can have contributions with different signs depending on spin structure.  In other words, 
4-point diagrams cannot generate the magnitude of contributions necessary to offset 
positive confining energies of 2-point diagrams and make them negative. 
Similar arguments can be used for baryons to say that the maximum possible 
magnitude of either 4-point or 6-point diagrams of a given order is half that of the 2-point 
diagrams of that order.  Some quick analyses show that both 4-point and 6-point 
diagrams have contributions with different signs, so neither of them can reach this one-
half maximum.  But even if the 4-point and 6-point diagrams did exactly cancel the 2-
point diagrams, 0
~
H  itself generates an infinite positive energy that “breaks the tie”.  This 
means that even 4-point and 6-point diagrams combined cannot conspire to offset the 
positive confining energies of 2-point diagrams and 0
~
H .  As a result, we can see that for 
infinite volumes, the theory is confining to all orders.   
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4. Spherical Quantization 
 
 In this section, we start by expanding fermions in terms of quantized spherical 
functions rather than quantized plane waves.  We then identify restrictions to physical 
states and the physical Hamiltonian and define a new Interaction Picture that normal 
orders much of this Hamiltonian.  Using the physical Hamiltonian in the new picture, we 
do a first order calculation of a 2-point function and show that for hadrons it is a good 
approximation to neglect any intermediate states that are not in the spherical ground state.  
We end the section by defining a spherical ground state approximation and showing that 
this Hamiltonian conserves color, baryon number and spin. 
 
Spherical Fermion Expansion 
 We begin by writing down a well-known complete orthonormal set of spherical 
solutions to the equation 0=¶¶- jm
















  for Rr £  (4.1) 
where R is the radius of the sphere used for quantization, Rxp nlnl /= , and nlx is the 
thn zero of the spherical Bessel function lj  (for notation, see [3]).  For now, we treat R as 
a free parameter, but in the next chapter we show how to determine it from quark masses 
for each particular hadron.   
 The normalization of the functions in (4.1) is chosen so that the solutions are 
orthonormal with   
 mmllnnnlmmln txtxxd ¢¢¢¢¢¢ =ò dddjj ),(),(*3
rr
      (4.2) 
where the integral is over the volume inside the sphere.  It is well known that these 





-=å 3* ),(),( djj  .      (4.3) 






-=Ñ×Ñå 3*21 ),(),( djj  .     (4.4) 
For fermion fields, both equations (4.3) and (4.4) are needed to generate the correct field 
anti-commutators.   























= å  .    (4.5) 
where we use a summary index N to represent all of the indices under the sum.  Note that 
we are using a slightly more complicated form for the generating function, involving 
factors of i.   We use this since it results in a vacuum gauge field that involves two spatial 
derivatives instead of one.  As we show below, having two derivatives for the vacuum 
gauge field simplifies the job of eliminating non-Hermitian components from the 
Hamiltonian. 
 Using the prescription (2.1), we get the expressions: 
 )()( -+ Y+Y=Y  




































































































rr  (4.6) 




+++ +=YY åò 3  .      (4.7) 
It should be noted that achieving the above relation in spherical expansions is more 
difficult than in plane waves, since the derivative of a spherical function is not 
proportional to the original function. 
 To quantize the field, we impose the following anti-commutation relations on the 
field amplitudes: 
 { } NMMN bb d=+,   and  { } NMMN bb d=+, .      (4.8) 
Using these relations along with the completeness relations in (4.3) and (4.4), it can be 
verified that the standard fermion quantization condition is achieved: 
 { } ( )yxtytx ffssfssf rrrr -=YY ¢¢¢+ ¢¢¢ 3),(),,( dddd aaaa  .    (4.9) 
As a result, (4.6) can be safely used as a quantized expansion for quark fields inside a 
sphere.  It should be noted that we are only able to achieve this kind of field anti-
commutator for massless expansions.  For massive expansions, we would not be able to 
find an expression analogous to (4.4) that would lead to a field anti-commutator. 
 We also like to mention that although we have focused entirely on fields inside 
the sphere, an analogous set of orthonormal Hankel functions can be used to describe the 
fields outside the sphere.  We take the outside of the sphere to be pure vacuum described 
by those functions and focus here on localized bound quark configurations that are 
contained inside the sphere. 
 
Physical states and restrictions to the Hamiltonian 
 The vacuum gauge field takes exactly the same functional form as in (2.9), except 
we replace the plane-wave quantized fields with our spherically quantized fields.  In 
addition, due to the field anti-commutation relations that we derived above, equations 




iaaa EVQgAHH +-= mm ,      (4.10) 
where 




10  .      (4.11) 
Note that we have made the substitution of (2.24) from negative energy quark operators 
to anti-quark operators and that the –1 vacuum term comes from the anti-commutator 
from putting these in normal order.  Since we are primarily interested in energy 
differences between hadron states and the vacuum, we will drop the vacuum term for the 
rest of this section. 
 Just as in the last section, we define baryon, anti-baryon, and meson physical state 
creation operators: 
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.      (4.12) 
We also call these physical state operators “hadron operators”.  Note that although we 
force each of the quark creation operators inside a hadron creation operator to have the 
same n and l quantum numbers, we allow them to have different quantum numbers for m.  
The reason for this is that quarks with the same n and l, but different m still have the same 
kinetic energy, so allowing this freedom will not lead to divergent diagrams.   
 Once again, any physical state x  can be constructed from hadron creation 






++ -= å0  ,     (4.13) 
we can see that every physical state is “colorless” (zero color charge) since 
 [ ] [ ] [ ] 0,,, 000 === +++ MQBQBQ aaa  ,     (4.14) 
and this implies  
 00 =xaQ .         (4.15) 
 To remove the non-Hermitian parts of the Hamiltonian, we need to show that 
 0=¢ xx iaai QgA .        (4.16) 
Using reasoning from the chapter 2, we know that if the operators contracting around iaQ  
do not connect with those contracting around aigA , then (4.16) will vanish due to a color 
trace.  Now we will show that those two sets of operators cannot be connected.  To see 
this, note that iaQ  contains one spatial derivative while because of our choice of 
generating field in (4.5), aigA  contains two spatial derivatives (one from a Ñ×
rr
s  factor – 
see expansions in the Appendix).  As a result, if these operators are connected, they must 
share at least one set of l and n quantum numbers and the spatial integrals involved in 
(4.16) will look like: 
 mnlimlnnlmjimln xdyd ¢¢¢¢¢¢¢¢¢¢¢¢ ¶¶¶ òò jjjj *3*3 .      (4.17) 
In the appendix, we show that this expression vanishes when ll ¢=¢¢ .  However, if ll ¢¹¢¢ , 
then some set of quark operators within the physical states of (4.16) will have to 
separately contract around a single quark operator with l¢ .  Since operators from 
colorless hadrons cannot fully contract around a colored quark operator, no such 
contraction can be made and the matrix element of (4.16) vanishes.  Once again, this 
means that we can entirely remove the aaQgA mm  term from the physical Hamiltonian. 
 Now let us address the unphysical parts of the electric energy term.  We begin by 
































































¢¢ òå **3)2(nl 2
)(
, 
           (4.18) 
In the above expression, the summary indices sfnlmN aº  and mlnfsM ¢¢¢¢º a  have their 
color and flavor indices in common.  In addition, we expand the usage of these summary 
indices to fields and vectors that only have a subset of the indices.  For example Np  
means to pick out the two relevant spatial indices within the collection of indices N, and 
apply them to the momentum vector p.  Note that the constants 1=­g  and 1-=¯g  come 
about as a result of the transformation (2.24) we use for anti-particle operators. 
 Now we can write down the interaction Hamiltonian that would be totally 











1 .       (4.19) 
Note that the indices in the two electric factors are in reverse order relative to each other.  
This is a result of the fact that all physical states are colorless.  Therefore, to have a 
nonvanishing matrix element, the connected parts of the two electric field factors must be 
able to form a colorless pair.  From looking at (4.18), one can see that only if the 
connected indices are in reverse order will this be possible.   
 Just as in the last section, we have the relation: 
 ( ) 0)( 221 =-¢ xx Iia HEV .       (4.20) 
This is a result of the fact that we have subtracted the part that could connect the two 
electric factors, so the remaining unconnected factors vanish in a color trace.  Once again, 
we remove all of the pieces of the Hamiltonian that do not contribute to any physical 
matrix element, and we are we are left with the following phys ical Hamiltonian: 
 IHHH += 0 .         (4.21) 
Before using this Hamiltonian to compute matrix elements, we define a new Interaction 
Picture. 
 
A New Interaction Picture  
We are primarily interested in masses of hadrons that are stable to strong decays.  
We propose that these hadrons are made up of quarks (and anti-quarks) that are 








=º 10  
100sfsf bb aa º ,         (4.22) 
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with analogous notation for destruction and anti-particle operators.  In addition, we now 
explicitly define the flavor indices 1-6 to represent down, up, strange, charm, bottom, top, 
respectively.   
 As an aside, we hypothesize that masses of Regge resonances can be found by 
putting the quarks inside a hadron into states with 0>l .  However, addressing these 
resonances is outside the scope of this paper, so we will stick to discussing only hadrons 
in the spherical ground state.    
Consider the following equation: 























 , (4.23) 
where we have used (4.18) along with appendix relation (A.31).  In other words, if we 
replace the ground state electric energy, )2(1010
)2(
10102
1 iaia EVE , with its normal ordered 
equivalent, the difference is a diagonal operator that commutes with 0H .  This means 
that we can replace the )2(1010
)2(
10102
1 iaia EVE  term in the interaction Hamiltonian with its normal 
ordered product and put the difference into a new 0H .  Actually, the same can be done 











































~ . (4.24) 
This means that the new interaction Hamiltonian is given by 
 0
~~
HHH I -= ,        (4.25) 
with H defined in equation (4.21). 
 The general functional form of 0
~




++ += å ~~ 0  ,        (4.26) 
where fnla
~  are some constants to be determined.  We are most interested in the form that 
0
~
H  takes when acting on quark operators in the spherical ground state.  Defining O  to 
mean to consider only those parts of O that contribute when acting on spherical ground 


















































,   (4.27) 



































º ò  . (4.28) 
Equation (4.27) differs from (4.23) due to the incorporation of spin 2 contributions from 
(4.24).  The sum in the first line of (4.27) converges, so in the second line, we show a 
numerical computation using (4.28) and keeping the first 20 terms. 
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 In the new Interaction Picture associated with our new 0
~
H , we must reconsider 
the time dependence of our operators.  From the form of (4.27) and the Baker-Hausdorff 
expansion, it can be seen that the new time dependence for ground state operators is 
given by 
 tipsfsf





fedtd -º aa )(
~
,        (4.29) 











+º .       (4.30) 
Later, we will briefly refer to a more general expression for the flavor-dependent 
“momentum”.  This is given by: 
 fnlnlfnl app
~+º ,        (4.31) 
where fnla
~  for non-ground-state momenta can be found in a way similar to that above.  
Just as in the last section, having a flavor-dependent time dependence is the price we 
must pay to normal order the bulk of our Interaction Hamiltonian. 
 
First order 2-point function 
We will now perform a first-order perturbative calculation in order to motivate an 
approximation we introduce in the next section called the Ground State Approximation. 
We define an n-point function as a contraction that has n quark operators left over 
(n/2 creation and n/2 destruction operators).  In addition, we consider 0
~
H  to be the 
zeroth-order 2-point function.  By the order of a calculation, we mean the number of time 
integrals considered in the Gell-Mann and Low expansion.  This section is devoted to 
calculating the the 2-point function that involves a single time integral.  
The 2-point diagram that will contribute to ground state baryon masses is given 



























    ])()()0()0( )(10))(1(10)1( )(10)(10 tEtEEE BBjbnlAjbnlia Anlia BBnl+ .  (4.32) 
The superscript (1) on the G  operator denotes the first order contribution, the subscript 
2A denotes it is one of the 2-point diagrams at this order, and the superscript + denotes 
the operator has quark operators left over (not anti-quark operators).  The factor of 41  
reminds us that there are 3 other contributions equal to (4.32).  To see this, note that we 
chose the single contraction to be between the second and third fields, but it could have 
been between the first and third, first and fourth, or second and fourth.  Finally, note that 
the n¢  and l¢  spatial quantum numbers of the uncontracted operators are fixed at the 
ground state values of 0,1 =¢=¢ ln . 
 To evaluate this contraction, we begin by evaluating one of the single contractions 
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+-++´ aadddseddddd . (4.33) 


































+-++´ . (4.34) 
 Next, let us consider the double contractions in (4.32).  We can use our single 
contractions as a starting point.  Notice, however, that it is not possible to make a double 
contraction out of (4.34) since the quark operators are already in both time order and 






























-= +å qddddd ,  (4.35) 
where we get a factor of 2 from the spin trace and a factor of 23  from the color trace 
assuming the group SU(3).  There are a couple of interesting things to note about this 
double contraction.  First, despite the fact that it represents an internal “loop”, it is not 
divergent.  This is a result of the physical restriction we made on the electric energy term 
in the Hamiltonian that effectively fixes loop momenta to the momenta in the electric 
field operators that act on external states.  Second, the double contraction involves the 
squares of masses of every flavor of quark.  This means that even when calculating the 
mass of the pion or proton to first order, the top quark mass and all other quark masses 
will contribute.  This makes a perturbation expansion more difficult.   
 Nevertheless, we perform the required time integral and write down the first order 
2-point function,   









































,  (4.36) 


































































.      (4.37) 
Since these contributions are small, it is not a bad approximation to neglect them.  In fact, 
at higher orders the approximation to neglect contributions from terms involving 2
~
nC  gets 
better and better since these contributions involve higher powers of 2
~
nC .   
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Recall that the only reason that we performed a perturbation calculation was 
simply to motivate a “ground state approximation”.  Having done that, we will now move 
away from perturbation theory. 
 
The Ground State Approximation 
We define a “ground state approximation” as one that neglects contributions from 
operators in the interaction Hamiltonian that are not in the spherical ground state.  
Formally, this means that we are making the following approximation for IH
~ : 
[ ])2(1010)2(1010210~ iaiaG EEVNHHH +º@ .      (4.38) 
This approximation is an enormous simplification.  Let us look at the explicit form of the 














¢ -=º å aaaa
a
a ggs , (4.39) 
where it should be noted that we are changing back from the Interaction picture to the 
Heisenberg picture since we will not be working in perturbation theory.  Notice that the 
electric field operator no longer involves an infinite sum over possible spatial states.  This 
means that for a finite number of quark flavors, there are a finite number of possible 
states that can interact via the Hamiltonian of (4.38).  It follows that the Hamiltonian can 
be written as a finite-dimensional matrix that can be diagonalized using standard matrix 
techniques. 
 Before showing how to diagonalize the Hamiltonian, it is useful to better 
understand its symmetries.  We do this by noting that there are several operators that 
commute with the Hamiltonian.  For example, it can be easily seen that 
 [ ] [ ] 0,,0 == GGa HQHQ ,       (4.40) 
where aQ 0  is the color charge defined in (4.13) and Q is the baryon number given by: 





1  .       (4.41) 
The Hamiltonian also has spin symmetries.  To see this, we define a spin operator 












¢ += å21ˆ  .     (4.42) 
Using the form of the electric field given in (4.39), it can be explicitly verified that 
 [ ] kaijkjai EiES 00,ˆ e= .        (4.43) 
As a result, the spin operator commutes with the Hamiltonian: 
 [ ] 0,ˆ =Gi HS .         (4.44) 
In summary, the Hamiltonian cannot change the baryon number, color, or spin of a state. 
 To show this more explicitly, we define meson creation operators that have either 


















¢ º ffff dbM aaa 11
ˆ  


















-¢ º ffff dbM aaa 1,1
ˆ ,        (4.45) 
where the indices on the meson operators represent color, flavor of quark and anti-quark, 
total spin, and z-component of spin, respectively.  We define meson destruction operators 
as just the Hermitian conjugates of the above operators.  Note that we have not summed 
over color in these operators so that we can use them within color sums in other 
operators.  Using flavorless, spin-one meson operators as building blocks, we define the 
following spin-zero di-meson operators:  
( )++ ¢¢¢++ -¢¢¢+ -+ ¢¢¢+ ¢¢ -+º 1010111,11,111)( ˆˆˆˆˆˆ
3
1ˆ
ffffffffffffff MMMMMMD aaaaaaaa  
 ( )1010111,11,111)( ˆˆˆˆˆˆ
3
1ˆ
ffffffffffffff MMMMMMD aaaaaaaa ¢¢¢-¢¢¢-¢¢¢
-
¢¢ -+º  









¢¢¢¢¢ ++º .  (4.46) 
 If we assume that we are working in SU(3), then we can use  
 ( )1321 -= ¢¢ aaaa dcacbab ThTh  .       (4.47) 
It is straightforward to verify that the ground state Hamiltonian can now be rewritten in 
the following form: 


























 ,  (4.48) 
where we have dropped the subscript G on the Hamiltonian.  Written in this form, it is 
now apparent that the reason that the ground state Hamiltonian cannot change the color, 
flavor, baryon number or spin of a state is because it can only act on states with spin-zero 
combinations of colorless, flavorless mesons.  This means that strong interactions 
between hadrons are effectively mediated by meson exchange.   
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5. Hadron mass calculations  
 
In this section, we outline a method for calculating hadron masses.  We begin 
with a zeroth order calculation that shows how hadrons dynamically generate stable radii 
and masses.  In zeroth order calculations, hadron masses are proportional to the number 
of quarks and there is no way to get different masses for hadrons with different spins.  
We next present a method for how to diagonalize the Hamiltonian to calculate hadron 
masses much more accurately.  In presenting this method, we discover mechanisms that 
can give different masses to hadrons with different spins.  We end this section by arguing 
that QCDL  is not an independent parameter, but a mass scale that is dependent on quark 
masses and the strong coupling constant. 
 
Zeroth order mass calculations  
 In this section, we calculate masses of hadrons using only 0
~
H  as our 
Hamiltonian.  This Hamiltonian has a number of physical eigenstates h  that satisfy 
 hRhmhH ],[
~
00 = .        (5.1) 
We define the “zeroth order eigenstate” h  of a hadron h as the simplest physical 
eigenstate of 0
~
H  that has the baryon number, flavor, and spin properties of that hadron.  
For example, using one of the spin-zero meson operators defined in the last chapter, the 






aå ++ º M  .       (5.2) 





















p .     (5.3) 
 The mass expression above is dependent upon the radius used for spherical 
















p .      (5.4) 

















p       (5.5) 
This very simple zeroth order example shows how the kinetic and electric field energies 
balance to produce stable hadron configurations.  It also demonstrates how hadron 
masses are proportional to combinations of quark masses divided by the coupling 
constant. 
 The zeroth order mass of the proton can be calculated in a very similar way.  We 
define the following as our zeroth order proton eigenstate: 




bbbbbp ,    (5.6) 
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where we have defined the proton to be in a spin-up state.  Since the Hamiltonian 
commutes with the spin operator, defining the proton in this way brings no loss of 




















































.      (5.7) 










         (5.8) 
This is a clear indication that using only 0
~
H  for the Hamiltonian is not a very good 
approximation.  In addition, since 0
~
H  does not differentiate between hadron states with 
different spins, we can see that at zeroth order, the rho meson has the same mass as the 
pion and the delta has the same mass as the proton.  In the next section, we present a 
method for determining hadron masses more accurately.  
 
Diagonalizing the Hamiltonian 
 Now we want to move past a zeroth order approximation.  We do this using the 
following method for diagonalizing the ground state Hamiltonian:   
1. Start with the zeroth order state for a given hadron h  
2. Identify every physical state ][hix  that satisfies the equation 0][ ¹hHh ix  
3. Recursively identify every additional physical state ][hix  that satisfies the 
equation 0][][ ¹hHh ji xx  
4. Construct an orthonormal basis of states ][
~
hix  that covers the same space as that 
covered by all of the states ][hix  





hHhH jiij xx=  
6. Find the eigenvalues of ijH  as functions of R 
7. The absolute energy of the hadron h as a function of R is the smallest (most 
negative) eigenvalue for that value of R. 
8. Start with the perturbative vacuum and repeat all of the above steps to find the 
absolute energy of the vacuum as a function of R. 
9. The mass of the hadron as a function of R is its absolute energy minus the 
absolute energy of the vacuum as a function of R. 
10. The correct radius of the hadron is found by minimizing the mass of the hadron 
with respect to R  
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Normally, a technique such as the one outlined above is not possible since there 
are an infinite number of states to be found in steps 2 and 3.  However, since our 
Hamiltonian is made up entirely of ground-state fermion quark operators, there are only a 
limited number of combinations of these that can be added to hadron states before they 
have two identical anti-commuting operators in a string, thereby causing the entire string 
to vanish.  It is certainly true that the above process is somewhat daunting and that the 
matrices that result from step 5 are very large.  Nonetheless, it is in principle possible to 
fully diagonalize the ground-state Hamiltonian.   
For the remainder of this section, we will illustrate the process for the above steps.  
In doing so, rather than identify all of the states that satisfy steps 2 and 3, we work with 2 
or 3 states.  It should be emphasized that although we suspect that there may be subsets of 
states that will form a good approximation to the Hamiltonian, we have not yet identified 
them.  As such, the following analysis should be viewed as an illustration of techniques 
and not necessarily a good approximation. 
 In the last section, we performed step 1 on the pion and the proton.  To start step 
2, we note that flavorless meson destruction operators destroy all zeroth order baryon 
states, spin-zero meson states, and most (if not all) spin-one meson states.  For the 
purposes of this paper, we will take  
 0=hM ffSra .         (5.9) 
This means that for any given hadron, the zeroth order state is the only state that satisfies 
step 2 and that has 2 (for mesons) or 3 (for baryons) quark operators.  This means that for 
the next level of approximation for any given hadron, we must consider states with 4 
additional quark creation operators on top of the zeroth order state.  However, in order to 
satisfy step 2, these four operators taken together cannot change the baryon number, 
flavor, or spin of the hadron state, since the Hamiltonian does not change these attributes.  
As an aside, we suspect that a good approximation to the entire Hamiltonian would be to 
consider all 6-quark (for mesons) or 7-quark (for baryons) states that satisfy steps 2 and 
3, but to neglect states that have more quarks in them. 
 We proceed by defining four-quark creation operators: 






ggffAfg MMD  








fgAfg DD  






gffgBfg MMD  






gffggffggffgBfg MMMMMMD  ,  (5.10) 
where we use the meson operators that were defined in the last chapter.  The first and 
third operators are made up of spin-zero mesons, while the second and fourth are made 
up of spin-zero combinations of spin-one mesons.  In particular, the second operator is a 
color sum of the four-quark creation operator appearing in the Hamiltonian.  It should be 
noted that all of the above operators are flavorless, since they have an equal number of 
quarks and anti-quarks for any flavor. 
7/18/2002 NM_7_1 30 
 In the Appendix, we derive a number of relations that show that when the 
Hamiltonian acts on states involving spin-zero di-meson operators, it produces various 
kinds of spin-squared operators that act on the zeroth order hadron states.  For example: 

























ab , (5.11) 
where the spin operators are defined in the appendix.  These spin-squared operators take 
different values when acting on zeroth order hadrons with the same quark content but 
different spins.  That being the case, they provide a clear mechanism for giving different 
masses to hadrons with different spins.  
 In the Appendix, we also show that states made from hD Bfg
+
0
ˆ  and hD Bfg
+
1
ˆ  can 
involve the top quark (and other heavy quarks) even when these quarks are not in the 
zeroth order hadron state h .  That being the case, any full hadron eigenstate of the 
finite-dimensional Hamiltonian will have contributions not only from its “valence” 
quarks, but also from its “sea” quarks. 
 To illustrate how to make states orthonormal, let us consider the following states: 
 hh º][1x  
 hDh A
+º 2202 ˆ][x  
 hDh A
+º 2213 ˆ][x  .        (5.12) 
In other words, we are only considering states in which we are adding “up” flavored 
quarks and anti-quarks to the zeroth order hadron states.  Using relations like (5.11), it is 
straightforward to verify that for protons and pions: 
   0][ ¹hHh ix ,        (5.13) 
so these states will contribute to the masses of those hadrons.  However, note that 
 0][][ 32 ¹hh xx ,        (5.14) 
so to create an orthonormal basis for these states, we must diagonalize the 2x2 matrix that 
relates them.  For example, for the pion, the states 
 [ ] +++ - p2212203
24
3
AA DD  and 
 [ ] +++ + p221220 38
3
AA DD        (5.15) 
are orthonormal, as can be verified by using relations (A.37) in the Appendix. 
 Now after having illustrated how to perform step 4 of the process, we introduce a 
more limited approximation to illustrate the remaining steps.  In particular, it is easier to 
see analytically what is going on if the final Hamiltonian matrix is only 2x2.  With this in 
mind, we consider the following approximation for the pion: 
 ++ º ppx ][
~
1  





AD ,       (5.16) 
where the above states are orthonormal.   
 Using these states and relations in the Appendix, we find the following matrix 
elements: 




























































H ,     (5.17) 





2pa =          (5.18) 
and we are making the approximation 
 21 MM @ .         (5.19) 
It should be noted that in all matrix elements involving the Hamiltonian, we keep in the 
vacuum contributions in order to find the “absolute energy” matrix elements referred to 
in steps 7 and 8 of the diagonalization process.   
 Since we have a 2x2 matrix, the eigenvalues of the Hamiltonian can be found 
analytically as functions of a .  For this approximation, the lowest energy (most 


















































E  . 
           (5.20) 
 The mass of the pion in this approximation is found by subtracting the 
comparable vacuum energy.  We make the following approximation to the vacuum: 
 01 ]0[
~
xx º  
 0220532 ˆ]0[
~
xx +º AD ,       (5.21) 






































































H ,   (5.22) 























































E . (5.23) 
 By subtracting the above approximation to the vacuum energy from the pion 
energy of (5.20), we have an expression for the pion mass as a function of a .  
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Minimizing the mass with respect to a  provides us with the pion radius and mass in this 
approximation. 
 The same steps can be used to calculate the mass of the proton and other hadrons.  
Fortunately, the absolute vacuum energy need only be calculated once and subtracted in 
turn from each of the absolute hadron energies.  One subtlety in this approach is that 
different eigenvalues may be the “smallest” or most negative one for different values of 
the radius R.  The absolute energy as a function of R will then be a patchwork of 
eigenvalues, taking whichever one happens to be lowest for a particular range of R.  To 
perform the mass calculation correctly for large Hamiltonian matrices, all of this will 
have to be kept track of numerically.   
 Since the Hamiltonian matrix is finite-dimensional, it is at least in principle 
possible to determine the appropriate radius R for every hadron in terms of quark masses 
and the coupling constant.  The radius of the nucleons provides a natural momentum 
scale for many nuclear reactions.  That being the case, we propose that the parameter 
QCDL  that is normally used to set the scale of nuclear reactions is just a function of the 
nucleon radius, which is in turn a function of quark masses and the coupling constant.  
Therefore QCDL  is not an independent parameter of the theory. 
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6. Leptons and the Weak Interaction 
 
 In chapter 2, we showed how to create a vacuum with infinitely negative energy 
that is proportional to fermion masses.  In chapter 3, we showed that the approach we 
used is only renormalizable if fermion masses of a given flavor are independent of the 
group index (color for QCD).  In this chapter, we consider a modification to our approach 
that is applicable when fermions have different masses for different group indices.  The 
motivation for this approach is phenomenology of the weak interaction that indicates that 
the electron and neutrino are members of the same “family” (SU(2) equivalent of flavor), 
but that they have different group indices (SU(2) equivalent of color), and different 
masses.   
 A closer look at chapter 3 reveals that renormalizability really only requires the 
vacuum gauge field to be SU(N) symmetric so that group traces can remove the 
unrenormalizable contributions from physical matrix elements; it does not necessarily 
require the mass term in the Lagrangian to be SU(N) symmetric.  In this chapter, we 
show how to create a gauge field that is SU(2) symmetric, but which cancels an 
asymmetric mass term in the Lagrangian.  The price to pay to get a symmetric gauge field 
making asymmetric cancellations is that the gauge field can no longer be diagonal in its 
group indices.   
 If one tries to use such a non-diagonal gauge field to confine all lepton fields, just 
as all quark fields are confined in QCD, one runs into problems removing 
unrenormalizable contributions to the field energy that arise from the non-Abelian terms.  
One can get around this problem by splitting all lepton fields in half based on their 
helicity, then introducing a gauge field that only confines one helicity of each lepton 
field.  For example, positive-helicity neutrinos are confined just like quarks in QCD, but 
negative-helicity neutrinos are not.  In this chapter, we proceed from the start by 
assuming this partial “chiral” confinement, then only when addressing renormalization do 
we show why partial, rather than full confinement is necessary. 
 Perhaps one of the most attractive features of this model is its mathematical 
elegance.  In the Standard Model, the original Lagrangian is not chirally symmetric.  
Right-handed fields act as singlets while left-handed fields act as doublets, weak 
interactions only affect left-handed fields, and hypercharges are dependent on chirality.  
As such, the Standard Model has a very complicated chirality-dependent starting point 
that gets complicated even further when the Higgs boson is introduced in order to break 
more symmetries and give mass to intermediate vector bosons.  In this model, one starts 
with a very simple, chirally symmetric Lagrangian.  This chiral symmetry is broken by 
the lowest energy vacuum state – not from the outset by the original Lagrangian.  The 
model also does not require a Higgs boson – the intermediate vector boson masses are 
functions of lepton masses, just as hadron masses are functions of quark masses. 
 Elegance is nice, but the true proof of the pudding will be to see if calculations 
from this theory agree with experiment.  The theory has all of the correct structure, but 
one must check for example to make sure that the coupling constant implied by beta 
decay agrees with the coupling constant implied by calculating W mass from lepton 
masses.  These kinds of checks are outside the scope of this paper, but we hope that the 
groundwork laid here will stimulate work in this area. 
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Defining the theory 
 We consider an SU(2) Lagrangian of the form: 
 ( )( )aa FFAgMixdL mnmn413 -Y/+-¶/Y= ò ,     (6.1) 
where A is an SU(2) gauge field with field strength aF mn , and the lepton mass matrix 













a  .        (6.2) 
Note that the above matrix shows the SU(2) structure of the mass matrix, and we now use 
the subscript f to denote “family” rather than “flavor”.  We will associate the first SU(2) 
index with a massless neutrino and the second with the electron (or muon or tau lepton).  
To simplify the present analysis, we keep quarks out of the theory for now, but we will 
add them back in at the end.  We also assume that the electromagnetic interaction is 
represented by a separate field.  Unlike the Standard Model, we do not assume that the 
electromagnetic field is partially comprised of one of the original SU(2) fields in the 
Lagrangian. 
 
Definite helicity spin vectors  
 Just as in chapter 2, in this chapter we will be making massless expansions of 
fermion fields.  In chapter 2, we did this using standard spin vectors and spin up/down 
operators.  Since our expansions are massless, however, we can alternatively expand the 
fields in terms of spin vectors and operators that have definite helicity.  The advantage to 
this approach is that even after chiral symmetry breaking, the expressions derived in this 
way are relativistically invariant.   
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 for 03 £p .    (6.3) 
The helicity of these operators is defined by the fact that they were constructed to obey 














 .        (6.4) 
 In addition, our new spin vectors satisfy a number of other useful relations.  First 
of all, they are orthonormal and complete: 
 sspsspSS ¢¢
+ = dˆˆ  
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 1ˆˆ =å +
s
spspSS  .         (6.5) 
In particular, the completeness relation is made up of two distinct parts that are 





















.    (6.6) 
where ),1( iss m =  and ),1( iss m -= .  Finally, from (6.3) we can also see that if one 





= ˆˆ .         (6.7) 
We can now use these spin vectors to define new lepton field expansions. 
 
Fermion Quantization 
 We begin this section by defining expansions for a “confined” lepton generating 
field f­ac  and an “unconfined” lepton generating field f¯ac : 































































































































c , (6.8) 
where  
 ),( 0 iff pPP =
m   and 220 ff mpP +=
r
 .    (6.9) 
Our labeling of helicity indices for negative-energy leptons may seem strange at first 
sight, but we will show later that this labeling along with a transformation to anti- lepton 
operators will provide correct results when acted on by the helicity operator. 
 For f¯ac , we use the massive prescription of (1.4) to generate a fermion field, 











































































































































































           (6.10) 
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where we continue to use the notation pp
r
=0 , even in the massive, unconfined electron 
field.  These fields have the usual normalization: 
 ( )sfpsfpsfpsfpffssfssf bbbbpdxd aaaaaaaa ddd ++¢¢¢¢¢¢+ +=YY òò 33  .   (6.11) 
 Anti-commutation relations, however, are more subtle.  We impose the following 
anti-commutation relations on the amplitudes: 
 { } )(, 3 ppbb ffsspfssfp ¢-= ¢¢¢+ ¢¢¢¢ rrdddd aaaa  and  
 { } )(, 3 ppbb ffsspfssfp ¢-= ¢¢¢+ ¢¢¢¢ rrdddd aaaa .      (6.12) 




































dddd aaaa  , 
           (6.13) 
where the plus (minus) sign is for the confined (unconfined) fields.  This relation can be 
used along with (6.4) and its Hermitian conjugate, to derive the following: 








Y=YY¶- ò aaamaaam dddggc  






Y=¶YYò aaaamaam dddcg . (6.14) 
The fields also obey another set of anti-commutation relations: 
 { } 0),(),,( 0 =¶Y ¢­¢+ mama ggc tytx fsf rr   
 { } 0),(),,(0 =Y¶ + ¢­¢ tytx sff rr aamm cgg .      (6.15) 
 In all of the above expressions, each field contains both positive-energy and 
negative-energy operators.  A useful relation can be found by separating out these 
components.  We have, 





­ò maaam ggc txtytxxd ffsf
rrr
 





­ò maaam ggc txtytxxd ffsf
rrr
,    (6.16)  
where the (+) and (-) superscripts denote the positive- and negative-energy components 
of the fields, respectively. 
 It is interesting to look at the effect of the free Dirac equation.  We have: 
 ( )å òò ­¯­­ YY+YY=Y-¶/Y-
f
fffff xdmMixd 2222
33 )( ,   (6.17) 





a .         (6.18) 
We can see that our massive expansion of the unconfined electron field cancelled half of 
the electron mass term, but it left another half that involves confined electron fields.  
 
The vacuum gauge field 
 The vacuum gauge field we employ must satisfy the following criteria: 
1. It transforms as a relativistic 4-vector 
2. It cancels the remaining electron mass term 
3. It leads to a Hamiltonian with real energy eigenvalues  
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4. It leads to a renormalizable theory 
5. It produces a negative vacuum energy and confines all positive-helicity 
leptons 
In this section, we propose a gauge field and show that it satisfies the first two criteria.  In 
the following sections, we show that our gauge field also satisfies the remaining criteria. 
Before starting, we note that the following configuration does not work for a 
vacuum gauge field: 






33 tcd mm       (6.19) 
Although this field satisfies many of the criteria, we argue in the next section that it leads 
to complex energy eigenvalues. 
 Instead, we propose the following form for the vacuum gauge field: 
 ( ) ( ) ( ) 3)(3)(3)()()()( ttt mmmmmmm BABABA AAAAAAA +++++= +---++  





abm cctll  





abm cctll  





abm cctll  





abm cctll   





am cctll   





am cctl    (6.20) 
where 1l  and 2l  are scale parameters, the 
at  are Pauli matrices, and we are using the 
notation  
 ( )2121 ttt i±=±  
 21 mmm iAAA ±=
±   
 baab tt CC
aTa = .        (6.21) 
The vacuum gauge field has several important attributes.  First, since the field involves 
only “confined” lepton fields, it will confine only those fields and not the “unconfined” 
fields.  Second, since both the helicity and the sign of a particle’s energy are 
relativistically invariant concepts for massless fields, the gauge field transforms correctly 
as a relativistic 4-vector (see Appendix).  Third, +mgA  and 
-
mgA  are Hermitian conjugates 
of each other.  This means that both 1mgA  and 
2
mgA  are Hermitian, not anti-Hermitian.  
Fortunately as we will show, their positive contribution to the electric field energy is 
offset by the negative contribution of 3mgA , which is totally anti-Hermitian.   
 Finally, the gauge field asymmetrically produces the correct electron mass term 
for cancellation without producing any physical neutrino mass terms.  Using the field 
anti-commutators of (6.13) to (6.16), the interacting Dirac equation becomes: 
MHHAgMixd +=Y/+-¶/Y- ò 13 )(  
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)()()()()(333)(3
1












1 )1( ll  
           (6.22) 
where we are using the charge operator defined by  
 ò YYº aa xdQ tg mm 3 .        (6.23) 
Although (6.22) does have left-over mass terms, all of them are mixed terms involving 
both confined and unconfined fields.  We will show shortly that these mixed terms are 
not physical.  All of the physical terms – the purely confined and purely unconfined terms 
– vanish for any choice of 1l  and 2l .  Consequently, it is not immediately obvious what 
magnitudes should be used for the scale parameters.  Since these magnitudes determine 
the amount of and even the sign of the electric energy, it is clearly important to 
understand how to pick the right values.  We will address this when we discuss physical 
states and renormalization. 
 
The Hamiltonian  
 The Hamiltonian can be derived using the canonical method.  The canonical 














 .      (6.24) 
The electric part of the Hamiltonian is then given by: 
 ( ) ( )eidadecibabcaiaiaiaiaiaiaiia AAgAAgAAFFFFA 0000210000410 ee-¶¶=+-¶P . (6.25) 
It is interesting to note that in our model, there is no three-field contribution to the 
Hamiltonian. 
 Combining the electric terms with the magnetic and other energy terms, we get 
the following form for the Hamiltonian, 
 4210 HHHHHH M ++++=  





2 ¶¶º  
 ( )abbaba AAAAAAVgH nmnmnm -º 2414 .      (6.26) 
Clearly this Hamiltonian is quite a bit more complicated that the one for QCD.  
Fortunately, as we show below, given the right choice of physical states as well as the 
scale parameters, the Hamiltonian simplifies considerably. 
 
The perturbative vacuum and helicity 





ax 00  .        (6.27) 
With this vacuum, we can make the following transformation from negative-energy 
operators to anti-particle operators:   
 +º sfppsf bd aa .         (6.28) 
7/18/2002 NM_7_1 39 
 Because of (6.7), one must be very careful to give operators the correct helicity 
labels.  Here we show why we have chosen the labels that we have on our lepton 
operators.  The helicity operator is given by: 
 ( )ò Y×ÑY-º + sr
r
xdih 3ˆ .       (6.29) 
Using the fermion field expansions of (6.10) with the transformation (6.28), we have: 





03ˆ  .  (6.30) 
It is now apparent that operators with down arrows do indeed have negative helicity and 
those with up arrows have positive helicity.  The actual “helicity” is found by dividing 
the eigenvalue of hˆ  by the eigenvalue of 0H .  This means that the helicity of unconfined 
neutrinos (anti-neutrinos) is –1 (+1), while helicity of unconfined electrons (positrons) is 
cv /-  ( cv / ).  In other words, our unconfined leptons have the correct helicities to be 
consistent with experimental evidence.  
 
Confined physical states 
 Just as in QCD, we proceed by defining a basis of physical states x  in order to 
remove non-Hermitian or unrenormalizable terms from the physical Hamiltonian.  We 






























































































    (6.31) 
The first three operators create the SU(2) equivalents to baryons, anti-baryons, and 
mesons.  One important difference with these operators versus comparable operators in 
QCD is that we are limiting physical operators to ones that have the same family index.  
Another difference is that we demand all physical states to be invariant under change of 
momentum direction.  The reason for these additional restrictions will become apparent 
shortly.   
 We propose that the fourth, fifth, and sixth operators of (6.31) create intermediate 
vector bosons (IVBs).  In other words, we are proposing that IVBs are just bound states 
of confined leptons.  Just as in QCD, we expect that the masses of these bound states can 
be found through spherical quantization, but we will not address that here. 
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 The last operator of (6.31) creates a “full” state with every confined lepton 
operator that it is possible to have for a given family/momentum index combination.  We 
define physical states x  in the following way:  Let +fpP  represent one of the operators of 
(6.31).  Physical states are made up of strings of unconfined operators and +fpP  operators 
acting on the perturbative vacuum 0x .  However, states are only physical as long as 
there is no more than one +fpP  operator in the string for any family/momentum 
combination.  For example, 0x
++
fpfpWW  is not a physical state.  This restriction is needed 
for renormalization.  
 Let us look at the mass term in (6.22).  Given our definition of physical states, it 
must be true that  
 0=¢ xx MH .        (6.32) 
The reason is because the “mixed” mass terms in MH  contain only one confined lepton 
operator, while any physical state contains an even number of confined operators, so 
(6.32) will involve an odd number of confined operators that cannot totally cancel each 
other before one of them annihilates the perturbative vacuum. 
 For the same reason the mixed terms in the charge operator of (6.23) are not 
physical.  For example, 









am xtgx .     (6.33) 
Again, the reason is that physical states always contain an even number of confined 
lepton operators whereas mixed charge terms have an odd number of confined lepton 
operators.  As a result, only purely confined or purely unconfined charge operators are 












m tg3 .      (6.34) 
 Next we look at 1H .  Unconfined charges and the gauge field cannot be 
connected since they involve different helicities of lepton operators.  This means that 
 ( ) 03)(333)(3 =¢¢¢¢¢µ+¢ ¯¯ xxxx iBiiiAi gAgAQQgA ,    (6.35) 
as a result of the momentum symmetry of the physical states.  Furthermore, in the 
Appendix, we show that 




i gAQQgA .     (6.36) 
When the charge and gauge field are not connected, the result is a trivial consequence of 
the momentum symmetry of the physical states.  However, when they are connected, it is 
necessary to use the SU(2) symmetry of the theory to achieve the result.  Because of 




i gAQQgA +  from the physical Hamiltonian.   
 In the Appendix, we show that the temporal gauge fields and charges commute.  
In addition, all terms involving spatial charges of unconfined fields vanish by momentum 
symmetries similar to (6.35).  As a result, we can write the physical part of 1H  (called 
1
~H ) in the following way: 
[ ])()()()(000003301~ BABA gAQQgAgAQQgAQgAQgAQgAH -+­+­-+-­-­++¯--¯+ +++----= mmmmmmmm , 
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           (6.37) 
where all of the terms in the square brackets that involve spatial components are 
connected.  In the Appendix, we show ),( BAgA+m  and 
),( ABgA-m  are Hermitian conjugates, 
3
0gA  is Hermitian, and  
 [ ] 0, 0330 =QgA .          (6.38) 
From these, it follows that 1
~H  is Hermitian.   
 From expansions in the Appendix, we can see that 30gA  creates or destroys 
+Z  
physical states, while +0gA  either creates 
+W  states or destroys +W  states, and -0gA  does 
the inverse.  Therefore, (6.37) shows that unconfined leptons couple to intermediate 
vector bosons solely through their temporal components. 




mgA , and 
3
0gA  are 
Hermitian, and 3igA  is anti-Hermitian (see Appendix expansions), only terms in 4H  
involving an odd number of 3igA  factors are not Hermitian.  We can immediately remove 
these non-Hermitian contributions by requiring either 12 ll =  or 2112 -= ll .  However, 
if we do the first, then 030 =gA  and Z bosons do not couple with unconfined leptons, and 
if we do the second, then 00 =
±gA  and W bosons do not couple with unconfined leptons.  
We will take a less obvious path and leave our scale parameters unrestricted for the time 
being.  In the Appendix, we show that in this case, the physical part of 4H  does have 
anti-Hermitian terms in it.  However, these terms only contribute when one gauge field in 
the term is not connected to the other three and has a different family index.  From the 
specific disconnected form of the terms, one can see that it is not possible for them to 
have double-contracted “internal loops” at zeroth order.  We will argue below that this 
means that these anti-Hermitian terms will be infinitely suppressed and not lead to 
complex energy eigenvalues, so they can be neglected. 
 Before moving on, we would like to note that if we had chosen a non SU(2)-
symmetric gauge field such as (6.19), we would not be able to achieve (6.36) in the 
connected case.  As a consequence, we would be left with a connected non-Hermitian 
term in our Hamiltonian.  One of the reasons for discarding (6.19) is because this kind of 




 Let us recall the renormalization discussion from chapter 3.  Because the QCD 
electric field energy has dimensions proportional to qpmVm ff
rr
×¢ , if perturbation theory 
were to lead to any internal “loop” momentum integrals, they would be divergent.  
Furthermore, not all functional forms of these divergent contributions are possible to 
cancel by inserting counter terms into the original Lagrangian.  In QCD, this problem is 
resolved by the fact that in the context of physical states, the electric field energy only 
contributes if it is totally connected.  As a result, no connected perturbation “diagrams” 
can have internal loop momentum integrals. 
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 In this theory, we now have a non-Abelian term 4H .  Even in the context of 
physical matrix elements, this term does not need to be fully connected.  As a 
consequence, connected diagrams can have internal “loop” momentum integrals.  Since 
1H  and 4H  have dimensions proportional to fm  and ffff mmmVm ¢¢¢¢¢¢ , respectively, 
divergent internal loops involving just these two operators can be handled using standard 
renormalization techniques we outline below.  However, in general there could be loops 
caused by 4H that also involve factors of 2H .  Since 2H  has dimension proportional to 
2
0
2 pVm f , these combination 4H / 2H  internal loops can be divergent with momentum-
dependent functional forms that cannot be cancelled by counter terms.  Thus in general, 
the theory is not renormalizable.  In this section, we first eliminate problems involving 
2H  then renormalize the remaining 1H  and 4H  terms. 
 Fortunately, because we have confined only one helicity of fields, we can choose 
the parameter 1l  in such a way so that 2H  does not contribute to any physical matrix 
elements, and we can remove it from the physical Hamiltonian.  Without 2H , the theory 
can be made renormalizable.  If we were to try to confine both helicities of fields or to 
choose a different value for 1l , then we would not be able to remove 2H  and the theory 
would not be renormalizable.  In other words, to have a renormalizable theory, we must 
confine only one helicity of fields and choose the right value for 1l . 
 We begin demonstrating these arguments by noting that because of the 
momentum symmetry of the physical states, terms in 2H  in which the two 
a
iA0¶  factors 
are not connected vanish in all physical matrix elements.  With this in mind, we get the 
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           (6.39) 
where we have implicitly redefined the lepton operators in cubical quantization.  For 
general values of 1l , 2










12 ==¢ xlx H ,        (6.41) 
so we can remove 2
~H  from the physical Hamiltonian.   
 This result relies upon the form we found for equation (6.39).  In deriving this 
equation, two important attributes of the theory are used:  only one helicity of the fields is 
confined and physical operators have the same family index.  The cancellation for 81
2
1 =l  
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comes about because pairs of Hermitian ±¶ iA0  fields and pairs of anti-Hermitian 
3
0 iA¶  
fields produce terms with opposite signs.  This cancellation only works for terms in the 
two pairs that have the same functiona l form.  Notice that 30
3
0 ii AA ¶¶  does produce unique 










 that cannot be cancelled by ±igA  pairs 
since they only involve a single SU(2) index.  Fortunately, all of these unique terms 
vanish because they have two identical operators in the same string.  However, if we had 
used a gauge field that also confines the other helicities, then 30
3
0 ii AA ¶¶  would have also 










.  Since these terms do not contain identical 
operators, we would not be able to throw them out, and since they do not involve the 
second SU(2) index, there is no way that they could be cancelled by ±mgA  terms.  As a 
result, we would not be able to remove 2
~H  from the Hamiltonian, and the theory would 
be unrenormalizable.  The same arguments can be used to show that physical state 











that would also lead to an unrenormalizable theory. 
 Now we address the problem of renormalizing 4H .  One of the peculiarities of this 
theory is that even the expectation value of 4H  can have divergent loops.  For example, 


































































































D AAAAAAAAVgH ,    (6.42) 
where we are using contraction notation from chapter 3 (but omitting the parentheses 
around the contraction indices).  In the Appendix, we show that for 81
2
1 =l , these are the 
only double-contraction terms that contribute to the physical Hamiltonian. 
 Expanding the first contraction, we have: 











A ,    (6.43) 
where we have assumed (6.40) and W  is an infinite constant given by 
 å=W
p
1 .         (6.44) 
Due to the presence of W , it is apparent tha t contributions coming from double 
contractions of 4H  will be infinitely larger than those coming from terms that do not 
have double contractions.   
 To handle these double contraction terms, we renormalize the fields and coupling 
constant as follows: 














 ggg R W=® .        (6.45) 
This rescaling compensates for the divergences in double contractions involving 4H , but 
leaves both 0H  and 1H  unaffected.  Notice that we have now included a helicity index 
on the lepton mass matrix.  This is done so that our mass renormalization will provide the 
correct cancellation in the confined sector but will not affect the lepton mass in the 
unconfined sector.  The unconfined lepton mass can be renormalized independently in the 
usual way by considering both weak and electromagnetic loop diagrams.   
 As a result of the rescaling, we can neglect all contributions to 4H  that are not 
double contractions, since they are infinitely suppressed.  Since the non-Hermitian term 
we mentioned in the last section cannot be connected, it cannot have a double 
contraction.  Therefore it is infinitely suppressed, which is why it is permissible.   
 Note that terms like )(4
AH  do not need to be connected, so they can give rise to 
internal loop diagrams.  However, because the dimension of the Hamiltonian is given 
solely in terms of lepton mass and volume and not in terms of momentum, divergences 
that come about due to these loops can be handled using standard techniques, similar to 
what we have done above.  Therefore, the theory is renormalizable. 
   
The Vacuum Energy and Chiral Confinement 
 Since we can neglect all contributions from 4H  other than the physical double-
contraction terms of (6.42), we have 









H   (6.46) 
where we are using renormalized coupling and masses but are suppressing the “R” index.  
This expression is particularly interesting for the following reason.  Provided 2l  is large 
enough, the vacuum expectation value of 4H  is infinitely negative and proportional to 
the volume of integration.  Since this contribution overwhelms that of 0H , the vacuum in 
this model is infinitely more negative than it would have been without the vacuum gauge 
fields.  Moreover, the vacuum expectation value gets more negative as 2l  gets larger.  It 
would be interesting to see if higher order calculations impose a maximum constraint on 
2l .  If they do not impose such a constraint, then we can simply let ¥®2l , and rescale 
the coupling constant again by 
 ggg R W=® 2l .        (6.47) 
This rescaling removes infinities from both the electric terms of 4H  and the temporal 
couplings of 1H .  In doing so, it infinitely suppresses the magnetic terms of 4H  and the 
spatial couplings of 1H .  Although higher orders should be checked for a constraint, for 
now we will assume (6.47). 
 To see the confining effects of the theory, we can use the expressions in (6.42) to 
derive the following: 











































+ xx . 
Just like hadrons in QCD, the volume factor means that these physical states must be 
confined to a small volume whose radius is determined by the interplay between the 
kinetic term and the volume-dependent term.  It is also interesting that due to the mass 
sum, the mass of these bosons is at least partially determined by the mass of the heaviest 
lepton.  Although the zeroth order expectation value of the W mass is greater than that of 
the Z, we anticipate that higher order corrections will reverse this relationship. 
 
Beta Decay and other matters  
 So far we have left quarks entirely out of the theory.  They can be very simply 
incorporated by just adding a new charge term to the Hamiltonian that represents the 
interaction between quark fields and the weak vacuum gauge field.  Just like unconfined 
lepton fields, quark fields cannot be connected to the gauge field.  As a result, adding 
quarks amounts to making the replacement in 1H : 
 aq
aa QQQ 000 +® ¯¯ , 
where aqQ
0  is the quark charge operator.  Now we have all of the structure needed in the 
theory for beta decay and other weak lepton-hadron interactions. 
 We have also left out electromagnetism so far.  We propose that the photon gauge 
field is a separate U(1) gauge field that has no mixing with the SU(2) fields shown above.  
The photon field couples to both confined and unconfined quarks and leptons with the 
usual coupling to define the electric charge.  Incorporation of electromagnetism, 
therefore, does not change the above analysis. 
 Finally, we would like to say a word about the SU(2) “baryon” and “meson” 
physical states of (6.31).  Although these states appear to be allowed by the theory, they 
do not directly couple to unconfined leptons or quarks.  One would expect these states to 
interact among themselves in a fashion similar to QCD baryons and mesons, but more 
work would need to be done to see how (if at all) the bosons implied by these states 
would interact with other matter. 
 
Summary 
 We have proposed a new theory of the vacuum both for QCD and the Weak 
Interaction.  The proposed vacuum field configurations are generated by dynamical 
symmetry breaking that leads to infinitely negative vacuum energies and confinement.  In 
both cases, the non-Abelian gauge field forms a vacuum configuration made up of 
fermion fields and proportional to fermion masses.  In neither case is any external particle 
such as a Higgs boson needed to induce the symmetry breaking.  Both theories are 
renormalizable. 
 In QCD, due to the color independence of quark masses, the vacuum confines all 
quarks into stable baryon and meson configurations.  The masses of these hadrons can be 
directly calculated from quark masses and the strong coupling constant.  We propose that 
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QCDl  is just a function of nucleon radii, and is therefore also a function of quark masses 
and the coupling constant.  Regge resonances are just hadrons in higher orbital angular 
momentum states.  Finally, the theory shows that hadrons effectively interact with each 
other through meson exchange. 
 In the Weak Interaction, due to the fact that the neutrino is massless and the 
electron is not, only one helicity of leptons is confined.  Just as confined quarks form 
themselves into hadrons, the confined leptons form themselves into massive bound states 
that behave as intermediate vector bosons.  The remaining unconfined leptons have 
helicities consistent with those observed experimentally for neutrinos and electrons.  
Because there is no Higgs boson, the theory does not require a Higgs VEV.  In its present 
form, the theory also does not have any equivalent to a Weinberg angle, although it is 
possible that a revision to the theory could include it.  At any rate, including QCDl , the 
theory requires two or three fewer free parameters than the Standard Model. 
 More work should be done to validate the theory.  For QCD, the first step will be 
to diagonalize the finite-dimensional Hamiltonian matrix for a number of hadron states.  
Once this is done, it should be checked whether six quark masses and a coupling constant 
are sufficient parameters to reproduce the hadron spectrum.  In diagonalizing the 
Hamiltonian, one can also produce true hadron eigenstates.  These eigenstates can be 
used along with the Hamiltonian to verify the probabilities of measured hadronic decays 
and other processes. 
 For the Weak Interaction, the next step is to explicitly perform spherical 
quantization and determine whether an analog to the ground state approximation in QCD 
is warranted.  Assuming that as in QCD, the theory results in a finite-dimensional 
Hamiltonian matrix, the next step will be to diagonalize it and calculate the masses of 
intermediate vector bosons from lepton masses and the weak coupling constant.  It should 
be checked whether the coupling constant implied by beta decay is consistent with that 
implied by the masses of the intermediate vector bosons.   
 Perhaps the most appealing feature of this theory of the vacuum is its 
mathematical elegance.  Both in QCD and the Weak Interaction one starts with very 
simple symmetric Lagrangians involving nothing more than fermions coupled to a gauge 
field.  In the Standard Model, complexity such as the Higgs boson and chiral asymmetry 
is put into the Lagrangian a priori in order to explain observed phenomena.  In this 
theory, the rich complexity needed to explain observations arises naturally as a simple 
consequence of the system moving to the lowest possible energy state. 
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Appendix: 
 
Lorentz transformation properties of gauge field 
 For (2.9) to represent the vacuum gauge field, it should have the correct Lorentz 
transformation properties, so that it takes the same form in any reference frame.  In this 
subsection of the appendix, we show that to be the case.  We begin by considering a field 
configuration that manifestly transforms as a Lorentz 4-vector: 




xdI  ,       (A.1) 
where 222 xt -=t , and the integral goes from one proper time to another one.  Given our 
prescription in (2.1), we can rewrite the 4-vector as: 






xdiI  .       (A.2) 
 Now here is the key:  We demand that regardless of the reference frame or proper 
time limits of integration that we pick for the integral, both c  and its first derivative 
vanish on the spatial surface of the integral, and c  also satisfies 0=¶¶- cmm .  That 
being the case, we can perform a partial integration on (A.2) and rewrite it as follows: 





cxdiI        (A.3) 
The above 4-vector takes this functional form regardless of the chosen reference frame or 
integration limits.  Consequently, it must be true that 
 Y¶ +ò cmxdi 3          (A.4) 
is a 4-vector that retains the same functional form in any reference frame.  Adding in 
mass and group matrices does not change this Lorentz covariance. 
 Using the same reasoning, it can be seen that since  








    (A.5) 
are Lorentz 4-vectors, it follows that  
 RLxdi Y¶
+ò cm3   and LRxdi Y¶ +ò cm3      (A.6) 
are also Lorentz 4-vectors.  Furthermore, since the sign of the energy of a particle is a 
relativistically invariant concept, the “positive-energy” and “negative-energy” 
components of (A.6) are separately invariant.  This means that the following quantities 
transform as 4-vectors: 
  )()(3 ++- Y¶ò RLxdi cm  and )()(3 -++ Y¶ò LRxdi cm ,    (A.7) 
where the superscripts in parenthesis denote whether the field is of the positive- or 
negative-energy type.  These last relations are needed when discussing the electro-weak 
interaction in chapter 6. 
 
Gradient “completeness” relation 
In this section, we prove the following identity needed to establish field anti-










djj  .   (A.8) 
We start by doing a Fourier expansion of each of our spherical functions: 
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j  .     (A.9)  

















jjd .   (A.10) 
For the first and last expressions to be equal, the expansion coefficients must obey the 
following relation: 




-=å d  .      (A.11) 





























.  (A.12) 
Now from the fact that our spherical functions satisfy 0=¶¶- nlmj
m
m , we note that the 
quantity that we just evaluated is just the Laplacian of ),( xxF
rr
¢ .  It follows that the 
Laplacian of ),( xxF
rr
¢  is equal to the Laplacian of a delta function. 
)(),(),(),( 32*2 xxtxtxxxF
nl
nlnl ¢-Ñ¢-=Ñ×¢Ñ¢=¢Ñ¢- å rrr
rrrrr
djj .   (A.13) 
From the above expression, we can conclude that 
xxcxhxhxxxxF
rrrrrrrr
×¢+¢¢+¢-=¢ )()()(),( 3d ,     (A.14) 
where )(xh
r
 and )(xh ¢¢
r
 are functions that vanish when acted on by a Laplacian: 
 0)()( 22 =¢¢Ñ¢=Ñ xhxh
rr
.       (A.15) 
This being the case, we can expand )(xh
r
 and )(xh ¢¢
r











lm Yraxh ),()( fq
r
,   (A.16) 
where these new coefficients lma  with 2 indices have no relation to the coefficients nlma  
that were defined in (A.9). 




riL .         (A.17) 
This operator takes derivatives that are perpendicular to r, so it does not act on radial 






´-¶=Ñ 2ˆ  .        (A.18) 
























































  (A.19) 
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qqdffd ,    (A.20) 
where g  is the angle between ),( fq ¢¢  and ),( fq , and we have used the completeness of 
the spherical harmonics.  Due to the angular delta functions, F vanishes on the sphere 





and c from equation (A.14) must all vanish.  Hence we have proven equation (A.8). 
 
Physical restrictions in spherical quantization 
 In this section, we present calculations needed to prove the physical restrictions of 
equation (4.16). We begin by writing down spherical expansions for the vacuum gauge 
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There is one simple fact to notice from the above expansions:  every term in the gauge 
field operator has two spatial derivatives, while every term in the charge operator has one 
spatial derivative. 
 With this fact in hand, we proceed by making some definitions: 
 ( )21
2
1 irrr ±º±  
 ( )2121 ¶¶º¶ ± im  .        (A.22) 
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Next, we recall the impact our orbital angular momentum operator has on spherical 
harmonics: 




± +±=±= lmlmlm YmlmlYiLLYL m .    (A.23) 
 From equation (A.18), we know that any spatial deriva tive of one of our spherical 
functions can be re-expressed in terms of radial derivatives and angular momentum 
operators.  Explicit derivatives are: 


























1 3  .   (A.24) 
A quick look at the form of spherical harmonic functions will confirm that a general lmY  
has terms with kl 2- factors of qsin  or qcos , where k is an integer in the range 
lk ££ 20 .  As a result of this, equations (A.24), and the fact that spherical harmonics are 
complete, we can see that nlmij¶  can be expressed as a linear combination of new 
spherical harmonics mlY ¢¢  where kll ¢-+=¢ 21  and lk ¢£¢£ 20 .  Since the spherical 
harmonics are orthogonal, this implies: 
0*3 =¶¢¢¢ò nlmimlnxd jj    unless kll ¢-+=¢ 21  where lk ¢£¢£ 20  .  (A.25) 
A simple consequence of this for integrals like (A.25) is that if l is even then l¢  must be 
odd and vice versa.   
By applying the derivative operators a second time and using the same reasoning, 
it is straightforward to see that 
0*3 =¶¶¢¢¢¢¢¢ò nlmjimlnxd jj   unless kll ¢¢-+=¢¢ 22  where lk ¢¢£¢¢£ 20  .  (A.26) 
In this case, if l is even then l ¢¢  must also be even, and if l is odd then l ¢¢  must also be 
odd.  It follows that: 
0*3*3 =¶¶¶ ¢¢¢¢¢¢¢¢¢¢¢¢ òò mnlimlnnlmjimln xdyd jjjj  whenever ll ¢=¢¢ .   (A.27) 
Combining this with the fact that 
 mnl
m
nlm --= jj )1(
* ,        (A.28) 
means that every term in iaai QgA  can be written in the form of (A.27).  This is the 
relation we need in order to remove iaai QgA  from the physical Hamiltonian in spherical 
quantization.  
 
Integrals for hadron mass calculations  
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± ±=¶¶ò mddjj ,     (A.29) 
where nC
~
 is defined in (4.28).  These integrals only connect the spherical 0=l  ground 
state with either 2=l  states or other 0=l  ground states.  A useful result from these 
relations is: 
{ } { } =¶¶¶¶








t ydxdSS jjjjss  












pSSiCp dddseddddd -++=   (A.30) 
A special case of this can be used to calculate the zeroth order electric field energy for 
hadrons.  In particular, multiplying the above relation by ijd  we have: 












== òå ò  . (A.31) 
This relation is used several times in chapter 4. 
 
Di-meson relations  
 This section provides useful formulas for the di-meson matrix elements used to 
evaluate masses of hadrons in chapter 5.  We begin by defining the following colored and 


































fg ddSSS aaa s  
 ( )å ++ +=
s
sfsfsfsff ddbbN aaaaaˆ  














sgsffg bbN aaa  
 å +=
s
sgsffg ddN aaa .        (A.32) 
Using these along with equation (5.9), we evaluate the following four matrix elements: 










¢¢ aabbaab dddddd  




7/18/2002 NM_7_1 53 
 ( )( ) ( )[ ]hNSSNNh ffgigifgf 2ˆ~~2ˆ2ˆ 43)()(2143 -----´ ++ aabbaba dd  
( ) ( ) hSSSShhDDh i gfi fgi gfi fgfggfggffBfggf ¢¢¢¢¢¢¢¢¢¢¢¢+- ¢¢ ++-= babaab dddd 410)( 33
1ˆˆ  




 [ ] hSSSSNNNNh i gfi fgi gfi fgfggffggf ¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢¢ --+´ babababa 21214343 ,  (A.33) 
where we are using the di-meson destruction operator of the Hamiltonian with the 
creation operators of (5.10).  There are a number of things to note about these matrix 
elements.  First, due to the presence of various spin-squared operators, these matrix 
elements display a mechanism for differentiating hadron mass based on total hadron spin.    
Also, even if vacuum contributions are removed, the second two matrix elements do not 
vanish for the case when one of the quarks is not in the hadron.  It follows that the higher 
order states for every hadron have top quarks and every other flavor of quark in them.   
 To make an orthonormal basis of states, we need expressions that show the 
normalization and overlap of states made from adding di-mesons to zeroth order hadrons.  
We have the relations: 
( ) ( )( ) ( )[ ] hNNNhhDDh ffggffggfggffAfggfA 6ˆ6ˆ6ˆˆˆ 36100 -+--+= ¢¢¢¢+¢¢ ddddd  
















( )´+= ¢¢¢¢+¢¢ fggfggffAfggfA hDDh dddd27
1ˆˆ
11  






-----´ å ++ 6ˆ~~6ˆ6ˆ 43)()(2143 d
ab
ba ,  (A.34) 
where the last two relations were derived directly from the first two relations of (A.33). 
 We are also interested in matrix elements of the Hamiltonian with states involving 
di-mesons acting on zeroth order hadrons.  In particular, we have: 
































































( ) ( ) ( ) ( )[ ]hNNSSNSSNSSh ffgfififfgfigiggifif 2ˆ34ˆ~~6ˆ~~6ˆ~~ )()(21)()(41)()(41 -+-+-+-´ ------ aabbababa ddd
 
           (A.35) 
 In chapter 5, we restrict our discussions to states involving “up-only” di-meson 
operators.  In the context of these, we have the following spin-squared matrix elements: 
 abba dpp =












~~ +=+±±+ abba dpSSp
ii .      (A.36) 
We can see that the difference in the two matrix elements is much more than would result 
from just counting quarks.  Using these expressions along with (A.34), we get the 





















+ xx AA DD .       (A.37)   
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xx =- +      (A.38) 
 
Weak Interaction Calculations  
In this section, we establish a number of relations needed for chapter 6.  We begin 
by expanding the gauge fields in terms of quark operators.  To simplify these expressions 
we first introduce the following shorthand notation: 
 tipfpebb
0-




­º aa ,     (A.39) 
with analogous notation for Hermitian conjugates.  As in chapter 3, we re-quantize the 
gauge fields inside a box.  The confined charge and gauge field expansions then take the 
form: 
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     (A.40) 
From these expansions, it is straightforward to see that 
 [ ] [ ] 0,, 03)(3003)(30 == ­­ QgAQgA BA ,      (A.41) 
which is needed to show that 1H  is Hermitian.   
 To prove equation (6.36) for the connected case, we note that 









( ) ( )111122222211 ddbbdbddbbdbOa ++++++++ +++=  
( ) ( ) 221111112222 bdddbbbdddbbOb ++++ +-+-=  
( )22112 bdbdOc += .        (A.42) 
It can be verified that for any physical state operator +fpP : 
 [ ] [ ] 0,, ==+ bfpfpa OPPO .       
( ) 00221100000 =+¢µ¢=¢ ++++¢¢+¢¢+¢¢ xxxxxx dbdbPDOPPOP pffpcpffpcpf . (A.43) 
The first equality in the second line is a result of the fact that cO  destroys all physical 
state operators except +fpD .  When that operator is used, we end up with a quantity 
proportional to the third expression.  That expression vanishes for all physical state 
destruction operators.  Since both the charge and gauge field are diagonal in family and 
momentum indices, we have the stronger relations: 
 0=¢=¢= xxxx cba OOO .      (A.44) 
Deriving similar relations for the other half of the diagonal gauge field proves equation 
(6.36). 
For the next few analyses, it is helpful to separate out the spatial and temporal 
components of the gauge fields, combine their “A” and “B” parts, and write them in 
simpler forms: 
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0 .     (A.45) 
From these expansions, we can see that 1mgA , 
2
mgA  and 
3
0gA  are Hermitian and 
3
igA  is 
anti-Hermitian. 
The spatial parts of the gauge fields lead to the following time-derivative electric 

















0 .     (A.46) 
Here we explain some subtlety involved in showing that 2H  vanishes in physical 
matrix elements.  Looking at equation (6.39), it is apparent that the quantity in the first 
square bracket vanishes for 81
2
1 =l .  Accordingly, we will only concern ourselves with 
the quantity in the second square bracket.  Switching temporarily back to our “long-hand” 





















121121221 8  
           (A.47) 




+++ -µ¢=¢ fpfpfp DDHPH  
)81( 2102020 lxxx -µ¢=¢ fpfpfp DHDHP ,     (A.48) 
since 2H ¢  destroys all physical state operators except 
+
fpD , and when it does act on 
+
fpD , it 
returns the same state with the above factor.  It should be noted that for the W and Z 
operators, the first equality in each line is a result of momentum symmetries and the fact 
that 2H ¢  completely destroys those states.  Since 2H ¢  is diagonal in family and 
momentum indices, the above equations along with equation (6.39) imply the needed 
relation: 
 )81( 212 lxx -µ¢ H .        (A.49) 
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Next, we look at the non-Hermitian terms of 4H .  The only non-Hermitian terms 





































NH AAAAAAAAAAAAAAAAVgH . (A.50) 
To evaluate this, we start by looking at a very useful identity: 
 [ ] [ ] 03333 =+=+¢ ±±±± xx
CjijiCjiji
AAAAAAAA ,    (A.51) 
where we take the square bracket with a “C” to denote that the factors are connected 
(share the same family and momentum indices).  Equation (A.51) can be proven by 
applying the operator in brackets to one physical operator on the vacuum and then noting 
that the operator is diagonal in family and momentum.  To use (A.51), we start with 
(A.50), then move all spatial fields to one side or the other and make sure the remaining 
temporal fields are in the same order.  To handle the commutators that arise in this 
process, we note the following identities: 
 [ ] [ ] [ ] [ ] [ ] [ ] 0,,,,,, 320310230130220110 ====== iiiiii AAAAAAAAAAAA  
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i AAAAAAAA xxxx .   (A.52) 
 Using relations in (A.51) and (A.52), we have for the physical part of the non-
Hermitian term: 



























aNH AAAAAAAAVgH  
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  (A.53) 
This term is indeed anti-Hermitian.  However, due to the mass difference factor, it will 
not contribute when the operators in one parenthesis are connected to those in the other 
parenthesis.  In fact, even if the two factors have different momentum indices, if they 
share the same family indices, the term will not contribute.  In other words, the term will 
only contribute to energy eigenstates when corrections from other families are being 
considered.   
Next we consider all terms in 4H  that involve double contractions.  From our 
field expansions, we can see that most double contractions between fields with different 
group indices vanish: 







nmnm .    (A.54) 
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The remaining double contractions between fields with different group indices vanish in 
physical matrix elements by independent sums over momentum.  For example,  
 00




AA AAAA .       (A.55) 
This means that double contractions can only take place between fields with the same 
group indices.  Before considering these contractions, we look at some physical 
restrictions. 
 The following physical restriction can be derived using the same reasoning as was 
used for 2H ¢ : 



















i AAAA ,    (A.56) 
where we have assumed 81
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bia AAAA¢ ,        (A.57) 
then we can move those two fields to one side, use (A.56) to throw the term out, and all 
we have left over are the commutators it took to get the fields in the correct positions.  
These commutators can be rewritten in the following simple form: 
( ) =+¢ xx mmmm aibiabbaibia AAAAAAAA  
  ( )xx mmmmmmmm aiiabbbbaiiaaibiabbaibia AAAAAAAAAAAAAAAA --+¢= , (A.58) 
where for both of the terms on the left of the equation, we have assumed that the factors 
with the index “i” are connected.   
Since double contractions are connected, a special case of (A.58) is: 
( ) =+¢ xx mmmm AaAibiaAAbbAaAibiaAA AAAAAAAA  
 ( )xx mmmmmmmm AaAiiaAAbbbbAaAiiaAAAaAibiaAAbbAaAibiaAA AAAAAAAAAAAAAAAA --+¢= . 
           (A.59) 
Once fields are double contracted, they become scalars that commute with everything, so 
it is apparent that the expression in (A.59) vanishes.  From equation (6.26), it can be seen 
that 4H  vanishes whenever ba =  due to a cancellation between its first and second 
terms.  However, in (A.59) while considering contractions that affect the first term of 
4H , we have summed over all a and b, including ba = .  This means that we will need to 
subtract back out the parts on the left of (A.59) that refer to ba = .  In other words, there 















































C AAAAAAAAVgH .    (A.60) 
 Another corollary to (A.58) is that  
( ) =+¢ xx aiAbAiabAAAbAaibAAia AAAAAAAA 0000  
 ( )xx aiiaAbAbAAAbAbAAaiiaaiAbAiabAAAbAaibAAia AAAAAAAAAAAAAAAA 00000000 --+¢=  
           (A.61) 
7/18/2002 NM_7_1 59 
since the remaining spatial gauge field terms must be connected in order not to vanish 
under momentum symmetries.  Again, the above expression vanishes, but if we subtract 
























B AAAAAAAAVgH .    (A.62) 
 The only remaining term arises when we start with connected factors with same 
indices in the second term of 4H .  For these, we have 
( ) =+¢- xx biAaAjiaAAjbAaAjbijbiaAA AAAAAAAA  
 ( )xx AaAjiaAAbijbbijbAaAjiaAAbiAaAjiaAAjbAaAjbijbiaAA AAAAAAAAAAAAAAAA --+¢-= ,  
           (A.63)  



























D AAAAAAAAVgH .    (A.64) 
Double contractions of electric terms in the second term of 4H  do not contribute because 
they either have different group indices and vanish by (A.54) or (A.55), or they take a 
double contraction around a single momentum index.  This latter case vanishes by 
momentum symmetries.  Therefore, there are no more double contractions that contribute 
to the physical Hamiltonian. 
 For the calculations, it is useful to calculate these double contractions.  Assuming 
8
12
























     (A.65) 
From these relations and the field expansions of (A.45), the remainder of the calculations 
needed for chapter 6 can be readily performed. 
 
