Chlorine abundances are reported in 15 evolved giants and one M dwarf in the solar neighborhood. The Cl abundance was measured using the vibration-rotation 1-0 P8 line of H 35 Cl at 3.69851 µm. The high resolution L-band spectra were observed using the Phoenix infrared spectrometer on the Kitt Peak Mayall 4m telescope. 
INTRODUCTION
A full knowledge of stellar abundance patterns in a variety of stellar sources is useful to understand the production of each element and the chemical enrichment history of stellar populations. Galactic chemical evolution models rely on theoretical yields which are tested through observations of stellar abundances. Multiple elements have been well studied in galactic evolution, particularly the alpha elements and iron peak elements in Galactic populations. Some odd atomic number light elements are difficult to measure due to their low abundances and spectral features that lie outside optical wavelengths. Thus the light, odd elemental abundance patterns are poorly constrained (Nomoto et al. 2013) .
This work focuses on chlorine, an odd Z element zmaas@indiana.edu cpilacho@indiana.edu hinkle@noao.edu with two stable isotopes, 35 Cl and 37 Cl. Both chlorine isotopes are formed during hydrostatic and explosive oxygen burning phases (Woosley & Weaver 1995) , although the explosive oxygen burning phase during supernova produces a higher yield than hydrostatic burning (Woosley & Weaver 1995) . A model for a 25 M supernova explosion shows the 35 Cl abundance generated from hydrostatic burning is 4.82 x 10 −4 M while explosive oxygen burning generates an abundance of 7 x 10 −4 M (Woosley & Weaver 1995) . 35 Cl is thought to be primarily produced when 34 S captures a proton. The other isotope, 37 Cl is thought to be primarily produced from radioactive decay of 37 Ar, and can be created during neon burning (Woosley & Weaver 1995) . Models of chlorine production in both core collapse supernova (CCSNe) (Woosley & Weaver 1995; Nomoto et al. 2006; Kobayashi et al. 2011) and Type Ia supernova (Travaglio et al. 2004) show chlorine yields vary as a function of mass and metallicity of the progenitor star. These yields have led Galactic enrich-ment models to predict constant [Cl/Fe] 1 ratios over a range of metallicities .
Measurement of the chlorine abundances in stellar atmospheres is extremely difficult and little empirical data are available to compare with Cl evolution models. The solar Cl abundance in particular highlights the difficulties in Cl abundance measurements; no chlorine abundance measurement is possible from the quiet photosphere. An early attempt using near infrared measurements of weak atomic Cl lines provided inconclusive abundance measurements and gave an upper limit on the chlorine abundance 2 , A(Cl) ≤ 5.5 (Lambert et al. 1971) .
Chlorine can also be measured in molecular form. Hydrogen chloride (HCl) molecular vibrational-rotational lines are found in the L-band spectrum of stars. However, the low dissociation potential of HCl limits the molecule to lower temperature stellar atmospheres. HCl features in the spectral range 3.633 µm and 4.166 µm have been measured in solar sunspot umbrae spectra and resulted in a solar Cl abundance of 5.5±0.3 (Hall & Noyes 1972) . Chlorine features at x-ray wavelengths can also be present during solar flares; an abundance of A(Cl)=5.75±0.26 has been measured using the Cl XIV line in solar flare spectra (Sylwester et al. 2011) . Due to the difficulties in measuring the Cl abundance in stellar atmospheres, Asplund et al. (2009) suggested that a Cl abundance of A(Cl)=5.32±0.07 derived from nearby H II regions from García-Rojas & Esteban (2007) may be a suitable proxy for the solar abundance. Finally, the the meteoric value for Cl of 5.25±0.06 (Lodders et al. 2009 ) may also be a proxy for the Cl abundance in the Sun.
While no direct chlorine measurements have been reported in the photospheres of stars, forbidden Cl lines, such as features at ∼5500Å in the optical regime, provide chlorine measurements in planetary nebulae and H II regions. More recent Cl abundance measurements in H II regions were derived by measuring multiple ions of Cl without using ion correction factors. These improved measurements have lowered the Cl abundance measured in nearby H II regions and allowed the measurement of the Galactic radial Cl abundance gradient. The radial slope finds a Cl abundance at the solar galactocentric radius of A(Cl)=5.05 . Both H II and planetary nebulae surveys have shown that the gradients of Cl and O with galactocentric distance are nearly identical, (Esteban et al. 2015) for H II observations and for PN observations, implying Cl and O production are highly correlated. Other planetary nebula studies used Cl as a proxy for the iron abundance, consistent with current models of Cl production (Delgado-Inglada et al. 2015) .
Millimeter and submillimeter HCl emission features have been measured in the interstellar medium and provide tests of the 35 Cl/ 37 Cl ratio in both Galactic and extragalactic sources. The solar system 35 Cl/ 37 Cl ratio of 3.13 was found from meteoric Cl isotope abundances (Lodders et al. 2009 ). Measurements of proto-planetary cores have found a 35 Cl/ 37 Cl ratio of 3.2 ±0.1 (Kama et al. 2015) matching solar values. A survey of 27 star forming regions, molecular clouds, and the circumstellar envelops of evolved stars, observed with the Caltech Submillimeter Observatory, found 35 Cl/ 37 Cl ratios that varied between 1 and 5 (uncertainties ranged from 0.3 to 1.0) with the majority of sources having a ratio between 1.1 and 2.5 (Peng et al. 2010) . Chlorine has also been detected in extragalactic sources; recently, H 2 Cl + has been detected in a lensed blazar with a measured 35 Cl/ 37 Cl ratio of 3.1
0.2 at a redshift of 0.89 (Muller et al. 2014) .
We report here our Cl abundances measured in stars using HCl molecular lines at infrared wavelengths. Previous infrared spectroscopic studies found HCl molecular lines in the 4 µm wavelength regime in the atmospheres of cool AGB stars (Lebzelter et al. 2001) . This paper describes the observations, source selection, and data reduction in section 2. Section 3 describes how the line-list was constructed, the spectral synthesis implementation, and the uncertainties in our abundance measurements. Section 4 discusses the atmospheric parameters necessary for HCl to form in a solar atmosphere, the Cl isotopic abundance, and comparisons to theoretical Cl enrichment models.
OBSERVATIONS AND DATA REDUCTION
The HCl vibration-rotation fundamental is located in the 3 µm region where the telluric spectrum can be strong. Due to the large rotational constant (B e ≈10.6 cm −1 ) for the 1 Σ HCl vibration-rotation transition, the spectral lines are widely spaced. To select optimum regions to observe we examined both telluric and Arcturus spectra (Hinkle et al. 1995 ) at the wavelength of each H 35 Cl line. HCl does not appear in the spectrum of Arcturus so this process provided a list of the regions with the fewest blends. The 1-0 P8 H 35 Cl transition at 3.69851 µm was selected for observation. The 3.7 µm spectral region is show in Figure 1 for the Arcturus, solar, and sunspot umbrae spectra. These spectra were all retrieved from NOAO atlases; the solar spectrum was taken from Livingston & Wallace (1991) , the Arcturus spectrum from Hinkle et al. (1995) , and the the sunspot umbrae spectra from Wallace et al. (2002) . The H 35 Cl molecular feature is only observable in low temperature stars. In the Figure 1 H 35 Cl is present in the cool sunspot spectrum but not in the Arcturus atlas or solar atlas.
The program stars were observed with the Phoenix infrared spectrometer (Hinkle et al. 1998) at the f/16 focus of the KPNO Mayall 4 meter telescope in 2014 December and 2015 June. The 0.7 arcsecond four pixel slit was used resulting in a spectral resolution of ∼50,000. On 2014 December 7 and 2014 December 8 and 2015 June 7 and 8 the 3.6940 µm to 3.7110 µm region of echelle order 15 was selected with a narrow band order sorting filter. On 2014 December 9 and 10 the spectral range was slightly shifted, 3.6900 µm to 3.7070 µm. There is considerable thermal background emission at 3.7 µm. To remain within the linear response of the detector single integrations were limited to ∼150s. Depending on the magnitude of the individual target, exposure times were between 1 to 150 seconds. The noise contributed by thermal emission from background radiation limited the stellar sample to bright infrared sources. All the stars observed had K<5. Spectral type K and M, Population I, stars were targeted. A full list of stars that showed chlorine feature are displayed in Table 1 . The second portion of this table shows a list of stars that were analyzed but did not present HCl features in their spectra. They are included to extend our analysis over large temperature ranges. Stars with effective temperatures between ∼3300 K and ∼ 4300 K were chosen as candidate stars for the observations.
The spectral region covered does not contain enough spectral features to determine atmospheric parameters for the sample stars. While numerous stellar OH lines are present in this wavelength range these lines do not cover a large enough range of excitation potential suitable to set atmospheric parameters for the sample stars. Thus we selected stars with atmospheric parameters available within the literature.
Standard observing procedures were used with the star nodded between two slit positions. Each program star was observed close to zenith with an airmass less than 1.4, most between 1.0 and 1.1. Additional standard stars to be used for telluric line removal were observed with air masses similar to target stars. Flat and dark calibration images were taken at the beginning of each night.
Data reduction was accomplished using the IRAF software suite 3 . The standard near-IR reduction process discussed by Joyce (1992) was followed. After each image was trimmed, the dark images were combined using a median filter with a sigclip rejection algorithm. The flats were median combined with an avsigclip rejection algorithm. The combined dark image was subtracted from the combined flat image. Each set of stellar observations had been taken in groups of four with two different slit positions using the sequence "abba". Using the IRAF task imarith, adjacent observations were subtracted from one another to remove sky, dark, and common detector blemishes. Each image was then divided by the dark subtracted, normalized flat field image.
The resulting images were extracted using the IRAF task apall and multiple observations were combined using the IRAF task scombine. The images from the December 2014 observing runs were either median or sum combined depending on the cosmic ray and bad pixel contamination. After the combination process, each spectrum was normalize. Telluric lines were removed using the IRAF task 'telluric.' This correction was done using standard stars observed each night. The telluric contamination in the spectral region is minimal, shown in Figure 2 . Each telluric correction was done with a standard star that most closely matched the air mass of the observed star. Finally, the exposures were wavelength calibrated using stellar lines identified in the Arcturus atlas and in each of the stars.
ABUNDANCE ANALYSIS

Line List Construction
The line list, shown in Table 2 , was derived from multiple sources sources, the Kurucz atomic line database 4 , (Brooke et al. 2016) for OH lines 5 , (Brooke et al. 2014 (Brooke et al. , 2015 for NH lines, and the HITRAN database (Rothman et al. 2013 ). The Brooke et al. (2016) OH log gf values for lines in our spectral range are consistent with those in the Kurucz molecular line data base. The atomic line parameters were adopted from the Kurucz database and CH values were from Masseron et al. (2014) (values listed in the Kurucz database). The oscillator strength (f-value) for the HCl features was calculated from the Einstein A coefficient recorded in the HITRAN database, using Equation 1 (Bernath 2015, pg.153).
The log gf values were tested by fitting high resolution solar photospheric spectrum and Arcturus spectrum using synthetic spectra. The atmospheric parameters and abundances for each star can be found in Table  3 . The solar abundances are adopted from Asplund et al. (2009) and the Arcturus atmospheric parameters and abundances were adopted from Ramírez & Allende Prieto (2011) with the exception of the nitrogen abundance which was adopted from Smith et al. (2013) .
Plane parallel and spherical atmosphere models for the Sun and Arcturus respectively were generated from the MARCS grid (Gustafsson et al. 2008 ) and were interpolated using the program available on the MARCS site 6 (Masseron 2006) . Dissociation potentials for each molecular species were found the literature and are listed in Table 2 ; sources include Ruscic et al. (2002) for OH, Martin & Hepburn (1998) for HCl, Espinosa-García et al. (1995) for NH, and Kumar et al. (1998) for CH. Synthetic spectra were generated using the 2014 version of the MOOG spectral analysis software (Sneden 1973) . The synthetic spectra were convolved with a Gaussian to match the line profiles in Arcturus and solar spectra. The best fits to the spectra are shown in Figure 1 . The astrophysical log gf values found for the molecular lines are consistent with the theoretical values with the exception of two OH lines at 37050.462Å and 37059.961 A; their log gf values were increased by 0.1 to better fit the Arcturus and solar spectra. The log gf values of the atomic features were on average 0.4 larger than the atomic features in the Kurucz database. Fe I features in the spectra could not be fit simultaneously in both the Arcturus spectra and the solar spectrum, possibly due either to blending weak, unidentified molecular lines or other features, or due to errors in the excitation potential. Our best estimates for the log gf values for the Fe I lines are included in Table 2 . The H 35 Cl molecular line is not present in either Arcturus or the solar photosphere due to the high photospheric temperatures, but is found in sunspot umbrae spectra. To fit the sunspot spectrum from Wallace et al. (2002) , we used a similar methodology as Maiorca et al. (2014) to determine the effective temperature of the sunspot. We generated multiple atmospheric models with different temperatures and found an effective temperature of 3900 K allowed the best fit to the OH lines. We found an abundance of A( 35 Cl)=5.31 ±0.12 best fit the spectral feature. An uncertainty of 0.10 dex was found from the model temperature by fitting the Cl feature with models at 4000 K and 3800 K and the uncertainty on the fit was determined to be 0.06 dex. However, because we do not attempt to model the complex radiative transfer in sunspots, we chose to adopt a solar chlorine abundance of A(Cl)=5.25 based on the meteoric Cl abundance (Lodders et al. 2009 ).
Model Atmosphere Parameters
The spectral range is not sufficiently large to derive atmospheric parameters for the target stars. The T ef f , log g, [Fe/H], and ξ values for each star were adopted from literature sources and can be found in Table 3 along with references for each value. Effective temperatures for these stars were mostly determined by photometry (eg. Smith & Lambert 1990 ) and spectral energy distribution fitting (e.g. McDonald et al. 2012 ). For stars with multiple temperatures cited in the literature, parameters were chosen based on the resulting oxygen abundance from the fit. The majority of the stars in the sample are metal rich and have oxygen abundances near
The adopted temperatures for each star were compared with temperatures derived using J-K s colors from 2MASS photometry (Skrutskie et al. 2006 ) and with a color-effective temperature relationship from González Hernández & Bonifacio (2009) . In our sample, 13 of the 15 giants are beyond the J-K s ≥ 0.9 limit for the colortemperature relation (González Hernández & Bonifacio 2009 ) and the relation was extrapolated up to colors of 1.22 with most between 0.9 and 1.1. The V magnitude was not used to minimize the effect of extinction from circumstellar dust. Initial temperatures were compared to literature sources and are shown in Figure 3 (left panel). The average difference between photometric temperatures and those from the literature is 51 K ± 239 K. Extinction due to circumstellar dust in the J and K s bands were corrected using observed to model flux ratios from McDonald et al. (2012) . Three stars were not included in McDonald et al. (2012) , β And, α Cet, and δ Vir. The average correction to the J-band magnitude was 0.01 mags ± 0.10 mags and K s -band corrections had an average of 0.005 mags ± 0.04 mags. The J-band standard deviation is dominated by the star HD 147923 with a correction of 0.28 mags. Without this star, the average correction is ∆J= -0.01 mags ± 0.06 mags. The temperatures derived from the corrected J-K s colors are Table 3 . A one to one linear line is plotted for reference.
shown in the left panel of Figure 3 . The average difference between the temperatures adopted from the literature and the temperatures calculated from the J-K s color is 76 K ± 95 K. An additional test was performed by comparing temperatures derived by McDonald et al. (2012) to those in the literature (see Table 3 ) for the 12 giants in our sample with measurable Cl abundances, shown in the right panel of Figure 3 . Some stars in Table 3 Table 3 continued 
Note-A footnote on the star name (e.g. HD225212 f ) indicates all parameters were take from the source indicated by the footnote. Any additional footnotes over a single parameter (such as effective temperature) indicate only that one parameter was taken by the source represented by the footnote and the rest of the atmospheric parameters came from the source indicated on the star name. The AAVSO database 7 was examined to determine whether our cool red giant stars were included. Stars showing significant variability in the AAVSO database include RZ Ari, λ Aqr, AW CVn, 83 UMa, β And, µ Gem, and V613 Mon. The least variable of this group is AW CVn with an amplitude of 0.028 mags in the V-band (Tabur et al. 2009 ). Other studies have shown V1261 Ori with a V-band amplitude of 0.24 mags, an average V-band magnitude of 6.77, a period of 624 days, and an observed minimum on JD 2454552 (Gromadzki et al. 2013) . Two K-band measurements of K=2.03 mags on JD 2449653.5 (Chen et al. 1998 ) and K=2.138 on JD 2451108.825 (Phillips 2007) can be used to determine a V-K index and estimate the star's effective temperature range due to variability. The range of V-K for this star gives an effective temperature range 3527 K to 3594 K, a range less than 70 K (Worthey & Lee 2011) .
Other work on M-giant pulsations shows that the amplitude of variability decreases at longer wavelengths, Percy et al. (2008) finds that the slope of the decrease in V can be represented by ∆V∼1.8 ± 0.2∆R and the slope of R is ∆R∼1.8 ± 0.2∆I for M-giants. Extrapolating this trend would imply that the K-band amplitude decreases by a factor of 7.2 from the V-band to the Kband. For example RZ Ari, another moderately variable star in our sample, has a maximum V-band amplitude of ∼0.25 and therefore would have an approximate Kband amplitude of 0.035. This roughly corresponds to a temperature range of 3143 K to 3273 K, with an associated uncertainty of ±65 K (Worthey & Lee 2011) . Therefore, even in stars without measured K variability, their V-band variability can be used to characterize the uncertainty in their temperature. In the cases of our two most variable stars, RZ Ari and V613 Mon, this temperature uncertainty is only on the order of ∼50 K. Due to the variety of sources used for atmospheric parameters and uncertainty in the δ(V-K) value, we adopt an uncertainty in temperature of ±75 K. The adopted uncertainty in log g is ±0.5, in [Fe/H] is ±0.2 and in microturbulence (ξ) is ±0.5 km s −1 . A conservative log g error was chosen because literature sources derived log g using a variety of methods. Log g could be derived using the effective temperature, assumed mass, and luminosity of a star (e.g. Smith & Lambert 1990 ), analysis of atomic lines in the spectrum (e.g. Sheffield et al. 2012) , or from models of stellar evolution (e.g. Tsuji 2008), and not all sources have assigned uncertainties. The uncertainty on metallicity was set to reflect the uncertainty from multiple sources. For example, uncertainties derived from (Smith & Lambert 1990 ) are on average -0.13 dex for (Fe/H) ratios using α Tau as the reference star.
Spectral Synthesis Results
The spectral analysis program MOOG (Sneden 1973) 2014 version, was used in conjunction with MARCS models (Gustafsson et al. 2008 ) to fit synthetic spectra to each star in Table 1 . The synthetic spectra were convolved with a Gaussian function to match both the depth and wings of the spectral features. The fit to the entire spectrum of RZ Ari can be found in Figure 2 . The upper panel of the figure shows an observed spectrum before telluric lines were removed and the middle panel shows only the telluric features contaminating the data. The fit to the H 35 Cl feature for RZ Ari is shown in Figure 4 . The abundances of C, N, O, Si, Cl, K, and Ca were adjusted to obtain the best fit determined by eye to the spectrum and the resulting abundances are included in Table 3 . The spectrum of the M-dwarf BD+68 946 resembles the sunspot umbra shown in Figure 1 and we were unable to derive abundances for Ca I, Si I, and K I without modeling the magnetic field and including the Zeeman components for each line.
Atmospheric models were created for seven stars that span the full metallictity and temperature range of the sample to estimate the abundance uncertainties due to model parameters. The uncertainties for each element were averaged and the total errors can be seen in Table  4 . The average errors for each parameter were assumed independent of one another and added in quadrature. The average uncertainty was adopted for each star.
Uncertainties on the fit were quantified for seven of the sample stars. By altering the abundances for each element to find fit the range of abundance that could reasonably fit each spectrum. The average uncertainties for each element can be found in Table 4 . Carbon showed the most uncertainty associated with the fit; only one weak and blended CH line was present and reliable in each spectrum. Other CH lines were potentially identified but could not be fit to features in the solar and Arcturus spectra. Abundant molecules in cool atmospheres include NH, CH, OH, CN and CO. Therefore, a change to the carbon abundance will affect the amount of CO present in the star's atmosphere and will change the strength of observed OH lines. While the CH feature present in the spectra of these stars is weak, as seen in Figure 2 , it can estimate the carbon abundance.
The CH, NH, and OH lines also depend on all the abundances of the CNO trio. Lowering the oxygen abundance increases the strength of CH features due to the reducing the number of CO molecules and increasing the number of CH molecules. This resulted in 0.1-0.2 dex difference from the measured abundances and is added to the overall uncertainty. Nitrogen abundances could be derived from NH molecular lines found in our spectra. We found when the nitrogen abundance changed the strength of the CH and OH line features were not strongly affected; the change in C or O abundance associated with altering the N abundance was less than the error from fitting the synthetic spectra the OH and CH to molecular features. (2014) b Luck (2014) c Smith & Lambert (1990) d Smith et al. (2013) e Tsuji (2008) The final [ 35 Cl/Fe] abundances and their temperature dependence are shown in Figure 5 . The slope of [ 35 Cl/Fe] versus T ef f is flat, with no systematic dependence on temperature. Additionally, the chosen H 35 Cl feature is only measurable in stars cooler than 3900 K with the exception of the metal rich star HD 138481. The dependence of the derived abundances for C, N, O, Si, and Ca on temperature is shown in Figure 6 . The absence of any trend with temperature suggests our stellar effective temperatures are appropriate and that our atomic and molecular data are reliable.
C, N, O, Si, and Ca Abundance Comparisons
Our C, N, O, Si, and Ca abundances, plotted in Figure  7 , are consistent with the literature for stars near solar metallicity. The average abundances we derived for the coolest stars in our sample are consistent with those for the warmest stars.
Additionally, abundances for C, N, O, Si, and Ca measured from features in our spectra can be compared with previous determinations for stars in our sample from the literature. The abundances derived from the L-band spectra match other near infrared and infrared measurements, shown in Table 5 . Previous studies used equivalent width measurements of weak CO, CN, and OH features between 1-4 µm in infrared spectra (Smith et al. 2013; Tsuji 2008) . The absolute average difference between our carbon abundances and the literature values is 0.15 with a standard deviation of 0.09. Oxygen has an absolute average difference is 0.15 with a standard deviation of 0.12. Most stars therefore fall within our typical errors of 0.18 dex for both stars. Only five of our sample stars have previously measured nitrogen abundances. Two of our stars agree within one sigma while the three other stars disagree by ∼0.5 dex. The dispersion in carbon may be due to difficulties fitting our single CH feature. Three stars in our comparisons have oxygen abundances significantly larger than one standard deviation from the accepted literature values: HD 18884, HD 35155, and HD 49368. Additionally, both HD 35155, and HD 49368 are 2-3 sigma larger than the our measured abundances. These are the three lowest metallicity stars in our sample, and the discrepancy may be due to inaccurate initial metallicities. Follow up observations would be necessary to confirm the atmospheric parameters of these stars. Additionally, while the OH features are strong, we note that even the strongest equivalent width is log(EW/λ)<-4.77
Our [x/Fe] ratio are compared against [Fe/H] for the program stars and F and G dwarfs in the thin disk (Reddy et al. 2003) in Figure 7 . Our derived stellar abundances are similar to thin disk F and G dwarfs, further demonstrating the reliability of our abundances and temperatures derived in this spectral range. Again, the only significant discrepancy is with our oxygen abun- dances, which are generally ∼0.1 dex lower than typical F and G dwarf values. Additionally, Si abundances at high metallicity are lower than the F and G dwarfs in Reddy et al. (2003) . Models of Ca and Si chemical evolution in the solar neighborhood (adopted from Fig. 10 in Nomoto et al. (2013) ) are shown in Figure 7 . Our abundances and the data from Reddy et al. (2003) are consistent with the Ca model but fall below the Nomoto et al. (2013) model for Si. Oxygen abundances derived from infrared molecular OH lines are sensitive to 3-D hydrodynamical effects in stars where convection is an important energy flow (Kučinskas et al. 2013) . In a T ef f =3660 K, log(g)=1.00 [M/H]=0 star, Kučinskas et al. (2013) found the abundance difference (3-D -1-D) for OH lines with excitation potentials between 1-2 eV is -0.06 to -0.08 dex at 1.6 µm. This effect was noted to be less severe at increasing wavelength. Any 3-D hydrodynamical effects in our oxygen abundances should be <-0.10 dex. The weak molecular features, lack of any systematic change with temperature, and comparisons to the literature all confirm our photospheric C, N, O, Si, and Ca abundances. 
HCl Formation and Sample
Our analysis demonstrates that the chlorine abundance can be measured in solar metallicity stars with temperatures below 3900 K. Stars with temperatures above 3900 K are too warm to form the HCl molecule, with the one exception of HD 138481, at an effective temperature of 3970 K but metal rich at [Fe/H]=+0.2 (Smith & Lambert 1990 The evolutionary state and masses of the stars in our sample with chlorine abundance measurements can be determined from absolute magnitudes computed using Hipparcos parallaxes (van Leeuwen 2007) and 2MASS infrared photometry (Skrutskie et al. 2006) . The 2MASS K s magnitude was converted to the Johnson K magnitude using methods of Johnson et al. (2005) . A bolemetric correction for each star could then be determined from its J-K color and known atmospheric parameter (Bessell et al. 1998 ). The input parameters and results for each star can be found in Table 6 . Infrared photometry from IRAS (Beichman et al. 1988) , WISE (Wright et al. 2010) , and 2MASS (Skrutskie et al. 2006) allowed the identification of any infrared excess due to circumstellar material around each star. Stars with possible infrared excesses were then compared to McDonald et al. (2012) ; only HD 147923 had J and K band magnitudes that were affected by more than 0.1 mags from the star's intrinsic magnitude (McDonald et al. 2012) . However, the distance to this star dominates the uncertainty on the luminosity rather than uncertainties in the J and K magnitudes. The stars' position in the HertzsprungRussel diagram are compared to models for a star with Z=0.017 and Y=0.30 (Bertelli et al. 2008 (Bertelli et al. , 2009 ) and the results are plotted in Figure 8 . The stars in our sample have masses between 1 M and 3 M and are consistent with the locus of stars on the red giant branch. All but one star is located less than 500 pc from the Sun and the sample is therefore representative of stars in the solar neighborhood. 
Chlorine Isotope Ratios
The 35 Cl/ 37 Cl isotope ratio for the solar system has been measured to be 3.13 (Lodders et al. 2009) . A survey of HCl in the Galaxy from molecular clouds, protoplanetary cores, and evolved stars (such as IRC+10216) revealed isotope ratios between 1<
35 Cl/ 37 Cl<5 with most values between 1 and 3 (Peng et al. 2010 ). The range of values is attributed to different isotope production in Type Ia and CCSNe (Peng et al. 2010) . Type Ia supernova produce yield ratios of 35 Cl/ 37 Cl ∼ 3.5 to 5.5 depending on the model parameters, such as ignition, 2D versus 3D models, and model resolution (Travaglio et al. 2004 ). CCSNe models produces chlorine yields with isotope ratios of 2.32 for Z=0.004, 18 M stars, 1.2 for Z=0.02, 25 M stars, and 1.75 for high energy supernova with Z=0.02 and 25 M .
Our sample includes only one star, RZ Ari with a measurable H 37 Cl feature at 3.7010 µm, as shown in Fig.  2 . Other stars, including the sunspot umbral spectra, were too warm to form an H 37 Cl feature significantly above the noise level; the H 37 Cl feature is stronger at both lower temperature and higher abundance. The isotope ratio in RZ Ari was determined by comparing the equivalent widths of the two HCl features. The equivalent widths are EW(H 35 Cl)=(81 ± 6) mÅ and EW(H 37 Cl)=(36 ± 6) mÅ. Uncertainties are found from the standard deviation of multiple measurements of the equivalent width at different continuum values. The final isotopic abundance ratio is 35 Cl/ 37 Cl = 2.2 ± 0.4. This value was also confirmed by spectral synthesis; this isotope ratio was used to fit the H 37 Cl feature, shown in Figure 2 , with the best fit determined by eye.
The isotope ratio for Cl for different metallicities in the solar neighborhood has been predicted by Kobayashi et al. (2011) (Peng et al. 2010) and is less than two standard deviations from the solar isotopic ratio. Further measurements in cool stars are necessary to explore the dispersion of the isotope ratio in the local solar neighborhood. Figure 9 compares the 35 Cl abundance in our sample of stars with the total Cl abundance measured in Galactic planetary nebula and H II regions. Studies of planetary nebula have found the radial Galactic abundance gradients of Cl and O to be statistically indistinguishable from one another ) and studies of Cl in H II regions found O and Cl had identical radial Galactic abundance gradients of -0.043 dex kpc −1 . This indicates both elements, Cl and O, are produced in lockstep evolution .
Chlorine in Planetary Nebulae and H II Regions
Our sample of stars cover too narrow a range of galacto-centric distance to allow us to determine a gradient, but the average A( 35 Cl) of our sample is consistent with what is predicted for the solar neighborhood by Henry et al. (2004) and Esteban et al. (2015) . The offset between the planetary nebula and stellar abundances shown in Figure 9 is estimated to be 0.16 dex. This offset is likely due to the difference between the total Cl abundance reported in the atomic planetary nebula lines 3200 3300 3400 3500 3600 3700 3800 3900 4000 4100
Temperature (K) 
and
35 Cl abundances measured from the H 35 Cl molecular feature in our sample. For example the A( 35 Cl) abundance in RZ Ari is 4.82 and the full abundance is A(Cl)=4.98 for an isotope ratio of 35 Cl/ 37 Cl of 2.2, an increase of 0.16 dex. Additionally, the solar isotope ratio is 3.13 which gives a 35 Cl abundance in the sun of 5.13, a difference of 0.12 dex between the total abundance and 35 Cl abundance. Therefore while our results show scatter, the stellar abundances follow similar Cl to O ratios to those seen in the nebular sources. Future observations will use the methodology in this paper to determine Cl isotope ratios in a larger sample of cool stars.
Chlorine and Chemical Evolution
We present the first direct measurements of chlorine in stellar sources, where Cl can be directly compared to the iron abundance. Figure 5 shows Chlorine abundances were also compared with the alpha elements silicon and calcium derived from our spectra. Figure 10 shows our observed abundance ratios versus chemical evolution models (reproduced from Figure 10 ) from Nomoto et al. (2013) served abundance, as shown in Fig. 10 , demonstrate that the slope of the fit is consistent with the measured abundances and that the discrepancies do not depend on metallicity in our sample. The bottom panel in Figure The offset between models and chlorine abundance may be due to the additional production of Cl by the ν process, which may affect yields of Cl (Kobayashi 2015) and is not included in the present model. These offsets between the chemical evolution models and the observed abundances put constraints on the strength of any additional process that produces Cl.
We are also comparing only 35 Cl abundances to the Cl chemical evolution models. Including the 37 Cl abundance would increase the overall abundance by ∼0.1 to 0.2 dex depending on the isotope ratio. For example the A( 35 Cl) abundance in RZ Ari is 4.82 and the full abundance is A(Cl)=4.98 for an isotope ratio of 35 Cl/ 37 Cl of 2.2.
To determine if chlorine is produced using the sprocess, two low temperature barium-enriched stars were included in our sample. HD 138481 is a class 0.5 Ba star and HD 119228 is a class 0.5 Ba star (Lu 1991), represented as red diamonds in Figure 5 . The [ 35 Cl/Fe] in those stars is similar to normal giants and suggests that additional Cl production via the s-process is unlikely.
CONCLUSIONS
We used L-band infrared spectroscopy to measure the abundance of chlorine in stars with effective temperatures below 3900 K, with the exception of the metalrich HD 138481 which has a temperature of 3970 K. Theoretical log gf values were used and compared to astrophysical log gf values derived from fitting synthetic spectra to Arcturus, a quiet-sun photosphere spectrum, and a solar sunspot umbrae spectrum. Of the sample, 16 stars showed measurable Cl features in their spectra. The main results from the abundance analysis are summarized below.
1. Our sample consisted of M and K giants and dwarfs. The H 35 Cl molecular feature is detected in 15 giants and one M-dwarf, all with effective temperatures below 3900 K except for HD 138481 which has a temperature of 3970 K. The masses of the evolved stars are determined from stellar evolution models and are found to be between 1 and 3 M borhood (Reddy et al. 2003 (Nomoto et al. 2013 ). An additional processes producing chlorine may be necessary to explain the overabundance of Cl compared to predictions. The ν process may affect Cl production (Kobayashi 2015) and should be considered.
6. Chlorine abundances in two Ba-rich stars are similar to the chlorine abundance in other, non sprocess rich stars in the sample. The similarity of these chlorine abundances suggests that additional A( 35 Cl) is not produced through the s-process
