Most deep neural networks use simple, fixed activation functions, such as sigmoids or rectified linear units, regardless of domain or network structure. We introduce differential equation units (DEUs), an improvement to modern neural networks, which enables each neuron to learn a particular nonlinear activation function from a family of solutions to an ordinary differential equation. Specifically, each neuron may change its functional form during training based on the behavior of the other parts of the network. We show that using neurons with DEU activation functions results in a more compact network capable of achieving comparable, if not superior, performance when is compared to much larger networks.
Introduction
Driven in large part by advancements in storage, processing, and parallel computing, deep neural networks (DNNs) have become capable of outperforming other methods across a wide range of highly complex tasks. Although DNNs often produce better results than shallow methods from a performance perspective, one of the main drawbacks of DNNs in practice is computational expense. One could attribute much of the success of deep learning in recent years to cloud computing and GPU processing. While deep learning based applications continue to be integrated into all aspects of modern life, future advancements will continue to be dependent on the ability to perform more operations, faster, and in parallel unless we make fundamental changes to the way these systems learn.
State-of-the-art DNNs for computer vision, speech recognition, and natural language processing require too much 1 Amazon Inc.
2 Most of the work has been done when the author was affiliated with the University of Oregon.
3 Microsoft Inc. 4 University of Massachusetts Amherst. Correspondence to: Mohammadali Torkamani <alitor@amazon.com>.
Proceedings of the 36
th International Conference on Machine Learning, Long Beach, California, PMLR 97, 2019. Copyright 2019 by the author(s). memory, computation, and power to be run on current mobile or wearable devices. To run such applications on mobile, or other resource-constrained devices, either we need to use these devices as terminals and rely on cloud resources to do the heavy lifting, or we have to find a way to make DNNs more compact. For example, ProjectionNet (Ravi, 2017) and MobileNet (Howard et al., 2017) are both examples of methods that use compact DNN representations with the goal of on-device applications. In ProjectionNet, a compact projection network is trained in parallel to the primary network, and is used for the on-device network tasks. MobileNet, on the other hand, proposes a streamlined architecture in order to achieve network compactness. One drawback to these approaches is that network compactness is achieved at the expense of performance. In this paper, we propose a different method for learning compact, powerful, stand-alone networks: we allow each neuron to learn its individual activation function enabling a compact neural network to achieve higher performance.
We introduce differential equation units (DEUs) where the activation function of each neuron is the nonlinear, possibly periodic solution of a second order, linear, ordinary differential equation. From an applicability perspective, our approach is similar to max-out networks (Goodfellow et al., 2013) , adaptive piece-wise linear units (PLUs) (Agostinelli et al., 2014; Ramachandran et al., 2017) . While the number of parameters learned by max-out and PLU is proportional to the number of input weights to a neuron, and the number of linear units in that neuron, for each DEU we learn only five additional parameters. Moreover, different from aforementioned activation functions, DEUs transform themselves during network training, and different neurons may utilize different forms for their activation functions. This variety of forms throughout a network enable it to encode more information, thus requiring less neurons for achieving the same performance comparing to the networks with fixed activation functions.
The advent of new activation functions such as rectified linear units (ReLU) (Nair & Hinton, 2010) , exponential linear units (ELU) (Clevert et al., 2015) , and scaled exponential linear units (SELU) (Klambauer et al., 2017 ) address a networks ability to effectively learn complicated functions, thereby allowing them to perform better on complicated tasks. The choice of an activation function is typically determined empirically by tuning, or due to necessity. For example, in modern deep networks, ReLU activation functions are often favored over sigmoid functions, which used to be a popular choice in the earlier days of neural networks. A reason for this preference is that the ReLU function is non-saturating and does not have the vanishing gradient problem when used in deep structures (Hochreiter, 1998) .
Our contributions in this paper include the following: We introduce differential equation units. We propose a learning process to learn the parameters of a differential equation for each neuron. We empirically show that neural networks with DEUs can achieve high performance with more compact representations and are effective for solving real-world problems.
Differential Equation Units
Inspired by functional analysis and calculus of variations (Gelfand & Fomin, 1963; Gelfand et al., 2000) , instead of using a fixed activation function for each layer, we propose a novel solution for learning an activation function for each neuron in the network.
The main idea is to find the parameters of an ordinary differential equation (ODE) for each neuron in the network, whose solution would be used as the activation function of the neuron. As a result, each neuron learns a personalized activation function flexibly. We select (learn) the parameters of the differential equation from a low dimensional space (i.e., five). By minimizing the network loss function, our learning algorithm smoothly updates the parameters of the ODE, which results in an uncountably 1 extensive range of possible activation functions.
We parameterize the activation function of each neuron using a linear, second order ordinary differential equation ay (t) + by (t) + cy(t) = u(t), parameterized by five coefficients (a, b, c, c 1 , c 2 ) , where a, b, and c are the scalars that we use to parameterize the ODE, c 1 and c 2 represent the initial conditions of the ODE's solution, and u(t) is a regulatory function that we call the core activation function. The coefficients are the only additional parameters that we learn for each neuron and are trained by the backpropagation algorithm. To simplify the math and because it is a standard practice in control theory, we have set u(t) to the Heaviside step function: u(t) = 1 for x > 0 and 0 otherwise.
In engineering and physics, such a model is often used to denote the exchange of energy between mass and stiffness elements in a mechanical system or between capacitors and inductors in an electrical system (Ogata & Yang, 2002) .
1 Up to computational precision limitations. Interestingly, by using the solutions of this formulation as activation functions, we can gain a few key properties: approximation or reduction to some of the standard activation functions such as sigmoid or ReLU; the ability to capture oscillatory forms; and, exponential decay or growth.
Learning Algorithm
For fixed a, b and c, the solution of the differential equation will be y = f (t; a, b, c) + c 1 f 1 (t; a, b, c) + c 2 f 2 (t; a, b, c) for some functions f , f 1 , f 2 . y lies on an affine space parameterized by scalars c 1 and c 2 that represent the initial conditions of the solution. Our learning algorithm has two main parts: solving the differential equations once, and using a backpropagation-based algorithm for jointly learning the network weights and the five parameters of each neuron.
First, we solve the differential equations parametrically and take the derivatives of the closed-form solutions: ∂y ∂t with respect to its input t, and ∂y ∂a , ∂y ∂b , ∂y ∂c with respect to parameter a, b, c. Moreover, the derivative with respect to c 1 and c 2 will be f 1 and f 2 , respectively.
We use the backpropagation algorithm to update the values of DEU parameters a, b, c, c 1 , and c 2 for each neuron along with using ∂y ∂t for updating network parameters w (input weights to the neuron) and propagating the error to lower layers.
We initialize parameters a, b, and c for all neurons with a random positive number less than one and strictly greater than zero, while initializing c 1 = c 2 = 0.0. Both neural networks parameters and DEU parameters are learned using the conventional backpropagation algorithm with Adam updates (Kingma & Ba, 2014) .
If one or two of the coefficients a, b, or c are zero, then the solution of the differential equation falls into a singularity subspace that is different from the affine function space of neighboring positive or negative values for those coefficients. For example, for b = 0 and a * c > 0 , the solution will be y(t) = sin
for b = c = 0, we will have y(t) = 1/2 u(t)t 2 a + c 1 t + c 2 . We observe that changing c > 0 to c = 0 will change the resulting activation function from a pure ocsillatory form to a (parametric) leaky rectified quadratic activation function. Our learning algorithm allows an activation function to jump over the singularity subspaces. However, if it falls into a singular subspace, the derivative with respect to the parameter has become zero and remains zero for the rest of training. Therefore, the training algorithm will continue to search for a better activation function only within the singular subspace.
In practice, for some hyperparameter , if any one of a, b, or c is less than , we project that value to exactly zero, and Table 2 . Test accuracy using different ResNet architectures and activation functions on the CIFAR-10 image classification task.
use the corresponding solution from the singular sub-space. We do not allow a = b = c = 0, and for this rare case we force c = . During the learning process at most two of a, b, and c can be zero, which creates seven possible subspaces (with a, b, c ∈ {R − {0}, {0}}) that are individually solved. Similarly, when b 2 −4ac is close to zero, the generic solution will be exponentially large, therefore if − < b 2 − 4ac < , we explicitly set b = (4ac) to stabilize the solution and to avoid large function values.
During training, we treat a, b, c, c 1 , and c 2 like biases to the neuron (i.e., with input weight of 1.0) and update their values based on the direction of the corresponding gradients in each mini-batch. The resulting activation functions can be highly nonlinear and may potentially involve exponential sub-components. Therefore large magnitude inputs to such neurons can lead to blowing up the inputs to next layers. In order to resolve this issue and to stabilize the network, we deploy a batch normalization method and separate the learning rate of network parameters and DEU parameters.
Experiments
To implement the DEUs, we solved the differential equations and took their derivatives using the Maple software package (Maple 2018). Maple also generates optimized code for the solutions, by breaking down equations in order to reuse computations. Although we used Maple here, this task could have been done simply by pen and paper (although more time consuming). Since each DEU in a layer learns its particular activation function, we parallelize the computations of a layer activation function for the participating neurons over a GPU to achieve scalable performance in our implementation. We evaluate DEU on different models considering the classification performance and model size. We first use MNIST and Fashion-MNIST as our datasets to assess the behavior of DEUs with respect to the commonly used ReLU activation function (Table 1) . We have also added comparison with the recent logistic circuits (Liang & Van den Broeck, 2018) , which learns a compact discriminative representation of a posterior distribution over the class variable. DEU are competitive or better than normal networks for these tasks while having substantially smaller number of parameters.
Next we perform a more direct comparison of the effect of DEU on classification performance against ReLU, PReLU (He et al., 2015) , and Swish (Ramachandran et al., 2017) activation functions on the CIFAR-10 dataset. PReLU is similar to ReLU with a parametric leakage and Swish has the form of f (x) = x * sigmoid(βx) with a learnable parameter β.
For these experiments we kept the network architecture fixed to ResNet-18 (He et al., 2016b) and used the hyperparameter settings as in He et al. (2016b) . We observe that DEUs gain more than 1% improvement in accuracy. We further show that this improvement persists across other model designs. First we use a preactivation ResNet (He et al., 2016a) , which is a ResNet-like architecture with a slightly smaller size. Second, to assess suitability for reducing the model size, we experiment with a stunted ResNet-18, which is a standard ResNet-18 model with half of its blocks removed. The result of this comparison is presented in Table 2 , which indicates that DEUs are constantly work better than the other activation functions. Moreover, using DEUs partially fills the performance gap between ResNet-18 and stunted ResNet, which suggests the usefulness of DEUs in training compact neural networks.
