ABSTRACT GSA is badly suffering from a slow convergence rate and poor local search ability when solving complex optimization problems. To solve this problem, a new hybrid population-based algorithm is proposed with the combination of dynamic multi swarm particle swarm optimization and gravitational search algorithm (GSADMSPSO). The proposed algorithm has divided the main population of masses into smaller sub-swarms and also stabilizing them by presenting a new neighborhood strategy. Then, by adopting the global search ability of the proposed algorithm, each agent (particle) improves the position and velocity. The main idea is to integrate the ability of GSA with the DMSPSO to enhance the performance of exploration and exploitation of a proposed algorithm. In order to evaluate the competences of the proposed algorithm, benchmark functions are employed. The experimental results have been confirmed a better performance of GSADMSPSO as compared with the other gravitational and PSO variants in terms of fitness rate.
I. INTRODUCTION
For solving optimization problems, most of the algorithms cannot provide a suitable solution due to the search space increasing exponentially with problem size [1] , [2] . Therefore, it is a hot research area that solving these problems with swarm optimization algorithm. These nature-inspired algorithms establish a vital branch of optimization methods. Some algorithms could deliver an improved result for some specific problems, but none of these algorithms were used as widespread one. Several engineering problems include objective functions with multimodal functions that require optimization methods to find more than one result. In number of problems generally has a number of global optima and
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several local optima that might be good replacements to the global ones.
Gravitation search optimization (GSA) was firstly proposed in [3] . It is encouraged by the well-known Newton's law of gravity and motion which is straightforward for us to realize the convergence principle of GSA. In GSA, each object has its individual mass, and the object with greater mass produces a greater intensity of attraction. Thus, all the objects move near the heaviest object by interval of time. When compared with other state of the art algorithms, such as PSO and genetic algorithm, GSA is verified to be capable of providing good convergence speed and solution accuracy [3] .
Various techniques have been defined to further improve the performance of GSA. For instance, opposition-based learning method for population initialization and generation jumping have been introduced by [4] . A novel operator called ''disruption'' to increase the exploration and exploitation abilities of GSA have been established by [5] . In 2011, combined GSA with another method for solving clustering problems have been introduced by [6] . In 2017, Gravitational search algorithm with both attractive and repulsive forces have been introduced by [7] . Fitness varying gravitational constant in GSA have been proposed by [8] . Clustered GSA (C-GSA) is a new version of GSA that uses clustering technique to reduce the computational complexity have been presented by [9] . In 2012, a positionbased learning GSA [10] and Immune Gravitation Optimization Algorithm (IGOA) [11] were proposed. Similarly, to PSOGSA [12] , social thinking and individual thinking of PSO were incorporated to GSA for solving a continuous problem [13] . A binary version of PSOGSA called BPSOGSA to resolve the optimization problems. It has been combined of adaptive values to balance exploration and exploitation of BPSOGSA [14] . Avoiding GSA from rapidly exploiting the optimum, Adaptive g-best-guided gravitational search algorithm has been introduced by [15] .
Furthermore, GSA and its variants presently have been applied in various areas because of their better performance of optimization problems. Application of binary quantuminspired gravitational search algorithm in feature subset selection was proposed by [16] . Combined PSO with GSA to train feedforward neural networks have proposed by [17] . A new method for image segmentation based on BP neural network and gravitational search algorithm enhanced by cat chaotic mapping have been proposed by [18] . A hybrid of K-harmonic means into GSA for clustering problems have been presented by [19] . A prototype classifier based on gravitational search algorithms was proposed to solve the classification problems [20] . In addition, GSA has been applied in bioinformatics [21] , business [22] , software design [23] and engineering [24] , [25] . Although GSA acquires to enhance the performance in search ability, GSA still has its integral drawbacks, such as its slow exploitation ability. Exploration requires an algorithm to search the optima broadly, while exploitation needs the searching to be restricted in the current space locally. GSA undergoes from slow exploitation and declines in final iterations [17] , [26] . In GSA, the masses activities are calculated on their weights and the weights are considered by the fitness function. Thus, the masses that have good values of fitness function are reflected as heavy objects, and therefore, they move slowly. Particles should walk through the search space at initial iterations. In the final iterations, masses have almost the same weights. They nearly attract each other with the same intensity of gravitational forces. Therefore, they are not able to run toward the best solution. To overcome this problem, DMSPSO combines with GSA. To consider the cooperation among sub-swarms for the multi-swarm technique, a dynamic multi-swarm particle swarm optimizer (DMS-PSO) is used [27] . A new hybrid population-based algorithm is proposed with the combination of dynamic multi swarm particle swarm optimization and gravitational search algorithm (GSADMSPSO). The proposed algorithm divides the main population of masses into smaller sub-swarms and also stabilizing them by presenting new neighborhood strategy. Then, by adopting the global search ability of proposed algorithm, each agent (particle) improves the position and velocity. The main idea is to integrate the ability of GSA with the DMSPSO to enhance the performance of exploration and exploitation of a proposed algorithm. In order to evaluate the competences of the proposed algorithm benchmark functions are employed. The experimental results have been confirmed a better performance of GSADMSPSO as compared to the other gravitational and PSO variants in terms of fitness rate.
The rest of this paper is ordered as follows. The basic concept of GSA is introduced in Section 1. Section 2 analyzes the gravitational search algorithm and dynamic multi swarm particle swarm optimization. In Section 3, introduce methodology of GSADMSPSO in detail. Section 4 provides the experimental results. Section 5 is dedicated to the discussion of contrast analysis. Finally, the last section presents the conclusions.
II. RELATED WORK A. GRAVITATIONAL SEARCH ALGORITHM
The typical GSA is a newly projected search algorithm, which is encouraged by the Newton's law of gravity and motion. Alike to other stochastic optimization methods, GSA firstly initializes the positions of N agents randomly, shown as:
where D is the dimension index of the search space, and x d i represents the i th agent in the d th dimension. Based on GSA, agents are considered as the objects and the mass of each agent is calculated by the fitness of the current population.
The equations are shown as follows:
where fit i (t) and M i (t) represent the fitness and the mass of the i th agent at the current t th iteration respectively. Concerning the minimization problem, best (t) and worst (t) are defined in the following equations:
According to Newton's law of gravitation, the force acting upon i th agent from j th agent is defined as follows:
where R i,j represents the Euclidian distance between the agent i and j and is a small constant. G(t) is a function of the VOLUME 7, 2019 iteration time t, which exponentially decreases with the lapse of time, shown as:
where G 0 is the initial value, α is a shrinking parameter, and T represents the maximum number of iterations. The total force of the current population acting on the i th agent is defined as:
where Kbest is the set of the first K agents with the biggest mass, and it will decrease linearly according to time t, at the end of the iterative process there is only one agent in Kbest. rand j is a uniformly distributed random number located in the interval [0, 1], which is used to ensure the stochastic characteristic of the search process. Based on Newton's second law of motion, the acceleration of the i th agent is calculated as follows:
Further velocity is updated using the following equation.
By summing the equations, the acceleration can also be written as.
B. DYNAMIC MULTI SWARM PARTICLE SWARM OPTIMIZATION
DMS PSO is a local version of PSO with a new neighborhood topology. swarm is separated into slight sized sub-swarms. They search for improved positions in the search space by means of their own members. The sub-swarms are dynamic and they are reformed regularly by using a regrouping schedule, which is an episodic exchange of information. Particles from different sub-swarms are regrouped to a new configuration through the random regrouping schedule. In this way, the search space of each small sub-swarm is expanded and better solutions are possible to be found by the new small subswarms [28] . Kennedy claimed that PSO with large neighborhoods would perform better on simple problems and PSO with small neighborhoods might perform better on complex problems [29] . A very small population size for DMS-PSO is enough when solving relatively complex problems, which is also one of its significant features [28] .
III. THE PROPOSED HYBRID ALGORITHM
The efficacy of a swarm based metaheuristic algorithms depends upon the stability between exploration and exploitation competences. In the initial iterations of the search process, exploration of search space is favored. It can be gotten by letting to attain large step sizes by agents throughout the initial iterations. In the later iterations, exploitation of search space is mandatory to avoid the condition of frisking the global optima. Thus the candidate solutions should have small step sizes for exploitation in later iterations. The strong exploration ability of GSA and the strong exploitation ability of DMSPSO algorithm are combined to obtain the better optimization ability. GSA undergoes from slow exploitation and get worse in final iterations. In GSA, the masses activities are calculated to create on their weights and the weights are calculated by the fitness function. Accordingly, the masses that have good values of fitness function are deliberated as heavy objects, and they move slowly. Then particles should walk through the search space at initial iterations. Then, after obtaining a good solution, they have to wrinkle around that solution in order to exploit the best solution. In GSA, masses become heavier and heavier. In the final steps of iterations, masses have nearly the similar weights due to congregation around a solution. They roughly fascinate each other with the identical strength of gravitational forces. So, they are not capable to travel near the finest solution quickly. GSA has been faced with different sorts of drawbacks. The proposed algorithm has the ability to overcome these kind of problems which has been faced by GSA. Therefore, in this manuscript GSADMSPSO proposed with dynamic multi swarm (DMS) with neighborhood strategy. The proposed method emphasizes exploration in first iterations and exploitation in the final iteration. In the first phase, the proposed algorithm deals with masses of the agents. Since the low weight fitness implies that the agent is not near the optima, low weight agents can be recruited to explore the search space while heavier weight agents can be appointed to exploit their neighborhood with the help of neighborhood strategy. Therefore, a dynamic multi swarm (DMS) with new neighborhood strategy is used, which has been explained in equation (13) shown below.
where fit i (t) represents the fitness value of the agent i and worst i (t) and best i (t) are defined as fallow.
worst (t) = high j regorup of swarm fit i (t)
According to the equation (13) swarm is separated into multiple sub-swarms. And neighbor of each agent are able to smear the gravity force on agent to attract it. They search for better positions in the search space using their own members. Though, the sub-swarms are dynamic and they are regrouped often by using a regrouping schedule, which is an intermittent exchange of information. Agents from different sub-swarms are reformed to a new formation through the arbitrary regrouping schedule. So, DMS has a capability to pick the neighbors which have the smaller distance dynamically. These neighbors has been called an agent i . so each component determines the consequence of the agent to attract another agent of the swarm. Worst and best defined by the DMS of agent i . And at the final iteration, by adopting the global search ability of DMS PSO algorithm, equation (16) is used to update the position and velocity of the individual. (17) where V i (t) is the velocity of agent i at iteration t, c 1 and c 2 are accelerating coefficients, r 1 and r 2 is a random number between 0 and 1, the first component is the same as that of GSA, in which the exploration of the masses is emphasized. The second component is responsible for attracting masses towards the best masses obtained so far. The distance of each mass from the best mass is calculated by gbest − x i (t). The final force towards the best mass is a random fraction.
In the proposed method, initialize the algorithm parameters, including the total number of particles N, the number of iterations t, the gravitational constant G 0 and the decreasing coefficient α. And randomly generate populations. The position vector of the particle is set as
divide the particles into numeration sub-swarms, the global optimal value is gbest and the individual optimal value is pbest. Then, Calculate the fitness value of each individual using equation (13), find the best fitness value and the worst fitness value using equations (14, 15) and record the best position gbest, gravitational constant and resultant forces between them are calculated using equations (6), (7) and (8), respectively. After that, the accelerations of particles are defined as in equation (12) . At each iteration, the best solution obtained so far should be updated. After calculating the accelerations and updating the best solution, by adopting the global search ability of DMS PSO algorithm, velocities of all agents can be calculated using equation (16) . Finally, the positions of agents are updated as equation (17) . The process terminates by satisfying an end criterion. The general steps of the proposed method are represented in Fig. 1 . In this proposed method, because of dynamic multi-swarm behavior each agent can observe the best solution and masses are provided with a sort of neighborhood intelligence.
The proposed method has a potential to provide a superior results compared to the other GSA variants. In the following section various static, dynamic and real time problems are employed to explore the efficiency of the proposed algorithm.
IV. EXPERIMENTAL STUDY
To weigh the performance of the proposed algorithm, 12 benchmark functions are introduced in experiments. These functions are listed in Table 1 , where D symbolizes the dimension of the function, Global minima is the optimum value of the function and range denotes the search space. F1 to F6 are unimodal functions. F7 to F12 are multimodal functions. To assess the performance of the proposed algorithm, seven CEC,13 test problems have been implemented in this manuscript. Table 2 delivers a detailed narrative of the CEC,13 test suit.
Dynamic test problems also use for test the efficiency of the algorithms. Table 3 provides a detailed description of the MPB test problems. Parameters for the algorithms GSA,FVGGSA, GGSA, ARGSA and BPSOGSA are considered from the corresponding resources.
For GSADMSPSO, we use these settings: population size=30, c 1 = 0.5, c 2 = 1.5, w is decreased linearly from 0.9 to 0.2, G 0 = 1, α = 20, maximum iteration=20000, R=5 and stopping criteria=maximum iteration.
A. STATIC TEST FUNCTIONS
To examine the performance of the optimization algorithms 12 test functions have been adopted in this study, which has been shown in Table 1 .
B. CEC,13 TEST SUIT
To evaluate the performance of the proposed algorithm, seven CEC,13 test problems have been adopted in this manuscript. 
C. MOVING PEAKS BENCHMARK
For evaluation of the extrema tracking, performance of the proposed inertia weight dynamic tested functions was generated using the MPB. MPB is a widely used benchmark problem proposed by Branke [30] . The parameters applied to MPB are given in Table 3 . The method which is considered for detecting environmental changes is re-evaluating the global best particle before updating the global best particle. If its fitness changes, it indicates that an environmental change has occurred.
V. RESULTS AND DISCUSSION
In this section, the proposed method (GSADMSPSO) is compared with well-known GSA variants. In the first subsection, different strategies, including FVGGSA, GGSA, GSA, ARGSA, BPSOGSA and GSADMSPSO have been analyzed on the 12 static problems with symmetric and asymmetric environments. In the next subsection, seven CEC,13 test problems have been adopted in this manuscript. Table provide a detailed description of the CEC,13 test suit compared with other variants. And for dynamic problems, moving peaks problems have been applied. And at the end, the real time application tension and compression spring design are employed for the better comparison.
A. COMPARISON WITH OTHER TECHNIQUES
All the algorithms involved in the comparison are implemented 30 times independently for each function. Table 4 summarizes the results of the average (mean) and standard deviation 'Std' performance among 30 runs FVGGSA, GGSA, GSA, ARGSA, BPSOGSA and GSADMSPSO for all 12 static benchmark functions. The bold values in the tables show the best results for the problems according to t-test with a significance level of 5%.
For the exploitation of the algorithms unimodal test functions are useful. According to table, the GSADMSPSO algorithm shows the good results of these functions in terms of the mean results. GSADMSPSO provide superior results on the unimodal benchmark functions, followed by FVG-GSA, GGSA, GSA, ARGSA, BPSOGSA with competitive results. The proposed algorithm has high performance of unimodal benchmark functions. The high performance of GSADMSPSO on unimodal test functions are due to the fact the algorithm has higher exploitation as compared to FVGGSA, GGSA, GSA, ARGSA, BPSOGSA. The social component of PSO consents GSADMSPSO to exploit correctly about the best mass.
High exploration of GSADMSPSO algorithm instigates from the GSA algorithm, in which all search agents have impact on each other at each iteration. The convergence curves in Fig. 2 prove that GSADMSPSO has the better convergence behavior in five functions. These results make evident that the GSADMSPSO algorithm has the best exploitation ability and convergence rate. The results of the multimodal benchmark functions are delivered in Table 3 . According to the results of Table 3 , GSADMSPSO shows the best results in four out of six functions. However, the GGSA, ARGSA, FVGGSA and GSA algorithms provide a good result on multimodal test functions. The convergence curves in Fig. 2 prove that GSADMSPSO has the better convergence behavior in four functions. These results show that the GSADMSPSO algorithm is able to avoid local optima. In addition, the results can also evidence high exploration of the proposed algorithm.
Multimodal optimization functions are the most stimulating test functions and appropriate for benchmarking exploration and exploitation combined. The results in Table has been shown that the GSADMSPSO is clearly better than other algorithms. The convergence of algorithms when solving these optimization functions are illustrated in Fig.3 . It shows that GSADMSPSO has the fastest convergence rate. These results prove that GSADMSPSO professionally balances exploration and exploitation.
The high exploration ability motivated GSADMSPSO to leave behind other algorithms on multimodal test functions. The proposed algorithm accentuates exploration in initial steps of iteration. However, exploitation is indorsed as iteration increases. Table 5 has been listed CPU times (in seconds) with CPU specification (Intel(R) core(TM) i5-2410M @ 2.30GHz VOLUME 7, 2019 2.30GHz, 4 GB Ram) of six algorithms over 30 independent runs. The bold numbers in each column indicates the best average time or best computational cost of each method according t test with a significance level of 5%. From the table, we can conclude that our proposed algorithm increases the computational time of an original PSO. It is worthy of spending time to improve the accuracy of a proposed algorithm.
B. COMPUTATIONAL COST OF DIFFERENT ALGORITHMS

C. COMPARISON THROUGH CEC,13 TEST FUNCTIONS
In this section different strategies evaluated through CEC,13 test functions. So, for the compression we are using seven CEC,13 test function which have been provided in the significance level of 5%. The results of the CEC,13 benchmark functions are delivered in Table 6 . According to the results of table 6 proposed algorithm shows the best results in six out of seven benchmark functions. FVGGSA method suffers when particles are close to the optima, a high convergence ability required, but success rate nearly zero
D. COMPARISON OF DIFFERENT METHODS THROUGH MPB
In this section, different algorithms have been applied on MPB test functions describes in section 4.3. The experimental result of proposed algorithm GSADMSPSO with other methods for different environmental condition reported in table 7 and it represents the mean and standard deviation of the offline error found by different methods. The bold values indicates the best possible results according to t-test with a significance level of 5%.
As presented in table 7, the performance of GSADMSPSO is superior to the other alternative methods. Thus after an environment change, it maintains the diversity, which is helpful for tracking optima.
GGSA could not sufficiently maintain diversity and thus produce a lower performance as compared to the proposed method on MPB problems. BPSOGSA is not performing well as compared to the proposed algorithm. ARGSA also has not provided a good result as compare to the proposed method because of diversity problem and slow convergence rate. Results have been shown that proposed algorithm is superior as compared to the other algorithms.
E. TENSION AND COMPRESSION SPRING DESIGN
The objective of this problem is to reduce the weight of a tension/compression spring [31] . This process is subject to some restrictions such as shear stress, surge frequency and minimum deflection. There are three variables in this problem: wire diameter (d), mean coil diameter (D) and the number of active coils (N). The mathematical formulation of this problem is as follows:
This problem has been solved by mathematical and heuristic approaches. Ha and Wang tried to solve this problem using PSO [32] . GA [33] , harmony search (HS) [34] , FVGGSA, GGSA, ARGSA, GSA, BPSOGSA and GSADMSPSO algorithms have also been employed as heuristic optimizers for this problem. The mathematical approaches that have been adopted to solve this problem are the numerical optimization technique (constraints correction at constant cost) [30] and mathematical optimization technique [35] . The comparison of results of different techniques and the proposed method are provided in Table 8 . As shown in Table, GSADMSPSO consistently has the best results as compared to the other algorithms. 
VI. CONCLUSIONS
In this manuscript, a hybrid GSADMSPSO has been proposed by utilizing the same concepts of the continuous version for search behavior. In order to justify the performance GSADMSPSO, 12 static, 7 CEC, 13 benchmark functions and moving peaks problems have been employed, and the results are compared with FVGGSA, GGSA, GSA, ARGSA and BPSOGSA. The results proved that GSADMSPSO is able to provide competitive results and has excellence among optimization algorithms in the search spaces. According to the findings, the GSADMSPSO algorithm fruitfully gets the advantages of the PSOGSA. GSADMSPSO shows good exploration since all search agents participate in updating position of a search agent. The exploitation of GSADMSPSO is very precise due to the social component of PSO integrated that causes accelerated convergence. GSADMSPSO is capable to avoid local optima and provide a better convergence in the search space. Tension/compression spring design real time problem has been used for testing the efficiency of proposed algorithm. The proposed method provides a better result in this real time problem as compared to the other algorithms. For future studies, it is recommended to apply GSADMSPSO in real time optimization problems such as power system, data clustering. Exploring the consequence of different transfer functions on GSADMSPSO would be interesting as well.
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