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1　はじめに
　今日に至っては，コンピューターやソフトの開発は目覚ましいものがあり，
研究分野にもよるが，理論的な基礎が理解されていないと，中々アウトプット
が解釈できない事態が多々ある。筆者は，1Q三位まえからMacintoshを利用し
てきたが，当時の多変量解析ソフトStat80において，100サンプル50変数の計
算がユO～15分位かかったものが，今では（機種にもよるが）Systat，　StatView，
Jump，　Statistica，　SPSSなどのどのソフトを使っても，ほぼ同じことが数秒で
計算され，かつグラフが容易に描出される。ここで，上記ソフトの特徴を述べ
させて頂くと，解析手法の多さやグラフの種類から総合的に判断すれば，Sys－
tatがベストなソフトであろう。しかし，日本語化されていないので，和文で
論文などを作成する場合統計英語を訳す必要がある。Jumpについても同様で
ある。このソフトは主として回帰分析に強く，素早く同時に異なる形状の推計
を行い，視覚化を試みる。StatisticaはSystat同様に統計解析手法やグラフな
どの種類も多いが，バージョンアップが比較的多く，信頼性についての不安が
少し残る。しかし，このソフトは日本語化されているのでそのまま日本語の論
文にペーストすることができる。古くからのMacユーザーの問で最も日本で
使われているソフトはおそらくStatViewであろう。これには頻繁に使われて
いる最小限度の解析手法（回帰分析，分散分析，因子分析など）は含まれてお
り，∫ump同様に素早いグラフを描出するため無駄な時間を減らすことができ
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る。また，これは日本語化されており，特に初心者において最も使いやすいソ
フトである。最後に従来から世界的にも有名であるSPSSについては，　Systat
およびStatistica同様に解析の種類は豊富である。とくに時系列分析や非計量
的なアンケート調査を含む分析（コレスポンデンス分析等）など，Excelとと
もに力を発揮する。特に6．OJにバージョンアップしてからは，他のソフトと
の互換1生も高まり，使いやすくなっている。ただし，3次元などのグラフの種
類が少ないことや，Windows版SPSSには共分散構造分析などができるアプリ
ケーションがあるがMac版については今のところない。
fi　多変量統計解析手法と文献
　以下では，主に利用されている統計解析手法とそれに関わる文献を見ていく。
ここで，重複を避けるために特に初心者向けの文献を紹介しておくと，［12］，
［18］および［44］などがあげられる。また，手続き的なものとしては，［13］，［16］，
［24］，［25］および［35］などがある。ついで，統計学の基礎学力が備わった中級
者向けのものとしては，［2］，［3］，［4］，［10］，［17］，［20］，［21］，［22］，［31］，
［38］，［39］，［49］および［50］など多数ある。比較的高度な統計および数学的理
解力のある上級者向けのものとしては，［15］および［47］などがある。また，地
理研究者や経営，マーケティング研究者向けのものとしては，［8］，［19］，［33］，
［34］，［38］および［39］などがある。
1　重回帰分析
　この分析手法は，主として予測や推計に用いられるが，クロスセクションデー
タを使って経済社会構造を分析することも可能である。
（1）線形モデル
線形関数を次のように設定する。
y＝わx一トe
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この関数から最小二乗法（誤差eの二乗和を最小にする方法）を用いて整理す
ると，
わ一区勾一！乃
が導かれ，bが推計される。なお，ここでは検定等の説明は省略する。このモ
デルについては，統計学や計量経済学においてほとんどどの書物を見ても十分
説明がなされている。ここでのほとんどの参考文献において，統計との関わり
で重回帰分析が平易に説明されているが，とりわけ，［4］，［2Q］および［21］な
どが分かりやすい。
（2）非線形モデル
　変数を対数や乗数などに変形しても最小二乗法が使えない場合の非線形モデ
ルでは，最尤推定法（［4］，第6章）やシンプレックス法などの探索法などによっ
て係数を求める分析手法がある。これについては［9，第4章］を参照せよ。また，
線形および非線形の適合性について検討する際にはBox－Coxモデルなどが有
効である。因に，Systatではシンプレックス法が採用されている。
2　数量化1類
　この分析手法は，質的データに対する回帰分析手法であり，変数がダミー変
数であることから，方程式が一意的に決まらないため，通常各アイテムの第1
カテゴリーを削除することよって，上記の最小二乗法を用いて係数が推計され
る。なお，これについては，［12，第6章］，［21，第6章］および［27］などを参照せよ。
3　判別分析
　この分析手法は，2つ以上あってもかまわないが，個体あるいはサンプルが
どちらの群に含まれるかを分析するのに用いられる。
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（1）マハラノビスの距離
　　Dle2　＝　（x　一　p（le）　）’2一　i　（x　一　p（le）　）
ただし，Σは分散共分散行列を示す。
もしxがD12＜D22ならば1群に属し，　D12＞D22ならば2群に属するこ
とになる。これについては，［12，第4章］および［17，第3章］，地域分析への
応用例としては［33，第4章］などで説明されている。
②多重ロジスティック分析による方法
　確率久がロジスティック曲線によって表されることを仮定すると，対数オッ
ズ（log　odds）は次のようになる。
　　　1・91％一，2、β・X・）・
ただし，Piはサンブルーが選択する確率，靭はサンブルーのj変数をそれぞ
れ示す。
　ここでeiを実現値とすれば，サンプルnに関する尤度関数は
　　　　　れ　　　　　　　　　　　　　　　　　　　　　　　ピ　　　　　　　　　れ　　　　　　　　　　　オ　　　L－H（P，）θ1（1　一　Pi）　1一θi－exp（Σβ画夕、）／H（1＋exp（Σ　13，・x、i））
　　　　　L；1　　　　　　　　　　　　　　　　　　　　　　ゴ＝1　　　　　　　　ゴ＝1　　　　　　　　　フ＝1
と表される。この関数を最大化するために，この関数をβゴで偏微分すること
によってロジスティック曲線が得られる。これについては［48，p．73］を参照
せよ。
（3）正準判別分析による方法
　合成変数f一Σ禍＝Xαの相関比（級間分散／全分散）を最大にするよう
に重み騰べ・㍍・を求め・．・た・・って，無を最大化す・ために，次
の固有方程式SBα＝λSTαを解くことになる。ただし，　Sは分散共分散行列を
示す。その結果．固有値の数だけ個人またはサンプルに対して正準判別関数が
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計算され，これらを各面ごとに計算を行い．各郡の重心を求め，各個体はそれ
との距離から，最も短い距離の群に判別される。なお．これについては
［48，pp．73－76］参照せよ。他にベイズ流の判別規則などがある。また，判別
関数適用上の注意などが．［49，pp．216－226］に掲げられている。
4　数量化∬類
　これは，質的データにもとつく判別分析手法である。
　なお，同手法の詳細については，基礎的な説明は，［12，第7章］，［22，第
13章］および［27］などによってなされている。
5　主成分分析
　この分析手法は，多くの変数が有する情報をできるだけ簡略化して．そこか
ら得られた主成分の解釈を容易にするために用いられる。
　基本的な関数は2・・＝a’Xと表され，これらの係数a’が極端な大きさになる
ことを防ぐために，面＝1の制約を付ける。
標準化された分散行列（V）は，相関行列（R）を意味する。そこで，これを
　　　V　lzl　＝　V　la’XI　＝　a’Va　＝＝　a’Ra
と表示して，ラグランジュ法を用いて整理すると，
　　　Rα＝λαまたは（R－XI）a＝0
次の特性方程式
　　　R一　・・1一・から・が講され，・れを（R一…）・　＝＝・へ代入すること
によって，aが導出される。
　同分析手法の初歩的な説明は，［32，第3章］，［3，第5章］，［17，pp．68－86］
および［21，第2章］などによってなされている。また，多変量解析用のソフト
において，主成分分析は因子分析に含まれているものが多い（例えば，Systat，
Statistica，　StatViewなどほとんどのソフト）。なお，主成分因子分析手法およ
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び因子分析手法のプログラムを用いる主成分分析手法については，［3，
pp．67－74］を参照せよ。
6　数量化皿類
　これは，質的データにもとつく主成分分析手法である。
この分析手法については，［12，第8章］が初歩的に説明されており，［17，第6
章］，［22，第14章］，［27］および［49，pp．185－203］などが平易に説明されている。
7　因子分析
　この分析手法は，ある仮説のもとで，現存する情報の背後に潜む要因をグルー
プ化し，それらのグループに対して意味付けを行うために用いられる。まず，
以下の線形の関数を設定する。
　　　Z＝　FA’十　UD
相関行列は，R一÷Z’Zとなる。
　また，因子得点問の無相関から一1－Z（Z＝L独自因子間についても一しびσ＝∫
　　　　　　　　　　　　　　n一一　v　’”n”　’”　’　v　n
共通因子と独自因子間についてもF’U＝0が仮定される。したがって，R＝
A’A十D2また，それからDの対角要素を引くと，　R＊＝R－D2＝A’Aとし
て表され・．後は注成分分析同劇・＊一・・一・の鰍を用いて肝鮪
量とλが導出される。ただし，w’w　＝1である。
〈因子軸の回転〉
因子の解釈をしゃすくするために因子軸を回転させる必要がある。例えば，次
のTT’＝T’T＝1となる直交行列Tを用いると，　B＝AT’という因子負荷行
列ができるが，BB’＝（ATり（AT）＝．4T／TA＝A4’となり，もとの因子負荷量
に変化を与えない。
〈因子得点の導出＞
E＝Z－FA’からEを最小にするようにFを導出する。すなわち，最小二乗
法を用いて，F＝ZA（A’A）一1が推計される。
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　同分析手法を理解するために，初心者向きのものとしては［12］および［18］，
一般向けのものとしては［1］，［21］，［36］および［43］，少し踏み込んだものと
しては［46］などがある。また，特に主成分分析との相違については，
［49，pp．182－185］で説明されている。なお，同分析手法は，マーケティングの
分野においてSD法（Semantic　Differential　Method）とともに用いられている
（［ll］を参照）。
8　多次元尺度構成法（MDS）
　この分析手法は，類似性データにもとづき，潜在する少数の次元に簡略化し，
背後にある構造を明らかにするために用いられる。
（1）距離データのMDS d乞プ ．?
，?
dブ々
dik
e
　　　　　　　　　　　　　　　　　　献原点）
　上図から娠2＋6ゴ々2－24誕∫々60sθ；砺2，また三角形の余弦定理から
・、、一幅・…θが成り立つ．・れより，・、、幽、一吉（4、、2＋di、　2－2ぺ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　アで表される。また，個体i，jの原点からの内積b、ゴは，砺一ΣXitXitで表され
　　　　　　　　　　　　　　　　　　　　　　　　　　　よマユる。したがって，これを行列表示すると，B・XXと書かれ，これを因子分解す
るのと同様な方法でX（xが因子負荷量Aに相当する）を導出することができ
　　　　　　　　　　　　　　　　　る。ここで，B＝TL T’からX＝TL’となる。ただしTは固有ベクトルであり，
ムは固有値行列である。したがって，固有ベクトルが距離を，固有値が次元を
それぞれ示している。
　なお，この導出方法については，［23，第5章］および［50，第10章］で説明さ
7 一7一
れている。
（2）非計量MDS
　距離が順序尺度である場合の多次元尺度法
a）ミンコフスキー距離
Sfブは順序データであるため距離データに変換する必要があり，次のように表
不される。
　　　s、、一跡吻一［禽1撫一η1／÷
b）適合の基準（ストレス）
S　＝＝
2（?4
??
Σぺ
このSの最小値を求めるためには，最急降下法を用いてSの値を最も減少さ
せるような方向にXitを逐次的に計算する。ここで最小となるXitが決まったと
ころで，Kruscalの方法を用いて，まず義ゴにおいて隣り合った数の大小関係
を調べ，少なくとも1つは等号が成立していない部分を捜し，その部分にその
大小関係の異なる部分の平均値をあてることによって，Siiと砺の順序関係を
満たすような点間距離（d　i）・）が推計される。
　なお，この導出方法については，［23，第5章］で説明されている。また，同
分析手法の解説書としては，［6］および［7］などがある。
9　数量化N類
　これは，多次元尺度法の融通的分析手法である。
　非類似度から多次元ユーグリッド空間の配置を求めるために，次の関数を設
定する。
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???
d
????????
＝Q
ただし，　・、i一町。一毎），e、i、一一∫誕あり，8、、は非類似度を示す。
　　　　　　　　t＝1
　ここで，Qの大小を比較するために，　Xiの平均をゼロ，分散1として，この
制約のもとでQを最大化することを考え，固有方程式を解くことによって，Xi
が導出される。なお，この分析については，初歩的な解説書としては，［12，
第9章］，一般的なものとしては，［22，第15章］，［23，pp．ユ03－105］および［27，
第5章］などがある。
10　クラスター分析
　この分析手法は，各個体の類似性にもとづいて，いくつかにグループ化する
ときに用いられる。大きくは，以下の2つに分析方法が分けられる。
（1）階層的方法
　この方法は，主として次の6つの方法に分けられる。
　最短距離法：2つのクラスターに属する個体問の距離の最大値を採用
　最長距離法：2つのクラスターに属する個体間の距離の最大値を採用
　群　平　均：2つのクラスターにまたがる個体問の距離の二乗の平均値を
　　　　　　　採用
　メジアン法：2つのクラスターにまたがる個体問の最短と最長の中間距離
　　　　　　　　を採用
　重　心　法：メジアン法に個体数を考慮したもの
　ウォード法：クラスター内平方和が最小となるように融合
　なお，上記分析手法については，初歩的なものとして［3］，［14］および［17］，
一般的なものとしては［22］などによって説明されている。
（2）非階層的方法
　この方法は，最適化型手法とも呼ばれ，代表的なものとしては，k－means法
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などがある。この手法は，多変量解析ソフトSystat，　Statisticaなどにも採用
されている。なお，これについては［22，pp．41－43］および［49，　pp．243－247］
を参照せよ。また，［49，pp，247－249］にはクラスター分析を使用する場合の
注意が記してある。
11正準相関分析
・同分析手法は，2つの特性値のグループ間の関連とその強さについて分析す
るために用いられる。
　まず，合成変数をf＝擁，g＝吻と表示すると，　xとyの相関係数はR。rvv
と表され，アとgの相関係数はw’R。yVとなる。ついで，これを最大にするよう
なwおよびvを求めると，
・霧1・バ・二一・か励は最大固有値に対す・固有ベクトルであり，
F六ぺ細が導出され・・
　なお，同分析とコレスポンデンス分析との関係については，［11，pp．l！9－121］
に記されている。
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皿　おわりに
　本研究ノートでは，忘れかけた分析手法を思い出すことと（そのため，数式
および変数などの詳細な説明は省略してある），それに対してどの文献を読む
とすぐに要点がとらえられるかが，一目で分かるようにまとめたものである。
多変量解析に関する筆者所有の文献（以下の参考文献）を見ると，様々なレベ
ルがあり，筆者には理解できても，読者には理解しにくいところが，または逆
も多々あると思われる。各々の文献はそれぞれ特徴を持っており，おそらく著
者のメインとする分野に依拠しているのであろう。もちろん，これについて，
各分析に使われたページ数や統計用語数，研究分野などのデータを調べて，そ
れらのデータに対して多変量解析を応用すると興味深い結果も得られるであろ
う。文献を速読して分かったことであるが，高度な数学や統計手法を使ったも
のも理解しがたいが，逆に数学や統計的手法もほとんど使わず，入門的なもの
も理解するのに頭を痛めた。本を書くのは実に難しいものだということが分
かった。今日では，特に高価な統計ソフトを購入しなくとも，表計算ソフト
ExcelやWingzなどを用いて統計解析などできるようになった。　Excelにおい
ては，多変量解析のアプリケーションやマクロ解析のプログラム（例えば，エ
クセル統計（（株）社会情報サービス）（解説書としては［16］））および［32］）
など市販されているものがある。一方Wingzは行列の計算などが容易なため，
連立方程式モデルや産業連関分析などに即利用できる。道具は整いつつある。
今後は，筆者を含め，若い研究者の理論モデル構築への熱意が期待される。
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