Abstract-Extracting knowledge from the transaction records and the personal data of credit card holders has great profit potential for the banking industry. The challenge is to detect/predict bankrupts and to keep and recruit the profitable customers. However, grouping and targeting credit card customers by traditional data-driven mining often does not directly meet the needs of the banking industry, because data-driven mining automatically generates classification outputs that are imprecise, meaningless, and beyond users' control. In this paper, we provide a novel domain-driven classification method that takes advantage of multiple criteria and multiple constraintlevel programming for intelligent credit scoring. The method involves credit scoring to produce a set of customers' scores that allows the classification results actionable and controllable by human interaction during the scoring process. Domain knowledge and experts' experience parameters are built into the criteria and constraint functions of mathematical programming and the human and machine conversation is employed to generate an efficient and precise solution. Experiments based on various data sets validated the effectiveness and efficiency of the proposed methods.
D
UE to widespread adoption of electronic funds transfer at point of sale (EFTPOS), internet banking and the near-ubiquitous use of credit cards, banks are able to collect abundant information about card holders' transactions [1] . Extracting effective knowledge from these transaction records and personal data from credit card holder has enormous profit potential for the banking industry. In particular, it is essential to classify credit card customers precisely in order to provide effective services while avoiding losses due to bankruptcy from users' debt. For example, even a 0.01 percent increase in early detection of bad accounts can save millions.
Credit scoring is often used to analyze a sample of past customers to differentiate present and future bankrupt and credit customers. Credit scoring can be formally defined as a mathematical model for the quantitative measurement of credit. Credit scoring is a straightforward approach for practitioners. Customers' credit behaviors are modeled by a set of attributes/variables. If a weight is allocated to each attribute, then a sum score for each customer can be generated by timing attribute values with their weights; scores are ranked and the bankrupt customers can be distinguished. Therefore, the key point is to build an accurate attribute weight set from the historical sample and so that the credit scores of customers can be used to predict their future credit behavior. To measure the precision of the credit scoring method, we compare the predicted results with the real behavior of bankrupts by several metrics (introduced later).
Achieving accurate credit scoring is a challenge due to a lack of domain knowledge of banking business. Previous work used linear and logistic regression for credit scoring; we argue that regression cannot provide mathematically meaningful scores and may generate results beyond the user's control. Also, traditional credit analysis, such as decision tree analysis [4] , [5] , rule-based classification [6] , [7] , Bayesian classifiers [8] , nearest neighbor approaches [9] , pattern recognition [10] , abnormal detection [11] , [12] , optimization [13] , hybrid approach [14] , neural networks [15] , [16] and Support Vector Machine (SVM) [17] , [18] , are not suitable since they are data-driven mining that cannot directly meet the needs of users [2] , [3] . The limitation of the data-driven mining approaches is that it is difficult to adjust the rules and parameters during the credit scoring process to meet the users' requirements. For example, unified domain related rules and parameters may be set before the classification commences, but it cannot be controlled since data-driven mining often runs automatically.
Our vision is that human interactions can be used to guide more efficient and precise scoring according to the domain knowledge of the banking industry. Linear programming (LP) is a useful tool for discriminating analysis of a problem given appropriate groups (e.g., "Good" and "Bad"). In particular, it enables users to play an active part in the modeling and encourages them to participate in the selection of both discriminate criteria and cutoffs (boundaries) as well as the relative penalties for misclassification [19] , [20] , [21] .
We provide a novel domain-driven classification method that takes advantage of multiple criteria and multiple constraint-level programming (MC2) for intelligent credit scoring. In particular, we build the domain knowledge as well as parameters derived from experts' experience into criteria and constraint functions of linear programming, and employ the human and machine conversation to help produce accurate credit scores from the original banking transaction data, and thus, make the final mining results simple, meaningful, and easily controlled by users. Experiments on benchmark data sets, real-life data sets, and massive data sets validated the effectiveness and efficiency of the proposed method.
Although many popular approaches in the banking industry and government are score-based [22] , such as the Behavior Score developed by Fair Isaac Corporation (FICO) in [23] , the Credit Bureau Score (also developed by FICO), and the First Data Resource (FDR)'s Proprietary Bankruptcy Score [24] , to the best of our knowledge, no previous research has explored domain-driven credit scoring for the production of actionable knowledge for the banking industry. The two major advantages of our domain-driven score-based approach are:
1. Simple and meaningful. It outperforms traditional data-driven mining because the practitioners do not like black box approach for classification and prediction. For example, after being given the linear/ nonlinear parameters for each attribute, the staffs of credit card providers are able to understand the meanings of attributes and make sure that all the important characteristics remain in the scoring model to satisfy their needs. 2. Measurable and actionable. Credit card providers value Sensitivity-the ability to measure the true positive rate (that is, the proportion of bankruptcy accounts that are correctly identified-the formal definition will be given later) but not Accuracy [25] . Sensitivity is more important than other metrics. For example: a bank's profit on 10 credit card users in one year may be only 10 Â $100 ¼ $1;000 while the loss from one consumer in one day may be $5;000. So, the aim of a two-class classification method is to separate the "bankruptcy" accounts ("Bad") from the "nonbankruptcy" accounts ("Good") and to identify as many bankruptcy accounts as possible. This is also known as the method of "making black list" [26] . This idea decides not only the design way for the classification model but also how to measure the model. However, classic classification methods such as SVM [17] , [18] , decision tree [27] , and neural network [15] that pay more attention to gaining high overall accuracy but not sensitivity cannot satisfy the goal. Using LP to satisfy the goal of achieving higher sensitivity, the problem is modeled as follows:
In linear discriminate models, the misclassification of data separation can be expressed by two kinds of objectives.
One is to minimize the internal distance by minimizing the sum of the deviations (MSD) of the observations from the critical value and the other is to maximize the external distance by maximizing the minimal distances (MMD) of observations from the critical value. Both MSD and MMD can be constructed as linear programming. The compromise solution in Multiple Criteria Linear Programming (MCLP) locates the best trade-off between linear forms of MMD and MSD as data separation.
In the classification procedure, although the boundary of two classes, b (cutoff), is the unrestricted variable in model MSD, MMD, and MCLP, it can be preset by the analyst according to the structure of a particular database. First, choosing a proper value of b as a starting point can speed up solving the above three models. Second, given a threshold , the best data separation can be selected from results determined by different b values. Therefore, the parameter b plays a key role in achieving the desired accuracy and most mathematical-programming-based classification models use b as an important control parameter [19] , [21] , [22] , [26] , [28] , [29] , [30] , [39] .
Selection of the b candidate is time consuming but important because it will affect the results significantly. Mathematical-programming-based classification calls for a flexible method to find a better cutoff b to improve the precision of classification for real-time data sets. For this reason, we convert the selection process of cutoff as the multiple constraints and construct it into the programming model. With the tradeoff between MSD and MMD, the linear programming has been evolved as multiple criteria and multiple constraint-level linear programming. The potential solution in MC2 locates the best trade-off between MMD and MSD with a better cutoff in a given interval instead of a scalar.
However, this trade-off cannot be guaranteed to lead to the best data separation even if the trade-off provides the better solution. For instance, one method with a high accuracy rate may fail to predict a bankruptcy. The decision on the "best" classification depends powerfully on the preference of the human decision makers. The main research problem addressed by this paper is to seek an alternative method with trade off of MMD and MSD, cutoff constraint and human cooperation for the best possible data separation result: we shall refer to call it as the domaindriven [2] , [3] MC2-based classification method.
The core of our novel MC2-based method is as follows: we model domain knowledge into criteria and constraint function for programming. Then, by measurement and evaluation, we attain feedback for in-depth modeling. In this step, human interaction is adopted for choosing suitable classification parameters as well as remodeling after monitoring and tracking the process, and also for determining whether the users accept the scoring model. This human machine conversation process will be employed in the classification process. A framework of domain-driven credit scoring and decision making process is shown in Fig. 1 .
An advantage of our domain-driven MC2-based method is that it allows addition of criterion and constraint functions to indicate human intervention. In particular, the multiple criteria for measuring the deviation and the multiple constraints to automatically select the cutoff with a heuristic process to find the user's satisfied solution will be explored to improve the classification model. Another advantage of our MC2 model is that it can be adjusted manually to achieve a better solution, because the score may be not consistent with the user's determination. Instead of overriding the scoreboard directly, the credit manager can redefine the objectives/constraints/upper boundary and the interval of cutoff b to verify and validate the model. Therefore, in this paper, our first contribution is to provide a flexible process using sensitivity analysis and interval programming according to domain knowledge of banking to find a better cutoff for the general LP-based classification problem. Second, to efficiently reflect the human intervention, we combine the two criteria to measure the deviation into one with the interval cutoff and find the users' satisfying solution instead of optimal solution. We put forward the heuristic process of MC2 which is easily controlled by the banking practitioners. The time-consuming process of choosing and testing the cutoff is changed to a automatic checking process. The user only needs to input an interval and the MC2 linear programming can find a best cutoff b for improving precision of classification.
To evaluate precision, there are four popular measurement metrics: accuracy, specificity, sensitivity, and K-S (Kolmogorov-Smirnov) value, which will also be used to measure the precision of credit scoring throughout this paper, given as follows: First, we define four concepts. TP T PþF N . Another metric, the two-sample K-S value, is used to measure how far apart the distribution functions of the scores of the "good" and "bad" are: the higher values of the metrics, the better the classification methods. Thus, another contribution of this paper is that through example and experiments based on various data sets, we analyze the above four metrics as well as the time and space complexity to prove the proposed algorithm outperforms three counterparts: support vector machine (SVM), decision tree, and neural network methods.
The rest of this paper is organized as follows: Section 2 introduces an LP approach to credit scoring based on previous work. Section 3 presents details of our domaindriven classification algorithm based on MC2 for achieving intelligent credit scoring. In Section 4, we evaluate the performance of our proposed algorithm by experiments with various data sets. Our conclusion is provided in Section 5.
LINEAR PROGRAMMING APPROACH

Basic Concepts of LP
A basic framework of two-class problems can be presented as follows: Given A i X b, A 2 B and A i X ! b, A 2 G, where r is a set of variables (attributes) for a data set a ¼ ða 1 ; . . . ; a r Þ, A i ¼ ðA i1 ; . . . ; A ir Þ is the sample of data for the variables, i ¼ 1; . . . ; n and n is the sample size, the aim is to determine the best coefficients of the variables, denoted by X ¼ ðx 1 ; . . . ; x r Þ T , and a boundary (cutoff) value b (a scalar) to separate two classes: G and B. For credit practice, B means a group of "bad" customers, G means a group of "good" customers.
In our previous work [22] , [26] , to accurately measure the separation of G and B, we defined four parameters for the criteria and constraints as follows:
. i : the overlapping of two-class boundary for case A i (external measurement); . : the maximum overlapping of two-class boundary for all cases A i ( i < ); . i : the distance of case A i from its adjusted boundary (internal measurement); and . : the minimum distance for all cases A i from its adjusted boundary ( i > ). To achieve the separation, the Sum of the Deviations (MSD) of the observations is minimized. The second separates the observations by Maximizing the Minimal Distances of observations from the critical value. This deviation is also called "overlapping". A simple version of Freed and Glover's [19] model which seeks MSD can be written as:
ðM1Þ
Min AE i i ;
where A i , b are given, X is unrestricted and i ! 0.
The alternative of the above model is to find MMD:
A graphical representation of these models in terms of and is shown in Fig. 2 . We note that the key point of the two-class linear classification model is to use a linear combination of the minimization of the sum of i or maximization of the sum of i . The advantage of this conversion is that it allows easy utilization of all techniques of LP for separation, while the disadvantage is that it may miss the scenario of trade-offs between these two separation criteria [26] .
A hybrid model (M3) in the format of multiple criteria linear programming (MC) that combines models of (M1) and (M2) is given by [22] , [26] :
where A i , b are given, X is unrestricted, i ! 0 and i ! 0.
Finding the Cutoff for Linear Programming
Sensitive Analysis
Instead of finding the suitable b randomly, this paper puts forward a sensitivity-analysis-based approach to find and test b for (M1) shown in Fig. 3 . Cutoff b for (M2) can be easily extended in a straightforward way. First, we select b 0 and Àb 0 , as the original pair for the boundary. After (M1), we choose a better value, b Ã 0 , between them. In order to avoid duplicate checking for some intervals, we find the changing interval 4b Ã for b Ã to keep the same optimal solution by sensitivity analysis [31] . (Users can see the detailed algorithm and proof in Appendix A).
In order to reduce computation complexity, when we continue to check the next cutoff for (M1), it is better to avoid b Ã þ 4b Ã interval. We label the interval as checked and the optimal solution for b Ã as the best classification parameters in the latest iteration. Similarly, we can get the interval for Àb Ã and it is obvious that if the optimal solution is not the better classification parameters, Àb Ã þ 4ðÀbÞ Ã is labeled as checked, too. After another iteration, we can gain the different optimal results for another X aÃ 0 from another pair. Note that the next X aÃ 0 may not be better than X aÃ ; if it is worse, we just keep X aÃ as the original one and choose another pair for b in the next iteration.
Basically, the sensitivity analysis can be viewed as a data separation through the process of selecting the better b. However, it is hard to be sure whether the optimal solution always results in the best data separation. Therefore, the main research problem in credit scoring analysis is to seek a method for producing higher prediction accuracy (like sensitivity for testing ongoing customers). Such methods may provide a near-optimal result, but lead a better data separation result. That is why we use a Man-Machine Interaction as shown in Fig. 3 ; this is a typical human cooperated mining in domain-driven process.
Interval Programming
Using the interval coefficients for the right hand side vector b in MSD and MMD can serve the purpose of finding a better cutoff for the classification problem. Interval coefficients include not only interval numbers but also -cuts, fuzzy numbers [32] . The general solution for interval linear programming can be found in [33] . We assume that the entries of the right hand side vector b are not fixed, they can be any value within prescribed intervals:
be stated as:
where A i , b l , and b u are given, X is unrestricted, and i ! 0.
The interval MMD (IMMD) can be stated as:
ðM3-2Þ
Max AE i i ;
where A i , b l , and b u are given, X is unrestricted, and i ! 0. Similar to Fig. 3 , IMSD and IMMD process can be stated in Fig. 4 which can be adjusted dynamically to suit user preference. 
PROPOSED MC2 METHODS
To improve the precision (defined by four metrics in Section 1) of the LP approach, we develop a new approach in this paper. First, we provide Domain-Driven MC2-based (DD-MC2) Classification, which models domain knowledge of banking into multiple criteria and multiple constraintlevel programming. Then we develop Domain-Driven Fuzzy MC2-based (DDF-MC2) Classification, which is expected to improve the precision of DD-MC2 further by adding human manual intervention into the credit scoring process and to reduce the computation complexity.
Domain-Driven MC2-Based Classification
MC2 Algorithm for Two-Classes Classification
Although sensitivity analysis or interval programming can be implemented into the process of finding a better cutoff for linear programming, it still has some inherent shortcomings. Theoretically speaking, classification models like (M1), (M2), (M3-1), and (M3-2) only reflect local properties, not global or entire space of changes. This paper proposes multiple criteria and multiple constraint-level programming to find the true meaning of the cutoff and an unrestricted variable.
A boundary value b (cutoff) is often used to separate two groups (recall (M1)), where b is unrestricted. Efforts to promote the accuracy rate have been confined largely to the unrestricted characteristics of b. A given b is put into calculation to find coefficients X according to the user's experience related to the real time data set. In such a procedure, the goal of finding the optimal solution for the classification question is replaced by the task of testing boundary b. If b is given, we can find a classifier using an optimal solution. The fixed cutoff value causes another problem in that the probability of those cases that can achieve the ideal cutoff score would be zero. Formally, this means that the solutions obtained by linear programming are not invariant under linear transformations of the data. An alternative approach to solve this problem is to add a constant, , to all the values, but it will affect the weight results and performance of its classification, and unfortunately, it cannot be used for the method in [1] . Adding a gap between the two regions may overcome the above problem. However, if the score is falling into this gap, we must determine which class it should belong to [1] .
To simplify the problem, we use a linear combination of b to replace b to get the best classifier as X Ã ðÞ. Suppose we now have the lower boundary b l and upper boundary b u . Instead of finding the best boundary b randomly, we find the best linear combination for the best classifier. That is, in addition to considering the criteria space that contains the tradeoffs of multiple criteria in (M1) and (M2), the structure of MC2 linear programming has a constraint-level space that shows all possible tradeoffs of resource availability levels (i.e., the tradeoff of the lower boundary b l and upper boundary b u . We can test the interval value for both b u and b l by using a classic interpolation method such as those of Lagrange, Newton, Hermite, and Golden Section in real numbers ½À1; þ1. It is not necessary to set negative and positive values for b l and b u separately but it is better to set the initial value of b l as the minimal value and the initial value of b u as the maximum value. So, the internal between
With the adjusting boundary, MSD (M1) and MMD (M2) can be changed from standard linear programming to linear programming with multiple constraints.
ðM1-1Þ
ðM2-1Þ
The above two programmings are LP with multiple constraints. This formulation of the problem always gives a nontrivial solution.
The combination of the above two models is with the objective space showing all tradeoffs of MSD and MMD:
Min AE i i ; Max AE i i ;
where A i , b l , and b u are given, X is unrestricted, i ! 0 and i ! 0. A graphical representation of MC2 models in terms of and is shown in Fig. 5 .
In (M4), theoretically, finding the ideal solution that simultaneously represents the maximal and the minimal is almost impossible. However, the theory of MC linear programming allows us to study the tradeoffs of the criteria space. In this case, the criteria space is a two-dimensional plane consisting of MSD and MMD. We use a compromised solution of multiple criteria and multiple constraint-level linear programming to minimize the sum of i and maximize the sum of i simultaneously. Then the model can be rewritten as: This formulation of the problem always gives a nontrivial solution and is invariant under linear transformation of the data. 1 and 2 are the weight parameters for MSD and MMD. 1 and 2 are the weight parameters for b l and b u , respectively: they serve to normalize the constraint-level and the criteria-level parameters.
A series of theorems on the relationship among the solutions of LP, multiple criteria linear programming (MC) and MC2 are used to prove the correctness of the MC2-based classification algorithm. The detailed proof for the MC2 model can be found in Appendix B.
Multiclass Classification
(M5) can be extended easily to solve a multiclass problem (M6) shown in Fig. 6 . When Fuzzy MC2 programming is adopted to classify the "good" and "bad" customers, a fuzzy (satisfying) solution is used to meet a threshold for the accuracy rate of classifications, though the fuzzy solution is a near optimal solution for the best classifier. The advantage of this improvement of fuzzy MC2 includes two aspects: 1) reduced computation complexity. A fuzzy MC2 model can be calculated as linear programming. 2) efficient identification of the weak fuzzy potential solution/special fuzzy potential solution for a better separation. Appendix C show that the optimal solution X Ã of (M11) is a weak/special weak potential solution of (M4).
Fuzzy MC2
To solve the standard MC2 model like (M4), we use the idea of a fuzzy potential solution in [34] and [22] . Then the MC2 model can be converted into the linear format. We solve the following four (two maximum and two minimum) linear programming problems:
ðM1-2Þ
Min ðMaxÞ AE i i ;
where A i , b u , and b l are given, X is unrestricted, and i ! 0.
ðM2-2Þ
Max ðMinÞ AE i i ; 
Maximize ;
where A i , y 1L , y 1U , y 2L , y 2U , b l , and b u are known, X is unrestricted, and i , i , 1 , 2 , ! 0, i ¼ 1; 2; . . . ; n.
To find the solution for (M11), we can set a value of , and let 1 ! , 2 ! . The contents in Appendix C can prove that the solution with this constraint is a special fuzzy potential solution for (M11). Therefore, seeking Maximum in the Fuzzy MC2 approach becomes the standard of determining the classifications between "Good" and "Bad" records in the database. Once model (M11) has been trained to meet the given threshold , the better classifier is identified.
(M11) can be solved as a linear programming and it exactly satisfies the goal of accurately identifying the "good" and "bad" customers. The proof of the fuzzy MC2 model can be found in Appendix C.
Heuristic Classification Algorithm
To run the proposed algorithm below, we first create a data warehouse for credit card analysis. Then we generate a set of relevant attributes from the data warehouse, transform the scales of the data warehouse into the same numerical measurement, determine the two classes of "good" and "bad" customers, classify threshold that is selected by the user, train and verify the set.
Algorithm: credit scoring by using MC2 in Fig. 7 . Input: the training samples represented by discrete-valued attributes, the set of candidate attributes, interval of cutoff b, and a given threshold by user. Output: best b Ã and parameters X Ã for credit scoring.
Method:
1. Give a class boundary value b l and b u and use models (M1-1) to learn and computer the overall scores A i X (i ¼ 1; 2; . . . ; n) of the relevant attributes or dimensions over all observations repeatedly. 2. If (M1-1) exceeds the threshold , go to 6, else go to 3. 3. If (M2-1) exceeds the threshold , go to 6, else go to 4. 4. If (M11) exceeds the threshold , go to 6, else go to 1 to consider to select another cut off pair.
5.
Apply the final learned scores X Ã to predict the unknown data in the verifying set. 6. Find separation. This approach uses MSD with multiple constraints b as (M1-1) as a tool for the first loop of classification. If the result is not satisfied, then it applies MMD with multiple constraints b as (M2-1) for the second loop of classification. If this also produces an unsatisfied result, it finally produces a fuzzy (satisfying) solution of a fuzzy linear program with multiple constraints, which is constructed from the solutions of MSD (M1-2) and MMD (M2-2) with the interval cutoff, b, for the third loop of classification. The better classifier is developed heuristically from the process of computing the above three categories of classification.
Note that for the purpose of credit scoring, a better classifier must have a higher sensitivity rate and K-S value with acceptable accuracy rate. Given a threshold of correct classification as a simple criterion, the better classifier can be found through the training process once the sensitivity rate and K-S value of the model exceeds the threshold. Suppose that a threshold is given, with the chosen interval of cutoff b and credit data sets; this domain-driven process proposes a heuristic classification method by using the fuzzy MC2 programming (FLP) for intelligent credit scoring. This process has the characteristic in-depth mining, constraints mining, human cooperated mining, and loopclosed mining in terms of domain-driven data mining.
EXAMPLE AND EXPERIMENTAL RESULTS
An Example
To explain our model clearly, we use a data slice of the classical example in [19] . An applicant is to be classified as a "poor" or "fair" credit risk based on responses to two questions appearing on a standard credit application.
For the linear programming-based model, users choose the cutoff b randomly. If b falls into the scalar such as (À20, À23), the user can generate an infinite solution set for X Ã such as X ¼ ð1; À4Þ t by the mathematical-programmingbased model like (M1), (M2), (M1-1), (M1-2), and (M11). Then the weighting scheme X Ã will be produced to score the four customers, denoted by four points, and thus, they can be appropriately classified by subdividing the scores into intervals based on cutoff bÃ shown in Table 1 .
Suppose the scalar of b is set as [10, 1000] by users; then not all mathematical-programming-based model like (M2) and (M2-1) can produce the best classification model, and M11 shows its advantage.
For (M11), we use a standard software package LINDO [37] to solve the following four linear programming problems instead of using MC2 software:
where A i is given by Table 1 , b l ¼ 10, b u ¼ 1;000, X is unrestricted, and i ! 0.
where A i is given by Table 1 , b l ¼ 10, b u ¼ 1;000, X is unrestricted, and i ! 0. 
10; 000 À 0:00333 ;
where A i is given by Table 1 , b l ¼ 10, b u ¼ 1;000, X is unrestricted, i ! 0 and i ! 0. The optimum solution to the above (M11') is X 1 ¼ 6:67 and X 2 ¼ À3:33. The score for the four customers are 6.67, 6.67, 10, and 10, respectively. b Ã ¼ 10. This is a weak potential solution for the MC2 model like (M4). The two groups have been separated.
Experimental Evaluation
In this section, we evaluate the performance of our proposed classification methods using various data sets that represent the credit behaviors of people from different countries, shown in Table 2 , which includes one benchmark German data set, two real-world data sets from the UK and US, and one massive data set randomly generated by a public tool. All these data sets classify people as "good" or "bad" credit risks based on a set of attributes/variables.
The first data set contains a German Credit card records from UCI Machine learning databases [38] . The set contains 1,000 records (700 normal and 300 bad) and 24 variables. The second is a UK bankruptcy data set [1] , which collects 307 bad and 918 normal customers with 14 variables. The third data set is from a major US bank, which contains data for 5,000 credit cards (815 bad and 4,185 normal) [26] , [39] with 64 variables that describe cardholders' behaviors. The fourth data set includes 500,000 records (305,339 normal and 194,661 bad) with 32 variables is generated by a multivariate Normally Distributed Clustered program (NDC) [40] . We also compare our proposed method with three classic methods: support vector machine (SVM light) [41] , Decision Tree (C5.0 [27] ), and Neural Network. All experiments were carried out on a windows XP P4 3 GHZ cpu with 1.48 gigabyte of RAM. Table 3 shows the implementation software that was explored to run the four data sets. We implemented both LP methods (M1, M2) in Section 2, LP methods with multiple constrains (M1-1, M2-1) in Section 3.1.1, and the DDF-MC2 methods (M11) in Section 3.2.1 by using Lindo/Lingo [37] then used Clementine 8.0 to run both C5.0 and neural network algorithms, and at last compiled an open source SVM light in [41] to generate SVM results.
We now briefly describe our experimental setup. First, we studied M1, M2, M1-1, M2-1 and M11 by analyzing realworld data sets and then chose the best one to compare with three counterparts: SVMlight, C5.0, and Neural Network. We validated our proposed best method in massive data sets to study scalability, as well as time efficiency, and memory usage. All of the four methods-our proposed method and three counterparts-are evaluated by four metrics (e.g., accuracy, specificity, sensitivity, and K-S value) that are defined in Section 1. We used Matlab [42] and SAS [43] to help compute K-S value. Our goal is to see if the best one of our methods performs better than the three counterparts, especially in terms of sensitivity and K-S value, without reducing accuracy and specificity.
Experimental Study of Proposed Methods
We chose real-world data sets from the US and UK to evaluate our proposed methods, because our methods are derived from a real world application project. From both Table 4 (US data set) and Table 5 (UK data set), overall, we can see that both the training values and test values of M11 exceed those of the other four methods in term of K-S value. We also observe that the sensitivity of M11 is lower than for M1 and M1-2 in US data set, as well as M1-2 and M2-2 in UK data set, but K-S value of M11 is far better than other methods. Therefore, M11 is the best method.
The MC2 method in this paper is the best for predicting "Bad" accounts with a satisfied acceptable sensitivity rate of 0.7965 and the highest K-S value 60.1 in US data set. If the threshold on catching "Bad" accounts (sensitivity > 0:7, KS > 60) is chosen based on a principle in [2] , then the MC2 method should be implemented to conduct the data-mining project. The MC2 method demonstrated its advantages over other mathematical programming methods like M1, M2, M1-1, and M2-1 and is thus an alternative tool to the other well-known classification techniques.
Comparison to Three Counterparts
In this section, the best of our proposed methods, M11, is compared with three classic classification methods: SVMlight (SVM), Decision Tree (DT), and Neural Network (NN). In addition to two real world data sets (US and UK data sets), we adopt a public benchmark data set (German data set) to evaluate our method.
We can see from Figs. 8a, 8b, 8c 8d, 8e, and 8f, both the sensitivity and K-S values of our method M11 excel those of SVMlight, Decision Tree, and Neural Network in both training and test data sets of German and US. Notably, the best sensitivity values of M11 for training and test benchmark data sets of German are nearly 1.0 and around 0.98, respectively, which almost double the values that are achieved by other three counterparts in Fig. 8a . The same trend is shown in Fig. 8d that the best K-S values of M11 are twice others' values, nearly reaching 100. The sensitivity value of M11 is less than SVM method in UK data set, but the K-S value of M11 in testing trial is greater. Also, in the US data set, the K-S values of M11 are slightly greater than for other three methods. In a summary, our method M11 outperforms other three methods in terms of sensitivity and K-S value: it has better ability to distinguish "bads." Fig. 8 shows various performances of M11 due to different data sets that have their own distinct properties reflecting the credit behavior of peoples from three countries. These differences also ensure that the evaluation is objective. Overall, the common observation of the results based on three countries' data sets is that the performance of M11 is always better than those of other three counterparts.
Although accuracy and specificity are not as important as sensitivity and K-S value in the banking industry, we also simply analyze them as follows: Overall, we can see from Figs. 9a, 9b, 9c, 9d, 9e, and 9f that the performance of M11 waves slightly above or below the other three methods in terms of both accuracy and sensitivity in three data sets. For example, both accuracy and specificity of M11 are greater in the German than the other three methods and slightly lower in the UK and US data sets than DT and NN. However, the difference of the values of these two metrics is very small. The overall performance of M11 is better than other three methods, since sensitivity and K-S value of M11 are better.
Massive Data Evaluation
We used NDC in [40] to generate massive data sets as it is difficult to find massive data in real life. According to [48] , we explain the NDC as follows: NDC first generates a series of random centres for multivariate normal distributions and then randomly generates a fraction of data for each center. Also, NDC randomly generates a separating plane, based on which classes are chosen for each center and then randomly generates the points from the distributions. NDC can increase inseparability by increasing variances of distributions. Since the separating plane is generated randomly, we may not control directly the degree of linear separability of the massive data, but this ensures an objective evaluation of our proposed M11. The experimental study of a massive data set has two goals: the first is to study the performance of our proposed M11 in the four precision metrics; the second is to observe the time efficiency and memory usage of our method.
In the massive data set, in Fig. 10c , M11 performs below the other three methods in terms of sensitivity. However, we can see from Fig. 10d that the K-S values of M11 are better than those of Decision Tree and Neural Network. Although it performs best, SVMlight consumes too much time (Table 6) . SVMlight took more than 5 hours-nearly 3.6 times of the time spent by M11-, to process 500,000 records. Thus, the time efficiency of the other three methods including M11 is more reasonable. For transaction banking data, it is not efficient to use SVMlight, because it is very important to predict the credit card holders' behavior in advance, and the sooner we achieve the credit scores the more loss can be avoided. Therefore, from this perspective, the performance of M11 is the best among the actionable methods (the others being decision tree and neural network). We also can observe from Figs. 10a, 10b that the accuracy and specificity values of M11 are slightly less than those of decision tree and neural network and slightly greater than SVM.
Empirical experiments for both Sensitivity rate to predict the bankruptcy and K-S value on various data sets showed that the proposed DDF-MC2 classification performed better than decision tree, neural network, and SVM with respect to predicting the future spending behavior of credit cardholders.
CONCLUSIONS
A key difference between our domain-driven MC2-based classification and those that are based on data-driven methods (e.g., SVM, decision tree, and neural network) is that in our algorithm, domain knowledge of banking can be built into multiple criteria and multiple constraint functions and also humans can intervene manually to help recalibrate and remodel programming during credit scoring process. This difference ensures that we can achieve a better solution that satisfies the user. Our example and experimental studies based on benchmark data sets and real world data sets, as well as massive data sets, confirm that our proposed method outperforms the abovementioned three data-driven counterparts in terms of sensitivity and K-S value while maintaining time efficiency and acceptable accuracy and specificity.
APPENDIX A SENSITIVITY ANALYSIS FOR SELECTING CANDIDATE CUTOFF B
This appendix explains the general solution for sensitivity analysis for the right hand side of (M1) and (M2).
Suppose that X aÃ is identified as the optimal solution of the LP problem (M1); we may be interested in what perturbation of known 4b allows X aÃ to remain optimal. We assume that b is changed to b 0 ¼ b Ã þ 4b, then according to the basic idea of the Simplex Method for LP provided by G.B. Dantzig [44] , let B be the matrix composed of the basic columns of A a and Let N be the matrix composed of the nonbasic columns of A a . The new constraint level vector is b 0 ¼ b þ 4b, and the new basic variables are
À1 ðb þ 4bÞ. In this case, although the objective coefficient of the optimal solution X aÃ is independent of the change, the solution X aÃ may become unfeasible. If
À1 . Therefore, we can determine 4b by solving X a B þ 4bB À1 ! 0 for 4b in the given optimal simplex tableau. Even if X a B þ 4bB À1 < 0, but the following equation:
is still a regular solution [31] . It is easy to use the dual simplex models for iteration until the optimal solutions are found; this is called Sensitivity Analysis [44] . Sensitivity analysis can be implemented to find the cutoff candidate efficiently by using the proposed method shown in Fig. 3 .
APPENDIX B PROOF FOR MC2 MODEL OF (M4)
This appendix contains the proof that the proposed classification (M4) can find a better solution than MC-based (M3), LP-based (M1) and (M2) clarification models.
MC2 of (M4) in the matrix format is given as follows:
For any given value of ð 1 ; 2 Þ, and ð 1 ; 2 Þ, there is a potential solution of a classification. The structure of potential solutions provides a comprehensive scenario of all possible tradeoffs or compromises between the cutoffs of MSD and MMD in the classification problem.
Using the terminology of Gale, Kuhn, and Tucker, the initial formulation of (M4) can be transferred into the following primal-dual pair [45] :
There is one definition to solve (M4): The following theorem shows the relationship between MC and LP programming [46] , [47] : Theorem 1 [35] . The vector x Ã is a nondominated solution for (M4) if and only if there is a vector 0 for which x Ã is an optimal solution for the following scalar LP problem:
The following theorem shows the relationship between MC2 and MC programming [46] , [47] :
Theorem 2 [35] . The vector x Ã is a nonlaminated solution for the MC2 problem (M4), then ðx Ã ; 0 Þ, 0 > 0, is a nondominated solution for the MC problem. Furthermore, ðx Ã ; 0 ; 0 Þ, 0 > 0, 0 > 0 is an optimal solution for the LP problem (Theorem 1).
Then theoretically, with the solution relationship among LP, MC, and MC2, we can prove the MC2 model of (M4) can find a potential solution better than the MC model (M3) and LP models ((M1) and (M2)).
APPENDIX C PROOF FOR FUZZY MC2 MODEL
This appendix contains the proof that the weak potential solution and special weak potential of (M11) is the efficient solution for (M4).
According to [22] , a special MC2 problem like (M4) is built as (M9): 
ð24Þ then x Ã 2 X is a weak potential solution of (M9) [22] , [35] . If k ! > 0 for given , k ¼ 1; 2; . . . ; p is a special potential solution of (M9). According to this, in formulating a FLP problem, the objectives ðMin AE n i¼1 i ; Max AE n i¼1 i Þ and constraints Then the fuzzy set of the objective functions is F ¼ F 1 \ F 2 and its membership function is F ðxÞ ¼ minf F1 ðxÞ; F2 ðxÞg. Using the crisp constraint set X ¼ fx : Guangyan Huang is currently with the School of Engineering and Science, Victoria University, Australia. Her research interests include data mining, wireless sensor network, and software testing. She has published 15 international conference and journal papers. She is a member of the IEEE.
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