Abstract. We consider multigrid methods applied to standard linear finite element discretizations of linear elliptic boundary value problems in 2D. In the multigrid method damped Jacobi or damped Gauss-Seidel is used as a smoother. We prove that the two-grid method with v pre-smoothing iterations has a contraction number with respect to the maximum norm that is (asymptotically) bounded by Cv-~I1n hkl 2 , with hk a suitable mesh size parameter. Moreover, it is shown that this bound is sharp in the sense that a factor lIn hkl is necessary.
Introduction
If one considers elliptic boundary value problems in IR N (N = 2,3) then multigrid methods can be used to solve efficiently the large sparse linear systems that arise after discretization. In recent years there has been intensive research into the theoretical understanding of the convergence properties of these methods. We refer to Hackbusch [10] , McCormick [14] and the references therein. The main feature of multigrid is that for a broad class of problems the contraction number has an upper bound which is smaller than one and independent of the mesh size. In theoretical analyses this has been shown for several variants of multigrid. Usually in these analyses the energy norm is used; sometimes one uses the euclidean norm. Some first results about multigrid convergence in the maximum norm are presented in [19] . In that paper, however, only two-point boundary value problems are treated. In this paper we present convergence results in the maximum norm for multigrid applied to a class of elliptic two dimensional boundary value problems. We consider a regular linear (nearly) symmetric elliptic boundary value problem on a domain n c 1R 2 and we use linear finite elements on quasi-uniform triangulations. Two main results of this paper are the following. Firstly, we prove that for a two-grid method with II damped Jacobi or damped Gauss-Seidel smoothing iterations the contraction number 1 with respect to the maximum norm is (asymptotically) bounded by GII-'2 lIn hkl 2 (with hk a suitable mesh size parameter). Secondly, it is shown that this bound is sharp in the sense that a factor lIn hkl is necessary: For a concrete (very regular) example we prove that the contraction number with respect to the maximum norm of a standard two-grid method with a fixed number of smoothing iterations is bounded from below by G lIn hk I.
SO instead of an "optimal" bound GII- 1 for the contraction number in the energy norm (or the euclidean norm) we obtain a "nearly optimal" bound GII-t lIn hkl 2 if we use the maximum norm and this bound is sharp in some way.
We now outline the remainder of this paper. In §2 we introduce a class of elliptic boundary value problems. Some properties of the usual linear finite element discretization on a sequence of quasi-uniform triangulations are derived in §3. An important property, due to Descloux [7] , is that the mass matrix has a condition number which is uniformly bounded (for hk 1 0) with respect to the maximum norm. In §4 and §5 we prove the Approximation Property and Smoothing Property (d. Hackbusch [10] ) respectively. In the proof of the Approximation Property we use a regularity result due to Campanato [5] and an LOO-finite element error estimate due to Rannacher and Frehse [18, 8] . From the latter the factor lIn hkl 2 originates. The Smoothing Property is proved using a new technique introduced in [20] . In §6 we derive convergence results for the two-grid method and we discuss the multigrid W -cycle. Finally, in §7, we analyze a specific example. We consider the Poisson equation on the unit square and use a linear finite element discretization on a uniform triangulation. We prove a Giin hkllower bound for the contraction number of a standard two-grid method with a fixed number of smoothing iterations. Our analysis in §7 is based on the approach used by Haverkamp 
These spaces are nested, i.e. 
c HJ(O) .
The collection of interior grid points in 1k is denoted by {xiheJI< for some indexset Jk with #Jk =nk. We use the notation Uk =JRnl <. The standard basis of lPk is given by the functions <pi E~k which satisfy <pi(x{) = 6 ij (i,j E Jk)' This induces the natural bijection
On Uk we use a scaled euclidean inner product with corresponding norm
The maximum norm on Uk is denoted by II ·1100' Below, adjoints are always defined with respect to the L 2 -inner product on~k and < ',' >k on Uk. The norms II ·1100 (on Uk) and 11·IILoo (on~k) induce associated operator norms which are denoted by 11·1100' thus the second inequality in (2') holds. For the first inequality in (2') we note that due to the quasi-uniformity of the triangulations the assumptions in [7] hold. Theorem 2 in [7] then yields the desired result.
0
Galerkin discretization results in a stiffness matrix Lk : Uk -+ Uk defined by Also we have that For solving a system of the form LkUk = 9k we use a standard multigrid method. The iteration matrix of the smoothing method is denoted by Sk. For the prolongation P = Pk : Uk-l -+ Uk we use the natural one:
For the restriction r = rk: Uk -+ Uk-l we take (3.9) r = p* .
The iteration matrix of the two-grid method with v pre-smoothing iterations is given by Below, in §4 and §5 we will prove the Approximation Property and Smoothing Property (d.
[10]) with respect to the norm 11·1100'
The Approximation Property
We begin this section with a discussion of a rather special finite element Loo-error estimate that will be used in the proof of the Approximation Property below.
In most convergence analyses of multigrid the regularity of the underlying boundary value problem is used. If the analysis is based on the energy norm then h-independent convergence can be proved under very weak regularity conditions (d. ego [1] , [2] , [3] , [4] , [10], [13] , [16] ). If, however, one wants to prove the Approximation Property in the scaled euclidean norm then an H2-regularity estimate (4.1) 11'P*IIH2 $ C 11/11£2 is necessary, as is shown in [6] . The Approximation Property then follows from a combination of (4.1) with the following (in which 'Pk is the Galerkin solution in cPk): In this paper we want to prove the Approximation Property in the maximum norm. Clearly, the analogue of (4.2.b) is given in Lemma 3.2. With respect to (4.2.a) we note that LOO_ error estimates of the form can be found in the literature (e.g. in [8] , [15] , [22] , [23] ). However, it is shown in Remark 2.1 that, even for very regular problems, an H2,00-regularity estimate 11'P*IIH2,oo $ C 1I/IILoo does not hold. Therefore it is not clear how (4.3) can be used to prove the Approximation Property. In [8, 18] Rannacher and Frehse prove the following type of (asymptotic) error estimate for
This result, which is a substitute for the combination of (4. 
(Q) .
In [8] Frehse and Rannacher prove the following asymptotic error estimate (for ease Qk = Q):
Furthermore in [18] Rannacher proves the following (less standard) approximation property of the space q)k if 'P'" E H
,O(Q) n HMQ):
Combination of (4.5), (4.6) and (4.7) yields (4.4) (note that Ilf11L2,0 ::; c IlfIILoo). Proof. Take 9 E Uk. In the proof different constants C, all independent of k and g, are used. Let 'P E HJ(Q), 'Pk E q)k and 'Pk-l E q)k-l be such that a('P, 1/;) = ((pn- 1 
9,1/;)£2 for all 1/; E HJ(Q)
The asymptotic error estimate (4.4) yields that for k large enough, say k~ko, we have 
The Smoothing Property
The usual technique for proving the Smoothing Property requires symmetry (or a nearly symmetric situation), and yields results in the euclidean norm or in the energy norm. We refer to Wittum [24] , where smoothing and the construction of smoothers are discussed in a general framework. A new approach to the Smoothing Property has been introduced in [20] . The analysis there does not use symmetry and can also be used for the maximum norm. A disadvantage of this new approach is that we need a damping factor less than or equal to 0.5 (whereas the conditions for the damping factor in [24] are less restrictive). The results ofthis section can be found in a more general setting in [20] . The analysis here is the same as for the 1D case in [19] . For completeness we give proofs here too.
The smoothing iteration we use is based on a splitting
We make the following assumptions about this splitting: 
3). Elementary analysis yields that
For details we refer to [20] .
o As a smoother we use a damped iteration based on the splitting in (5.1). We consider an iteration with iteration matrix (5.5) 
• Note that this is not very satisfactory, but also it is of minor importance because it does not affect the order of complexity (for hk 1 0) of the algorithm.
Remark 6.2. In this paper we only consider the symmetric variational problem (2.1). From §5 we see that in the proof of the Smoothing Property (Theorem 5.3) this symmetry is not used; the only conditions are (5.2.a,b) . The proof of the Approximation Property (Theorem 4.2) remains valid for a more general (e.g. nonsymmetric) problem, provided that the results in Lemma 3.2 and in (4.4) hold. The results in Lemma 3.2 do not depend on a(·,·) at all, but only on the triangulation. So our analysis yields a result as in Theorem 6.1 for a more general second order elliptic boundary value problem too, if the finite element error estimate (4.4) from [8, 18] holds. In [8, 18] only the symmetric situation as in (2.1) is considered, however, in [17] it is remarked that (4.4) can be carried over to general second order elliptic problems, 9 provided that an and the coefficients are sufficiently regular, and that the corresponding proofs in [8, 18] require only very little technical changes.
A lower bound for the contraction number
In this section we show that the estimate in Theorem 6.1 is sharp in the sense that a factor lIn hkl is necessary (the power 2 of the lIn hkl term, however, may be due to the method of proof). We consider the Poisson equation on the unit square and use a linear finite element discretization on a uniform triangulation. We analyze the standard two-grid method as in §3 for solving the resulting system of equations. We show (cf. Theorem 7.6 and 7.7 below) that for a fixed number of smoothing iterations the maximum norm of the iteration matrix is bounded from below by C lIn hkl. Our approach is based on the analysis given in [11] . Also we use an important result from [11] (Lemma 7.3 below).
Let n be the unit square and consider the variational boundary value problem as in (2.1) We now introduce a function Wh E~h which plays an important role in the analysis below. This function is defined as the piecewise linear interpolant on ' TJ. of the (h-dependent) function We write Wh := PhI Wh. For all grid points x~in~we have Wh(Xh) E {-l,~, O}. In Fig. 2 we show the pattern of these function values. It is easy to prove Lemma 7.1 below. A simple proof can be found e.g. in [11] . LEMMA 
The proof of (7.4) runs as follows. For i E JH we have Note that (7.6)
With respect to the term 4h-2 < Wh, pi:1cpk >h in (7.5) we note the following. First we take i E JH such that xk is a vertex of 4 triangles in TH. Then cpk has nonzero values in 5 grid points of lit as indicated in Fig. 3 . Using Fig. 2 we see that in these grid points Wh has values as indicated in Fig. 3 o We now prove three theorems in which the main results of this section are given. Theorem 7.5 gives an estimate related to the Approximation Property in Theorem 4.2. In Theorem 7.6 and Theorem 7.7 we give lower bounds for IITk(lI)lloo. In Theorem 7.6 we take damped Jacobi and damped Gauss-Seidel as a smoother with a damping parameter ( 
