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Abstract
The energy transition towards high shares of renewable energy resources will affect the dynamics and the
stability of electricity grids in many ways. It is therefore crucial to understand its impact. We aim to con-
tribute to this understanding by solving the dynamic swing equations describing the coupled rotating masses
of synchronous generators and motors. On different grid topologies we identify parameter regimes with very
different transient dynamics: the disturbance may either decay exponentially in time, superimposed by os-
cillations, with the fast decay rate of a single node, or with a smaller decay rate without oscillations. Most
remarkably, as the inertia is lowered, the nodes may become more correlated, slowing down the spreading of
a disturbance, decaying slowly with a power law in time. We show that this collective effect exists in meshed
transmission grids, but is absent in tree grids. We conclude by discussing consequences for the stability of
transmission grids if no measures are undertaken to substitute the inertia of conventional power plants.
In order to cover the increasing human energy
demand by renewable energy resources and to en-
sure that this energy will be available wherever and
whenever it is needed, more efficient energy trans-
port and storage technologies need to be developed.
The fluctuations in generated power by wind turbines
and solar cells - both in time and geographically - de-
mand to explore new strategies to store energy on all
time scales and to distribute the power in the grid
smartly. At the same time, the spreading of criti-
cal disturbances throughout the grid has to be pre-
vented to ensure the stability of the entire grid. Re-
newable energy resources fluctuate strongly in time
on time scales as small as seconds. Moreover the
inverter-connected wind turbines and solar cells pro-
vide no inertia [1]. This is in contrast to conven-
tional generators, whose rotating masses hold inertia
and thereby momentary power reserve available for
the grid, which makes the grid resilient and prevents
strong fluctuations of the grid frequency on time scales
of several seconds [2, 3]. As the inertia in the grid
keeps decreasing with higher share of renewables,
the grid is responding on shorter time scales to distur-
bances. It is therefore essential to understand the im-
pact of this development on the stability of electricity
grids. In this article, we aim to find out if and how
the propagation of disturbances in AC grids is modi-
fied when the grid inertia from the rotating masses of
generators is decreasing.
The dynamic interaction and response of gener-
ators and consumers is studied modeling the grid as
a network of nonlinear oscillators [2, 3, 4, 5, 6, 7].
These nonlinear swing equations describe the dynam-
ics of coupled rotating masses by a system of coupled
differential equations for local rotor angles ϕi,where
i denote the grid nodes. As we aim to contribute to
the understanding of how disturbances evolve with
time in AC grids, we consider control free grids with-
out primary and secondary control measures [1, 2, 3].
The origin of disturbances can be fluctuations in gen-
erating power or sudden changes of transmission line
capacitance. We solve the nonlinear dynamic power
balance equations numerically and explore how a lo-
cal perturbation propagates with time throughout the
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grid. We analyze these numerical results, employ-
ing analytical results as obtained from mapping the
swing equations on discrete linear wave equations
for small perturbations [8]. Depending on the geo-
graphical distribution of power, grid power transmis-
sion capacity and topology we find that the distur-
bance may either decay exponentially in time with
the decay rate of a single oscillator Γ0, or exponen-
tially with a smaller decay rate Γ < Γ0, or, even more
slowly, decaying with a power law in time. Such a
slow power law decay arise together with a slow, dif-
fusive propagation [8].
Results
Grid Topologies. Aiming at a systematic ap-
proach, we consider three different grid topologies.
Firstly, the Cayley tree grid, Fig. 1 a), resembles
typical distribution grids which are preferably oper-
ated in such a tree-like fashion to pinpoint and repair
failures more easily. Starting from a center, a con-
stant number of branches grows outward in a given
number of branching levels, each time with the same
branching number b.Hence, the tree grids are charac-
terized by b and the level l of branching, the distance
between neighbored nodes a and the total number
of nodes N. An important characteristic of grids is
the degree di, the number of links connecting node
i to any other node. The degree of this tree grid
is d = b+ 1, with the exception of the edge nodes,
which have degree d = 1. Secondly, the square grid,
Fig. 1 b). It is a simple meshed topology, used as ba-
sic model for transmission grids with their strict re-
dundancy demand to guarantee continuing operation
even when a single line fails (n-1 criterion). These
square grids are characterized by the distance be-
tween neighbored nodes a, the linear grid size L and
the number of nodes N = (L/a)2. Their degree is
constant, d = 4, except at edges ( d = 3 ) and corners
( d = 2 ). Thirdly, we choose the German transmis-
sion grid, Fig. 1 c) as a real-world example with an
irregular realistic topology, which is inhomogeneous
and highly meshed. As reference for the German
transmission grid, the open-source SciGRID dataset
was used [9]. Excluding island nodes in it, the largest
connected network of the four highest voltage lev-
els, 400 kV, 380 kV, 220 kV as well as some 110
kV lines, was adopted as grid model. It comprises
N = 502 nodes and 673 links. It has a wide dis-
tribution of degree di, Fig. 2, with average degree
〈di〉 = 2.7 and typical degree dtyp =
√
di
2 = 4.1. Ex-
cluding stubs, singly connected nodes, mostly due
to the artifact that this data set does not include the
transnational European grid, we get an average de-
gree 〈di〉 = 3.5.
Dynamic AC Grid Model. 3-phasic alternating
current (AC) electric grids can be modeled by active
power balance equations [4, 5, 6, 10, 11, 12]. Since
the three phases are typically loaded and operated
symmetrically, they can effectively be reduced to a
single phase. Furthermore, linking the grid nodes,
purely inductive lines are assumed, neglecting the
Ohmic losses along the lines, which are relatively
small in high voltage transmission grids. The com-
bined inductance of an individual 3-phasic line be-
tween nodes i and j is Lij. The line power capacity is
then Kij = |Vi||Vj|/(ωLij) where Vi, Vj are the volt-
ages at node i and j. ω is related to the grid frequency
f = 50 Hz by ω = 2pif.We will focus on the dynam-
ics of the phases ϕi, while the voltage amplitudes are
taken constant, since they typically change only on
larger time scales. We assume the same voltage am-
plitude throughout the grid, so that Vi = V exp(ıφi)
with φi being the voltage phase. Since our main
goal is to study the influence of the grid topology
and the inertia on the phase dynamics we assumed
that all links have equal inductance L and thus equal
power capacity K = V 2/(ωL). Thus, the power ca-
pacity linking nodes i and j is given by Kij = KAij,
where Aij is the adjacency matrix of the grid. Under
these conditions, the stationary active power flow in
the grid is obtained from Kirchhoff’s laws as func-
tion of the voltage phases φi as
Pi = K
∑
j
Aij sin(φi − φj) ,
∑
Pi = 0, (1)
with the second equation being the power balance
condition, which has to be preserved at any time in
order to avoid frequency shifts and is therefore con-
trolled by grid operators. However, the nodal phases
vary with time. The constant grid frequency gives a
phase shift which increases linearly in time as ωt, in-
dependently of the node i. Denoting the solution of
the stationary balance equation Eq. (1) by the phase
2
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(a) (b) (c)
Figure 1: Grid topologies under consideration in the present study. (a) Cayley tree grid with 5 branching generations and 3 new
branches ‘growing’ from every point giving N = 484 nodes and 483 links. (b) 22x22 square grid with N = 484 nodes, 924 links
and random arrangement of generators and consumers. (c) German transmission grid model withN = 502 nodes and 673 links [9].
The parameters of square and tree grid, respectively, have been chosen in favor of comparable size to the German grid. Red circles
represent generators, blue squares represent motors and the yellow circle with ‘X’ marks the spot where a perturbation is applied.
shift θ0i , we can write
φi(t) = ωt+ θ
0
i + αi(t) , (2)
with the additional dynamic, time dependent phase
shift denoted by αi(t). In the present work all grid
nodes are assumed to be connected to rotating ma-
chines, either synchronous generators or motors with
inertia Ji.All rotating machines and therefore all nodes
are assigned an equal magnitude of electric power P,
which is either positive (generator) or negative (mo-
tor). Consequently, Pi = siP, with si ∈ {+,−} and
Ji = J. The phase dynamics is then governed by the
balance of the change in kinetic energy, the energy
dissipation in the machines, and the electrical en-
ergy exchange with adjacent grid nodes, yielding the
swing equations [4, 5, 6].
Pi =
(
J
2
d
dt
+ γ
)(
dφi
dt
)2
+
∑
j
Fij, (3)
where γ is the damping constant and
Fij = Kij sin(φi − φj) is the power flow in the trans-
mission line between nodes i and j. We note that, if
the nodes would not be coupled by the transmission
lines, the phase at each node would decay exponen-
tially fast with the local relaxation time τ = J/γ, in-
creasing with inertia J and decreasing with damp-
ing parameter γ. Therefore, when studying the ef-
fect of the coupling between the nodes, it is conve-
nient to scale the time with relaxation time τ. In order
Figure 2: Distribution of node degree di for German transmis-
sion grid.
to study the spreading of perturbations, the temporal
and spatial dependence of αi, we insert Eq. (2) into
Eq. (3) and for small phase velocities, ∂tαi  ω, we
arrive at the swing equations in dimensionless form,
τ 2∂2t αi + 2τ∂tαi = siΠP − ΠK
∑
j
Aij
× sin(θ0i − θ0j + αi − αj),
(4)
with dimensionless parameters ΠP = JP/(γ2ω) and
ΠK = JK/(γ
2ω).
Transient Dynamics. Now, we proceed to solve
the nonlinear swing equations Eq. (4) on the differ-
ent grid topologies shown in Fig. 1 for a set of pa-
rameters (τ,ΠK ,ΠP ), in order to study the transient
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behavior of the AC grid when it is perturbed by a
local disturbance. As disturbance of the stationary
Figure 3: Phase perturbation α(r∗ = r/a, t∗ = t/τ) for the
b = 3 Caylee tree grid at nodes on different distances r = la
away from the center node.
state we increase the power for a short time interval
0 ≤ t ≤ ∆tpert, at the grid node marked with ‘x’ in
the different grid topologies, Fig. 1. We choose it as
one per mille of the initial power P, corresponding to
a perturbation energy E0pert = 0.001ΠP ·∆tpert. The
resulting transient behavior of the phase deviation
α(t) is shown exemplary in Fig. 3 for the Cayley tree
grid of Fig. 1 a) as function of rescaled time t∗ = t/τ
for the parameters (ΠK = 10, σ = ΠP/ΠK = 0.08).
We see that the phase at the disturbed node, r∗ = 0
(The distance between any two nodes rij is defined
as the number of edges in a shortest path connect-
ing them [13]; r∗ = r/a. ) is perturbed first, reach-
ing a maximum after a delay time, and then decay-
ing in an oscillatory manner. As expected, phases of
nodes further away from the origin of the disturbance
are perturbed later and reach smaller amplitudes. We
will analyze this temporal and spatial behavior quan-
titatively in the following.
Another way to visualize this transient behavior
is the phase portrait shown exemplary in Fig. 4, a
plot of phase velocity α˙i versus phase αi. We see in
the upper figure that the disturbance remains within
the basin of attraction of the attractive fixed point for
ΠK = 100 and σ not exceeding 0.2. There is a slight
shift of the phase to which the perturbation decays at
the end, which we find to be due to a global phase
Figure 4: Phase portrait α˙(r, t∗) versus α(r, t∗) for the b = 3
Caylee tree grid for ΠK = 100 and various σ.
shift of all nodes induced by the disturbance at the
center node. In the lower figure it is seen that the per-
turbation destabilizes the grid when σ = 0.22, where
the phase deviation increases unbounded. Since we
are interested in the propagation of small disturbances
which do not destabilize the system, we review next
the conditions for stability in order to choose the size
of the disturbance accordingly.
Stability. Not all values of the parameters ΠP
and ΠK allow for a stable stationary state. Without
any disturbance, the criterion to distinguish between
stable (allowed) and unstable (forbidden) parameters
is the existence of a non-complex solution for the sta-
tionary state, Eq. (1). Thus, the ratio σ = ΠP/ΠK
determines whether parameters are allowed or for-
bidden and a critical value σc exists depending on
grid topology and power distribution. If the power
distribution is Pi = siP, with si ∈ {+,−}, and there
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are no clusters of consumers or clusters of genera-
tors, the critical value at node i is given by σci = di,
where di is the node degree. Thus, the critical value
below which all nodes of the whole grid are stable is
given by σc = min(di). For a general distribution of
Pi, there can be clusters of generators or consumers.
Then, the critical value σc is determined by the size
and form of the clusters. If a cluster of generators
has the total power PC =
∑
cluster Pi, with an effec-
tive degree dC , as obtained by counting the number
of consumers which are directly coupled to that clus-
ter, the critical value of σ = ΠPi/ΠK above which no
stable solution exists, is given by σc = min(P dC/PC).
Depending on the magnitude of the disturbance
it can destabilize the grid already at σ < σc. In the
Suppl. I. we derive a typical upper limit for the size
of the perturbation α before it kicks the system out
of the stable region. We find that the disturbance
can destabilize the grid at smaller values σ∗(α) < σc.
σ∗(α) coincides with σc only in the limit, when the
perturbation amplitude is vanishing, σ∗(α→ 0) = σc.
Classification of Transient Dynamics: Para-
metric Phase Diagrams. Next, in order to analyze
the transient behavior of disturbances we calculate
the absolute values of the changes in power flow in
the transmission line between nodes i and j,
∆Fij(r) = |Fij(r)− F 0ij(r)|, averaged over all trans-
mission lines at a distance r from the disturbance and
divided by its maximum value,
∆f(r∗, t∗) =
〈∆Fkl(r∗, t∗)〉
maxt(〈∆Fkl(r∗, t∗)〉) . (5)
In Figs. 5 we show examples for transient dy-
namics ∆f(r∗, t∗) in three grid topolgies for several
different parameter values ΠK , σ. If there is no sta-
ble solution the phase perturbation increases without
bound as seen in the example of Fig. 5 c) for the Cay-
ley tree grid and in the lower phase portrait of Fig. 4.
In order to find the parametric dependence systemat-
ically, we varied both parameters ΠK and σ in small
steps. By mapping all parameters for which we find
unstable solutions, we find unstable parameter re-
gions for σ > σc, as shown in red in Fig. 6 a) for the
tree grid, in Fig. 6 b) for the square grid with periodic
arrangement, in Fig. 6 c) for the square grid with
random arrangement of consumers and generators,
and in Fig. 6 d) for the German transmission grid.
The critical values of σc depend on the grid topolo-
gies: For the Cayley tree grid with b = 3 we find
σc = 0.2, for the square grid with periodic arrange-
ment σc = 2.00, for the Square grid with random ar-
rangement σc = 1.25 and for the German transmis-
sion grid σc = 0.33. In the stable regions we iden-
tify the following three qualitatively different tran-
sient behaviours:
The perturbation decays exponentially fast (FE)
with local relaxation rate Γ0 superimposed by oscil-
lations, as seen in exemplary transients at the origin
of the disturbance ∆f(0, t∗) in Fig. 5 a) for tree grid,
in Fig. 5 f) for periodic square grid, in Fig. 5 i)
for random square grid and in Fig. 5 l) for German
transmission grid. All parameter sets showing FE be-
havior are plotted in Fig. 6 a)-d) as green circles.
We observe the decay to be exponential with a
smaller relaxation rate Γ < Γ0, for a large interval of
time t− t0  τ as seen in Figs. 5 b) for the tree grid,
e) and h) for the square grids and k) for the German
grid. The corresponding parameter sets which show
such slow exponential relaxation (SE) are shown in
Fig. 6 a)-d) as yellow squares.
In the green shaded area fast relaxation (FE) is
expected to occur according to analytical results of
the next section, limited by the dashed lines in Fig. 6
a)-c), a plot of Eq. (12) for the tree grid and of Eq.
(8) for the square grids, respectively. For the German
grid, we indicate the boundary of that region in Fig. 6
d) by a dotted line, as suggested by numerical results.
The yellow shaded areas in Fig. 6 a)-c) show where
slow relaxation (SE) is expected to occur according
to the analytical results. There is good agreement,
the slight inconsistency is in a region where we ob-
serve deviations of Γ from Γ0 by only a few percent,
well within the estimated errorbars of the numerical
results. This parametric dependence of the relaxation
rate is also seen in Fig. 7 for the b = 3 Cayley tree
grid where we plot the decay rate Γ(σ) in units of lo-
cal relaxation rate Γ0, as obtained by fitting the tran-
sient behavior with an exponential decay.
Finally, and most surprisingly, we observe an even
slower decay with a power law in time in square grids
and in the German grid, as seen in exemplary plots
Figs. 5 d) and g) for the square grids and j) for the
German grid. The power is close to 2, in good agree-
ment with diffusive behavior for ∆f(t), as obtained
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(a) σ = 0.1 and ΠK = 10 (b) σ = 0.1 and ΠK = 0.5 (c) σ = 0.3 and ΠK = 10
(d) σ = 0.1 and ΠK = 10−1 (e) σ = 0.1 and ΠK = 10 (f) σ = 0.1 and ΠK = 105
(g) σ = 0.1 and ΠK = 10−1 (h) σ = 0.1 and ΠK = 10 (i) σ = 0.1 and ΠK = 105
(j) σ = 0.1 and ΠK = 10−1 (k) σ = 0.1 and ΠK = 10 (l) σ = 0.1 and ΠK = 105
Figure 5: Averaged change of power flow as function of time (Blue Curves) at r∗ = 0 with disturbance in power δP = 0.001P
for (a)-(c) a Cayley tree grid (N = 484) for three exemplary sets of parameters, (d)-(f) a square grid, L = 22, with periodic
arrangement, (g)-(i) a square grid, L = 22, with random arrangement, (j)-(l) German transmission grid with random arrangement
of generators and motors. Each for three exemplary sets of parameters correspond to three distinct stability regions. We fitted the
numerical results (blue) with exponential and power law functions (red).
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(a) Cayley Tree grid b = 3,
N = 485, σc = 0.20
(b) Square grid, periodic
Pi, L = 22, σc = 2.00
(c) Square grid, random Pi,
L = 22, σc = 1.25
(d) German transmission
grid, N = 502, σc = 0.33
Figure 6: Phase diagrams as function of parameters ΠK and σ. Red triangle, green circle, yellow square and blue diamond represent
numerically verified parameters that makke the grid unstable, that result in fast exponential (FE) decay, in slow exponential (SE)
decay and in power law (PL) decay, respectively. Red, green and yellow shaded regions represent parameters that, according to
analytical results, are unstable, to have FE decay and SE decay, respectively. Blue shading represents the numerically obtained
region with PL decay. In Fig. (a) dashed black line is the phase boundary between FE and SE decay according to Eq. (12), in Figs.
(b) and (c) dashed black lines, Eq. (8). For Figs. (b), (c) and (d), dotted black lines are numerically obtained boundaries.
Figure 7: The decay rate Γ(σ) in units of local relaxation rate
Γ0 in the b = 3 Cayley tree grid for different values of ΠK , as
obtained by fitting transient behavior with exponential decay.
for a model square grid by an analytical derivation
[8], see the next section, Eq. (17). Although that re-
sult was derived for square grids only, the numerical
results indicate that such diffusive behavior may oc-
cur also in other meshed grids, as the example of the
German grid shows at small values of the parameter
ΠK < 2, Fig. 5 j). Thus, although the local relax-
ation time τ = J/γ decreases when the inertia J is
lowered, more nodes become correlated and thereby
the spreading of a disturbance is slowed down to a
collective diffusive spreading for times t > τ as ΠK
and thereby the inertia J is lowered.
Diffusive propagation results also in a slowed spa-
tial spreading of disturbances, as seen by calculat-
ing the expectation value of the squared distance,
〈r2t 〉 =
∑
i α
2
i (t)(ri − rj)2/
∑
i α
2
i (t).Diffusion results
in linear increase with time for times t− t0 > τ,while
ballistic motion gives a faster, quadratic increase. In
Fig. 8 b) the result is shown for a square grid with pe-
riodic arrangement of Pi. We find that 〈r2t 〉 increases
initially very fast for times t− t0 < τ.
For small ΠK = 0.1 it slows down to a power law
increase for t− t0 > τ with 〈r2t 〉 ∼ tβ, where
β = 1.12 fits the data, which is a very strong indi-
cation of diffusive propagation in square grids with
small inertia. Finally, the expectation value of the
squared distance converges to a value of the order
of the system area L2 for large times t− t0 > 1000τ.
Arranging Pi randomly, we find an even better agree-
ment with diffusive behavior, β = 1.01 for ΠK = 0.1.
On the Cayley tree grid such a slow increase of 〈r2t 〉
is absent, it reaches a value of the order of the sys-
tem area much earlier. This is in agreement with our
observation that diffusive power law decay is absent
in the transients of tree like grids, Fig. 6 a). In
the german transmission grid we find for the node
marked by a cross in Fig. 1, that the squared distance
〈r2t 〉 increases more slowly than in the square grid for
ΠK = 10, see Fig. 8 d), in agreement with the insight
that the spreading is slowed down in meshed grids.
At smaller intertia, corresponding to ΠK = 0.1, it
shows for that node a particular behavior with a de-
layed spreading followed by a faster spreading of the
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Figure 8: Expectation value of the square of the distance ri to the origin of power disturbance δP = 0.001P as function of time,
for the exemplary sets of parameters given in the insets (a) in a Cayley tree grid ( N = 485 ), (b) in a square grid ( L = 22 ) with
periodic arrangement, (c) in a square grid ( L = 22 ) with random arrangement, (d) in the German transmission grid with random
arrangement of generators and motors.
Figure 9: Dispersion q as function of discrete wave number
qn for Cayley tree grid (red dots) and square lattice (blue dots).
The spectral gap to the first excitation energy is for the Cayley
tree grid ∆, (dashed line), while for the square lattice the gap
∆L = q1 is smaller (dotted line) and decreases with L.
disturbance.
In the next section we present analytical results
for the transient behavior for model grids. We show
that diffusive spreading of disturbances, is possible
in meshed grids like square grids, but that it is absent
in tree like grids. This is traced to the presence of a
spectral gap in the Laplace operator of these grids.
Spectral Analysis of Disturbances.
Periodic Square Lattice. For a square lattice where
the power capacitanceK is the same for all transmis-
sion lines and generator and consumer power Pi = ±P
is arranged periodically, an analytical solution is ob-
tained with the plain wave Ansatz φqi = cqeıqri where
q is the wave vector. The Eigenfrequency qn , is ob-
tained as [8],
qn =
√
ΠK(1− σ2/σ2c )1/4
√
4− fqnΓ0, (6)
where σ/σc = P/(4K) and
fqn = 2(cos qnxa+ cos qnya). For finite size L, the
wave vectors are quantized, qx,yn = nx,ypi/L, with
nx,y = 0,±1, .... The resulting dispersion of the Eigen-
frequency q is plotted in Fig. 9 as function of the
discrete wave number qn (blue dots). We observe a
gap to the first excitation energy q1 = ∆L as indi-
cated by the dotted line in Fig. 9, which decreases
with size L as
∆L = Π
1/2
K (1− σ2/σ2c )1/4
pia
L
Γ0. (7)
Inserting Λn = τ 22qn into the Fourier expansion Eq.
(9), we get the transient behavior of the phase de-
viation α(t) for all times t. The condition that slow
modes with a small relaxation rate appear is, that
the spectral gap ∆L is smaller than the local relax-
ation rate, Γ0. This yields the parametric condition
ΠK < Π
S
K(L), where Π
S
K(L) depends on grid size L
and ratio σ as
ΠSK(L) = (1− σ2/σ2c )−1/2
(
L
pia
)2
. (8)
This result is plotted in the phase diagram Fig. 6
b) (dashed line) together with numerical results. If
the condition ΠK < ΠSK(L) is fulfilled, Eigenmodes
with small wave number q have purely imaginary Ωq
which results in slow decay of the deviation with-
out oscillations. Summing over all slow modes in
the spectral representation of αi(t), Eq. (9) we find
that a perturbation at node j spreads for times t > τ
and distances exceeding the mean free path l = v0τ
Thus, the initially localized perturbation spreads dif-
fusively with diffusion constantD = v20τ/2,with ve-
locity v0 =
√
ΠK cos δ0a/τ, see Suppl. III for the
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derivation. Diffusion causes slow power law relax-
ation of the disturbance at the initial site and an ini-
tial increase, followed by a power law decay at other
sites. The resulting power law relaxation of the change
in transmitted power between nodes k and l is [8]
δFkl(t) = ±δPAkl pi
2a2
ω0Dt2
exp
(
−(rj − rl)
2
4Dt
)
.
(9)
Thus, we find analytically that the change in power
at the site of the perturbation rj decays with a power
law in time with power 2 in excellent agreement with
the numerical results for the periodic square grid,
Fig. 5 d). The expectation value of the square of
the distance to the perturbation 〈r2t 〉, is for the diffu-
sive propagation at times t > τ, Eq. (17) obtained to
be 〈r2t 〉 = 2Dt, increasing linearly with time t. Af-
ter the Thouless time tL = L2/D [17], the distur-
bance reaches the boundary of the grid and is re-
flected. Then, for times exceeding tL, the distur-
bance decays exponentially with rate
Γmin = (1− (1− τ 2∆2)1/2)Γ0.
For square grids with inhomogenous distribution
of power Pi slowly decaying modes appear when
ΠK < Π
s
K(L), with Π
s
K(L) given by Eq. (8), where
σc is the critical value for that distribution of power
Pi. Diffusion occurs with an accordingly modified
diffusion constant D. We plot ΠsK(L), the dashed
line in Fig. 6 c), together with numerical results
where we use the numerically obtained value for σc.
Cayley Tree Grid. On a Cayley tree grid every
inner node is connected to d = b+ 1 other nodes, as
shown in Fig. 1 a) for b = 3. For the Cayley tree with
branching b > 1, the symmetric eigenvectors were
found only recently by Mahan in Ref. [18]. Inserting
these Eigenvectors into the discrete wave equations
Eq. (14) we obtain the Eigenfrequencies
q =
√√√√ΠK
√
1− σ
2
σ2c
(b+ 1− 2
√
b cos qa)Γ0. (10)
For b > 1, q can not be identified with a wave number
since the phase of the Eigenvectors depends nonlin-
early on qa. We plot q in Fig. 9 for a finite sized
tree as function of discrete number qn. It is remark-
able that Eigenfrequencies Eq. (10) have for b > 1 a
finite gap ∆, independent on the number of nodesN,
∆ = Π
1/2
K (1− σ2/σ2c )1/4
√
b+ 1− 2
√
b Γ0, (11)
as indicated by the dashed line in Fig. 9. The condi-
tion that slow modes appear is ∆ < Γ0, which yields
the parametric condition ΠK < ΠsK , with
ΠsK = (1− σ2/σ2c )−1/2(b+ 1− 2
√
b)−1. (12)
If that condition is fulfilled, the perturbation decays
for large times exponentially with a reduced relax-
ation rate Γmin = (1 − (1 − τ 2∆(z,ΠK)2)1/2)Γ0
which can be much smaller than the local relaxation
rate Γ0. We plot ΠsK(σ/σc) in Fig. 6 a) as the dashed
line. For a tree grid with inhomogenous distribution
of power Pi, typically, the slowly decaying modes
are expected to appear when ΠK < ΠsK , with Π
s
K
given by Eq. (12), where σc is the critical value for
that distribution of power Pi.
Discussions. For the german transmission grid
the lines have a typical capacity of Kij = 10 GW
[9]. Assuming that half of the nodes act as gener-
ators and the other half as consumers to meet Ger-
many’s peak power production of 83 GW [19], we
set |Pi| = 300 MW. Typical conventional power plants
of that rated power have inertia J = 104 kg m2 and
damping γω2 = 0.10P.This yields Jω3 = 310 GW,
ΠP = 1.03 · 105 and ΠK = 3.44 · 106. Taking the con-
dition ΠK < ΠSK(L), with Eq. (12) as an estimate
that meshed grids show diffusive behaviour, that con-
dition becomes for currently existing transmission
grids, L > 1856a. Thus, diffusive propagation is un-
likely to occur in present transmission grids even on
the European scale. However, as conventional power
plants become substituted by renewable energy the
inertia in the grid becomes reduced substantially [1].
Thus, the dynamics of transmission grids changes.
For small inertia of J = 0.1 kg m2 and otherwise same
parameters, we find ΠP = 1.03 and ΠK = 34.45 so
that the condition to observe diffusion is L > 5.87a
and becomes relevant for transmission grids on the
national scale. If no measures are undertaken to sub-
stitute the inertia of conventional power plants[20],
we conclude that transient dynamics will change dras-
tically, disturbances relaxing slowly and spreading
by collective diffusive propagation.
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In conclusion, we studied how the relaxation and
propagation of disturbances in AC grids is modified
when system parameters like the inertia in the grid
are changed. To this end we solved the nonlinear
swing equations on three different grid topologies
numerically and analyzed the results comparing them
quantitatively with analytical insights obtained by map-
ping the swing equations for small perturbations on
discrete wave equations. We solved these wave equa-
tions by generalized Fourier expansion for the square
grid and the Cayley tree grid. Thereby we show that
the long time transient behavior is governed by the
spectral gap between the stationary state and the low-
est Eigenmode of its grid. While the Cayley tree grid
has a finite spectral gap, independent on grid size,
meshed grids have a small spectral gap which is re-
duced strongly with increasing grid size, leading to
slowed relaxation and collective diffusive propaga-
tion of disturbances. Analyzing the numerical results
we confirm that, depending on inertia, geographical
distribution of power, grid power capacity and topol-
ogy, the disturbance may either decay exponentially
in time with the decay rate of a single node, Γ0, or
exponentially with a smaller decay rate Γ < Γ0, or,
even more slowly, decaying with a power law in time,
resulting in collective diffusive propagation. Such
slow decay of disturbances could be prevented by
avoiding meshed grids in favour of tree like grids.
Methods
Stationary solution. Before any perturbation is
applied, we calculate the stationary state θ0i at ev-
ery node i in the grid. This is accomplished by first
obtaining an analytical solution of Eq. (1) for small
phase differences linearizing sin(θ0i − θ0j )→ θ0i − θ0j .
Thereby Eq. (1) can be rewritten by introducing the
weighted graph Laplacian matrix
Hij = −Kij + δij
∑
lKil, as
Pi =
∑
j
Kij(θ
0
i − θ0j ) ⇒ P = H · θ 0, (13)
where P and θ 0 are vectors, whose i -th component
is the power and stationary phase at node i, respec-
tively. H has at least one zero Eigenvalue. Therefore,
we need to calculate the pseudo inverseH+, yielding
θ 0 = H+ ·P. We use this numerical solution then
as initial condition for a numerical root solver to find
the solution of the nonlinear equation, Eq. (1). This
way, the numerical accuracy of the stationary solu-
tion is maximized which is important, since we use
it as initial condition for the swing equation to make
sure that we start in stationary conditions.
Numerical Solution of Swing Equations. Hav-
ing found the stationary phases θ0i as solutions of
the stationary state equations Eq. (1), we can insert
them into the swing equations Eq. (4). Next, we
solve these equations to study the transient bahav-
ior when the AC grid is perturbed by a local distur-
bance as outlined in detail in Suppl. I. We study the
transient phase deviation αi and the phase velocity
∂tαi, as well as the change in transmitted power be-
tween all connected nodes i, j, ∆Fi,j. In this article,
we are primarily interested to understand the propa-
gation of disturbances which are so small that they
do not destabilize the grid.
Analytical Derivation. For small perturbations,
corresponding to the parametric condition σ < σ∗(α),
we can analyse the swing equations Eq. (4) by ex-
panding it in the perturbation αi − αj. This yields
the linear wave equations on the grid [8],
τ 2∂2t αi + 2τ∂tαi +
∑
j
tij(αi − αj) = δΠi(t),
with coupling amplitudes tij = ΠKij cos(θ0i − θ0j ), de-
pending both on grid topology and on the initial dis-
tribution of power Pi through the stationary phases
θ0i . These coupling amplitudes tij form the general-
ized Laplace operator Λ with Λij = −tij and
Λii =
∑
i tii, which is related to the stability matrix
in the linear stability analysis [14, 15]. The dimen-
sionless disturbance function is defined by
δΠi(t) = JδPi(t)/(γ
2ω). We expand the phase devi-
ation αi(t) and the disturbance δΠi(t) in a general-
ized Fourier series in terms of the Eigenvectors φn of
Λ, as defined by Λφn = Λnφn,where Λn is its Eigen-
value [8, 16, 15, 14], see Suppl. III for a detailed
derivation. For a local perturbation at a site j, last-
ing only a short time interval ∆t τ around time
t0, δΠi(t) = δΠδijτδ(t− t0), we find
αi(t > t0) = −δΠ
2
∑
n
φniφ
∗
nj
1√
1− Λn
× (e−ıΩn+(t−t0) − e−ıΩn−(t−t0)) , (14)
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where Ωn± = −ı(1±
√
1− Λn)1/τ. In order to find
the transient dynamics for all times t, it remains to
find the Eigenvalues Λn2nτ
2 and Eigenvector com-
ponents φni, as can be done numerically for arbitrary
grids. For particular grids, analytical solutions can
be obtained as we reviewed above and in Suppl. III.
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Supplementary
I. Numerical Simulations
We employ a standard differential equation solver,
the Runge-Kutta algorithm [21] using the commer-
cial software MATLAB R©. Since this is a shooting
method its convergence is improved considerably by
setting the phases to the stationary state solutions be-
fore the perturbation. The perturbation is applied at
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t = 0. Calculated time spans prior and past per-
turbation were iteratively adjusted to ensure both a
stationary state onto which the perturbation is ap-
plied and to capture the whole perturbation event un-
til complete decay. Temporal resolution was cho-
sen fine enough to avoid undersampling of the os-
cillating phases using the phase portraits α˙i(αi) as
sensors. They would show smooth curves for suffi-
cient resolution or angled curves for too poor resolu-
tion. In favour of automatized calculation, time span
and resolution were mostly not adapted but rather
chosen better than necessary. Concretely, for Ger-
man and square grid, throughout all values of ΠK ,
t ∈ [−1000τ, 1000τ ] in steps of 10−3τ . For the Cay-
ley tree grid, time span and resolution were i) t ∈
[−1000τ, 1000τ ] in steps of 10−3τ for ΠK < 10 and
ii) t ∈ [−30τ, 70τ ] in steps of 10−3τ for ΠK ≥ 10.
II. Stability
Depending on the magnitude of the disturbance it
can destabilize the grid already at smaller values of
σ than the critical value σc above which there is no
stationary solution, σ < σc. In order to get a typical
upper limit for the size of the perturbation α before
it kicks the system out of the stability, let us first dis-
regard the dependence of the phase deviation at node
i, αi, on the perturbation at neighbored sites αj. This
reduces the swing equations Eq. M(5) of the main ar-
ticle to the one of a single damped, driven nonlinear
pendulum. For large times t 0 it is well known to
have two stable solutions: 1. The stationary solution:
There is a stable fixed point at ∂tαi = 0, αi = n2pi,
n integer, to which small deviations relax exponen-
tially fast with the local decay rate Γ0 = 1/τ . 2. The
over-swinging pendulum solution: when the driving
force and damping are in balance, the phase velocity
oscillates around the value δωi = Pi/(2γω). There
are saddle point solutions at (αsi, ∂tα = 0), where
αsi is given by
αsi = −2arctan
(∑
j ΠKij cos(θ
0
i − θ0j )∑
j ΠKij sin(θ
0
i − θ0j )
)
. (1)
The condition for phase points to lie inside the stabil-
ity region at node i is then obtained from this local
stability analysis to be approximately given by [8]
α2i+
(τ∂tαi)
2
(1 +
√
1−∑j ΠKij cos(θ0i − θ0j − αsi))  α2si.
(2)
Thus, we can ensure stability against the perturba-
tion α(t), by making sure that it satisfies the stability
condition Eq. (2) for all times t. While that depends
on the power distribution Pi and the topology of the
grid through the stationary phase angles θ0i , we can
get a typical upper limit for the allowed size of the
perturbation α by substituting sin(θ0i − θ0j ) with the
typical value of Pi/(diK), which we denoted above
by σ/σc. Substitution into Eq. (1) gives the saddle
point value
αs = −2arcsin(
√
1− σ2/σ2c ). Thus, for fixed per-
turbation amplitude α we find a critical value of σ,
above which the disturbance causes instability,
σ∗(α) = σc cos(α/2). (3)
We see that the disturbance can destabilize the grid
at smaller values σ∗(α) < σc. σ∗(α) coincides with
σc only in the limit, when the perturbation amplitude
is vanishing, σ∗(α→ 0) = σc.
III. Response to Disturbances
Stating from the linearized wave equation in the
presence of a disturbance, obatined by a linear ex-
pansion in phase perturbation αi in the presence of a
fluctuation in power δP ,
τ 2∂tαi + 2τ∂tαi =
∑
j
tij(αi−αj) + δPi(t)
Jω
τ 2 (1)
we define the weighted Laplacian Λ with
Λij = −tij and Λii =
∑
j
tij (2)
to obtain
τ 2∂t~α + 2τ∂t~α + Λ~α =
δPi(t)
Jω
J2
γ2
. (3)
Since ΠP = (JP )/(γ2ω), we can introduce
∂Πi =
J∂Pi(t)
γ2ω
. (4)
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Thus, we can write the phase deviation αi(t) as a
generalized Fourier series by writing its time depen-
dence as a Fourier integral, and expanding its spatial
dependence in terms of the Eigenvectors φn of the
generalized Laplace operator Λ, defined by Λφn =
Λnφn, where Λn are its Eigenvalues[15, 8, 14]. Thereby
we obtain[8, 16]
αi(t) =
∫ ∞
−∞
d
∑
n
cnφnie
−it. (5)
Expanding the disturbance likewise in a generalized
Fourier series we get
δΠi(t) =
∫ ∞
−∞
d
∑
n
ηnφnie
−it. (6)
Now, we can insert both expansions into Eq. M(9)
and find, requiring that the equation is fullfilled for
each term of the Fourier series,(−τ 22 − ı2τ+ Λn) cn = ηn. (7)
For given disturbance, the Fourier component of the
phase deviation cn is thus given in response to the
one of the disturbance ηn. Inserting that expression
for cn back into the Fourier series we get
αi(t) =
∫ ∞
−∞
d
∑
n
(−τ 22 − ı2τ+ Λn)−1 ηnφnie−it.
(8)
The integral over the angular frequency  can be per-
formed by means of the residuum theorem, noting
that there are two poles in the lower complex plane,
n± = −ı(1 ±
√
1− Λn)1/τ. We note that the co-
efficients ηn are complex and depend on . If the
disturbance sets in at time t0, ηn has a phase factor
exp(ıt0). Thus, for t > t0, the integrand is conver-
gent in the lower complex plane, so that we can close
the integration contour there, and obtain
αi(t > t0) = −pi
τ
∑
n
φni
1√
1− Λn
× (ηnn+e−in+t − ηnn−e−in−t) . (9)
For t < t0 the integrand is convergent in the upper
complex plane, where there are no poles, so that the
residuum is vanishing and we find αi(t < t0) = 0.
Eq. (9) is valid in linear order for any perturbation
δΠi(t) and any electricity grid, inserting the Eigen-
values Λn and Eigenvector components φni of the re-
spective Laplacian.
For a local perturbation at a site j lasting only a
short time interval ∆t  τ around time t0, we can
choose the perturbation as δΠi(t) = δΠδijτδ(t− t0).
Fourier transformation gives ηn = 12piδΠτφ
∗
nje
ıt0 .
Insertion into Eq. (9) gives then
αi(t > t0) = −δΠ
2
∑
n
φniφ
∗
nj
1√
1− Λn
× (e−in+(t−t0) − e−in−(t−t0)) .(10)
Thus, it remains to find the Eigenvalues Λn and Eigen-
vector components φni.
Square Grid. For a square grid with transmis-
sion line length a and power capacitance K and pe-
riodically arranged generator and consumer power
Pi = ±P , the Eigenvectors are plain waves with
φqni = cqne
ıqnri , where qn is the wave vector which
takes on a grid of finite size L discrete values, qn =
(nx, ny)pi/L,where nx, ny ∈ {−L/(2a), ...,+L/(2a)}.
The Eigenvalues of the Laplacian Λ are given by Λn =
τ 22qn , where the Eigenfrequency q of the linear wave
equation is[8],
q =
√
ΠK(1− σ2/σ2c )1/4
√
4− fqΓ0, (11)
where σ/σc = P/(4K) and fq = 2(cos qxa+cos qya).
Insertion in Eq. (10) thus yields the phase pertuba-
tion in response to a change of the power at time t0
at site j, δΠi(t) as
αi(t > t0) = δΠ
1
N
e−(t−t0)/τ
∑
nx,ny
eıqn(ri−rj)
× sinh
(
t−t0
τ
√
1− Λn
)
√
1− Λn
.
(12)
Thus, inserting all Eigenvalues Λn = τ 22qn with Eq.
(11) we get the transient behavior of the phase de-
viation for all times t > t0. For large momenta
q, the ballistic limit, the relaxation is fast with the
local rate Γ0 and there is a real frequency with lin-
ear dispersion, Ωq|q0 ≈ −ıΓ0 + v0q with velocity
v0 =
√
ΠK cos δ0a/τ . At large time t  τ all such
modes with Eigenvalues Λn > 1 have decayed.
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Depending on the system parameters there can
exist slow modes with Λn < 1, which decay with
smaller rate Γn− = Γ0(1− (1− Λn)1/2). If this con-
dition is fulfilled, Eigenmodes with small wave num-
ber q appear whose Eigenfrequency is purely imag-
inary, Ωq = −ıΠK cos δ0a2q2, which decay slowly
without oscillations. Then, summing over all modes
in the spectral representation of αi(t), we find that an
initially localized perturbation at node l spreads for
times t > τ and distances exceeding the mean free
path l = v0τ , |ri − rl| > l, using the continuum limit∑
~q
→ 1(
2pi
L
)2 ∫ d~q , (13)
according to
αi(t) = δΠ
1
N
L2
4pi2
∫ +pi/a
−pi/a
dkx
∫ +pi/a
−pi/a
dky
× eı(kxeˆijxa+ky eˆijya)e−(t−t0)D(k2x+k2y),
(14)
yielding
αi(t) =
α0a
2
4piD0t
exp
(
−(ri − rl)
2
4D0t
)
. (15)
Thus, the initially localized perturbation spreads dif-
fusively with diffusion constant
D = v20τ/2 = ΠK(1− σ2/σ2c )1/2a2/(2τ). (16)
Diffusion causes very slow power law relaxation of
the disturbance at the initial site, and an initial in-
crease, followed by a slow power law decay at other
sites. The resulting power law relaxation of the change
in transmitted power between nodes k and l is then
obtained to be [8]
δFkl(t) = ±δPAkl pi
2a2
ω0Dt2
exp
(
−(ri − rl)
2
4Dt
)
.
(17)
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