Abstract. We construct a family of shift spaces with almost specification and multiple measures of maximal entropy. This answers a question from Climenhaga and Thompson [Israel J. Math. 192 (2012), no. 2, 785-817]. Elaborating on our examples we also prove that some sufficient conditions for every subshift factor of a shift space to be intrinsically ergodic given by Climenhaga and Thompson are in some sense best possible, moreover, the weak specification property neither implies intrinsic ergodicity, nor follows from almost specification. We also construct a dynamical system with the weak specification property, which does not have the almost specification property. We prove that the minimal points are dense in the support of any invariant measure of a system with the almost specification property. Furthermore, if a system with almost specification has an invariant measure with non-trivial support, then it also has uniform positive entropy over the support of any invariant measure and can not be minimal.
We study dynamical systems with weaker forms of the specification property. We focus on the topological entropy and the problem of uniqueness of a measure of maximal entropy for systems with the almost specification or weak specification property (we also prove that these two specification-like properties are nonequivalent -neither of them implies the other). Recall that dynamical systems with a unique measure of maximal entropy are known as intrinsically ergodic. The problem of intrinsic ergodicity of shift spaces with almost specification was mentioned in [4, p. 798] , where another approach was developed in order to prove that certain classes of symbolic systems and their factors are intrinsically ergodic. We solve the problem in the negative and provide examples of shift spaces with the weak (almost) specification property and many measures of maximal entropy 1 . Our construction allows us to prove that the sufficient condition for the inheritance of intrinsic ergodicity by factors from the Climenhaga-Thompson paper [4] is optimal -if this condition does not hold, then the symbolic systems to which Theorem of [4] applies may have a factor with many measures of maximal entropy. We also prove that nontrivial dynamical systems with the almost specification property and a full invariant measure have uniform positive entropy and horseshoes (subsystems which are extensions of the full shift over a finite alphabet). It follows that minimal points are dense in the measure center (the smallest closed invariant subset of the phase space which contains the support of every invariant measure) of a system with almost specification and that these systems cannot be minimal if they are nontrivial.
Basic definitions and notation
We write N = {1, 2, 3, . . .} and Z + = {0, 1, 2, . . .}. A dynamical system consists of a compact metric space X together with a continuous map T : X → X. By ρ we denote a metric on X compatible with the topology. Let U and V be open covers of X. By N (U ) we denote the number of sets in a finite subcover of a U with smallest cardinality. By T −i U (i ∈ Z + ) we mean the cover T −i (U ) : U ∈ U and U ∨ V = {U ∩ V : U ∈ U , V ∈ V }. The topological entropy h(T, U ) of an open cover U of X is defined (see [19] ) as
The topological entropy of T is h top (T ) = sup
U :open cover of X h top (T, U ).
Let M T (X) be the space of T -invariant Borel probability measures on X. We denote the measure-theoretic entropy of µ ∈ M T (X) by h µ (T ) (see [19] ). The variational principle states that
h µ (T ).
A measure µ ∈ M T (X) that attains this supremum is a measure of maximal entropy. We say that a system (X, T ) is intrinsically ergodic if it has a unique measure of maximal entropy. such that n ∈ N and b j < a j+1 for all 1 ≤ j < n. The Bowen distance between x, y ∈ X along a finite set Λ ⊂ N is ρ T Λ (x, y) = max{ρ(T j (x), T j (y)) : j ∈ Λ}.
By the Bowen ball (of radius ε, centered at x ∈ X) along Λ we mean the set
Specification and alikes
A dynamical system has the periodic specification property if one can approximate distinct pieces of orbits by single periodic orbits with a certain uniformity. Bowen introduced this property in [3] and showed that a basic set for an axiom A diffeomorphism T can be partitioned into a finite number of disjoint sets Λ 1 , . . . , Λ k which are permuted by T and T k restricted to Λ j has the specification property for each j = 1, . . . , k. There are many generalizations of this notion. One of them is due to Dateyama, who introduced in [5] the weak specification property (Dateyama calls it "almost weak specification"). Dateyama's notion is a variant of a specification property used by Marcus in [8] (Marcus did not coined a name for the property he stated in [8, Lemma 2.1], we think that periodic weak specification is an appropriate name).
A dynamical system (X, T ) has the weak specification property if for every ε > 0 there is a function M ε : N → N with lim n→∞ M ε (n)/n = 0 such that for any
. . , k, we can find a point x ∈ X such that for each i = 1, . . . , k and a i ≤ j ≤ b i , we have
We say that M ε is an ε-gap function for T . Marcus proved in [8] that the periodic point measures are weakly dense in the space of invariant measures for ergodic toral automorphisms. Dateyama established that for an automorphism T of a compact metric abelian group the weak specification property is equivalent to ergodicity of T with respect to Haar measure [6] .
Another interesting notion is the almost specification property. Pfister and Sullivan introduced the g-almost product property in [9] . Thompson [11] modified this notion slightly and renamed it the almost specification property. The primary examples of dynamical systems with the almost specification property are β-shifts (see [4, 9] ). We follow Thompson's approach, hence the almost specification property presented below is a priori weaker (less restrictive) than the notion introduced by Pfister and Sullivan.
We say that g : Z + × (0, ε 0 ) → N, where ε 0 > 0 is a mistake function if for all ε < ε 0 and all n ∈ Z + we have g(n, ε) ≤ g(n + 1, ε) and
Given a mistake function g we define a function k g : (0, ∞) → N by declaring k g (ε) to be the smallest n ∈ N such that g(m, ε) < mε for all m ≥ n. Given a mistake function g, 0 < ε < ε 0 and n ≥ k g (ε) we define the set I(g; n, ε) := {Λ ⊂ {0, 1, . . . , n − 1} : #Λ ≤ g(n, ε)}.
We say that a point y ∈ X (g; ε, n)-traces an orbit segment
≥ n and for some Λ ∈ I(g; n, ε) we have ρ
By B n (g; x, ε) we denote the set of all points which (g; ε, n)-traces an orbit segment T [0,n) (x) over [0, n). Note that B n (g; x, ε) is always closed and nonempty.
A dynamical system (X, T ) has the almost specification property if there exists a mistake function g such that for any m ≥ 1, any ε 1 , . . . , ε m > 0, and any specification {T [aj,bj ] 
with b j − a j + 1 ≥ k g (ε j ) for every j = 1, . . . , m we can find a point z ∈ X which (g; b j − a j + 1, ε j )-traces the orbit segment T [aj,bj ] (x j ) for every j = 1, . . . , m.
In other words, the appropriate part of the orbit of z ε j -traces with at most
Intuitively, it should come as no surprise that almost specification does not imply the weak specification. But we did not expect at first that the converse implication is also false.
Symbolic dynamics
We assume that the reader is familiar with the basic notions of symbolic dynamics. An excellent introduction to this theory is the book of Lind and Marcus. We follow the notation and terminology presented there as close as possible.
Let Λ be a finite set (an alphabet ) of symbols. The full shift over Λ is the set Λ N of all infinite sequences of symbols. We equip Λ with the discrete topology and Λ N with the product (Tikhonov) topology. By σ we denote the shift operator given by σ(x) i = x i+1 . A shift space over Λ is a closed and σ-invariant subset of Λ N . A block (a word ) over Λ is any finite sequence of symbols. The length of a block u, denoted |u|, is the number of symbols it contains. An n-block stands for a block of length n. An empty block is the unique block with no symbols and length zero. The set of all blocks over Λ (including empty block) is denoted by Λ * . We say that a block w = w 1 . . . w n ∈ Λ * occurs in x = (x i ) ∞ i=1 ∈ Λ N and x contains w if w j = x i+j−1 for some i ∈ N and all 1 ≤ j ≤ n. The empty block occurs in every point of Λ N . Similarly, given an n-block w = w 1 . . . w n ∈ Λ * , a subblock of w is any block of the form v = w i w i+1 . . . w j ∈ Λ * for each 1 ≤ i ≤ j ≤ n. A language of a shift space X ⊂ Λ N is the set B(X) of blocks over Λ which occur in some x ∈ X. The language of the shift space determines it: two shift spaces are equal if and only if they have the same language [15, Proposition 1.3.4] . To define a shift space it is enough to specify a set L ⊂ Λ * which is factorial, meaning that if u ∈ L then so does any subblock of u, and prolongable, meaning that for every block u in L there is a symbol a ∈ Λ such that the concatenation ua also belongs to L.
It is convenient to adapt definitions of the weak specification and almost specification property to symbolic dynamics.
We say a non-decreasing function θ : Z + → Z + is a mistake function if θ(n) ≤ n for all n and θ(n)/n → 0. A shift space has the almost specification property if there exists a mistake function θ such that for every n ∈ N and w 1 , . . . , w n ∈ B(X), there exist words v 1 , . . . , v n ∈ B(X) with |v i | = |w i | such that v 1 v 2 . . . v n ∈ B(X) and each v i differs from w i in at most θ(|v i |) places.
We say that a shift space X has the weak specification property if for every n ∈ N there exists t = t(n) ∈ N such that t(n)/n → 0 as n → ∞ and for any words u, w ∈ B(X) there exists a word v ∈ B(X) such that x = uvw ∈ B(X) and |v| = t.
Given an infinite collection of words L over an alphabet Λ, the entropy of L is
Almost specification and measures of maximal entropy
In this section we construct a family of shift spaces which contains (1) A shift space with almost specification and multiple measures of maximal entropy. 
As we want to kill two (actually, more than two) birds with one stone, therefore our construction is a little bit more involved than needed for each of our goals separately. We use the flexibility to shorten the total length of the paper.
4.1. Construction of X R . Our aim is to construct a shift space, denoted by X R , for a given integers p, q ∈ N with q ≥ 2 and a family of sets R = {R n } ∞ n=1 . Needless to say, X R and its properties rely on these parameters. Our notation will not reflect the dependence on p and q.
be an increasing sequence of nonempty finite subsets of N such that max R n ≤ n for each n ∈ N. That is,
One may think that the elements of R n are the special positions in a word of length n.
We define a nondecreasing function r : Z + → Z + by r(0) = 0 and
The function r(n) can be interpreted as the count of the number of special positions in a word of length n. We have r(n − 1) ≤ r(n) for each n ∈ N. We say that the set R n has a gap of length k if {1, . . . , n} \ R n contains k consecutive integers. By N k we denote the smallest n such that R n has a gap of length k (if such an n exists, otherwise we set N k = ∞). We say that the set R has large gaps if N k < ∞ for all k ∈ N. It is easy to see that the monotonicity condition (R n ⊂ R n+1 for n ∈ N) implies that some set R m in R has a gap of length k if and only if for each k we have k ≥ n − max R n for infinitely many n ∈ N. Note that r(n)/n → 0 as n → ∞ implies that {R n } ∞ n=1 has large gaps.
and regard a ∈ {0, 1, . . . , p} as the color of the whole symbol. We call the symbol 0 0 the marker symbol and denote the block of length one containing the marker by 0. We say that a word a1...an b1...bn ∈ A * is monochromatic or of color a ∈ {0, 1, . . . , p} if a = a 1 = . . . = a n , and polychromatic otherwise. We use capital letters to denote blocks (words) over A to remind that they can be identified with matrices. We say that a subblock
. . = a j and 1 ≤ i ≤ j ≤ n are such that i = 1 or a i−1 = a i , and j = n or a j = a j+1 . Furthermore, if i = 1 (j = n), then we say that V is a maximal monochromatic prefix (suffix, respectively) of W .
We define the language of a shift by specifying which words are allowed. We declare all monochromatic words of color a ∈ {1, . . . , p} to be allowed. The blocks 0 k for k = 1, 2, . . . are the only allowed monochromatic blocks of color 0. We denote the set of all monochromatic allowed words by M. We put some constraints on the polychromatic blocks. We say that a monochromatic block
in color a ∈ {1, . . . , p} is restricted if b j = 0 for each j ∈ R k . In other words, some symbols in the second row of a restricted block are set to 0. To describe where these 0's must appear we use the sequence R = {R n } ∞ n=1 . We write R for the set of all restricted words. We agree that empty block is both, restricted and monochromatic, block. We say that a block W is free if W = 0V , where V is a (possibly empty) restricted block. Let F be the set of all free blocks. We call any member of a set G = F * of all finite concatenations of free blocks a good word. A word is allowed if it can be written as a concatenation of a monochromatic word and good word, that is, W is allowed if there exist U ∈ M and
It is easy to see that the set of allowed words is a language of a shift space, which we denote by X R .
4.2.
Dynamics of X R . We recall that a shift space X is synchronized if there exists a synchronizing word for X, that is, there is a word v ∈ B(X) such that uv, vw ∈ B(X), implies uvw ∈ B(X). Lemma 1. The shift space X R is synchronized.
Proof. It is easy to see that 0 is a synchronizing word for X R . Proposition 2. If R has large gaps, then the shift space X R is topologically mixing with dense periodic points.
Proof. The existence of large gaps implies that for each k ∈ N we can pick N k ∈ N such that any monochromatic word of color a ∈ {1, . . . , p} and length at most k is a suffix of some restricted word of length N k . It follows that for each monochromatic word V there exists a thick set T ⊂ N such that V is a suffix of some free word of length t for every t ∈ T . This easily implies that X R is weakly mixing. We conclude the proof by noting that every weakly mixing synchronized shift is mixing (e.g. see [16, Prop. 4.8] ) and has dense set of periodic points.
Lemma 3. If r(n)/n → 0 as n → ∞, then the shift space X R has the almost specification property.
Proof. We claim that the function θ given by θ(n) = r(n − 1) + 1 is a mistake function for X R . It is enough to show that given any two X R -allowed words
we can change V in at most θ(l) = r(l − 1) + 1 positions to find a word V ′ which is free. Then the concatenation U V ′ is an X R -allowed word. To define V ′ we change c1 d1 to 0 and modify the maximal monochromatic prefix of
by putting at most r(l − 1) zeros on the restricted positions in the second row. Such V ′ is clearly free and U V ′ is then an X R -allowed word. Without loss of generality we may assume that W is monochromatic and in color a ∈ {1, . . . , p}. We can find an allowed word V of length N k − k such that the concatenation V W is a restricted word. Therefore U 0 k V W is an allowed word for every k ≥ 1. Now (N k − k)/N k → 0 as k → ∞ implies that X R has the weak specification property. Now assume that X R has the weak specification property. Pick a color a = 0 and let U = 0 and W k = a 1 k for k ∈ N. Then W k is a monochromatic, but not restricted word of length k. Weak specification implies that for each k ∈ N there is a word V such that U V W k is an allowed word. Let V k be the shortest such word. Note that |V k | ≥ 1. We know that |V k |/k → 0 as k → ∞. By the definition of X R the maximal monochromatic suffix of V k W k has to be a restricted word. Let j(k) be its length. It is easy to see that N k ≤ j(k). We also have k < j(k) ≤ |V k | + k. It is now clear that j(k) − max R j(k) ≥ k and k/j(k) → 1 as k → ∞, which implies k/N k → 1 as k → ∞, and completes the proof.
4.3.
Entropy of X R . In this section we collect some auxiliary estimates for entropy of X R .
Lemma 5. Let F n and G n denote the number of n-blocks in F and G, respectively. Then (1) F 0 = F 1 = 1 and F n = p · q (n−1)−r(n−1) for all n > 1;
Proof. The first point is obvious. The equalities G 0 = G 1 = 1 follow from the definition of G. Let n ≥ 2 and let W ∈ G n be a concatenation of free words. Then W must end with a free word V of length j ∈ {1, . . . , n} which has the form V = 0U for some restricted word U . The word V can be chosen in F j different ways, hence the formula.
The following inequality
is crucial for the uniqueness of a measure of maximal entropy for X R . We first note some conditions which should be imposed on r(n) to guarantee that (3) holds for some p and q. converges for all integers q ≥ Q and its sum tends to 0 as q → ∞.
Proof. Observe that there is an integer N > 0 and c > 0 such that r(n) > c ln n = c log q e log q n for all n > N . Then
hence it is enough to take Q > 2 so large that c/ log Q e > 1.
By Lemma 6 given any function r : N → N such that r(n) > 0 for every n and lim inf n→∞ r(n) ln n > 0, for any integer p ≥ 2 we can find q > p such that the inequality (3) holds. Furthermore, if
then the series from the left hand side of (3) converges for all q ≥ 2.
Lemma 7. If (3) holds, then G n ≤ q n for every n ≥ 0.
Proof. We use the induction on n. We have G 0 = G 1 = 1. Assume the assertion is true for j = 0, 1, . . . , n − 1 where n ∈ N. Using recurrence relation (2) we have
Proof. Assume that (3) does not hold, that is,
Then we can find N ∈ N and z > 1 such that
We claim that for all n it holds
It is clear that (5) is true for all n ≤ N . For the induction step we assume that there for some n ≥ N the inequality (5) holds for all 0 ≤ k ≤ n . By (2) we have that
Furthermore,
The last inequality above follows from (4). We have proved that
We finish the proof by combining (7) and (6).
Lemma 9. If (3) holds, then h top (X) = log q.
Proof. Every allowed word of length n ≥ 2 is either one of 1 + pq n monochromatic words or starts with a monochromatic, not necessarily restricted word of color a ∈ {1, . . . , p} and length 0 ≤ i ≤ n − 1 followed by a concatenation of free words. Therefore
In particular, | B n (X)| ≥ q n . It follows from Lemma 7 that G n ≤ q n for all n, hence
It is now clear that
Corollary 10. If (3) holds, then X R has at least p ergodic measures of maximal entropy.
Proof. The set X a of all sequences with all symbols in the upper row in color a ∈ {1, . . . , p} is clearly an invariant subsystem with entropy log q. The result follows by Lemma 9.
Note that the supports of measures of maximal entropy are nowhere dense and disjoint (provided that p ≥ 2).
Climenhaga-Thompson decompositions.
We recall the notion introduced in [4] . We say that the language B(X) of a shift space X admits ClimenhagaThompson decomposition if there are subsets C p , G, C s satisfying following conditions:
(I) for every w ∈ B(X) there are u p ∈ C p , v ∈ G, u s ∈ C s such that w = u p vu s . (II) there exists t ∈ N such that for any n ∈ N and w 1 , . . . , w n ∈ G, there exist v 1 , . . . , v n−1 ∈ B(X) such that x = w 1 v 1 w 2 v 2 . . . v n−1 w n ∈ B(X) and |v i | = t for i = 1, . . . , n − 1. (III) For every M ∈ N, there exists τ such that given w ∈ B(X) satisfying w = u p vu s for some
Proposition 11. Let C p = M, C s = ∅ and G be the collection of all good words. If the sequence {R n } ∞ n=1 has large gaps, then C s , G, C p is a Climenhaga-Thompson decomposition for X R .
Proof. The condition (I) is a direct consequence of the definition of X R .
To prove that (II) holds with t = 0 just note that the concatenation of any two good words is again a good word.
For a proof of (III) we fix M ∈ N and take any W ∈ B(X R ) such that W = U p V for some U p ∈ C p = M with |U p | = M and V ∈ G. If U p starts with 0, then W is already a good word and we can extend W to another good word by adding as many symbols 0 from the left as we want. If U p is of color a ∈ {1, . . . , p}, then the length of the maximal monochromatic prefix of W is equal to |U p | = M . Hence we can extend U p to a restricted word by adding a prefix in the same color of length N M+1 . then adding 0 as a prefix we obtain a free word which we can freely concatenate with V to obtain a good word. Therefore (III) holds with τ = N M+1 + 1.
Proposition 12. Let G, C p and C s be as above. The condition (3) does not hold if and only if
Proof. Note that
> log q and hence by Lemma 9 condition (3) does not hold. The converse implication follows from Lemma 8. 
Proposition 15. There exists a sequence {R n } ∞ n=1 and q > p ≥ 2 such that r(n)/n → 0 as n → ∞, condition (3) is satisfied, and the shift space X R has the almost specification property, but it does not have the weak specification property.
Proof. If we denote
then r(n) = |R n | = ⌊ √ n⌋, hence X R has the almost specification property by Lemma 3. By Remark 14 we have
therefore taking p = 2 and q = 4 we assure that (3) holds. Next, observe that in R k 2 the largest gap has length k 2 − (k − 1) 2 = 2k − 1 hence N 2k > k 2 , in particular lim inf k→∞ k/N k = 0 and so the proof is finished by Lemma 4.
Proposition 16. There exists a sequence {R n } ∞ n=1 and q > p ≥ 2 such that r(n)/n → 0 as n → ∞, condition (3) is satisfied and the shift space X R has the weak specification property.
Proof. If we denote R n = 1, 2, . . . , ⌊ √ n⌋ then r(n) = |R n | = ⌊ √ n⌋. By Remark 14 we have
Hence as before, taking p = 2 and q = 4 we assure that (3) holds. Note that for every ε > 0 there is K ∈ N such that εK > 1 and √ k < εk for every integer k > K. Fix any k > K. To estimate N k we need to find minimal m such that k+ √ m ≤ m. By the choice of ε, this condition is clearly satisfied when k ≤ (1−ε)m. In particular, N k ≤ 1 + k/(1 − ε) which implies that lim k→∞ k/N k ≥ (1 − ε). But ε can be arbitrarily small, hence lim k→∞ k/N k = 1 and so the proof is finished by Lemma 4.
4.6. The main theorem. We are now in position to prove the main result of this section.
Theorem 17. The following assertions hold:
(i) there is a shift space with the almost specification property and multiple measures of maximal entropy; (ii) there is a shift space with the weak specification property and multiple measures of maximal entropy; (iii) there is a shift space with the almost specification property but without the weak specification property; (iv) there is a shift space X and its shift factor Y such that (a) the languages of X and Y have the Climenhaga-Thompson decomposi- Note that R n = {1, 2, . . . , ⌊ √ n⌋} has large gaps. Let R = {R n } ∞ n=1 . Put q = 4 and let X be given by our construction for p = 3 and Y be given by our construction for p = 2. There is a factor map π : X → Y given by the 1-block map given by Remark 18. Climenhaga and Thompson proved that if a shift space X has the decomposition named after them given by the sets C p , G, C s , and (1) the Markov boundary of X R is a disjoint union of subsystems X a of monochromatic sequences in a given color a ∈ {1, . . . , p}, (2) the entropy of the Fisher cover of X R is equal to h(G) ≥ log q. It follows that X R has either p + 1 ergodic measures of maximal entropy if h(G) = log q, or a unique, fully supported measure of maximal entropy if h(G) > log q. We refer the reader to [18] for the definitions of Markov boundary and Fisher cover.
Almost specification, u.p.e. and horseshoes
The notion of uniform positive entropy (u.p.e.) dynamical systems was introduced in [2] , as an analogue in topological dynamics of the notion of a K-process in ergodic theory. In particular, every non-trivial factor of a u.p.e. system has positive topological entropy. Recall that an open cover U = {U 1 , . . . , U m } of X is called standard if every U j ∈ U is non-dense in X. A dynamical system (X, T ) has uniform positive entropy (u.p.e.) if for every standard cover U = {U, V } of X, the topological entropy h(T, U ) is positive. A pair (x, x ′ ) ∈ X × X is an entropy pair if for every standard cover U = {U, V } with x ∈ int(X \ U ) and x ′ ∈ int(X \ V ) we have h(T, U ) > 0. Equivalently, (X, T ) is u.p.e. if every nondiagonal pair in X × X is an entropy pair. Generalizing the notion of an entropy pair, Glasner and Weiss [13] call an n-tuple (x 1 , x 2 , . . . , x n ) ∈ X × . . . × X an entropy n-tuple if at least two of the points {x j } n j=1 are different and whenever U j are closed mutually disjoint neighborhoods of the distinct points x j , the open cover U = {X \ U j : 0 < j ≤ n} satisfies h(T, U ) > 0. We say that a system (X, T ) is topological K if every nondiagonal tuple is an entropy tuple. We say that an open set U ⊂ X is universally null for T if µ(U ) = 0 for every T -invariant measure µ. The measure center of a dynamical system (X, T ) is the complement of the union of all universally null sets.
Standing assumption. In the remainder of this section we assume that (X, T ) is a dynamical system with the almost specification property, g is a mistake function and k g corresponds to g.
The following result is proved implicitly in the proof of [20, Theorem 6.8] . For the reader's convenience we provide it with a proof.
Theorem 20. For every m ≥ 1, ε 1 , . . . , ε m > 0, x 1 , . . . , x m ∈ X, and integers is closed and nonempty because it is an intersection of a decreasing family of closed nonempty subsets. Moreover, Z is T L invariant, hence it contains a T L -minimal point q. But q must be then also minimal for T .
It follows easily from Theorem 20 that the minimal points are dense in the measure center of a dynamical system with the almost specification property. For a proof see [20, Theorem 6.8] . The above result suggests that a system with the almost specification should have a lot of minimal subsystems. However, there are examples of proximal dynamical systems with the almost specification property and a unique minimal point, which is then necessarily fixed (see [14] ). The measure center of theses examples is trivial (it is the singleton of that fixed point) and hence they all have topological entropy zero.
Recall that we say that a dynamical system (X, T ) has a horseshoe if there are an integer K > 0 and a closed, T K -invariant set Z such that the full shift over a finite alphabet is a factor of (Z, T k | Z ).
Theorem 21. A dynamical system (X, T ) with the almost specification property restricted to the measure center is topological K. If the measure center is non-trivial, then (X, T ) has a horseshoe.
Proof. By [20] if (X, T ) has the almost specification property then so does its restriction to the measure center. Hence, without loss of generality we may assume that (X, T ) admits a fully supported measure. 
By ergodic theorem there exists K ∈ N such that for j = 1, . . . , m and k ≥ K we have
and g(k, δ) < kε/m. Note that for every A 1 , . . . , A m ∈ I(g; k, δ) we have
It follows that for any s, t ∈ {1, . . . , m} with s = t we have B k (g; x s , δ) and
We have T k (Z) ⊂ Z. Given ξ : I → {1, . . . , m}, where I = {0, 1, . . . , n − 1} or
Clearly,
It is easy to see that Z and Z ξ are always closed and nonempty by the the almost specification property. Observe also that z ∈ Z if and only if there is some ξ ∈ {1, . . . , m} Z+ such that z ∈ Z ξ . Moreover, for any I as above we have
by π(z) = ξ, where ξ ∈ {1, . . . , m} Z+ is such that z ∈ Z ξ is a well-defined surjection.
To see that π is continuous note that for every word w ∈ {1, . . . , m} {0,1,...,n−1} we have π n elements. For each ξ ∈ {1, . . . , m} {0,1,...,n−1} fix a point z ξ ∈ Z ξ (see (8) ) and recall that the set {z ξ } has exactly m n elements. Since V is a cover of X there is V ∈ V such that the set A = {ξ : z ξ ∈ V } ⊂ {1, . . . , m} {0,1,...,n−1}
satisfies |A| > (m − 1) n . It follows that there are ξ (1) , . . . , ξ (m) ∈ A and 0 ≤ j < n such that ξ (s)
. By the definition of V there exists U ∈ U such that V ⊂ T −jk−i (U ), which means that T jk+i (z ξ (s) ) ∈ U for each s = 1, . . . , m. But U = X \ U s for some 1 ≤ s ≤ m and there is also r such that ξ (r) j = s which is a contradiction. Hence h(T, U ) > 0 and the proof is completed.
Weak specification does not imply almost specification
We are going to construct a dynamical system with the periodic weak specification property, for which the almost specification property fails. For every integer m ≥ 0 let X m be the shift space over the alphabet {a, b, c} given by the following set of forbidden words: F = {bc, cb} ∪ xa k y l : x, y ∈ {b, c} , l ≥ 1, 1 ≤ k ≤ 2 m ⌈log 2 (l + 1)⌉ .
Roughly speaking, the words allowed in X m consist of runs of a's, b's or c's subject to the condition on the length of the run of a's separating runs of b's or c's. Note that if u, w are words allowed in X m , then ua l w is also allowed provided that l ≥ 2 m (⌈log 2 |w|⌉ + 1). This shows that X m has the weak specification property. Let X = ∞ m=0 {a, b, c} N . It is customary to think of elements of X as of infinite matrices from {a, b, c} N×N . Hence we will use the matrix notation to denote points x in ∞ m=0 X m . We write x i⋆ for the i-th row of x, x ⋆j for the j-th column and x ij for the symbol in the row i and column j. We endow X with the metric ρ(x, y) = sup i=0,1,... 2 −i d(x i⋆ , y i⋆ ). It follows that for points x, y ∈ X we have ρ(x, y) < 2 −n if and only if x ij = y ij for i + j < n.
In other words, in order to x be close to y with respect to ρ the elements in the big upper left corners of matrices x, y must agree. We define S : X → X to be the left shift, which acts on x ∈ X by removing the first column and shifting the remaining columns one position to the left. It is easy to see that S is continuous on X Denote by X the subset of ∞ m=0 X m ⊂ X consisting of points x constructed by the following inductive procedure:
(1) Pick x 0⋆ ∈ X 0 . (2) Assume that x i⋆ ∈ X 0 are given for i = 0, 1, . . . , m − 1 for some m > 0.
Pick any x m⋆ ∈ X m fulfilling x mj ∈ b, x (m−1)j for every j.
Roughly speaking, when rows 0, 1, . . . , m − 1 are defined, we pick row m so that x m⋆ is in X m and for each column we either rewrite a symbol from the same column in the row above, or we write b. Note that it means that b's are persistent. In other words if x (m−1)j = b for some m and j then we have to fill the rest of the column j We will prove first that (X, S) has the weak specification property. Given any ε > 0 pick n ∈ N such that 2 −n < ε and let m = 2 n . We claim that i.e. symbol c cannot appear there. We have reached a contradiction since y is a point (g; 2 −M , m)-tracing x (0) over [0, m) which implies x Mj = y Mj = c for some 0 ≤ j < m.
