Abstract-. CT images are often affected by beam hardening artifacts due to the polyenergetic nature of the X-ray beam.
I. INTRODUCTION
The origin of the beam hardening phenomenon in X-ray tomographs lies in the polychromatic nature of the source spectrum. We can define beam hardening as the process by which the mean energy of the X-ray beam increases with the amount of traversed material (the beam is hardened) due to the fact that the lower energy photons are preferably absorbed.
In the case of an ideal X-ray source, the measured intensity by the detector is directly proportional to the traversed material thickness. Nevertheless, in a real X-ray source (with a polychromatic beam), this relationship is non-linear, due to the dependence of the attenuation coefficient with the energy. This produces incoherent data and consequently, artifacts in the reconstructed images.
The most common artifacts originated by beam hardening are cupping in homogeneous volumes and streaks (dark bands) between dense objects like bone [1] . Both artifacts hinder the qualitative and quantitative analysis of the CT images.
There are different correction schemes proposed in the literature. Usually, a filter [2] is included in most of commercial scans between the source and the sample to pre harden the beam, but it is not sufficient to eliminate the beam hardening artifacts. The linearization method [2] [3] [4] cupping artifact in homogeneous volumes but is insufficient for eliminating the dark streaks present between dense objects like bones.
Other strategies like dual energy [5, 6] , post-processing [7] [8] [9] and reconstruction with iterative methods [10] [11] [12] have been proposed. The main drawbacks of these approaches are that the dual energy technique requires a sophisticated hardware and more radiation dose and the iterative methods involve high computational burden.
We present a complete correction scheme for beam hardening artifact correction in an FDK based reconstruction scenario based on the work of Joseph and Spital [7] . It accounts for both cupping artifact and dark streaks while avoiding the need of the knowledge of the source spectrum.
II. MATERIALS AND METHODS
The proposed scheme ( The first correction assumes the sample is homogenous and with attenuation properties similar to water. In a calibration phase, we calculate the linearization function, T(tw), that converts the total attenuation for the polychromatic case (beam hardening function) into the total attenuation for the equivalent monochromatic case (ideal function) shown in Fig. 
2.
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.e- The calibration process, consisting of three steps, has to be done for every tube voltage and filter used in the scanner. First, to empirically obtain values of the beam hardening function, FBH (tw), for different traversed thickness of water (avoiding the knowledge of spectrum), we acquire the calibration phantom shown in Fig. 3 , left. To generate the vector of traversed thicknesses (tw, soft tissue thickness in Fig.  2 ), the data is reconstructed with an FDK-based algorithm [1] and a mask is created by thresholding and then projected (Fig.  3 , right).
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Mask axial slice Finally, the linearization function, T(tw) is obtained and fitted to a third order polynomial:
where Pw is the water density and L is the ray path length.
This first correction, consisting on applying the function T(tw) to the projection data, is not sufficient for correcting the dark streaks between dense parts like bones in laboratory rodents.
If we estimated that small animal is composed of two materials (soft tissue and bone), one option for a complete correction could be to obtain the 2D beam hardening function for different combinations of these two materials (like the simulation shown in Fig. 5 ) and to use the same strategy as explained above. Nevertheless, obtaining this 2D function empirically (without the knowledge of the emitted spectrum) is cumbersome. For the second correction, we make use of the idea outlined in [7] : to transform the whole sample into "equivalent water"
and to use the linearization function T(tw) obtained before. To this end, we need to find the amount of water that would have attenuation properties equivalent to each combination of water and bone traversed, so that FBHZD(tw, tb) = FBHZD(tw + (J(tw, tb), 0) = FBH1D(te) (2) where the line integral of the equivalent water path is given by te = tw + (J(tw, tb)' Following the ideas in [7, 12, 13] , we approximate (J(tw, tb) to a second order polynomial only dependent on the amount of bone traversed by the X-rays:
The correction is done in the projection space as:
pro jcorr = pro j line + A· pro j b_line + B· pro j b_line
where pro jcorr is the corrected projection data, pro j line is the linearized projection data, pro j b_line is the bone projection data, and A and B are constants obtained empirically. To obtain pro j b_line, the bone part is segmented from a previously reconstructed image and then projected. The value of B affects the correction of the streaks and the quantification in bone areas and A is responsible of restoring the correct quantification in bone.
A. Beam hardening simulations
We studied the dependency of the A and B parameters with the characteristics of the acquisition (X-ray source voltage and current) and the size of the sample. To this end, we simulated the acquisition process including beam hardening effect using the IRT toolbox developed by the University of Michigan (http://web.eecs.umich.edu/-fessler/code/index.html).
To study the voltage dependence, we used an ellipsoidal phantom made of soft tissue with two cylindrical bone inserts (Fig. 6) . In order to choose the optimum B and A parameters, we corrected the phantom with different values and quantified the difference with a reference image (monoenergetic reconstruction) in terms of the mean square error (MSE). To search the optimum value for B, MSE is calculated for the rectangle between the bone parts and, for the case of A, in the circular area shown in Fig. 6 . Fig. 7 shows an example of the cost function when looking for the optimum value of the B parameter. (Fig. 8, right) .
We also studied the dependency of A and B parameters with the size of bone in the sample. We modified the diameter of the bone inserts between 3 cm and 6 cm and obtained an increase of A for larger bones as shown in Fig. 8, left. On the other hand, B was found to be independent of the amount of bone. We quantified the dependence of the beam hardening artifact with characteristics of the source in a small-animal scenario with a high resolution CT. To this end, we used a cylindrical phantom made of soft tissue of 6 cm diameter. We can see in Fig. 9 a dependence of the beam hardening artifact with both source voltage and sample size (it increases with the size of the tissue traversed and decreases as the voltage increases). Vo�age (kVp) Fig. 9 . Dependency of the cupping artifact with the distance of tissue traversed (left) and with the source voltage (right) for the smaU-animal scenario.
B. Assessment of peiformance in real data
The proposed correction scheme was evaluated on real studies acquired with a cone-beam micro-CT scanner [14] :
Three polymethylmethacrylate cylinders with 3, 4, and 6 cm diameter. A two-density cylindrical phantom of 3 cm diameter filled with water with two cylinders inside filled with iodine solution (60% iodine/40% saline). Three rodent studies. Acquisition parameters were 40 KVp-45 KVp, 200 /lA, 2 mm aluminum filter, 360 projections, binning 4, and 8 shots (values typically used in the scanner for pre-clinical research). We quantified the cupping reduction as:
where PI is the point of minimum beam hardening effect (at the edges of the cylinder), Pc is the point of maximum artifact (at the center of the cylinder) and PA is the background value, as shown in Fig. 10 . We quantified dark streaks reduction using the perpendicular profile to each streak (see Fig. 11 ) by:
where ANR is the Artifact-Noise Ratio, Ilcorr is the mean profile in the correct image, minuncorr is the minimum value of the profile in the uncorrected image and (J is the standard deviation in a homogeneous area. The quantitative results are shown in the Table 1 , with a mean cupping reduction in homogenous cylinders of 79 % and a mean streak reduction of 72 %. We have proposed a complete scheme for beam-hardening correction in CT. The method includes two corrections: a linearization of projection data for eliminating cupping artifacts and a post-processing correction on the reconstructed image for streak reduction. The results of our evaluation demonstrate the effectiveness of the proposed beam hardening correction scheme in a small-animal scanner.
The method substitutes the need of the knowledge of the spectrum by empirical measurements and two parameters, A and B, calculated heuristically. B is responsible for the streak artifacts and does not depend on source voltage or sample size. A is responsible of restoring the quantitative value in bone and has to be obtained for each voltage and sample size.
Since it is based on empirical measurements, we expected to correct the artifacts derived from scattering.
The proposed calibration scheme has been incorporated in the ARGUS-CT scanner and could be easily adapted to any other cone beam rnicro-CT scanner. To incorporate the algorithm in a scanner it is only necessary to calibrate the beam hardening function for water and to build a look-up table with A and B values.
