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ABSTRACT
ia This thesis investigates the problem of intruder detection and tracking using mobile
robotic networks. In the first part of the thesis, we consider the problem of seeking an electro-
magnetic source using a team of robots that measure the local intensity of the emitted signal.
We propose a planner for a team of robots based on Particle Swarm Optimization (PSO) which
is a population based stochastic optimization technique. An equivalence is established between
particles generated in the traditional PSO technique, and the mobile agents in the swarm. Since
the positions of the robots are updated using the PSO algorithm, modifications are required to
implement the PSO algorithm on real robots to incorporate collision avoidance strategies. The
modifications necessary to implement PSO on mobile robots, and strategies to adapt to real
environments are presented in this thesis. Our results are also validated on an experimental
testbed.
In the second part, we present a game theoretic framework for visibility-based target track-
ing in multi-robot teams. A team of observers (pursuers) and a team of targets (evaders) are
present in an environment with obstacles. The objective of the team of observers is to track
the team of targets for the maximum possible time. While the objective of the team of targets
is to escape (break line-of-sight) in the minimum time. We decompose the problem into two
layers. At the upper level, each pursuer is allocated to an evader through a minimum cost allo-
cation strategy based on the risk of each evader, thereby, decomposing the agents into multiple
single pursuer-single evader pairs. Two decentralized allocation strategies are proposed and
implemented in this thesis. At the lower level, each pursuer computes its strategy based on the
results of the single pursuer-single evader target-tracking problem. We initially address this
problem in an environment containing a semi-infinite obstacle with one corner. The pursuer’s
optimal tracking strategy is obtained regardless of the evader’s strategy using techniques from
optimal control theory and differential games. Next, we extend the result to an environment
xii
containing multiple polygonal obstacles. We construct a pursuit field to provide a guiding vec-
tor for the pursuer which is a weighted sum of several component vectors. The performance
of different combinations of component vectors is investigated. Finally, we extend our work to
address the case when the obstacles are not polygonal, and the observers have constraints in
motion.
1PART I
MULTI-ROBOT SOURCE SEEKING FOR INTRUDER
DETECTION
2CHAPTER 1. INTRODUCTION
Seeking a source with autonomous vehicles is an area of growing interest with a wide range of
potential applications. The source could be an electromagnetic signal, acoustic signal, thermal
signal, or a chemical/biological agent. Motivated from source-seeking behavior exhibited by
natural species from a microscopic level [Mesquita et al. (2008)] to a macroscopic level [Vickers
(2000)], researchers have developed robots [Charrow et al. (2013)] and sensor networks [Ogren
et al. (2013)] that can imitate these behaviors in order to perform complex tasks such as
environment monitoring, search and rescue operations [Guruprasad and Ghose (2011); Sujit
and Ghose (2011)], explosive detection, drug detection, sensing leakage of hazardous chemicals,
pollution sensing and environmental studies.
In this thesis, we address the problem in which a team of mobile agents, called the seekers,
attempt to find the location of a source that emits an electromagnetic signal of unknown
strength. The seekers can continuously measure the signal strength transmitted by the source
at their current positions which generally decays with distance from the source. The decay
profile of the signal strength is very noisy as shown in Figure 1.1, which makes many existing
methods [Venkateswaran et al. (2013); Burian et al. (1996); Jadaliha et al. (2012)] inapplicable.
In Figure 1.1, the color bar indicates the signal strength in dBm. In this map, the source is
located in the center where the RSSI is approximately -28 dBm. The blue “x” in the center of
the left figure represent where global maxima -28 dBm were obtained in experiments.
A vast amount of research has been done on source seeking with autonomous agents based
on the idea of gradient descent/ascent. Many of them [Nehorai et al. (1995); Porat and Nehorai
(1996); Burian et al. (1996); Venkateswaran et al. (2013); Ariyur and Krstic (2003); Zhang et al.
(2006); Cochran and Krstic (2009); Cochran et al. (2009); Liu and Krstic (2010); Stankovi and
Stipanovi (2010)] employ a single agent to search for single or multiple static targets. Methods
3Figure 1.1: Map of RSSI (Received Signal Strength Indication).
in [Nehorai et al. (1995); Porat and Nehorai (1996); Burian et al. (1996)] assume very small
sensing noise in the measurement model which does not hold in our case. Implementation of
[Venkateswaran et al. (2013)] is restricted to the Samarai MAV with a directional antenna, and
not applicable to robots with other structures. Extremum seeking [Ariyur and Krstic (2003);
Zhang et al. (2006); Cochran and Krstic (2009); Cochran et al. (2009); Liu and Krstic (2010);
Stankovi and Stipanovi (2010)] techniques have also been proposed for the source seeking
problem. Nevertheless, in all the extremum seeking related work, only a single vehicle is
used to collect measurements at different locations which is time-consuming. In addition, the
trajectories generated by extremum seeking always demand costly maneuvers.
The advantages of robot swarm and sensor network attract many researchers [Moore and
Canudas-de-Wit (2010); Brinon-Arranz and Schenato (2013); Zhu et al. (2014); Wu and Zhang
(2012); Ogren et al. (2013); Bachmayer and Leonard (2002); Jadaliha et al. (2012)] to study
them and apply them to the source seeking problem. In [Moore and Canudas-de-Wit (2010);
Brinon-Arranz and Schenato (2013)] and [Zhu et al. (2014)], a team of agents implement a
consensus algorithm to maintain a particular formation to track the gradient of the source.
This method assumes the formation of the swarm being maintained perfectly which is too
difficult to achieve. Cooperative source seeking algorithms proposed in [Wu and Zhang (2012);
4Ogren et al. (2013); Bachmayer and Leonard (2002); Jadaliha et al. (2012)] utilize the robot
swarm to obtain a better estimate of the gradient. However, all the aforementioned methods
are prone to be trapped in a local minimum. Since all of them deploy the swarm or network
in a close neighborhood, they lack the global information of the model. In [Atanasov et al.
(2014)], authors apply a stochastic approximation technique and enable the swarm to locate
the source in complex and noisy environment. However, the computational complexity of the
method hinders its implementation on some cheaper and less capable robots.
There are other source seeking methods that are non-gradient based. In [Landa et al. (2011);
Badia et al. (2005)] and [Komornik and Yamamoto (2005)], researchers formulate the source
seeking problem as an inverse problem. This method requires a priori knowledge about the
candidate function that governs the decay profile of the source, and some information about
the source like wavelength and frequency. In our problem, the agents can measure the signals
at their current locations without any knowledge about the overall decay profile. This renders
the statistical signal-processing technique, for example, the ‘independent component analysis’
[Albini et al. (2003)] and statistical methods proposed in [Pang and Farrell (2006); Mesquita
et al. (2008)], [Wadhwa et al. (2011)] used to construct a maximum likelihood map of the
source location inutile. [Tokekar et al. (2013)] relies on bearing information from directional
antennas for triangulation. In [Ahn and Yu (2009)], researchers propose a technique that uses
signal strength for indoor localization based on the location of the reference nodes and model
of the source. In this work, we address the problem of source seeking using Particle Swarm
Optimization (PSO) which does not require any a priori knowledge of the spatial distribution
of the signal emanating from the source.
PSO is a population-based stochastic optimization technique. It was first proposed by
Kennedy and Eberhart [Kennedy and Eberhart (1995)] who were inspired by the flocking char-
acteristics of birds. Since then, many variations of PSO have been proposed by researchers, like
inertia weight PSO [Shi and Eberhart (1998a)], constriction PSO [Clerc and Kennedy (2002)],
neighborhood PSO [Veeramachaneni et al. (2003)] in its early time, and Quantum behaved PSO
[Pant et al. (2008)] and Digital Pheromone PSO [Kalivarapu et al. (2009)] developed recently.
As a swarm optimization technique, PSO has been applied to some source seeking tasks involv-
5ing mobile robots. In [Pugh et al. (2006)] and [Pugh and Martinoli (2007)], PSO is modified
for multi-robot systems. However, simulations are limited to some benchmark functions rather
than realistic signal models which are not remarkably useful for implementation. Strategies for
localizing static and moving odor source in complex environment are proposed in [Jatmiko et al.
(2007); Marques et al. (2006)]. To simplify the scenario, we focus our attention to electromag-
netic sources, and explore different variations of PSO and compare the performance of various
parameter configurations, topology models and obstacle avoidance strategies. In essence, our
work focuses on finding the most effective PSO variation to solve the electromagnetic source
seeking problem, and validate it in real experiments. Authors in [Derr and Manic (2009)] use
RF signals as sources to be sought, however, this work is limited to simulations. In [Doctor
et al. (2004)], researchers propose a technique that requires a significant number of trials to
find optimal parameters for PSO which renders it inutile in real scenarios. In [Hereford et al.
(2007)], researchers provide some experimental results for seeking a diffuse light source with
PSO, however, it is constrained to a specific PSO configuration.
The main contributions of this work are as follows. 1) We use a non-gradient based tech-
nique for the source seeking problem due to the inherent irregularity in the signal model. 2)
We incorporate physical constraints posed by robots in the implementation and evaluation of
PSO. 3) Guidelines are presented to choose proper parameters for several PSO variations. A
strategy which enables PSO to be implemented experimentally in a complex environment is
first presented in this work.
6CHAPTER 2. BACKGROUND
2.1 Problem Description
Consider a point source located on a plane continuously transmits/emits a signal. Based on
the assumption that a static source is present in the vicinity, a group of mobile agents, called
seekers, explore the environment to locate the source. The scenario is similar to a colony of
ant swarms trying to locate a food source. The seekers are assumed to be holonomic kinematic
agents with maximum speed vmax. The seekers have the capability to measure the strength
of the signal emitted by the source at their current locations. However, the seekers have no
information about the current location of the source, its signal strength and its decay profile.
The objective of the seekers is to find the location of the source which is assumed to be where
the signal strength is maximum. For most sources, signal intensity normally decays radially as
the distance to the source increases. The decay profile of signal strength of an electromagnetic
sources can be described by the following equation [Khanafer et al. (2011)]:
PA =
cP
(1 + d)α
, (2.1)
where PA is the power of the signal measured at a point A on the plane located at a distance d
from the source whose power is P , c and α are constants that depend on the physical parameters
of the medium through which the signal is transmitted. However, in reality the measured signal
intensity is too noisy to be accurately described by above equation. For instance, reflection,
refraction, multi-path fading, etc. can influence the decay profile dramatically making the
actual one highly different from the theoretical one.
Figure 1.1 illustrates a real RSSI (Received Signal Strength Indication) map of an RF
source provided by an XBee R©ZB RF module on a 5 m×5 m plane. The XBee module was
located at the center of this area, and the measurements were taken by another XBee module.
7The figure clearly illustrates the fact that the real RSSI profile has many local extrema and
is non-differentiable almost everywhere contrary to the theoretical decay profile described by
(2.1) shown in Figure 2.1.
Figure 2.1: Theoretical decay profile of an electromagnetic source
Therefore, an optimization technique capable of searching highly multi-modal design spaces
without any requirements on the regularity of the candidate function is desired for our problem.
Since mobile robots are used within the environment to locate the position of maximum signal
strength, a population based method in which each population member has a one to one
correspondence with a mobile robot is favored. In the next section, we provide a description of
the PSO that has the ingredients required to overcome the above challenges.
2.2 Original PSO
In this section, we provide a brief description of PSO. PSO is a population-based stochastic
optimization algorithm first proposed in [Kennedy and Eberhart (1995)] by Kennedy and Eber-
hart through simulation of a simplified social model. It is initialized with a number of random
solutions, called particles, each with a velocity within some user defined range. The value of
the function to be optimized, also called the cost function, is evaluated at the position of the
particle. Each particle evolves iteratively in the search-space trying to improve the solution in
8the following manner:
vki+1 = v
k
i + U(0, c1)(Pbest
k − xki )
+U(0, c2)(Gbest− xki ) (2.2)
xki+1 = x
k
i + v
k
i+1, (2.3)
where xki+1 and v
k
i+1 represent the position and velocity of the kth particle in the i + 1th
iteration, U(0, c1) and U(0, c2) are uniformly distributed random numbers within [0, c1] and
[0, c2], and Pbest and Gbest are best previous position of a particle and best previous position
in the swarm. A best previous position is where a particle obtains the minimum cost in its
search history. In our case, the above equations can be interpreted in the following manner:
Assume that n seekers act as n particles moving in the search-space X, the position of the kth
seeker in the ith iteration is denoted as xki ∈ X ⊂ R2. The cost function f : R2 → R incurred by
each seeker is the negative of the signal strength received at its current location. The objective
of the seekers is to communicate, and move in a manner so as to reach the global minimum
of the cost function. Each seeker is assumed to have the knowledge of its own best previous
position and the global best previous position. Therefore, in (2.2), velocity vki+1 consists of
three terms: the effect of seeker’s previous velocity, effect of its best known position and effect
of global best known position.
9CHAPTER 3. PSO MODIFICATIONS AND VARIATIONS
In this chapter, we will introduce some physical constraints into PSO and compare the
performance of three different PSO variations and provide guidelines on parameter selection.
We first introduce two constraints to confine all the seekers to the search space and avoid
swarm “explosion” due to unbounded speed [Zou et al. (2014a)]. These two constraints apply
to all simulations and experiments in this work.
Constraint 1: If xki+1 /∈ X, then xki+1 is set to the boundary point on X in the direction of vki+1.
Constraint 2: If |vki+1| > vmax, then |vki+1| = vmax with the direction of vki+1 unchanged., where
vmax denotes maximum step length.
3.1 PSO with Inertia Weight
A variation of the original PSO is to introduce an inertia weight ω to the previous velocity
in (2.2), which leads to the following equation to update velocity [Shi and Eberhart (1998a)]:
vki+1 = ωiv
k
i + U(0, c1)(Pbest
k − xki ) + U(0, c2)(Gbest− xki ). (3.1)
According to Shi and Eberhart’s analysis in [Shi and Eberhart (1998a)], the inertia weight is
critical in balancing global and local search. A larger inertia weight facilitates global exploration
while a smaller one facilitates local exploitatation [Shi and Eberhart (1998b)]. Therefore,
implementing a damping mechanism to ω contributes to better global exploration in the initial
stages, and better local exploitation when the swarm is closer to the source. Hereafter, we set
c1 = c2 = 2 as suggested in [Kennedy et al. (2001)]. We start with multiplying ω with a damping
coefficient λω as the damping mechanism, and set λω = 0.95 as suggested in [Kalivarapu et al.
(2009)]. (3.2) is implemented in every iteration after velocity is updated. Therefore,
ωi+1 = λωωi, with λω = 0.95. (3.2)
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We choose the swarm size to be five in Section 3.1 and 3.2, and this will be explained
in Section 3.3. Six sets of simulations with different initial ω and vmax were conducted. In
each set, we ran 10,000 simulations on the real RSSI design space described by Figure 1.1.
The cost function is defined as the negative RSSI at each point which needs to be minimized.
Each simulation was terminated when Gbest remained unchanged for 20 iterations. Since the
signal strength at the source is -28 dBm, we compared Gbest with 28 after each simulation. To
evaluate the performance of the seeking process, we introduce GbestFD to be the final distance
between the source location and where Gbest is obtained, and PEr to be the percentage error
defined as PEr = GbestFDFPD × 100, where FPD denotes the farthest distance to the source in
the search space. To evaluate the seeking time and energy consumption, we define dmax(i) =
maxk v
k
i . Thus
∑
dmax(i) provides a measure on the total “time” to complete a search since
it is proportional to search time based on the assumption that all seekers have equal speed.
The actual time cannot be computed in simulations due to the lack of the concept of speed,
but
∑
dmax(i) serves the same purpose. In addition, we also count the number of iterations I,
measure the total distance traveled by all robots TotalD. We use prefixes “avg” and “std” to
denote the mean and standard deviation of the parameters of interest.
Simulation results are shown in Table 3.1, where the units of vmax, and avgTotalD are
mm/iteration and mm, respectively.
Table 3.1: Simulation results with different ω and vmax, and a damping coefficient λω = 0.95
Set ω1 vmax avgGbest stdGbest avgGbestFD avgPEr avgI avgTotalD avg
∑
dmax(i)
1 2 500 28.1961 1.0719 140.4413 3.9723 46.9764 51922 10350
2 3 500 28.0607 0.5717 100.1470 2.8326 46.5874 66569 13293
3 4 500 28.0250 0.2981 87.7814 2.4824 46.9959 76815 15379
4 5 500 28.0196 0.1592 88.2401 2.4958 47.9811 84320 16879
5 2 1000 28.0438 0.3891 109.4115 3.0946 48.7632 101792 20332
6 3 1000 28.0305 0.2505 102.1126 2.8882 50.9472 133359 26762
The first four sets illustrate the effect of increasing ω1 on the performance of the searching
algorithm. As ω1 increases from 2 to 5, avgGbest gets closer to 28, and avgGbestFD decreases
which means the seekers perform better in locating the source. avgGbestFD in set 3 and 4 are
slightly inconsistent with the decreasing trend in avgGbest due to the following reason: The
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seekers locate the source by finding the global minimum of the cost function. However, the real
source has multiple global minima as shown in Figure 1.1, although all of them are obtained in
a small neighborhood of the source. Therefore, when the seekers converge to a global minimum,
they may not necessarily converge to the one representing the source. Hence the variation of
avgGbestFD may not be strictly consistent with that of avgGbest in a small neighborhood of
the source. However, they are consistent in a larger scale as the percentage error avgPEr is less
than 4 in all simulations. As ω1 increases, a decreasing stdGbest represents growing reliability
of the algorithm which is another indicator of improved performance. This improvement can be
supported by the fact that a larger ω facilitates global exploration. Therefore, seekers are less
likely to be trapped in a local minimum, and more likely to find the global minimum. However,
the improved performance is at the expense of higher energy consumption and longer seeking
time. Though the average iterations avgI is not clearly related to the change of ω1, avgTotalD
and avg
∑
dmax(i) in set 4 are about 1.6 times those of set 1. In Figures 3.2 and 3.4, seekers
are represented by different colors and the small circles represent initial positions. It is clear
from the figures that trajectories with ω1 = 4 cycle in a larger area and converge slower than
that of ω1 = 1. So we can clearly see a trade-off between performance and consumption of
energy and time.
Simulation sets 5 and 6 reveal the influence of vmax on the performance. Comparing sets
5 and 6 with 1 and 2, we find slight improvement in the avgGbest and stdGbest when vmax
doubles. However, avgTotalD and avg
∑
dmax(i) also double. Moreover on set 4, we can
conclude that increasing the value of ω1 is a better strategy than increasing the value of vmax
in terms of performance as well as the energy efficiency.
3.2 PSO with Constriction Factor
Another variation is PSO with a constriction factor introduced by Clerc in [Clerc and
Kennedy (2002)]. The constriction factor is used to prevent “explosion” and ensure convergence
of PSO. Equation (3.3) and (3.4) describe the basic concept of the constriction factor.
vki+1 = K[v
k
i + U(0, c1)(Pbest
k − xki ) + U(0, c2)(Gbest− xki )] (3.3)
12
(a) Trajectories of seekers with ω1 = 1
(b) Statistics with ω1 = 1
(c) Convergence of Gbest with ω1 = 1
Figure 3.2: Simulation results with ω1 = 1
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(a) Trajectories of seekers with ω1 = 4
(b) Statistics with ω1 = 4
(c) Convergence of Gbest with ω1 = 4
Figure 3.4: Simulation results with ω1 = 4
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K =
2∣∣∣2− φ−√φ2 − 4φ∣∣∣ ,where φ = c1 + c2, φ > 4. (3.4)
Compared to the original PSO, the entire RHS of (2.2) is multiplied by a coefficientK, called the
constriction factor as defined in (3.4). The main idea of constriction PSO is to take advantage of
the mathematical nature of (3.4) which guarantees the convergence of the algorithm. Detailed
explanation of the mechanism of constriction PSO can be found in [Clerc and Kennedy (2002)]
which is beyond the scope of this work. According to Clerc, vmax is not necessary when the
constriction factor is applied. However, for real robot implementation, we restrict vmax to
a smaller value to improve the energy efficiency of the robots. K is a decreasing function
of φ whose supremum is 1 which suggests the constriction PSO does not emphasize global
exploration at the initial stage of the search. And it does not favor local exploitation, either,
since K does not vary through the search.
Table 3.2 presents the results of 6 sets of simulations on the constriction PSO algorithm.
In all sets, c1 and c2 are set to the same value of φ/2 to balance the influence of individual
and swarm experience. All configurations are identical to those in the previous section unless
otherwise specified. From sets 7, 8, 9 and 10, we can see improvement in avgGbest, stdGbest,
Table 3.2: Simulation results of constriction PSO
Set K φ vmax avgGbest stdGbest avgGbestFD avgPEr avgI avgTotalD 1©
7 0.5 4.5 500 29.2760 2.4487 412.1821 11.6583 51.6934 16003 3168
8 0.73 4.1 500 28.7052 1.9455 272.6941 7.713 55.1118 32752 6500
9 0.8 4.05 500 28.5081 1.6974 215.2329 6.0877 48.9255 44520 8875
10 0.90 4.01 500 28.3143 1.3630 159.6890 4.5167 43.0002 62216 12429
11 0.73 4.1 1000 28.2777 1.2366 170.7607 4.8298 49.9027 52964 10552
12 0.8 4.05 1000 28.1698 0.9727 134.8136 3.8131 46.1094 77234 15441
Notes: 1© – avg∑ dmax(i)
avgGbestFD and avgPEr as K increases. Additionally, we also see significant improvements
in performance when vmax doubles from sets 11 and 12. However, all these sets are inferior to
the sets in Table 3.1. Therefore, our preliminary conclusion is that PSO with inertia weight
is better suited for our application. Moreover, 1/10th of the range of the search space is a
reasonable value for vmax. As for the inertia weight, any value between 2 and 4 should produce
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some good results.
3.3 SPSO
The final variation of PSO studied in this work is the Standard Particle Swarm Optimization
(SPSO) [Bratton and Kennedy (2007)]. It is a substantial improvement to the original PSO,
and is used as a standard benchmark for comparing the performance of novel PSO techniques.
In this section, we will first provide a brief description of SPSO 2006, and then study three
SPSO topology models.
The velocity update equation in SPSO is almost the same as Equation (3.1), except that
Gbest is replaced with the best previous position in the neighborhood called as Lbest, as shown
in the following equation:
vki+1 = ωv
k
i + U(0, c)(Pbest
k − xki ) + U(0, c)(Lbestk − xki ). (3.5)
The swarm size is determined by 10 + 2
√
D, where D is the dimension of the search space.
Standard value of the parameters are as follows:
ω =
1
2 ln(2)
≈ 0.721
c =
1
2
+ ln(2) ≈ 1.193.
Please refer to [Clerc (2012)] for detailed description on initialization and confinement of SPSO.
A novelty in SPSO is the introduction of neighborhood. Neighborhood defines the commu-
nication topology among seekers. In this section, we will study and compare the performance
of three commonly used models of topology for the source seeking problem from simulations.
Figure 3.6 present the graphs of all three models. Figures 3.6(a) and 3.6(b) are ring topology
and fully connected topology. Figure 3.6(c) is the adaptive random topology model [Clerc
(2010)] when K = 3. In this model, each particle transmits Pbest to K randomly chosen
particles in its neighborhood and itself. This means that it informs at most K + 1 different
particles and at least one particle (itself). For instance, in Figure 3.5c, particle 6 informs
particle 2 and itself, and has 5 informants {1, 2, 3, 4, 5}. Lbest of a particle is defined as the
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(a) Ring topology (b) Fully connected topology (c) Adaptive random topology
Figure 3.6: Graphs of different topologies
best Pbest among all its informants. This graph changes after every unsuccessful iteration (no
improvement in Gbest).
To compare the aforementioned topology models, we conducted five sets of simulations with
different models. Table 3.3 illustrates the result of all the simulations.
Table 3.3: Simulation results with different topology models
Set Topology avgGbest stdGbest avgGbestFD avgPEr avgI avgTotalD avg
∑
dmax(i)
13 ring 28.000 1.50E-04 34.6253 0.9794 29.9596 69293 11024
14 complete 28.000 4.40E-04 44.7674 1.2662 29.1283 64524 9913
15 K = 3 28.000 2.30E-04 38.4985 1.0889 29.5048 68878 10677
16 K = 6 28.000 3.16E-02 39.6994 1.1229 28.9129 66709 10202
17 K = 12 28.000 3.16E-02 42.2612 1.1953 28.9869 65900 9982
Surprisingly, there’s no distinguishable difference among these various models in any of
the parameters. Consequently, we cannot draw any solid conclusion on the superiority of
one model over the others. One plausible reason for this inconclusive result may lie in the
number of seekers. 12 seekers seem to be excessive for our implementation making the influence
of topology model and other parameters negligible. For the same reason, we only used five
seekers in previous sections to distinguish influence of those parameters of interest. In future
implementations, we would prefer the fully connected model for simplicity reason.
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CHAPTER 4. PSO IN COMPLEX ENVIRONMENT
In previous implementations, the source seeking task is carried out in an ideal obstacle-free
environment. However, in practical scenarios, the PSO has to plan for collision avoidance with
obstacles as well as among mobile seekers. Therefore, we decompose the obstacle avoidance
problem into two stages to deal with static and dynamic obstacles, respectively.
4.1 Static Obstacles
In this section, we will briefly summarize two static obstacle avoidance strategies proposed
in our previous work [Zou et al. (2014a)], [Zou et al. (2014b)]. Then we will integrate them
into SPSO, and compare their performance in simulations.
Obstacles are described as simple convex or concave polygons in the search space shown
as green polygons in Figure 4.1b. The source is located at the center of the map. Seekers
are provided with the information about each obstacle’s position and size beforehand. The
main idea of integrating obstacle avoidance into SPSO is to add a new operation mode to the
seekers. They operate in the regular mode implementing SPSO when their trajectories do not
collide with obstacles, and switch to obstacle avoiding mode when there is a potential collision.
Strategy 1 inherits the heuristic nature of PSO. It introduces a step with a specific length and a
random direction into PSO when an obstacle lies in the next step of a seeker. We set the length
of this random step to be the “diameter” of the obstacle so that the seeker has a good chance
to circumvent the obstacle in one step as shown in Figure 4.1a. Here, the diameter refers the
largest distance between any two points on the obstacle. Let Dj denote the diameter of the
jth obstacle. Algorithm 1 presents the procedure of this strategy. It is executed whenever a
new step is generated for a seeker by PSO. In other words, collision with any obstacle is always
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checked for every step from xki to x
k
i+1 before it is executed. Figure 4.1b demonstrates the
trajectories of 12 seekers implementing Strategy 1 in SPSO. Different seekers’ trajectories are
represented by different line styles. “*” denotes the initial position of each seeker, and red “x”
represents a potential collision with an obstacle.
Algorithm 1 Static Obstacle Avoidance Strategy 1
1: if xki+1 is in the j the obstacle then
2: repeat
3: vki+1 ← a random direction
4: vki+1 ← Djvki+1/|vki+1|
5: xki+1 ← xki + vki+1
6: until xki+1 is not in any obstacle
7: end if
8: Proceed with the normal PSO
Strategy 2 is a variation of the Bug 1 algorithm [Lumelsky and Stepanov (1986)]. Instead
of knowing the position of the goal, only the signal strength at its current position is known to
a seeker in our case. Once a seeker switches to obstacle avoidance mode, it starts to circumnav-
igate the encountered obstacle. As it circumnavigates, it measures the signal strength along its
path. After circumnavigating the entire obstacle, the seeker follows the shortest path on the
boundary to a point at which it measures the largest signal strength and implements regular
SPSO. Although in our case, it is not guaranteed that the seeker would end at the closest point
to the source on the obstacle’s boundary as in the Bug Problem, it is highly likely to be on the
side of the obstacle which is closer to the source. Because the source signal strength generally
decays with distance, though it is quite noisy and does not strictly follow a decay profile. This
provides the basis of implementing the Bug 1 algorithm and prevents the seeker from going
back to the same obstacle. Figure 4.3a illustrates the trajectory of a seeker implementing
the “Bug 1” algorithm to avoid obstacle. Figure 4.3b presents the trajectories of 12 seekers
implementing Strategy 2 in SPSO.
Now we provide additional simulation results to compare these two obstacle avoidance
strategies. We conducted 6 sets of simulations. Sets 18 and 19 used the parameters in set
2, and sets 20, 21, 22 and 23 used the fully connected topology but with different number of
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(a) Strategy 1
(b) Trajectories of seekers
Figure 4.2: Static obstacle avoidance – Strategy 1
20
(a) Strategy 2
(b) Trajectories of seekers
Figure 4.4: Static obstacle avoidance – Strategy 2 (Bug 1 Algorithm)
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seekers. Simulation results are collected in Table 4.1. Strategy 1 outperforms Strategy 2 in
Table 4.1: Simulation results for two obstacle avoidance strategies
Set Variation 1© 2© avgGbest stdGbest avgGbestFD avgPEr avgI avgTotalD 3©
18 Inertia 1 5 28.0228 0.3779 83.6259 2.3653 45.3687 68459 13668
19 Inertia 2 5 28.3084 1.3689 163.8185 4.6335 53.7669 62495 10716
20 SPSO 1 12 28.0004 0.0319 64.1937 1.8157 34.5386 74309 5999
21 SPSO 2 12 28.047 0.2775 118.9819 3.3653 41.3871 57813 3574
22 SPSO 1 5 28.1915 0.9237 159.9063 4.5228 50.9305 32876 6375
23 SPSO 2 5 28.9408 1.8713 339.8708 9.613 48.3681 23463 3374
Notes: 1© – Strategy, 2© – Number of seekers, 3© – avg∑ dmax(i)
both avgGbest and stdGbest for both PSO variations. Very small standard deviation suggests
the high reliability of Strategy 1. The reason Strategy 1 ends with longer distance is that its
random step is usually larger than vmax because of the size of obstacles. While in Strategy 2,
seekers usually take steps shorter than vmax while circumnavigating obstacles. Overall, from
simulations, we can conclude that Strategy 1 is better than Strategy 2. Moreover, performance
differences originating from different variations is more significant than from different strategies.
SPSO outperforms inertia weight PSO when the recommended swarm size 12 is used in SPSO.
However, when we reduce the swarm size of SPSO to 5 as shown in set 22 and 23, SPSO becomes
inferior to inertia weight PSO. Since swarm size is an important factor of the performance of
SPSO, and 12 robots is excessive considering the size of our design space, we think inertia
weight PSO is more preferable for our implementation.
4.2 Dynamic Obstacles
In all previous simulations, seekers are assumed to be points on a plane. However, in
practice they have a finite area. This makes dynamic obstacles avoidance an inevitable issue
in the application of swarm robots since every robot acts as a dynamic obstacle to others. To
deal with this problem, we add two steps to the obstacle avoidance mode.
During each iteration, after xki+1 are generated by PSO and checked or modified using
the static obstacle avoidance strategy, potential collisions among seekers need to be checked.
In this stage, there are two possible kinds of collisions: (1) Collisions at seekers end points;
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(2) Collisions in seekers trajectories. Since the seekers are assumed to be dimensionless point
particles in PSO, the algorithm needs to be modified to take into account possible collisions
between the robots at the end of their paths in a real scenario. Some seekers may be too close
to fit in the real robots causing collisions at these end points. In order to circumvent this
problem, we incorporate a model that forces the seekers to repel each other to rearrange their
end points to avoid collision. This is described in Algorithm 2.
Algorithm 2 End point arrangement using repulsive force
1: S is the set of seekers
2: R is the radius of a seeker
3: t is a scaling factor
4: while ∃ |xpi+1 − xqi+1| < 2R, p, q ∈ S, p 6= q do
5: for each k ∈ S do
6: for each j ∈ S, j 6= k do
7: d← xki+1 − xji+1
8: if |d| ≥ 2R then
9: Force(k, j)← 0
10: else
11: Force(k, j)← d(2R− |d|)/|d|
12: end if
13: end for
14: Force(k)←∑j∈S,j 6=k Force(k, j)
15: xki+1 ← xki+1 + tForce(k)
16: end for
17: end while
Algorithm 2 ensures safe distance between any two seekers, and avoids end point collision.
After this, if any seeker happens to lie in the path of others, the second step is activated. In
this mode, seekers move sequentially. Only one seeker moves at a time while others stay still.
We treat all other seekers as rectangular obstacles. We construct a reduced visibility graph
[Choset (2005)] from the current position xki of the activated seeker to its next position x
k
i+1.
Finally, by applying the Dijkstra algorithm [Dijkstra (1959)], we generate the shortest path
from xki to x
k
i+1.
Figure 4.5 presents an example of the visibility graph and the shortest path. Due to the
finite non-zero area of a seeker, the boundaries of obstacles and stationary seekers are expanded
to the black dashed line to ensure a safety zone for the activated seeker (Minkowski sum of
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the obstacles with the seekers). The solid black lined delineate the visibility graph. The red
dashed line represent the shortest path between xki and x
k
i+1.
Figure 4.5: Visibility graph and shortest path
So far, we have proposed a complete solution to implementing PSO on real robots in a
complex environment where there exist potential collisions. In the next section, we will describe
the experimental setup for implementation.
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CHAPTER 5. EXPERIMENTS
Our testbed is built on a 5 m×5 m area covered by the Vicon tracking system. This system
provides accurate position information of robots by recognizing markers on the robots serving
as an indoor GPS system. The source is an XBee module hanging in the middle at a height
of 20 cm above floor. We do not place it on the floor in order to avoid potential collision
with the robot. Robots used in experiments are small differential-drive robots modified from
the Parallax Shield-Bot controlled by Arduino. Each robot is equipped with an XBee module
to measure RSSI. Figure 5.1 is a picture of the robots. Figure 5.2 illustrates the complex
environment with obstacles in which experiments were conducted.
Figure 5.1: Ground robots rendezvous to the source
In the experiments, we built a centralized system with a computer being the central unit
collecting and distributing information to all robots. However, the algorithms proposed in this
work can be implemented on a robot with a reasonable computation power. Additionally, since
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Figure 5.2: Experimental testbed
robots can also communicate with each other, this system can work effectively without a central
unit if robots have access to their own positions.
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CHAPTER 6. CONCLUSION
In this work, we addressed the source seeking problem with autonomous agents. We pro-
posed a planner using multiple variations of a stochastic technique, Particle Swarm Optimiza-
tion. We modified PSO in accordance with the physical constraints posed by robots and the
environment. The performance of PSO variations were investigated through extensive simula-
tions. We found that inertia weight PSO is best suited for our problem. However, SPSO may
provide better performance when a larger swarm size is required. We extended PSO from a
pure computation technique to a complete solution to the source seeking problem in a com-
plex environment. Collision avoidance techniques were discussed extensively in this work, and
a complete obstacle avoidance strategy was incorporated in PSO. Our work was validated in
experiments using real robots.
In the future, we plan to explore and develop more advanced PSO variations that are specific
for robotics applications. We would like to extend our work to more general source seeking
scenarios, where sources may have different features and the obstacles in the environment cannot
be simplified as polygons. Though it is unlikely that any variation can perform effectively in
all kinds of scenarios, it is possible to explore the preferences of various scenarios and provide
guidance in the selection of variations and parameter configurations.
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PART II
A GAME THEORETIC FRAMEWORK FOR
VISIBILITY-BASED TARGET TRACKING IN
MULTI-ROBOT TEAMS
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CHAPTER 7. INTRODUCTION
7.1 Overview
Surveillance of mobile targets is a problem that arises in numerous applications. For ex-
ample, a missile defense system must be able to detect and track suspicious targets before
intercepting the targets. Companies, organizations and even homes use CCTV camera sys-
tems to monitor restricted regions for suspicious activities. Traffic cameras are widely used in
assisting traffic control, detecting accidents and catching criminals. However, the problem of
“data deluge” arises for many visual surveillance systems. For example, a surveillance system
for detecting intruders will record or transmit the same amount of data whether the scene is
active or not. To alleviate the data overload, researchers have proposed a new paradigm in
[Bhattacharya et al. (2014); Warnell et al. (2015)] called “opportunistic sensing”. The idea is
to deploy and activate sensors smartly to reduce the volume of unwanted data. Mobile sensors
alleviate this problem to a certain extent.
This thesis explores the problem of optimal motion for a team of mobile cameras to track
a team of mobile intruders in an environment containing obstacles. When both the observers
and the targets are mobile and cooperative, the task is to plan the motion of both entities
among obstacles. However, when they are completely non-cooperative, a pursuit-evasion game
between the observers and the targets arises [LaValle and Hinrichsen (2001)].
In this thesis, we approach the problem systematically to develop a planner for the pursuer.
In the first step, we address the problem in simple environments with only one pursuer and
one evader. We consider an environment with a semi-infinite corner, and formulate the target
tracking problem as an optimal control problem. We provide the optimal tracking strategy
for the pursuer regardless of the evader’s strategy. We introduce the concept of a pursuit field
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to extend the solution of the one pursuer-one evader tracking problem around a corner to an
environment containing multiple obstacles. Then, we propose and implement two decentralized
allocation strategies to further extend it to a scenario with multiple pursuers and multiple
evaders.
7.2 Literature Survey
This thesis is related to the research areas of target tracking, pursuit-evasion game, alloca-
tion and robot path planning. This section provides a survey of some related research in these
areas.
7.2.1 Target Tracking
Target tracking refers to the task of planning the motion of an observer among obstacles in
order to keep an object of interest, often referred to as the target, in its sensing range. Wireless
sensor networks have been applied to scenarios like military target tracking, environmental
monitoring and undersea surveillance. [He et al. (2006)] presented the real-time design and
analysis of a large-scale sensor network system which tracks, detects and classifies targets in a
timely and energy efficient manner. [Krishnamurthy et al. (2005)] presents using a WSN for
preventive equipment maintenance using vibration signatures gathered by sensors to predict
equipment failure. [Vasilescu et al. (2005)] developed a platform for underwater sensor networks
to be used for long term monitoring of coral reefs and fisheries.
A main area of target tracking is vision-based tracking. [Kolling and Carpin (2006)] pre-
sented a behavior-based solution to the problem of observing multiple targets using multiple
robots. [Murrieta-Cid et al. (2005)] addressed the problem of an observer trying to maintain
a fixed distance from a target. [Bhattacharya and Hutchinson (2010)] studied the case of a
single pursuer trying to maintain visibility with an evader around a corner. They examined
the existence of Nash equilibrium in this case. In their work [Bhattacharya and Hutchinson
(2011)], they presented an infinite horizon cell decomposition of the space around a corner to
provide strategies for the winner. Our work follows from these works. An area of research that
is related to the task of target tracking is visual servo control [Espiau et al. (1992); Hutchinson
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et al. (1996); Malis et al. (1999)]. In visual servoing, the focus is on devising control laws
for the observer based on information extracted from features on the target through on-board
vision sensors. In some sense, one can consider visual servoing as the dual problem to target
tracking. Depending upon the scenario, the observer and the target may be coordinating or
the interaction between the two entities may be completely non-cooperative which is often the
case in surveillance applications. This leads to the pursuit-evasion games.
7.2.2 Pursuit-Evasion Games
[Chung et al. (2011)] provides an extensive survey of pursuit-evasion games in mobile robotic
applications. We only mention a few that are related to our problem. In [LaValle et al. (1997)],
the problem of planing motion for a robot to maintain visibility in a cluttered environment
is first introduced. The authors propose algorithms for a predictable as well as unpredictable
target. While numerical solution can be obtained for a predictable target, there is no guarantee
for tracking when the target is unpredictable. For practical consideration, the problem is ex-
tended to a pursuer with limited sensing range in [Murrieta-Cid et al. (2007)]. In [Bhattacharya
and Hutchinson (2011)], the authors present sufficient conditions for an observer to track the
target for infinite time. In this thesis, we present a complete solution to the pursuer’s optimal
strategies for all initial configurations in a worst case scenario.
To approach this problem, we formulate the two-person game as an optimal control prob-
lem. Optimal control theory has been extensively applied in motion planning of mobile robots.
We will only mentions some works that are related to this thesis. Minimal length paths and
time-optimal trajectories have be obtained for robots with different dynamic and kinematic
configurations. For example, in [Balkcom and Mason (2002)], the time optimal trajectories
for DDRs with bounded velocity are presented. The primitives of minimum wheel-rotation
paths for DDRs are presented in [Chitsaz et al. (2009)]. Optimal paths and velocity pro-
files for car-like robots which minimize the energy consumption is presented in [Tokekar et al.
(2014)]. Many applications relevant to target-tracking/pursuit evasion include: vision-based
time-optimal strategy for a differential-drive pursuer to capture an evader [Ruiz et al. (2013);
Jacobo et al. (2015)]; optimal strategy for the pursuer to maintain a constant distance with the
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evader at minimal velocity [Murrieta-Cid et al. (2011)]; time-optimal primitives for a pursuit
evasion game between an omni-directional agent and a DDR in which the two agents can switch
roles. However, these works are limited to an obstacle-free environment. Finding optimal tra-
jectories for a robot to a fixed point has been proved to be a challenging problem in the presence
of obstacles [Jacobs and Canny (1993); Boissonnat and Lazard (1996); Lavalle et al. (2000)],
not to mention the problem of finding the optimal tracking strategy of a pursuer in such en-
vironment. Therefore, research on pursuit evasion games currently are limited to environment
with simple obstacles which can potentially shed light on solutions in more complicated envi-
ronments. For example, in [Karnad and Isler (2009)], the authors present optimal solutions to
the lion and man game around a circular obstacle. Visibility-based pursuit-evasion game be-
tween two holonomic agents in an environment with obstacles are investigated in [Bhattacharya
and Hutchinson (2010, 2011); Bhattacharya et al. (2016)]. In [Bhattacharya and Hutchinson
(2010)], the authors present local necessary and sufficient conditions for surveillance and escape
near termination. In [Bhattacharya et al. (2016)], the problem is investigated in an environment
with a circular obstacle.
7.2.3 Allocation
In the recent years, there has been some effort to address the problem when a team of
observers is deployed for the tracking task. In [Parker (2002)], a distributed heuristic approach
has been proposed based on local force vectors that causes robots to be attracted to nearby
targets, and to be repelled from nearby robots. In [Jung and Sukhatme (2002, 2006)] and
[Jung and Sukhatme (2010)], a region-based approach is proposed which controls the robot
deployment by a coarse deployment controller and a target-following controller. An algorithm
is presented that treats the densities of robots and targets as properties of the environment
in which they are embedded. In [Frew and Elston (2008)], a new task assignment algorithm
that integrates area search and target tracking is presented. In [Hollinger et al. (2009)], au-
thors propose a scalable algorithm for efficiently solving the problem of planning paths for
multiple robotic searchers trying to locate a non-adversarial target. In [Derenick et al. (2009)],
researchers propose an optimization framework for dynamic target tracking by introducing the
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notion of weighted visibility graph. The framework guarantees that each target is tracked by at
least one single team member. In [Lee et al. (2010)], a distributed approach, which consists of
two constituent algorithms: local interaction and target tracking, is presented to enable mobile
robot swarms to track multiple targets moving unpredictably. A switching strategy is presented
in [Wu and Zhang (2013)] for tracking a single target using mobile sensing agents that take
bearings-only measurements. In [Ahmad et al. (2013)], authors model the problem of cooper-
ative localization and target tracking within a team of agents as a least squares minimization
problem, and show that it can be efficiently solved using sparse optimization methods. In [Xu
et al. (2013)], authors introduce learning models for target tracking, and propose a mechanism
which reduces required communications among agents.
7.2.4 Robot Motion Planning
In this thesis, we also investigate ways to approach the pursuit-evasion game for nonholo-
nomic agents. The problem of finding the optimal paths in free space for models with different
kinematics and dynamics constraints have been extensively studied by researchers. The com-
mon approach is to apply Pontryagin’s Maximum Principle (PMP) to obtain necessary condi-
tions for the path to be optimal. These conditions reveal some local properties of the optimal
paths which are further utilized for numerically solving the synthesis problem. For example,
characterizations of optimal paths for Dubins and Reeds-Shepp cars are presented in [Dubins
(1957)] and [Reeds and Shepp (1990)], respectively. It is shown that the optimal control strat-
egy is a sequence of bang-bang controls. In [Balkcom and Mason (2002)], the authors study
the time-optimal strategies for a differential drive robot (DDR) in free space. They present 40
primitives of the time-optimal path and an algorithm to numerically identify the optimal one.
However, the same problem in the presence of obstacles is much more challenging than its
free space counterpart. In [Reif and Wang (1998)], the authors show that finding the shortest
path for a curvature-constrained robot in a 2D space with polygonal obstacles is NP-hard.
Therefore, most path planning approaches for curvature-constrained robots are based on ap-
proximation and discretization. For example, in [Jacobs and Canny (1993)] and [Agarwal and
Wang (2001)], the authors propose approximation algorithms to compute a robust path that
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is at most  times longer than the optimal path. More efficient approximation algorithms are
proposed in [Agarwal et al. (1995)] with a restriction that all obstacle are moderate. A mod-
erate obstacle is convex and has a differentiable boundary whose curvature is upper bounded
by 1. With the same restriction of moderate obstacles, an polynomial time algorithm to com-
pute an exact shortest path is presented in [Boissonnat and Lazard (1996)]. Other direction
of approaching this problem include confining the environment to a convex polygon without
obstacles. In [Ahn et al. (2012)], the authors present an O(n2) algorithm to compute the reach-
able region from an initial configuration in a convex polygon. In [Agarwal et al. (1998)], an
O(n2 log) time algorithm is proposed to determine the existence of a path between two con-
figurations in a convex polygon. The algorithm returns the shortest one if such a path exits.
Unlike curvature-constrained robots, Problem 1 for DDRs is still not a well-studied area.
In Chapter 11, we study the time-optimal paths for nonholonomic vehicles to reach a line
to construct a guaranteed escape set. Literatures related to this problem generally investigate
the reachable set of nonholonomic vehicles. Some results that are relevant and applied in this
work are [Boissonnat and Bui (1994)], [Soueres et al. (1994)] and [Enright (2008)]. These works
characterize the reachability set of the Dubins car, Reeds-Shepp car and DDR, respectively.
They also present the family of primitives that can construct the shortest path from an initial
configuration to a terminal position with free orientation. A work similar to our problem
is presented in [Vendittelli et al. (1999)]. The authors present an algorithm to compute the
shortest path for Dubins and Reeds-Shepp cars from an initial configuration to an obstacle.
Since the obstacles are polygonal, the terminal configuration is indeed a line segment. The
method can be applied to solve our problem, but it is computational in nature which requires
computation of wavefronts.
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CHAPTER 8. 2-PLAYER GAME AROUND A CORNER
8.1 Problem Statement
In this section, we present the formulation of the target-tracking problem studied in this
thesis. Consider a planar environment containing multiple polygonal obstacles. Two mobile
agents, an observer and a target, are present on the plane. We assume they all have an omni-
directional field-of-view (FOV) with infinite range. They are visible to each other when the
line joining them (line of sight (LOS)) does not intersect with the obstacle. We assume that
the target is initially visible to the observer. The observer’s objective is to maintain a LOS
with the target for the maximum possible time while the target’s objective is to break LOS in
the minimum time. Based on the above formulation, we address the following problem: what
should be the optimal strategy for the observer to maximize the time for which it can maintain
a LOS with the target without any information about the observer’s strategy?
In this work, we initially address the problem around a corner. In order to account for the
worst-case scenario, we assume an adversarial target that tries to break the LOS in minimum
amount of time. Since the two agents in the problem have exactly opposite objectives in this
formulation, and they are mobile, a pursuit-evasion game arises. Hereafter, the observer will
be called the pursuer, and the target will be called the evader. Both agents are assumed to be
holonomic point particles moving on a plane.
Consider a planar environment containing a semi-infinite obstacle having one corner as
shown in Figure 8.1 (dashed area). Let the vertex be the origin, and let edge E1 represent the
negative x-axis. Let C = R2 be the configuration space. Let Cobs ∈ C be the obstacle region.
Thus, the free configuration space is defined as Cfree = C\Cobs. Two mobile agents: one pursuer
and one evader move on the plane with velocities vp(t) and ve(t), respectively. Their speeds are
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upper bounded by v¯p and v¯e, respectively. Let a =
v¯e
v¯p
denote the ratio of the maximum speeds
of the two agents. Their positions p(t) and e(t) are denoted by (xp(t), yp(t)) and (xe(t), ye(t))
in Cartesian coordinates and (φp(t), rp(t)) and (φe(t), re(t)) in polar coordinates, respectively.
Let p0 = p(0), e0 = e(0) and dp(t) = |yp(t)|, de(t) = |ye(t)|. Let d(x, S) = infy∈S ‖x − y‖2
denote the infimum distance of a point x to a set S which may be a ray, a line or a region.
V (x) denotes the visibility polygon [de Berg (1997)] of a point x. S∗ denotes the star region
which is defined as the region opposite to the obstacle across the vertex bounded by line l and
the positive x-axis shown as the yellow region. We assume that the two agents are initially
visible to each other.
If p(t) ∈ S∗, the pursuer can track the evader forever since the entire free space Cfree is
visible to it. The evader can win the game in the following ways: 1) The evader can break the
LOS with the pursuer around the corner (When LOS is broken at a time tf , their positions pf
and ef are collinear with O, and the angular speed of the evader around the corner is greater
than the angular speed of the pursuer around the corner.) 2) The evader can reach the origin
before the pursuer reaches the star region associated with the vertex. In this case, the evader
can win by moving along the edge of the obstacle that is not visible to the pursuer.
Figure 8.1: Illustration of optimal control problem
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8.2 Solution
We formulate the tracking problem as a problem of keeping the reachability set of the evader
within the field-of-view (FOV) of the pursuer. The evader’s reachable set at time t, denoted
as R(t), is a disc of radius v¯et centered at e0. If there exists a t such that R(t) 6⊂ V (p(t)),
there exists a point in R(t) which lies outside the field-of-view of the observer at time t. This
implies that if R(t) 6⊂ V (p(t)) for some t, the evader has a strategy to break the LOS within t.
Therefore, if the pursuer can ensure that R(t) ⊂ V (p(t)) for all t, it can maintain a LOS with
the evader.
The problem of maintaining visibility of R(t) can be decomposed into two problems:
1. An optimal control problem: In case the pursuer has no strategy to reach the star region,
it tries to maximize the time for which it can ensure R(t) ∈ V (p(t)).
2. A reachability problem: In case the pursuer can reach the star region using several strate-
gies, it chooses one of them.
8.3 Solution to Optimal Control Problem
In this section, we address the optimal control problem formulated in the previous section.
Figure 8.2: Tracking environment around a corner
We assume that p(0) lies in the fourth quadrant, and e(0) lies in the second quadrant
(Refer to Figure 8.2) (In Section 8.4.5, we relax this assumption, and solve the problem for
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arbitrary position of the pursuer and evader). lt is the tangent to R(t) passing through O.
φ˜e(t) denotes the angle of lt as shown in Figure 8.1. As the radius of R(t) increases, lt rotates
counterclockwise. In order to keep R(t) within its field-of-view, p(t) should lie above or on lt.
The game terminates at the moment when the pursuer lies on l(t), and does not have enough
tangential velocity to “keep up” with the bar. The termination condition can be mathematically
expressed as follows:
φ˜e(t)− φp(t) = pi, v¯e√
(R2e − v¯2e t2)
>
v¯p
rp(t)
, (8.1)
where Re = re(0). The second condition in (8.1) refers to the condition that the angular
velocity of lt is greater than the angular velocity of the pursuer around O.
Let x1(t), x2(t) and x3(t) denote the states that represent φ˜e(t), rp(t) and φp(t), respectively.
Let u = {u1, u2} ∈ S1×R+ denote the control input, where u1(t) is the angle between pursuer’s
velocity and its tangential direction with respect to the radial line from the origin, and u2(t) =
|vp(t)| is the magnitude of vp(t). From the equations of motion, we obtain the following state
equations:
x˙1 =
v¯e√
R2e − (v¯et)2
, x1(0) = φ˜e(0) (8.2)
x˙2 = −u2 sinu1, x2(0) = Rp (8.3)
x˙3 =
u2
x2
cosu1, x3(0) = φp(0) (8.4)
where x˙1 describes the motion of lt as the disc’s radius increases at a rate of v¯e, x˙2 describes
the pursuer’s motion in radial direction, and x˙3 describes the pursuer’s motion in tangential
direction. Let the dynamics of the system be represented as x˙(t) = f(x,u, t), where x =
{x1, x2, x3} and u = {u1, u2} represent the state and control vector, respectively.
The objective of the pursuer is to minimize the performance index
J =
∫ tf
0
−1dt, (8.5)
where tf denotes the first time at which the termination conditions (8.1) are satisfied. In terms
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of the states, the terminal conditions are as follows:
g1(x(tf ), tf ) = x1(tf )− x3(tf )− pi = 0 (8.6)
g2(x(tf ), tf ) = x˙1(tf )− x˙3(tf ) = v¯e√
R2e − (v¯etf )2
− u2(tf )
x2(tf )
cosu1(tf ) > 0 (8.7)
In order to maintain visibility before termination, the following state inequality constraint must
be satisfied:
S(x(t)) = pi − x1(t) + x3(t) ≥ 0 (8.8)
(8.8) is a first-order state inequality constraint [Bryson (1975)] with the following derivative
with respect to time:
S(1)(t) =
u2(t)
x2(t)
cosu1(t)− v¯e√
R2e − (v¯et)2
(8.9)
The Hamiltonian for the constrained system is defined as follows:
H(x(t),u(t),p(t), µ(t), t) = −1 + pT f + µS(1)
=− 1 + (p1 − µ) v¯e√
R2e − (v¯et)2
+ u2(−p2 sinu1 + p3 + µ
x2
cosu1), (8.10)
where p = {p1, p2, p3} are costates, and µ(t) ≥ 0 is the influence function defined as follows: µ = 0, when S > 0,boundary constraint inactiveµ > 0, when S = 0, S(1) = 0,boundary constraint active (8.11)
Using Pontryagin’s minimum principle [Pontryagin (1987)], the optimal control of the pursuer
is given by the following:
(u∗1, u
∗
2) = arg minu1,u2 H(x(t),u(t),p(t), µ(t), t) (8.12)
In the rest of the paper, ∗ is used to denote quantities associated with optimal solution to
(8.5). Since H is linear in u2, u2 ≥ 0, and −p2 sinu1 + p3+µx2 cosu1 can always be minimized
to a negative value by selecting appropriate value of u1, u2 should always be at its maximum
value to minimize H. This leads to the fact that u2 should always be at its maximum value,
so u∗2(t) = v¯p.
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8.3.1 Inactive Boundary Constraints
First, we analyze the problem when the boundary constraint is inactive (i.e., µ = 0). The
corresponding Hamiltonian function is as follows:
H = −1 + p1 v¯e√
R2e − (v¯et)2
+ u2(−p2 sinu1 + p3
x2
cosu1), (8.13)
where u2 in (8.10) has been replaced with v¯p in the above equation. u1 that minimizes the
Hamiltonian is given by the following expression:
∂H
∂u1
|u1=u∗1(t) = −p∗2v¯p cosu∗1 + α1
v¯p
x∗2
sinu∗1 = 0 (8.14)
=⇒ tanu∗1 = −
p∗2
p∗3
x∗2. (8.15)
Next, we show that the optimal trajectory of the pursuer in free space is a straight line. Let
(xp, yp) denote the position of the pursuer in Cartesian coordinates. The equations of motion
for the pursuer in Cartesian coordinates is given as follows:
x˙p = −v¯p sin(u1 + x3), y˙p = v¯p cos(u1 + x3). (8.16)
Differentiating both sides of (8.15) with respect to time leads to the following:
u˙∗1 = v¯p
p∗2
p∗3
sinu∗1 cos
2 u∗1 −
v¯p
x∗2
cos3 u∗1. (8.17)
Therefore, we obtain the following:
u˙∗1 + x˙
∗
3 =
1
2
v¯p sin(2u
∗
1)(
p∗2
p∗3
cosu∗1 +
1
x∗2
sinu∗1) = 0.
The right hand side equality comes from (8.15). Therefore, u∗1+x∗3 is a constant and (x∗p(t), y∗p(t))
lies on a straight line passing through the point (Rp cosφp(0), Rp sinφp(0)) with slope − cot(u∗1+
x∗3). Therefore, the pursuer’s optimal strategy when the boundary constraint is inactive is al-
ways a line segment.
8.3.2 Active Boundary Constraints
In this subsection, we will address the case in which the boundary constraints are active.
When the boundary constraint is active, the pursuer’s trajectory satisfies the following equa-
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tions:
S(x(t)) = pi − x1(t) + x3(t) = 0
S(1)(t) =
u2(t)
x2(t)
cosu1(t)− v¯e√
R2e − (v¯et)2
= 0
The above equations model the fact that the pursuer is collinear with lt and rotates with it at
the same angular speed. In other words, the pursuer “stays” on the rotating bar representing
lt. The angular speed of the rotating bar at any time is given by ω(t) = v¯e/
√
R2e − v¯2e t2
which is also the angular speed of the pursuer when the boundary constraints are active. The
pursuer moves with its maximum speed v¯p at all times. Let v
t
p(t) and v
r
p(t) represent the
pursuer’s velocity in the tangential and radial direction, respectively. We obtain the following
expressions for vtp(t) and v
r
p(t):
vtp(t) =
v¯e · rp(t)√
R2e − (v¯et)2
, vrp(t) =
√
v¯2p − [vtp(t)]2. (8.18)
θ˙p =
v¯e√
R2e − v¯2e t2
, r˙p =
√
v¯2p − ω2t2 (8.19)
Note that counterclockwise and towards the origin are defined as the positive
directions of the pursuer’s tangential and radial velocities, respectively. Figure
8.3 shows a trajectory of the pursuer from its initial position when the boundary constraints
are active. The blue curve represents the pursuer’s trajectory when it rotates with the bar
from line l1 to l2. Termination occurs when v
t
p(t) = v¯p, since the bar keeps increasing its
angular speed while the pursuer can no longer do so as it cannot reduce its radius or increase
its tangential speed. We use the term “spiral” to refer to the pursuer’s trajectory when the
boundary constraints are active.
From the necessary conditions of optimal trajectories, we can conclude that the optimal
trajectory of the pursuer is comprised of only straight line segments (“ST”) and the spirals
(“C”).
Lemma 1. The optimal path cannot contain transitions of the type ST −ST . Only transitions
between ST and C are allowed.
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Figure 8.3: Example “spiral” trajectory of the pursuer.
Proof. The proof is in Appendix A. The proof requires the knowledge of some concepts intro-
duced in the next section. It is stated here in order to narrow the search space for the candidate
optimal trajectories.
Since the spirals are solution to (8.19), two distinct spirals never intersect (Cauchy-Lipschtiz
Theorem [Coddington and Levinson (1955)]). Hence, transition between two distinct C curves
is not possible. Therefore, we can conclude that the optimal path of the pursuer
belongs to the family {ST,C,C − ST − C − . . . , ST − C − ST − C − . . .}.
8.3.3 Properties at Termination
When boundary constraints are inactive, the Hamiltonian is defined as in (8.13). The
costate equation is thus given by the following:
p˙∗(t) = −∂H
∂x
|(x∗,u∗)
=⇒ p˙∗1 = 0, p˙∗2 = p3
u∗2
x∗22
cosu∗1, p˙
∗
3 = 0 (8.20)
When boundary constraints are inactive, the pursuer’s trajectory is a straight line. Consider
the case when the game ends with the pursuer moving on “ST”. From the equality terminal
condition in (8.6), we can obtain the following transversality condition:
p∗(t∗f ) = α1
∂g
∂x
(x∗(t∗f ), t
∗
f ), (8.21)
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where α1 6= 0. Therefore, we obtain the following:
p∗1(t
∗
f ) = α1, p
∗
2(t
∗
f ) = 0, p
∗
3(t
∗
f ) = −α1
=⇒ p∗1(t) = α1, p∗3(t) = −α1
Substituting p∗2(t∗f ) = 0 into (8.15), we obtain u
∗
1(t
∗
f ) = 0. So the pursuer’s velocity only has
a tangential component (vtp) at termination. Moreover, since the pursuer is on the bar at
termination, vp(t
∗
f ) is orthogonal to the terminal bar. Since we did not include the inequality
terminal condition (8.7) in the transversality condition, we will now check that it is satisfied
whenever (8.6) is satisfied at termination. Figure 8.4 illustrates the pursuer’s trajectory and
evader’s reachable disk when the game ends with inactive boundary constraints.
From 4Oe0B′ and 4Op0C in Figure 8.4, we obtain the following relations
v¯etf√
R2e − (v¯etf )2
= tan(φ˜e(tf )− φ˜e(0))
v¯pt
∗
f
x∗2(t∗f )
= tan(φp(t
∗
f )− φp(0)).
Since φ˜e(t
∗
f ) − φp(t∗f ) = pi and φ˜e(0) − φp(0) < pi, we obtain φ˜e(t∗f ) − φ˜e(0) > φp(t∗f ) − φp(0).
Therefore,
v¯e√
R2e − (v¯et∗f )2
>
v¯p
x∗2
, (8.22)
which is the same as (8.7) given that u∗2 = v¯p and u∗1(t∗f ) = 0. Therefore, we have proved that
(8.7) is automatically satisfied when (8.6) is satisfied.
Next, we want to solve for t∗f when boundary constraints are inactive. We obtain the
following equation from the geometry in Figure 8.4.
sin−1
v¯et
∗
f
Re
− sin−1 v¯pt
∗
f
Rp
= pi − φ˜e(0) + φp(0) = ∆φ0, (8.23)
where ∆φ0 is a constant value. Solving for (8.23) leads to a unique positive solution for t
∗
f as
follows
t∗f =
ReRp sin(∆φ0)√
R2pv¯
2
e +R
2
e v¯
2
p − 2ReRpv¯ev¯p cos(∆φ0)
. (8.24)
Therefore, the straight line trajectory orthogonal to the terminal line is the unique
optimal solution when boundary constrains are inactive.
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Figure 8.4: Termination on ST .
When boundary constraints are active, the pursuer moves on the spiral. If the game ends
on “C”, at termination the pursuer’s velocity is also orthogonal to the terminal bar. This is
true due to the fact that the pursuer cannot spare any speed in the radial direction. So it
moves in the tangential direction with maximum speed v¯p. We summarize the above discussion
in the following proposition:
Proposition 1. The pursuer’s velocity is always orthogonal to the bar at termination.
8.4 Synthesis of Optimal Trajectories
From the previous section, we can conclude that the optimal trajectory for the pursuer is a
concatenation of ST and C. In this section, we present the synthesis of the optimal trajectories.
The trajectories are optimal in the following sense. Given an initial position of the pursuer, if
it cannot reach the star region while ensuring R(t) ∈ V (p(t)) for all t, the proposed trajectories
maximize the time for which it can keep the reachability set of the pursuer within its visbility
polygon. In case the pursuer can reach the star region while keeping the reachable set of the
evader in its field-of-view, we present a feasible strategy for the pursuer.
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8.4.1 Lifting to x− y − t Space
For synthesizing the optimal trajectories, we investigate the problem in x − y − t space.
This converts the dynamic problem into a static problem of computing maximal length paths
under constraints which arise from the necessary conditions (8.12) analyzed in the previous
section. Figure 8.5, shows the corner and the space around it in x − y − t coordinates. The
initial positions of the players p0 and e0 are represented as points on the plane t = 0. As time
progresses, the trajectory of the pursuer is a curve in the x−y− t space. Next, we describe the
motion of the line/bar lt in the x−y− t space, and the reachable set of the pursuer. As the bar
rotates around the origin with angular velocity ω(t) = v¯e√
R2e−(vet)2
, it forms a ruled surface in
the x−y−t space (refer to Figure 8.5). We denote it as Sbar. The bar rotates around the corner
till it is aligned with a boundary of the obstacle/S∗ (x-axis) in time T = de/ve. R(t) ∈ V (p(t))
if and only if p(t) lies between Sbar and the x− y plane. The pursuer’s reachable set in the 3D
space is a cone originating from its initial position. We denote it as Sp0 (refer to Figure 8.5).
At time t, the radius of the the cone is v¯pt. The pursuer’s objective is to maximize the time
from being hit by a rotating bar if it cannot reach S∗.
Figure 8.5: Surface swept by the bar and reachable cone of the pursuer in 3D.
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8.4.2 Description of the Terminal Manifold
A necessary condition for termination is that the pursuer lies on the bar. Therefore, the
surface Sbar is the terminal manifold. Additionally, termination occurs when the pursuer does
not have sufficient tangential velocity to move with the bar. This occurs when the radial
distance of the pursuer, rp, at which it gets hit by the bar is greater than v¯p/ω(t). This is
called the Usable Part (UP) [Isaacs (1965)] of the terminal manifold x − y − t space. Figure
8.7 shows the UP. The yellow curve represents the boundary of the UP (BUP).
As discussed in Section 8.3.2, the pursuer traces a spiral while moving along with the rod
when the boundary constraints are active. The green curve in Figure 8.7 is the spiral traced by
a pursuer that moves with the bar from t = 0, and reaches the point of intersection between the
BUP and S∗. The region between the green curve and the BUP is called transition region. If
the pursuer lies in the transition region, the spiral traced by moving along with the bar (active
boundary constraints) terminates on the BUP. The region to the left of the green curve on Sbar
is called capture region. If the pursuer lies in the capture region, it can follow the spiral by
moving along with the bar (active boundary constraints) and reach the boundary of the S∗ as
shown in Figure 8.7. The green curve is called the Boundary of the Capture Region (BCR).
(a) 2D view (b) 3D view
Figure 8.7: Intersection of the red surface and reachable cone.
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8.4.3 Optimal strategy in the Transition Region
In this section, we present the optimal strategy for a pursuer that lies in the transition
region. The main result in this section is summarized in the following proposition:
Proposition 2. When the pursuer lies in the transition region, its optimal strategy is C−ST .
The transition from C to ST occurs at the first instant at which the pursuer can terminate the
game on an ST path orthogonal to the terminal line ltf without losing visbility of R(t).
In the rest of the section, we present structural properties of the optimal trajectories to
prove Proposition 2. Figure 8.8a shows Sbar for an arbitrary initial position of the evader in
the second quadrant, and Sp in the x−y−t space for an arbitrary initial position of the pursuer
in the transition region. The height of the cone is equal to the time taken by the bar to reach
the boundary of the star-region. In Figure 8.8b, the region enclosed by the red curve is the
projection of the transition region on the x− y plane. The pursuer starts from a point p(t1) in
the transition region as shown in Figure 8.9 at time t1. The cone Sp1 in Figure 8.8a shows the
reachable set of the pursuer. The projection of its intersection with Sbar on the x− y plane is
shown by the curve drawn in blue in Figure 8.8b. Inside the blue curve, Sbar is above Sp1 , i.e.,
for any given x − y, the t-coordinate on Sbar is greater than the t-coordinate on Sp1 . Outside
the blue curve, Sp1 lies above Sbar. Since p(t1) lies in the transition region, the pursuer has
enough speed to leave the bar, and move on a straight line for a while in certain directions.
Subsequently, the pursuer is “caught” by the bar, and the Sp1 and Sbar intersect at that instant.
We call a straight line path which can maintain visibility of R(t) till termination a feasible ST .
In addition, if the feasible ST path is orthogonal to the terminal line, it is called a feasible
OST . In Figure 8.8b, the dashed blue line segment is a feasible ST. M is the intersection of
the blue curve and semi-circle with diameter Op(t1). Therefore, Op(t1) is orthogonal to the
sweeping bar lM . However, in this figure, segment Op(t1) is not a feasible OST path, since it
intersects with the blue intersection meaning that it has lost visibility of R(t) before reaching
M . If there is a feasible OST to M , then it is the optimal path from point p(t1), since the
pursuer will take a longer time to reach lM on any other path thereby losing visibility of the
disc before t1. The following lemma summarizes the above discussion:
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Lemma 2. When the pursuer lies in the transition region, its optimal strategy is to move on
a feasible OST (if exists) till termination.
Next, we show the following: (i) If a feasible OST path to termination does not exist from
p(t1), then the pursuer should follow the spiral till it reaches a point from which a feasible
OST path to termination exists (ii) Such a point exists on the spiral before the pursuer reaches
the BUP on the spiral. In order to establish the aforementioned facts, we first present some
structural properties of the spirals traced by the pursuer in the transition region. The proofs
of Property 1 and 4 and Lemma 1, 3 and 4 can be found in Appendix A.
(a) 3D view (b) 2D view
Figure 8.9: Definition of regions in space
Property 1. The curvature of the spirals in the transition region changes sign once in the
transition region. The curvature is positive in the begnning at t = 0, and negative before it
terminates on the BUP. The locus of inflection points, denoted as γinf , is given by the following
curve in polar coordinates r(t) =
2v¯p
ω
√
ω2t2+4
, θ(t) = sin−1( v¯etRe ), where ω(t) =
v¯e√
R2e−v¯2et2
.
Property 2. Figure 8.11 shows γinf on Sbar in the transition region, and Figure 8.10a shows
its projection on the x − y plane. γinf partitions the transition region into two parts. The
partition enclosed between γinf and the BUP is denoted as γ
−
inf . The other partition is called
γ+inf . The superscript denotes the curvature of the spiral in the partition.
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(a) 2D view (b) 3D view
Figure 8.11: Locus of inflection points in 2D and 3D.
Property 3. Consider two spirals C1 and C2 with initial conditions (r10, φe−pi, 0) and (r20, φe−
pi, 0) (in polar coordinates), respectively. Since two distinct spirals do not intersect, r1(t) > r2(t)
at all t. Therefore, the relative order of distance from the origin at any time is maintained
along the spirals. We use the term inner to refer to all spirals that have smaller radial distance
compared to a given spiral at the same time. Likewise, we use the term outer to refer to all
spirals that have a larger radial distance compared to a given spiral at the same time.
Property 4. Given two pursuer positions on the same bar, the one closer to the origin has a
longer tracking time.
Lemma 3. If a pursuer moves on feasible ST contained in γ+inf , it reaches an outer spiral.
Lemma 4. If p(t1) ∈ γinf ∪ γ−inf , the optimal path is the feasible OST .
Corollary 1. If the pursuer cannot reach S∗, the last segment in the optimal trajectory cannot
be C.
Proof. If the pursuer terminates on a C curve, the termination has to be on the BUP. From
Property 1, there exists an interval of time just before termination for which the pursuer lies
in γ−inf . Lemma 4 states that the pursuer should follow a feasible OST to terminate the game
from such a point.
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From Lemmas 1 and 4, we can conclude that a ST path from γ+inf to γ
−
inf cannot be
optimal. Property 4 and Lemma 3 imply that following an ST ∈ γ+inf reduces the tracking
time. Therefore, Proposition 2 is proved. Following Proposition 2, we numerically obtain a
partition of transition region based on pursuer’s strategy in Figure 8.12. The green curve
divides transition region into two parts. In the lower part, the optimal strategy for the pursuer
is to stay on the spiral till the green curve. In the upper part, the pursuer has a feasible OST
path ( a straight line orthogonal to the terminal line towards point M). Figure 8.13 presents
the outcome of the game in the transition region if the pursuer follows the stragety shown in
Figure 8.12. On the left of the BCR, the pursuer can reach S∗ while maintaining visibility of
R(t). While on the right of it, the evader has a strategy to break the LOS before the pursuer
reaches S∗.
Figure 8.12: Strategy in transition region. Figure 8.13: Outcome in transition region.
To summarize, we can conclude that the optimal path from any point on the transition
region belongs to the following family {C − ST, ST} as stated in Proposition 2. Moreover, the
point at which it transitions from C to ST should lie in γ+inf .
8.4.4 Strategy from the beginning of the game
In this section, we present an algorithm to generate optimal paths for the pursuer from
t = 0, i.e., when the pursuer lies on the x−y plane. As mentioned in Section 8.2 , the complete
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solution to the problem involves solving the reachability problem to the star region and the
optimal trajectory to termination. First, we solve the reachability problem by computing the
backward reachable sets [Mitchell and Tomlin (2003)] from the x− t plane to the x− y plane.
To compute the backward reachable sets, the algorithm first checks if the x-axis is reachable
by the pursuer. This can be done by computing the intersection of the x-axis and the circle
centered at the pursuer’s initial position with radius v¯pT . If they don’t intersect, the pursuer
cannot reach the star region. If the intersection exists, then all points on the x-axis that lie in
the circle are candidate terminal positions of the pursuer. The algorithm finds a path to S∗
by searching for a feasible ST path from the initial position of the pursuer to these terminal
positions.
Next, we compute the optimal trajectory for the remaining points on the x − y plane by
investigating the intersection of Sp and Sbar. Finding the optimal trajectory to termination is
based on computing the intersection between the reachable set of the pursuer in the x−y plane,
and the terminal manifold. Depending on the partition of the terminal manifold in which the
intersection points lie, we determine the strategy of the pursuer from the beginning of the game
till termination. Based on the results of the analysis in the previous section, we can conclude
that the candidate optimal trajectories for a pursuer are {ST,C − ST, ST − C − ST}. The
following steps summarize the order in which the candidates are checked in order to compute
the optimal trajectory:
1. If a feasible OST path exists then it is the optimal strategy. The duration of OST can be
obtained from (8.24). Then the path can be obtained and checked for visibility of R(t).
2. If a feasible ST path to the capture region exists, then the pursuer can follow the path
ST − C to reach the star region.
3. If 1) and 2) do not exist, the optimal path is an ST −C−ST . The ST path that reaches
the innermost spiral in the transition region is the initial segment of the optimal path.
After the pursuer reaches the transition region, it follows the spiral, and subsequently,
transitions to a feasible OST path at the first instant at which it becomes available.
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Algorithm 3 Pursuer’s strategy for Case 1
1: Note: all strategies considered must maintain visibility by default.
2: Let T = |ye(0)|/v¯e and obtain Region 2.
3: if yp(0) >= 0 then
4: Strategy ← Shortest ST to S∗.
5: return Strategy.
6: end if
7: if p0 lies in Region 2 then
8: Strategy ← C.
9: return Strategy
10: end if
11: if there exists a ST to S∗ then
12: Strategy ← ST to S∗
13: else if there exists a ST orthogonal to some lt, with t < T then
14: Strategy ← ST ⊥ lt for less than T
15: else
16: if there exists a ST − C − ST to S∗ then
17: Strategy ← ST − C − ST to S∗.
18: else
19: Strategy ← ST − C − ST for less than T .
20: end if
21: end if
22: return Strategy
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Algorithm 3 presents the complete procedure of finding a partition of the x− y plane based
on the trajectory followed by the pursuer. Figure 8.14b shows the partition of the x− y plane
based on the trajectory followed by the pursuer, and the instantaneous vector field generated
by the corresponding strategy with a = 0.6. The evader’s initial position is represented by the
red dot. The black curves represent the boundary of transition region. Figure 8.14a shows
the partition of the x − y plane based on the outcome. The pursuer wins the game from an
initial position if it succeeds in reaching the star region while ensuring R(t) ∈ V (p(t)). If the
pursuer cannot ensure the aforementioned outcome from an initial position then it belongs to
the winning region of the evader.
(a) Winner-based partition (b) Strategy-based partition and vector field
Figure 8.15: Partitions of workspace when evader is in the second quadrant. φe(0) =
2pi
3 .
8.4.5 Evader Based Partitions in Other Quadrants
In the previous section, we analyzed the tracking problem for an initial position of the
evader in the second quadrant. In this section, we present the evader-based partition for the
remaining initial positions of the evader. For an initial evader position in the second
quadrant, the game can terminate in two ways (i) The evader can break the LOS
with the pursuer around the corner (ii) The evader can reach the corner before
the pursuer reaches the star region, and immediately break LOS by moving along
the edge not visible to the pursuer. Figure 8.16 shows an initial evader position (e2) in
the first quadrant. T1 denotes the time it takes for R(t) to reach x-axis, and T2 denotes the
time it takes for R(t) to touch the corner. An important difference in this scenario from the
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one in which the evader is in the second quadrant is that the terminal position of the bar lT2 is
not aligned with the star region. Therefore, the pursuer might be able to maintain visbility of
R(t) till time T2 without reaching the star region in which case the evader will follow strategy
(ii) to terminate the game. The region enclosed between lT2 and the x-axis is the set of such
terminal positions of the pursuer.
Figure 8.16: Two cases for evader initial position.
Algorithm 4 presents the procedure to determine the pursuer’s strategy for an initial evader
position whose terminal bar is not aligned with the x-axis. The main different of Algorithm
4 from Algorithm 3 lies in the initial check of whether the pursuer can track for time T = Rev¯e
(T2 in Figure 8.16). This check can be done by assuming lT2 is aligned with the x-axis and
going through Algorithm 3 to see if the pursuer can reach x-axis. If so, additional check is
performed to determine if the pursuer can reach S∗. These additional checks are performed in
Lines 26-32.
Figure 8.17a shows the partition based on the outcome/winner of the game for an initial
position of the evader in the first quadrant. Figure 8.17b shows the partition based on the
strategy of the pursuer. Figures 8.19a and 8.19b present these two partitions for an initial
evader position in the star region.
We observe that in Figure 8.14b, region for ST − C − ST for T does not exist. While
in Figure 8.17b and 8.19b, there is a tiny region of ST − C − ST for T tween the other two
ST − C − ST regions. There are two transition regions in Figure 8.17b and 8.19b since the
evader can escape by either moving in the clockwise direction or counter-clockwise direction
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Algorithm 4 Pursuer’s strategy for Case 2
1: Note: all strategies considered must maintain visibility by default.
2: Let T = Re/v¯e and obtain Region 2.
3: if p0 lies in the same half-space as e0 separated by lT then
4: Strategy ← Shortest ST to S∗.
5: return Strategy.
6: end if
7: if p0 lies in Region 2 then
8: Strategy ← C.
9: return Strategy
10: end if
11: if there exists a ST to lT then
12: Strategy ← ST to lT
13: else if there exists a ST orthogonal to some lt, with t < T then
14: Strategy ← ST ⊥ lt for less than T
15: return Strategy
16: else
17: if there exists a ST − C − ST to S∗ then
18: Strategy ← ST − C − ST to S∗.
19: else if there exists a ST − C − ST to lT then
20: Strategy ← ST − C − ST for time T .
21: else
22: Strategy ← ST − C − ST for less than T .
23: end if
24: return Strategy
25: end if
26: if Strategy = ST to lT then
27: if there exists a ST to S∗ then
28: Strategy ← ST to S∗.
29: else if there exists a ST − C − ST to S∗ then
30: Strategy ← ST − C − ST to S∗.
31: end if
32: end if
33: return Strategy
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(a) Winner-based partition (b) Strategy-based partition and vector field
Figure 8.18: Partitions of workspace when evader is in the first quadrant
(a) Winner-based partition (b) Strategy-based partition and vector field
Figure 8.20: Partitions of workspace when evader is in S∗
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based on the pursuer’s position. In C (green) regions, the pursuer has more than one strategy
to reach the star region and track the evader forever. So “optimal strategy” cannot be defined
in terms of tracking time. Therefore, we only present a feasible strategy for the region. The
green region is the projection of the pursuer-win region of the red surface on the xy-plane. If
the pursuer initially lies in this region, it can follow a simple strategy: wait for the bar to reach
it and get on the red surface, then it follows the strategy we obtained for the pursuer-win region
of the surface. In other words, if the pursuer lies in the capture region, it can follow the spiral
to S∗ (C). Similarly, in all pursue-win regions, strategies we provide are feasible ones for the
pursuer to reach S∗ and track forever.
8.5 Discussion
In this section, we compare the results obtained in this thesis and the ones presented in
[Bhattacharya and Hutchinson (2011)]. The authors considered the same problem as we do in
this thesis, and proposed feasible tracking strategies for the pursuer. The results of a pursuer-
based partition and the corresponding vector field are illustrated in Figure 10.2 and 10.3 and
Table 10.2.
There are two major differences in the results obtained in this thesis compared to the
previous work. First, the pursuer’s strategy in Region 3 in 10.1 requires position and velocity
information of the evader at all times. However, in our solution, the strategies are open-loop.
Only the initial position of the evader is required to determine the pursuer’s strategy. Our
strategy can also be computed at every time instant in response to the evader’s new position
in which case only evader’s current position is needed. This is advantageous since the velocity
information of the opponent is not always available in reality. Second, we obtained the optimal
strategy for the pursuer to maximize the tracking time when the evader wins the game. As a
result, our winner-based partition is different from the one obtained in 10.1.
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CHAPTER 9. TARGET TRACKING IN GENERAL ENVIRONMENT
In this chapter, we extend the problem of target tracking in an environment containing
multiple obstacles. The pursuer’s tracking strategies obtained in Section 8.3 provides the
maximum possible tracking time in an environment containing a semi-infinite obstacle with
one corner. Since the evader is completely unpredictable, uncertainty arises in both agents’
strategies in the presence of multiple corners. In order to take advantage of the optimality of the
strategy, we will introduce a pursuit field [Zhang and Bhattacharya (2014)] in this chapter to
guide the pursuer. The objective ov this chapter is to design tracking strategies that incorporate
the vector fields obtained around a corner in Chapter 8 to design guidance laws for the pursuer,
and validate the proposed laws from simulations.
9.1 Construction of Pursuit Field
In this section, we present the construction of the pursuit field based on the vector field
obtained in Chapter 8. As we can see in Figures 8.14b, 8.17b and 8.19b, the regions for
strategy ST −C−ST are small in size. However, these regions have the highest computational
complexity making it impractical to implement in real-time. To resolve this issue, we present
an approximation of the optimal tracking stratey for real-time implementation. We replace the
ST −C−ST regions with their neighboring regions and obtain the approximated vector fields.
Figures 9.2, 9.4 and 9.6 present the comparison of the vector field obtained with the optimal
tracking strategies and the approximated tracking strategies. These approximated vector field
will be implemented in this chapter.
Next we introduce some notations and the concept of pursuit field. Let V be the set of all
corners in the environment. For a pursuer and an evader located at p(t) and e(t), Vp(t) and Ve(t)
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(a) Optimal strategies and vector field (b) Approximated strategies and vector field
Figure 9.2: Modifications of partitions and vector field when evader is in the second quadrant.
φe(0) =
2pi
3 .
(a) Optimal strategies and vector field (b) Approximated strategies and vector field
Figure 9.4: Modification of partitions and vector field when evader is in the first quadrant.
φe(0) =
pi
4 .
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(a) Optimal strategies and vector field (b) Approximated strategies and vector field
Figure 9.6: Modification of partitions and vector field when evader is in S∗. φe(0) = pi9 .
represents the set of corners that are visible to the pursuer and evader, respectively. Let Vref
denote the set of reflex vertices(corners) whose interior angles are greater than pi. Since the
evader cannot escape from a reflex vertex, the pursuer is only interested in the following set of
vertices V∗ = (V\Vref )∩Vp(t)∩Ve(t). For any vertex i in V∗, a vector field as in Figure 9.7 can be
obtained in Cfree given the evader’s position. At a specific pursuer position, a vector vi which
dictates the pursuer’s moving direction can be obtained from the vector field. Therefore, in a
general environment with multiple corners, for any pursuer position, we can define a tracking
vector vt as a combination of all vi’s as follows:
vt =
∑
V∗
wivi, (9.1)
where wi denotes the weight of vector vi associated with vertex i. w(i) can be a function of
tracking time or distance which will be elaborated later in this next section. We also consider
several other factors that may affect the pursuer’s strategy in a general environment. The final
guiding vector for the pursuer is defined as
vsum = wtvt + wava + wcvc + wrvr. (9.2)
The pursuit field consists of the guiding vectors for all pursuer positions for a given evader
position. Figure 9.7 illustrates an example pursuit field in a general environment with multiple
obstacles. The pursuer moves along the vector at its position.
The physical meaning of each component in (9.2) is briefly explained as follows.
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Figure 9.7: Example pursuit field. Grey region: Obstacles. Red dot: Evader
• vt and wt represent the overall tracking vector obtained from the optimal tracking strategy
around each corner in V∗ and its weight. The purpose of this vector is to assist the pursuer
while the evader moves “around” a corner. We refer to it as the Tracking Component.
• va and wa represent the attractive potential from the pursuer to the evader and its weight.
It is defined in the same way as the attractive force in the artificial potential fields method
first proposed in [Khatib (1986)]. This vector keeps the pursuer close to the evader. We
refer to it as the Attractive Component.
• vc and wc represent the attractive potential from the pursuer to some corner and its
weight. The purpose of this vector is to keep the pursuer close to the corner of interest
such that local optimality around that corner can be maintained to some extent. We
refer to it as the Corner Component.
• vr and wr represent the repulsive potential from all obstacles and its weight. It is defined
in the same way as the repulsive force in the artificial potential fields method. It prevents
the pursuer from running into obstacles. We refer to it as the Repulsive Component.
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If wt = 0 and wc = 0, (9.2) is the same as the total force in the artificial potential fields
method. We keep Attractive Component and Repulsive Component of the potential field in
our pursuit field because they share the common idea of considering the pursuer as a particle
moving in a vector field. Our local result can be incorporated in the vector filed easily and
elegantly, and it can also overcome some limitations of the original potential field.
9.2 Choice of Evader Trajectories
In this section, we provide some examples and simulation results to show the limitation
of the potential field, and how it affects our choice of the evader’s strategy. We compare the
performance of potential field method with two different evader trajectories on the same map.
We will explain the selection of these two trajectories with an example. A map with multiple
convex polygonal obstacles is shown in Figure 9.8a. Two paths both starting and ending at
the same points are drawn in the map as shown in Figure 9.8b.
0 50 100 150 200 250 300
0
20
40
60
80
100
120
140
160
180
200
(a) Generalized Voronoi diagram
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(b) Comparison of two evader paths
Figure 9.9: Comparison of two evader trajectories. Grey region: Obstacles. Red dot: Evader
1. Path on visibility graph. We first construct a visibility graph of all the vertices of all
obstacles. A point is randomly selected as the evader’s initial position. Then we generate
a path which joins multiple neighboring vertices on the visibility graph starting from the
evader’s initial position. In Figure 9.8b, a path on visibility graph is represented by the
dashed magenta line.
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2. Path on generalized Voronoi diagram. We first take the convex hull of all obstacles, and
offset it by a value doff which serves as a boundary of all obstacles shown as the black
edged polygon in Figure 9.8a. We consider every edge of the obstacles and the boundary
as a site to generate a generalized Voronoi diagram. In Figure 9.8a, green curves represent
edges of the generalized Voronoi diagram. The path on Voronoi diagram is in the same
homotopy class as the previous path on the visibility graph shown as the red solid path
in Figure 9.8b.
We choose these two paths because they represent two extremes of the evader’s choice.
On one hand, the evader is always committed to some corner while moving on the visibility
graph. In this way, the evader has a better chance of breaking LOS by reaching corners. On
the other hand, the evader does not commit to any corner by moving on the Voronoi diagram
thereby keeping its possibilities open. In this way, it is more difficult for the pursuer to predict
from which corner the evader plans to escape. Figure 9.10 presents maps of 15 environments
we use for simulations. Each of them contains several convex polygonal obstacles. The maps
progressively increase in complexity in terms of obstacles/vertices from Map1 to Map15.
In each map, we randomly generate one evader paths on the visibility graph which traverse
80% of the total vertices in that map. Then a path on the generalized Voronoi diagram is
obtained in the same homotopy class as described previously. The pursuer applies the potential
field method to track the evader. We define Completion ratio as the ratio of distance traveled
by the evader when LOS is broken to the total length of the evader’s predefined path. The
completion ratio is 1 if the pursuer can maintain visibility with the evader till the end of the
evader’s path. We run simulations on these 15 paths at different speed ratios. The completion
ratio is collected in Table 9.1.
It can be concluded from the table that the completion ratio of paths on Voronoi diagram
is significantly higher that that of paths on visibility graph. In fact, the pursuer is able to track
the evader throughout on all paths on the Voronoi diagram. The completion ratio is not as
good on paths on the visibility graph, and increasing the pursuer’s speed (decrease speed ratio
a) does not noticeably increase the completion ratio. The main reason is that in potential field
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Figure 9.10: Maps of environment for simulations. N denotes number of obstacles. V denotes
number of vertices.
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Table 9.1: Comparison of paths on Voronoi diagram and on visibility graph.
path on Voronoi diagram path on visibility graph
Maps a = 1 a = 0.8 a = 0.6 a = 0.4 a = 1 a = 0.8 a = 0.6 a = 0.4
1 1 1 1 1 0.3931 0.3931 1 1
2 1 1 1 1 0.2814 0.2814 0.2814 0.2814
3 1 1 1 1 0.4255 0.4255 0.4255 0.4255
4 1 1 1 1 0.1924 0.1924 0.1924 0.5671
5 1 1 1 1 0.4413 0.4413 0.4413 0.4413
6 1 1 1 1 0.3033 1 1 1
7 1 1 1 1 0.5298 0.5298 0.8406 0.8406
8 1 1 1 1 0.0977 0.0977 0.2622 0.2622
9 1 1 1 1 0.4263 0.4263 0.4263 0.4263
10 1 1 1 1 0.9241 0.9241 0.9241 0.9241
11 1 1 1 1 0.0561 0.0561 0.0561 0.0561
12 1 1 1 1 0.0689 0.0689 0.0689 0.0689
13 1 1 1 1 0.0857 0.2511 0.2511 0.2511
14 1 1 1 1 0.4686 0.4686 0.1387 0.1393
15 1 1 1 1 0.0388 0.0388 0.0388 0.0388
method, the pursuer is always “lagging behind” the evader, since the attractive force always
points towards the evader. Therefore, when the evader approaches any corner, the pursuer is
always behind the evader regardless of their speed ratio. So the evader has a better chance of
escaping by reaching corners on the visibility graph.
Based on the simulation results in Table 9.1, we conclude that moving on the visibility graph
is more preferable for the evader. As we assume the evader is adversarial in nature and will
exploit every possible opportunity to shorten its escape time, traveling on the visibility graph
is a reasonable choice for the evader which is used in all future simulations in this chapter.
9.3 Selection of parameters
In this section, we empirically deduce the selection of parameters in (9.2) through simu-
lations. We try to investigate the influence of each term in the equation and arrive at some
conclusions which can serve as a guideline in the selection of parameters in different environ-
ments.
First we start with a discussion of (9.1). In Chapter 8, we present the optimal solution to the
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single corner problem. To incorporate the optimal solution for guiding a pursuer in a general
environment, and maintain the local optimality, we focus on the most “risky” corner while
evaluating wi in (9.1) instead of considering all surrounding corners in general environment.
More specifically, we consider wi as a function of tracking time around each corner, and vt
is only determined by the corner with the minimum tracking time (most dangerous). Let Ti
denote the tracking time round corner i. So we arrive at the following equation for weight wi:
wi =
 1, if i = arg mini∈V∗ Ti0, if i 6= arg mini∈V∗ Ti (9.3)
We find the best combination of components in (9.2) from simulations. Five sets of simu-
lations are conducted on the 15 maps. On each map, 10 evader paths on the visibility graph
which traverse 80% of the vertices are generated randomly. In each set, the guiding vector vsum
contains some or all of the four vector components. The speed ratio is set to 0.8. For each set,
we compute the mean completion ratio for ten evader paths on each map and plot it in a line
chart in Figure 9.11. The repulsive component is present in every set because it is the only
term that prevents the pursuer from running into obstacles. From the plots, we can observe
that the combination of vt, va and vr provides the highest completion ratio in almost all 15
maps. Therefore, we will only keep these three components in the guiding vector vsum.
Figure 9.11: Comparison of different combinations of guiding vector.
Next we study how the weight of each component affects the performance. We keep the
weight for repulsive component at a constant wr = 0.01. We change the weights of tracking
66
(wt) and attractive (wa) components while keeping their sum at 1, wt+wa = 1. At speed ratio
a = 0.8, simulations are conducted on 10 evader paths on all 15 maps for each pair of [wt, wa].
Figure 9.12 illustrates the mean of completion ratio on each map for each pair.
Figure 9.12: Comparison of different combinations of guiding vector.
The line chart validates the previous observation that the best performance is obtained
with three components vt, va and vr, since the worst completion ratios are obtained from
[wt, wa] = [1, 0] and [wt, wa] = [0, 1].
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CHAPTER 10. DECENTRALIZED MULTI-AGENT TARGET
TRACKING
In this chapter, we address the problem of decentralized visibility-based target tracking for
a team of mobile pursuers trying to track a team of mobile evaders. This chapter focuses on the
multi-pursuer, multi-evader target tracking problem especially when a complete communication
network is not available. We consider the scenario where pursuers must make decisions based
only on the local information in its neighborhood, thus making it a decentralized tracking
problem. This is a fair epitome of real world scenarios where global communication is obstructed
due to environmental constraints.
10.1 Cell Decomposition Around Corners
10.1.1 A Single Corner
In this chapter, the pursuers follow the strategies obtained in [?)]. Since we focus on the
allotion problem in this chapter, the pursuer’s strategy is not a major concern.
We first summarize the main results from [Bhattacharya and Hutchinson (2011)] in this
subsection. The authors pose the target-tracking problem as a pursuit-evasion game of kind
[Isaacs (1965)] in which the observer is modeled as a pursuer and the evader is modeled as a
target. The pursuer wants to maintain the line-of-sight to the target, and the evader wants to
break the line-of-sight in finite amount of time. The authors present a cell decomposition of
the workspace around a corner based on the strategy used by the winner to ensure a successful
outcome. Given the initial position of the pursuer, Fig. 10.1 depicts the geometry of the
individual cells or partitions, and Table 10.1 provides the strategies of the winner. Fig. 10.2
depicts the same partitions computed by fixing the position of the evader. The pursuer wins
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Table 10.1: Policies for the agents
Evader Policies Evader Region Control Law
A 1 and φe ∈ [α− pi, pi2 ] r˙e(t) = −ve
1 and φe ∈ [pi2 , pi + φp] y˙e(t) = −ve
Pursuer Policies Evader Region Control Law
B 2, 4 y˙p(t) = vp
C 3 ut(t) =
rp(t)
re(t)
|vt(t)|
ur(t) = − rp(t)re(t) |vr(t)|
D 5 ut(t) = vp
the game in all partitions except for Region 1. However, the strategy used by the pursuer
in Region 1 maximizes the time for which it can keep the evader in sight irrespective of the
evader’s strategy.
Figure 10.1: Pursuer based partition
Based on the current position of the evader around the corner, the pursuer has an optimal
direction of motion that maximizes the time for which the evader is visible depending on the
partition in which it is placed. Since the optimal direction of motion at a point can be denoted
by a vector, this generates a vector field in the environment that defines the optimal direction
of motion for the pursuer at any instant in time. Since the positions of the pursuer and the
evader change with time, the vector fields are time varying in nature. We use the term Pursuit
Fields to represent these vector fields. The pursuer can navigate this time varying vector field
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Table 10.2: Vector Fields for optimal navigation around a corner. ∂∂x and
∂
∂y represent the
basis vectors of the tangent space at a given point.
Region Vector Fields
1LU, 2RU cosα ∂∂x − sinα ∂∂y
1LD, 2RD cos θ ∂∂x − sin θ ∂∂y
1R − sin θ ∂∂x + cos θ ∂∂y
2R ∂∂y
3 − sin θ ∂∂x + cos θ ∂∂y
4 ∂∂y
5 1√
x2+y2
(− sin θ ∂∂x + cos θ ∂∂y )
to optimally track the evader. Fig. 10.3 shows the vector fields for a given position of the
evader. Table 10.2 provides the vector fields generated by the evader in the partitions.
10.1.2 General Environment
In this subsection, we use the results for a single corner to provide navigation strategies
for the pursuer in general polygonal environments. From the previous subsection, one can
construct pursuit fields based on the position of the evader around a corner. One can use
the pursuit fields to generate pursuit strategies for environments containing multiple obstacles.
A plausible way to do so is described next. The presence of an evader in the environment
generates a set of pursuit fields, each corresponding to a corner visible to the pursuer around
which the evader can escape. In order to generate the guidance law for the pursuer, one can
use different metrics to obtain a resultant vector field from the set of pursuit fields. In this
work, we use a weighted summation of the individual pursuit fields in order to compute the
resultant vector field for pursuer navigation, i.e.,
v =
∑
|Corneri|
wivi, (10.1)
where Corneri is the ith corner in the environment visible to the pursuer. The vector w =
[w1, . . . , wk] is called the Risk Vector. The ith element of the risk vector models the relative
risk of the evader breaking the line-of-sight with the pursuer around the ith corner. Define di
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to be the distance between the evader and the ith corner, we consider the following metric for
measuring risk:
Majority risk: wi = 1, when i = arg min di, and wi = 0 otherwise.
This majority risk vector only takes into account the pursuit field generated by the corner
that is nearest to the evader. Fig. 10.4 shows the vector fields that are generated for an
environment using the majority risk vector. The strategy of the pursuer at any given instant
is to navigate along the vector field.
10.2 Decentralized Target Tracking
We decompose the target tracking problem into two hierarchical problems. At the upper
level, it is a matching or assignment problem whose purpose is to form a number of pursuer-
evader pairs, and thereby simplify the problem. At the lower level, it is a two-agent tracking
problem which can be handled with aforementioned techniques. The most remarkable difference
in this work compared to other related works is that the upper level problem we consider is
a decentralized allocation problem. In other words, the connectivity graph of the pursuers is
not complete, or not even connected in some specific cases. Therefore, any allocation strategies
that require complete information from all pursuers are not applicable. And we call them
centralized allocation strategies against their decentralized counterparts.
In this section, we first propose two decentralized allocation strategies, compare and analyze
their performance. Then we present a scheme of applying them to the target tracking game.
10.2.1 Allocation Strategies
We would like to define some notations before elaborating the strategies. We define SP =
{p1, p2, · · · , pm} to be the set of all pursuers, and SE = {e1, e2, · · · , en} to be the set of all
evaders. Thus, the problem of interest can be formulated as a bipartite matching one over
the graph G = (SP ∪ SE , E), where edges in E are established when the line-of-sight vision is
available between pursuer-evader pairs. Our goal is to find a matching S ⊆ SP × SE with the
largest cardinality |S|, and we will explain the reason of using this goal later.
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Figure 10.2: Cell decomposition Figure 10.3: Pursuit fields
Figure 10.4: Majority risk
72
Given the scenario that each pursuer can only communicate with its neighbors, and has
limited information of evaders restrained by its line-of-sight, we denote Ni to be the set of
pursuers that are in the neighborhood of pursuer pi, and SEi to be the set of evaders that can
be seen by pursuer pi. It follows that
⋃
i SEi ⊆ SE . We also define Ei to be the set of all edges
connecting pi and ej ∈ SEi . Each edge is applied a cost which is the rank of all ej in SEi ,
denoted by σij . The relation between an evader’s rank and its risk will be discussed later.
Since the objective of the target tracking strategy is to maximize the possible time for
pursuers to track all the evaders, it is natural to set the allocation goal to match as many evaders
as possible in the bipartite graph G = (SP ∪SE , E), which is equivalent to max |S|. Finding the
maximum matching is no challenge in the centralized scenario. Indeed, it is rather convenient to
minimize the matching cost at the same time by applying the Hungarian Algorithm. However,
in the decentralized scenario, it is not yet possible to estimate the cardinality of the maximum
matching due to limited local information. This constraint hinders the application of commonly
used matching techniques, but nevertheless motivates us in a different perspective.
We propose two allocation strategies based on the assumption that access to more infor-
mation should facilitates the allocation process. Since they adopt the ideas of Borda count
and Hungarian algorithm, respectively, we call them local Borda strategy and local Hungarian
strategy.
10.2.1.1 Local Borda Strategy
Borda Count [Emerson (2013)] is a consensus-based voting system. It gives each candidate
a score corresponding to the number of candidates ranked below it, and then calculate the total
scores for each candidate from all voters. Eventually, all candidates are ranked by their total
scores in decreasing order. The basic idea of our local Borda strategy is to apply a modified
Borda Count method in each neighborhood Ni, and assign pi to the evader with the highest
rank. We introduced the percent Borda score in our strategy to deal with the issue that each
pursuer has inconsistent number of evaders in its list. The strategy is described in Algorithm
5. The essence of this strategy is to respect the majority preference of each neighborhood.
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Algorithm 5 Local Borda Strategy
1: Generate Borda table BC
2: for i = 1→ m do
3: for j = 1→ n do
4: if ej ∈ SEi then
5: BC(i, j) = |SEi | − σij + 1
6: else
7: BC(i, j) = 0
8: end if
9: end for
10: end for
11: Generate percent Borda table pBC
12: for i = 1→ m do
13: for each ej ∈
⋃
{k|pk∈Ni} SEk do
14: pBC(i, j) =
∑
{k|pk∈SEi}BC(k, j)/|SEk |
15: end for
16: end for
17: Allocation Process
18: for i = 1→ m do
19: Allocate pi to ej , where j = arg maxk pBC(i, k)
20: end for
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10.2.1.2 Local Hungarian Strategy
Hungarian algorithm [Kuhn (1955)] is a combinatorial optimization algorithm which is
commonly used to solve the minimum cost bipartite matching problem. Similar to the local
Borda method, we employ the Hungarian method locally to adapt to the decentralized scenario.
The main concept of local Hungarian method is to obtain a minimum cost bipartite matching in
each neighborhood, and allocate each pursuer according to its local matching result. Algorithm
6 elaborates the details of this strategy.
Algorithm 6 Local Hungarian Strategy
1: for i = 1→ m do
2: Ci = GenerateCostMatrix(Ni)
3: Si = HungarianAlgorithm(Ci)
4: Allocate pi to an evader, if there is one, according to matching S
5: end for
6: procedure GenerateCostMatrix(N) . N is a neighborhood, N(i) is the ith pursuer in N
7: for i = 1→ |N | do
8: for j = 1→ |SE | do
9: if ej ∈ SEN(i) then
10: C(i, j) = σN(i),j
11: else
12: C(i, j) =∞
13: end if
14: end for
15: end for
16: return C
17: procedure HungarianAlgorithm(C) . C: cost matrix
18: Apply Hungarian algorithm over the cost matrix C return matching S
Due to the decentralized nature and randomness of this allocation problem, it is very
difficult to find a reasonable theoretical bound on performance for any allocation method. This
applies to our methods, as well. Therefore, we attempt to seek some insights of them through
simulations. We consider three general cases in terms of the number of pursuers and evaders:
(1)|SP | < |SE |; (2)|SP | = |SE |; and (3)|SP | > |SE |. To mimic the real scenario, we generate
all simulation conditions randomly. More specifically, the existence of the edge between any
two pursuers is decided randomly, the set of evaders seen by any pursuer is decided randomly
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with a limit on the size of the set. We conducted 15 sets of simulations, each with 10,000
runs. Two methods were applied to the same allocation conditions in each run. Simulation
results are collected in Table 10.3. max |SEi | denotes the maximum number of evaders that
can be seen by a pursuer. H and B denote the average number of matchings or distinct
evaders to whom pursuers are assigned in the local Hungarian strategy and local Borda strategy,
respectively. The matching rates for both strategies are H% = H/min{|SP |, |SE |}× 100% and
B% = B/min{|SP |, |SE |} × 100%.
Table 10.3: Comparison between two local allocation strategies
|SP | |SE | max |SEi | H B H% B% H/B
1 2 1 1 1 100 100 1
2 4 2 1.84 1.63 92 81 1.13
|SP | < |SE | 3 6 3 2.71 2.17 90 72 1.25
4 8 4 3.57 2.67 89 67 1.34
5 10 5 4.44 3.14 89 63 1.41
2 2 1 1.50 1.50 75 75 1
4 4 2 2.95 2.42 74 60 1.22
|SP | = |SE | 6 6 3 4.46 3.27 74 54 1.37
8 8 4 5.95 4.08 74 51 1.46
10 10 5 7.42 4.86 74 49 1.53
2 1 1 1 1 100 100 1
4 2 2 1.91 1.66 95 83 1.15
|SP | > |SE | 6 3 3 2.87 2.26 96 75 1.27
8 4 4 3.81 2.83 95 71 1.35
10 5 5 4.75 3.39 95 67 1.40
The results we got are surprisingly good, especially those using the local Hungarian method.
It outperforms the other method in all the sets with more than 2 pursuers or evaders. The
matching rate H% is remarkably high in all three cases. Overall, the local Hungarian method
is better than the local Borda method. While the explicit reason for it is not known, our bold
guess is that this lies in the concepts of the two methods. While the local Borda method seeks to
satisfy the majority preference of a neighborhood, local Hungarian method seeks to maximize
cardinality of matchings, although locally. We are not able to provide a concrete analysis for
this guess, but for now we would prefer the Hungarian method in future implementation.
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10.2.2 Implementation Scheme to Target Tracking Game
In this subsection, we discuss some specific issues in the implementation of the local Hun-
garian method. It all starts with the following risk function
rij =
∑
k
d−1jk . (10.2)
where rij denotes the risk posed to pursuer pi by evader ej , djk denotes the distance between
evader j and corner k which is the kth corner that is visible to both pursuer i and evader j.
This risk function is defined based on the assumption that an evader poses more risk when it is
closer to a corner, because it can reach Region 1 in Fig. 10.1 faster. Therefore, the summation
of reciprocal of an evaders distance to all visible corners is a reasonable risk function.
Given the terminal condition of the tracking game to be the pursuers losing sight of any
evader, the pursuers should apply a strategy to maximize the running time of the game. The
risk function in some sense reflects the time for the evader to escape - the evader with higher
risk is more likely to escape, and thus requires less time to do so. This brings up a tricky
issue in the implementation of the proposed decentralized allocation strategies: How should
we rank the pursuers with respect to their risks? This problem is important in that it affects
the generation of the cost matrix used in Hungarian algorithm which would in turn affects the
matching result and game running time.
We consider this issue in two general cases: (1) SP ≥ SE ; (2)SP < SE . In the first case,
the number of evaders is no greater than that of pursuers. Therefore, it is possible to allocate
at least one pursuer to each evader. In this case, we would like to rank evaders from the least
risky one to the most risky one. Thus, applying Hungarian algorithm would minimize the
total risk. In addition, this case may leave us with additional pursuers that are not allocated.
Then it is natural to assign them to the riskiest evader in their individual sets to reduce these
evaders’ chance of escape. In the second case, there are less pursuers than evaders, which
makes it impossible to assign a pursuer to every evader. Considering that the game running
time is determined by the time for the first evader to escape, we should assign pursuers to
evaders with higher risk to maximize the running time. In this case, evaders should be ranked
in decreasing order in terms of risk, thereby maximizing the total risk in the matching obtained
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by the Hungarian algorithm.
10.3 Simulations and Experiments
In this section, we present the simulation and experimental results. Simulations are con-
ducted within a 4000 units ×4000 units environment with rectangular obstacles as shown in
Fig. 10.4. We choose a = 0.4 and vp = 100 in all simulations. Each agent is initialized with a
random position in the environment with the constraint the all evaders must be visible to some
pursuers initially. During the simulations, evaders take random paths by moving in randoms
direction during each step with fixed step length. The pursuers apply the local Hungarian
strategy, and follow our suggestions in Section 10.2.2 for decentralized allocation.
We conducted 12 sets of simulations, each with 1000 individual simulations. We measure
the running time of the game during each simulation, and calculate the average running time in
each set. Fig. 10.5 illustrates the simulation results in the decentralized scenario with different
number of pursuers and evaders. Fig. 10.6 presents the simulation results from our previous
work in the centralized scenario with the same parameter configurations. It differs from the
decentralized one in that it attempts to minimize the total risk at all time.
Figure 10.5: Tracking time in decentralized scenario
The decentralized simulation results show similar trends as the centralized ones. Moreover,
the performance from the decentralized scenario is notably well. It is not only comparable to
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Figure 10.6: Tracking time in centralized scenario
its centralized counterpart, but even performs better in some sets with 2 evaders.
Finally, we implement our strategy to real robots. Experiments were conducted in a 4000
mm × 4000 mm area with obstacles set up the same as Fig. 10.4. Four pursuers and four
evaders were used in the experiments.
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CHAPTER 11. PURSUIT-EVASION GAME WITH MOTION
CONSTRAINTS
In this chapter, we investigate the target tracking problem with a non-holonomic pursuer.
We assume the evader to be holonomic since if the pursuer can track a holonomic evader, it can
also track a non-holonomic one. In this chapter, we compute an upper bound for the capture
set (set of initial positions from which the pursuer can track) based on the idea of the U set
initially proposed in [Bhattacharya and Hutchinson (2011)]. We compute the U set for non-
holonomic pursuer models, namely Dubins car, Reeds-Shepp car and differential drive robots
(DDRs).
11.1 Target Tracking for Non-holonomic Pursuers
11.1.1 Review of U set
In [Bhattacharya and Hutchinson (2011)], the concept of U set is introduced as a region
from where the pursuer may track the evader forever. The construction of it can be briefly
summarized as follows: In Figure 11.1, dashed region represents an obstacle. For an edge Ej
of the obstacle, the evader e0 can escape from either of the vertices b and c. The shortest time
for the evader to reach a vertex of Ej is tEj = min{dbv¯e , dcv¯e }, where dc and db are distances of
the evader to vertices b and c, respectively. Meanwhile, the pursuer needs to reach star regions
to ensure tracking. So the pursuer must be within a distance of v¯ptEj from the line passing
through Ej to reach the star region. The line that is at a distance of v¯ptEj from Ej divides the
space into two half-spaces, h+j and h
−
j . If the pursuer initially lies in h
+
j , it will definitely lose
the evader after tEj . Such half-spaces can be constructed for all edges of all obstacles. The
intersection of all h−j is defined as the U set.
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Star region
Figure 11.1: U set for a polygonal obstacle
The procedure is presented in Algorithm 7. We introduce the following notations: V denotes
the set of all vertices; E denotes the set of all edges of obstacles; G denotes the visibility graph
of V ∪ e0. Let bj and cj be the two vertices of edge Ej , and the corresponding distances to e0
be dbj and dcj . Let Dijkstra(G, p, q) be a procedure which returns the shortest distance from
node p to node q on graph G.
Algorithm 7 Construction of U set
1: procedure ConstructUset(e0,V, E ,G)
2: for all Ej ∈ E do
3: dbj = Dijkstra(G, e0, bj)
4: dcj = Dijkstra(G, e0, cj)
5: d = min{dbj , dcj}/a
6: Obtain h−j by offsetting d from the line passing Ej towards the obstacle s.t. e0 ∈ h−j .
7: end for
8: U set=
⋂
j h
−
j
9: end procedure
11.2 Time-Optimal Path to a Line
In this section, we present the time-optimal paths to reach a line for three types of non-
holonomic vehicles: Dubins car, Reeds-Shepp car and differential drive robot (DDR). The
results of this section will be used to construct the U set for these non-holonomic vehicles.
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11.2.1 Dubins Car
A Dubins car [Dubins (1957)] is assumed to move at a constant forward speed v with a
maximum steering angle constraint. Its configuration space is C = R2 × S1. A configuration is
denoted by q = (x, y, θ), where θ denotes the heading angle. The equations of motion are
x˙ = v cos θ
y˙ = v sin θ (11.1)
θ˙ = u,
where u ∈ [−1, 1]. According to optimal control theory, the shortest path for Dubins car
between any two configurations is a combination of three actions:
Steering: u Symbol Action
0 S go straight
-1 L turn left
1 R turn right
We present time-optimal path for the Dubins car to reach a line from an initial configuration
q0 = (x0, y0, θ0). Since a Dubins car moves at a constant speed, the time-optimal path is
equivalent to the shortest path. We prove that the shortest path can be characterized as a two
letter curve CαSd, where C denotes an arc represented by either L or R with a unit radius. α
and d represent the length of C and S, with α ∈ [0, pi), d ≥ 0. Without loss of generality, we
assume the terminal line is aligned along with the x-axis, denoted by l.
In [Boissonnat and Bui (1994)], authors showed the optimal paths to a position with free
orientation can only be a CC or CS curve. We will show that the shortest path to a line is a
specific CS curve.
Proposition 3. The shortest CαSd curve from q0 to l is composed of a shortest circular arc
to orient it orthogonal to l followed by a straight path towards l.
Proof. Let
_
AB and AB represent an arc and a line segment, respectively. Let | · | represent
the length of a curve. In Figure 11.2, the blue curve from q0 to C represents the shortest CαSd
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curve, where A is the point of tangency. We show it is shorter than any other CS curves from
q0 to l. Consider two cases: 1) C
′ is on the right of C. A′ is point of tangency on curve q0A′C ′.
Since |
_
q0A
′ |+ |
_
A′A |+ |AC| < |
_
q0A
′ |+ |A′B|+ |BA|+ |AC| < |
_
q0A
′ |+ |A′C ′| > |A′B|,
curve q0AC is shorter than q0A
′C ′. 2) C ′′ is on the left of C. Since |
_
q0A |+ |AC| < |
_
q0A |+
|
_
AA′′ |+ |A′′C ′′|, curve q0AC is shorter than q0A′′C ′′.
Note that we can find two paths from p0 such that the S part is perpendicular to l. One takes
a left turn (blue curve), the other takes a right turn (green curve). However, in Figure 11.2, it
is obvious that the blue one is shorter. Therefore, the shortest CαSd should be determined as
follows: if θ0 ∈ [0, pi2 ) ∪ [3pi2 , 2pi), C = L; if θ0 ∈ [pi2 , 3pi2 ), C = R.
We call the shortest CαSd curve the “J curve” for short due to its shape.
'
'
''
''
'
Figure 11.2: Shortest curve among all CαSd curves.
Proposition 4. J curve is shorter than any CC curve to l.
Proof. Figure 11.3 demonstrates two cases for the CC curve. Note that the two C’s must be
in different directions, i.e., one is L, and the other is R. In the first case, the CC curve is
q01B1C
′
1, and the J curve is q01A1C1 in blue. This is the case when d > 0. Since |A1C1| <
|
_
A1B1 |+ |
_
B1C
′
1 |, curve q01A1C1 is shorter. In the second case, the J curve is q02C2 in blue,
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Figure 11.3: Comparison between J curve and CC curves
where d = 0. The CC curve is q02B2C
′
2. B2D is the mutual tangent line of circle O3 and O4.
Since |
_
B2C2 | < |B2D| < |B2C ′2| < |
_
B2C
′
2 |, q02C2 is shorter. The above proof holds for all
CC curves.
Based on Proposition 3 and 4, we can conclude the J curve is the shortest path from any
initial configuration q0 to any line.
Following the construction of the J curve, we compute the length of it. The line is still
assumed to be located on the x-axis, and q0 is assumed to be below the x-axis. Let L be the
length, and r be the radius of C curve. We obtain the following:
When r| cos θ0| < |y0|, i.e., d > 0 for S curve,
L =
 (|
pi
2 − θ0| − | cos θ0|)r + |y0|, if θ0 ∈ [0, 3pi2 )
(5pi2 − θ0 − cos θ0)r + |y0|, if θ0 ∈ [3pi2 , 2pi)
. (11.2)
When r| cos θ0| ≥ |y0|, i.e., d = 0 for S curve,
L =
 (|
pi
2 − θ0| − sin−1(| cos θ0| − |y0|r ))r, if θ0 ∈ [0, 3pi2 )
((5pi2 − θ0)− sin−1(cos θ0 − |y0|r ))r, if θ0 ∈ [3pi2 , 2pi)
. (11.3)
11.2.2 Reeds-Shepp Car Model for Pursuer
Reeds-Shepp car [Reeds and Shepp (1990)] is a Dubins car that can move in the reverse
direction. The notation for primitives of Reeds-Shepp curve is extended from that for Dubins
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curve: C represents a curve of radius r, and S represents a straight line segment. “|” is
introduced to represent a “cusp” or a change in the moving direction from forward to reverse
or from reverse to forward. Additional superscripts + or − are introduced to L,R and S to
denote the direction of motion: + for forward, and − for reverse.
According to [Soueres et al. (1994)], the optimal (shortest) path to reach a point P = (x, y)
from a configuration q0 = (x0, y0, θ0) can only belong to the following three families of curves:
C|Cpi/2S, C|C and CS. Let q0 = (0, 0, 0), then the reachable set from q0 by optimal paths can
be divided into three regions corresponding to three families as shown in Figure 11.4.
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
𝐶𝐶|𝐶𝐶
𝐶𝐶|𝐶𝐶
𝐶𝐶|𝐶𝐶𝜋𝜋
2
𝐶𝐶
𝐶𝐶|𝐶𝐶𝜋𝜋
2
𝐶𝐶
Figure 11.4: Partition of plane based on three optimal Reeds-Shepp curve families
Notice that the partition is symmetric about x-axis and y-axis. We will utilize the result
from [Soueres et al. (1994)] to obtain the shortest path for a Reeds-Shepp car from an initial
configuration q0 = (x0, y0, θ0) to a given line in R2. We will show that the optimal path for a
Reeds-Shepp car to reach a line is always a CS curve similar to a Dubins car. We prove this
by contradiction: it cannot be of form C|Cpi/2S or CC. Without loss of generality, we assume
q0 = (0, 0, 0), i.e., the Reeds-Shepp car is located at the origin heading towards the positive
x-axis.
First, we show that C|Cpi/2S curve cannot be the shortest one. Due to the symmetry of the
reachable set, it is sufficient to consider the case when the terminal point of the curve is in the
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first quadrant. We consider two cases based on the slope of the line l. The first case is shown
in Figure 11.5a when the slope of l is negative. Curve OABC is a C|Cpi/2S to line l. More
precisely, it is R−u L
+
pi/2Sd. Curve OB
′′C ′′ is a CS curve with terminal segment perpendicular
to the line l, in other words, the shortest CS curve for the Dubins car. Since O1D ⊥ x axis,
|
_
AD | = |
_
AO |. Therefore, |
_
OA | + |
_
AB′ | = |
_
DB′ | = |
_
OB′′ |, and length of curve
OABC = |
_
OA |+ |
_
AB′ |+ |
_
B′B |+ |BC| > |
_
DB′ |+ |B′C ′| < |
_
OB′′ |+ |B′′C ′′|. So a CS
curve like curve OB′′C ′′ in Figure 11.5a that is shorter than the C|Cpi/2S curve always exists.
The second case is shown in Figure 11.5b when the slope of l is positive. In the figure, we
construct a line l2 ‖ O1O2. Since l2 ‖ O1O2, curve OE′ ∼= curve DF ′. Similar to the previous
case, length of the C|Cpi/2S curve OABC is equal to that of curve DABC. Let BC ′ ⊥ l2, then
|curveDABC| < |curveDABC ′| < |curveDF ′| = |curveOE′|. Now we consider two sub cases
divided by l2. When the line is rotated counterclockwise around C from l2 shown as l1, the CS
path changes to curve OE which is obviously shorter than curve OE′. Therefore, the CS path
is shorter. When the line is rotated clockwise around C from l2 shown as l3, let BC
′′ ⊥ l3.
Then we have |curveDABC| < |curveDABC ′′| < |curveDF ′′| < |OE′′|. Therefore, the CS
curve OE′′ is shorter to reach l3. So we have proved for all the cases for C|Cpi/2S curve, we
can find a shorter CS curve.
Next, we show that C|C curve cannot be the shortest one. We also consider two general
cases: 1)l intersects with the boundary between C|C and CS regions; 2) l intersects with the
boundary between C|C and C|Cpi/2S regions. Figure 11.7a illustrates the first case where a
C|C curve OAC reaches line l at C. In this figure, the slope of l is negative. We know that
|curveOAC| = |curveDAC|, and OC ′ is the CS curve with zero length for the S part. To
compare the length of
_
DC and
_
OC ′ , we just need to compare ∠DO1C and ∠OO2C ′. Since
O1 is lower than O2, and C is higher than C
′, it is obvious ∠DO1C > ∠OO2C ′. Therefore,
the CS curve is shorter. The same proof applies when the slope of l is positive. Figure 11.7b
presents the case when l intersects with the boundary between C|C and C|Cpi/2S. l1 and l2 are
two lines with negative and positive slopes, respectively. Curve OAC is the C|C curve, while
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Figure 11.6: Comparison between C|Cpi/2S and CS curve
OB′C ′ and OB′′C ′′ are the shortest SC curves to reach line l1 and l2, respectively. The proofs
are in the same vein as that for Figure 11.5b. So we have proved that the CS curve is shorter.
Therefore, we have shown that for a Reeds-Shepp car, the shortest path from a configuration
q0 to a line is a CS curve. It is slightly different from the one for Dubins car in that Reeds-
Shepp can move in reverse direction. It can always move in a direction such that the angle of
the C curve will not exceed pi2 .
We still call the shortest CS curve the J curve as in previous section and assume the line
is located on the x-axis, and q0 is assumed to be below the x-axis. Let L be the length, we
obtain the following:
When | cos θ0| < −y0, i.e., d > 0 for S curve,
L =
 (|
pi
2 − θ0| − | cos θ0|)r + |y0|, if θ0 ∈ [0, pi)
(|3pi2 − θ0| − | cos θ0|)r + |y0|, if θ0 ∈ [pi, 2pi)
. (11.4)
When | cos θ0| ≥ −y0, i.e., d = 0 for S curve,
L =
 (|
pi
2 − θ0| − sin−1(| cos θ0| − |y0|r ))r, if θ0 ∈ [0, pi)
(|3pi2 − θ0| − sin−1(| cos θ0| − |y0|r ))r, if θ0 ∈ [pi, 2pi)
. (11.5)
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Figure 11.8: Comparison between C|C and CS curve
11.2.3 Differential Drive Robot
In this section, we consider a DDR with bounded velocity in this subsection. Its states
q = (x, y, θ) are defined in the same way as Dubins car and Reeds-Shepp car. In addition, let
ω1 and ω2 denote the angular velocity of each wheel in the interval [−v,v], respectively. Thus,
the translational and angular velocity of the DDR can be defined as
v =
ω1 + ω2
2
, ω =
ω2 − ω1
2b
,
where b denotes the distance from a wheel to the axle center. In [Balkcom and Mason (2002)],
the authors studied the time optimal trajectories of a DDR. They found that the time optimal
trajectory is a finite sequence of straight lines and rotations in place at extreme speeds. The
symbols ⇑ and ⇓ denote moving straight forward and backward at full speed, respectively. The
symbols x and y denote turning in place counterclockwise and clockwise, respectively. In
[Enright (2008)], the author studied the reachable set of a DDR. It is shown thatx⇑ and ⇓x⇑
along with their symmetric transformations constitute the family of time optimal trajectories
with free terminal heading. In this work, we apply the results in [Balkcom and Mason (2002)]
and [Enright (2008)] to obtain the time optimal trajectory from an initial configuration q0 to
a line for a DDR. We will show that x⇒ and its symmetric transformations sufficiently form
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the family of time optimal paths.
We first show that ⇓x⇑ cannot be the optimal path to a line. Figure 11.9 demonstrates a
scenario where the DDR takes the ⇓x⇑ path to reach a line located at the x axis. The DDR
moves backwards from q0 to A, rotates counterclockwise in place for α, and moves forwards
to reach B1 on the line. Notice that there exist infinite number of ⇓x⇑ paths from p0 to the
line which incurs a α rotation in place. Among all of them, we should find the one with the
shortest translational displacement. The path from q0 to B2 via A2 is one of them. Notice that
if the translational distance of path q0A2B2 is shorter than path q0A1B1, there must be paths
in the same pattern that are shorter than q0A2B2. By induction, the shortest path would be
a straight line from q0 to C on the line. Similarly, if path q0A2B2 is longer than path q0A1B1,
the shortest path would be a straight line from q0 to B0 on the line. Therefore, ⇓x⇑ cannot
be the time optimal path to a line.
Figure 11.9: Analysis of ⇓x⇑ paths with same rotation angle
Next, among all the feasible x⇒ paths to the line, we characterize the one that is time
optimal. According to [Balkcom and Mason (2002)], the following equation is obtained along
an optimal trajectory:
vt = s(t) + bσ(t), (11.6)
where s(t) =
∫ t
0 |v|, and σ(t) =
∫ t
0 |ω|. Let β be the angle of x. Assume that q0 = (x0, y0, θ0)
is below the x axis with θ0 ∈ [0, pi2 ]. The heading after rotation would be θ0 + β ∈ [0, pi2 ] in the
first quadrant. Due to symmetry, it is sufficient for us to only consider the first quadrant.
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The total time taken to reach the line is given by the following equation
tl(β) =
1
v
(
|y0|
sin(θ0 + β)
+ b|β|), (11.7)
where tl is a function of β. Taking the first and second derivative of tl, we obtain
dtl
dβ
=
1
v
(−|y0| cos(θ0 + β)
sin2(θ0 + β)
+ b
β
|β|) (11.8)
dtl
dβ2
=
|y0|
v
(
1 + cos2(θ0 + β)
sin3(θ0 + β)
) > 0. (11.9)
Analyzing (11.7) and (11.8) under the constraints θ0 ∈ [0, pi2 ] and θ0 + β ∈ [0, pi2 ], we obtain
the following solution to the optimal time:
If θ0 > arccos(
√
y20+4b
2−|y0|
2b ),
tl(β) =
|y0|
v sin(θ0)
. (11.10)
If θ0 ≤ arccos(
√
y20+4b
2−|y0|
2b ), the solution is solved by combining (11.7) and the following
equation which is obtained by setting (11.8) to 0.
cos(θ0 + β) =
√
y20 + 4b
2 − |y0|
2b
. (11.11)
Figure 11.10 illustrates the variation of β with respect to y0 and θ0. Blue arrows represent
the heading direction of θ0 + β, and green arrows represent the initial heading direction θ0.
The angles between blue and green arrows represent the rotation of β.
𝜋𝜋/2 0 𝜋𝜋/4 
𝑥𝑥 
𝑦𝑦 
𝜃𝜃0 
Figure 11.10: Variation of β with respect to y0 and θ0
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11.3 Construction of U set for Non-holonomic Agents
11.3.1 Dubins Car
Since U set is constructed from half-spaces whose boundaries are reachable by the pursuer
within a predetermined time T from a line, we apply the result in the previous subsection to
obtain the U set for a pursuer in the form of a Dubins car.
Given a traversing time T , we can compute the distance traveled by the pursuer in T on
the optimal path. Let it be L. For a certain heading θ0, we can solve for y0 in (11.2) and (11.3)
which is the maximum distance from where the pursuer can reach the line l. y0 is the amount
of offset applied to an obstacle edge to obtain a half-space for constructing the U set.
Figure 11.11 illustrates the U set for a holonomic pursuer with a speed ratio of 0.6. Grey
areas represent polygonal obstacles. Red dot in the center represents the evader. Cyan region
represents the U set which has 8 vertices in the figure.
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Figure 11.11: U set for a holonomic pursuer
The same polygonal environment is used for the construction of U set for Dubins car. In
order to make the variation of U set more obvious, we set the speed to 10 units/(unit time).
Figure 11.12 presents the variation of U set with respect to heading. The boundaries of U sets
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are plotted at different θ0. Black dots represent vertices of the U sets. We can observe that the
number of vertices of the U set various with its shape. Therefore, not all black dots can form
continuous curves. Discrete black dots reflect abrupt changes in the shape of the U set.
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Figure 11.12: U set for the Dubins car at different heading θ
11.3.2 Reeds-Shepp Car
Based on (11.4) and (11.5), we can compute the U set for a pursuer in the form of a Reeds-
Shepp car. Similar to Figure 11.12, Figure 11.13 presents the variation of U set with respect
to heading. We use the environment in Figure 11.11. We can clearly observe that the variation
is less than that of Dubins car which is due to the reverse movement of Reeds-Shepp car.
11.3.3 Differential Drive Robot
We present the construction of U set for a DDR. Given tl and θ0, we can solve for y0 and
β. y0 can be used to construct the U set in the same way as previous sections. Figure 11.14
presents the variation of U set with respect to initial heading θ0 for a DDR. To make the
variation more distinguishable, we set the maximum speed to 10 units/(unit time) and b to 10
units.
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Figure 11.13: U set for the Reeds-Shepp car at different heading θ
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Figure 11.14: U set for DDR at different heading θ
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CHAPTER 12. CONCLUSION AND FUTURE WORK
In this part, we proposed a framework for the visibility-based target tracking problem in a
general polygonal environment. We started with a simpler problem with one holonomic pursuer
and one holonomic evader in an environment with one corner. We obtained the optimal tracking
strategy for the pursuer by converting the 2D dynamic problem to a 3D static one. The optimal
strategy is a combination of two primitives ST and C, and the only possible combinations are
ST C − ST and ST − C − ST . We present a partition of the workspace with corresponding
optimal strategies.
To extend the solution to a more general environment, we constructed pursuit field which
serves as a guiding vector for the pursuer at every position. We conducted simulations to
investigate the influence of each component vector of the guiding vector. For the case of
multiple pursuers and multiple evaders, we decomposed the problem to two layers. In the
lower layer, the pursuit field is applied to each single-pursuer single-evader pair. In the upper
layer, we proposed two decentralized allocation strategies based on a risk function to divide the
agents into multiple single pursuer-single evader pairs. We conducted simulations to compare
the performance of these two allocation strategies and implemented one of them on robotic
platforms.
We also provide a guaranteed escape set for some models of non-holonomic pursuers which
can be used in the future research of seeking the optimal strategies of non-holonomic pursuers.
To sum up, we proposed a framework to the target tracking problem which involves multiple
pursuers and multiple evaders in a general polygonal environment. This framework can be fur-
ther be extended to more general cases. Some potential future directions of the research in this
thesis are discussed as follows. One direction is to investigate the optimal tracking strategies
for various models of non-holonomic vehicles both as pursuers and evaders in simple environ-
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ment. The vector components and their weights of the guiding vector is another interesting
problem. Weight functions which varies based on the environment or risks could potentially
provide better tracking performance. Some machine learning techniques can also be applied to
obtain the weights. In this thesis, the research is confined to a 2D-plane. Investigation of this
problem in a three dimensional space is also a future direction. Some fundamental logics still
apply to higher dimensions.
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APPENDIX A. PROOFS OF LEMMAS AND PROPERTIES IN
CHAPTER 8
Proof of Lemma 1. We prove this lemma by showing that for any pursuer trajectory which
contains two consecutive straight line segments, there always exist a trajectory which can track
for a longer time. First, we would like to introduce the concept of “below” and “above” in
3D. A pursuer’s position in 3D is “below” a surface, if its projection onto the surface along the
t-axis has a greater t. The concept of “above” is defined similarly. It is clear that if a pursuer’s
position is below the red surface Sbar, then the pursuer is ahead of the bar. If there exists a
trajectory containing two consecutive line segments PP1 and PP2 as shown in Figure A.1, then
PP1 and PP2 are both below Sbar except for point P . P is on Sbar, since transition of paths can
only occur on Sbar. Since Sbar is differentiable at every point, it has a tangent plane at every
point. Define H(P ) to be the tangent plane at point P . Consider an  ball around P with  > 0
which intersects PP1 at P
′
1 and PP2 at P
′
2. Then locally, there always exists an  ball such that
P ′1 and P ′2 are below the tangent plane H(P ). Therefore, line segment P ′1P ′2 is below H(P ),
thus below Sbar. So the pursuer is able to move along P1P
′
1P
′
2P2 while maintaining visibility.
Moreover, in 3D, the pursuer takes the same time to move on P ′1P ′2 and PP1P2, meaning it
does not move at full speed v¯p on P
′
1P
′
2. So if the pursuer moves on P
′
1P
′
2 at full speed, it can
reach P ′2 in a shorter time and thus track the evader for a longer time. We have proved there
cannot be two consecutive line segments on the pursuer’s optimal trajectory. 
Proof of Property 1. In Figure 8.10b, the green curves represent some example spirals origi-
nating from t = 0 plane in Region 1. The magenta curve represents the locus of the inflection
points of each spiral, we denote it with γinf . We will obtain the mathematical expression of
γinf in terms of time.
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Figure A.1: Two consecutive line segments
Refer to Figure A.2. The heading angle of the pursuer, h(t), is given by the following
expression:
h(t) = tan−1
(
vrp
vtp
)
+
pi
2
+ φp (A.1)
Substituting vrp =
√
v¯2p − vtp2 and vtp = ωprp in (A.1), where ωp is the angular velocity of the
pursuer about the origin leads to the following equation:
h(t) = tan−1
(√
v¯2p
ω2pr
2
p
− 1
)
+
pi
2
+ φp (A.2)
Using the facts that φ˙p = ω(t) on the spiral, and ω
′(t) = v¯
3
et
(R2e−v¯2et2)3/2 = ω
3t, we obtain the
following expression for the derivative of h(t) with respect to time:
h′(t) = ω
(
ω2rpt
r′p
+ 2
)
(A.3)
From (A.3), we can see that h′(0) > 0 which implies that the curvature of the spiral is positive
in the beginning. Since vrp(t)→ 0 near termination, h′(t) is negative before termination which
implies that the spiral has a negative curvature before termination. From the definition of
Figure A.2: Pursuer’s velocity
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inflection point (h′(t) = 0), we obtain the following expression for rp:
rp =
2v¯p
ω
√
ω2t2 + 4
(A.4)
Note that there is an inflection point on the bar corresponding to some spiral for every
t ∈ {0, T}, where T denotes the time required by the bar to reach the star region. More-
over, the location of the inflection point on a bar is dependent on t and ω. We use rinf (t) to
denote the distance of the inflection point from the origin on the bar at time t. We use γinf to
denote the locus of inflection points. 
Proof of Property 4. Consider two initial positions for the pursuer, p1(t1) and p2(t1) on the
same bar such that rp1(t1) < rp2(t1). Let γ1(t) and γ2(t) be the trajectory for the pursuer
when it follows the differential equations θ˙p(t) = ω(t), r˙p(t) = −
√
v¯2p(t)− r2p(t)ω2(t) with
initial condition p1(t1) and p2(t1), respectively. The differential equations govern the evolu-
tion of the pursuer’s trajectories from the two initial conditions when it maintains the same
angular speed (ω(t)) and total speed (v¯p(t)) on both of them. From Cauchy-Lipschtiz the-
orem [Coddington and Levinson (1955)], the differential equation has a unique solution for
each initial condition. Therefore, rp1(t) < rp2(t) for all t ≥ t1. Let t2 denote the time at
which γ2(t) terminates =⇒ rp2(t2)θp(t2) = v¯p. Since rp1(t2) < rp2(t2), the tangential velocity
rp1(t2)θp(t2) < rp2(t2)θp(t2) = v¯p. Therefore, if the pursuer follows γ1, it can avoid termination
at t2 since the tangential component of its velocity is less than v¯p, and hence, track for a longer
time. 
Proof of Lemma 3. Refer to Figure A.3. O is the origin. The pursuer is at p(t1) initially
on spiral c1. When the pursuer moves on the spiral, it always spares the maximum possible
speed towards the origin while maintaining the same angular velocity with the bar. Any other
path which can maintain visibility cannot have a larger velocity component towards the origin.
Therefore, for any other path, the angle between the pursuer’s heading and the bar at t1 must
be greater than θ which is the angle between its heading on the spiral and the bar. If the
pursuer moves on a straight line path (blue line in the figure) from t1, then spiral c1 “swings”
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to the left of the straight line path due to its positive curvature in R1C . Therefore, when they
arrive on the same bar at t2, the straight line path will end on spiral c2 at p
′(t2) which is further
than p(t2) on c1. 
Figure A.3: Example of Lemma 3
Proof of Lemma 4. Consider a terminal ST segment on a pursuer’s optimal path. Let the
pursuer be located on a bar at time t1 at the beginning of the ST path. Let the ST path
terminate orthogonally with the bar at time t2. Figure A.4 illustrates the evader’s reachable
disk and pursuer’s trajectory between t1 and t2. Note that the pursuer is on the bar at t1 as
well as t2.
Figure A.4: Formulation of pursuer’s straight line trajectory
From Figure A.4, we can conclude that rp(t1) sin θ = v¯p(t2 − t1), where θ = cos−1 v¯et1Re −
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cos−1 v¯et2Re . Since sin(A−B) = sinA cosB − cosA sinB, we obtain the following equation:
v¯p(t2 − t1)
rp(t1)
=
√
R2e − v¯2e t21
Re
· v¯et2
Re
− v¯et1
Re
·
√
R2e − v¯2e t22
Re
(A.5)
Squaring both sides of (A.5) leads to the following quadratic equation in t2/t1 after simplifica-
tion:
A
(
t2
t1
)2
+B
(
t2
t1
)
+ C = 0, (A.6)
where A = α2 + β2 − 2αβ cos γ, B = −2β(β − α cos γ), C = β2 − α2 and α = rp(t1)Re , β =
v¯p
v¯e
,
sin γ = v¯et1Re . We obtain that B
2 − 4AC = 4α2(α − β cos γ)2, therefore, the roots of (A.6) are
as follows:
t2
t1
=
−B ±√B2 − 4AC
2A
=
β2 − α2
α2 + β2 − 2αβ cos γ or 1. (A.7)
This suggests that the first root provides the relation between t1 and t2. So we have
t2 = t1
β2−α2
α2+β2−2αβ cos γ (A.8)
Since
v¯p
rp(t1)
> v¯ere(t1) >
v¯e
Re
, we conclude that β > α. Therefore, t2 in (A.8) is positive.
Next, we show that if the pursuer follows a ST path to termination from an initial point
p(t1) ∈ γ+inf ∪ γinf then ω′p(t) < 0, and ω′e(t) > 0 in [t1, t2] which implies that the pursuer can
maintain visbility of the reachable set of the evader from t1 to t2.
Since ω′(t) = ω3t and ω > 0, ω′(t) > 0. From Figure A.4, we can infer that ωp(t) =
v¯prp(t2)
r2p(t)
=
v¯prp(t2)
r2p(t2)+v¯
2
p(t2−t)2 , where t2 and rp(t2) are functions of t1, and are independent of t.
Taking the derivative with respect to time leads to the following:
ω′p(t) = −
2rp(t2)v¯
3
p[r
2
p(t2)− 3(t2 − t)2v¯2p]
[r2p(t2) + (t2 − t)2v¯2p]3
. (A.9)
In order to prove ω′p(t) < 0, we need to show that r2p(t2) − 3(t2 − t)2v¯2p > 0. Substituting
rp(t2) =
√
r2p(t1)− v¯2p(t2 − t1)2, the previous statement is equivalent to r2p(t1)− v¯2p(t2 − t1)2 −
3(t2 − t)2v¯2p > 0 =⇒ ω′p(t) < 0. Since t > t1, it is sufficient to prove the following inequality:
r2p(t1)− 4v¯2p(t2 − t1)2 > 0 =⇒
rp(t1)
2v¯pt1
>
t2
t1
− 1 (A.10)
Substituting the expression for t2 from (A.8) into the right inequality above leads to the fol-
lowing quadratic inequality after simplification:
r2p(t1) + 2v¯p
(
2t1 − 1
ω(t1)
)
rp(t1) + v¯
2
p
(
R2e
v¯2e
− 4t1
ω(t1)
)
> 0 (A.11)
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We need to show that the above inequality is satisfied for rp ≥ rinf . Since the L.H.S. of (A.11)
is a convex function of rp, the aforementioned statement is true if rinf is greater than the larger
of the two roots of the quadratic equation ((−2 ± √3)v¯pt1 + v¯pωe(t1)) obtained by substituting
the inequality in (A.11) with an equality. Therefore, we need to show that
(−2 +
√
3)v¯pts1 +
v¯p
ω(t1)
< rinf (A.12)
From (A.4), (A.12) reduces to the following inequality:
−2 +
√
3 <
2
ωt1
√
ω2t21 + 4
− 1
ωt1
(A.13)
To show that the inequality in (A.13) holds, we compute the minimum value that the R.H.S
can attain. Let s = ωt1 ∈ (0,∞). We need to find the minimum of F (s) = 2s√s2+4 −
1
s . Taking
derivative of F (s) and setting it to zero, we obtain
dF
ds =
(s2+4)3/2−4s2−8
s2(s2+4)3/2
= 0 =⇒ s =
√
2
√
5 + 2 (A.14)
Since dFds < 0 for 0 < s <
√
2
√
5 + 2, and dFds > 0 for s >
√
2
√
5 + 2, we obtain the minF (s) ≈
−0.15 > −2 +√3 at s =
√
2
√
5 + 2. Therefore, inequality (A.13) holds for all points after the
inflection point. This proves the lemma. 
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