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Jamur merupakan salah satu tumbuhan liar yang banyak tersebar di alam liar. Tidak 
semua jamur itu beracun dan dapat dimakan. Sejatinya jamur dapat diklasifikasikan 
dengan mata telanjang. Namun, terdapat kendala yang dihadapi. Jamur memiliki 
keberagaman, sehingga masih sulit diidentifikasi. Sebagai solusi dari permasalahan 
tersebut, dibutuhkan bantuan komputer agar klasifikasi jamur yang layak konsumsi 
dengan jamur yang beracun dapat dilakukan dengan data mining. Data mining 
dapat dilakukan dengan metode pembelajaran mesin. Machine learning atau 
pembelajaran mesin memungkinkan pengguna untuk memberikan ilmu kepada 
komputer dan membuat komputer tersebut menganalisa, dan membuat rekomendasi 
ataupun keputusan berdasarkan data yang diberikan sehingga merupakan pilihan 
tepat untuk melakukan klasifikasi. Random Forest (RF) merupakan salah satu 
ensemble learning kombinasi decision tree yang memberikan akurasi yang 
tergolong lebih tinggi karena algoritma ini akan menangani missing values dan tetap 
menjaga keakuratan data dengan jumlah besar. Random Forest ini akan 
diimplementasikan ke dalam aplikasi sistem untuk melakukan klasifikasi yang akan 
diterapkan pada perangkat PC berbasis offline yang diharapkan dapat membantu 
pengguna dalam melakukan klasifikasi pada jamur. Penelitian ini berhasil 
menerapkan algoritma random forest untuk melakukan klasifikasi jamur menjadi 2 
label poisonous dan edible Hasilnya sistem dapat melakukan klasifikasi jamur 
dengan akurasi sebesar 98.0307% dari data test hasil training model. 
 
Kata Kunci: Implementasi, Jamur, Data Mining, Algoritma Random Forest, 
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Mushrooms are one of the wild plants that are widely spread in the wild. Not all 
mushrooms are poisonous and can be eaten. Actually mushrooms can be classified 
with the naked eye. However, there are obstacles faced. Mushrooms have diversity, 
so it is still difficult to identify. As a solution to these problems, computer assistance 
is needed so that the classification of mushrooms that are suitable for consumption 
with poisonous mushrooms can be done with data mining. Data mining can be done 
by machine learning methods. Machine learning allows users to provide knowledge 
to the computer and make the computer analyze, and make recommendations or 
decisions based on the data provided so that it is the right choice for classification. 
Random Forest (RF) is an ensemble learning decision tree combination that 
provides higher accuracy because this algorithm will handle missing values while 
maintaining the accuracy of large amounts of data. Random Forest will be 
implemented into a system application to carry out a classification that will be 
applied to an offline-based PC device which is expected to assist users in classifying 
mushrooms. This research successfully applied random forest algorithm to classify 
mushroom into 2 classes, edible and poisonous. As the result, system can classify 
the mushrooms with 98.0307% accuracy from datatest. 
 
Keywords: Implementation, Mushrooms, Data Mining, Random Forest 
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