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The aim of this work is to present a method for finding pointwise control approximations
of an optimal control problemwith control constraints. Themethod is oriented to practical
applications of the gradient projection method. By applying Euler scheme to the state and
costate equations we find a sequence of approximate values of the gradient. Approximate
values of the control in the grid points are obtained by projecting on the set of control
values. We define a sequence having an accumulation point that is at a distance Ch1/2 (in
Lr2 metric) from the optimal control. Finally, numerical examples are given.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The gradient projection method is an iterative method for finding approximate solutions of optimal control problems
with control constraints determinedby a given setU ⊂ Rr . Togetherwith theneed to prove that the sequence of approximate
controls converges to the optimal control, one must find the projection of the gradient on the set of admissible controls.
Finding of the projection leads to a minimization problem in the space of the admissible controls. In some cases there exist
explicit formulae for computing of the projection, e.g., if U is an orthant, a box, a polyhedra, or a ball. The case when the
set U is a polyhedron is studied in details in [4], where a convergence result with sufficient conditions is proven. Each
iteration step of the gradient projection method needs to calculate the gradient of the functional. This means that the state
and the costate equations of the first-order necessary optimality conditions have to be solved. Usually these equations are
numerically solved by the help of Runge–Kutta methods [3,2]. Approximate gradient methods with general discretization
schemes are considered in [1], where it is proven that the accumulation points of the sequence of approximate controls, if
they do exist, satisfy the weak necessary conditions for optimality of the continuous problem.
The optimal control problem under consideration is
minimize J(u(·)) :=
∫ T
0
f 0(x(t), u(t), t)dt + ϕ(x(T ))
subject to x˙ = f (x, u, t) := A(t)x+ B(t)u+ g(t),
x(0) = x0, u(t) ∈ U a.e. t ∈ [0, T ],
where x ∈ Rn, u ∈ Rr , An×n and Bn×r are matrix functions, and f 0, ϕ and g are defined in the respective spaces.
We make the following assumptions:
(i) U ⊂ Rr is convex and compact;
(ii) the matrices A and B and the function g are piecewise continuous; the functions f 0 and ϕ are twice continuously
differentiable with respect to the variables x and u for all (x, u, t) ∈ Rn × Rr × [0, T ];
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(iii) ϕ is a convex function, f 0 satisfies a strongly convex condition of the form
f 0(αx+ (1− α)y, αu+ (1− α)v, t) ≤ αf 0(x, u, t)+ (1− α)f 0(y, v, t)− α(1− α)κ|u− v|2
for all α, 0 ≤ α ≤ 1, κ = const > 0, (x, u, t), (y, v, t) ∈ Rn × Rr × [0, T ].
This work was inspired by the paper [6] of Nikol’skii, where the gradient projection method to an optimal control
problem is applied. It is proven in [6] that the sequence of the gradient projection iterations converges to the set of controls
S∗ = {u(·) : 〈J ′(u(·)), v(·) − u(·)〉 ≥ 0, for all admissible controls v(·)}; 〈x, y〉 is the scalar product of x and y. This
convergence result is obtained with respect to the sliding regime norm ‖u‖w = max |
∫ t
0 u(s)ds|.
In this paper we are interested in the practical application of the gradient projection method. In each iteration step we
apply Euler method to the first-order necessary optimality equations, state and costate equations. Then, we calculate the
approximate values of the gradient, which are used to find the next approximate values of the control in the grid points by
projecting on the set U . In comparison with [1], where in each step a minimization problem in the space RNr is solved, we
solve N minimization problems in Rr . In the remainder part of this section, we introduce all the needed notations.
The gradient projection method gives an iteration sequence of controls by the rule
uk+1(t) = PU(uk(t)− αkJ ′(uk)(t)), k = 0, 1, . . . ,
where αk are positive constants with 0 < 0 ≤ αk ≤ 2/(l + 2), l denotes the Lipschitz constant of the gradient
J ′ and PU is the projection operator from Rr on U; here 0,  are positive numbers. We use the notation J ′(uk)(t) =
−Hu(xk(t), uk(t), ψk(t), t), where xk(t), ψk(t) are the solutions of the state, respectively costate equations, related to the
control function uk(·); u0(·) is an initial control approximation. The costate (adjoint) system is
ψ˙ = −Hx(x(t), u(t), ψ(t), t), ψ(T ) = −ϕx(x(T )),
where H(x, u, ψ, t) = −f 0(x, u, t) + 〈f (x, u, t), ψ〉 is the Hamiltonian, and ψ is a vector-valued function on [0, T ] with a
range in Rn.
Nowwe are going to describe the pointwise projected gradientmethod studied in this paper.We consider the grid points
ti = ih, i = 0, 1, . . . ,N , for N = T/h, the initial approximation
u0i = u0(ti), i = 0, 1, . . . ,N − 1,
and the following definition of the (k+ 1) approximation
uk+1i = PU
(
uki − αk J¯ ′(uki )
)
, k = 0, 1, 2, . . . .
Here J¯ ′(uki ) = −Hu(xki , uki , ψki , ti) and xki , ψki are obtained after applying Euler method to the state and costate equations
using the control approximations uki on the intervals [ti, ti+1], i = 0, 1, . . . ,N − 1, i.e.,
xki+1 = xki + hf (xki , uki , ti), xk0 = x0,
ψki = ψki+1 + hHx(xki+1, uki , ψki+1, ti+1), ψkN = −ϕx(xkN).
We define the metric space l[N] of sequences of N elements in Rr : [u]N = (u0, . . . , uN−1) with the metric ‖[u] − [v]‖ =
max0≤i≤N−1 |ui − vi|.
2. Main result
Theorem 1. Let the sequence [uk] = (uk0, uk1, . . . , ukN−1), uki ∈ U,U ⊂ Rr , k = 0, 1, . . ., is obtained as a result of applying the
pointwise projected gradient method. There exist an accumulation point [˜u] of this sequence and a piecewise constant function
defined by u˜(t) ≡ u˜i for t ∈ [ti, ti+1). Under the assumptions (i)–(iii), the function u˜ is at a distance Ch1/2 in the Lr2 metric from
the optimal control u∗ of the considered optimal control problem.
Proof. The proof will be completed in five steps.
1. Boundedness of the state and costate solutions and their approximations. It follows from the conditions (i)-(ii) that for
every control function u(·), such that u(t) ∈ U , the values of the solution of the state equation and the costate equation are
uniformly bounded, i.e., x(t), ψ(t) ∈ B(M) for t ∈ [0, T ]; B(M) is a ball with a center at the origin and a radius M . Using
the discrete variant of the Gronwall’s lemma, we obtain that the approximations xki andψ
k
i can be taken from the same ball
B(M).
2. The conditions (i)–(iii) ensure the existing of an unique solution of the considered problem, which we will denote by
u∗, and this solution belongs to the set S∗ [7].
3. Definition of the control function u˜. Consider the sequence of vectors [uk] := (uk0, uk1, . . . , ukN−1), k = 0, 1, . . ., where
uki ∈ U are obtained by applying the discrete gradient projection method. When the set U is convex and closed there exists
an unique projection PU(v) ∈ U and for all u ∈ U the inequality 〈PU(v)− v, u− PU(v)〉 ≥ 0 holds. We apply this inequality
for v = uki −αiJ ′(uki ) and use that for the pointwice projectionmethod we have uk+1i = PU(uki −αiJ ′(uki )), whence we obtain
〈uK+1i − uki + αk J¯ ′(uki ), u− uk+1i 〉 ≥ 0, for i = 0, . . . ,N − 1, k ≥ 1 and u ∈ U . Finally, for every u ∈ U , it holds the inequality
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〈J¯ ′(uki ), u − uk+1i 〉 ≥ 1αk 〈uki − uk+1i , u − uk+1i 〉 (the assumptions (i)–(ii) ensure that the functional J is differentiable). The
boundedness of the sequence {[uk]}∞k=0 implies the existence of a convergent subsequence (in the sequel denoted without
re-indexing its elements), which limit we will denote by [˜u] = (˜u0, . . . , u˜N−1). Let x˜i and ψ˜i are the limits of the sequences
{xki }∞k=0 and {ψki }∞k=0, which convergence is proven recursively. Hence, using the convergence of the sequence {[J¯ ′(uki )]}∞k=0,
we obtain that for every vector [u] = (u0, . . . , uN−1), the inequalities 〈J¯ ′(˜ui), ui− u˜i〉 ≥ 0, i = 0, 1, . . . ,N − 1, hold. We are
going to consider the piecewise constant function u˜(t) ≡ u˜i, t ∈ [ti, ti+1), as a control function.
4.
∣∣J ′(˜u)(s)− J¯ ′(˜ui)∣∣ = O(h) for s ∈ [ti, ti+1].
Let x˜, ψ˜ is the solution of the continuous optimal equations and x˜i, ψ˜i, i = 0, . . . ,N , is the solution of the discrete
equations, corresponding to the function u˜. Then
|˜xi − x˜(ti)| ≤ O(h), |ψ˜i − ψ˜(ti)| ≤ O(h).
Using that
x˜(ti+1) = x˜(ti)+
∫ ti+1
ti
f (˜x(s), u˜(s), s)ds, x˜i+1 = x˜i +
∫ ti+1
ti
f (˜xi, u˜i, ti)ds,
and the Lipschitz continuity of f , we obtain
|˜x(ti+1)− x˜i+1| ≤ |˜x(ti)− x˜i| +
∫ ti+1
ti
|f (˜x(s), u˜(s), s)− f (˜xi, u˜i, ti)|ds
≤ |˜x(ti)− x˜i| + L
∫ ti+1
ti
|˜x(s)− x˜i|ds+ LhO(h)
≤ |˜x(ti)− x˜i| + L
∫ ti+1
ti
(|˜x(s)− x˜(ti)| + |˜x(ti)− x˜i|)ds+ LhO(h)
≤ (1+ Lh)|˜x(ti)− x˜i| + L
∫ ti+1
ti
|˜x(s)− x˜(ti)|ds+ LhO(h).
After applying Lipschitz continuity of the function x˜(·) and x˜(0) = x˜0 = x0, we obtain
|˜x(ti+1)− x˜i+1| ≤ (1+ Lh)|˜x(ti)− x˜i| + 2LhO(h)
≤ (1+ Lh)i+1 |˜x(0)− x˜0| + 2L(1+ (1+ Lh)+ · · · + (1+ Lh)i)hO(h)
= ((1+ Lh)i+1 − 1)O(h) ≤ O(h).
We prove the second estimation in analogous way moving backward on the time
|ψ˜(ti)− ψ˜i| ≤ |ψ˜(ti+1)− ψ˜i+1| +
∫ ti+1
ti
|Hx(˜x(s), u˜(s), ψ˜(s), s)− Hx(˜xi+1, u˜i, ψ˜i+1, ti+1)|ds
≤ |ψ˜(ti+1)− ψ˜i+1| + L
∫ ti+1
ti
(|˜x(s)− x˜i+1| + |ψ˜(s)− ψ˜i+1|)ds+ LhO(h)
≤ (1+ Lh)|ψ˜(ti+1)− ψ˜i+1| + 3LhO(h)
≤ (1+ Lh)N−i|ψ˜(tN)− ψ˜N | + 3L(1+ (1+ Lh)+ · · · + (1+ Lh)N−i)hO(h)
= (1+ Lh)N−i|ϕx(˜x(tN))− ϕx(˜xN)| + 3((1+ Lh)N−i+1 − 1)O(h)
≤ O(h).
The last inequality is derived from the Lipschitz continuity of ϕx, the first estimation |˜xi − x˜(ti)| ≤ O(h), and by using the
chain of inequalities
(1+ Lh)N−i ≤ (1+ Lh)N = (1+ LT/N)N ≤ exp(LT ).
The proof of the inequality uses the expressions of J ′ and J¯ ′ and the last two estimations.
5. Let u(·) is a measurable function, such that u(t) ∈ U . Consider the vector [u] = (u1, . . . , uN−1), which components
are ui = 1h
∫ ti+1
ti
u(s)ds, hence ui ∈ U (see [7]), and the inequalities 〈J¯ ′(˜ui), (ui − u˜i)〉 ≥ 0 hold for i = 0, . . . ,N − 1. Let us
sum the obtained inequalities after multiplying them by h. Using the definitions of ui and u˜(·), and the estimate proven in
the fourth step, we have
0 ≤
N−1∑
i=0
〈
J¯ ′(˜ui),
∫ ti+1
ti
(u(s)− u˜(s))ds
〉
=
N−1∑
i=0
∫ ti+1
ti
〈J¯ ′(˜ui), u(s)− u˜(s)〉ds
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=
N−1∑
i=0
∫ ti+1
ti
〈J¯ ′(˜ui)− J ′(˜u)(s)+ J ′(˜u)(s), u(s)− u˜(s)〉ds
≤
N−1∑
i=0
∫ ti+1
ti
〈J ′(˜u)(s), u(s)− u˜(s)〉ds+ O(h) = 〈J ′(˜u), u− u˜〉 + O(h).
Hence, we obtain 〈J ′(˜u), u − u˜〉 + O(h) ≥ 0 and therefore 〈J ′(˜u), u∗ − u˜〉 + O(h) ≥ 0. On the other hand, it holds
〈J ′(u∗), u˜− u∗〉 ≥ 0, which is implied by the inequality 〈J ′(u∗), u− u∗〉 ≥ 0, u∗ ∈ S∗, and the inclusion u˜(t) ∈ U . Combining
these inequalities we obtain 〈J ′(˜u)− J ′(u∗), u˜−u∗〉 ≤ O(h). Taking into account that under the condition (iii), the functional
J is strongly convex [7] (whence, C‖u− v‖2 ≤ 〈J ′(u)− J ′(v), u− v〉, for some C = const.), we arrive at C‖u∗− u˜‖2Lr2 ≤ O(h).
This completes the proof. 
3. Numerical examples
We implemented the suggested pointwise projected gradient method in a MATHEMATICA program. We applied the
program to the following optimal control problems:
Example 1.
minimize J := 1
2
∫ T
0
(x2(t)+ u2(t))dt
subject to x˙ = −ax(t)+ u(t), x(0) = x0, u(t) ∈ [−1, 1], t ∈ [0, T ],
where a, x0, T > 0 are real constants. The conditions (i)-(iii) are satisfied. The optimal solution is u∗ = C1er1t+C2er2t , where
r1 =
√
a2 + 1, r2 = −
√
a2 + 1, C1 = x0/(r1 − a− (r2 − a)e(r1−r2)T ), and C2 = x0/(r2 − a− (r1 − a)e(r2−r1)T ).
We consider T = 1, a = 1, x0 = 1, N = 100, h = 0.01, and the initial approximations u0i = −5, i = 0, . . . ,N − 1.
We compare the values of the exact solution with the values of the approximate solution calculated at the grid points
ti = ih, i = 0, . . . ,N , using the error function err(k) = (∑Ni=1(u∗(ti) − uki )2)1/2. As it can be seen from the results
below, the error rapidly decreases for k ≤ 6, then it begins to slightly oscillate with a damping amplitude to become a
constant err(k) = 0.122151 for k ≥ 13. Taking into account the effect of accumulation of the computational errors, we can
conclude that the obtained error is in good agreement with the proven estimate in the theorem (≈ Ch1/2).
err(1)= 82.3285 err (4)= 0.505621 err (7)= 0.127032 err (10)= 0.122113
err(2)= 15.9180 err (5)= 0.246517 err (8)= 0.121182 err (11)= 0.122158
err(3)= 3.29219 err (6)= 0.0957511 err (9)= 0.122342 err (12)= 0.122149
Example 2.
minimize J := p1x(T )+ p2y(T ), p1, p2-real constants
subject to x˙ = u1x+ u2y,
y˙ = u2x+ u1y,
x(0) = x0, y(0) = y0, ui(t) ∈ [−1, 1], i = 1, 2.
The problem has an optimal control [5], that is
u∗1(t) = sgn(2C1C3 + 2C2C4), u∗2(t) = sgn(2C1C3 − 2C2C4),
C1 = x0 + y0, C2 = x0 − y0, C3 = p1 + p2, C4 = p1 − p2.
We applied the method with the following data: x0 = y0 = 1, p1 = p2 = 1, T = 1, N = 100, h = 0.01,
u01,i = u02,i = −1, i = 1, 2, . . . ,N − 1. This problem does not satisfies the assumptions (i)–(iii), but despite of that,
the grid-values of the exact solution u∗1(t) = u∗2(t) = 1 are achieved at the fourth iteration.
4. Conclusion
In this paper we suggest an approximate method, based on the gradient projection method, appropriate to numerical
solving of the control constrained optimal problems. We prove an estimation of 1/2 order of accuracy with respect to the
step h for one special class of optimal control problems, having linear dynamics and strongly convex functional. One possible
future work is to extend this research to a wider class of optimal control problems. The second example gives some hope in
this direction.
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