The pervasive sensing technologies found in smart homes offer unprecedented opportunities for providing health monitoring and assistance to individuals experiencing difficulties living independently at home. In order to monitor the functional health of smart home residents, we need to design technologies that recognize and track the activities that people perform at home.
Introduction
A convergence of technologies in machine learning and pervasive computing as well as development of robust sensors and actuators has caused interest in the development of smart environments to emerge. Furthermore, researchers are recognizing that smart environments can assist with valuable functions such as remote health monitoring and intervention. The need for development of such technologies is underscored by the aging of the population, the cost of formal health care, and the importance that individuals place on remaining independent in their own homes.
To function independently at home, individuals need to be able to complete Activities of Daily Living (ADLs) [21] [27] such as eating, dressing, cooking, drinking, and taking medicine.
Automating the recognition of activities is an important step toward monitoring the functional health of a smart home resident. When surveyed about assistive technologies, family caregivers of Alzheimer's patients ranked activity identification and tracking at the top of their list of needs [22] . We previously designed an activity recognition algorithm [6] that achieved good results even when errors were present in the data. However, all of the sample data in that study had been labeled (mapped onto the correct corresponding activity) in advance by the experimenter. The challenge remains, then, how to efficiently and accurately annotate sensor data with the corresponding activity. Because the user will need to process a large amount of sensor data, efficient data annotation is necessary. Because the annotated data will be used to train a machine learning algorithm, accurate data annotation is paramount. Individuals perform activities differently due to physical, mental, cultural, and lifestyle differences [29] , so sample data needs to be efficiently and accurately annotated for many individuals before the learned models can generalize well.
In this paper, we assess alternative approaches to creating labeled activity examples for algorithms operating in smart environments. Specifically, we consider annotating raw sensor data without any additional information, annotating raw data with resident feedback, annotating with a visualization tool, and annotating with a visualization tool and resident feedback. We assess each approach along multiple dimensions and evaluate the accuracy of the model that is trained using the labeled data.
ADL Tracking
We treat a smart environment as an intelligent agent that perceives the state of the resident and the physical surroundings using sensors and acts on the environment using controllers in such a way that the specified performance measured is optimized [5] . Researchers have generated ideas for designing smart environment software algorithms that track the location and activities of residents, that generate reminders, and that react to hazardous situations [30] .
One limiting factor of these projects is that very few of them test algorithms on data collected from physical environments and even fewer focus on research for automated functional assessment and intervention. Projects with physical testbeds include the MavHome project [31] , the Gator Tech Smart House [8] , the iDorm [7] , and the Georgia Tech Aware Home [1] .
Resulting from these advances, researchers are now beginning to recognize the importance of applying smart environment technology to health assistance [3] [12] [13] [16] [19] and companies are recognizing the potential of this technology for a quickly-growing consumer base [10] .
Activity recognition is not an untapped area of research. Because the need for activity recognition technology is great, researchers have explored a number of approaches to this problem. The approaches differ according to the type of sensor data that is used for classification, the model that is designed to learn activity definitions, and the method that is used to annotate sample data.
Sensor data. Researchers have found that different types of sensor information are effective for classifying different types of activities. When trying to recognize actions that involve repetitive body motions (e.g., walking, running, sitting, standing, climbing stairs), data collected from accelerometers positioned on the body has been used [15] . In contrast, other activities are not as easily distinguishable by body position. In these cases, researchers such as MunguiaTapia et al. [17] and Philipose et al. [18] observe the smart home resident's interaction with objects of interest such as doors, windows, refrigerators, keys, and medicine containers.
Munguia-Tapia et al. installed state-change sensors on key items to collect object interaction data, while Philipose et al. put RFID tags on items and asked participants to wear gloves with RFID tag readers that recorded when the individual was close to a key item. Other researchers, including Cook and Schmitter-Edgecombe [6] , rely upon motion sensors as well as item sensors to recognize ADL activities that are being performed.
In addition, some researchers such as Brdiczka et al. [4] video tape smart home residents and process the video to recognize activities. While individuals have traditionally been resistant to at-home video monitoring [9] , the acceptance of this technology in the home is increasing. On the other hand, processing the video is very computationally expensive and relies upon first tracking the resident before the correct video data can be captured and analyzed [25] . Because the individuals in our on-campus dementia support group are reluctant to allow video data or to wear sensors, our data collection has consisted solely of passive sensors that could be installed in a smart environment (as described further in Section 3). Naïve Bayes classifiers identify the activity that corresponds with the greatest probability to the set of sensor values that were observed. These classifiers assume that the features are conditionally independent. However, when large amounts of sample data are provided the classifiers yield good accuracy despite this assumption. Other researchers, including Maurer et al. [15] , have employed decision trees to learn logical descriptions of the activities. This approach offers the advantage of generating rules that are understandable by the user, but it is often brittle when high precision numeric data is collected. An alternative approach that has been explored by other researchers is to encode the probabilistic sequence of sensor events using Markov models, dynamic Bayes networks, and conditional random fields [6] [14] [18] [23] . In our experiments we initially tested a naïve Bayes classifier for activity recognition because of the model simplicity and because a large amount of sample data is available for these experiments.
Annotation methods. An aspect of activity recognition that has been greatly under-explored is the method used to annotate sample data that the scientist can use to train the activity model.
Most of the researchers have published results of experiments in which the participants are required to manually note each activity they perform at the time they perform it [14] [17] [18] . In other cases, the experimenters told the participants in which order specified activities should be performed, so the correct activity labels were identified before the sensor data was even collected [6] [15] . In one case, the experimenter manually inspected the raw sensor data in order to annotate it with a corresponding activity label [30] . None of these approaches are practical for all situations. When activity monitoring is used for older adults with dementia, the resident cannot reasonably be expected to remember which activities they performed, let alone regularly and accurately record the correct activity labels and times. Hand labeling from raw sensor data is very time consuming and therefore may not be the best approach either.
Evaluating the ease, efficiency, and accuracy of activity labeling is the focus of this paper. To date, little attention has been given to determine how the sample data can be accurately annotated with minimal effort on the part of the data engineer or the resident. In order to achieve the goal of making smart environment-based health monitoring a practical reality, we need to carefully consider alternatives for addressing this problem.
Data Collection
The testbed that we are using to validate our algorithms is a three-bedroom apartment located on the Washington State University campus that is part of the ongoing CASAS smart home project at WSU [20] . As shown in Fig. 1 , the smart apartment testbed includes three bedrooms, one bathroom, a kitchen, and a living / dining room. The apartment is equipped with Insteon motion sensors distributed approximately 1 meter apart throughout the space. In addition, we have installed Insteon sensors to provide ambient temperature readings, and custom-built analog sensors to provide readings for hot water, cold water, and stove burner use. Voice over IP using the Asterisk software [2] captures phone usage and we use Insteon contact switch sensors to monitor usage of the phone book, a cooking pot, the medicine container, and key cooking ingredients in the apartment. Sensor data is captured using a sensor network that was designed in-house and is stored in a SQL database. Our middleware uses a jabber-based publish/subscribe protocol [11] as a lightweight platform and language-independent method to push data to client tools (e.g., the visualization, data mining and activity recognition algorithms) with minimal overhead and maximal flexibility. To maintain privacy we remove participant names and identifying information and encrypt collected data before it is transmitted over the network. For our experiments, we collected sensor data while two residents were living in the smart apartment. The residents were both male undergraduate students in good health. Each resident occupied a separate bedroom but regularly shared the downstairs common space. Because we evaluated four methods of annotating activity data, we collected four separate datasets, each encompassing four days worth of data (two weekday days and two weekend days). In total, 30,711 sensor events were captured and processed for this study. Each sensor event was reported by the sensor ID, the date and time of the event, and the sensor reading. As an example, some sensor events that were generated by a resident preparing a meal are shown in Table 1 . The activity triggered motion sensor ON/OFF events as well as water flow sensor values. 
Annotation Methods
The purpose of annotating sample sensor data sequences is to identify the correct activity that is associated with a corresponding sequence of sensor events. We can then give the correctlylabeled sample data to a machine learning algorithm which will learn descriptions of each activity as the particular individual performs it. The descriptions can then be used to provide activity labels for new sensor sequences that have not been seen before. Here we describe the four methods we consider for annotating the sample data.
Method 1: Raw Data Only
For our first method, we used the raw data together with a map of the sensors in the apartment (shown in Fig. 1 ) to identify the activities that are being performed. To aid with the analysis we wrote code that identified when the residents transitioned to the downstairs or upstairs of the apartment. This tool helped us to track the residents but not to recognize their activities. For example, the sensor data in Table 1 corresponded to a trigger of the motion sensor and water sensor. The location of the water sensor is indicated by the top arrow and the location of the motion sensor is indicated by the bottom arrow in Fig. 1 . Based on the time of day and this sensor information the annotators inferred that the resident was preparing a meal at this time.
Method 2: Raw Data + Resident Time Diaries
For the next method we asked the two residents to provide time diaries. These diaries reported on the resident activities inside the apartment every half hour from when they woke up until the time they went to sleep. While asking residents to complete time diaries makes this approach more invasive, it is less invasive and simpler than the approach used by others [17] . The diary is paper-and-pen based and requires little time on the part of the residents. For this reason it could potentially be useful for an older demographic who may be unfamiliar with alternative PDAbased approaches. Our participants faithfully reported their activities for the duration of the study. However, the adherence of older adults to self-reports may not always be reliable. 
Methods 3 and 4: Visualization of Sensor Data

Activity Labels
When annotating the data, we drew from the list of possible activities used by Munguia-Tapia [17] . For this study, we selected a subset of activities that were relevant given the ages and lifestyles of our two participants. This resulted in seven activity categories to annotate:
Sleeping, Eating, Personal hygiene, Preparing a meal, Working at computer, Watching TV, and
Other. In addition, we also annotated the data with the particular resident that was associated with the activity. This appears as either a "_S30" or "_S40" label, depending upon the particular resident that the annotators determined was involved in the activity. Table 2 shows a sample of the data that was annotated with the activity and the resident that performed the activity. 
Experimental Results
In order to assess our alternative annotation methods, we evaluated them along the following dimensions:
• Time. We measured the amount of time that was spent by the annotator labeling the sensor sequences in each dataset with the corresponding activity.
• Invasiveness. This is a qualitative assessment of how disruptive the data collection and annotation method was to the residents combined with how the method may be perceived as affecting the privacy of the residents. A highly-invasive approach may also require too much interaction on the part of the resident, which is not practical for residents who suffer from dementia or other related conditions.
• Activity recognition accuracy. Our assessment of the accuracy of the labels involved actually using the labeled data to learn models of the activities. Specifically, we fed the sensor data into the Weka [28] implementation of a naïve Bayesian classifier and computed the accuracy of the learned models using 10-fold cross validation.
Using the sensor data to learn activity models required a number of design decisions to be made. First, since the data was not segmented into separate sequences for each activity (it was processed as one continuous stream), we moved a fixed-time size window over the data and include sensor events within the window when we label the current activity. The size of the window affects the accuracy -too large of a window will likely include sensor events from a different activity, while too small of a window will not provide sufficient data to the machine learning algorithm. We experimented with models that used window sizes of 2, 5, 10, 20, 30, 45, and 60 seconds. Of these choices, the 10 second and 20 second windows consistently achieved the greatest model accuracy. We used the 10 second window for the remainder of the experiments because of the expected accuracy and lesser amount of data to process at each point.
Second, the features needed to be selected for the classifier. For this classification task, we defined the state of the world as a description of which sensors were on and which were off at the current time. Finally, we added timing information for the sensor event, which was discretized into the ranges of "morning", "afternoon", "evening", and "night". For this assessment we disregarded the resident labels and focused on accurately classifying the current activity.
The results of our assessment experiment, summarized in Table 3 , were consistent with our expectations. The methods which utilized inhabitant feedback not only increased the accuracy of the models but also decreased the annotation time, since the annotators had a much smaller set of possible activities to associate with each half hour of sensor data. In addition, the visualizer provided better results than the raw data because the annotator got a better sense of what was happening in the smart apartment. The difficulty of the classification problem is due in part to the fact that in this experiment we learned a combination of both the activity label and the label of the resident that triggered the sensor event. When we stripped the resident label from the data and learned just the activity label, the average accuracy of the models increased from 66.35% to 75.15%. Of the activities, the one with the lowest false positive rate was "preparing dinner", while the one with the highest false positive rate was "other". The "Working on computer" and "Sleeping" tasks were often confused with each other, as occasionally were "Working on computer" and "Watching TV".
Discussion
The models achieved high accuracy, particularly considering the fact that the environment housed multiple residents. In contrast, random guessing of the activity would yield 14% accuracy on average (assuming an equal number of sensor events for each activity). Because there were a large number of activity/resident combinations to learn, we expect that the accuracy would be higher if more sample data were available for each annotation method.
These results might be improved further if we consider alternative representation and learning techniques such as Markov models. Because some of the activities such as "Sleeping" and "Working on computer" occurred in the same part of the apartment, the number times a particular motion sensor would be activated for these activities will be similar. While a naïve
Bayes classifier considers only the number of occurrences of each sensor event, a Markov model will also consider the ordering of the sensor events when determining the likelihood that the sensor belongs to a particular activity. As a result, we expect that this approach would yield better results for some of the activity classes.
Note that in this study we do not evaluate the accuracy of each annotation. Instead, we evaluate the accuracy of the model that is built using the annotated data. This allows us to determine how consistently the data was annotated with a corresponding activity label. Because different individuals perform activities in different manners, such consistency will be important when we track the activities that need to be performed by that particular individual.
Conclusions
In order to provide robust activity recognition and tracking capabilities for smart home residents, researchers need to consider appropriate methods for annotating sample data. In this work we assess four alternative methods for collecting and annotating sensor data collected in a smart environment with the corresponding activity label. We found that while inhabitant feedback does decrease annotation time and improve performance, it does so at the cost of some time on the part of the resident.
The visualizer improves both time and performance. However, there are issues to consider when using a visualizer. First, a model needs to be constructed for each new space. This took several weeks for this experiment because the simulator was new, but we except that models for additional spaces would take 1-2 days to complete. Second, we need to refine the simulator to be more robust. Because the Second Life server is currently under development, it frequently crashed while we were using it. As the server improves we expect that the annotation process will be even more efficient.
Ultimately, we want to use our algorithm design as a component of a complete system that performs functional assessment of adults in their everyday environments. This type of automated assessment also provides a mechanism for evaluating the effectiveness of alternative health interventions. We believe these activity profiling technologies are valuable for providing automated health monitoring and assistance in an individual's everyday environments.
