Consider a set of linear one sided or two sided inequality constraints on a real vector X . The problem of interest is selection of X so as to maximize the number of constraints that are simultaneously satisfied, or equivalently, combinatorial selection of a maximum cardinality subset of feasible inequalities. Special classes of this problem are of interest in a variety of areas such as pattern recognition, machine learning, operations research, and medical treatment planning. This problem is generally solvable in exponential time.
Introduction
Consider the set { X T a i l a i , X E Rp,i = l , . . . , N } where typically N >> p . Assume that for each element, X T a i , a one sided or two sided bound is given. The problem of interest is selection of X so as to maximize the number of elements that simultaneously lie within their corresponding bounds. Special classes of this problem are of interest in areas such as pattern recognition [l] , machine learning [2, 31, and medical treatment planning. The numerical study of the paper considers a problem from the area of medical treatment planning.
The problem may be formulated as a combinatorial optimization with the objective of selecting a maximum cardinality subset of { X T a i } that together with their corresponding bounds define a feasible system. The variable X is then found as a point in the selected feasible region. This combinatorial problem is solvable only in exponential time [4] . In [l] an algorithm is proposed for a particular class of pattern recognition problems which is better than exhaustive search. The problem may alternatively be formulated as a continuous search over X where the objective function is the number of elements that lie within the given bounds. The continuous formulation does not remedy the complexity of the problem since the objective function is discontinuous and typically exhibits numerous local optima. As a result, the usual gradient based algorithms are not appropriate. Techniques such as genetic algorithm may be useful but not very efficient. Other heuristic search procedures have been proposed that apply to particular classes of the above problem [2] . The problem has been studied from a linear programming infeasibility analysis point of view [5] . [S] presents an algorithm based on alternative formulation of the problem as a minimum weight cover for irreducible inconsistent subsystems (an infeasible subsystem with smallest number of elements). The approach of [6] relies on integer programming and suffers from complexity and difficulty of implementation. The approach followed in this paper is in spirit close to the work of [5, 71 . In both approaches a polynomial time algorithm is proposed that at each iteration solves a linear program to determine candidate inequalities for removal from the set. These candidates are removed and the procedure is repeated until a feasible subset is rendered. The main difference between the approach here and the work of [5, 71 is in the constraint removal technique. While [7] determines removal candidates for elimination by solving an elastic linear program [8] obtained by minimizing the sum of positive violations from the bounds, the constraint removal of the present work relies on solutions to minmax linear programs. The advantage is reduced number of variables for the linear programs (solved at each iteration) and much fewer number of candidates for removal. Moreover, should there at each iteration exist a single constraint whose elimination renders a feasible subset, that single constraint will be identified by the elimination process of the algorithm.
The rest of the paper is organized as follows. The algorithm is presented in Section 2 and illustrated by two numerical examples in Section 3 which contains a 0-7803-4990-6/99 $10.00 0 1999 AACCsimulated linear system with two sided bounds and a case from radiation therapy planning. Section 4 offers concluding remarks.
Maximum feasible subset algorithm
In this section, the algorithm for maximum feasible subset selection is presented. As mentioned in the introduction, the algorithm relies on iterative solutions to minmax linear programs. Hence, the problem may be regarded as minimizing the O+-norm of the (deviation) sequence {ai} with respect to X . The objective function Ea: is non-convex for 0 < q < 1 and exhibits an increasing number of local optima as q + O+. We present a heuristic polynomial time algorithm in the following. Step 1: Solve the linear program
where (a;, Lj, Uj) E S k .
Step 2: If P(k) = 0 (or smaller than a predetermined positive threshold) then propose X ( k ) and S k as the solution and terminate. Otherwise continue.
Step 3: Determine all the elements of s k that are involved in at least one of the p + 1 active constraints of the linear program (2.1). These elements constitute candidates for removal from the set (ie there is a maximum number of p + 1 elements in the candidate set at each iteration).
Step 4: Select one element of the candidate set for removal from s k . Update k to k + 1 and go to
Step 1. the optimal value of ,dk+') unchanged relative to P(k).
Hence, we only consider removal of s k ' s elements that are contained in the candidate set (Step 4). One way of selecting among candidate elements is removal of each candidate at a time, solving the linear program followed by the removal, and selecting the element whose removal results in the smallest value for /3(k+1). Note that this approach is optimal in a one step ahead sense meaning that if removal of only one element renders a feasible subset then that element will be identified by the procedure. Note that this technique requires solutions to (at most) p + 1 linear programs at each iteration. Other techniques might be proposed to speed up calculations, eg removal of the element involved in an equality with largest Lagrange multiplier value at the solution to (2.1).
Numerical Examples
In this section, we present two numerical examples to illustrate the performance of the algorithm. The first one is a simulated case where it is of interest to maximize the number of feasible two sided bounds. The second example is an application from the area of radiotherapy planning.
A two sided case: Consider the system of two sided The first step in the design of an optimal treatment plan is outlining points on tomographic sections of the vessel (obtained by eg ultrasonography) that should receive proper amounts of radioactive dose. These points are typically selected on an inner and an outer surface that circumscribe a smooth muscle cell layer of the vessel [9] . The next step is determination of the treatment variables so as to deliver desirable dose values to the outlined points. In this example, we consider the common technique of high dose rate radiation delivery where an afterloader is used to step a train of seeds along the vessel path. The train of seeds dwells at predetermined positions (dwell positions) along the path for predetermined durations of time (dwell times). The treatment variable consists of delivery configuration parameters (relative positioning of the seeds within a train, initial and final positions of the trains on the paths, stepping lengths, seed geometry, etc.) and the sequence of dwell times. Here we consider dwell time optimization for a fixed delivery configuration. With the assumption that the total irradiation times are much smaller than seeds half lives, the dose delivery rates may be assumed constant within the time intervals of radiation. Then for a train of seeds dwelling at a certain position along its path, the amount of delivered dose to a point is equal to the dwell time of the train multiplied by the dose delivery rate to the point of interest for that dwell position. Moreover, the dose delivered during transition between consequent dwell positions may be ignored due to fast afterloading (negligible transition times). Hence, the dose delivered to a point, say v, is given by
dose delivery rate at point v from the dwell position i, Ti is the dwell time i, and p is the total number of dwell positions. Since the dose delivery rate to a point is only affected by the delivery configuration (which is assumed to be fixed), the problem of treatment planning concerns optimal selection of T = (TI,. .., T p ) T .
The desirable dose values are most commonly given as bounds on delivered radioactive dose to the outlined points. The ideal dose bounds for treatment of intimal hyperplasia are usually given as maximum &ax = 30
Gy (radiation unit) for the points on the inner surface and minimum Dmin = 8 Gy for the points on the outer surface [9] . These objectives may be stated as 
we apply Algorithm 1 to minimize xi a:' where the removal is optimal in a one step ahead sense. The percentage of satisfied constraints upon termination of the algorithm is 70% and the computations take about 7; minutes on a HP-PA8000 work station using MATLAB 5.2 software. Further, we apply linear programming to minimize a, as a convex approximation to the original problem. The percentage of satisfied constraints for the solution of the linear program is 62% which is again noticeably lower than the result obtained by Algorithm 1.
i Finally, it should be noted that the planning problems arising in connection with radiotherapy of cancer are very similar to the planning problem considered here. The approach is therefore expected to be of enormous importance in radiotherapy of cancer.
Conclusion
We have presented a heuristic polynomial time algorithm for maximum feasible subset selection. The performance of the algorithm has been illustrated on a simulated linear system with double sided bounds and a case from radiation therapy planning for treatment of intimal hyperplasia. It will be of interest to test the performance of the algorithm versus existing other techniques and apply the maximum feasible subset approach to various treatment planning problems, eg radiotherapy of cancer.
