On Discrete-Time Optimality Conditions for Pseudospectral Methods by Fahroo, Fariba & Ross, I. Michael
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications
2006-08-21
On Discrete-Time Optimality Conditions
for Pseudospectral Methods, AIAA
(2006;  Keystone, Colorado)
Fahroo, Fariba
The American Institute of Aeronautics and Astronautics (AIAA)
http://hdl.handle.net/10945/29663
On Discrete-Time Optimality Conditions for
Pseudospectral Methods
Fariba Fahroo∗ I. Michael Ross†
One of the most efficient families of techniques for solving space trajectory optimization
problems are pseudospectral (PS) methods. Among the rich variety of PS methods, the
class of Legendre PS methods are most thoroughly studied for optimal control and trajec-
tory optimization applications. In particular, the Legendre-Gauss-Lobatto PS method is
widely used for boundary-value type problems while the Legendre-Gauss-Radau PS method
was recently proposed for solving infinite-horizon optimal control problems as a means to
manage conditions at infinity. Both methods satisfy the Covector Mapping Principle, the
mathematical principle associated with the consistency of approximations that allows one
to generate dual maps (such as Hamiltonians, adjoints etc) without resorting to solving
difficult two-point boundary-value problems. In this paper we prove that a combination
of weighted interpolants, their duals, and a proper definition of orthogonality allows us to
formulate a generalized Covector Mapping Theorem that applies to all such PS methods.
The consequences of this theorem are that it clarifies the connections between theory and
computation, the impact of these connections on solving trajectory optimization problems,
and the selection of the correct PS method for solving problems quickly and efficiently.
A classical benchmark continuous-thrust orbit transfer problem is used to illustrate the
concepts.
I. Introduction
In recent years, a vast number of space trajectory optimization problems have been solved by pseudospec-
tral (PS) methods; examples include the design of Earth-Mars return trajectories,1 lunar landing,2 libration-
point stationkeeping,3 solar-sail cyclers,4 asteroid sample return mission design,5,6 inert and electrodynamic
tether control,7,8 libration-point formation design and control,9 aerocapture,10 ascent,5,11,12 entry guid-
ance,13–16 almost-periodic formations,9,17,18 formation reconfiguration problems,19 low-thrust trajectory op-
timization,20–22 high-thrust optimization problems23 and many more; see for example, Refs. [18] and [24] for
a review of the problems, methods and issues. We briefly note that PS methods are not limited to space tra-
jectory optimization problems but are applicable to optimal control and dynamic optimization problems in
general. For example, PS methods have been successfully applied for singularity-free maneuvering of control-
moment gyros25 (CMGs), CMG momentum-dumping,26 magnetic attitude control problems,27,28 unmanned
aerial vehicle endurance problems,29 crane-and-pulley problems,30 robotic arm control,31 nonlinear observer32
etc. As a result of their versatility, PS methods are now available in NASA’s OTIS software package.33 De-
tails of these plans are described in http://trajectory.grc.nasa.gov/projects/lowthrust.shtml. The
essential idea of making PS methods available through OTIS is that users who are familiar with the OTIS
interface can now make avail of PS methods simply by setting a few options.
The most widely used PS method is the Legendre PS method22,34,35 that is based on the Legendre-Gauss-
Lobatto (LGL) node points. This is simply because the LGL/PS method is a complete method; that is, it
makes no distinction between the so-called direct and indirect methods.36,37 This implies that a practitioner
may treat the outcome of the LGL/PS method in terms of a rigorous application of the Pontryagin Minimum
Principle and accept or reject solutions based on the optimality conditions. This comfort of guarantees is
enunciated as the Covector Mapping Principle38–40,42 (CMP) which provides the foundations for generating
∗Associate Professor, Department of Applied Mathematics, Naval Postgraduate School, Monterey, CA 93943. Email:
ffahroo@nps.edu. Associate Fellow, AIAA
†Professor, Department of Mechanical & Astronautical Engineering, Code ME/Ro, Naval Postgraduate School, Monterey,
CA 93943; imross@nps.edu. Associate Fellow, AIAA.
1 of 17
American Institute of Aeronautics and Astronautics
AIAA/AAS Astrodynamics Specialist Conference and Exhibit
21 - 24 August 2006, Keystone, Colorado
AIAA 2006-6304




















































explicit Covector Mapping Theorems.34,35 The proof of this theorem utilizes specific quadrature formulas
that have thus far shown to be valid only for the LGL/PS method, and hence the popularity of this approach.
Space trajectory optimization problems are fundamentally boundary-value problems (BVPs). In certain
instances, particularly in the broader class of optimal control problems, the final-time conditions may be free.
Although the LGL/PS method continues to hold in this instance as well, the Legendre-Gauss-Radau (LGR)
PS method43 provides an elegant approach to handle potential singularity problems that arise as a result of
a time-domain transformation. Recent studies show a number of other advantages of the LGR/PS method,
particularly for real-time applications.44 This generates a natural question: does the LGR/PS method satisfy
the CMP? An apparently simple way to investigate this issue is to derive an explicit covector map24 in a
manner similar to that of the LGL/PS approach. While conceptually simple, this task is not altogether
straightforward as a key lemma related to an integration-by-parts formula35 is not readily available for
non-LGL methods. This crucial formula identifies the correct finite-dimensional inner-product space that is
necessary for the construction of the discretized 1-form that defines the sequences of discretized Lagrangians
that converge to the continuous-time Lagrangian.45 In this paper, we identify this pre-Hilbert space by
investigating the problem at the level of first principles. The concept of a pre-Hilbert space is crucial for
proofs of convergence theorems46–48 that rely on the separability of the infinite-dimensional Hilbert spaces
used to construct highly-accurate solutions to practical trajectory optimization problems.
In order to convey our ideas to a broad audience, we provide in this paper the foundations of PS methods
for optimal control in a manner that is applicable to all Legendre-based PS methods: LGL, LGR and
Legendre-Gauss (LG). The key idea introduced in this paper is the notion of weighed interpolants, their
duals, and their direct effect on the generation of the correct pre-Hilbert space where the computed solutions
lie. This concept demonstrates that the LGL/PS is indeed the correct Legendre PS method for solving
non-homogenous BVPs and hence all space trajectory optimization problems. Furthermore, our concept
illustrates why the LGR/PS method is indeed better than the LGL/PS method for stabilizing control systems.
Finally, we show by direct numerical computation that when the LGR/PS and LG/PS methods are artificially
forced to solve BVP-type problems, the results are computationally indistinguishable from the LGL/PS
method. Our theory explains this phenomenon thus suggesting that the weighted-interpolant perspective is
indeed the proper perspective for all PS methods for optimal control. A complete description of this new
approach to PS methods is beyond the scope of this paper, and hence the ideas proposed here must be
construed as illustrative. Nonetheless, some remarks on the general principles are provided at the end of
this paper.
II. A Distilled Trajectory Optimization Problem
For simplicity in exposition, we will consider the following scalar Bolza problem, with the understanding
that our discretization methods can be easily extended to higher-dimensional cases. For the same reason
we will ignore path constraints as these can also be easily incorporated into our framework by replacing the
control Hamiltonian by the Lagrangian of the Hamiltonian.35 In simplifying the bookkeeping, consider then
the problem of finding the optimal state-control function pair t 7→ (x, u) ∈ R × R that solves the following
problem (Problem B):
x ∈ X ⊆ R, u ∈ R
(B)

Minimize J [x(·), u(·)] = E(x(−1), x(1)) +
∫ 1
−1
F (x(t), u(t)) dt
Subject to x˙(t) = f(x(t), u(t))
e(x(−1), x(1)) = 0
where X is an open set in R and the problem data (i.e. the endpoint cost function, E, the running cost
function, F , the vector field, f and the endpoint constraint function, e) are assumed to be at least C1-smooth.
An application of Pontryagin’s Minimum Principle (PMP) results in a two-point BVP that we denote as
Problem Bλ. This “dualization” is achieved through the construction of the control Hamiltonian, H, and
endpoint Lagrangian, E¯, defined as
H(λ, x, u) = F (x, u) + λf(x, u) (1)
E¯(ν, x(−1), x(1)) = E(x(−1), x(1)) + νe(x(−1), x(1)) (2)
2 of 17
























































Find t 7→ (x, u, λ) and ν
Such that x˙(t)− f(x(t), u(t)) = 0
e(x(−1), x(1)) = 0
λ˙(t) + ∂xH(λ(t), x(t), u(t)) = 0
∂uH(λ(t), x(t), u(t)) = 0
λ(−1) + ∂E¯
∂x(−1)(ν, x(−1), x(1)) = 0
λ(1)− ∂E¯
∂x(1)
(ν, x(−1), x(1)) = 0
In using the PMP to solve a trajectory optimization problem, we must solve Problem Bλ which is clearly
a problem of finding the zeros of a map in an appropriate function space.38 This is the so-called indirect
method. From a first-principles perspective,49 the PMP is used as follows: For every optimal solution to
Problem B, there exist a costate function, t 7→ λ and an endpoint covector, ν, that satisfy the conditions
set forth by Problem Bλ. Thus, every suspect optimal solution to Problem B must also be a solution to
Problem Bλ under appropriate technical conditions. The LGL/PS method ensures a satisfaction of this
condition through its Covector Mapping Theorem.34,35 A generalized version of this theorem with respect
to PS methods is the main contribution of this paper and is developed in the following sections. A generalized
version of this theorem with respect to the stability and convergence of the approximation is described in
Ref. [48].
III. A New Perspective on Pseudospectral Methods
The class of Legendre PS methods are a subset of a larger class of spectral methods which use orthogonal
basis functions in global expansions similar to Fourier and Sinc series expansions.50 PS methods are based
on approximating the unknown functions by weighted interpolants,51 where the interpolating points can be
any of the three major classes of Gaussian quadrature points called nodes: Gauss points, Radau points and
Lobatto points. Note that Radau and Lobatto points are also Gaussian quadrature points; this is why specific
PS methods are identified by adjectives that describe the specific choice of nodes. All of these nodes are
zeros of the orthogonal polynomials or their derivatives such as Legendre and Chebyshev or more generally
the Jacobi polynomials. Thus, a very large family of PS methods can be generated to solve optimal control
problems. This notion is similar to Runge-Kutta (RK) methods. For example, Euler, trapezoid, Hermite-
Simpson and many other methods are equivalently some form of an RK method with appropriately chosen
coefficients.37 Just as not all RK methods are legitimate, not all PS methods are legitimate. This is
particularly true in solving optimal control problems as has been noted by Hager.38 For example, an RK
method that is legitimate for propagating an ODE may fail gloriously when applied to an optimal control
problem. In other words, it is imperative to carefully select an appropriate method to solve optimal control
problems.
In our previous papers, we presented methods based on Lobatto points of Chebyshev52 and Legendre
polynomials.35 In the absence of special information (such as special boundary conditions), it is customary to
select Chebyshev PS methods in solving PDE problems as they are simple and effective. For optimal control
of ODEs, the LGL/PS method is preferable as it maintains the consistency of dual approximations similar
to the Hager class of RK methods. Recently, we proposed the usage of Radau points43,44 as a means to
manage a singularity problem that arises in solving infinite-horizon control problems. The goal of this paper
is to present a more unified view of these methods where we can show the similarities and differences of the
methods based on the choice of these different nodes and show the effect of these nodes on the discretization
of both the primal and dual problems.
A. Weighted Interpolants and Differentiation Matrices
We begin with the basic definition of PS methods and the different ingredients required in defining these
methods for various nodes. Following Weideman,51 we select PS methods based on weighted interpolants of
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φj(t)yj , a ≤ t ≤ b (3)
where y(t) is an arbitrary function. Here the nodes tj , j = 0, ..., N are a set of distinct interpolation nodes
(defined below) in the interval [a, b], the weight function W (t) is a positive function on the interval, yj is a
shorthand notation for yN (tj), and φj(t) is the Nth− order Lagrange interpolating polynomial that satisfies








One important tenant of polynomial approximation of functions is that differentiation of the approximated








[W ′(t)φj(t) +W (t)φ′j ]










[W ′(ti)δij +W (ti)Dij ] =
N∑
j=0
Dij [W ]yj (5)
where we use Dij [W ] as a shorthand notation for the W -weighted differentiation matrix,
Dij [W ] =
[W ′(ti)δij +W (ti)Dij ]
W (tj)






Thus, when W (t) = 1, we have
Dij [1] = Dij






(ti − tj) , i 6= j
g′′N (ti)
2g′N (ti)
, i = j
(6)
The above equations are the general representations of the derivative of the Lagrange polynomials evaluated
at the interpolation nodes.
B. Legendre Nodes
By definition, PS methods use Gaussian quadrature points which lie in the interval [−1, 1] in order to obtain
the best error estimates for integration, differentiation and interpolation of functions.53 In most problems the
physical problem is posed on some interval [a, b] which can then be easily transformed to the computational
domain [−1, 1] via a linear transformation. The Gauss quadrature points are zeros that are interior to the
interval [−1, 1]. The Gauss-Radau zeros include one of the end points of the interval, usually the left-end
point at t = −1. The Gauss-Lobatto points include both endpoints of the interval at t = −1, and t = 1. These
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quadrature nodes are related to the zeros of the Qth-order Jacobi polynomials Pα,βQ which are orthogonal
on the interval [−1, 1] with respect to the inner product,53,54∫ 1
−1
(1− t)α(1 + t)βPα,βQ (t)Pα,βQ′ (t)dt (7)
Note that the Legendre polynomials are a special case of Jacobi polynomials which correspond to α = β = 0.





i,Q ) = 0, i = 0, ..., Q− 1 (8)



















, i = 0, . . . , N,




L′N+1(tj)(ti−tj) , i 6= j, 0 ≤ i, j ≤ N
ti




−1, i = 0,
t0,1i−1,N , i = 0, . . . , N
w0,0i =
1− ti
(N + 1)2[LN (ti)]2
, i = 0, . . . , N,










(ti−tj) , i 6= j, 0 ≤ i, j ≤ N
1




−1, i = 0,
t1,1i−1,N−1, i = 1, . . . , N − 1
1 i = 1
w0,0i =
2
N(N + 1)[LN (ti)]2
, i = 0, . . . , N,
R(u) = 0 if u(t) ∈ P2N−1([−1, 1]).
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(ti−tj) , i 6= j, 0 ≤ i, j ≤ N
0, 1 ≤ i = j ≤ N − 1
N(N+1)
4 , i = j = N,
where PN is the set of all algebraic polynomials of degree at most N .
C. Pre-Hilbert Spaces
Given the definitions of the quadrature nodes and weights above, we can proceed with the definitions of
the appropriate discrete inner-product spaces associated with the above nodes and weights. Let [−1, 1] 7→










For the various Gauss quadrature nodes and the standard inner-product in L2, we have the following result:50
Lemma 1 For all pq ∈ P2N+ζ ,
〈p, q〉L2 = 〈p, q〉N,w
where ζ = 1 for Legendre-Gauss (LG), ζ = 0 Legendre-Gauss-Radau (LGR) and ζ = −1 for Legendre-Gauss-
Lobatto (LGL) integration and weights.





Let W (t) be any one of the following weight functions,
W (t) =

Wlgl(t) ⇒W (t) = 1
Wlgr(t) ⇒W (t) = 1− t
Wlg(t) ⇒W (t) = 1− t2
(10)
From Lemma 1, we have the following unified result:
Lemma 2 For all pq ∈ P2N−1,
〈p, q〉L2W = 〈p, q〉N,w
Lemma 2 implies that Wlgl is the only weight function that is dual to itself in the standard inner product
space and unweighted interpolation.
Lemma 3 For the three Legendre quadrature nodes, LG, LGR and LGL, the following relationships hold:
For i 6= j we have,





Hence, we can write,
Dij [W ] = −wj
wi
Dji, i 6= j
6 of 17




















































and for i = j the following relationships hold:
For LG Nodes → Dii[Wlg] = −Dii, i = 0, · · · , N (11)
For LGR Nodes →
{
Dii[Wlgr] = −Dii i = 1, · · · , N
D00[Wlgr] = −D00 − 1w0
(12)
For LGL Nodes →

Dii[Wlgl] = Dii = 0, i = 1, · · · , N − 1
D00[Wlgl] = −D00 − 1/w0
DNN [Wlgl] = −DNN + 1/wN
(13)
IV. Pseudospectral Methods for Trajectory Optimization
We can now define LG, LGR and LGL pseudospectral methods based on the choice of interpolation












where W and W ∗ are an appropriate choice of weight functions. Lemma 2 suggests that if we take W (t) = 1
and LGL nodes, then we must take W ∗(t) = 1 as well. This is the standard theory.35 It is clear that the use
of Lemma 2 in the integration-by-parts argument proposed in Refs. [21,35], generalizes the standard theory
by suggesting that if we take W (t) = 1 and LGR nodes, then W ∗(t) = 1 − t; likewise, for W (t) = 1 and
LG nodes, W ∗(t) = 1 − t2. Similarly, if we take W (t) = 1 − t for LGR nodes, then W ∗(t) = 1 etc.; thus,
(W ∗(t))∗ =W (t).





where ψj(t) is any interpolant; see Refs. [46,48] for a justification of this principle. Based on these preliminary
ideas, we formulate PS methods for trajectory optimization as follows: We set W (t) ≡ 1. for the state
variables for all Legendre PS methods. This automatically defines appropriate weight functions for costate
interpolation. Alternatively, we may set W (t) according to the appropriate class of weighted interpolations
in which case we would arrive at the corresponding duals. Applying the quadrature rules for approximating
the integral terms and using the appropriate form of the derivative matrix according to the choice of the
nodes, we have the following expressions for Problem BN which is the discretized form of Problem B:
X ∈ RNn , u ∈ RNn
(BN )

Minimize JN [X,U ] =
N∑
j=0




Dijxj − f(xi, ui) = 0 i = 0, 1, . . . , N
e(x0, xN ) = 0
A. Selection of a Proper Choice of PS Methods
Lemma 2 and the imposition of the endpoint constraints as implied in Problem BN suggest the proper choice
of an appropriate PS method. In many optimal control problems both endpoint conditions are specified; that
is, conditions at the initial and final time. Then, according to Lemma 2 and the formulation of Problem BN ,
we must choose the LGL/PS method. In optimal control problems that are based on stabilizing a control
system, the initial conditions are specified but the final conditions are homogeneous. This suggests that the
LGR/PS method may be used as e(x(−1), x(1)) is independent of x(1). In principle an LGL/PS method may
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also be used with the final conditions set to zero. This concept would be consistent with the LGR/PS method
provided the horizon was finite. For infinite horizon problems, this generates a singularity problem indicating
that the LGR/PS method does indeed form the proper choice of a PS method for infinite horizon problems,
and not merely a better method. For finite-horizon problems with both endpoints specified, the LGR/PS
method is inappropriate as it suggests that the final time condition be artificially imposed at xN , a point
interior to the interval [−1, 1]. Nonetheless, one can, in principle, construct such a PS method. Although
dubious from a theoretical standpoint, numerical experiments suggest that its performance is numerically
indistinguishable from the LGL/PS method for sufficiently large N . From a theoretical perspective, this can
be justified in the sense that as N →∞ all three methods converge; see Ref. [46] for a rigorous proof of this
point. Since convergence is at a spectral rate, numerical differences are not distinguishable for even low N .
Given these observations, it is clear that the LGL/PS method constitutes a simpler and theoretically justified
PS method for finite-horizon problems and unjustified for infinite-horizon problems whereas the LGR/PS
method is an appropriate PS method for infinite-horizon problems. By the same token, the LG/PS method
constitutes an appropriate PS method for optimal control problems with homogenous boundary conditions.
For such problems the LGR and LGL pseudospectral methods may also be used with complete theoretical
justification as implied by Lemma 2. The performance differences would be minor or indistinguishable due to
the spectral convergence properties of all PS methods. On the other hand, if the LG/PS method is artificially
used for non-homogenous boundary conditions by imposing them at the interior points of the interval [−1, 1],
the same conclusions associated with the LGR/PS method hold with an additional dubiousness of conditions
at the initial time.
B. Discretization of the Dualized Problem (BλN)










D∗ij = Dij [W ] =
[W ′(ti)δij +W (ti)Dij ]
W (tj)





Dijxj − f(xi, ui) = 0 i = 0, 1, . . . , N
e(x0, xN ) = 0
N∑
j=0
D∗ijλj + ∂xiH(λi, xi, ui) = 0 i = 0, 1, . . . , N




(ν, x0, xN ) = 0
λN − ∂E¯
∂xN
(ν, x0, xN ) = 0
V. A Generalized Covector Mapping Theorem
Based on the preceding discussions it is now abundantly clear that the correct inner product space for all





aiwibi a, b ∈ RNn
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Thus, the Lagrangian in RNnw is given by,45
JN [λ˜, ν˜, x, u] =
N∑
j=0



















Dijxj + ν˜e(x0, xN )
where λ˜ and ν˜ are the Karush-Kuhn-Tucker (KKT) multipliers in RNnw . From the KKT theorem we have,
∂xkJ






Dijδjk k = 1, . . . , N − 1








Dik for k = 1, . . . , N − 1, i = 0, . . . , N (17)
Hence,
∂xkJ
N [λ˜, ν˜, X, U ] = wk
(














Dijδjk + ν˜∂xke(x0, xN ) k = 0, N
= wk∂xkH(λ˜k, xk, uk)−
N∑
i=0
wiλ˜iDik + ν˜∂xke(x0, xN )
From Lemma 3, this implies,
∂xkJ
N [λ˜, ν˜, X, U ] = wk
(







k + ν˜∂xke(x0, xN ) = 0, k = 0
∂xkJ
N [λ˜, ν˜, X, U ] = wk
(







k − ν˜∂xke(x0, xN ) = 0, k = N
where λ˜
∗








k = λ˜k for k = 0 and λ˜
∗
k = 0 for k = N
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k = λ˜k for k = 0 and N





Dijxj − f(xi, ui) = 0 i = 0, 1, . . . , N
e(x0, xN ) = 0
N∑
j=0
D∗ij λ˜j + ∂xiH(λ˜i, xi, ui) = 0 i = 1, . . . , N − 1
∂uiH(λ˜i, xi, ui) = 0 i = 0, 1, . . . , N
N∑
j=0
D∗ij λ˜j + ∂xiH(λ˜i, xi, ui) = −c∗0 i = 0
N∑
j=0












(ν˜, x0, xN ) = wNc∗N
where c∗0 and c
∗
N are arbitrary real numbers.
The collection of problems developed in the preceding sections can be summarized by the commutative
diagram promulgated in Ref. [41] and illustrated in Fig. 1. Now suppose that a solution to Problem BλN
Problem B































Figure 1. Development of the Covector Mapping Theorem.
exists. That is, we suppose that a (discretized) solution to the two-point BVP exists. Then the covectors of
Problem BλN provide an existence theorem for the solution of Problem BNλ; that is, for all k = 0, . . . , N ,
λ˜k = λk and ν˜ = ν under the following conditions:
Legendre-Gauss
x0 and xN are free; i.e. unspecified.
Legendre-Gauss-Radau
x0 may be arbitrarily specified but xN must be free, or vice versa.
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Both x0 and xN may be arbitrarily specified.
Theorem 1 (Covector Mapping Theorem) An existence of a solution to the two-point boundary value
problem (Problem BλN ) implies the existence of a solution to the KKT conditions (Problem BNλ) for all
Legendre PS methods under appropriate boundary conditions.
Remark 1 The main assumption of Theorem 1 is the existence of a solution to the two point BVP, Problem
BλN . In practice, is it is customary to assume that a solution to the BVP exists. Consequently, Theorem 1
is a strong theorem under mild assumptions.
Remark 2 A simple counter example is constructed in Ref. [42] to show that a solution to Problem BλN
may not exist for Euler discretization no matter how small the mesh. This well-known phenomenon requires
a proper technical modification to Theorem 1 similar to Polak’s theory of consistent approximations. This
aspect of Theorem 1 is rigorously proved in Refs. [46] and [48].
VI. A Minimalist’s Approach to Solving Trajectory Optimization Problems
The Covector Mapping Theorem (CMT) suggests an “embarrassingly simple”55 approach to solving
trajectory optimization problems. Under the validity of the CMT, there is no longer a need to develop
all the necessary conditions for optimality and solve for these conditions. A substantially more robust and
simple approach is to solve for the KKT conditions. The robustness of the approach comes from the fact
that KKT system can be solved sequentially using augmented Lagrangian techniques that ensure global
convergence under mild conditions.56 The simplicity of the approach comes from the fact that Problem BNλ
can be automatically generated from a mere definition of Problem BN . The CMT thus provides the critical
missing link to ensure that the solution to Problem BNλ is the same as the solution to Problem BλN under
mild and checkable conditions; see Fig. 1. This is, in fact, the principle around which the software package,
DIDO,57 is constructed. That is, only the problem formulation, Problem B is required as an “input” in
much the same way as one writes the problem using pencil and paper. All of the necessary conditions are
then automatically generated and checked. This does not imply that the PMP is no longer necessary to
solve trajectory optimization problems. On the contrary, it is quite the opposite. The automated generation
of states, controls, covectors and other dual maps provides a means — by way of the PMP — to eliminate
spurious solutions. In many engineering applications, a check of a few necessary conditions (rather than all)
are quite sufficient to include or exclude candidate solutions. Extensive examples of an application of the
CMT are already noted in Section I.
VII. A Numerical Example
To illustrate the ideas discussed so far, we consider the much-studied orbit transfer problem of Moyer
and Pinkham58 that has evolved over the last forty years to a benchmark space trajectory optimization
problem. See Ref. [18] for a brief history of this problem and some new benchmarks. The classical problem
is formulated as finding the steering angle, β(τ) that maximizes the final radius at τf = 3.32. Therefore, the
cost function is
J [x(·),u(·)] = −r(τf ) (18)
where xT = [r, θ, vr, vt] and u = β. The state variables are the radial distance r, the true anomaly θ, the
radial velocity component vr, and the transverse velocity component vt. The control variable is the thrust
steering angle measured from the local horizontal β. The equations of motion are
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where A(τ) is the control acceleration parameterized by
A(τ) =
T
(m0 − |m˙|τ) (24)
where m0 is the initial mass and m˙ is the constant fuel consumption rate. The boundary conditions are
r(0) = 1.0 θ(0) = 0 (25)
vr(0) = 0 vt(0) = 1.0 (26)
vr(τf ) = 0 vt(τf )−
√
1/r(τf ) = 0 (27)
The normalized constants for this problem are m0 = 1.0, T = 0.1405, τf = 3.32, and |m˙| = 0.0749.
We use this problem to investigate the effect of choice of the nodes on the solutions. Three separate
cases of LGL, LGR and LG PS methods are considered. In all three cases we arbitrarily choose N = 32.
The solution for the states and controls for all three methods are shown in Figs. 2 and 3 respectively. In all
the subsequent graphs, the solutions from the LGL method are denoted by ∗, the LG solutions are denoted
by + and o is used to denote the LGR solutions. It is apparent that all three methods show numerically



















Figure 2. State trajectories for the LG, LGR and LGL pseudospectral methods.
indistinguishable performances despite that the LGL PS method is the only legitimate method to solve this
problem since endpoint conditions are specified at both ends.
The mapped KKT multiplier trajectories based on Theorem 1 are shown in Fig. 4 for all three methods.
Based on the extensive study of this problem, it is clear that these mapped KKT multipliers are indeed the
costate trajectories.
In order to draw the final connections between theory and practice, we plot the unmapped KKT multipli-
ers. Shown in Fig. 5 are the multiplier trajectories obtained when the wrong Hilbert space (i.e. unweighted)
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Figure 3. Control trajectories for the LG, LGR and LGL pseudospectral methods.















Figure 4. Mapped KKT multiplier trajectories for the LG, LGR and LGL pseudospectral methods.
is used to imply a connection between the KKT multipliers and the costate trajectories. Clearly, none of
the KKT multipliers can be construed as discrete costate trajectories. Next, the multiplier trajectories from
the correct Hilbert space but a wrong mapping is plotted in Fig. 6. It is not surprising that a proper use of
the theory generates the right answer!
As a final point of contention we note that it is incorrect to interpret the KKT multiplier trajectories
shown in Fig. 6 as “wiggles” about the correct answer. The appearance of the wiggles is simply a result of
existence of a primal solution in the absence of satisfying the KKT constraint qualifications. A proof of this
assertion is beyond the scope of this paper but may be found in Refs. [24, 34, 35, 42, 45, 47, 48, 59, 60] with
various levels of sophistication and rigor.
VIII. Some Remarks on the Completeness of Our Framework
In order to support a wide exposition of PS methods for optimal control, we have taken the liberty
of describing our core ideas in terms of certain simplifications. As we briefly noted in Sec. II, this is
not to be confused as a limitation of the ideas; rather, with additional bookkeeping all our ideas transfer
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Figure 5. KKT multiplier trajectories in the wrong Hilbert space.
















Figure 6. KKT multiplier trajectories in the correct Hilbert space but wrong mapping.
trivially to substantially more complex problems than the one posed as Problem B. In the same spirit, we
have restricted the discussions in this paper to Legendre-based PS methods. Our ideas apply equally to
other PS methods as well. The key new concept we have proposed in this paper is contained in Eq. (14).
This is the notion of consistent primal and dual weight functions for interpolation. Thus PS methods for
optimal control are now firmly established as being distinct from PS methods in other applications. Roughly
speaking, PS methods for optimal control can be described as follows: For any chosen primal interpolant with
primal weight function, W (t), it is necessary to choose a consistent dual interpolant with weight function,
W ∗(t). The weight function pair, {W (t),W ∗(t)}, must be selected in a manner that generates the correct
Hilbert space for the approximation of functions. Under the assumption of existence of a continuous-time
solution in an appropriate Sobolev space, global convergence of the solution based on the consistency of the
approximation can then be rigorously proved under mild and checkable conditions. Refs. [46, 48] present
some of the foundations for such results. These theoretical developments explain the consistently superior
performance of PS methods for optimal control. A generalized presentation of these ideas is beyond the scope
of this paper, but it is now clear why the Lobatto family of Legendre PS methods have a weight function of
unity. For non-unit weight functions, the starting point for designing PS methods is Eq. (14).
14 of 17





















































Since the early days of the calculus of variations it was well-recognized that nowhere was it more probable
than this field to arrive at the right answer by a wrong approach. Optimal control theory is filled with many
subtleties and nuances. A proper application of discrete methods requires one to be fully cognizant of these
apparently minor technicalities. Based on the authors’ work on PS methods and Hager’s on RK methods, it
has become clear in recent years that dual consistency is not a mere luxury to solve optimal control problems;
rather, it is quite essential for a correct solution to the problem. When the problem is correctly discretized,
the Covector Mapping Principle (CMP) provides a simple and elegant escape from the trials and tribulations
of solving two-point boundary value problems. In other words, the CMP implies that a vast number of space
trajectory optimization problems should no longer be considered as difficult problems. This does not imply
the end of research in trajectory optimization techniques; rather, an exciting new beginning where theory
and practice are juxtaposed.
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