Порівняння якості та швидкості кластеризації алгоритмом Ллойда залежно від методу ініціалізації by Matsuga, O. M. & Honcharuk, O. M.
ISSN 2312-119X. АКТУАЛЬНІ ПРОБЛЕМИ АВТОМАТИЗАЦІЇ ТА ІНФОРМАЦІЙНИХ ТЕХНОЛОГІЙ. Том 21. 2017 
115 
 
УДК 519.237.8 
О. М. Мацуга, О. М. Гончарук 
Дніпропетровський національний університет імені Олеся Гончара 
ПОРІВНЯННЯ ЯКОСТІ ТА ШВИДКОСТІ 
КЛАСТЕРИЗАЦІЇ АЛГОРИТМОМ ЛЛОЙДА 
ЗАЛЕЖНО ВІД МЕТОДУ ІНІЦІАЛІЗАЦІЇ 
Проведено обчислювальні експерименти для порівняння якості та 
швидкості кластеризації алгоритмом Ллойда залежно від методу 
ініціалізації. У процесі порівняння розглянуто п’ять методів, що 
дозволяють обрати початкові центри кластерів для алгоритму Ллойда. 
Результати експериментів засвідчили перевагу модифікованого методу  
k-means++ як методу ініціалізації у випадку невеликих наборів даних. 
Ключові слова: кластеризація; метод k-середніх; алгоритм Ллойда; 
метод ініціалізації; якість кластеризації; швидкість кластеризації. 
Проведены вычислительные эксперименты для сравнения качества и 
скорости кластеризации алгоритмом Ллойда в зависимости от метода 
инициализации. В процессе сравнения рассмотрены пять методов, 
позволяющие выбрать начальные центры кластеров для алгоритма 
Ллойда. Результаты экспериментов показали преимущества 
модифицированного метода k-means++ для инициализации в случае 
небольших наборов данных. 
Ключевые слова: кластеризация; метод k-средних; алгоритм Ллойда; 
метод инициализации; качество кластеризации; скорость кластеризации. 
Computational experiments to compare clustering quality and speed by 
Lloyd’s algorithm depending on initialization method were carried out. Five 
methods for initial cluster centers choosing were used for comparison. 
Experimental results revealed that modified k-means++ method should be used 
as initialization method for small data sets.  
Keywords: clustering; k-means method; Lloyd’s algorithm; initialization 
method; clustering quality; clustering speed. 
Вступ. Кластеризація є важливою та широко використовуваною 
процедурою Data Mining. Вона являє собою розбиття множини точок 
на групи (кластери) таким чином, щоб у кожній групі були схожі між 
собою точки, а точки з різних груп мали якомога більше відмінностей. 
___________________ 
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Одним з найбільших відомих методів кластеризації є k-середніх. 
Він входить у топ-10 найуживаніших методів Data Mining [1]. 
Для реалізації методу k-середніх розроблено ряд алгоритмів, серед 
яких найбільш простим, вживаним і дослідженим є алгоритм Ллойда 
[1–3]. Але результати його роботи значно залежить від вдалого вибору 
початкових центрів кластерів. Для подолання цього недоліку 
запропоновано значну кількість методів ініціалізації. Проте 
актуальним залишається вибір найкращого з них. У роботі поставлено 
за мету провести обчислювальні експерименти для порівняння якості 
та швидкості кластеризації алгоритмом Ллойда залежно від методу 
ініціалізації. 
Аналіз досліджень і публікацій. Ідея методу k-середніх полягає у 
відшуканні такого розбиття набору з n точок { }1 2, , , nx x x…  на k 
непустих кластерів, що не перетинаються, щоб була мінімальною сума 
квадратів відстаней від кожної точки до центра відповідного кластера. 
У класичному варіанті відстані використовують евклідові, хоча 
запропоновано варіанти методу з іншими метриками відстаней [1, 2]. 
Тобто класичний метод k-середніх шукає найкращу множину кластерів 
{ }1 2, , , kS S S…  шляхом мінімізації цільової функції: 
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2
, , ,
1
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i h
k
i h
S S S
h x S
x c
= ∈
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…
                                   (1) 
де ch – центр h-го кластера. 
Мінімізація цільової функції (1) є NP-складною задачею. Для її 
розв’язання запропоновано декілька алгоритмів [1–5]. Перший 
алгоритм розроблено С. Ллойдом у 1957 році і опубліковано у 1982 
році [3]. Саме він є найбільш вживаним. Алгоритм розпочинає роботу з 
вибору k точок в якості початкових центрів кластерів. Далі ітераційно 
повторюють два кроки, на яких кожну точку відносять до кластера, 
центр якого найближчий до неї, та після рознесення усіх точок 
перераховують центри кластерів.  
Алгоритм Ллойда, як власне й інші алгоритми розв’язання задачі 
(1), має ряд недоліків. Він гарантує збіжність лише до локального 
оптимуму, і результати його роботи суттєво залежать від вдалого 
вибору початкових центрів кластерів. Тому ряд досліджень спрямовано 
на пошук найкращого методу ініціалізації. 
Один з класичних методів ініціалізації запропоновано Е. Форгі у 
1965 році [4]. Він полягає у випадковому розподіленні точок по  
k кластерах, обчисленні центрів кожного кластера і виборі їх в якості 
початкових центрів. Слід зазначити, що Е. Форгі не лише 
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запропоновано метод ініціалізацій, а й незалежно від С. Ллойда 
розроблено той самий алгоритм кластеризації. Тому інколи його 
називають алгоритмом Ллойда – Форгі. 
У 1967 році Дж. МакКіном запропоновано ще один алгоритм 
розв’язання задачі (1) та два методи ініціалізації [5]. Один метод 
ініціалізації передбачає вибір в якості початкових центрів перших  
k точок набору даних. Він реалізований у IBM SPSS Statistics, проте 
його значним недоліком є чутливість до порядку точок у наборі [6, 7]. 
Другий метод полягає у виборі в якості початкових центрів випадкових 
точок набору даних. Що стосується алгоритму кластеризації МакКіна, 
він відрізняється від алгоритму Ллойда тим, що центри кластерів 
перераховують після віднесення кожної точки до найближчого центра. 
Крім того, саме Дж. МакКіном у роботі [5] вперше введено термін 
«k-середніх».  
Зазначені методи ініціалізації вважають найбільш класичними та 
уживаними. Результати експериментальних порівнянь свідчать, що 
кращим з них є метод Форгі [7, 8]. 
У цілому запропоновано більше двадцяти методів ініціалізації. 
Найбільш повний огляд існуючих методів подано у роботі [6]. 
Авторами роботи також проведено  експерименти, під час яких 
порівняно 8 методів, що мають лінійну часову складність. Для вибірок, 
розмір яких менший за 10 000 точок, автори рекомендують 
застосовувати метод, запропонований Бредлі та Файядом, або 
жадібний k-means++. У разі, коли час кластеризації критичний і 
кластеризують великі набори даних, перевагу віддано 
детерміністським методам Var-Part та PCA-Part. Зауважено, що 
класичні методи ініціалізації Форгі, МакКіна, максимін, як правило, є 
неефективними та ненадійними. 
Враховуючи результати даного дослідження, у роботі було обрано 
для порівняння методи Бредлі – Файяда [9] та k-means++ [10], як 
рекомендовані одними з найкращих для невеликих наборів даних, 
метод Форгі та 2-й метод МакКіна, як найбільш класичні та уживані. 
Також до порівняння включено власну модифікацію методу  
k-means++. Нижче подано опис обраних методів ініціалізації. 
Метод, запропонований Бредлі та Файядом у 1998 році в роботі  [9], 
передбачає вибір в якості початкових центрів кластерів мод функції 
щільності змішаного розподілу ймовірностей даних. Метод полягає у 
такому. Спочатку з усього набору точок випадковим чином обирають J 
підмножин малого розміру. Кожну підмножину кластеризують 
алгоритмом k-середніх, запобігаючи утворенню порожніх кластерів. В 
результаті одержують J наборів CMi, i = 1, …, J, кожен з яких містить k 
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центрів знайдених розбиттів. Ці набори зливають в один, що містить  
J⋅k  точок: CM = CM1 ∪ … ∪ CMJ. Набір CM кластеризують методом k-
середніх J разів, кожен раз обираючи початковими центрами точки з 
CMi, i = 1, …, J. Як остаточні центри кластерів обирають ті, що 
знайдені в результаті найкращого розбиття набору CM (найкращим 
вважають розбиття з мінімальним розкидом). 
У 2007 році Д. Артуром та С. Вассілвітським запропоновано метод 
k-means++ [10]. Він в якості початкових центрів випадковим чином 
обирає k найбільш віддалені одна від одної точки. Метод передбачає 
виконання таких кроків. Центр першого кластера обирають 
випадковим чином серед усіх точок набору даних. Центр наступного 
кластера обирають також випадково, але враховуючи, що для кожної 
точки імовірність бути обраною наступним центром пропорційна 
квадрату відстані від неї до найближчого із вже обраних центрів. І так 
роблять, доки не буде обрано k центрів.  Далі застосовують класичний 
алгоритм Ллойда. 
У даній роботі запропоновано модифікацію методу k-means++, суть 
якої полягає у тому, що усі центри, окрім першого, обирають не 
випадково, а як точки, квадрат відстані від яких до вже обраних 
центрів максимальний. 
Постановка задачі. Задано набір із n об’єктів у d-вимірному 
просторі, який потрібно розбити на k кластерів алгоритмом Ллойда. 
Ставиться задача провести обчислювальні експерименти для 
порівняння якості та швидкості кластеризації алгоритмом Ллойда 
залежно від методу ініціалізації. 
Основний матеріал. Для виконання поставленої задачі у роботі 
створено програмне забезпечення, що реалізує алгоритм Ллойда, та 
обрано для порівняння 5 методів ініціалізації: Форгі (випадкове 
розбиття набору точок на кластери), 2-й метод МакКіна (вибір 
випадкових точок в якості центрів), Бредлі – Файяда, k-means++ та 
власна модифікація k-means++. Програмне забезпечення розроблено 
мовою C# у середовищі Microsoft Visual Studio. Алгоритм Ллойда та 
методи ініціалізації реалізовано у класичних варіантах, без оптимізації. 
Під час реалізації методу Бредлі – Файяда використано параметр J = 
10, розмір малих підмножин встановлено рівним 10 % від розміру 
початкової вибірки згідно з рекомендаціями авторів [9]. 
За допомогою розробленого програмного забезпечення проведено 
обчислювальні експерименти на 12 наборах даних малої розмірності та 
середнього обсягу. Дані змодельовано як суміш багатовимірних 
нормальних розподілів з діагональними коваріаційними матрицями і 
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рівними дисперсіями. В усіх наборах кластери добре відокремлені 
один від одного. 
Для кожного набору даних виконано такий експеримент. Щоб 
оцінити якість кластеризації алгоритмом Ллойда залежно від методу 
ініціалізації, кожним методом знайдено початкові центри кластерів і, 
використовуючи їх, запущено алгоритм Лойда. Після цього визначено 
якість фінальної кластеризації. Показником якості вважали значення 
цільової функції задачі (1). Чим менше було значення цієї функції, тим 
кращим вважали одержане розбиття. Враховуючи, що результати усіх 
методів ініціалізації є випадковими, повторили такий експеримент 50 
разів, і розрахували за усіма експериментами середнє значення 
функціоналу якості та середньоквадратичне відхилення середнього. 
Після цього за допомогою двовибіркового t-тесту [11] провели 
порівняння середніх на рівні значущості 0,05. 
Відомо, що вдалий вибір початкових центрів здатен забезпечити не 
лише збільшення якості кластеризації, а призвести до збільшення 
швидкості кластеризації завдяки тому, що знадобиться менше ітерацій 
алгоритму, аби процес кластеризації зійшовся. Тому також оцінили 
швидкість кластеризації залежно від методу ініціалізації. Для цього під 
час кожного експерименту зафіксували сумарний час у мс, витрачений 
на вибір початкових центрів та власне кластеризацію алгоритмом 
Ллойда. Потім розрахували середній час та середньоквадратичне 
відхилення для нього за 50-ма експериментами, і провели порівняння 
середніх за  двохвибірковим t-тестом [11] на рівні значущості 0,05. 
У табл. 1 наведено результати обчислювальних експериментів щодо 
якості кластеризації за допомогою алгоритму Ллойда при виборі 
початкових центрів різними методами. Через d позначено розмірність 
даних,  k – кількість кластерів, n – кількість точок у наборі даних. 
Жирним шрифтом у таблиці виділено для кожного набору найменше 
середнє значення функціоналу якості, а також середнє, що за t-тестом 
виявилося рівним найменшому значенню. Одержані результати 
показали, що на двовимірних наборах даних з двома добре 
відокремлюваними кластерами будь-який метод ініціалізації, як 
правило, призводив до якісної кластеризації. На двовимірних даних, 
коли кількість кластерів не перевищувала 5, кращі результати давали 
модифікований метод k-means++, звичайний k-means++ та метод Форгі. 
Зі збільшенням кількості кластерів та розмірності даних найкраща 
фінальна якість кластеризації спостерігалася у разі використання 
модифікованого методу k-means++. Найгірші результати с точки зору 
якості кластеризації показали методи МакКіна та Бредлі – Файяда. При 
цьому за t-тестом статистичної різниці в їх результатах не виявлено. 
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Таблиця 1 – Середнє значення функціоналу якості кластеризації ± 
середньоквадратичне відхилення середнього  
№ d/k/n Метод 
МакКіна 
[5]  
Метод  
Форгі [4] 
Метод  
Бредлі – 
Файяда [9] 
Метод  
k-means++  
[10] 
Модиф. 
k-means++ 
1 2/2/100 19 422 
± 0 
19 422 
± 0 
19 422 
± 0 
19 422 
± 0 
19 422 
± 0 
2 2/2/500 102 161 
± 0 
102 161 
± 0 
102 161 
± 0 
102 161 
± 0 
102 161 
± 0 
3 2/2/1000 193 534 
± 0 
193 534 
± 0 
193 534 
± 0 
193 534 
± 0 
193 534 
± 0 
4 2/2/5000 1 007 626 
± 0 
1 007 626 
± 0 
1 007 626 
± 0 
1 007 626 
± 0 
1 007 626 
± 0 
5 2/4/100 13 898 
± 1 363 
9 661 
± 788 
12 476 
± 1 162 
10 053 
± 704 
8 601 
± 0 
6 2/4/500 75 381 
± 6 759 
66 699 
± 5 901 
75 672 
± 6 830 
60 301 
± 5011 
47 356 
± 0 
7 2/4/1000 114 378 
± 7 651 
89 210 
± 2 584 
113 116 
± 8 257 
94 757 
± 3 960 
89 210 
± 2 584 
8 2/4/5000 740 429 
± 71 089 
457 319 
± 0 
664 627 
± 68 115 
578 522 
± 39 673 
472 469 
± 15 149 
9 2/10/1000 91 776 
± 4 123 
69 802 
± 3 253 
89 593 
± 3 717 
703 23 
± 3 026 
52 711 
± 1 625 
10 2/10/10000 914 519 
± 56 940 
887 426 
± 46 101 
865 457 
± 45 545 
567 238 
± 32 625 
340 860 
± 10633 
11 5/5/5000 925 075 
± 55 755 
736 368 
± 33 490 
788 423 
± 41 304 
742 306 
± 26 381 
641 030 
± 14 149 
12 5/10/5000 841 228 
± 25 751 
738 282 
± 16 337 
875 546 
± 22 409 
769 963 
± 17 875 
702 653 
± 13 948 
 
Результати обчислювальних експериментів щодо швидкості 
кластеризації алгоритмом Ллойда залежно від методу ініціалізації 
наведено у табл. 2. На двовимірних даних з двома кластерами час 
виконання кластеризації, як правило, майже не відрізнявся у разі 
використання методів Форгі, звичайного та модифікованого k-means++.  
Але чим більша була кількість кластерів та розмірність даних, тим 
суттєво менший час займала кластеризація з ініціалізацією 
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модифікованим методом k-means++. 
Таблиця 2 – Середній час кластеризації у мс ± середньоквадратичне 
відхилення середнього  
№ d/k/n Метод 
МакКіна 
[5] 
Метод  
Форгі [4] 
Метод  
Бредлі – 
Файяда [9] 
Метод  
k-means++  
[10] 
Модиф. 
k-means++ 
1 2/2/100 0,043 
± 0,002 
0,038 
± 0,001 
0,178 
± 0,003 
0,041 
± 0,001 
0,04 
± 0,000 
2 2/2/500 0,634 
± 0,036 
0,28 
± 0,007 
0,565 
± 0,018 
0,271 
± 0,012 
0,288 
± 0,007 
3 2/2/1000 1,413 
± 0,077 
0,591 
± 0,015 
0,953 
± 0,022 
0,634 
± 0,023 
0,656 
± 0,01 
4 2/2/5000 3,543 
± 0,113 
3,21 
± 0,034 
5,366 
± 0,182 
3,256 
± 0,075 
3,933 
± 0,07 
5 2/4/100 0,418 
± 0,026 
0,194 
± 0,017 
0,718 
± 0,019 
0,134 
± 0,006 
0,114 
± 0,002 
6 2/4/500 1,582 
± 0,198 
0,678 
± 0,035 
1,561 
± 0,088 
0,718 
± 0,036 
0,598 
± 0,007 
7 2/4/1000 3,023 
± 0,27 
2,329 
± 0,082 
4,108 
± 0,278 
2,222 
± 0,118 
2,008 
± 0,059 
8 2/4/5000 14,889 
± 1,185 
9,448 
± 0,292 
17,231 
± 1,265 
11,299 
± 1,064 
8,905 
± 0,17 
9 2/10/1000 7,954 
± 0,421 
113,464 
± 12,704 
12,782 
± 0,511 
8,833 
± 0,437 
6,634 
± 0,226 
10 2/10/10000 141,38 
± 10,481 
188,301 
± 11,833 
172,161 
± 11,762 
128,432 
± 10,511 
65,52 
± 6,485 
11 5/5/5000 39,69 
± 3,499 
40,441 
± 3,11 
48,845 
± 3,962 
28,104 
± 3,439 
17,579 
± 0,515 
12 5/10/5000 79,985 
± 5,05 
236,269 
± 20,238 
113,172 
± 5,81 
86,4 
± 5,564 
71,642 
± 5,153 
 
Висновки. У роботі проведено порівняльний аналіз якості та 
швидкості кластеризації алгоритмом Ллойда залежно від методу 
ініціалізації. Найкращі результати з точки зору якості та швидкості 
кластеризації на невеликих наборах даних показала запропонована 
модифікація методу k-means++. У випадку двовимірних даних, коли 
кількість кластерів не перевищувала 5, майже не поступалися йому 
класичний метод k-means++ та метод Форгі. Методи Мак-Кіна та 
Бредлі – Файяда і за якістю, і за швидкістю кластеризації показали 
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найгірші результати. 
Подальші дослідження можуть бути спрямовані на аналіз 
запропонованої модифікації методу k-means++ щодо її чутливості до 
викидів у даних та розробку більш робастної модифікації. 
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