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Abstract—In cognitive radio networks, dynamic spectrum
access is achieved by allowing secondary users (SUs) to probe
the spectrum and utilize available channels opportunistically.
Spectrum probing mechanisms should be efficient and fast to
avoid harmful interference with primary users (PUs). Periodic
probing has been commonly adopted as a default spectrum
probing mechanism. In this paper, we attempt to study different
spectrum probing mechanisms and evaluate a performance met-
ric called the probing delay, i.e., how quickly a probing mechanism
can detect a channel change. We find that randomization in the
probing strategy does affect the probing delay. Specifically, in the
independent sensing scenario, periodic probing indeed achieves
the smallest probing delay. In the cooperative sensing scenario,
however, randomization can drastically reduce the probing delay.
I. INTRODUCTION
Dynamic spectrum access techniques have been proposed to
address the spectrum inefficiency problem inherent in current
static channel allocation policies. In cognitive radio networks
(CRNs), secondary users (SUs) or unlicensed users are al-
lowed to access licensed spectrum channels opportunistically
without harmful interference with primary users (PUs) or
licensed users. To achieve this goal, SUs must be equipped
with cognitive radios that can monitor the channel usage and
determine whether the PUs are present.
Spectrum sensing is critical to the design of cognitive radio
networks to achieve a balance between providing efficient
reuse of spectrum and protecting PUs against interference
from SUs. For such a purpose, FCC has set a strict guideline
on spectrum sensing. For example, in IEEE 802.22 [1], the
first international standard for wireless regional area networks
using cognitive radio techniques, PUs should be detected
within 2 seconds of their appearance with the probability of
misdetection (PMD) and the probability of false detection
(PFA) less than 0.1. To meet these requirements, spectrum
sensing techniques need to be both accurate and fast.
The performance of spectrum sensing in a CRN depends not
only on the detection method that is affected by the physical
and MAC layer features of PUs, but also on the channel scan
strategies of SUs and how SUs cooperate in sensing [2], [3].
Meanwhile, the SUs’ power and control overhead associated
with spectrum sensing should be taken into consideration.
In this paper, we investigate the delay performance of
spectrum sensing. Note that we are not interested in the
specific underlying physical and MAC techniques that detect
channel opportunities. Instead, we focus on how SUs in a CRN
effectively schedule their channel scans and how different scan
scheduling strategies would affect the speed of detecting the
PU signals. We use the term “spectrum probing” in this paper
to specifically refer to such scheduling policies and avoid
confusion with the more general term “spectrum sensing.”
One of the main purposes of spectrum probing is to detect
the absence and the return of PU signals in a channel in a
timely manner, so that the SUs can utilize licensed spectrum
bands opportunistically without interrupting the PUs. Most
existing works either do not specify the spectrum probing
scheme or just assume periodic channel scanning for spectrum
probing [4]–[6]. That is, SUs probe channels periodically to
detect the absence of PU signals. Once a channel is found
to be available, SUs can utilize the channel opportunistically.
Meanwhile, when SUs are using the available channels, they
also keep probing these channels periodically to detect the
PUs’ return and thus exit the channels. The reason for choosing
such a periodic spectrum probing mechanism, however, is not
clear other than its simplicity.
When a cognitive radio network has multiple SUs, all SUs
can collaborate in sensing a channel to enhance the detection
of PU signals to get higher sensing quality and faster PU signal
detection. Several cooperative sensing mechanisms have been
proposed to overcome uncertainties under channel randomness
such as fading/shadowing [7]–[10]. A SU shares the sensing
result with other SUs to determine the presence of PUs.
Existing cooperative sensing schemes, however, consider that
all SUs are synchronized in sensing the channel. That is,
all SUs probe the channel at the same time. No research
has been done to evaluate the delay performance of such a
synchronized probing mechanism and to study other possible
ways to coordinate SUs probing schedules.
In this research, we consider the randomization in spectrum
probing mechanisms and study their delay performance using
the renewal theory and the stochastic ordering concept. Specif-
ically, we evaluate a performance metric called the probing
delay, i.e., how quickly a probing mechanism can detect a
channel change. Our work makes the following contributions:
• We study the probing delay of spectrum probing mecha-
nisms both under the independent sensing scenario where
SUs make independent decisions and the cooperative
sensing scenario where SUs collaborate in determining
the spectrum usage. Besides the classical periodic prob-
ing, probing mechanisms with certain levels of random-
ization (e.g., with some flexibility on how SUs initiate
channel scans and how the probing interval is distributed)
are also considered (See Fig. 1).
• Under the independent sensing scenario, we find that with
the same power budget on spectrum probing, periodic
probing always yields the minimum probing delay, even
if the detection method is not 100% accurate.
• Under the cooperative sensing scenario, if SUs add ran-
domization into the spectrum probing mechanism, the
probing delay can be reduced significantly compared with
the synchronized periodic probing. The improvement in
probing delay grows if more SUs in a CRN cooperate in
sensing the spectrum.
The remainder of this paper is structured as follows. Section
II introduces the system model, problem definition, and our
approach. Section III and Section IV study the probing delay
of spectrum probing mechanisms under the independent sens-
ing scenario and the cooperative sensing scenario, respectively.
Section V evaluates the delay performance through simula-
tions. Finally, Section VI concludes this paper.
II. PROBLEM SETUP
A. System Model
A CRN with a group of SUs is considered. The SUs monitor
licensed channels for possible spectrum opportunities. Similar
to the channel-usage model in [6], a channel is modeled as
a renewal process alternating between ON and OFF states. A
channel is in ON (or OFF) state, if a PU signal is present (or
absent). The sojourn times of ON and OFF states of a channel
are represented by two random variables TON and TOFF that
are independent of each other.
Each SU can be dynamically reconfigured as a transceiver
or a sensor. When used as a spectrum sensor, a SU monitors
a channel to detect PU signals and thus determine whether
the channel is available for use by SUs. Once SUs utilize a
licensed channel that has been discovered to be idle, the SUs
keep monitoring the channel so that upon the PUs’ return,
the channel can be vacated promptly. We assume that a SU
detects the presence (or absence) of PU signals during a certain
time period, called the “probing time” Tp. The probing time
is determined by the underlying detection method and the
features of PU signals. It is assumed that the status of a channel
remains unchanged during the probing time. That is, Tp is
small compared with E[TON ] and E[TOFF ].
B. Problem Definition
We investigate the probing delay of spectrum probing mech-
anisms. Here the “probing delay” is defined as the time from
a change of channel status (i.e., from ON to OFF or from
OFF to ON) to the detection of such a change by a CRN.
Specifically, we study the following problems:
1) What is the probing delay if SUs chooses the periodic
channel scan strategy for spectrum probing?
2) Under the condition that SUs spend the same amount of
power in spectrum probing, can periodic probing detect
a channel change with a smaller probing delay than other
probing schemes with randomization?
3) If SUs cooperate in detecting the channel usage, how
would the probing delay be affected?
Fig. 1. Illustration of spectrum probing mechanisms.
C. Our Approach
As illustrated in Fig. 1, a SU probes a channel that alternates
between ON and OFF states. We use Xi to denote the time
interval between the SU’s ith and (i + 1)th channel scan
(i = 1, 2, ...). A SU can choose periodic probing to scan the
channel so that all Xi’s are equal and fixed, i.e., Xi = μ. Alter-
natively, a SU can utilize a spectrum probing mechanism with
some randomization, i.e., Xi’s are independent and identically
distributed (i.i.d.) random variables with a distribution function
FX(t). In this paper, we use D to denote the expected value
of the probing delay. To compare the average probing delay
of periodic probing with those of different random probing
mechanisms, we assume that the average amount of power that
a SU spends in sensing the channel is fixed, i.e., the average
probing interval E[X] is fixed and takes a constant value μ.
Common examples of random probing mechanisms include
uniform probing and Poisson probing. For uniform probing,
the probe interval X follows a uniform distribution within
[0, 2μ], i.e.,
FX(t) =
⎧⎨
⎩
0, if t ≤ 0
t
2µ , if 0 < t ≤ 2μ
1, otherwise.
(1)
For Poisson probing, the probe interval X follows an expo-
nential distribution with mean μ, i.e.,
FX(t) =
{
0, if t ≤ 0
1− e−t/µ, if t > 0. (2)
In this paper, we consider two scenarios based on whether
the SUs collaborate in channel detection. In the first scenario,
all SUs in a CRN make their own decisions about the channel
status independently from other SUs. In the second scenario,
SUs collaborate in sensing a channel change. A simple OR
rule [11] is adopted to determine the channel status: All SUs
independently probe the same channel, and as soon as one SU
senses a change in the channel status, it will inform all other
SUs about the change. For simplicity, we do not consider any
specific cooperative schemes on how SUs share their detection
results. Instead, we assume that this sharing of information
can be done in a considerably small amount of time. In the
following two sections, we analyze the average probing delay
D of different spectrum probing mechanisms under these two
scenarios.
Fig. 2. Probing delay under uncertain detection.
III. INDEPENDENT SENSING
In the independent sensing scenario, all SUs monitor the
channel and make their own decisions about the channel status.
Therefore, we study a simple case that a SU monitors one
channel and study the average probing delay of this SU. In
this section, we consider two cases where SUs always detect
the channel status correctly and SUs detect the channel status
with some error probability.
A. Case 1: Perfect Detection
If a SU always correctly determines the channel status in
the probing time Tp. Let {N(t), t ≥ 0} be the number of
scans occurred before time t. Since the time intervals between
two successive probes (Xi’s) are i.i.d., N(t) can be regarded
as a renewal process. We further define Y (t) as the residual
time from t until the next scan. Since a change in the channel
status can occur at any time t, the average probing delay D is
equal to the expected value of Y (t), which can be calculated
using the renewal reward theory [12] as:
D = E[Y ] = lim
s→+∞
∫ s
0
Y (t)dt
s
=
E[reward during a cycle]
E[length of a cycle]
=
E[
∫X
0
(X − t)dt]
E[X]
=
E[X2]
2E[X]
=
var[X] + E2[X]
2E[X]
=
var[X]
2μ
+
μ
2
.
(3)
Here, X is the probing interval. Since var[X] ≥ 0, D ≥ µ2 ,
where the equality holds when var[X] = 0, which means that
Xi’s are all equal. The above formula states that if the average
probing interval μ is given, when a SU uses periodic probing,
a minimum average probing delay can be achieved, which is
half the probing interval.
If a SU chooses a random probing mechanism, var[X]
is positive. Therefore, the average probing delay is always
larger than µ2 . For example, for uniform probing with mean
μ, var[X] = μ2/3, and D = 23μ; for Poisson probing,
var[X] = μ2, and D = μ.
B. Case 2: Detection with Uncertainty
A SU may not always detect the channel status successfully
in the probing time Tp. For example, a SU may detect the
appearance of PUs with a probability of misdetection (PMD)
and a probability of false detection (PFA). Here we assume
that PMD = PFA = 1 − p, where 0 ≤ p ≤ 1. As shown
in Fig. 2, if a SU detects a channel status change at t after
m (m = 0, 1, 2, ...) continuous unsuccessful scans, the probing
delay for this channel change is D(t) = Y (t)+
∑m
i=1 Xi with
a probability (1− p)mp. Therefore,
E[D(t)|Xi, Y (t)] =
+∞∑
m=0
(1− p)mp
(
Y (t) +
m∑
i=1
Xi
)
. (4)
Since Xi’s are i.i.d., E[Xi] = E[X], the average probing delay
D can be calculated as follows:
D = E[D(t)] = E[E[D(t)|Xi, Y (t)]]
=
+∞∑
m=0
(1− p)mp(E[Y ] + mE[X])
= E[Y ] +
(
+∞∑
m=1
m(1− p)mp
)
· E[X]
= E[Y ] +
1− p
p
· μ
=
var[X]
2μ
+
(
1
2
+
1− p
p
)
· μ,
(5)
by applying (3). When Xi’s are all equal, var[X] = 0, D
achieves the minimum value
(
1
2 +
1−p
p
)
μ. The above formula
states that when a SU senses the spectrum with a fixed
average probing interval and a successful detection probability
of p, a minimum average probing delay of
(
1
2 +
1−p
p
)
μ
can be achieved if periodic probing is used. In compari-
son, random spectrum probing mechanisms always generate
a longer average probing delay. For example, for uniform
probing with mean μ, D =
(
2
3 +
1−p
p
)
μ; for Poisson probing,
D =
(
1 + 1−pp
)
μ. Furthermore, D decreases as p grows
larger. As a special case, when p = 1, i.e., all channel scans
are successful, the above formula reduces to (3).
In summary, when SUs sense the channel independently
(i.e., SUs do not cooperate and make detection decisions only
based on local information), periodic probing always yields
the fastest average probing delay among all possible spectrum
probing mechanisms.
IV. COOPERATIVE SENSING
In the cooperative sensing scenario, we choose the OR rule
that the probing delay of a CRN is determined by the SU that
first senses a channel status change. Therefore, the average
probe delay D of the CRN is the expected time from a channel
status change till the first SU detects such a change. We define
Yi(t) as the residual time from t until the next scan from the
ith SU. Then the residual time Y (t) from t until the next probe
from any SU in the CRN is Y (t) = mini Yi(t).
Suppose that SUs can probe the channel with some ran-
domness, i.e., each SU can probe the channel at random
times independently from others. We consider the following
two variations of periodic probing, based on the level of
coordination among SUs:
• Synchronized periodic probing: All SUs initiate spectrum
probing at the same time, so that the probing events of
all SUs are aligned in time. This is the scheme that is
adopted by most current cooperative spectrum probing
mechanisms.
• Independent periodic probing: Each SU independently
initiates channel scans while keeping the probing interval
fixed.
For random probing, different SUs can choose different
distribution functions for the probing interval X , for example,
uniform distribution and exponential distribution. Meanwhile,
each SU initiates channel scans independently from other SUs.
For all the above cases, we assume that all SUs spend the
same average amount of power in sensing the channel, i.e.,
the average probe interval of all SUs is the same (E[X] =
μ). For the simplicity of analysis, we study the case when
p = 1, i.e., all channel scans are successful and yield 100%
detection probability in the probing time Tp. For the cases of
uncertain detection, we will use simulations to evaluate the
probing delay performance in Section V.
A. Periodic Probing
If all SUs always correctly determine the channel status in
the probing time Tp, the average probe delay D = E[Y ].
1) Synchronized Periodic Probing: Under perfect detection,
if the probing events of all SUs are synchronized, the delay
performance is equivalent to having a single SU probing the
channel. According to (3), the probing delay D = µ2 .
2) Independent Periodic Probing: In this case, since all SUs
independently initiates their channel scans, Yi’s are indepen-
dent. Therefore, from the order statistics [12],
P (Y > t) = P (min
i
Yi > t)
= P (Y1 > t, Y2 > t, ..., YN > t)
=
N∏
i=1
P (Yi > t) = [1− FYi(t)]N .
(6)
The average probing delay can be calculated by
D = E[Y ] =
∫ +∞
0
F (Y > t)dt =
∫ +∞
0
[1− FYi(t)]Ndt.
(7)
As the time interval between two successive probes is fixed
at μ for periodic probing, we consider that a SU starts its first
channel scan with an offset within [0, μ] from time 0. If such
an offset is uniformly distributed within [0, μ], the cumulative
distribution function of Y is
FYi(t) =
⎧⎨
⎩
0, if t ≤ 0
t/μ, if 0 < t ≤ μ
1, otherwise.
(8)
According to (7), the average probing delay is
D =
∫ µ
0
(1− t/μ)Ndt. (9)
Setting x = t/μ,
D =
∫ 1
0
(1− x)Nμdx = μ
N + 1
. (10)
As shown above, under the perfect detection condition, if all
SUs choose periodic probing, letting SUs starts their channel
scans independently from others will yield an average probing
delay that is only 2N+1 of the probing delay in the case of
synchronized periodic probing. If N is large, this reduction in
probing delay will be significant.
As a special case of periodic probing, if channel scans of
all SUs are evenly distributed in a probe interval, a smaller
probing delay can be achieved. Specifically, for a CRN with
N SUs, if the first SU initiates spectrum probing at time
t0, then the ith SU will start probing the channel at time
t0 + i−1N μ, i = 1, 2, ..., N . Under perfect detection, this case
is equivalent to a single SU system where the SU senses the
spectrum periodically using a probing interval of µN . There-
fore, according to (3), the average probing delay D = µ2N ,
which is even smaller than the case of independent periodic
probing. To achieve the performance gain, however, all SUs
need to be controlled in a highly coordinated manner: Starting
their channel scans in turn and these scans are equally spaced
within a probing interval μ. This requires a central server and
a dedicated control channel to coordinate the channel scans
of all SUs, which adds to the system complexity. Moreover,
the central server needs to know N ahead of time. If a CRN
allows SUs to dynamically join and leave the network, such
coordination would be very difficult to implement. Thus, we
do not include this special case of periodic probing for further
comparison with other spectrum probing mechanisms.
B. Random Probing
For random probing, different SUs initiate their channel
scans independently. Therefore, (6) still holds.
1) Poisson Probing: If the distribution of the probing inter-
val X is exponential with mean μ, because of the memoryless
property of the exponential distribution, the residual time Yi(t)
from any time t until the next scan is also exponential with the
same mean. Therefore, FYi(t) = 1− e−t/µ, t > 0. According
to (7), the average probing delay can be calculated as:
D =
∫ +∞
0
e−Nt/µdt =
μ
N
. (11)
2) General Distribution of the Probing Interval: For a gen-
eral distribution of the probing interval X , the residual time Yi
usually does not have the same distribution as X . According to
the renewal theorem [12], the cumulative distribution function
of Yi can be derived from the distribution of X:
FYi(t) =
∫ t
0
(1− FX(τ))dτ∫ +∞
0
(1− FX(τ))dτ
. (12)
Then we can plug FYi(t) into (7) to calculate the average
probing delay D.
Let’s take uniform probing as an example. If the probing
interval of all SUs follows a uniform distribution within [0, 2μ]
with mean μ, plugging (1) into (12), we can get
FYi(t) =
⎧⎨
⎩
0, if t ≤ 0
t
µ − t
2
4µ2 , if 0 < t ≤ 2μ
1, otherwise.
(13)
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(a) Periodic probing.
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(b) Uniform probing.
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(c) Poisson probing.
Fig. 3. Average probing delay of spectrum probing mechanisms under the independent sensing scenario (perfect detection).
According to (7),
D =
∫ 2µ
0
(
1− t
μ
+
t2
4μ2
)N
dt
=
∫ 2µ
0
(
1− t
2μ
)2N
dt.
(14)
Following the same procedure as in (10), we can get D =
2µ
2N+1 for the case of uniform probing.
In summary, when cooperative sensing is considered, in-
stead of using synchronized periodic probing, if SUs add
randomization by letting SUs initiates channel scans inde-
pendently or choose a random distribution for the probing
interval, the average probing delay D can be decreased. The
improvement in probing delay grows as the number of SUs
N increases. Moreover, the randomization also releases the
burden of CRNs to synchronize the channel scans of all SUs.
Hence, the related control overhead can be reduced as well.
V. SIMULATION RESULTS
In this section, we use computer simulations to evaluate the
delay performance of spectrum probing mechanisms and verify
the analytical results. Specifically, three probing mechanisms
are simulated: periodic probing, uniform probing, and Poisson
probing.
In a simulation run, a channel change (either from ON to
OFF or from OFF to ON) occurs at a random time t0 within a
duration of length 104×μ. In the independent sensing scenario,
one SU senses the channel with a specific probing mechanism.
Once the SU detects the channel change successfully at time
t1, we record the probing delay t1 − t0. In the cooperative
sensing scenario, multiple SUs sense the channel, t1 is the
time that the first SU successfully detects the channel change.
For each set of simulation, we carry out 104 independent runs
and calculate the average probing delay D and its variation.
We first evaluate the average probing delay of the three
spectrum probing mechanisms with different average prob-
ing intervals under the independent sensing scenario. Under
perfect detection, as shown in Fig. 3, the simulation results
overlap with the analysis results for each probing mechanism.
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Fig. 4. Average probing delay of spectrum probing mechanisms under the
independent sensing scenario (detection with uncertainty): µ = 2 seconds.
The error bar in Fig. 3 represents the standard deviation of the
probing delay in 104 runs. Compared with uniform probing
and Poisson probing, periodic probing always produces a
smaller probing delay with a smaller variation. Fig. 4 depicts
the probing delay when the detection probability p varies from
0.8 to 1. In this case, we fix the average probing interval at 2
seconds. We can see that periodic probing still gives a smaller
probing delay than the two random probing mechanisms. The
probing delay improvement of periodic probing is as large as
17% and 40% compared with those of uniform probing and
Poisson probing, respectively, when p = 0.8. As p grows, the
improvement in the probing delay is even greater.
In the cooperative sensing scenario, we fix the average
probing interval to 2 seconds and evaluate the probing delay
under different spectrum probing mechanisms. The periodic
probing we simulated in this scenario is the independent
periodic probing scheme. Fig. 5 shows the probing delay
when the number of SUs in a CRN changes from 1 to 30.
For reference, in each of the three subfigures, the horizontal
line (D = 1 second) represents the probing delay of the
synchronized periodic probing. We can see that with some
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(a) Independent periodic probing.
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Fig. 5. Average probing delay of spectrum probing mechanisms under the cooperative sensing scenario (perfect detection): µ = 2 seconds.
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Fig. 6. Average probing delay of spectrum probing mechanisms under the
cooperative sensing scenario (detection with uncertainty): µ = 2 seconds,
N = 20.
randomization, all these three spectrum probing mechanisms
can generate a probing delay no greater than 1 when N > 1.
The improvement in probing delay is more significant when
N grows larger. Moveover, when N is small, compared with
the case of independent periodic probing, the probing delays
of uniform probing and Poisson probing have both larger
values and larger variations. When N is larger, however, such
differences become less evident.
Next, we compare the probing delay of spectrum probing
mechanisms when the detection probability p varies between
0.8 and 1. In this case, the average probing interval is fixed
at 2 sec and the number of SUs in a CRN is fixed at 20. The
simulation results are given in Fig. 6. We can see that among
the three spectrum probing mechanisms with randomization,
independent periodic probing gives a shorter probing delay
than the other two random probing schemes. Nevertheless, all
these three produce much smaller probing delays than that
of synchronized periodic probing (which is 1.5 seconds when
p = 0.8 and 1 second when p = 1).
VI. CONCLUSIONS
In this paper, we study the delay performance of various
spectrum probing mechanisms. We find that under the same
power budget on spectrum probing, periodic probing allows
a single SU to detect the channel change with the minimum
delay. If SUs in a CRN collaborate in detecting the channel
change, probing mechanisms with some randomization can
reduce the probing delay, especially when the number of SUs
is large. Moreover, such randomization does not add to extra
power consumption or system design complexity.
For future work, we plan to study the delay performance of
spectrum probing mechanisms when SUs have some knowl-
edge about the traffic patterns of PUs.
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