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I. INTRODUCTION 
In a previous paper [I], conditions were given for optimality of x for the 
linear programming problem 
Ax+By=b all b 
x 2 0, y20 
c’x + E minf’y = min 
Y 
where b is a random vector. These conditions were for the most part based 
on relationships which the optimal dual vectors ii(b, x) of the program 
By=b-Ax 
y20 
fy = min 
must satisfy for given b and x. 
Two limitations of the results of [l],r to be eliminated in this paper, are 
i In [l] there is an error in the numbering of the Theorems, so that there are two 
Theorems 5. In this paper we shall refer to the second Theorem 5 in [1] as Theorem 6 
and Theorem 6 of [l] as Theorem 7. 
In [l] the first two lines of page 169 should be replaced by the following: By the 
duality theorem for the program given in (4) we have 
sb? c 13 _< ti9, =* I a) < NY, n* 13. 
In particular, if G(b, 2) is not optimal, then 
ti, n I 4 -=c et n* I 3, 
or 
If - ;;‘(b, m) B] y(b, 2) + ?(b, 3) (b - A*) 
< [f’ - n*‘(b, f) B] jJ(b, a) + w*‘(b, 2) (b - AZ). 
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the following: (1) an explicit relationship between the optimal dual vectors 
for the two problems was given only for the case where b has a finite discrete 
distribution (Theorem 4’) and (2) the condition that x = 2 minimize the 
linear form (c’ - EZ(b, 3) A) x be necessary for optimality of x was shown 
only for the two cases: (a) where b has a finite discrete distribution (Theo- 
rem 6), and (b) where c’x + E min,f’y is differentiable and 3 is in the relative 
interior of the convex set of all feasible x’s (Theorem 2). It is intended that 
this paper be read in conjunction with [l], and so there will be little attempt 
to review the material in [l] to make this paper selfcontained. 
II. REFORMULATION 
The primal problem to be studied heres is given by 
Ax$By>b all b 
x 20, y20 
c’x + E minf’y = min 
Y 
where A and B are known m x n, and m x na matrices, x and y are n,- and 
n,-dimensional vectors, and b is a random m-dimensional vector with known 
distribution TV. 
In this version of the problem, we consider the problem as a two-stage 
problem, where first x is to be decided upon, then b is to be observed, and 
finally y = y(b, x) is to be decided upon. The vector x is judged optimal if 
it leads to the smallest average cost (including the penalty cost of y). As the 
problem of finding an optimal y after x has been decided upon and b observed 
is a straightforward linear programming problem, emphasis in this formula- 
tion of the two-stage linear program under uncertainty is naturally on the 
problem of finding an optimal X. 
Upon taking expected values, and noting that 
[f’ - ?e’(b, 2) B]Y(b, 2) = 0, 
we see that 
(23) 
E[J’ - ii’@, f) B] jQ, 2) + E;;‘(b, 2) (b - Aa) < E n*‘(b, a) (b - A.?). (23’) 
Line 5, p. 169 should be replaced by the following: 
Thus, if ?r(b, z?) is not optimal, then (24) contradicts (23’). 
I wish to thank 0. L. Mangasarian for pointing out the error in the proof of the 
converse of Theorem 3 of [l], which is corrected above. 
s We write the problem in inequality form in order to set it up so that, for our 
reformulation, the results of [2] are readily applicable. This primal problem can be 
converted to that of [l] by allowing the vectors x and y to include as components zero 
cost slack variables. 
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In [l] we have described various constraints on x alone which may be 
embodied in the constraints in the above formulation of the problem. We 
defined K to be the convex set of x’s such that x E K is nonnegative and 
such that for each b there exists a y(b) such that (x, y(b)) is feasible. We assu- 
med that K was not vacuous, and the original formulation of the problem 
then was to find an optimal x in K. 
We rewrite the problem by introducing the notation 
D = [A, Bl, e’ = (c’,f’), Q’(b) = (x’, y’(4). 
The problem is now 
N(b) 2 b 
t(b) 2 0 all b 
J elf(b) dp(b) = min. 
In this new version of the problem, we conceive of the decisions [f(b)] 
being a specification both of x and of the set of contingency plans [y(b)], 
given that decision x, as a function of b. That is, at the first stage one must 
make his first-stage decision x and also specify in advance what the second- 
stage decision y(b) will be for every possible b. (When we write [t(b)], we 
require that the subvectors consisting of the first n, components of each of 
the vectors f(b) in the collection [f(b)] be identical.) It is clear that the optimal 
solutions for the two versions of the problem are identical. 
Let B be the space of b’s and let Ezl+“g be the subset of vectors of Euclidean 
n, + +-space En+2 whose first n1 coordinates are the coordinates of the 
vector x. Let 
Y = UK z9Eynz 
where X denotes Cartesian product. A typical element of Y is a collection 
[t(b)] of vectors [ E E2+nz indexed on b. Let 9’ be the subset of 9 whose 
members [t(b)], viewed as functions of b, are measurable and square inte- 
grable with respect to p. 
We define, for any two collections [d(b)] and [q(b)] in 5, the inner pro- 
duct 
(W)l> [db)l) = J-M4 db) 444. 
The primal problem is, then, of the form 
DW) 2 b 
5(b) 2 0, all b 
[@)I E .@ 
J e’f(b) dp(b) = min. 
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Now let 6 be a typical vector in Em, and let 
Let 2 be the subset of J whose elements [S(b)], indexed by b, are, as func- 
tions of b, measurable and square integrable with respect to p. We define, for 
any two collections [I#)] and [l(b)] in 9, the inner product 
Then the program 
D’S(b) 5 e 
S(b) 2 0 all b 
[S(b)] E 2 - 
s b’S(b) dp(b) = max 
is dual to the primal program defined above. 
If we also assume that the squared length of b is measurable and integrable 
with respect to the measure CL, then the dual objective function is necessarily 
finite. This is equivalent to assuming that the second moment of each of the 
coordinates of b is finite. 
Let 
[b] = &b E,;, [e] =bEA e E 3, 
PEVdl = za Wd E 2, [D’S(b)] = .$--D’S(b) E T?, 
and 
PI = & 0, 
where 0 is the zero vector of appropriate dimension. By the notation 
[Dg‘(b)] 2 [b], [5(b)] 2 PI, [Da(b)] I [e], [S(b)] 2~ [0] we shall mean 
Df(b) 2 b, e(b) 2 0, D’S(b) I e, S(b) 2 0 for all b. A collection [t(b)] ([S(b)]) 
will be called primal (dual) feasible if 
PWI 2 U4 Mb)1 2 PI (VW1 s [el, IWI 2 WI). 
Now suppose p is a u-finite measure on the space of b’s, let v be another 
u-finite measure on the space of b’s, and let p be absolutely continuous with 
respect to Y. Then, by the Radon-Nikodym Theorem [3], there exists a 
measurable function h(b) such that 
h(b) = dp(b)/dv(b). 
102 MADANSKY 
If we define e(S) = h(b) 8(a), then we can rewrite the dual of the problem in 
terms of the dual variables e(b) as 
s b’d(b) h(b) = max, 
where 9 is the space induced from J by the transformation 
8(b) = h(b) S(b), [S(b)] ~3. 
If the b’s have a discrete distribution with dp(b) =p(b), and if we let 
h(b) = 1, then h(b) = p(b). Upon indexing the b’s by i = 1,2, *a*, and letting 
pc = p(bi), 8, = fl(bi) and Si =‘6(b,) for all ;, we see that B, = p*Si. This 
generalizes the similar result in [l] (with 6, = Ir(br, a)) in two directions: it 
allows the set of b’s to be denumerable rather than finite, and it shows that 
this relation holds for any x and not just for optimal x. 
If b has a continuous distribution and h(b) = db, then A(b) is the proba- 
bility density function of b. In this case the dual variables of the problem, 
when multiplied by the density function of b, are the dual variables with 
respect to Lebesgue measure. 
III. THE LAGRANGIAN SADDLE-POINT THEOREM 
In [ 1] we proved a restricted version of the Lagrangian saddle-point theorem 
for this problem (Theorem 3). The restriction placed on the Lagrangian 
was that it was always evaluated at optimal y(b, x). In terms of the reformu- 
lated problem, we proved the Lagrangian saddle-point theorem for the col- 
lection [S(b)] ~2 and a restricted class of collections [t(b)]. We shall remove 
this restriction and see what can be said about the Lagrangian saddle-point 
theorem for the full collections [t(b)] E& and [6(b)] E i 
It is clear from the above construction of& and J that, with respect to 
the aforementioned inner products, they are Hilbert spaces. We wish to 
make use of Theorem V.3.2 of [2], and to do so we rewrite the primal problem 
asam aximization problem 
W(b)1 2 PI 
W)l 2 PI 
W)l e @ 
J (- e’) I(b) dp(b) = max. 
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The generalized Lagrangian expression for this problem is 
@ = SC-- e’) f(b) 44) + ~*[[Rv) - VI 
where 6* is a continuous linear functional on .?. 
Let us denote by J* the conjugate space of 2, i.e., the set of all continu- .w 
ous linear functionals on 9. Then 9 IS also the space of bounded linear -* * 
functionals 6* on .?. As a consequence of the Riesz representation theorem 
for bounded linear functionals (cf. [4]), for all [S(b)] E 2 and any bounded 
linear functional 6* on .? there exists a unique member of s”, say [A@)], such 
that ~*KW)ll = WWI, [W)l). 
We can thus write 
By a similar argument, the Lagrangian expression for the dual (maximization) 
problem is 
- @&V)l, P(41) = .f W4 448 - J t’(b) If’W 444 + J e’W> 444 
K(b)1 2 PI, M41 2 PI, EWI c $9 [S(b)] E .?. 
The following theorem, the Lagrangian saddle-point theorem for the primal 
problem, is a direct consequence of Theorem V.3.2 of [2]. 
THEOREM 1. Let the collection [f(b)] E 9 be feusible for the primal problem. 
Then it is optimal if and only ;f there exists a collection [s(b)] E 2 such that 
@(kX‘(b)l~ I&41) I; W&)1, [&b)l) S @([i%)lt W)l) 
for all feadbe [l(b)] E .G, [b(b)] ES”. 
PROOF. Make the correspondence 0 = .?‘,, 9’ = 2, x = [t(b)], x = [6(b)], 
U(x) = [De(b)], a = [b] between our notation and that of Hurwicz’s Theo- 
rem V.3.2 [2]. Let v be the space of pairs (p, [I(b)]), p real, and let T be 
the linear continuous transformation 
mapping 9 into d x YY = 9”. The space 74f’ is a Hilbert space with inner 
product 
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and V is a Hilbert space with inner product 
Thus?F ==w and Y* = V. 
Now suppose 
and 
Ul = w%) = (- f#l + P4ml9 @I, M~)l)) 
VT = v2 = (- P2Pl + P52@91, (P2, [l,v9lN, 
where o, E V and VT E V*. Then 
where 
T*(vf) = w: = (P2(1 + 49 KZ + D’Q 5;m, 
a = J b’b d/L(b) 
and I is the (n, + n,) x (nr + n,) identity matrix. 
Let 
W; = {w* E%‘-* : w* = T*(v*), v* 2 0, v* E V-*> 
All that remains is to check that ?Y’-F is regularly convex, that is, given an 
element wi ET* not in W$, there exists a w,, EYY such that 
sup w*(wJ < wo*(wa). 
CU*CW; 
This is equivalent [2, p. 741 to showing that W$ is convex and closed in the 
strong topology. 
It is easy to check that W; is always convex. Also, the set 
[v* : v* 2 0, v* E v-*1 
is a convex cone of the Hilbert space V *, hence closed in the strong topology, 
and so by continuity of T* we see that Wg is closed in the strong topology. 
It should be noted that the same mode of proof establishes the saddle- 
point theorem for the dual problem, which is Theorem 1 with the roles of 
[I(b)] and [6(b)] exchanged. Thus, if [f(b)] is optimal, there exists a [8(a)] 
such that (~#41, [&@I) is a saddle-point for 0 and so [8(S)] is optimal, and 
conversely. 
We can now derive the duality theorem for our programs as a consequence 
of this theorem and Theorem IV.3 of [2]. Upon making the correspondence 
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between our notation and Hurwicz’s as made in the proof of Theorem 1 
above, we can rewrite Theorem IV.3 of [2] as follows. 
If there exists a collection [t,(b)] E &’ satisfying [[i(b)] 2 [0], [D.$r(b)] 2 [b] 
and if there exists a collection [[a(!~)] E p such that [e(b)] > [O], [De(b)], 
2 [b], implies 
J 5x4 ml 44) 2 89 
then there exists a collection [6,(b)] E 9: [6,(b)] 2 [0] such that 
s W) mw - 4 444 2 J 5XQ 5(b) W) - B 
for [5(b)] E ?, [t(b)] 2 [0], and also 
imply that 
.f W) (QY‘(b) - 4 444 = 0. 
Let [l(b)] and [8(b)] b e o rmal for the primal and dual problems, res- pt’ 
pectively. Take [h(b)] = [&)I, K,(b)] = [el, and 
B = J e’f(b) 444. 
Then for all [t(b)] E 2 satisfying [t(b)] 2 [0], [De(b)] 2 [b], we see that 
j%(b) 44) > B 
By Theorem IV.3 of [2], there exists a collection [S,(b)] E J, [6,(b)] 2 [0] 
such that 
j- S;(b) D&b) dp(b) - j b’6,(b) d&b) = 0. 
But @ ([~@)I, [WN) 2 @ ([fV)l, [@)I) implies aat 
0 2 J- A’(b) (D&b) - b) dp(b). 
As [D&b)] 2 [b] and [S(b)] > [0], it follows that 
.f a’(b) &?4 44) = j- b’&b) 44) 
and s’(b) (D{(b) - b) = 0 almost everywhere. 
A similar argument yields the result 
.f S’(b) @W 444 = .f e’&) 444 
and $‘(b) (D’S(b) - e) = 0 a most everywhere. We can summarize the con- 1 
clusions of this argument in the following theorem. 
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THEOREM 2. Let [l(b)] and [8(b)] be optimal for the primul and dual 
problems, respectively. 
Th 
and 
.I- e’&b) 444 = .f b’&) 4.44 = .f S’(b) @lb) 44b) 
8’(b) (l&?(b) - b) = 0, 
almost ever~here. 
p(b) (D’s(b) - e) = 0 
The converse of this theorem is also true as seen from the following. 
THJXOREM 3. Suppose the collections [f(b)] E 5, [8(b)] E 4” are feasibZe and 
satisfy 
8’(b) (D&b) - b) = 0 
p(b) (D’s(b) - e) = 0 
almost everywhere. Then they are optimal for the primal and dual problems, 
respectively. 
PROOF. Let [t(b)] and [S(b)] be feasible collections in &’ and 9, respect- 
ively. Then 
implies 
j F(b) (D’S(b) - e) 4.4) I 0 
@(W)l, [&41) = - J-b’&) 444 
2 @(LS)l, [&b)J) = - .f b’&b) 4.44 + .f I“(b) P’&4 - 4 444 
and 
J- W) P&b) - 4 44) 2 0 
implies 
@([&419 [&b)l) = - .f e’&b) 444 
2 @U&41, PV91) = - J e’&:(b) 444 + J W) (@(b) - 4 444. 
Hence by Theorem 1 the collections [t(b)] and [8(b)] are optimal. 
IV. THE SECOND-STAGE PROGRAM 
Let us now study the second-stage program 
By>b-Ax 
yro 
f’y = min, 
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and its dual 
n’(b - Ax) = max. 
Let jJ(b, x) and+@, x) denote optimal primal and dual vectors for this problem 
for given b and X. The following theorems generalize Theorems 4’ and 7 
of [l]. 
THEOREM 4. Let x = f. If there exists optimal dual vectors +(b, 2) for the 
second-stage program such that 
(c’ -~‘(b, a) A) f = 0 
(c’ - G(b, 2) A) 2 0 for almost all b, 
then [8(b)] = [ii(b, a)] and [p(b)] = [(f’, y’(b, js))] are optimal for the origiml 
program. 
PROOF. The vectors in [ii(b, R)] satisfy 
( f’ - ff’(b, n) I?) 2 0, (f’ - C(b, a) B) y(b, a) = 0 for all b. 
Then, by Theorem 3, 
[@4l = [+(h a)1 and [&(41 = Kf’, Y(h 91 
are optimal. 
THEOREM 5. Let [l(b)] = [(a’, y”(b, a)]. Then there exivts a collection 
[ii(b, a)] satisfyin 
(c’ - +‘(b, a) A) 2 0 
(C’ -f?(b,f)A)z=O for aZmost all b. 
PROOF. As a consequence of the saddle-point theorem, there exists a 
collection [8(b)] E 3 which is optimal for the dual program. Take +(b, x) = 
8(b). Then (f’ - +‘(b, %) B) 2 0, (f’ - G(b, 2) B) j$b, 4 = 0 for almost 
all b. As a consequence of the duality theorem and the optimality test of the 
simplex method for the second-stage program,*(b, a) so defined is an optimal 
dual vector for the appropriate second-stage program for almost all b. From 
this the conclusion of the theorem follows. 
Notice that here we have +(b, JT) = 8(b) almost everywhere. If we let 
8(b) = h(b) s(b) (where h(b) is as defined earlier), then f?(b) = h(b)ii(b, 2) 
which is the form of the relationship in [l]. Also, we have a stronger result 
than that in [l] which involved only Eii(b, 3) and not the ii(b, 11) themselves. 
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