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Abstract
High resolution brain magnetic resonance (MR) images acquired at multiple time points
across the treatment of a patient allow the quantification of localised changes brought about
by disease progression. The aim of this thesis is to address the challenge of performing
automatic longitudinal analysis of magnetic resonance imaging (MRI) in paediatric brain
tumours.
The first contribution in this thesis is the validation of a semi-automated segmentation
technique. This technique was applied to intra-operative MR images acquired during the
surgical resection of hypothalamic tumours in children, in order to assess the volume of
tumour resected at different stages of the surgical procedure.
The second contribution in this thesis is the quantification of a rare condition known as
hypertrophic olivary degeneration (HOD) in lobes within the brain known as inferior olivary
nucleii (ION) in relation to the development of posterior fossa syndrome (PFS) following
tumour resection in the hind brain. The change in grey-level intensity over time in the
left ION has been identified as a suitable biomarker that correlates with the occurrence of
posterior fossa syndrome following tumour resection surgery. This study demonstrates the
application of machine learning techniques to T2 brain MR images.
The third contribution presents a novel approach to longitudinal brain MR analysis,
focusing on the cerebellum and brain stem. This contribution presents a technique developed
to interpolate multi-slice 2D MR image slices of the brain stem and cerebellum both to infill
gaps between slices as well as longitudinally over time, that is, in four-dimensional space.
This study also investigates the application of machine learning techniques directly to the
MR images. Another novel method developed in this study is the Jacobian of deformations
in the brain over time, and its use as an imaging feature. Unlike the previous contribution
chapter, the third contribution is not hypothesis-driven, and automatically detects six potential
biomarkers that are related to the development of PFS following tumour resection in the
posterior fossa.
The limited number of patients considered in each study posed a major challenge. This
has prompted the use of multiple validation techniques in order to provide accurate results
viii
despite the small dataset. These techniques are presented in the second and third contribution
chapters.
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Chapter 1
Introduction
The brain is arguably the most important organ in the human body. Weighing around 1.5
kilograms in full maturity, it makes up around 2% of our body weight, 85% of which makes
up the frontal brain, and 15% of which makes up the hind brain. The brain is the control
centre of the human nervous system. It operates through a network composed of billions of
nerve cells, known as neurons, and nerve fibres, known as axons and dendrites. The neurons
are connected by trillions of connections, known as synapses. Using this network the brain
receives input from the sensory organs and sends output to the muscles. The basic structure
of the human brain is the same as in any other mammal, however it makes up a larger part of
the human body in comparison to other mammal brains.
This thesis is about the longitudinal analysis of brain magnetic resonance imaging (MRI)
in children who have undergone brain tumour resection. High resolution magnetic resonance
(MR) images acquired at multiple time points of the brain allow the quantification of localised
changes brought about by tumour growth, disease progression and/or recovery. Two different
parts of the brain shall be considered: the hypothalamus and the posterior fossa.
In a clinical context neuroradiologists analyse medical imaging scans longitudinally
in order to assess changes in the brain throughout a patient’s treatment. A longitudinal
image dataset may consist of pre-operative scans, intra-operative scans and a number of post-
operative scans acquired intermittently until the patient no longer requires neuroradiological
monitoring. The current system of longitudinal brain MR analysis is heavily dependent on
human interpretation, and may differ from one patient to another. Since MR images are
analysed individually, common factors between multiple patients, which could potentially
lead to a deeper understanding of the anatomical and physiological changes in the brain, may
not be noticeable. In addition to this, changes occurring within micro-structures in the brain
are not always visible to the naked eye. The manual analysis of longitudinal brain MR image
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datasets is inefficient and lacks thoroughness due to the inability of a human observer to
monitor changes within small structures.
1.1 Motivation
The analysis of MR images should aim at understanding and predicting changes within
the brain following tumour resection. The process of the analysis should be optimised for
homogeneity between patients, but should also be straightforward enough that it can be easily
interpreted by medical staff. In order to achieve this, multiple patients must be considered
simultaneously in an automated fashion. Using an automated algorithmic approach to
analyse MR imaging data may ensure an efficient and thorough analysis of the brain resulting
in a more efficient and effective way of understanding the anatomical and physiological
changes within the brain following tumour resection. Furthermore, considering multiple
patients simultaneously may potentially lead to a deeper understanding of the anatomical
and physiological effects following tumour resection.
This study aims to automate this process of longitudinal medical image assessment by
developing algorithms. This research is significant because by automating this image analysis
process, it is possible to analyse structures which are not always visible to the naked eye, and
because of the potential to recognise patterns in disease progression or recovery due to such
structures.
1.2 Objectives
The general objective of this PhD is to develop techniques to analyse longitudinal paediatric
MRI datasets. In particular, it is desired to implement a fully automated pipeline that is able
to identify and analyse potential biomarkers related to post-surgical syndromes on these
imaging datasets. Analysing such changes within the brain may lead to a better understanding
of the underlying mechanisms in the brain following tumour resection.
1.3 Contributions
This thesis is split up into 6 chapters. Chapter 2, aims to introduce the reader to the
background of brain tumours in children and brain imaging techniques. A review of the
literature concerning brain image analysis is presented in Chapter 3. The chapter compares
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noteworthy research in this field as well as discusses machine learning techniques that may
be used to analyse the imaging data.
The rest of the thesis is split up into three main studies, this section provides a brief
overview of each chapter.
The first study, in Chapter 4, is about the longitudinal analysis of tumour resection in the
hypothalamus. The dataset analysed in this study consisted of pre-operative, intra-operative
and post-operative MR images of the brain acquired throughout the patient’s treatment.
The first contribution of this thesis, presented in this chapter, includes a semi-automated
segmentation technique which is used to analyse the volume of tumour resected throughout
hypothalamic tumour resection between consecutive MR image acquisitions.
The second study, in Chapter 5, is about the longitudinal analysis of the posterior fossa
following tumour resection in this part of the brain. Changes within the brain are analysed
longitudinally and the second contribution in this thesis is the quantification of a rare
condition known as hypertrophic olivary degeneration (HOD) in relation to the development
of posterior fossa syndrome (PFS) following tumour resection. This study demonstrates the
application of the segmentation technique used in the previous study to a different type of
lesion. Furthermore the application of feature selection techniques, namely random subset
feature selection (RSFS), sequential forward selection (SFS), and sequential floating feature
selection (SFFS) to a longitudinal brain image analysis problem is presented. The use of
support vector machines (SVMs) to validate such features is also presented in this study.
The third study, in Chapter 6, describes a novel approach to longitudinal brain MR
analysis, focusing on the cerebellum and brain stem. This study demonstrates a technique de-
veloped to interpolate multi-slice 2D MR image slices of the brain stem and cerebellum both
to infill gaps between slices as well as longitudinally over time, that is, in four-dimensional
space. This study also investigates the application of machine learning techniques directly
to the MR images. Another novel methods developed in this study is the Jacobian of
deformations in the brain over time, and its use as an imaging feature.
The final chapter, Chapter 7, collates and summarises the contributions made in each
separate study and aims to provide a conclusive view of this thesis. This chapter also
emphasises on the overall goals of this project by presenting future research and proposals to
improve the techniques developed in the previous chapters.
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Chapter 2
Background
2.1 Introduction
This chapter presents the background for the research presented in this thesis. Two main
topics are covered: the clinical context of the research and the related imaging aspect. The
clinical context shall introduce the anatomy of the brain, specifically the parts of the brain that
are of relevance to the research undertaken. This section introduces the reader to the clinical
problem which this research aims to address. Similarly, the imaging aspect introduces the
reader to the medical imaging technology with which the imaging data were acquired. The
advantages and limitations of this technology are discussed in relation to clinical problem.
2.2 Clinical Context
2.2.1 Introduction to Brain Anatomy
The human brain is composed of three main parts: the cerebrum, the cerebellum, and the
brain stem as shown in Figure 2.1.
The cerebrum, also known as the cerebral cortex, is the largest part of the human brain,
and is responsible for sophisticated brain function such as intended action and thought. It is
divided into four lobes:
• The frontal lobe: involved in movement, emotive thinking, planning, speech and
problem solving.
• The parietal lobe: involved in movement, orientation, recognition and perception of
stimuli.
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Fig. 2.1 The three main components of the human brain: the cerebrum, the cerebellum, and
the brain stem. [1]
• The occipital lobe: involved in visual processing.
• The temporal lobe: involved in memory, speech, and recognition and perception of
auditory stimuli. [2, 3, 1]
The cerebellum is often referred to as the little brain, as it is similar in shape to the
cerebrum: it contains two hemispheres and its cortex is formed of a highly folded surface.
The regulation and coordination of movement in the body is controlled here. Within the
cerebellum one finds the limbic system, a structure which is highly associated with emotions.
The main structures within the limbic system are the thalamus, the hypothalamus, the
amygdala and the hippocampus [2, 3, 1].
The brain stem is found just beneath the limbic system. It is responsible for vital functions,
which are involuntary, such as breathing, heartbeat and blood pressure [2, 3]. Collectively
the brain stem and the cerebellum are referred to as the posterior fossa [4–6].
The research of this PhD is focused on the analysis of paediatric brain magnetic resonance
imaging (MRI) and the identification of biomarkers in paediatric brain MRI following tumour
resection. The parts of the brain considered for this research are the hypothalamus and the
posterior fossa. These parts of the brain are discussed in further detail below.
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Fig. 2.2 An illustration of the cross-section of the brain [7]
The Hypothalamus
The hypothalamus is an area within the limbic system composed of small nuclei that perform
a variety of tasks. The most vital task of the hypothalamus is to act as a link between the
nervous system and the endocrine system. It does this by controlling the most important
endocrine gland: the pituitary gland, which is the master gland that in turn controls all other
glands within the body. This is demonstrated by Figure 2.2 [8, 7].
The hypothalamus is involved in metabolic processes and other involuntary processes,
such as homeostasis, hunger, thirst, fatigue, sleep and circadian rhythms. It does this by
secreting hormones that cause the pituitary gland to release/inhibit task specific hormones to
the rest of the body [8, 9].
The Posterior Fossa
The posterior fossa is a small part of the brain consisting of the cerebellum and the brain stem
as shown in Figure 2.2 [4–7]. The former is responsible for all motor functions throughout
the body such as movement, balance and coordination; it also controls mental activities of
the brain. The brain stem contains numerous efferent and afferent fibre tracts which connect
the brain to the rest of the body, as well as several cranial nerves. Vital bodily functions are
controlled by this part of the brain [4–6]. The anterior section of the brain stem contains two
elongated structures known as the olives as shown in Figure 2.3.
The cross-section of the brain stem traversing the olives is found in Figure 2.4, showing
the inferior olivary nuclei on each side of the brain stem. The inferior olivary nuclei serve to
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Fig. 2.3 An illustration of the Posterior Fossa (Posterior)[10]
control movement and mediate afferents received from both motory and sensory cortices of
the cerebral hemisphere. This is done through a structure known as the Guillain-Mollaret
triangle, also known as the myoclonic triangle, illustrated in Figure 2.5 which consists of
an important pathway within the brain known as the proximal efferent cerebellar pathway
(pECP) [11–13].
This triangle originates from efferent fibres which extend from the red nucleus to the
inferior olivary nucleus through the central tegmental tract. A group of axons, referred to as
afferent climbing fibres, originates in the inferior olivary nuclei and extends to the dentate
nucleus, where it ends as a group of excitatory synapses [6]. These fibres maintain a main
efferent connection to the cerebellum through the inferior cerebellar peduncle [11]. Other
fibres in the vicinity include the hypoglossal nerve, which innervates the tongue, and the
medial lemniscus which is part of a sensory pathway system involved in proprioception and
other touch related senses [12, 13].
2.2.2 Brain Tumours in Children
One in 600 children under the age of 16 will be diagnosed with cancer. Statistically this is as
common as the incidence of meningitis, cerebral palsy and diabetes mellitus affecting this
age group, conditions which are publicly perceived to be more prevalent in this age group
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Fig. 2.4 An illustration of the Posterior Fossa (Cross-Section) [10]
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Fig. 2.5 An illustration of the Guillan-Mollaret Triangle [14]
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[15]. Each year, around 1600 children in this age group are diagnosed with cancer in the UK
[16]. Tumours occurring in the central nervous system (CNS), which is composed of the
brain and the spinal, make up around a quarter of these diagnoses and are the most common
cause of death from cancer in childhood [17].
The term ’brain tumour’ encompasses a large range of abnormal growths within the brain.
Brain tumours are characterised by their cell type, development stage and tumour grade
[18]. Low grade tumours, of grade 1 and 2, are referred to as benign tumours as they are
slow-growing and are unlikely to spread to other parts of the CNS. These tumour are also
easier to treat as they are less likely to return after complete resection and may not require
radiotherapy or chemotherapy in addition to resection surgery. Tumours of grade 3-4 are
considered to be malignant tumours as they are relatively fast-growing and are likely to
spread to other parts of the CNS. Malignant tumours are more likely to return after surgical
resection and radiotherapy or chemotherapy may be necessary in order to prevent regrowth
and spreading [18].
The brain is located within the skull, a rigid bone casing which prevents the brain
from expanding. When the brain increases in size, due to the presence of a brain tumour,
neurological damage often occurs together with an increase in intracranial pressure [19].
Optic pathway/Hypothalamic Gliomas
A hypothalamic tumour is an abnormal growth in the hypothalamus gland. The exact cause
of these tumours is unknown however it is possible that they are brought about by genetic
and environmental factors. Most paediatric tumours in this part of the brain are hypothalamic
gliomas, which result from abnormal growth of glial cells, which are non-neural cells
that provide support and protection for neurons. Gliomas are more aggressive in adults,
however are more likely to be primary growths in children. Symptoms of hypothalamic
gliomas include failure to thrive, headaches, hyperactivity, vision loss, hydrocephalus and
precocious puberty, amongst others. Hypothalamic gliomas are diagnosed after a series of
health examinations including blood tests for hormone imbalances, visual function tests and
brain/nervous system examinations. The results of these tests could render the need for a CT
scan or an MRI scan. Tumours are then diagnosed using visual assessment based on prior
anatomical knowledge. The use of different magnetic resonance imaging (MRI) modalities -
discussed in Section 2.3.2 - provides a platform by which tumours can be analysed by the
naked eye using prior anatomical knowledge and experience [20, 21].
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Posterior Fossa Tumours
Posterior fossa tumours, also known as infratentorial tumours, are the most common type of
malignant brain tumours in children. The most common type of such tumours are medul-
loblastomas, but other tumours that grow in this region are called cerebellar astrocytomas,
brainstem gliomas, and ependymomas. The diagnosis of these tumours is also determined by
visual analysis of the structure of the lesion, since the pathology of the tumour is the gold
standard technique in the identification of such tumours. Another determining factor of the
tumour type is the location of the tumour within the brain, since a high degree of correlation
exists between tumour location and tumour type [22].
Tumours may grow in various parts of the posterior fossa, stemming from the brain tissue,
nervous system, meninges or the skull. Posterior fossa tumours have no definite cause or
risk factors. These tumours can cause the flow of spinal fluid to become blocked, possibly
increasing pressure inside the brain and spinal cord [4, 5, 23].
The most common imaging modality used to acquire images of the posterior fossa is
magnetic resonance imaging (MRI). This imaging method is highly suited for this part of
the brain due to its high contrast resolution which allows for an accurate characterisation of
lesions within the posterior fossa [6].
2.2.3 Surgical Outcomes
Optic pathway/Hypothalamic Glioma Surgery
The suitable treatment of optic pathway hypothalamic gliomas (OPHGs) is contentious due
to the unpredictable nature of this type of tumour. OPHGs, also referred to as optic pathway
gliomas (OPGs), can be treated by continual surveillance, surgical removal, radiation therapy
(RT) and/or chemotherapy [24, 25].
The use of RT is limited to cases involving older children, for whom other treatment
options have not been successful [25]. This is because of reported cases of later stage
detrimental effects correlated with midline irradiation of the cranium [24]. On the other hand,
arbitrary removal of OPHGs was considered to be harmful and was not widely adopted as
a treatment option [24]. This is no longer the case following reports of high success rates
in tumour delineation as long as tissue outside the tumour margins is not insulted [25]. For
this reason, although tumour delineation is possible in the case of OPHGs, it is of utmost
importance to monitor the delineation process thoroughly in order to prevent delineation
of the tissue surrounding the tumour. It has been reported that it is possible to achieve
satisfactory long-term survival in children with OPHGs by an individualised treatment
approach including various combinations of surgery, chemotherapy and radiotherapy [25].
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Recent advances in intra-operative MRI may allow surgery to be the sole source of treat-
ment in OPHGs by allowing tumour resection to be carried out in a controlled environment
[25]. Part of this thesis presents a semi-automated segmentation technique which is used to
study the feasibility of the use of intra-operative MRI in the removal of OPHGs.
Posterior Fossa Syndrome
Statistically 60% of patients that survive brain tumours will be diagnosed with a syndrome
or disability post-surgery [15]. One of these syndromes, posterior fossa syndrome (PFS),
also known as post-operative paediatric cerebellar mutism syndrome (POPCMS), is a severe
complication that may arise following resection of tumours in the posterior fossa. Up to 31%
of patients treated for posterior fossa tumours are diagnosed with this syndrome post-surgery.
Posterior Fossa Syndrome (PFS) develops in 8% to 25% of children who undergo
tumour resection surgery in the posterior fossa [26]. PFS is a term used to describe a set
of neurological symptoms which may develop from 24 to 107 hours after tumour resection
surgery in the posterior fossa[11]. Children suffering from PFS mostly suffer from mutism
and speech disturbance but may also display other motor changes and personality changes
[27, 28]. The motor changes may be brought about by cranial nerve palsies and may result in
loss of muscle tone, incontinence, strabismus (cross-eyed) and dysphagia. The personality
changes may include anger, apathy, melancholy, crying and screaming [29, 11, 30]. It has
been reported that PFS is most likely caused by bilateral damage to the proximal efferent
cerebellar pathways, the fibres of which are involved the Guillain-Mollaret triangle [13]. It is
hypothesised that this damage may occur during the surgical procedure in which the vermis,
which separates the right and left cerebellar hemisphere, is insulted.
PFS is similar to cerebellar cognitive affective syndrome, more commonly identified in
adults and consisting of disturbances of executive function, visuospatial skills, nonmotor
language, and affect regulation. Future directions include more thorough neuropsychological
characterisation, functional and diffusion tensor imaging studies, and investigations into the
underlying differences that may make some patients more vulnerable to PFS [31].
It has also been reported that the risk of developing this syndrome is increased if the
tumour starts in the cerebellum (medulloblastoma) and if it is located in the mid-line of
the posterior fossa [32, 33]. Another reported risk factor is a low socio-economic family
background [11, 27]. Although the trigger for the development of PFS is still unknown, its
pathogenesis is very likely to be caused by multiple factors, specifically those associated
with the direct injury to the brain that occurs during surgery [34].
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PFS is not exclusive to patients with posterior fossa tumours but some of its symptoms,
such as mutism, may also develop in patients with acute trauma to the mid-line of the
cerebellum [29, 30].
2.3 Imaging
2.3.1 Neuroimaging
Nueorimaging, also referred to as brain imaging, is an umbrella term that describes the
various techniques used to acquire images of the brain and the nervous system. Medical
images of the brain may be acquired for various reasons including medical and psychological
analysis in order to assess both the structure and the function of the brain and nervous system
[35].
The most common neuroimaging techniques are:
• Computed Tomography (CT) - assessment of brain structure based on tissue density
• Positron Emission Tomography (PET) - assessment of brain metabolism
• Single Photon Emission Computed Tomography (SPECT) - assessment of brain
metabolism
• Magnetic Resonance Imaging (MRI) - assessment of brain structure based on fat or
tissue water content (depending on which modality is used)
• Functional Magnetic Resonance Imaging (fMRI) - assessment of brain functionality
based on tissue water content [35]
Amongst these techniques both MRI and fMRI are the most commonly used in the
detection of brain tumours in children since they are non-invasive techniques that do not
make use of cancer-causing ionising radiation, used in x-rays and CT scans. MRI scanners
are also relatively cheap in comparison to PET and SPECT scanners, making them more
widely available and accessible to the public around the world [35].
2.3.2 Magnetic Resonance Imaging (MRI)
Imaging Signal Acquisition
Magnetic Resonance Imaging (MRI) is a medical imaging modality that makes use of non-
ionising radiation to obtain images that can be used for anatomical and physiological analysis
[36]. A cutaway diagram of an MRI scanner is shown in Figure 2.6 [37].
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Fig. 2.6 A cutaway diagram of an MRI scanner [37].
An MRI scanner obtains images by exploiting the body’s natural magnetic properties,
namely the magnetic properties of hydrogen protons which are found abundantly in water
and fat. The scanner contains a large and strong magnet which is used to generate a strong
magnetic field, B0 around the area to be imaged. A hydrogen protons spins on its own
axis, creating a north and south pole and thus behaving like a bar magnet. Naturally, these
protons are spinning in a random alignment, however when the body is placed within the high
magnetic field of the MRI scanner, the individual proton axes all align, creating a magnetic
vector along the same axis as that of the scanner. This is shown in Figure 2.7 [38]. At this
stage the hydrogen atoms are synchronised but are out of phase. When a radio wave is added
to this magnetic field, the frequency of the waves causes the hydrogen nucleus to resonate
resulting in a deflection of the vector field. The frequency of the radio wave is chosen to
match the Larmor frequency, which is the natural frequency at which the electrons of an
atom will precess/spin when placed in an external magnetic field [36].
Upon switching off the radio wave source the hydrogen atoms precess in phase as shown
in Figure 2.8 [38]. The magnetic vector then returns to its original state, resulting in the
emission of a radio signal which can be picked up by a receiver coil. The entire image
acquisition process is demonstrated in Figure 2.9. The intensity of these signals can be
16 Background
Fig. 2.7 The spin of hydrogen atoms within the human body aligning to match the polarity of
a strong magnetic field, B0, as the atoms spin about a central axis. The individual spins of
the hydrogen atoms are synchronised but are out of phase until a radio frequency pulse is
applied [38].
plotted, resulting in a grey scale MR image. Closely acquired parallel images give rise to a
volumetric three-dimensional MR image, whilst sparsely acquired parallel images give rise
to multi-slice two-dimensional MR image [36].
The different hydrogen content within the tissue gives rise to an array of signals being
emitted. This occurs because tissues relax at different rates once the radio source is switched
off. It is possible to measure the time taken for the overall magnetic vector to return to its
natural state, known as T1 relaxation time, and also the time needed for the individual spins
to return to their natural state, known as T2 relaxation time [36]. Therefore, by using a series
of different pulse sequences an MRI scanner can be used to view different tissue types such
as fat and water. It is also possible to remove a signal used to image fat, thereby preserving
only the abnormalities within the fatty tissue, this is known as fat suppression [36].
The water content of tumorous tissue differs to that of healthy tissue, for this reason MRI
is ideal in the use of tumour detection. Another advantage of this imaging technique is that
there are no known biological hazards, such as those of x-ray and computed tomography
(CT). This is because MRI makes use of radiation in the radio frequency range, which is
already present around us, unlike the latter imaging techniques which make use of ionising
radiation. Another advantage of MRI is that it can be used to acquire images in multiple
planes without requiring the patient to change position. Although MRI scanners are more
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Fig. 2.8 After the radio frequency pulse is applied (at a frequency close to the Larmor
frequency) the hydrogen atoms become synchronised and in phase [38].
Fig. 2.9 The magnetic resonance imaging (MRI) phases: (A) Randomly oriented hydrogen
atoms, before magnetic field is switched on; (B) The alignment of some hydrogen atoms to
the external magnetic field; (C) The application of a RF wave causing the excitation of the
aligned hydrogen atoms causing them to deflect from their aligned orientiation; (D) As the
RF wave is switched off, the hydrogen atoms relax back into a random state and emit a signal
in the process. This signal is measured in order to produce an MR image [38].
costly than CT scanners, the soft tissue contrast of MRI is superior to that of CT, making it
the ideal modality to examine the brain and spine [36].
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A disadvantage of MRI scanners is that the acquisition time is lengthy, this, amongst
other factors, can give rise to artefacts in the images, requiring image pre-processing in order
to remove such artefacts prior to image analysis. The acquisition time of an MRI scan also
causes patient discomfort which is particularly disadvantageous in the case of young children.
It is for this reason that it is common to reduce the amount of time children spend in the MRI
scanner by acquiring a sparsely sampled volumetric MR image [36].
MRI Modalities
One of the most important features of MRI is that it can generate images depicting a number
of different contrast characteristics.
MR images can be acquired using different sequences, including T1 weighted sequences,
T2 weighted sequences and STIR/FLAIR weighted sequences. An example of these three
different modalities is shown in Figure 2.10. MR imaging equipment can create images of
different contrasts by manipulating the protons in the hydrogen content of one’s body using
magnetism. In general, the greater the hydrogen content, the brighter the image will be,
however it is possible to assess two different types of spins carried out by hydrogen protons:
the longitudinal movement of the protons (T1-weighted MRI) and the transverse movement
of the protons (T2-weighted MRI).
Fig. 2.10 An example of T1-weighted MRI, T2-weighted MRI and Flair MRI [39]
The former modality is used to observe anatomical detail, whilst the latter is used to
analyse pathology as diseased tissue tends to contain higher hydrogen content (water) in
comparison to healthy tissue, producing a brighter signal on an MR image. In terms of brain
MRI, the most suitable modality to observe brain anatomy is the T1-weighted sequence as it
displays fat using bright intensity. On the other hand, T2-weighted MRI is better suited at
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displaying water and fluid within the brain, such as in the case of hypertrophy. The white
matter within the brain is displayed as light grey in T1 sequences and as dark grey in T2
sequences. Grey matter appears as the same shade of grey in both sequences. Cerebrospinal
fluid (CSF) appears dark (black) in T1 sequences and bright (white) in T2 sequences. These
properties are summarised in table Figure 2.1
Table 2.1 Magnetic Resonance Imaging signal intensities of various tissues as exhibited by a
T1-weighted MR imaging sequence, and T2-weighted MR imaging sequence [38]
Signal T1 Weighting T2 Weighting
Bright FatWhite matter
Cerebrospinal fluid - water
Cysts
Tumour
Medium
Fluid
Tumour
Spinal Cord
Fat
Grey matter
Dark
Air
Cerebrospinal Fluid
Cortical bone
Fast-moving blood
Air
Cortical bone
Fast-moving blood
From Signal to Image
The information obtained from an MR scanner is sampled into a two- or three-dimensional
space, known as the k-space. It is then transformed into a two- or three-dimensional image
using an Inverse Fourier Transform.
The most common MR imaging modality is Echo Planar Imaging (EPI). EPI captures
lines/multiple lines of the k-space consecutively using a Cartesian trajectory, illustrated in
Figure 2.11. Multiple shots are required in order to obtain a full three-dimensional repre-
sentation of the subject. Due to its imaging trajectory this method suffers from low spatial
and temporal resolution, rendering it highly sensitive to movement. Such a disadvantage
is problematic to capture young restless patients. Furthermore, if it were to be used in
intra-operative MRI (IoMRI) it would incur a relatively long acquisition time.
Spiral MRI captures the k-space through a spiral trajectory. The k-space may be captured
in a single shot, or in interleaved shots through multiple acquisitions. The Spiral MR
trajectory is illustrated in Figure 2.12. There are two methods in which the k-space can be
sampled: Spiral-out, which makes use of an Archimedean, or similar, trajectory that begins
at the origin of the k-space and spirals out to the edge, or Spiral-in, which makes use of the
same trajectory but starting at the edge and spiralling in towards the origin. Neighbouring
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Fig. 2.11 Cartesian trajectory used to sample k-space in Echo Planar Imaging
Fig. 2.12 Spiral trajectory used to sample k-space in Spiral MRI and Spiral MRI slices in
three-dimensional space
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points in the k-space are sampled consecutively, resulting in a modality which is robust to
movement, making it ideal for the application at hand [40, 41]. Since the k-space may be
sampled in a single shot, the acquisition time is significantly reduced [41].
Spiral MRI is used mostly for functional MRI purposes or in image-guided surgery as
it provides superior definition to EPI when motion is present [42, 43]. Since it is most
commonly used in cases in which motion could be present, it is sometimes reserved for
two-dimensional representation, that is a series of two-dimensional images, as opposed to
volumetric representation [41]. This is due to the misalignment that may occur between
image slices when motion is present.
Spiral MRI is ideal in this application as it limits the time spent in the MRI machine
and improves the resolution of small structures within the brain. Unfortunately spiral MRI
is limited to acquiring a series of two-dimensional images of the brain and thus increases
the complexity of three-dimensional analysis [41]. This leads to the need of applying
reconstruction algorithms to the data in order to allow partial volumetric analysis.
Spiral MR images result in a sparsely sampled representation of the brain, which may be
viewed as a series of two-dimensional images, as opposed to the desired three-dimensional
representation of the brain. It is common practice to interpolate MR images using Sinc
interpolation [44] in order to obtain a volumetric representation of the subject. Such inter-
polation is not easily applied to Spiral MR images due to the thick gaps that exist between
the acquired two-dimensional frames. Figure 2.12 demonstrates the sparsity between the
two-dimensional slices.
Intra-Operative MRI Acquisition
Due to its fast acquisition time, Spiral MRI is often used in intra-operative MR imaging
(IoMRI). IoMRI, an extension to image-guided neurosurgery, refers to an innovative way in
which an operating room can be configured in order to enable surgeons to acquire MR images
while a patient is undergoing surgery [46]. Such a configuration is sometimes used during
brain surgery as it allows the possibility to check whether further resection is necessary
before the patient’s head is closed and therefore enables the surgeon to remove more of the
tumour safely. Figure 2.13 demonstrates this set-up in which the operating theatre is equipped
with an operating table that is able to slide through an MR machine. IoMRI allows MR
images to be acquired in various modalities, such as diffusion tensor imaging and perfusion
imaging [45]. The most important advantage of the use of IoMRI is that it allows clinicians to
effectively discriminate between cancerous tissue and normal tissue, reducing the possibility
of damage to healthy tissue or critical sections of the brain [47]. Another advantage is that it
increases the certainty that tumour resection surgery was successful rather than requiring a
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Fig. 2.13 Spiral trajectory used to sample k-space in Spiral MRI and Spiral MRI slices in
three-dimensional space [45]
follow up MRI to confirm the surgery’s success. This is done by acquiring one or two MR
images throughout a surgical procedure and thus providing a "first-" and "second-look" of
the progress of the surgical procedure before the subject is closed. This process increases the
likelihood that the entire tumour is removed, and hence increases the likelihood of success
after surgery[48, 49].
2.4 Conclusion
This chapter aims to understand the clinical context of tumours within the hypothalamus
and the posterior fossa, and to discuss the different imaging techniques used to visualise the
progress of such tumours throughout a patient’s treatment.
The fundamental role of the hypothalamus is to link the endocrine system to the nervous
system. Tumours found in this part of the brain are known as hypothalamic tumours or optic
pathway hypothalamic gliomas. The correct treatment of such tumours in children has long
been the subject of debate, due to the adverse side-effects of radiotherapy, chemotherapy
and surgery in children. The arbitrary removal of OPHGs is not commonly considered as a
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treatment option due to the possibility of removing or insulting the tissue surrounding the
tumour.
The posterior fossa, consists of the cerebellum and the brain stem. The former is
responsible for motor functions throughout the body, whilst the latter acts as a fibre pathway
which connects the brain to the rest of the body. Tumours in this part of the brain are
referred to as infratentorial tumours. Posterior fossa tumours are commonly treated using
surgery, however around one fourth of children develop a syndrome known as posterior fossa
syndrome (PFS) following surgical procedures. This syndrome, also known as cerebellar
mutism syndrome (CMS), may result in disturbance in speech and personality changes.
The use of magnetic resonance imaging (MRI) is the most suitable imaging technique to
analyse brain tumours as well as to assess the patient’s progress following tumour resection
surgery. A state-of-the-art MRI set-up, known as intra-operative MRI (IoMRI), may be used
to assess the amount of tumour removed during a surgical procedure, allowing the analysis
of whether further tumorous tissue may be removed before the wound is closed. The use of
spiral MRI is often used in this set-up, in order to acquire high-resolution images of the brain
in a fast manner.
The following chapter aims to discuss the application of MR imaging to paediatric brain
analysis. Image processing techniques shall be reviewed in order to discuss state-of-the-art
techniques in brain image analysis, in the aim of identifying ways to analyse the brain
following brain tumour resection.

Chapter 3
Literature Review
3.1 Introduction
A quantitative longitudinal study is a research study that analyses data consisting of repeated
observations over time. The longitudinal analysis of brain tumours in children is a relatively
new field of research. Although the literature covers an array of approaches to extracting
imaging biomarkers from brain MR images, this literature review will discuss longitudinal
analysis in paediatric brain MRI and will then focus on two main sections: brain image
processing and machine learning. The former section discusses image segmentation and
image registration, and the latter section discusses image feature extraction, feature selection
and data classification.
3.2 Longitudinal Brain MR Analysis in Children
The analysis of brain tumours in adults, and the extraction of imaging biomarkers from MR
images have both been the subject of extensive research over the past decade [50, 51]. A
substantial number of longitudinal studies in the field of brain MRI consist of the identification
of biomarkers in MR images, determined by neuroradiological visual assessment, followed
by a quantitative statistical analysis of these biomarkers, observing the degree of correlation
between the occurrence of these biomarkers and the occurrence of a measurable outcome.
An example of this is demonstrated by Avula et al., in which abnormalities in the proximal
efferent cerebellar pathway (pECP) and the cerebellar vermis, as seen on diffusion tensor
MRI, are evaluated in relation to the occurrence of PFS [52]. Patay et al. also analysed
the disruption of cerebellar pathways longitudinally, specifically those that make up the
pECP, and the occurence of PFS. In another longitudinal study of a similar scope Kupeli
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et al. performed a multivariate analysis on the correlation between PFS and mutisum with
other factors such as socio-economic background, location of tumour and histopathological
diagnosis [27]. These quantitative studies are based heavily on human assessment which
may be prone to intra- and inter-observer variability. Furthermore, such assessments are
time-consuming, tedious and may be difficult to reproduce.
An automatic assessment of a longitudinal dataset does not only improve the efficiency of
analysing data, but, together with the use of machine learning techniques, may also improve
accuracy and provide information on structures that are not always visible to the naked eye.
The application of automatic image analysis and machine learning in longitudinal paediatric
MRI datasets has not been explored extensively, however there exist several studies of similar
scopes applied to the longitudinal analysis of adult brain MRI.
One of the pioneering studies that combines automated image analysis and machine
learning techniques to assess brain MRI was presented in [53] by Giedd et al. in 1999. This
longitudinal brain MRI study demonstrates the use of artificial neural networks used in the
registration of MR images to a manually segmented template in order to classify brain tissue
into grey and white matter. The different tissue types were then monitored longitudinally in
order to quantify growth or shrinkage over time.
In 2011, Simpson et al. [54] use a combination of automatic image analysis and machine
learning in order to classify a dataset of patients into patients that had Alzheimer’s disease
and patients that were healthy controls. This technique involved the registration of the MR
images to a template of a healthy brain giving rise to uncertainty between the registered
image and the template. The quantified uncertainty was used to adaptively smooth the
registered images in order to improve the patient classification results. The classification
technique presented in this study makes use of a support vector machine classification model
with a radial basis function kernel. The use of the adaptive smoothing technique boasts an
improvement in classification accuracy of 4.4% however this technique is restricted to the
application presented in this paper and its use to model inconsistently sampled data is not
presented.
In 2016 Meier et al. presented a longitudinal study of medulloblastoma tumour size and
its evolution over time [55]. The study involved the automatic segmentation of the tumour
volume on multiple longitudinal sets of volumetric MR images, using a technique named
BraTumIA, which makes use of a decision forest to classify voxels into tissue type. The
results were compared to tumour volumes which were manually segmented by two human
raters. The tumour segmentation results were then used to analyse the change in tumour
volume longitudinally. Although this study presented an automatic tumour segmentation
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approach, the following analysis was purely statistical and did not involve any form of
machine learning longitudinally in order to automatically classify the tumour types.
The MICCAI Multimodal Brain Tumor Image Segmentation (BRATS) challenge is
a yearly brain tumour segmentation challenge that has been held since 2012. The 2016
edition introduced a longitudinal element, such that participants were provided with a test
set comprising of two or more observations of the same subjects treated for low- and high-
grade gliomas. The gliomas were manually annotated volumetrically and clinical notes
were provided pertaining to the tumours’ progression, stability or shrinkage. The challenge
participants were required to automatically segment the tumours and to analyse the volumetric
changes longitudinally in order to detect whether the changes indicated by the clinical notes
were identified.
As part of this challenge Dera et al. presented a fully-automated tumour segmentation
technique which is pixel-wise accurate and able to assess changes in tumour size over time.
The segmentation technique makes use of a decomposition technique, known as Non-negative
Matrix Factorisation (NMF) in order to perform dimensionality reduction of the MR image
by identifying distinct regions. This method is then combined with the level-set method
(LSM), which is a technique used to identify and model 2D curves and 3D surfaces within
an image, resulting in a process which is able to detect small regions within an image and is
highly robust to noise and model parameters. The work presented by Dera et al. was able to
detect tumour progression earlier than indicated in the clinical notes and is therefore suitable
to monitor and measure a patient’s response to treatment with reliable accuracy [56].
Another method presented in the MICCAI BRATS challenge consisted of the use of
an 11-layer convolutional neural network (CNN), which consists of two pathways that
process the data in parallel at multiple scales in order to improve the classification accuracy
whilst reducing the computational cost. The approach presented is based on the DeepMedic
approach, which is a 3D CNN architecture developed for lesion segmentation [57]. This
approach reduces the number of computations required as well as the number of parameters
that require training. In this study Kamnitsas et al. also provided a novel approach of
extended the CNN by adding connections between the outputs of the parallel processes for
every even layer (from the 4th layer onwards). This allowed the classification accuracy to be
improved [58].
Although the methods presented in the MICCAI BRATS challenge are excellent models
for brain lesion segmentation, they do not present methods which are specific to solving
the problem of sparsely sampled longitudinal datasets. Furthermore, although many of the
methods presented in this challenge performed registration to an atlas as part of the image
pre-processing step, such as Rios Pedra et al. and Zeng et al., this step was simply added in
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order to aid the segmentation step and the deformations between two consecutive images in
the dataset were not analysed, providing no information regarding morphological change
within the lesion or the rest of the brain over time [59, 60].
3.3 MR Image Processing
In order to accurately compare tissue within the brain on two separate MR images it is
necessary to spatially align these images to a common coordinate space, through a step known
as registration. Such a comparison may also be facilitated by performing segmentation on a
brain MR image in order to identify and label the different parts of the brain. This process
allows the removal of parts of the MR image which are not of interest prior to performing
further image analysis. Following segmentation, one may extract useful information from
each MR image through a process known as feature extraction, which is implemented with
the aim of converting measured data from the MR images into informative features which
can potentially be used as biomarkers. This subsection discusses various methodologies of
segmentation, followed by image registration techniques and feature extraction techniques.
3.3.1 Segmentation
In brain imaging, the task of image segmentation involves partitioning a digital image into
a number of meaningful segments that represent separate anatomical regions and entities
within the brain which do not overlap. In brain segmentation, regions within the brain can be
grouped based on intensity, colour, texture or position. This results in an image consisting
of a label for each pixel or voxel defining its tissue type. If desired, analysis can then be
performed on distinct anatomical structures as opposed to the image as a whole. This can
aid in longitudinal MR image analysis, surgical planning and image-guided surgery if it is
desired to monitor a specific tissue type or a specific anatomical structure, as opposed to
the entire brain. Because most of the subsequent pre-processing techniques rely heavily
on the accuracy of the brain MR segmentation, this pre-processing step is considered to be
crucial [61]. There exist numerous segmentation techniques which trade off various degrees
of accuracy and complexity. The most popular methods that are applied to brain MR images
are discussed.
Image segmentation can be carried out on single MR image slices in 2D space, by
grouping similar pixels on a single MR image slice, as well as in 3D space, by grouping
similar voxels in a volume made up of multiple sequential MR image slices. Although
most image segmentation research is based on segmentation in 2D space, it is possible to
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extend such techniques to 3D space by performing segmentation on each individual slice
making up the volumetric image. Such segmentation techniques in 3D space often require
a post-processing step which involves connecting each 2D segment to form a continuous
surface. This could potentially give rise to an inconsistent surface which is non-smooth,
possibly omitting important 3D information. It is for this reason that segmentation techniques
intrinsically developed for 3D applications are preferred as specific brain structures are
identified by analysing the neighbourhood of each voxel in all three dimensions, as opposed
to only their position in 2D space. Although 3D segmentation techniques may be more
computationally expensive, they provide a more accurate identification of structures and
image topology [61].
Brain segmentation can be carried out by labelling each voxel within an MR image with
its tissue type, defining its involvement in anatomical structures. This process is a form of
image-pixel/image-voxel classification and specifically refers to the assignment of a class or
label to each pixel or voxel in an image, with pre-defined class labels, such as different tissue
types. By classifying each pixel or voxel in an MR image, similar tissue types can be grouped
to form an image segment, or volume of interest (VOI). The segmentation results can then
be used for data dimensionality reduction, by removing parts of the image which are not
relevant to the study, or for feature extraction, by extracting a VOI from the segmented image
based on its label. The features extracted from an image can pertain to the size, grey-level
intensity, contrast with surrounding tissue and shape of an identified landmark or VOI [61].
These features can then be used to classify patients according to whether they have developed
specific symptoms or syndromes, such as PFS.
Brain segmentation methods can be classified into three categories, depending on the
amount of human interaction involved in the segmentation process. The four categories are
manual segmentation, intensity-based segmentation, surface-based segmentation and hybrid
techniques [61, 62]. Each of these categories shall be discussed as follows.
Manual Segmentation
Manual segmentation refers to the manual delineation and labelling of an MR Image [62].
This process can be carried out by a human operator, such as an expert radiographer [61].
This kind of segmentation can be carried out on a single MR image slice, in the case of 2D
segmentation, or on a volume, in the case of a 3D volumetric image. This can be carried
out using a variety of toolboxes, including ITK-snap and MRIcron [63–66] which display
MR images in 3D space by transforming the MR images slices to their correct orientation
and spacing. The person performing manual segmentation can then make use of the drawing
applications in such toolboxes to perform the segmentation. The ITK-Snap toolbox displays
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a volumetric MR image in 3D space by displaying orthogonal image slices in three separate
windows, showing the axial, sagittal and coronal views. The manual segmentation process
in ITK-Snap involves the manual fitting of a polygon to the VOI on a single image slice in
either of the three windows. Polygons may be copied and pasted from one slice to another
and edited accordingly. This process is repeated multiple times until a satisfactory VOI is
obtained. The process in the MRIcron toolbox is similar, with the addition of other tools
which allow the possibility to draw ellipses and to perform morphological operations such as
opening, closing and smoothing.
Although structures can be accurately delineated using these toolboxes, the process
can be time-consuming, specifically in the case of high resolution images with numerous
image slices, as the segmentation needs to be carried out on each individual slice. Manual
segmentation is also prone to errors, namely human tautology [67, 68]. This is due to the fact
that not all structures within the brain are easily identified by the naked eye. Furthermore,
the quality of MR images may not always be optimal and may contain artefacts [61].
Manual segmentation is difficult to replicate as human interpretation of theMR images can
give rise to significant intra- and inter-observer variability. Notwithstanding the computational
time and errors involved in manual segmentation, this process is still used to obtain the ground
truth of the segmentation of the VOI.
Intensity-Based Methods
Intensity-based segmentation methods classify pixels or voxels based on their grey-level
intensity. This can allow brain MR images to be segmented into three main tissue types,
namely white matter, grey matter and cerebrospinal fluid. Such techniques allow for a
basic segmentation process which can distinguish rough tissue types from one another but
is not able to identify small structures within the brain which often overlap, or are not
distinguishable by intensity. Although intensity-based methods seem straightforward, it is
often necessary to perform some pre-processing in order to tackle artefacts brought about by
noise, inhomogeneity, partial volume and non-brain tissue of similar grey-level intensity to
that of the brain, such as the scalp. There exist numerous techniques for tissue classification
based on grey-level intensity, however the most commonly used are image thresholding,
region-growing, individual pixel-/voxel-based classification and clustering. Most intensity-
based methods involve the analysis of the image’s grey-level intensity histogram and applying
a Gaussian function to the distribution. Pixels or voxels can then be classified into different
tissue types based on the probability of their intensity fitting into the distribution. Such
techniques can be susceptible to misclassification due to noise and may be significantly
improved by incorporating some neighbourhood information, such as a probabilistic atlas
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which incorporates information regarding a pixel/voxel’s location and the likelihood of that
location containing a specific tissue type such as white matter, grey matter or cerebrospinal
fluid [69].
The simplest segmentation technique is called thresholding, and as its name indicates,
it aims to separate pixels or voxels into tissue classes by identifying a grey-level threshold
that best separates them on an image histogram. All pixels lying between two thresholds are
identified as belonging to the same tissue class. The rule defining the classification of each
pixel/voxel I(i, j) is given by Equation 3.1. The value of threshold, t can be a fixed global
threshold applied to the entire MR image, or a local threshold which is varied depending on
the area of the image being analysed.
I0(i, j) =
(
1, if I(i, j)> t
0, if I(i, j)6 t
(3.1)
It is also possible to make use of multiple thresholds or to vary the threshold adaptively.
An example for pixel/voxel-based classification using two thresholds is given by Equation
3.2, where t1 is the highest acceptable intensity value and t2 is the lowest acceptable intensity
value for the tissue type labelled 010 and t2 is the highest acceptable intensity value and t3 is
the lowest acceptable intensity value for the tissue type labelled 020 .
I0(i, j) =
(
1, if t1 > I(i, j)> t2
2, if t2 > I(i, j)> t3
(3.2)
This process is computationally inexpensive but can only be applied to rough tissue
segmentation and neglects any spatial characteristics of an image. For this reason it is
sensitive to noisy pixels/voxels and could result in stray pixels. It is also sensitive to intensity
inhomogeneities giving rise to regions of misclassified pixels/voxels. In such cases noise and
intensity inhomogeneities may need to be filtered out by noise filters prior to segmentation.
Although thresholding is an ideal technique for the basic segmentation of tissue types,
it is not applicable in studies aiming to analyse image texture and is therefore limited in its
applicability. Furthermore, the intensity of small tissue structures may not be distinguishable
by the naked eye and thresholding may cause an entire structure to be classified as the same
group. Notwithstanding this thresholding is may be applicable to brain MR image processing
and could be used to separate the image foreground from the background or to initialise
tissue classes in hybdrid segmentation methods, which make use of multiple segmentation
techniques as discussed below [70].
The segmentation technique known as region-growing groups connected regions of
similar grey-level intensities [71]. The algorithm starts with the identification of a seed-
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point: a pixel or voxel that lies within the region of interest. The seed-point may be chosen
manually or automatically by introducing an initialisation step. Neighbouring pixels/voxels
are then chosen to be part of the same region if their grey-level intensity satisfies a set of
conditions designated by the algorithm then they are accepted as part of the region. These
conditions may include a numerical threshold by which the grey-level intensity of a candidate
pixel/voxel is allowed to differ from that of the seed-point. The process is repeated until the
search space, which may either include the entire image or a part of it, is exhausted.
This technique is applicable to both 2D and 3D images and is ideal for the analysis of
structural connectivity in an MR image. It has been applied to various scenarios in brain MR
image segmentation, such as in the segmentation of brain vessels [72], the extraction of brain
tumours [73] and the identification of the surface of the brain [74].
This technique is ideal in identifying connected pixels/voxels in an image, which is ideal
in the case of volumetric images which may not exhibit connectivity on every MR slice, such
as in the case of partial volume effect. On the other hand region-growing algorithms are
susceptible to intra- and inter-observer variability as the identification of two seed points
within the same region can lead to vastly different results as the criterion which determine
whether surrounding pixels/voxels belong to the same tissue group are always calculated
with reference to the seed-point. Furthermore this technique is highly susceptible to noise
and noisy pixels/voxels are often omitted from a VOI, causing holes or patches which are not
included as part of the final VOI. This may cause the need for some post-processing, such as
smoothing algorithms, in order to infill gaps not included in the VOI [61].
Although region-growing techniques are rarely implemented in a fully automatic manner,
these semi-automated techniques are still significantly faster than manual segmentation
methods. They also introduce some level of consistency, reducing the possibility of human
error. An example of a semi-automated technique is a semi-automated region-growing
technique that involves the placement of the seed-point at the middle of the VOI. The VOI
is then delineated by analysing the grey-level intensity of voxels adjacent to the seed-point.
The VOI is then grown within constraints, such as the maximum difference in grey-level
intensity of adjacent voxels and other similar constraints [66]. This technique is ideal for
small volumes which are not easily located within the brain, such as the ION and other small
structures.
Individual pixel-/voxel-based classification, based on intensity, refers to the process
of individually assigning a label to each pixel/voxel within the MR image identifying its
data class, in which the data classes are predefined, such as white matter, grey matter and
cerebrospinal fluid. The tissue class can be identified by analysing the grey-level intensity of
a pixel/voxel, the texture of a region of the image, or other image features. Classification
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can be split into two main types: supervised classification and unsupervised classification.
The former case requires the algorithm to be trained on a sub-set of data which has already
been manually segmented and labelled. These images are then used as reference when
automatically segmenting new images. This process is tedious, and prone to human errors
in the training phase of the algorithm. Furthermore supervised segmentation methods are
sensitive to noise and the manual segmentation step, which is usually carried out on multiple
slices in 2D space, is prone to dismissing neighbourhood information. In order to carry out
this type of segmentation a large training set is required in order to eliminate bias in the
training stage as variation in anatomy and physiology between subjects is not taken into
account [61]. Unsupervised learning, on the other hand, does not require training to be carried
out prior to classification. On the contrary, training of the pixel-/voxel-based classification
technique is carried out in conjunction with the classification step. This approach eliminates
the need to manually segment different tissue types in order to create a training set. As a
result, unsupervised classification eliminates the need of manual segmentation and therefore
eliminates the possibility of intra- and inter-observer variability [61].
In clustering, pixels/voxels with similar intensities are grouped together. A common
supervised clustering method is the k-nearest-neighbour classifier, known as k-NN [75]. In
this method a pixel/voxel is assigned a tissue class based on the class of pixels/voxels in the
training data which have the closest grey-level intensity [76, 77]. Rather than choosing the
class of the single pixel/voxel with the closest grey-level intensity, this approach considers
’k’ number of neighbours in intensity space, that is pixels/voxels, with the closest grey-level
intensities and chooses the class that the majority of these pixels are labelled with. This
technique is said to be non-parametric because the statistical distribution of the data is not
considered during the classification process. Although k-NN classification thrives on a
large dataset, it is also applicable to smaller datasets which involve some form of validation
post-classification.
The k-NN classification method can be improved by also considering spatial information,
that is, the position of the pixels/voxels within the MR image. This can be achieved by
incorporating image registration (discussed in Section 3.3.2) which allows the MR image
to be mapped onto the same image space as a labelled template. Pixels/voxels can then be
classified based on their grey-level intensity nearest-neighbours, as well as their mapped
location in the template space. This method, explained in [76], is carried out iteratively by
alternating the segmentation refinement with improving the registration to the template. In
[76] the segmentation was initialised by training the classifier on a large set of manually
selected training samples, for each tissue class label. This method is prone to intra- and
inter-observer variability when choosing the training set, which can skew the classification
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results accordingly. This process can be carried out automatically, as described in [78], in
order to eliminate the possibility of human errors. Although this method is able to understand
images which differ from the template, it is yet to be improved to perform well on images
with natural grey-level intensity variation that may occur within a tissue class. For this reason,
image pre-processing to correct intensity variation needs to be applied to such a method in
order to improve its performance.
There also exist clustering methods which do not make use of a pre-defined training set
of images. This type of unsupervised segmentation can run automatically without the need
of human intervention. Although a separate training step is not required a priori, the method
still involves training, but does so in parallel with segmentation, or by alternating training
and segmentation. Once a new pixel/voxel is classified, the characteristics of each tissue
class are assessed. Common methods of unsupervised clustering segmentation include means
clustering [79], fuzzy-means clustering [80, 81] and expectation-maximisation clustering
[69].
In the first method data is classified by calculating the mean intensity for each class and
classifying each pixel/voxel into the class with a mean closest to its grey-level intensity. This
process is performed iteratively and a pixel/voxel is forcedly constrained to belong to a single
class during each iteration. This constrained process is known as hard classification. A softer
approach, known as fuzzy-means clustering, is based on fuzzy set theory and allows each
pixel/voxel to belong to multiple classes if its grey-level intensity is equally close in value to
more than one class mean [82]. In expectation-maximisation (EM), pixels/voxels are initially
partially assigned to multiple clusters, instead of assigning a pixel/voxel to a single cluster.
Each cluster is then modelled using a probabilistic distribution. A pixel/voxel is then chosen
to belong to a specific tissue type (or cluster) based on its highest probability of belonging to
a cluster after several iterations [61].
Surface-Based Methods
MR images can often be heavily corrupted by noisy pixels/voxels which may cause erroneous
segmentation results in intensity-based segmentation techniques. Surface-based segmentation
aims to identify boundaries between separate tissue types as opposed to basing segmentation
purely on pixel/voxel intensity and location. Unlike the techniques discussed previously,
which require a training step prior to segmentation, or which rely heavily on human interven-
tion, this technique makes use of fully automated deformable models which are regulated by
a set of pre-defined forces [83, 84].
Deformable models were originally designed for applications in 2D space as described in
[85]. In such cases, deformable models are referred to as active contours or active snakes.
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The initial 2D application was later improved and applied to 3D space as discussed in [86, 87].
These methods can also be referred to as active surfaces or active balloons. The surface-based
methods discussed hereunder include active contours and surfaces, and multiphase active
contours [88–90, 85, 86].
The aim of deformable models is to apply pre-defined parametric curves or surfaces to
MR images and to deform these models in order to identify the best region boundary that best
delineates a specific structure. The technique is initialised by the placement of a closed curve
or surface close to the boundary in an MR image. The curves or surfaces are deformed by the
influence of a set of external and internal forces. The term "external forces" refers to features
within the image, such as the gradient vector, whilst "internal forces" refers to forces that
constrain the shape of the contour, such as its smoothness, elasticity and continuity. Whilst
the external forces strive to deform the image to best fit the volume of interest, the internal
forces ensure that the contour’s continuity and smoothness is somewhat maintained. The
internal and external forces work against each other to stretch or contract the surface to a
position that fits the boundary of the volume of interest. This "relaxation" process is carried
out iteratively until the best fit, as deemed by the output of the internal and external forces, is
obtained. The resultant contour/surface is the best compromise between the two forces.
Equation3.3 demonstrates the energy function which defines the resultant contour/surface
V , where F(V) represents the contour/surface energy and Finternal and Fexternal represent the
internal and external energy, respectively [61].
F(V) = Finternal +Fexternal (3.3)
A popular semi-automated active contour technique is the Snake algorithm which makes
use of an active contour to encapsulate the VOI [91]. The algorithm requires an initial
estimate of the volume’s contour. The actual boundary of the volume is then approached
by solving the energy minimisation problem by taking into account the gradient around the
contour [92, 93]. For this reason, the snake algorithm tends to suffer from local minima,
resulting in an incorrect border being chosen as the final contour. This is a disadvantage for
images involving small structures which are not always well-defined, such as the IONs [62].
Originally deformable models were solely constrained by edge detection, through the
identification of local minima or maxima and image gradients [94–96], however this is highly
susceptible to noise and the accuracy of the final segmentation result is highly dependent
on the initial position of the contour/surface. For this reason, research related to deformable
model segmentation has mostly focused on the use of global, or regional, analysis, as opposed
to the identification of local features alone. Techniques that incorporate global and regional
imaging features are discussed in [97, 83, 89]. In [97] a method, known as the Mumford-Shah
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model, was presented by which an image can be represented by regional smooth functions,
as opposed to obtaining imaging features close to the contour boundaries alone. A variation
of this is discussed in [83] where a constant function is used to describe each region. In [89]
a similar method is proposed to specifically target inhomogeneities in grey-level intensity,
which eliminates the need for image pre-processing, which is often necessary in intensity-
based methods. Various hybrid methods based on active contours/surfaces have also been
developed which make use of a combination of local and global information, that is, by
incorporating both edge information and region-based features [98–101]. Although most
deformable models are fully automated, it is oftentimes required to initialise a deformable
contour/surface using a priori knowledge [102].
The active contour/surface methods described previously have been specifically aimed
at segmenting an image into two separate regions, however such methods are not directly
applicable to segmenting an MR image into multiple regions. The active contour techniques
previously discussed in [83] had later been developed into a multiphase technique that is able
to segment multiple regions within an image, as long as these regions do not overlap, and as
long each region contains its own unique characteristics, such as a unique mean intensity. This
modification enables the application to multiple regions within the brain when it is required
to identify specific structures of the brain [103]. Following this initial adaptation, other
studies followed suit and created multiphase active contour techniques applicable to brain
MR images. In general, multiphase active contour techniques are advantageous over other
segmentation techniques as they are robust, accurate and flexible [88, 104, 105]. Another
surface based technique which segments multiple structures simultaneously is presented
in [106] in which Babalola et al. present a technique based on global Active Appearance
Models (AAMs), which uses a global statistical model to describe sub-cortical structures in
volumetric brain MR images. The shape and location of the structures in different subjects
is refined by training the AAM to deform based on the probability that each voxel belongs
to VOI. In order to use this segmentation technique the models are trained on large sets of
labelled images and although the segmentation process is fully automated, the training step
may be prone to intra- and inter-observer variability.
The previously mentioned active-contour techniques are prone to converging to local
minima, due to their non-convex energy minimisation algorithms. This oftentimes results
in defective segmentations. Furthermore, they are also slow to converge and may require
re-initialisation throughout the segmentation process. This has reportedly been overcome
by many convex two-phase variations proposed in [107, 108]. Furthermore, the slow con-
vergence time has also been tackled without the need for re-initialisation as discussed in
[88, 104, 105].
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Hybrid Techniques
Finding the most ideal segmentation technique for the brain is a hard task, specifically
because the right technique depends greatly on the type of output desired. It is for this reason
that many studies have explored the use of multiple techniques, both sequentially and even
simultaneously. Such techniques, referred to as hybrid techniques have grown in popularity
as they can be modified according to the brain MRI segmentation task at hand [109–114].
The main aim of combining multiple segmentation methods, to create a hybrid segmentation
technique, is to find an ideal segmentation technique for the segmentation task at hand and
compensating for its disadvantages by pairing it with another segmentation technique that
specifically targets these disadvantages.
An example of combining two techniques to create a hybrid technique is discussed
in [110] in which the authors combined the intensity-based method of thresholding and
an active-contour model in order to segment 2D images. The intensity thresholding step
eliminated the problem of the active-contour initialisation. A similar hybrid technique for
segmentation in 3D space is discussed in [114] in which the author developed a technique that
repeatedly switches between an intensity-based classification process and an active-surface
technique.
Thresholding techniques may also be used to intialise classification segmentation methods,
such as the technique presented in [109] which uses global thresholding to initialise a fuzzy
c-means clustering method on separate 2D slices on a volumetric MR image, or [112] which
classifies tissue using artificial neural networks (ANNs). Another example of the use of ANNs
is presented in [113] which makes use of a special case of ANNs, known as self-organising
maps, and combines them with entropy-gradient clustering, another form of intensity-based
methods. An example of combining three techniques to create a hybrid technique is discussed
in [111] which combines thresholding, active-contours and fuzzy c-means clustering. Other
hybrid semi-automated brain segmentation techniques are discussed in [115, 116].
A segmentation technique commonly used in computer vision is known as graph cuts.
In this technique the relationship between pixels/voxels in an MR image is modelled using
a graph, in which the relationship between adjacent pixels/voxels is represented using a
link. If adjacent pixels/voxels differ significantly from one another, then the relationship
between them is updated by weighting the link they share accordingly. Segmentation is then
carried out by cutting the links between pixels/voxels that form part of separate tissue types.
A technique based on this approach is presented in [117] in which graph cuts are used to
segmental neonatal brain MRI. In this approach, the links between pixels/voxels are weighted
according to tissue priors and local boundary information.
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The use of multiple segmentation techniques to form a new hybrid technique may pose
an increase in complexity, in comparison to using the combined techniques separately.
Computation time may increase to incorporate the additional parameters and this may impact
the efficiency of the segmentation process. For this reason such techniques should only be
used if the hybrid technique provides significantly more accurate results than the combined
counterpart techniques [61].
3.3.2 Registration
In computer vision and image processing it is often required to compare images of an object
which has undergone some form of linear transformation, such as a change in orientation,
or non-linear transformation, such as a change in shape topology [118]. This process is
referred to as registration. Image registration is the process by which multiple sets of data
are transformed to a common coordinate space.
In a medical imaging context the images may be acquired using multiple image acquisition
equipment at the same time or at different time points throughout the patient’s treatment.
Four types of differences may occur between two images, namely differences in orientation,
colour or intensity, shape and topology. If two medical images are captured on two separate
occasions, it is highly likely that the patient’s orientation within the image acquisition
machine has changed as it is virtually impossible to replicate one’s orientation within
an imaging machine, specifically in the case of young, restless children. In the case of
magnetic resonance imaging the acquisition two images may be acquired in different imaging
modalities, giving rise to differences in intensity maps for the same tissue types, such as the
difference between T2 MR images and T1 MR images. Since this study is concerned with
paediatric brain imaging, there is a possibility of growth and development of the brain as
time elapses between two images are acquired, specifically if the images are captured months
or years apart. More complex changes within the brain, such as the topological changes,
may be caused by growth/spreading or extraction of a tumour within the brain, resulting in
displacement of the tumour’s surrounding tissue.
There exist two main types of registration: rigid registration and non-rigid registration.
Rigid body registration, also known as linear registration, is the simplest form of registration.
The human brain changes very little with head movement, so rigid body transformation can
be used to model different head positions of the same subject. Rigid registration can be used
for both inter- and intra-modality image registration, however the methods described in this
chapter will be discussed in the context of inter-modality image registration [119].
Although rigid body registration is sufficient in mapping the brain to a common coordinate
space it does not allow one to make analysis of changes in the brain’s topology and shape,
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for this reason it is required to apply non-rigid registration in order to analyse changes in
the brain brought about by surgery, treatment or development of the tumour. Non-rigid
registration, also known as non-linear registration, can be carried out using geometry-based
methods or voxel-based methods [119].
The registration process can be decomposed into three steps: (1) the similarity metric
that assesses how similar two images are, (2) the transformation model, which explains the
deformations that must be applied to the moving image in order to match the fixed reference
image, and (3) the optimisation algorithm that alters the transformation model’s parameters in
order to improve the result of the similarity metric. Although all the similarity measures and
optimisation algorithms considered in this review can be applied to both rigid and non-rigid
registration processes, this is not the case for the transformation model.
In rigid registration, the aim is to find the transformation between two image matrices
that optimises the similarity measurement between them. The transformation can be defined
by six degrees-of-freedom, namely three defining the translations and three defining the
rotations [119]. Non-rigid transformations include a higher number of degrees-of-freedom
describing the six mentioned previously as well as projective and curved transformations.
The curved transformation may refer to deformation, elasticity or fluidity.[119] The brain
is composed of deformable structures and deformations may occur between one image
acquisition and another due to ageing (growth or shrinkage), tumour progression, and post-
operative displacement. It is for this reason that most approaches for brain image registration
include projective and curved deformations to model such changes in the brain. Curved
transformations can be modelled simply using polynomials (with a degree greater than unity).
This can be implemented using a deformation matrix and a translation vector. The limitation
of this technique is that the resultant deformations do not fully represent the deformations
that occur within the brain and can only produce an estimate of the deformation.
In the case of brain MR image registration, it is common practice to first carry out rigid-
body registration, in order to map the moving image into the coordinate space of the fixed
image. This is then followed by non-rigid registration in order to identify the deformations
due to anatomical change between the moving and the fixed images.
Rigid-body registration transformations are a subset of general affine transformations
and include rotations and translations. For the registration of two volumetric MR images in
three-dimensional space, three translations and three rotations are sufficient to align the two
images. For this reason, the transformation model in rigid-body registration is simple, and
may be defined by a 4 by 4 matrix [120].
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Considering mapping the moving point (x1,x2,x3) to the fixed point (y1,y2,y3), in another
coordinate space, the mapping between the two points can be expressed in the form y=M⇥x,
as shown in Equation 3.4, whereM represents a generic transformation model (or matrix).26664
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1
37775=
26664
m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
0 0 0 1
37775
26664
x1
x2
x3
1
37775 (3.4)
In [120] it is discussed how the matrixM may describe numerous types of transformations
in a rigid-body registration. The simplest transform is translation, which is in the form
y = x+q, where q defines the the value by which the point x1,x2,x3 is translated. This is
described in Equation 3.5. 26664
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A point in the moving image may be rotated in three separate planes or a combination
of all three. Rotations in the x-,y- and z-plans are referred to as the pitch, roll and yaw
respectively. Equations 3.6, 3.7 and 3.8 describe the matrix M for pitch, roll and yaw
respectively about an angle q in radians [120].26664
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0 0 0 1
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A matrix describing the scaling along the orthogonal axes is described in Equation 3.9 by
the factors q1,q2,q3 in each of the x-,y-, and z-planes [120].26664
q1 0 0 0
0 q2 0 0
0 0 q3 0
0 0 0 1
37775 (3.9)
Although shearing is not intrinsically considered to be a rigid-body transformation, but
an affine one, it is possible to identify shearing parameters through a rigid-body registration
algorithm, a shearing matrix is shown in Equation 3.10 [120].26664
q1 0 0 0
0 q2 0 0
0 0 q3 0
0 0 0 1
37775 (3.10)
The similarity metric is a measure of how similar the moving image is to the fixed image
after undergoing a transformation. A commonly used similarity metric in image registration
is the sum of squared differences. This metric is based on matching voxels based on their
grey-level intensity. This similarity metric is best suited for images acquired using the same
modality and is not applicable to multi-modal data.
In the case of registering two MR images captured using different modalities, such as a
T2 MR image and T1 MR image, it is not possible to match patterns and structures based
on voxel intensity, due to the different contrasts that come about from the different MR
sequences. For this reason it is more suitable to match landmarks based on the assumption
that a pattern within a region of one image will match another pattern within a region of the
other image. This technique is called mutual information and is commonly used in computer
vision to align multi-modal data.
Whilst the use of mutual information to match common patterns in data started in 1992,
the concept of matching images based on patterns for the use in registration of multi-modal
data was developed by Woods in 1993 [121–123]. Mutual information is used to define areas
of similar tissue within a feature space by plotting joint histograms. When the two images
are correctly aligned, the joint histogram will display separate clusters of similar grey-level
intensities. These clusters correspond to different landmarks within the images.
The mutual information algorithm is based on the Shannon entropy equation shown
by Equation 3.11, where p denotes the probability distribution. This equation links the
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importance of an event within an image to its rarity: the more rare an event, the more
meaningful its occurrence.
H =Â p log 1p =Â p log p (3.11)
Mutual information (MI), expressed as I(X ;Y ) determines the similarity of the joint prob-
ability distribution of the two images, p(X ,Y ), to the separate image histograms, p(X)p(Y ),
using Equation 3.12, where X and Y are two random variables.
I(X ;Y ) = Â
y2Y
Â
x2X
p(x,y) log
✓
p(x,y)
p(x) p(y)
◆
(3.12)
The equation can be extended to 3.13 to describe mutual information in continuous
random variables, where p(x,y) defines the joint probability density function of X and Y .
I(X ;Y ) =
Z
Y
Z
X
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dxdy (3.13)
These similarity measures may be used to quantify the similarity between a moving
image and a fixed image both in rigid and non-rigid image registration. This is also the case
for the optimisation function that is used to drive the registration process.
In the case of non-rigid registration, in order to apply the optimisation function, the
transformation model must be expressed in a form that is explicitly differentiable. This
can be achieved by representing the images using a transformation model. The choice of
the transformation model is closely linked to the data to be registered and for this reason
determines the quality of the result of registration.
There exist two main classes of deformations in medical image registration, these are
known as free-form transformations and guided deformations. As the name implies, in free-
form transformations any deformation is allowed. In guided deformations, on the other hand,
deformation is controlled using a physical model which takes into account the properties of
the subject in the image. These properties include tissue elasticity and fluid flow. Fluid flow
deformations may also be classed as free-form deformations since they allow almost any
deformity.
In order to calculate the deformation required in a free-form deformation model it is
common practice to set up a grid of control points which are moved independently in the
direction that optimises the similarity function. This process defines local deformations. The
finer transformations between the control points on the grid are produced using interpolation
such as linear interpolation [124] or other convex kernels [125].
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A commonly used interpolation method is the B-spline. The term B-spline, short for
basis spline, refers to the representation of a function as a combination of basis functions.
This is shown by Equation 3.14.
v(x) =Â
i
pibi(x) (3.14)
The cubic B-spline is the most commonly used interpolator for free-form deformations.
The use of the B-spline interpolator in 3D space is presented by Bai et al. in [126] and
by Bagalia et al. in [127], as well as by numerous other authors [128–132]. B-splines
of other degrees are also applicable, as discussed by Loeckx et al. in [133]. Originally,
the free-form deformation based on the cubic B-spline was defined in a regular grid of
points. A deformable registration method presented by [134] and [135] defines the global
transformation as a set of locally affine transformations. B-spline deformation models can be
used to describe both local and global deformations by changing the grid spacing to define
the degrees-of-freedom. This can also be achieved by applying an affine transformation to
correct global deformations.[136] An implementation of this is presented by Paragios et al.
in [137] in which a coarse-to-fine grid is used to initially perform the large deformations on
the coarse grid, the deformations are later refined on the finer grid spacing.
Elastic registration is an example of guided registration as it makes use of elastic proper-
ties of solid objects to govern the geometric transformation. This type of registration was
inspired by materials science and the elastic properties of materials. The physical model used
to control the deformation is known as an elastic model. This model is composed of a set of
elastic solids based on two forces, namely internal elastic forces (forming part of the solid
and which oppose deformation), and the external forces (deforming the image in the aim of
optimising the similarity metric) as presented by Christensen and Johnson, Alexander and
Gee, as well as other authors in [138–141].
Grosland et al. and Ferrant et al. both present another registration model inspired by
materials science is that of finite element models. In finite element models the moving image
is split up into cells and a weight is assigned to each cell based on the elastic property of
the tissue within that cell. Another method based on a similar principle is that of thin-plate
spline, in which a set of control points is moved towards the direction that optimises the
similarity measure. The thin-plate spline model defines the deformations allowed for each
control point. As each control point is moved, the model is updated [142, 143].
In flow-based registration the moving image moves towards the fixed image, in a direction
that optimises the energy function, continually and without constraints. Flow-based regis-
tration is divided into two main types: fluid-flow registration and optical-flow registration
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[120, 144–146]. Fluid-flow registration defines a linear elastic deformation field based on the
velocity field of a fluid transformation between the fixed and the moving image. On the other
hand, optical-flow registration aims to define the velocity field that arises from the visual
motion of a somewhat rigid body in the physical world [147, 148].
The popular demons algorithm is based on optical-flow registration. Instead of applying
the optical-flow algorithm directly to the image’s intensity values, the demons algorithm uses
the image gradient, making the transformation applicable to multi-modal images [149]. In
general, fluid-flow allows greater deformations than optical-flow. For this reason a coarse
optical-flow transformation may be applied before a fine fluid-flow transformation is applied
[150, 119]. In addition to this, B-splines, as well as other functions, can also be used to model
the image deformations [151, 119]. Therefore the deformation model can be established by
finding a set of B-spline coefficients that optimise the similarity measure.
Fluid-flow and optical-flow registration techniques can potentially jeopardise the topology
of an image. For this reason it is ideal to use a diffeomorphic transformation, that is,
a transformation which is invertible, differentiable and inverse differentiable [119]. An
example of a diffeormohpic deformation is an affine transformation, however both fluid-
flow registration and optical-flow registration can be tweaked to become diffeomorphic
transformations by adding constraints in order to preserve the topology of the image [120,
152].
The objective of the third aspect of registration, optimisation, is the iterative process of
modifying the deformations to minimise (or maximise) the similarity metric (also known
as the cost function to map the moving image to the fixed image). It is often the case that
there are many parameters and it is not feasible to exhaustively search through the entire
parameter space. It is therefore common practice to estimate the initial parameters and use
them as a starting point for an iterative search. This can be carried out using a coarse to fine
approach, in which big steps are taken in each iteration, followed by finer increments as the
optimisation function converges towards the ideal value. At each iteration each parameter
is altered accordingly. The optimisation is stopped once the output obeys a convergence
criterion. [120]
The Broyden–Fletcher–Goldfarb–Shannon (BFGS) algorithm is an iterative method that
can be used for solving unconstrained non-linear optimisation for non-rigid registration. This
algorithm is an approximation of Newton’s method which refers to a group of hill-climbing
optimisation algorithms that aim to obtain a stationary point of a function. This algorithm is
more easily applied to twice continuously differentiable functions. The optimal stationary
point must occur at zero gradient. Both Newton’s method and the BFGS algorithm will not
converge unless the quadratic Taylor expansion is almost optimal. Both first and second
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derivatives of the function are used in this method. The BFGS function also performs well
for non-smooth optimisations.[153]
The BFGS method is the most popular quasi-Newton method, however there exist many
variations of this method, such as the L-BFGS, which is a limited-memory adaptation of
BFGS used in problems with a large number of variables, and the BFGS-B version which
handles simple box constraints as described by Nocedal and Wright, and Byrd et al. in
[154, 155].
As well as registering brain MR images to one another, it is often required to register
a brain MR image to a Brain Atlas. The most commonly used brain atlas is the Talairach
and Tournoux Brain Atlas. This stereotaxic atlas is based on two salient points within the
brain. The former point is taken to be the origin from which a three-dimensional coordinate
space is established which allows the brain to be divided into 12 cubic rectangular regions.
Piecewise affine transformations are then applied to the regions defined in the brain atlas in
order to register a brain to this atlas.
The Biomedical Image Analysis Group, Imperial College London provides a repository
for brain atlases including atlases that have been developed for research on paediatric and
neonatal brains [156]. The paediatric atlas presented in this repository is composed of 33
brain atlases of two year old subjects; these atlases are split into 83 regions [157]. The
repository also contains a number of neonatal atlases, such as the atlas presented by Gousias
et al. which focuses on the developing neonatal brain for both term-born and pre-term infants.
This atlas is composed of 50 regions, and allows the analysis of the brain at different ages
[158, 159]. Another atlas in the repository is the detailed spatio-temporal structural atlas,
presented by Makropoulos et al., which is composed of 87 labelled regions of the developing
neonatal brain. This atlas, which is in the form of a probability map, was produced using
420 brain MR images which were segmented and registered to the spatio-temporal atlas
constructed by Serag et al. [160]. Following registration, the segments were averaged
using an age kernel at different time-points in order produce a 4D atlas [161]. Although the
atlas can be tweaked for analysis of any age group, a single Brain Atlas is not a sufficient
representation of the human brain as both lifestyle and disease progression play a big part in
the anatomy of one’s brain.
Brain Atlases have limited use on patients which have undergone severe brain defor-
mation, such as in the case of tumour growth or resection, as they were developed to map
linear transformations, such as scaling, rotation and translation. Nonetheless, the use of such
atlases has inspired other brain mapping techniques as presented in [162–165] and has also
been used as a preceding technique for non-rigid registration techniques such as described
in [166]. In this research, Ortega et al. present a Deformable Brain Atlas based on Radial
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Basis Functions (RBFs). This specific type of brain atlas is of particular relevance to this
thesis since it accounts for both rigid transformation and non-rigid transformation. This
process makes use of a rigid Talairach brain atlas followed by segmentation to identify the
volumes of interest. A non-rigid Talairach atlas registration is then carried out using various
RBFs [166]. This registration technique is applicable for cases in which the brain undergoes
both linear and non-linear transformation, such as when the brain experiences post-operative
displacement, tumour growth, or resection of parts of the brain.
The use of RBFs to model biological shape change involves the identification of control
points in both volumetric images. The deformation is then reduced to an interpolation
problem between the coordinates of each control point using an RBF [167]. This method
is highly useful in registering infant brains which have been resected, specifically due to
post-operative displacement which may cause large parts of the brain to displace from their
previous position within the skull, causing difficulties in registration. There exist many
registration techniques based on the use of RBFs in medical imaging and other fields alike
[168–170].
The process of registration does not aim to model changes in image appearance, such as
tumour growth, change in appearance, tissue displacement due to tumour growth or resection
and tumour permeation to healthy tissue. For this reason, metamorphosis techniques have
been investigated in order to model the spatial deformation as well as the change in image
appearance between the fixed and moving image. Metamorphosis approaches aim to produce
a spatio-temporal trajectory that smoothly models the differences between the two images.
In standard metamorphosis techniques the geometric changes are not modelled explicitly,
for this reason Niethammer et al. present a geometric metamorphosis approach to exhibit
changes in image appearance using a global deformation, such as in standard registration
techniques, with the addition of a geometric model to explain other morphological changes
[171].
In medical imaging, both registration and metamorphosis techniques are often used to
identify and analyse a landmark within an object, such as the ION within the brain. This
process is inherently related to segmentation, in that registration techniques are often used to
segment an object within an image. Conversely, segmentation techniques are often used to
find the correlation between two images [172]. Both registration and segmentation can be
carried out in either three-dimensional space or two-dimensional space.
3.3.3 Feature Extraction
Once data is extracted from the MR images and from clinical data, it is required to convert
this data into informative features in order to allow patterns in the data to be recognised. In
3.3 MR Image Processing 47
machine learning and image processing this is carried out using a process known as feature
extraction. Feature extraction facilitates the process of feature selection and classification by
enabling the data collected from the images to become interpretable by a machine learning
model [173].
Low-level features, also known as first order features, refer to basic features that can
be extracted from the MRI through segmentation and data collection [173]. These features
do not divulge any information about how the structure of the ION is changing in shape,
intensity and size over time (longitudinally). Feature extraction is applied to data in order
to obtain such information about the MR images. These new features are known as second
order features. The term feature extraction can be split into three main groups based on the
type of second order features extracted, namely shape features, intensity features, and texture
features.
The most intuitive way of identifying patterns within an MR image is through visual
assessment. Quantitative visual features help one to easily discriminate between a potential
biomarker and its surrounding background tissue. Such an assessment is mostly based
on grey-level intensity in an image. For this reason, most traditional second-order feature
extraction techniques aim to extract intensity features. The most commonly used second-
order features are the mean, variance, and standard deviation of grey-level intensities of
voxels in a multidimensional MR image. These features are simple to use, especially if
combined with prior anatomical knowledge, such as the location of areas of interest within
the brain, however, these features suffer from lack of spatial information, and are therefore
not applicable to fully-automated machine learning processes [61]. For this reason, feature
extraction techniques which incorporate information about the local intensity distribution are
preferred.
Deformation-based morphometry (DBM) is a technique used to obtain information about
morphological changes across the entire brain by detecting the difference in position of
voxels on an MR image and their corresponding position on a standard brain map. This
technique was used by Gaser et al. to track changes in brain ventricles of patients diagnosed
with schizophrenia [174]. The DBM technique involves the computation of the Jacobian
determinant and the Jacobian values. The local Jacobian determinant is a parameter used
to characterise volume changes caused by warping, such as shrinking or enlargement. For
example, if enlargement occurs, then all vectors surrounding a pixel will be pointing away
from the pixel, resulting in a positive Jacobian value [174]. In this experiment, the three-
dimensional deformation field, required to warp the MR images to the standard brain map,
were computed. These deformation fields consisted of the displacement vectors for each
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voxel within the MR image. This technique can be applied to assess morphological changes
within smaller parts of the brain, such as the inferior olivary nuclei.
The boundary shift integral (BSI) technique was developed by Freeborough and Fox
to assess cerebellar growth [175]. It is based on the premise that the boundaries of the
segmented cerebellum will shift if growth has taken place between two consecutive registered
3D MR images. This technique calculates the difference in volume incurred by a shift in
the boundaries of the cerebellum. Voxel intensities are used to implement this calculation.
The BSI is an accurate technique to quantify volume change for large structures in the brain,
such as the cerebellum, but due to the fact that it is an intensity based technique it is not
applicable to volumes which undergo hypertrophy, which results in a change in intensity in
T2 MR images [175].
It is also possible to extract features which describe the various textures within an image.
A robust and discriminative technique able to extract texture features from an image is
the Gaussian Mixture Model (GMM). GMMs make use of probability density functions,
composed of a sum of Gaussian component densities, to represent the various textures within
a brain MRI. This approach to feature extraction is gaining popularity in the field of brain
MRI and has been applied to segmentation [176] as well as to brain tumour feature extraction
[177].
A more general approach to feature extraction from multiresolution images is discrete
wavelet decomposition. In image analysis, a discrete wavelet transform (DWT) is a wavelet
transform using wavelet functions which have been sampled discretely. DWTs may be
used for image compression, to reduce the dimensionality of the data, as well as for feature
extraction in order to extract features from the MR image which are representative of
both location and frequency [178, 173], making it superior to traditional feature extraction
techniques such as the Fourier Transform [179].The wavelet function used to represent the
image can be chosen to match the shape of components within the image, for example the
Haar wavelet transform is commonly used to represent greyscale images. This reduces the
number of wavelets required to represent a shape, and therefore results in a more compact
representation of the image subject.
The original DWT is highly susceptible to errors due to translation variations within
images. For this reason, images are required to be registered before the feature extraction
process. Alternatively a variation of the DWT can be applied, known as the stationary wavelet
transform (SWT), which is translation invariant, even if the image is shifted slightly. This
is demonstrated in [179], in which Yudong et al. show superior results using SWTs, in
comparison to DWTs, on brain MR images.
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In [180] Keraudren et al. present a method to generate features from multi-slice foetal MR
images, which are misaligned due to foetal movement. This method is based on an algorithm,
originally developed by Lowe, known as Scale-Invariant Feature Transform (SIFT). SIFT is a
robust feature extraction technique that extracts multiple feature vectors from an image which
are invariant to translation, scaling, rotation, and also partially invariant to affine distortion
and inconsistency in illumination, or inconsistencies in grey-level intensity [181]. In order to
obtain key points within an image, Gaussian functions are applied in scale space to a number
of smoothed and resampled versions of the original image. The difference between these
images is found, resulting in an image which contains maxima and minima in the location
of important features. These features can potentially be used as biomarkers or for matching
algorithms [181, 180].
A similar feature extraction technique, known as Speeded Up Robust Features (SURF),
also generates multiple vectors of features which are invariant to translation, scaling, rotation
and affine distortion. In SURF, important features are identified by computing the sum of the
Haar wavelet transform which is applied to a number of resampled version of the original
image. A study conducted by Panchal et al., which compares the SIFT algorithm to a similar
technique known as shows that SURF is faster than SIFT and even more robust to image
transformations such as translation and scaling [182]. In [183], Amulya and Prathibha make
use of both SIFT and SURF features in order to identify tumours on brain MR Images.
3.4 Machine Learning
Machine learning algorithms allow us to find hidden patterns and insights within the data
without the need of an explicit explanation of what to look for beforehand. In the case
of identifying potential biomarkers on a longitudinal dataset, the use of machine learning
algorithms allows us to identify features within an MR image, or multiple longitudinal MR
images, that correlate with behavioural changes after surgery. The following section is split
into two main topics: dimensionality reduction, in which choosing the most relevant features
or combining multiple features is discussed; and data classification, which explores the
different algorithms that can be used to classify subjects based on their extracted features.
3.4.1 Dimensionality Reduction
In medical imaging, the dimensionality of data may be relatively large in comparison to
the number of observations within a dataset. Three-dimensional MR images may contain
thousands of elements in the form of voxels, in addition to clinical data and demograph-
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ics. Applying machine learning techniques to high-dimensional data results in a highly
complicated task, often considered as the curse of dimensionality [61]. A solution is to
reduce the number of features considered in the machine learning task [184]. This can be
achieved through a number of dimensionality techniques, which are split into two main types:
techniques which re-map features into a new feature space, which combines multiple features
to form one feature [185, 186], and techniques which reduce the dimensionality of data by
selecting a subset of the features which best represent the distribution of the data [187, 188].
The former style of dimensionality reduction is the most efficient and ensures that all the
original data is kept, however it may result in a new set of features which is not easy to
interpret [186].
Machine learning algorithms applied to a large number of variables may be computation-
ally expensive and may result in overfitting the training data, resulting in a poor generalisation
of test data. To avoid over fitting the training data and to retain its ability to generalise data
we wish to only use the most relevant features in classifying data into two groups: patients
who have developed PFS and those who have not developed the syndrome. This is known as
Feature Selection. The aim of feature selection is to analyse input data which is unnecessarily
large and to eliminate potentially redundant information from this data. The feature set can
then be transformed into a reduced feature matrix. Features in the original feature set may
either be eliminated or combined with other features in order to reduce the feature matrix.
This reduced feature matrix is expected to possess only the relevant information from the
initial feature set. This also enables data classification to be carried out more efficiently
[184].
A commonly used feature selection technique is Principal Component Analysis (PCA).
PCA is a statistical method used to transform a set of features, which may possibly be
correlated, into a set of variables which are not linearly correlated. The transformation is
orthogonal. The resultant variables are known as principal components. The number of
principal components is always less than or equal to the original number of features in the
feature set. In PCA the new feature set is ordered such that the first principal component
has the highest variance. This means that the first principal component accounts for most of
the variability in the data. The subsequent components in the list have the highest variance
possible given that it is orthogonal to the previous components in the list. The resulting
vectors are all uncorrelated as well as orthogonal as they are eigenvectors of the covariance
matrix, which is symmetric [186]. In [185] Zhang and Wu describe a technique to classify
brain images using wavelet transforms and PCA to reduce the dimensions of the input brain
MR images. Although PCA is highly efficient it results in loss of comprehensibility and
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may require post-processing in order to decipher results and render them comprehensible by
medics and clinicians [186].
Other dimensionality reduction techniques which do not result in loss of comprehensi-
bility are Filter Methods or Wrapper Methods [187, 188]. The most prominent difference
between Filter Methods and Wrapper Methods is that in the former the feature selection
process is undertaken independently of the classification algorithm and can be considered as
a pre-processing step, whilst in the latter, the feature selection process is dependent on the
method of data classification used. An advantage of Filter Methods is that feature selection
can be carried out quickly, however, since the integrity of these features is not simultaneously
checked by the classifier, the resultant subset of features may be suboptimal. In Wrapper
methods, the feature subset selection is carried out in conjunction with the classifier and is
used to train the classifier. In general, each subset is evaluated by the classifier algorithm
throughout the feature selection process [187, 188]. As a result, Wrapper Methods are by far
more computationally expensive but generally demonstrate superior performance [189, 190].
In general, the problem of feature selection is NP-hard, and therefore intractable. Various
approximation techniques exist however most popular methods tend to be prone to local
minima. Commonly used techniques to identify the salient features out of a set of features are:
random subset feature selection (RSFS), sequential forward selection (SFS) and sequential
floating forward selection (SFFS). These feature selection methods can be applied in a
Wrapper context [191–193].
RSFS chooses random subsets of features from the entire feature set, the size of which
is equal to the square root of the total number of features; a k-NN classification using three
neighbours is carried out on each subset. Each feature is given a relevance score which is
continuously updated according to its inclusion in the random subsets which perform well
[191, 192]. The relevance values of each feature are compared to random walk statistics and
the most relevant features are chosen accordingly.
Unlike RSFS, SFS starts off with an empty data set. One feature is added at a time and
a feature is kept or discarded depending on whether it demonstrates the best classification
performance when used together with the previously chosen features. SFS also makes use of
a k-NN classifier on the feature subset in order to obtain a classification score. Low-scoring
features are iteratively discarded, however in SFFS an attempt is made at finding the least
useful feature in order to discard it from the final feature set in order to prevent "feature
nesting". This process is repeated until the evaluation score becomes (and remains) better
than the previous best score using a feature set of the same size [191, 193].
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3.4.2 Data Classification
In order to assess the adequacy of a chosen feature as a biomarker, it is imperative that the
dataset may be split into classes solely by analysing this feature. In order to ascertain the
feature’s discriminative ability, data classification may be applied to the entire feature set,
and to specific features, in order to assess the improvement in accuracy when using solely
the biomarker to classify the subjects in the dataset. In this case, a pre-selected feature, or
biomarker, may be used to classify patients into two groups: patients who developed PFS
and those who did not. This is known as computer-aided diagnosis. Many classification
tools exist in the field of machine learning, however few have been applied to medical
imaging problems which involve small datasets. In medical imaging data tends to suffer
from high-dimensionality and a small number of subjects. This may limit the applicability of
classification techniques which are state-of-the-art in other machine learning applications. For
this reason, only techniques which are applicable to high-dimensional data and a relatively
low number of observations were considered.
Identifying a class of patients based on their biomarkers requires a simple decision to
be made, which is both quick and reliable. A decision tree is a decision support tool which
makes use of a tree-like model to make both binary and multi-class decisions. At every
node within the tree a decision must be made about the data, and each possible consequence
leads to a new branch within the tree-like structure. Decision trees are often used in decision
analysis and have also been applied to the classification of tumours in brain MR images [194].
This method is effective and accurate and can be done in an automatic manner providing
results which are easy to interpret and decipher [194, 195]. Decision trees are highly reliant
on their training data, and may change significantly if the training data set is altered. This
high dependency on training data renders them unsuitable for small datasets [195].
A classification technique which can be trained on small datasets reliably are Support
Vector Machines (SVMs). SVMs are common classification models used for binary classi-
fication when the dataset falls into two main categories (SVMs)[196] [197] and have been
used extensively in the classification of brain tumour type and grade [198, 199]. They are
relatively robust to small numbers of samples each possessing a large number of variables.
The SVM, being a Maximal margin classifier, identifies a set of support vectors which
provide the widest margin between two classes.
It is possible to use Kernel functions to replace the dot product between two vectors in
the SVM optimisation, without directly transforming each vector into the associated feature
space. This method, known as the "Kernel Trick", can be seen as a computational shortcut
which makes it possible to represent patterns efficiently in high-dimensional spaces to ensure
adequate representational power [200, 197].
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There exists an infinite number of functions that may be used as Kernel Functions,
provided that they give rise to a positive semidefinite Kernel matrix [201]. The most
commonly used Kernel functions are linear, polynomial and radial basis functions. The linear
kernel function, Equation 3.15, is the simplest one and is obtained by calculating the dot
product with the addition of an optional constant, c.
k(x,y) = xT y+ c (3.15)
Equation 3.16 shows the polynomial kernel function. It is known as a non-stationary
kernel and contains adjustable parameters, such as the slope, a , and the polynomial degree d.
c is optional.
k(x,y) = (axT y+ c)d (3.16)
The radial basis function (RBF), Equation 3.17, is based on a Gaussian distribution and
includes a scaling factor, s . A low s will result in classifier being highly susceptible to
noise, whilst a large s will cause the exponential term to act linearly [202]. Kernel methods
have increased in popularity over the last decade, mostly due to the increased popularity of
Support Vector Machines (SVMs) in the use of data classification, regression and novelty
detection [196].
k(x,y) = exp( kx  yk
2
2s2
) (3.17)
Recent research has investigated the use of multiple kernels on separate features within a
feature matrix. Separate kernels may be applied to different formats of data, for example in the
case of multi-modal imaging features, or in the case of a feature matrix which includes both
imaging data and clinical data. The combination of kernels may be done linearly, such that
kernels are applied to the data sequentially, however, this approach is more computationally
expensive than applying kernels in a hierarchical manner, such that different kernels are
applied to separate subsets of the data followed by a global kernel which is applied to the
entire dataset. The latter approach does not reduce the accuracy, however the training time
and complexity is decreased. Linear methods are best suited to complex kernels, such as
complex Gaussian kernels [203].
An example of kernels used when analysing graphical representations of patterns in data
is the edit distance kernel. The edit distanced kernel is computed to quantify the similarity
between two strings, or graphical patterns, by counting the number of edits required to
transform one string (or graphical pattern) to the other. This kernel has successfully been
applied to numerous classification tasks, including 2D shape recognition [204] and fingerprint
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verification [205]. The edit distance between two distinct patterns can then be modelled in
order to classify images based on this measure. Smaller edit distance values indicate that
the patterns are similar and that few modifications are required to transform one graphical
presentation into another. A larger edit distance values allows a robust classification model
to be produced and indicates that two graphical representations or patterns are distinctly
different [206].
A commonly used machine learning technique is the convolutional neural network (CNN).
This technique, which is inspired by the way the animal visual cortex processes information,
is a feed-forward algorithm composed of an input layer, an output layer and hidden layers in
between, containing nodes at which decision about the data is made. A CNN with multiple
hidden layers between the input layer and output layer is referred to as a deep neural networks
(DNN). Data is analysed at each layer and then sorted into sub-groups, grouping data with
common traits following decisions made at each node. This process is repeated at each
hidden layer, until the data has been classified into the desired labels. CNNs are able to
perform binary classification as well as classification with multiple class labels. CNNs have
been used extensively in medical image processing, such as to identify the brain and the skull
in brain MRI, as described by Kleesiak et al. in [207]. Havaei et al. present an application of
a DNN to perform brain tumour segmentation in [208]. CNNs and DNNs alike can work
in a supervised and unsupervised scenario, however they require a large dataset in order to
perform accurately. For this reason CNNs and DNNs are not suited to small datasets [209].
3.4.3 Machine Learning in Brain MRI Analysis
The use of machine learning for longitudinal brain analysis is limited, however there exist
many examples of the application of machine learning to brain brain MR image analysis.
In 2011, Zhang and Wu proposed a bee colony algorithm to classify brain MR images
into two classes: normal and abnormal. This study involves the use of a discrete wavelet
transform (DWT) in order to extract features from the images, following the use of a PCA
to reduce the dimensionality of the data. The classification algorithm is a forward neural
network (FNN), which makes use of the bee colony algorithm to optimise its results [210].
The work presented by the same authors in 2012, in [185], makes use of the same
pipeline, with a different classification algorithm. In this publication, the authors make use
of a kernelised SVM to classify the MR images into the same labels as their previous study:
normal and abnormal. The algorithm was tested on single MR image slices depicting seven
different types of brain diseases, including Alzheimer’s disease, Huntington’s disease and
several types of brain tumours.
3.5 Conclusion 55
Singh et al. propose an almost identical pipeline in [211], with the exception of the
machine learning technique. In this study, the authors make use of a deep learning algorithm
in order to identify brain MR images which contain abnormalities. The use of a deep learning
technique was only possible due to the larger size of the dataset. This study reports an
increase in efficiency of classification, however the images being classified are single MR
image slices, and therefore this study is not directly applicable to our dataset.
3.5 Conclusion
In conclusion, image processing has been conducted using a number of techniques. The
segmentation technique depends on whether the MR image is a single slice in 2D space
or a volumetric image in 3D space. Traditionally, segmentation is carried out manually,
however this task is highly prone to intra- and inter- observer variability. Other techniques
have explored the use of intensity-based methods, however these techniques are not able
to segment small structure within the brain, as differences in grey-level intensity within
these structures are not always visible to the naked eye. Surface-based methods on the
other hand may be carried out on smaller structures, however these methods are often
slow to converge and may converge to local minima. Although it is possible to implement
surface-based techniques in a fully-automated manner, they may require manual initialisation
and hence may also be prone to intra- and inter-observer variability. Hybrid techniques,
although cumbersome to implement, reach the best compromise between intensity-based and
surface-based methods as they may make use of an automatic surface-based method which is
initialised using an intensity-based methodology.
Registration for brain MR images is equally extensively studied. Registration can be used
to implement a rigid or non-rigid mapping of the brain. It may be carried out in 2D space, in a
slice-by-slice fashion, or volumetrically using deformable models. Registration is commonly
driven using an optimisation function which optimises a similarity metric between a moving
and fixed image. Commonly used similarity metrics are the sum of absolute differences
(for single modal data), and mutual information (for multi-modal data). Variations of these
metrics also exist.
The application of machine learning techniques to longitudinal datasets in the medical
imaging field is not as widespread as it is for other applications. Although a multitude of
techniques exist for feature extraction in image processing, very few have successfully been
applied to brain MR analysis. Most feature extraction techniques in this field, such as DWT,
have been used to extract feature from brain tumours and have not been applied to other
parts of the brain. The dimensionality reduction techniques that have been discussed, such
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as the PCA, are not always easily interpreted and are therefore not suitable for use in a
clinical domain. Other techniques, such as RSFS, SFS and SFFS are suitable however are
computationally expensive.
The most commonly used classification technique in the field of brain MR image analysis
is the SVM. Many variations of the SVM exist, however the most popular in this field is
the linear SVM. Kernel SVMs on the other hand have seldom been applied to such datasets,
however the possibility of using hierarchical kernels shows great potential, specifically in
datasets which are composed of data from multiple streams, such as MR images in addition
to clinical data and demographical data.
There exists a gap in research in the application of vision and image processing to the
area of longitudinal brain MRI following brain tumour resection. Studies in this field of
medicine are limited to statistical and probabilistic studies which do not analyse brain MR
images beyond neuroradiological assessment. For this reason, potential subtle biomarkers
that contribute to the onset of PFS cannot be discovered.
The following studies shall address the shortcomings of the research in this field with the
aim of establishing a suitable pipeline to identify biomarkers in longitudinal MR datasets,
specifically in relation to OPHGs and posterior fossa tumours.
Chapter 4
Validation of Segmentation on
Hypothalamic Gliomas
4.1 Introduction
Optic pathway/hypothalamic gliomas (OPHGs) make up 2% to 7% of pediatric intracranial
tumours, with 65% of these tumours occurring in children under the age of 5 [25]. These
tumours are usually benign but are situated in a highly sensitive region of the brain. The
behaviour of these tumours is often difficult to predict and such tumours tend to be impossible
to resect completely. Treatment options include surgical resection, radiation therapy and
chemotherapy, however there exists much debate regarding the ideal treatment for OPHGs
due to their benign nature, their relationship to the visual pathway history and their location
[25].
This study introduced a case series of 10 patients who underwent surgery for OPHGs
with the aid of intra-operative MRI (ioMRI). IoMRI is increasingly used to ensure the tumour
is removed safely, by producing MR images of the brain during surgery. This imaging
technique allows neurosurgeons to analyse their progress in the tumour resection process
and to guide them in removing brain tumours during resection surgery. The use of ioMRI
increases the likelihood that the entire tumour is removed and hence increases the likelihood
of success after surgery [48, 49]. In addition to this, the final MR scan acquired using ioMRI
provides quantitative information about the state of the insulted area and surrounding tissue
immediately after the surgical procedure.
It was desired to validate the use of ioMRI during surgery by reporting the percentage of
tumour resected between consecutive MR scans. This was done by implementing a semi-
automated tumour segmentation technique to report the tumour volume at different stages
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of the surgical treatment. The percentages were verified by the surgeon who performed a
separate neuroradiological assessment.
The segmentation techniques used in this study shall serve as a proof of concept for the
segmentation of tumours and other lobules within the brain. This process shall form part of a
bigger study on the identification of imaging biomarkers related to the occurrence of PFS
following tumour resection. This application is presented in Chapter 5 and Chapter 6.
4.2 Study Dataset
The study dataset consisted of ten patients who were surgically treated for OPHGs at Alder
Hey Children’s Hospital between 2010 and 2013. The patient group consisted of 5 males
and 5 females between the ages of 3 months and 15 years who underwent treatment for
hypothalamic gliomas. The dataset consisted of equal numbers of males and females.
Volumetric pre-operative MR images were acquired in T1-weighted, 3D gradient-echo
modality, with 1mm thick slices. Some of the patients received the chemical gadolinium
as a contrast agent in order to enhance the contrast between the tumour and surrounding
tissue. For all of the patients an ioMRI was acquired after maximal resection, as determined
by the operating surgeon, in order to assess the amount of tumour resected. In three of the
patients the ioMR image indicated that the extent of resection was satisfactory, and that no
further resection was required. For the remaining seven patients the ioMRI image indicated
that further resection was required; following this further resection an additional ioMRI was
acquired in order to assess whether the amount of tumour resected during the second surgical
attempt was satisfactory, in terms of pre-operative resection goals. Following the second
ioMRI, further resection is avoided as it could cause damage to vital structures related to the
hypothalamic/optic pathway. The full ioMRI protocol has been discussed in [212].
The surgical approach carried out for each patient is indicated in Table 4.1. These
approaches include the pteronial, transcallosal and cerebellopontine angle (CP angle) ap-
proaches or a combination of transcallosal and pteronial. The pterional approach is the
popular neurosurgical approach and consists of entering the anterior skull base through the
lateral aspect [213]. As the name suggests, the transcallosal approach approaches the brain
through the corpus callosum, which is the channel that separates the left and right hemisphere.
The CP angle approach is an umbrella term for three surgical approaches: the retrosigmoid
approach, the translabyrinthine approach, and the middle fossa approach, which are surgical
approaches used to resect cerebellopontine lesions [214].
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Table 4.1 Patient Dataset
Patient Gender Age Surgical Approach Second Resection
1 F 6 years CP Angle No
2 F 2 years Pterional No
3 F 8 years Transcallosal No
4 M 3 months Transcallosal Yes
5 M 15 years Transcallosal + Pterional Yes
6 M 5 years Transcallosal Yes
7 F 10 years Transcallosal Yes
8 M 8 years Transcallosal Yes
9 F 9 years Transcallosal Yes
10 M 2 years Transcallosal Yes
4.3 Methodology
The MR images were analysed by the operating surgeon before surgery in order to estimate
the tumour volume. The first ioMRI images were analysed in a similar way, in order to
estimate the percentage of tumour resected during the first surgical attempts. If further
resection was required, a final ioMRI was also assessed to estimate the additional percentage
of tumour resected.
Following the compilation of the dataset, it was desired to validate the surgeon’s per-
centage estimates by making use of image analysis techniques. In order to calculate the
percentage of brain tumour resected between each MR image acquisition it was necessary
to segment the tumour on each MR image. These regions were obtained using the software
MRIcron [66]. The semi-automated process was iterative and can be summarised as follows:
1. Identification of the centre of the tumour
2. 3D Region-growing to create a VOI
3. 3D Smoothing of the VOI to in-fill gaps
4. Repeating steps 1-3 until a satisfactory volume is achieved
The resultant regions were then reviewed and found to be sufficiently accurate by an
expert radiologist. Tumour volumes were calculated on pre-, intra- and post-operative images
for each patient and first-look and second-look resection percentages calculated.
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Fig. 4.1 The four step semi-automated segmentation process using MRIcron: Identification
of the centre of the tumour; 3D Region-growing to create a VOI; 3D Smoothing of the VOI
to in-fill gaps; Repeating steps 1-3 until a satisfactory volume is achieved
The segmentation process, which makes use of the MRIcron software package is shown
in Figure 4.1 and is explained in more detail in Section 4.3.1, which explains steps 1 and 2,
and Section 4.3.2 which explains steps 3 and 4.
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4.3.1 Identification of tumour centre and 3D region-growing
MRIcron correlates the three planes of an MR image, resulting in a three-dimensional
process for the delineation of brain tissue [66]. The region-growing technique involves
the placement of a seed-point in the centre of the VOI (the tumorous tissue), using prior
anatomical knowledge. This is done in order to produce a spherical region which encapsulates
the entire VOI in 3D, around the seed-point with intensity Is.
The VOI is delineated by analysing the grey-level intensity of voxels within a spherical
search space of radius r, set to be 4mm. A voxel within the search space is included in the
VOI if its grey-level intensity, Iv, lies within the range [Is T, Is+T ]. The voxel must also
satisfy the condition that Iv must not differ from the grey-level intensity of its adjacent voxels
Ia by more than a threshold T , that is Iv must also lie within the range [Ia T, Ia+T ]. The
threshold T was varied between 12 and 16 heuristically, until the VOI did not vary in shape
or size [66]. This is shown by Equation 4.1 and Equation 4.2, where T 2 [12,16].
Is T < Iv < Is+T (4.1)
Ia T < Iv < Ia+T (4.2)
4.3.2 3D smoothing
The boundary between the VOI and the surrounding tissue was not always easily observed
by the naked eye. The VOI may also enclose areas of a significantly different grey-level
intensity, which do not get included as part of the resultant volume. It was therefore necessary
to smoothen the VOI in order to in-fill these gaps and produce a homogeneous representation
of the tumour. In cases in which the grey-level intensity of the tumour was not uniform, the
seed-growing technique was applied on sub-sections of the tumour resulting in gaps between
these smaller VOIs. In such cases, smoothing was necessary in order to consolidate the small
VOIs into a single VOI.
In order to in-fill gaps and blur any rough edges the VOIs were smoothed using a Gaussian
smoothing filter followed by binary thresholding. The Gaussian function, G(x), which is the
probability density function of the normal distribution, is given by Equation 4.3, where x
and y are the coordinates of a point within the VOI, and s is the standard deviation of the
Gaussian distribution.
G(x,y) =
1
2ps2
e 
x2+y2
2s2 (4.3)
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The Gaussian smoothing function takes one parameter, namely FWHM, the full width
half maximum, in mm, which is related to s as shown in Equation 4.4.
FWHM = 2
p
2ln2s (4.4)
The binary thresholding also takes one parameter, Ts, the smoothing threshold [66]. The
parameter Ts determines the intensity threshold for including voxels into the region (intensity
values greater than the threshold shall be included in the VOI), as shown by Equation 4.5,
where Iv is a voxel from the original VOI, and Ivs is the corresponding voxel in the smoothed
VOI. FWHM and Ts were determined empirically and were set to 4mm and 0.5 respectively.
Although the smoothing technique correctly discards groups of voxels which fall outside the
tumour and in-fills gaps within the tumour, it also results in the deletion of voxels on the
boundary of the region. It was therefore required to perform region-growing and smoothing
iteratively until the VOI results in a solid volume within which no further change occurs.
Ivs =
(
1 if Iv > Ts
0 if Iv < Ts
(4.5)
4.4 Results
Table 4.2 displays the percentage of tumour resected as estimated by the surgeon and as
calculated using semi-automated image analysis for patients who underwent first look ioMRI
(n=10) followed by second look ioMRI (n=7). The ’/’ refers to an image not acquired due
to only one look being taken during the surgical procedure. The ’//’ refers to an MR image
which was acquired but not provided by the hospital, and a ’-’ refers to a tumour resection
estimate which was not provided by the hospital. The segmented volumes obtained were
verified by a consultant radiologist in order to ensure that the VOI did not enclose healthy
tissue.
Figure 4.2 to 4.11 show the pre-operative MR image and two intra-operative MR images
for patients 1 to 10 who underwent resection for OPHGs. The tumorous tissue is segmented
in red.
Table 5.3 displays the mean and standard deviation of the percentage of tumour resected
for the tumour volumes estimated by the surgeon and the tumour volumes calculated using
semi-automated segmentation. Figure 4.12 shows the Bland-Altman plot for percentage of
tumour resected based on tumour volume found using the semi-automated segmentation
technique, Ps, and the estimated volumes provided by the neurosurgical team at the hospital,
Ph (blue), showing the mean difference (grey) and a linear fit (red); plotted between an
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(a) (b)
Fig. 4.2 The pre-operative MR image (a), and intra-operative MR image (b) for patient 1 who
underwent resection of a hypothalamic glioma. The tumour in each MRI has been segmented
using the semi-automated seed-growing technique
interval equal to two standard deviations of the data (black). The Bland-Altman plot is a
graphical method by which two measurement techniques and their bias are assessed.
Table 4.2 Percentage of tumour volume resected as (a) estimated by surgeon and (b) calculated
by segmentation from first and second ioMRI
Patient
1st Resection
(Surgeon)
1st Resection
(Semi-automated
segmentation)
2nd Resection
(surgeon)
2nd Resection
(Semi-automated
segmentation)
1 / / 70.00 63.76
2 / / 50.00 58.72
3 / / 70.00 77.90
4 50.00 79.96 95.00 97.11
5 40.00 42.66 60.00 65.85
6 30.00 // 50.00 53.85
7 20.00 23.35 80.00 82.54
8 50.00 60.22 90.00 97.04
9 70.00 69.09 80.00 80.29
10 - 32.42 - 55.57
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(a) (b)
Fig. 4.3 The pre-operative MR image (a), and intra-operative MR image (b) for patient 2 who
underwent resection of a hypothalamic glioma. The tumour in each MRI has been segmented
using the semi-automated seed-growing technique
(a) (b)
Fig. 4.4 The pre-operative MR image (a), and intra-operative MR image (b) for patient 3 who
underwent resection of a hypothalamic glioma. The tumour in each MRI has been segmented
using the semi-automated seed-growing technique
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(a) (b)
(c)
Fig. 4.5 The pre-operative MR image (a), and two intra-operative MR images (b) and (c) for
patient 4 who underwent resection of a hypothalamic glioma. The tumour in each MRI has
been segmented using the semi-automated seed-growing technique
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(a) (b)
(c)
Fig. 4.6 The pre-operative MR image (a), and two intra-operative MR images (b) and (c) for
patient 5 who underwent resection of a hypothalamic glioma. The tumour in each MRI has
been segmented using the semi-automated seed-growing technique
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(a) (b)
Fig. 4.7 The pre-operative MR image (a), and intra-operative MR image (b) for patient 6 who
underwent resection of a hypothalamic glioma. The tumour in each MRI has been segmented
using the semi-automated seed-growing technique
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(a) (b)
(c)
Fig. 4.8 The pre-operative MR image (a), and two intra-operative MR images (b) and (c) for
patient 7 who underwent resection of a hypothalamic glioma. The tumour in each MRI has
been segmented using the semi-automated seed-growing technique
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(a) (b)
(c)
Fig. 4.9 The pre-operative MR image (a), and two intra-operative MR images (b) and (c) for
patient 8 who underwent resection of a hypothalamic glioma. The tumour in each MRI has
been segmented using the semi-automated seed-growing technique
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(a) (b)
Fig. 4.10 The pre-operative MR image (a), and intra-operative MR image (b) for patient
9 who underwent resection of a hypothalamic glioma. The tumour in each MRI has been
segmented using the semi-automated seed-growing technique
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(a) (b)
(c)
Fig. 4.11 The pre-operative MR image (a), and two intra-operative MR images (b) and (c)
for patient 10 who underwent resection of a hypothalamic glioma. The tumour in each MRI
has been segmented using the semi-automated seed-growing technique
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Table 4.3 The mean and standard deviation of the percentage of tumour resected of tumour
volume estimated by the surgeon and tumour volume calculated using semi-automated
segmentation
1st Resection
(Surgeon)
1st Resection
(Semi-automated
segmentation)
2nd Resection
(surgeon)
2nd Resection
(Semi-automated
segmentation)
µ±s
43.33±17.51 51.28±22.04 71.67±16.20 73.26±16.12
Fig. 4.12 The Bland-Altman Plot for percentage of tumour resected based on tumour volume
found using semi-automated segmentation, Ps, and estimated volumes provided by Alder
Hey hospital, Ph (blue), showing the mean difference (grey) and a linear fit (red); plotted
between 2 standard deviations of the data (black).
4.5 Discussion
The use of ioMRI during surgery, in combination with other computer-assisted surgical
techniques, is increasing in popularity. It is evident that its use allows for an improved
surgical outcome in terms of tumour resection. This can be owed to the fact that surgeons are
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able to assess their progress during tumour resection and to reassess pre-operative surgical
goals.
The amount of tumour resection was analysed quantitatively in order to obtain a re-
liable measure of the surgical outcome with the help of ioMRI. The mean percentage of
tumour resected during the first surgical attempt was reported to be 43.33%± 17.51% by
the hospital and was calculated to be 51.28%± 22.04% in Table 5.3. This shows that the
hospital estimated a slightly lower value than was actually resected. On the other hand, the
mean percentage of tumour resected during the second surgical attempt was reported to be
71.67%±16.20% by the hospital and was calculated to be 73.26%±16.12%. Although the
percentages for the second attempt are close in value, the percentages for the first attempt
differ by 7.95%±4.53%, with the volumes calculated using semi-automated segmentation
results showing a higher percentage of tumour resected in the first surgical attempt. This
discrepancy is further confirmed by the Bland-Altman plot in Figure 4.12 which shows a
maximum discrepancy of 6.5% for the smaller percentages of tumour resection (first surgical
attempt) and a minimum discrepancy of 4.8% for larger percentages (second surgical at-
tempt), as indicated by the linear fit of the data in red. On average this discrepancy is 5.65%.
This implies that by utilising the semi-automated region-growing segmentation technique, it
was possible to identify parts of the tumour which were not noticed by the surgeon during his
estimates. This was the reason for the discrepancies between resection percentages based on
the surgeon’s estimates and the percentages based on segmented VOIs, indicating that more
tumour was segmented than originally estimated by the surgeon. Furthermore it is worth
noting that there is no systematic error present in the data, as shown by the value of the mean
difference line in grey, which has a constant value of zero across all the patients. All bar one
of the data points lie well below two standard deviations of the mean. This indicates that the
data is normally distributed, with the exception of one outlier. It is therefore evident that no
bias exists between the resection percentages estimated by the neurosurgical team at Alder
Hey and the resection percentages calculated by the semi-automated segmentation technique.
This not only justifies the use of ioMRI in tumour resection surgery but also adds credence to
the tumour segmentation technique.
Overall it was found that an additional median resection of 27.79% of initial tumour
tissue volume was possible. Had an ioMRI not been acquired after primary surgical attempt
this tissue would have been left in situ. A second-look ioMRI resulted in a median value of
23.96% residual tumour in comparison to a median value of 33.21% without further resection
following primary surgical attempt.
In addition to tumour resection results, the use of ioMRI also allowed the possibility
to improve safety whilst redefining surgical goals, this is demonstrated by the fact that the
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surgeries in this dataset did not result in surgically related morbidity or mortality. This
implies that ioMRI can be used to improve surgical outcomes without adding to the risk of
such complications. Although it is unclear whether there are long term benefits of resecting
OPHGs in this manner, it is evident that it is possible to remove more tumorous tissue.
4.6 Conclusion
OPHGs are renowned to be impossible to completely resect due to their highly sensitive
location within the brain. For this reason it is only desired to de-bulk the tumour as opposed
to completely resect it. The use of a first-look ioMRI allowed surgical goals to be reassessed
during surgery and as a result resect more tumorous tissue from this area of the brain. A
second-look ioMRI allows the ability to assess the residual tumour size and whether further
tissue can be resected. Other advantages of the use of ioMRI include the ability to update
neuro-navigation during surgery, which is ideal in the resection of large tumours, in which
accuracy can be compromised due to brain shift (displacement). In addition to this, an
immediate post-operative MRI can be acquired whilst the patient is still sedated, eliminating
the need to schedule a post-operative MRI and sedating the patient once more.
The aim of this study was to validate the use of ioMRI during surgery by calculating the
percentage of tumour surgically resected between consecutive scans. The semi-automated
segmentation technique presented in this study allowed the volume of residual tumour on
each MR scan to be quantified, enabling the calculation of the volume of tumour resected
between consecutive scans. The segmentation results, which were validated by the surgeon,
confirmed the success and reliability of this technique. This study therefore served as a
proof of concept for the semi-automated region-growing technique which can be applied to
segment OPHGs as well as other tumours or lobules within the brain. This sets a precedent
for its application to other lobules within the brain, which shall be described in Chapter 5.
Chapter 5
Quantifying Hyperintensity in PFS on
Longitudinal MRI
5.1 Introduction
Although PFS is a post-surgical complication, the exact underlying pathophysiological
mechanism remains unclear, although it is widely considered to involve disruption of the
proximal efferent cerebellar pathways (pECP) that connect the cerebellum to the forebrain. In
order to reduce the incidence of PFS and manage children with this disorder, it is important to
identify imaging biomarkers that are associated with it. Based on the qualitative interpretation
of imaging and clinical experience at Alder Hey’s Childrens Trust, our hypothesis is that
there is a correlation between PFS and the occurrence of hypertrophic olivary degeneration
(HOD) in structures known as the inferior olivary nuclei (ION). These structures, shown in
Figure 5.1, are paired nuclei in the brain stem which send efferent outputs to the cerebellum,
and receive inputs from the pECP. HOD is exhibited as an increase in size and intensity of
the ION on an MR image which in routine clinical practice is identified qualitatively by
a neuroradiologist. [13] Qualitatively HOD appears a number of months after surgery on
routine post-operative surveillance imaging, that is well after the patient is diagnosed with
PFS. We thus hypothesise that HOD represents the "smoking gun" that a preceding damaging
event to the relevant pathways connected to the ION has occurred.
Intra-operative MRI (IoMRI) is increasingly used to ensure the tumour is removed safely,
for example in the resection of posterior fossa tumours. IoMRI is used during posterior
fossa tumour resection. The use of IoMRI increases the likelihood that the entire tumour
is removed and hence increases the likelihood of success after surgery [48, 49] but PFS
can occur after attempting total resection of tumour causing injury to important structures.
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(a) (b)
Fig. 5.1 Hypertrophic olivary degeneration: (a) unilateral case and (b) bilateral case.
Furthermore, the final MR scan acquired using IoMRI provides quantitative information
about the state of the ION immediately after the surgical procedure.
In the present study, we propose the quantification of HOD using longitudinal imaging
features in the aim of identifying imaging features that correlate with the incidence of PFS in
children. The aim was to analyse and compare imaging features in the ION on a longitudinal
MRI dataset with the intention of establishing a link between PFS and HOD. Association of
HOD and PFS will add to the existing evidence on the development of PFS and potentially
lead to a deeper understanding of the pathogenesis of the syndrome. Segmentation was
applied to the IONs on each image in the longitudinal datasets and quantitative features were
chosen to describe longitudinal changes in the area and intensity of the left and right ION.
Feature selection techniques were applied to these features in order to identify the optimal
feature set. A classification model was applied to the original feature set as well as the
optimised feature subsets to demonstrate the improvement in classification accuracy when
using the optimised feature subsets.
5.2 Study Dataset
The dataset was compiled from 28 of patients treated for various histological types of posterior
fossa tumours at Alder Hey Children’s Hospital between 2007 and 2013. The patients were
aged between 8 months and 18 years old (at surgery), nine of whom were diagnosed with
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Table 5.1 Patient longitudinal dataset
Pt Image acquisition: days after surgery Gender Age HOD Bi-l Uni-l PFS
1 1 110 194 / / / M 4 0 0 0 0
2 121 205 289 401 / / F 7 1 1 0 0
3 120 204 288 400 / / M 6 0 0 0 0
4 1 77 118 / / / F 0 0 0 0 0
5 1 98 231 413 / / F 4 0 0 0 0
6 -30 0 175 287 403 / F 4 0 0 0 0
7 143 318 437 / / / M 3 1 1 0 0
8 118 278 481 / / / M 7 1 0 1 0
9 176 260 372 / / / F 7 1 1 0 1
10 189 273 357 / / / F 7 1 0 1 0
11 -1 2 96 193 216 334 M 3 0 0 0 0
12 91 228 351 / / / F 8 1 1 0 1
13 18 21 165 228 / / F 14 1 0 1 0
14 IO1 76 87 28 60 / F 2 0 0 0 0
15 136 257 440 / / / F 5 1 1 0 0
16 89 285 / / / / M 1 0 0 0 0
17 313 481 / / / / F 6 1 1 0 1
18 IO1 110 446 / / / F 10 0 0 0 0
19 124 288 481 / / / M 17 1 1 0 1
20 97 181 321 / / / F 12 1 1 0 1
21 IO1 IO2 108 255 445 / M 11 0 0 0 0
22 IO1 IO2 125 / / / M 3 0 0 0 0
23 131 299 / / / / F 15 1 1 0 1
24 IO1 19 201 322 / / F 14 0 0 0 0
25 -2 IO1 IO2 173 509 / M 13 0 0 0 0
26 184 228 / / / / F 3 1 0 1 1
27 IO1 IO2 178 273 424 / M 8 0 0 0 1
28 IO1 1 110 292 / / F 7 0 0 0 1
Key
HOD Presence of HOD 1 = yes, 0 = no
Bi-l Presence of Bilateral HOD 1 = yes, 0 = no
Uni-l Presence of Unilateral HOD 1 = yes, 0 = no
PFS PFS diagnosis 1 = yes, 0 = no
PFS as reported qualitatively by a consultant neuroradiologist who was blinded to the child’s
neurological condition. There exist two schema for diagnosis: sensitive PFS and specific
PFS. This study is based on correlating HOD to the specific diagnosis, however it is worth
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noting that two additional patients within the dataset were also diagnosed with sensitive PFS.
The methodology of the study did not fulfil the criteria for research ethics approval and was
given institutional approval by the Director of Research at Alder Hey Children’s Hospital.
Thirteen of these patients exhibited HOD, nine bilaterally (in both ION) and four unilater-
ally (in either the left or right ION). Follow up MR images during one year post-surgery were
reviewed and up to five MR images were acquired longitudinally for each patient across their
treatment. A small subset of these datasets included intra-operative MR images. Table 5.1
describes the MR dataset acquired for each patient, showing the number of days after surgery
when an MR image was acquired. Negative numbers indicate a pre-operative MR image,
whilst intra-operative scans are indicated as IO1 or IO2. Intra-operative scans were acquired
to determine whether the surgical aim had been achieved. If the surgical aim was not achieved
some patients had further resections and intra-operative scans. The first intra-operative scan
is indicated as IO1 and the second intra-operative scan is indicated as IO2. Pre-operative
scans acquired on the day of the surgery are indicated as 0. Most patients were followed-up
every three months, whilst others with potentially malignant tumours were followed-up more
frequently. A mean of 4±1 MR images were acquired for each patient with a mean time
interval of 109± 62 days between each image acquisition. The age column refers to the
patient’s age at surgery. Patients who were diagnosed with HOD (as determined by expert
radiological assessment) are indicated as a 1, whilst those who did not develop HOD are
indicated as a 0. Similarly for whether HOD occurred bilaterally (Bi-l) or unilaterally (Uni-l),
and whether the patient was clinically diagnosed with PFS by a neurologist.
T2 weighted sequences from the pre-, intra- and post-operative scan were used to evaluate
for HOD and the following parameters were used: TR = 4485 ms, TE = 11ms, slice thickness
= 6mm, number of slices = 20, time-step = 4.49 s. The pre-operative and post-operative MR
images were acquired using 1.5T or 3T magnets. Intra-operative MR images were acquired
using 3T magnets. This modality was used due to its ability to identify cerebrospinal
fluid, blood and oedema as increased grey-level intensity. The T1 MR images obtained for
these patients were not analysed as they do not provide sufficient information relating to
hypertrophy in the ION.
T2 volumetric imaging is not routinely used as it is time consuming and prone to
movement associated artefacts. Instead, axial T2 spin-echo sequences were used to evaluate
for HOD as they result in the best signal and contrast resolution to assess the ION. These
T2 MR images were acquired in Spiral MRI which captures the k-space through a spiral
trajectory. This method of acquisition is fast and results in high in-plane spatial resolution,
giving improved resolution of small structures within the brain, specifically the ION. [40, 41]
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5.3 Methodology
The aim of this study is to identify biomarkers that correlate with the development of PFS
following tumour resection surgery in the posterior fossa. In order that these biomarkers may
aid understanding of the pathogenesis of PFS, techniques have been chosen to ensure that
comprehensibility of imaging and clinical features is retained throughout the pipeline. This
study consists of four stages: Image Pre-Processing, Feature Extraction, Feature Selection
and Classification. The features were chosen to quantify HOD, namely an increase in
intensity and size, in the left or right ION.
5.3.1 Segmentation
In order to extract information (features) about each ION it was necessary to segment these
structures on the MR images. Images were acquired with spiral MRI, therefore a full
volumetric representation was not obtained. For this reason segmentation was performed on
two-dimensional image slices.
The non-HOD ION cannot be clearly delineated by the naked eye on MRI. This is due to
very low contrast with the surrounding tissue as well as its relatively small cross-sectional
area. For this reason, segmentation was carried out using a semi-automated seed-growing
technique in two-dimensional space. The right and left ION were segmented separately.
Images were registered to Talaraich space, using a rigid body affine transformation, with
intensity scaling, prior to segmentation.
The segmentation process used is the one described in Section 4.3, as shown by Equa-
tion 5.1 and Equation 5.2, and consists of three main steps: (1) an arbitrary seed-point within
the ION was manually identified using prior anatomical knowledge - the IONs are on the
anterior part of the brain stem, located on either side of its mid-line (when the IONs are
hypertrophic their grey-level intensity is relatively higher than surrounding brain stem tissue
and are therefore easier to identify) (2) region growing from a seed-point, with intensity Is,
was performed by analysing pixels in a search space of a 4mm radius, in order to encapsulate
the whole ION; a pixel within the search space is included in the region of interest (ROI)
if its grey-level intensity, Ip, lies within the range [Is T, Is+T ], and its difference from
adjacent pixels, Ia, lies within the range [Ip T, Ip+T ], where T is a threshold that was varied
between 12 and 16 heuristically (T 2 [12,16]) until the ROI did not vary in shape or size
[66]; (3) the application of Gaussian smoothing using a full width at half maximum of 4mm
and a threshold of 0.5 [66]. The parameters for this process were determined empirically,
following the proof-of-concept study for this segmentation technique presented in Section
4.3.
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Is T < Ip < Is+T (5.1)
Ia T < Ip < Ia+T (5.2)
These steps are applied iteratively until no further change occurs in the region of interest.
The segmentation process was carried out three times for each MR image in order to assess
intra-observer variability. The first segmentation dataset was validated and amended by an
expert neuroradiologist. This introduced a measure of inter-observer variability as the first
segmentation test set was expertly validated, whilst the other two segmentation test sets were
not.
5.3.2 Feature Extraction
Once the desired region was segmented it was possible to extract a set of features from each
ION. HOD is characterised by an increase in volume of the ION which can be seen as both
an enlargement and an increase in signal intensity on a T2-weighted MR image. Imaging
features related to an increase in size and image intensity are extracted from the MR images.
The area of the left and right IONs are obtained as well as the contrast between the left and
right ION and surrounding brain stem tissue within the same MR image slice.
The contrast was calculated using the definition of Weber contrast (Equation 5.3) where
IIONrefers to the mean grey level intensity of the ION and Ib refers to the mean grey level
intensity of the surrounding tissue.
W =
IION  Ib
Ib
(5.3)
For each MRI, the contrast of both the left and right ION was calculated separately. The
segmentation of the left and right ION is demonstrated in Figure 5.2.
The imaging features are chosen to relate to physiological characteristics of HOD, namely
a change in intensity with respect to surrounding brain stem tissue and an increase in area
of the left and right ION respectively. It was desired to quantify these characteristics
longitudinally.
The contrast, defined in Equation 5.3, for both the left and right ION, CL and CR, was
obtained for up to 6 MR images per patient acquired at different time points throughout each
patient’s treatment. The mean gradient of contrast against time was calculated, symbolised
by mean(DCLDt ) and mean(
DCR
Dt ), respectively. The variance of gradient of contrast against
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(a) (b)
Fig. 5.2 Segmentation of Inferior Olivary Nuclei (delineated in black): (a) unilateral case
and (b) bilateral case.
time, var(DCLDt ) and var(
DCR
Dt ), was also calculated across each patient’s longitudinal set of
MR Images.
Similarly the area of the ION was calculated from each MRI and the mean slope and
variance across each longitudinal dataset for the left and right ION separately. These values
are symbolised by mean(DALDt ), mean(
DAR
Dt ), var(
DAL
Dt ) and var(
DAR
Dt ).
The aforementioned features based on the mean gradient are described mathematically by
Figure 5.3 and Equation 5.4, in which X representsCL,CR, AL and AR and the time represents
the days after surgery at which the MR image was acquired (from which the imaging data
was obtained). The features based on the variance were calculated on the same basis.
mean
✓
DX
Dt
◆
=
1
n 1
✓
X(t1) X(t0)
t1  t0 +
X(t2) X(t1)
t2  t1 + ...+
X(tn) X(tn 1))
tn  tn 1
◆
(5.4)
Features determined by expert radiological assessment of each MR image were also
included, namely whether HOD is present (1) or not (0), whether HOD is present unilaterally
(1) or not (0) and whether HOD is present bilaterally (1) or not (0). The neuroradiologist
was blinded to the PFS status of the patient. It is important to note that these features are not
mutually exclusive and the lack of presence of HOD bilaterally may imply either unilateral
HOD or no HOD.
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Fig. 5.3 The graph of general Parameter ’X’ against Time (days after surgery)
Table 5.2 Features included
Feature Definition
1 mean(DCL/Dt)
2 var(DCL/Dt)
3 mean(DAL/Dt)
4 var(DAL/Dt)
5 mean(DCR/Dt)
6 var(DCR/Dt)
7 mean(DAR/Dt)
8 var(DAR/Dt)
Feature Definition
9 Presence of HOD
10 Bilateral HOD
11 Unilateral HOD
12 Enlargement
13 Gender
14 Age at Surgery
15 Random Noise 1
16 Random Noise 2
The features included are shown in table 5.2. Features (1) to (8) are obtained from MR
data, features (9) to (14) represent clinical data. Features (15) and (16) represent random
noise added in order to assess the discriminative ability of the feature selection algorithms
used later.
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5.3.3 Feature Selection
Dimensionality reduction techniques, such as Principal Component Analysis (PCA), result
in loss of comprehensibility from the point of view of a clinical practitioner [186], rendering
it inappropriate for this application due to the need for medics and clinicians to interpret
results. PCA identifies linear combinations of features as opposed to discrete ones and is
therefore less applicable to diagnosis.
From a machine learning perspective, to avoid the classifier overfitting the data, in the
case of too many features, it is desirable to use only the most relevant features in classifying
data into two groups: patients who have developed PFS and those who have not. We however,
have an additional motivation; the determination of diagnostically-relevant medical indicators.
This is known as Feature Selection and can be carried out using Filter or Wrapper Methods
[187, 188].
In general, the problem of feature selection is NP-hard, and therefore intractable for large
datasets. Various techniques have therefore been applied, however, these are all prone to
local minima. The most common techniques used to identify the salient features out of the
full feature set are: random subset feature selection (RSFS), sequential forward selection
(SFS) and sequential floating forward selection (SFFS) [191, 193].
For each feature selection algorithm a subset of features is chosen and classification
is carried out as a criterion for selecting the optimal features. A k-Nearest Neighbour (k-
NN) classifier was used in each algorithm as it is a generative technique which follows the
underlying distribution of data. In a k-NN classifier a training set of data values (or feature
vectors) is plotted in a n-dimensional feature space (where n is the number of features). Each
feature vector is labelled with its class label, that is PFS or non-PFS. Following the storing of
the feature vectors and the corresponding class labels, a candidate feature vector (or query
point), without a label is also plotted in the n-dimensional feature space, and is given a label
based on the k closest training feature vectors.
The value of k is predefined, and the distance metric used to calculate the distance
between the candidate feature vector and the k closest neighbours is the Euclidean distance,
described in Equation 5.5. This function computes the straight line distance between the
training point p and the test point q, for n-dimensional data. A support vector machine
(used for classification in Section 5.3.4) was inadequate for this task as it is a discriminative
technique and hence better suited for binary diagnostic classification.
d(p,q) =
s
n
Â
i=1
(pi qi)2 (5.5)
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The relevance of each feature was scored using an unweighted average recall (UAR). The
recall, also referred to as the sensitivity or the true positive rate, is a measure of the number
of times a PFS patient was correctly classified by the k-NN classifier using the feature subset
being tested by the feature selection algorithms [191, 193].
RSFS chooses a random subset of features from the entire feature set, the size of which is
equal to the square root of the total number of features. A k-NN classification using three
neighbours is carried out repeatedly on this chosen subset. Each feature is given a relevance
score which is continuously updated according to its inclusion in the random subsets which
perform well [191, 192]. The relevance values of each feature are compared to random
walk statistics and good features are chosen accordingly. The algorithm is carried out until
the stopping criterion is reached, that is, if the size of the final feature set (consisting of
the features with the highest relevance scores) has not changed by more than 0.5% in the
previous 1000 iterations, or if the maximum number of iterations (300, 000) is reached. The
RSFS algorithm was carried out 100 times, each time randomly dividing the dataset in two.
Unlike RSFS, SFS starts off with an empty data set. One feature is added at a time
and a feature is kept or discarded depending on whether it yields the best classification
performance when used together with the previously chosen features. SFS also makes use of
k-NN classifier on the feature subset in order to obtain a classification score. Low-scoring
features were discarded. In SFFS an attempt is made at finding the least useful feature in
order to discard it from the final feature set. This process is repeated until the evaluation score
becomes (and remains) better than the previous best score using a feature set of the same
size. [191, 193] Both the SFS and SFFS algorithms were carried out using 3 neighbours, 4
neighbours, 5 neighbours and 6 neighbours. This process was carried out 100 times and the
average relevance scores were calculated.
All three feature selection methods were carried out on three separate segmentation
test sets in order to assess differences in scores that may arise due to intra-observer and
inter-observer variability.
5.3.4 Classification
Binary classification was carried out in order to assess the discriminative ability of the most
relevant features chosen in the previous stage of the study. The aim is to classify patients into
two groups: patients who developed PFS and patients who had not developed PFS.
Two different feature subsets were used; the first subset included the entire feature set
whilst the second subset included the most relevant features chosen by the RSFS, the SFS
and SFFS algorithms. A simple linear non-kernelised support vector machine (SVM) was
used to perform the classification task.
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A Support Vector Machine (SVM) is a state of the art classification model used for binary
classification when the dataset falls into two main categories (SVMs)[196, 197]. SVMs
are suitable for this dataset as they are relatively robust to small numbers of samples each
possessing a large number of variables. An SVM classifier plots each feature vector in
the training set into n-dimensional space, where n is the number of features in the feature
space. The class labels (PFS and non-PFS) associated with each feature vector are also noted.
The SVM then finds the hyperplane that best separates the PFS and non-PFS patients in
n-dimensional space. A query feature vector, that is a subject/patient from the test set, is also
plotted in the n-dimensional space, as is assigned a class label, that is it is classified as PFS
or non-PFS, based on which side of the hyperplane it lies in.
Due to the small size of the dataset it was not feasible to split the data into a training
dataset and test dataset. Since there is no natural division between training and test sets
within the data, the most efficient and suitable way to maximise the use of this small dataset,
was to implement a leave-M-out cross-validation (LMOCV). In this validation technique
M observations are omitted from the entire set for training purposes; the M observations
are then used as the test set; this process is repeated a number of times in order to obtain
a mean value for the area under the curve (AUC) and the accuracy of the SVM classifier.
A leave-8-out cross-validation for each feature subset was carried out 100,000 times. For
each permutation the SVM bias was varied between -4 and 4, in increments of 0.2. The
false positives and the false negatives were obtained for each bias point, and a mean of these
values across all the permutations was obtained. Receiver operating characteristic (ROC)
graphs, displaying the false positives against the true positives, were plotted in order to assess
the difference in classification accuracy when using different feature subsets; the area under
the ROC curves was obtained. A leave-one-out cross-validation was carried out for all the
patients (28 times) in order to obtain a mean accuracy score for each feature subset.
5.4 Results
Figure 5.4 displays the segmentation results on three consecutive MR images for patient
2, who was not diagnosed with PFS but exhibited bilateral HOD. Figure 5.5 displays the
segmentation results on three consecutive MR images for patient 7, who was diagnosed with
PFS and exhibited bilateral HOD.
Table 5.3 displays the mean, µ and standard deviation, s , for features 1 to 8, for
segmentation test sets 1, 2, and 3.
Table 5.4 shows the relevance scores calculated by the random subset feature selection
(RSFS) algorithm. Table 5.5 displays the relevance scores calculated by the sequential
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Fig. 5.4 Patient 2: Segmentation of the left and right IONs on three consecutively acquired
MR images; Bilateral HOD, Non-PFS.
Table 5.3 The mean and standard deviation of the imaging features, for segmentation test
sets 1, 2, and 3
µ±s(x10 4)
Feature 1 2 3 4
Test mean(DCL/Dt) var(DCL/Dt) mean(DAL/Dt) var(DAL/Dt)
1  2.26±4.17 75.48±82.89 0.51±1.41 10.17±19.58
2  1.64±3.19 80.13±91.00  0.23±0.78 3.59±3.36
3  1.21±4.45 66.30±56.75 0.85±1.18 7.43±11.64
µ±s(x10 4)
Feature 5 6 7 8
Test mean(DCR/Dt) var(DCR/Dt) mean(DAR/Dt) var(DAR/Dt)
1  1.20±5.64 105.49±96.98 0.63±1.49 12.40±25.55
2 1.16±6.35 89.29±107.60 0.04±0.93 3.79±2.85
3  0.20±5.08 86.10±66.81 0.34±1.14 6.85±12.13
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Fig. 5.5 Patient 7: Segmentation of the left and right IONs on three consecutively acquired
MR images; Bilateral HOD, PFS.
Table 5.4 The relevance scores calculated by the random subset feature selection algorithm
Average Relevance Score over 100 iterations
Feature Key
Test 1 2 3 4 5 6 7 8
1 6.22 1.61 1.08 1.81 1.64 0.23 0.65 0.11
2 8.99 0.09 0.31 1.41 1.03 0.20 0.28 1.22
3 10.03 1.24 0.00 0.42 0.00 0.12 1.62 0.15
Average Relevance Score over 100 iterations
Feature Key
Test 9 10 11 12 13 14 15 16
1 1.06 0.94 0.16 0.03 0.42 0.09 0.00 0.00
2 0.92 1.77 0.27 0.10 1.28 0.30 0.00 0.00
3 1.19 1.46 0.00 0.00 0.18 0.59 0.00 0.00
forward selection (SFS) algorithm and Table 5.6 displays the relevance scores calculated by
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the sequential floating forward (SFFS) algorithm using a k-NN classifier with 3, 4, 5 and 6
neighbours; these algorithms yielded very similar results. Feature 1 consistently obtained the
highest score for all feature selection techniques.
Table 5.5 The average relevance scores calculated by the sequential forward selection algo-
rithm over 100 iterations
Average Relevance Score over 100 iterations
Test Feature Key k=3 k=4 k=5 k=6
1 1 68.38 72.68 74.10 71.37
2 1 77.93 76.04 73.37 69.77
3 1 85.10 85.31 85.87 86.34
Table 5.6 The average relevance scores calculated by the sequential floating forward selection
algorithm over 100 iterations
Average Relevance Score over 100 iterations
Test Feature Key k=3 k=4 k=5 k=6
1 1 68.88 75.32 73.88 73.22
2 1 76.75 77.56 74.34 71.48
3 1 84.98 85.18 85.87 86.39
Figures 5.6, 5.7 and 5.8 show the data distribution histograms for Feature 1 (mean
change in contrast in the left ION) against the class label (Non-PFS = 1; PFS = 2), for test
sets 1, 2, and 3 respectively.
Figures 5.9, 5.10 and 5.11 show the data distribution histograms for Feature 3 (mean
change in area in the left ION) against the class label (Non-PFS = 1; PFS = 2), for test sets 1,
2, and 3 respectively.
Figures 5.12, 5.13 and 5.14 show the data distribution histograms for Feature 5 (mean
change in contrast in the right ION) against the class label (Non-PFS = 1; PFS = 2), for test
sets 1, 2, and 3 respectively.
Figures 5.15, 5.16 and 5.17 show the data distribution histograms for Feature 7 (mean
change in area in the right ION) against the class label (Non-PFS = 1; PFS = 2), for test sets
1, 2, and 3 respectively.
Figure 5.18 demonstrates the receiver operating characteristic curve for the SVM classifier
used on the full feature dataset and Feature 1, the most relevant feature found using the RSFS,
SFS and SFFS algorithms.
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Fig. 5.6 The data distribution histogram: Test Set 1 Feature 1: Mean Change in Contrast in
the Left ION against Class Label (Non-PFS = 1; PFS = 2)
Table 5.7 Area under the curve and accuracy for the SVM classifier used on: the full feature
dataset and Feature 1 on Test sets 1, 2, and 3
Area Under the Curve Accuracy (%)
Test Full Feature Set Feature 1 Full Feature Set Feature 1
1 0.74 0.89 78.57 89.29
2 0.62 0.85 75.00 78.57
3 0.64 0.89 71.43 85.71
Average 0.67 0.88 75.00 84.52
Table 5.7 reports the area under the curve (AUC) for the SVM classifier for all three
segmentation test sets carried out on the full feature set and Feature 1, as well as the average
AUC and accuracy for the full feature set and Feature 1. A paired t-test was carried out to
calculate the significance of the difference between the AUCs of the three ROC curves when
considering Feature 1, and the three ROC curves when considering the whole feature set for
test sets 1, 2, and 3. The confidence interval was taken to be 95%. The two-tailed p-value
was found to be 0.01.
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Fig. 5.7 The data distribution histogram: Test Set 2 Feature 1: Mean Change in Contrast in
the Left ION against Class Label (Non-PFS = 1; PFS = 2)
Fig. 5.8 The data distribution histogram: Test Set 3 Feature 1: Mean Change in Contrast in
the Left ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.9 The data distribution histogram: Test Set 1 Feature 3: Mean Change in Area in the
Left ION against Class Label (Non-PFS = 1; PFS = 2)
Fig. 5.10 The data distribution histogram: Test Set 2 Feature 3: Mean Change in Area in the
Left ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.11 The data distribution histogram: Test Set 3 Feature 3: Mean Change in Area in the
Left ION against Class Label (Non-PFS = 1; PFS = 2)
Fig. 5.12 The data distribution histogram: Test Set 1 Feature 5: Mean Change in Contrast in
the Right ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.13 The data distribution histogram: Test Set 2 Feature 5: Mean Change in Contrast in
the Right ION against Class Label (Non-PFS = 1; PFS = 2)
Fig. 5.14 The data distribution histogram: Test Set 3 Feature 5: Mean Change in Contrast in
the Right ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.15 The data distribution histogram: Test Set 1 Feature 7: Mean Change in Area in the
Right ION against Class Label (Non-PFS = 1; PFS = 2)
Fig. 5.16 The data distribution histogram: Test Set 2 Feature 7: Mean Change in Area in the
Right ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.17 The data distribution histogram: Test Set 3 Feature 7: Mean Change in Area in the
Right ION against Class Label (Non-PFS = 1; PFS = 2)
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Fig. 5.18 The receiver operating characteristic (ROC) curve for the SVM classifier used on:
the full feature dataset and Feature 1 on Test sets 1, 2, and 3
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5.5 Discussion
The results yielded by the RSFS algorithm in Table 5.4 indicate Feature 1 as the most
relevant feature, scoring higher than all other features considered in this study. This feature
corresponds to the mean slope of contrast in the left nucleus. The score for this feature in
each test set was 6.22, 8.99, and 10.03 for test sets 1, 2, and 3, respectively. These scores
are at least 5 times higher than the scores for all the other features in the full feature set. In
RSFS, the relevance score obtained is accumulated as features are repeatedly included in
high-performing feature subsets. A feature is considered to be highly relevant when it scores
in comparison to other features, such as in the case of Feature 1.
These results indicate changes in contrast in the left ION as the most relevant feature
correlating with the development of PFS. This implies that change in intensity of the left
ION as seen on MRI is highly correlated to the presence of PFS. This quantified contrast in
the left ION from patient MR is at least six times as predictive as the diagnosis of HOD made
by radiological assessment as a predictor of PFS. Feature 1 is linked to HOD, as a high value
for mean(DCLDt ) indicates increasing hyperintensity over time in the left ION and therefore
the presence of HOD in the left ION. This finding suggests that an overall increase in
contrast over time between the left ION tissue and surrounding brain stem tissue indicates the
development of PFS, irrespective of whether the HOD is unilateral or bilateral, and whether
the left or the right ION is brighter at any point throughout the patient’s treatment. These
findings are in keeping with the results of a recent study where damage to the right efferent
cerebellar pathway, which communicates with the left ION, had a significant association
with the development of PFS. [13, 215, 27]
The results yielded by SFS and SFFS, shown in Table 5.5 and table 5.6, also indicate
Feature 1 as the most relevant feature, with all other features scoring negligible relevance
scores in comparison to Feature 1. Feature 1 consistently scored 68.38 or higher throughout
all four tests (k =3,4,5 and 6) for all the segmentation test sets. The relevance scores for
the other features in the feature set scored at least 70 times lower. This further proves the
relevance of an increase in intensity of the left ION in the onset of PFS.
It should be noted that the search strategies used in this study are not optimal and are
prone to local minima, with the exception of SFFS which makes an attempt at eliminating
irrelevant features by carrying out a backward search in addition to the forward search.
Notwithstanding this, the feature selection methods carried out in this study are suitable
in a clinical scenario, more so than other methods, such as PCA, as the features retain
interpretability after the feature selection techniques are applied.
Figures 5.6 to 5.17 show the data distribution histograms against class label for the
imaging features related to HOD, that is an increase in size and intensity of the ION. It
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is evident that Feature 1, the mean change in contrast in the left ION, demonstrates data
separability of PFS and non-PFS patients in Test Set 1 and Test Set 3. The mean change in
area in the left ION, does not yield class separability, as reflected by the SFS, SFFS, and
RSFS feature selection results. The separability of the equivalent features in the right ION,
Feature 5 and Feature 7, were also plotted. Neither of these features displayed separability in
any of the test sets.
The results yielded by the SVM classifier, shown in Figure 5.18, show an increase
in classifier accuracy as the least diagnostically relevant features were eliminated. The
SVM classifier reached an accuracy of 89.29%, 78.57% and 85.71%, respectively for each
segmentation test set, when the only feature included was the one selected by the RSFS, SFS
SFFS algorithms, that is, quantified contrast in the left ION. The area under the curve was
also optimised when classification was carried out using Feature 1, with values of 0.89, 0.85,
and 0.89 for segmentation test sets 1, 2, and 3, respectively.
From table 5.7, it is evident that for each segmentation test set the AUC and the accuracy
is increased when only Feature 1 is used. The p-value measuring the difference between
the AUCs for the full feature set and the AUCs for Feature 1 is statistically significant by
conventional criteria. This implies that the performance of the SVM classifier is improved if
only Feature 1 is considered.
The average slope of contrast in the left ION is obtained by image analysis and is
therefore objective, whilst the diagnosis of HOD (by radiological assessment) is made by
human assessment and is subjective and prone to human error. This shows that quantified
contrast in the left ION can be used as a biomarker for PFS following posterior fossa
tumour resection. This is one of the pioneering studies correlating HOD and PFS using
semi-automated image analysis. A previous study exists, however it did not make use of
semi-automated image analysis and instead relied on human observation to identify HOD in
each MRI. Such analysis is subjective and prone to human error [13].
5.6 Conclusion
The aim of the experiment was to investigate the link between PFS and HOD in order to build
upon the existing evidence on the development of PFS and to lead to a deeper understanding
of the pathogenesis of the syndrome. A dataset of 28 patients was included in this study.
The main contribution of this work consists of the quantification of HOD using automated
imaging feature extraction to describe changes in intensity and size of the ION longitudinally.
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This study has identified intensity, or mean(DCLDt ), in the left inferior olivary nucleus (ION)
as the most diagnostically relevant feature that correlates with the development of posterior
fossa syndrome (PFS) following tumour resection in the posterior fossa.
Other features, including clinical features, consistently scored lower than the average
slope of contrast in the left ION, throughout this study. Our findings indicate that the presence
of HOD, specifically in the left ION, is highly associated with the onset of PFS following
tumour resection surgery in the posterior fossa. These findings lend quantitative support to
our hypothesis that there is a correlation between PFS and the occurrence of HOD following
tumour resection in the posterior fossa, based on qualitative assessment of imaging. These
results suggest common anatomical substrates are involved in the development of PFS and
HOD and indicate an element of laterality in the development of this syndrome. This is the
first study to quantify HOD using semi-automated image analysis adding reproducible and
quantitative evidence to the proven hypothesis that HOD correlates with PFS.

Chapter 6
Identifying PFS Biomarkers on
Longitudinal MRI
6.1 Introduction
This study aims to identify potential imaging biomarkers of PFS in children through a fully
automated process which is not hypothesis driven. In order to do so, it was desired to
analyse changes within the brain stem and the cerebellum longitudinally in three-dimensional
space. The deformation within the brain following tumour resection are also thought to
contribute to the patient’s recovery after surgery. This study aims to identify the role of
post-operative displacement within the brain and its relation to PFS. It was desired to carry
out the analysis automatically, however, the MR image dataset posed a number of difficulties.
The post-operative MR images were acquired in the T2 modality, which is ideal for imaging
hypertrophy, however they were acquired in Spiral MR and were not volumetric images.
In this study segmentation was applied to the cerebellum and brain stem on each image
in the longitudinal datasets. Instead of choosing quantitative features to describe longitudinal
changes, feature extraction was performed in a blinded and automatic fashion, in a manner
which is not hypothesis driven. Features were obtained directly from the MR images as
well as from the deformation field obtained as a result of registering the MR images to a
cerebellum template. In the former case the features consisted of an optimised set of image
intensity values, following PCA dimensionality reduction, and in the latter case the features
consisted of an optimised subset of the Jacobian of three-dimensional deformation fields.
Feature selection techniques were applied to these features in order to identify the optimal
feature set. A kernelised classification model was applied to the original feature set as well
as the optimised feature subsets in order to demonstrate the improvement in classification
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accuracy when using the optimised feature subsets as well as to validate the optimised feature
subset.
6.2 Study Dataset
The dataset was compiled from 40 patients who were treated for various histological
types of posterior fossa tumours at Alder Hey Children’s Hospital between 2007 and 2013.
The patients were aged between 8 months and 18 years of age (at surgery), seven of whom
were diagnosed with PFS, the diagnosis of which was made by a neurologist following the
review of clinical documentation. This study is based on correlating HOD to the specific
diagnosis of PFS, as was done in Chapter 5, however it is worth noting that two additional
patients within the dataset were also diagnosed with sensitive PFS. The methodology of
the study did not fulfil the criteria for research ethics approval and was given institutional
approval by the Director of Research at Alder Hey Children’s Hospital.
Thirteen of these patients exhibited HOD, nine bilaterally (in both ION) and four unilater-
ally (in either the left or right ION). Follow up MR images during one year post-surgery were
reviewed and up to five MR images were acquired longitudinally for each patient across their
treatment. A small subset of these datasets included intra-operative MR images. Table 5.1
describes the MR dataset acquired for each patient, showing the number of days after surgery
when an MR image was acquired. Negative numbers indicate a pre-operative MR image,
whilst intra-operative scans are indicated as IO1 or IO2. Intra-operative scans were acquired
to determine whether the surgical aim had been achieved. If the surgical aim was not achieved
some patients had further resections and intra-operative scans. The first intra-operative scan
is indicated as IO1 and the second intra-operative scan is indicated as IO2. Pre-operative
scans acquired on the day of the surgery are indicated as 0. Most patients were followed-up
every three months, whilst others with potentially malignant tumours were followed-up more
frequently. A mean of 4±1 MR images were acquired for each patient with a mean time
interval of 109± 62 days between each image acquisition. The age column refers to the
patient’s age at surgery. Patients who were diagnosed with HOD (as determined by expert
radiological assessment) are indicated as a 1, whilst those who did not develop HOD are
indicated as a 0. Similarly for whether HOD occurred bilaterally (Bi-l) or unilaterally (Uni-l),
and whether the patient was clinically diagnosed with PFS by a neurologist.
T2 weighted sequences from the pre-, intra- and post-operative scan were used to evaluate
for HOD and the following parameters were used: TR = 4485 ms, TE = 11ms, slice thickness
6.3 Methodology 103
= 6mm, number of slices = 20, time-step = 4.49 s. The pre-operative and post-operative MR
images were acquired using 1.5T or 3T magnets. Intra-operative MR images were acquired
using 3T magnets. This modality was used due to its ability to identify cerebrospinal
fluid, blood and oedema as increased grey-level intensity. The T1 MR images obtained for
these patients were not analysed as they do not provide sufficient information relating to
hypertrophy in the ION.
Volumetric MR imaging is not routinely used in paediatric MR imaging, as it is time
consuming and prone to movement associated artefacts. Instead, axial T2 spin-echo sequences
were used to evaluate for HOD as they result in the best signal and contrast resolution to
assess the ION. These T2 MR images were acquired in Spiral MRI which captures the
k-space through a spiral trajectory. This method of acquisition is fast and results in high
in-plane spatial resolution, giving improved resolution of small structures within the brain,
specifically the ION. [40, 41]
6.3 Methodology
The aim of this study is to identify biomarkers in 3D space that correlate with the development
of PFS following tumour resection surgery in the posterior fossa. The main approach of this
study was to ensure that the entire cerebellum and brain stem were assessed longitudinally.
The design of the pipeline ensured that comprehensibility of imaging features was maintained.
The pipelines of this study was based on that of the previous study, however the techniques
were adapted to analyse the dataset both in 3D space, as well as longitudinally over time. The
main stages of this pipeline are: Image Pre-Processing, Feature Extraction, Feature Selection
and Classification. The entire pipeline was carried out automatically, and features were not
chosen manually. This ensured that the study was not biased to clinical hypotheses.
6.3.1 Image Processing
Prior to applying morphological processes to the MR Images, it was necessary to represent
the images in a uniform format. This was done to enable the registration and segmenta-
tion processes to be performed in a more robust manner and secondly in order that more
general processes can be applied to the dataset without having to make exceptions for the
discrepancies in the data.
In order to segment the cerebellum and brain stem from the MR images it was required
to map voxels in the MR images to voxels of a synthesised cerebellum and brain stem
template. The segmentation process assumes that consecutive MR slices are in proximity of
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Fig. 6.1 Trilinear interpolation coordinate space [126]
one another. For this reason the post-operative MR slices, which were acquired in Spiral 2D,
were re-sliced in order to acquire a volumetric representation of these images in 3D space.
Interpolated Reslicing and In-Filling of Post-operative MR Images
For the purpose of uniformity across each patient dataset it was desired to reslice each
post-operative MR image to match the resolution and voxel dimensions of the pre-operative
MR images in each dataset. This was carried out by projecting each MR slice into its correct
orientation in 3D space, resulting in gaps between the original MR slices. The MR image was
then resized to match the resolution and voxel dimensions of the volumetric pre-operative MR
image. A common method to perform interpolated reslicing and in-filling of sparsely sampled
volumetric MR images is the Sinc interpolation algorithm. This algorithm is only applicable
if the distance between consecutive MR slices satisfies Nyquist’s sampling theorem, which
states that the sampling rate of the original MR image must be equal to, or greater than,
twice the frequency of the resultant resliced MR image. Due to the large distance between
consecutive MR slices (6mm), adopting such an interpolation algorithm would result in
a resliced image which is still sparsely sampled, or attempting to produce an adequately
sampled volumetric MR image would result in aliasing in the sparsely sampled domain
(z-domain). For this reason the missing slices were then interpolated using the trilinear
interpolation algorithm explained in [216].
For an arbitrary point with coordinates x,y,z in the original MR space, lattice points above
and below each point (in each dimension) are created, forming part of a finer coordinate grid,
as shown in Figure 6.1. The lattice point above the original coordinate is defined as x0 and
the one below it is defined as x1. This concept holds for the y-plane and the z-plane.
The difference between the original point and the lattice points is defined in Equation 6.1
to Equation 6.3.
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xd =
x  x0
x1  x0 (6.1)
yd =
y  y0
y1  y0 (6.2)
zd =
z  z0
z1  z0 (6.3)
Considering the x-plane, the four new points surrounding the original x-coordinate are
given by Equation 6.4 to Equation 6.7, where I[x0,y0,z0] refers to the intensity value of the
original image at (x0,y0,z0).
c00 = I[x0,y0,z0](1  xd)+ I[x1,y0,z0](xd) (6.4)
c01 = I[x0,y0,z1](1  xd)+ I[x1,y0,z1](xd) (6.5)
c10 = I[x0,y1,z0](1  xd)+ I[x1,y1,z0](xd) (6.6)
c11 = I[x0,y1,z1](1  xd)+ I[x1,y1,z1](xd) (6.7)
The interpolation in the y-plane and z-plane are given by Equation 6.8 to Equation 6.9
and Equation 6.10 respectively.
c0 = c00(1  yd)+ c10yd (6.8)
c1 = c01(1  yd)+ c11yd (6.9)
c= c0(1  zd)+ c1zd (6.10)
Cerebellum Segmentation and Registration
Segmentation was performed on the brain in order to analyse the cerebellum in isolation.
The choice of a template both for segmentation and registration purposes poses several
difficulties:
1. The difference in imaging modalities gives rise to difficulties in matching similar
regions within the brain.
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2. Most templates, such as the MNI whole-brain template, lack definition in the deep
cerebellar nuclei and cerebellar fissures.
The most frequently used templated for brain imaging is the ICBM152 template which
defines the commonly known MNI space [217, 218]. This template was constructed by
obtaining the mean of 152 individual brains after these brains were normalised and corrected
for scaling, translation and rotation. However, this template is not sufficient for cerebellar
structures as it provides minimal contrast in this area of the brain. For this reason a high-
resolution atlas template of the cerebellum was used, named SUIT. This template was
constructed using the images of 20 young healthy brains. SUIT is spatially unbiased and the
locations of structures is matched to the expected location of these structures in MNI space,
however it provides better detail of cerebellar structures by using a non-linear atlas-generation
algorithm. This allows a more accurate intersubject-alignment including lobules and deep
cerebellar nuclei [219–222].
Both affine and non-linear normalisation of the brain to the NMI template leads to a
distance between the centre of mass of primary fissures and intra-biventer fissures within
the brain. The distance between these landmarks on two individual subjects is around 4mm
on average which is due to the large variability in the MNI’s template folding pattern of
the neo-cortex. The SUIT template preserves the anatomical detail of the cerebellum to a
much greater degree than the MNI template of the whole brain. The overlap of the fissures
are improved, reducing spatial variance of the distance of the centre of mass by 66%. The
overlap of the deep cerebellar nuclei is also superior to that of MNI space, which is of specific
relevance to this project as it provides accurate alignment of the inferior olivary nuclei [220].
The cerebellum segmentation implemented in this thesis is split into 5 steps:
Isolation: The entire brain MR image is segmented into white matter, grey matter and
cerebrospinal fluid by assigning a probability to each voxel. The volume is then cropped to
only include the voxels which are most likely to form part of the cerebellum and brain stem.
The SUIT toolbox includes an isolation algorithm that segments the brain based on tissue
type which is a diffeomorphic registration with Gauss-Newton optimisation. This algorithm
crops the part of the brain which includes the infra-tentorial structures and eliminates the rest.
It does this by computing the posterior probability of each voxel belonging to the posterior
fossa, based on the tissue-type within the voxel and the proximity of the voxel to cortical
matter. The probability map obtained is then thresholded at p>0.5 in order to determine
which pixels are more probably part of the brain stem and the cerebellum [220].
Registration: The voxel intensities are normalised to match the atlas template used in
the SUIT algorithm. The registration process is composed of an affine registration step and a
non-rigid registration step. The full brain MR image has been cropped in the previous step,
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and voxels have been labelled a priori according to tissue type, providing a basis for the first
step of the registration, which is a 12 degrees-of-freedom affine registration. Three of the
parameters are derived from the 3D translation, whilst the other 9 are derived from a matrix
combining rotation, scaling and shearing. These parameters are optimised by least-squares
minimisation. An affine transformation matrix is then extracted from the generalised affine
transformation [223].
The non-rigid registration is described by three properties: deformation field, cost func-
tion, and optimisation function. The deformation field is modelled by linear combinations of
low frequency components of the three-dimensional discrete cosine transform (DCT).
Equation 6.11 and 6.12 show how the DCT can be computed in one dimension, where
M defines the dimension of the DCT and J defines the number of low-frequency coefficients
used in each dimension [151]. Boundaries without constraints are modelled using thee-
dimensional cosine transforms and static boundaries are modelled using three-dimensional
discrete sine transforms.
bm,1 =
1p
M
m = 1...M (6.11)
bm, j =
r
2
M
cos(
p(2m 1)( j 1)
2M
) m = 1...M, j = 1...J. (6.12)
The cost function regularisation in the non-rigid registration is based on the membrane
energy of the deformations. Equation 6.13 describes the membrane energy of the deformation
field u in three dimensions, where l is a scaling factor.
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The optimisation technique used to drive this registration is based on the partial derivatives
of the basis functions [220]. This algorithm is explained by Equation 6.14 in which ei(p)
represents the difference between the moving (post-operative MRI) and fixed (template)
images for each voxel i, specified over the parameters p [151]. This equation computes a
first approximation of Taylor’s theorem estimating the function value if the parameters p
were incremented by t.
ei(p+ t)' ei(p)+ t1∂ei(p)∂ p(1) + t2
∂ei(p)
∂ p(2)
(6.14)
The simultaneous equations described by Equation 6.15, in the form Ax' e can be solved
for the value of t that minimises Âiei(p+ t)2.
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The size and shape of the brain may differ greatly from one subject to another. In order
to accurately compare one subject to another the segmented posterior fossa is deformed to
obtain the best correspondence to the template. In order to facilitate the matching process,
normalisation is carried out. The SUIT toolbox provides superior normalisation to that of the
MNI whole-brain template. This is because it provides better alignment of the individual
fissures, reducing discrepancies by 60% and improving the overlap of the deep cerebellar
nuclei. The normalisation algorithm calculates the non-linear deformation map between
the segmented posterior fossa and the SUIT template. This is done using the cosine-basis
function [151]. The algorithm outputs are a deformation field and a re-sliced version of the
masked, normalised image.
Reslicing: The deformation field obtained in the previous step is used to re-slice the
image back into its original image space. This is done by applying the deformation field to
the masked image obtained in the previous step. The mask is applied to isolate the cerebellum
and brain stem from the rest of the brain. The application of the mask avoids contaminations
from adjacent visual cortex voxels when the final segment is smoothed.
Thresholding: Although the original image is masked to eliminate voxels of a low-
likelihood, the resultant image is a probability map, which assigns a probability to each voxel
indicating its likelihood of forming part of cerebellar and brain stem tissue. A threshold is
carried out to eliminate voxels which are of a very low probability.
Masking: The original brain MR image is masked using the probability mask in order to
eliminate regions of the brain that fall outside the mask. The resultant image is an MR image
of the isolated cerebellum and brain stem in the MRI’s original 3D space [220].
The brain MR images were deformed to the template space, by performing the regis-
tration step once more, in order to carry out a longitudinal study on the dataset, and to
quantify changes in the brain over time. The registration process, which involved an intensity
normalisation step, ensured that the voxel intensities were normalised across each patient’s
longitudinal dataset, eliminating errors due to different imaging modalities. The registration
step provided two outputs: a deformed (or moving) image which is spatially aligned to the
reference image (or fixed image) and a deformation field which represents the deformation
between the deformed image and the reference image.
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Validation of Image Registration
In order to validate the registration process between the re-sliced MR images and the SUIT
template, 20 images, which also formed part of the dataset in Chapter 4, were chosen
arbitrarily. The segmentation process presented in Section 5.3.1 was repeated on the 20
corresponding registered images and on the SUIT template for the left and right IONs,
separately. The Euclidean distance between the centroids of the left and right IONs on the
original MR images and on the SUIT template were computed. The distances between the
centroids of the left and right IONs on the registered images and on the SUIT template
were also computed. The Euclidean distance between an arbitrary point p= p1+ p2+ p3
and q = q1+ q2+ q3 is computed using Equation 6.16, where p1, p2, p3 refer to the x,y,z
coordinates of the point p and q1,q2,q3 refer to the x,y,z coordinates of the point q.
d(p,q) = d(q, p) =
s
n
Â
i=1
(qi  pi)2 (6.16)
Following this, the Sørensen-Dice coefficient, also referred to as the Dice coefficient, was
computed between the ION segments on the SUIT template and the ION segments on the
registered images were computed, for the left and right ION separately. The Dice coefficient,
SD, between two volumes, A and B is calculated using Equation 6.3.1, where |A\B| are
the number of voxels of segment A that intersect with segment B, and |A| and |B| are the
numbers of voxels in segment A and B, respectively.
SD = 2|A\B| |A|+|B|
(6.17)
A Dice coefficient of 1 indicates a complete overlap between the two segments, whilst a
Dice coefficient of 0 indicates that two segments do not intersect.
Longitudinal interpolation of MR images
In order to compare the deformations and intensities within the brain throughout the period
over which the subject was monitored post-operatively, it was necessary to interpolate each
slice over this period. The entire dataset was monitored over a period of 7 months, due to the
limited amount of MR scans available after this date. Due to the different pathophysiological
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profile of each subject, MR scans were not acquired at equal intervals for each patient. For
this reason subjects had missing MR scans at different points throughout the 7 month period.
It was therefore necessary to interpolate the MR images longitudinally in order to infill the
gaps brought about by the missing scans. Due to the fact that the MR images were spatially
aligned in the registration step, it was possible to perform the interpolation on a slice by
slice basis. Considering each patient separately, each slice in the z-plane was considered
separately, and the longitudinal set of slices was interpolated over the 7 month period in order
to infill the missing slices brought about by missing MR scans. The interpolation method
used was trilinear interpolation. In order to do this, the patient must have had at least 2 MR
scans acquired over the 7 month period.
Dimensionality reduction and image reconstruction using Principal Component Anal-
ysis
In order to perform some form of dimensionality reduction, the data was vectorised, in order
to produce one longitudinal vector per subject. Although the longitudinal interpolation in the
previous step fills in the gaps between acquired images, it does not estimate MR image slices
prior to the first acquired image or after the last acquired image. In order to do this principal
component analysis (PCA) was performed, making use of the alternating least squares (ALS)
algorithm in order to complete the feature vector for each specific subject. PCA implements
matrix factorisation by splitting the feature matrix F 2 Fm⇥n, in which each row represents a
different patient containing the longitudinal interpolated data of a single registered MR slice
over a 7 month period. This matrix is split into two matricesU 2 Fm⇥k and P 2 Fn⇥k, such
that F =U⇥P, where the value of k represents the factorisation rank. The ALS optimisation
algorithm is a variation of the least squares algorithm, which iteratively alternates between
solving matrix U and matrix P. The two steps are alternated until the cost function is reduced
to convergence. The two alternating cost functions over which U and P are optimised in
iterations i and j are described by Equation 6.18 and Equation 6.19, and their corresponding
solutions are given by Equation 6.20 and Equation 6.21, respectively, where I is the identity
matrix and l represents the diagonal matrix of eigenvalues of the feature matrix F .
8ui : J(ui) =
  Fi ui⇥PT  2+l ·kuik2 (6.18)
8p j : J(p j) =
  Fi U⇥ pTj   2+l ·  p j  2 (6.19)
ui = (PT ⇥P+l I) 1⇥PT ⇥Fi (6.20)
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p j = (UT ⇥U+l I) 1⇥UT ⇥Fj (6.21)
Besides the infilling of data, another aim of implementing a PCA to the dataset is to
identify the redundant data in our feature matrix and to discard it. This ensures that the
machine learning algorithms to be applied shall function more efficiently (due to the reduction
of unnecessary data). It also facilitates the feature selection process by reducing the number
of potential biomarkers. PCA is suitable for this task as it also allows for the reduction of
noise from the data whilst maintaining clinical interpretability. The principal components
and the mean of the dataset were identified. The data mean was subtracted and the feature
matrix was then reconstructed by using the first two principal components.
Jacobian of deformations
In addition to analysing the change in intensity of parts of the brain over time, it was
also desired to analyse the significance of the deformations in specific parts of the brain
longitudinally. In order to do this, the Jacobian of deformations was calculated. The Jacobian
matrix is a measure of the expansion or shrinkage of voxels within the brain, based on the
deformation field vectors. In order to produce the Jacobian matrix, the first order partial
derivatives of each deformation vector for each voxel within the matrix was computed. This
is defined by Equation 6.22, which defines the Jacobian matrix for voxels in the coordinate
space x,y,z deformed to the new coordinate space u,v,w. The Jacobian matrix results in a
matrix of numbers the size of the original image for which the deformation field is computed.
A Jacobian matrix element value of 1 indicates no change for that particular voxel; a value
below 1 indicates shrinkage whilst a value above 1 indicates expansion for that particular
voxel. The longitudinal interpolation and dimensionality reduction techniques which were
applied to the MR images were also applied to the Jacobian of deformation matrices.
∂ (x,y,z)
∂ (u,v,w)
=
       
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6.3.2 Machine Learning
This section demonstrates the use of machine learning techniques to automate the identifica-
tion of potential biomarkers directly from longitudinal MR images. The machine learning
section of this study was based upon the previous study, however the feature selection
techniques were implemented in a multi-tier fashion in order to eliminate the possibility
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of becoming trapped in false maxima or minima due to the large size of the feature set
in comparison to the number of subjects. Feature selection was applied directly to both
the interpolated images, and the Jacobian of deformations. Following feature selection, a
kernelised support vector machine was applied to the highest scoring features, in order to
validate their discriminative abilities.
Feature Selection
Feature selection techniques were applied to the interpolated data on a slice by slice basis in
the aim of identifying biomarkers on each individual slice. The techniques used to identify
these salient features are SFS and SFFS, as explained in Section 5.3.3.
Feature Selection was applied on a slice by slice basis. The data was randomly split in
half in order to use half the patients as a training set and the other half of the patients as a
test set. The data set was split up ten times in order to obtain 10 test sets and 10 training
sets. The features with a relevance score exceeding 75%, which were identified in at least 3
permutations were retained.
This process was repeated for the Jacobian of deformation feature set, with the same
relevance score threshold. The features which were identified in at least 2 permutations were
retained.
Data Classification using Kernelised Support Vector Machines
The features found by the feature selection algorithm were validated by classifying patients
into PFS and non-PFS labels using only this feature. The classification was performed
using an exhaustive leave-one-out cross-validation (LOOCV) format using a kernelised SVM
classifier. The classification process is similar to that explained in Section 5.3.4 with the
addition of a kernel to replace the dot product between two vectors in the SVM optimisation.
K(x,x0) = exp( kx  x
0k2
2s2
) (6.23)
The kernel presented in this study is a Gaussian radial basis function (RBF) shown in
Equation 6.23, where K(x,x0) defines the RBF applied to two feature vectors x and x0. The
term kx  x0k2 computes the squared Euclidean distance between the two samples, and s
defines the scaling factor, chosen to be 1.
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6.3.3 Biomarker Mapping
Each column in the feature matrix represents a voxel on the labelled cerebellum atlas with
the column number corresponding to the position of the voxel on the MR image slice being
considered. Using this information, the resultant biomarkers were mapped back to the
labelled cerebellum atlas in order to identify which lobule within the brain they formed part
of. The overlap between the MR imaging biomarkers and the Jacobian of deformations
biomarkers were analysed. Each voxel in the atlas is colour-coded, indicating which lobule it
forms part of. The significance of each biomarker is therefore indicated by this colour-coding.
6.4 Results
6.4.1 Image Processing
A result of the Trilinear reslicing is shown in Figure 6.2.
Fig. 6.2 Consecutive MR slices of a re-sliced T2 post-operative image using Trilinear reslicing
114 Identifying PFS Biomarkers on Longitudinal MRI
Figures 6.3 to 6.8 exhibit arbitrary slices from a volumetric brain MR image, the slice
occluded with the cerebellum and brain stem probability map, and the resultant isolated
cerebellum, for patients 5, 9, 11, 12, 13, and 33.
Fig. 6.3 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 5)
Fig. 6.4 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 9)
Table 6.2 shows the Euclidean distance (in mm) between the centroids of the left and
right IONs on 20 arbitrary images in the dataset and the left and right IONs on the SUIT
template, before and after registration.
Table 6.3 shows the Dice coefficient between the left and right IONs segmented from the
SUIT template and from 20 arbitrary registered images.
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Fig. 6.5 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 11)
Fig. 6.6 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 12)
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Fig. 6.7 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 13)
Fig. 6.8 From left to right: original MR image slice, segmentation probability map, and
isolated cerebellum on an arbitrary slice from a volumetric MR image (patient 33)
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Table 6.2 Validation of registration: Euclidean distance between the centroids of the left and
right IONs on original image and SUIT template, before and after registration
Euclidean distance between centre of mass (mm)
Before Registration After Registration
Image Left ION Right ION Left ION Right ION
1 248.06 261.00 7.32 7.74
2 217.75 228.12 4.55 3.52
3 254.38 264.72 1.67 2.16
4 229.19 232.25 2.46 2.33
5 235.37 240.65 2.62 2.87
6 241.77 257.12 3.14 1.18
7 235.19 249.05 2.22 1.10
8 231.15 236.83 5.10 3.75
9 231.94 240.49 2.40 2.40
10 230.34 241.42 1.34 2.03
11 237.47 240.52 7.17 5.91
12 228.93 233.68 2.98 3.48
13 235.02 239.68 3.72 3.49
14 230.91 243.14 1.96 1.62
15 220.10 230.32 3.87 4.56
16 242.82 248.39 3.87 4.54
17 235.93 246.26 4.97 5.14
18 239.99 246.98 3.46 3.06
19 242.51 250.74 2.25 0.74
20 238.29 245.58 1.97 2.25
Mean 235.36 243.85 3.45 3.19
Variance 73.83 94.41 2.82 3.05
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Table 6.3 Validation of registration: Dice coefficient of the left and right IONs segmented
from the SUIT template and 20 arbitrary registered images
Image Left ION Right ION
1 0.31 0.45
2 0.08 0.25
3 0.41 0.59
4 0.43 0.48
5 0.12 0.29
6 0.20 0.31
7 0.27 0.37
8 0.15 0.20
9 0.63 0.48
10 0.63 0.50
11 0.24 0.35
12 0.22 0.46
13 0.32 0.31
14 0.60 0.65
15 0.15 0.15
16 0.34 0.42
17 0.41 0.33
18 0.33 0.36
19 0.17 0.23
20 0.23 0.45
Mean 0.31 0.38
Variance 0.03 0.02
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Figure 6.9 shows an arbitrary MR image slice (40) taken from all the volumetric T2
MR images, acquired over a 7 month period, which are registered to the SUIT template, for
patients 1 to 40.
Figure 6.10 shows an arbitrary MR image slice (40) taken from all the volumetric T2
MR images, acquired over a 7 month period, which are registered to the SUIT template, for
patients 1 to 40. The missing slices between the acquired MR image slices were interpolated
using trilinear interpolation.
Figures 6.11 and 6.12 each shows an MR image slice taken from all the volumetric T2
MR images, acquired over a 7 month period, which are registered to the SUIT template, for
patients 1 to 40. The missing slices between the acquired MR image slices were interpolated
using trilinear interpolation. The missing slices before the first acquired MR image and after
the last acquired MR image were extrapolated using the alternating least squares algorithm
as part of a principal component analysis.
Figures 6.13 and 6.14 show arbitrary image slices following the subtraction of the mean.
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Fig. 6.9 Original image slice 40 of all volumetric T2 MR images, which are registered to the
SUIT template over a 7 month period, for patients 1 to 40
6.4 Results 121
Fig. 6.10 Image slice 40 of volumetric T2 MR images, which are registered to the SUIT
template, following trilinear interpolation to infill missing slices between image acquisitions
over a 7 month period, for patients 1 to 40
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Fig. 6.11 Image slice 30 of volumetric T2 MR image, which is registered to the SUIT
template, and interpolated over a 7 month period, producing an image slice each month, for
patients 1 to 40
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Fig. 6.12 Image slice 40 of volumetric T2 MR image, which is registered to the SUIT
template, and interpolated over a 7 month period, producing an image slice each month, for
patients 1 to 40
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Fig. 6.13 The first two principal components of image slice 30 of volumetric T2 MR image,
which is registered to the template, and interpolated over time, producing an image slice each
month, for 7 months
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Fig. 6.14 The first two principal components of image slice 40 of volumetric T2 MR image,
which is registered to the template, and interpolated over time, producing an image slice each
month, for 7 months
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6.4.2 Machine Learning
Tables 6.4 and 6.5 show the feature selection results and LOOCV results respectively using
SFS and SFFS on the longitudinal MR image slices where the columns entitled Slice, Row,
and Column indicate the location of the biomarker on the SUIT template. The column
entitled N indicates the number of times the feature voxel x,y,z was identified by the feature
selection techniques out of the ten different testing/training set permutations. The values
in this column are comparable to the probability of an individual pixel in each slice being
chosen by the feature selection technique which is equal to: p = 1no.o f pixels⇥no.o fmonths =
1.07⇥10 5. Relevance Score provides the percentage relevance calculated by the feature
selection technique andMean Accuracy provides the percentage accuracy calculated in the
RBF Kernelised SVM LOOCV using that feature. Within Template indicates whether the
potential biomarker is located within the template: features labelled 0 fell outside the template
and were therefore discarded, whilst features labelled 1 were kept as potential biomarkers.
Table 6.4 SFS Feature Selection Results on Longitudinal MR Image Slices
Month Slice(z)
Row
(y)
Column
(x) N
Relevance
Score
(%)
Mean
Accuracy
(%)
Within
Template
1 22 42 82 4 77.14 80.00 1
1 22 42 82 4 77.86 80.00 1
1 22 42 82 4 77.98 80.00 1
1 22 42 82 4 78.10 80.00 1
1 51 35 114 3 78.81 82.50 1
1 51 35 114 3 79.76 82.50 1
1 51 35 114 3 82.68 82.50 1
4 18 28 55 3 80.17 77.50 0
4 18 28 55 3 82.49 77.50 0
5 49 59 100 4 79.28 87.50 1
5 49 59 100 4 80.71 87.50 1
5 49 59 100 4 81.11 87.50 1
5 49 59 100 4 83.88 87.50 1
Tables 6.6 and 6.7 show the feature selection results and LOOCV results respectively
using SFS and SFFS on the longitudinal Jacobian of deformations slices.
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Table 6.5 SFFS Feature Selection Results on Longitudinal MR Image Slices
Month Slice(z)
Row
(y)
Column
(x) N
Relevance
Score
(%)
Mean
Accuracy
(%)
Within
Template
1 22 42 59 3 77.14 80.00 1
1 22 42 82 3 77.71 80.00 1
1 22 42 82 3 77.98 80.00 1
2 22 26 81 3 80.39 80.00 1
2 22 26 81 3 81.43 80.00 1
2 22 26 81 3 81.56 80.00 1
4 18 28 55 4 80.17 77.50 0
4 18 28 55 4 82.02 77.50 0
4 18 28 55 4 82.49 77.50 0
4 18 28 55 4 82.85 77.50 0
Table 6.6 SFS Feature Selection Results on Longitudinal Jacobian of Deformation slices
Month Slice(z)
Row
(y)
Column
(x) N
Relevance
Score
(%)
Mean
Accuracy
(%)
Within
Template
1 29 8 58 2 76.07 79.07 0
1 29 8 58 2 76.91 79.07 0
2 46 5 126 8 76.09 76.74 0
2 46 5 126 8 76.35 76.74 0
2 46 5 126 8 76.42 76.74 0
2 46 5 126 8 76.59 76.74 0
2 46 5 126 8 76.89 76.74 0
2 46 5 126 8 77.05 76.74 0
2 46 5 126 8 77.46 76.74 0
2 46 5 126 8 81.72 76.74 0
2 46 31 103 2 76.73 79.07 1
2 46 31 103 2 86.53 79.07 1
3 39 78 27 2 76.04 88.37 0
3 39 78 27 2 77.78 88.37 0
5 55 52 8 2 76.34 76.74 0
5 55 52 8 2 78.33 76.74 0
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Table 6.7 SFFS Feature Selection Results on Longitudinal Jacobian of Deformation slices
Month Slice(z)
Row
(y)
Column
(x) N
Relevance
Score
(%)
Mean
Accuracy
(%)
Within
Template
1 43 26 100 2 76.97 76.74 1
1 43 26 100 2 81.70 76.74 1
2 46 5 126 4 75.36 76.74 0
2 46 5 126 4 76.18 76.74 0
2 46 5 126 4 78.04 76.74 0
2 46 5 126 4 81.76 76.74 0
3 39 78 27 2 76.04 88.37 0
3 39 78 27 2 76.26 88.37 0
5 55 52 8 2 80.39 76.74 0
5 55 52 8 2 87.34 76.74 0
Figure 6.15 displays the ROC curves for features: Month 1, Slice 43 and Month 2, Slice
46 (from the Jacobian of deformations) and Month 1, Slice 51; Month 1, Slice 22; Month 2,
Slice 22; Month 5, Slice 49 (from the MR image slices), as selected by the SFS and SFFS
feature selection algorithms, implemented in a two-tiered manner on each interpolated MR
image slice.
6.4.3 Biomarker Mapping
Figure 6.16 to 6.21 display each of the features found in Figure 6.15 mapped onto the
SUIT labelled atlas of the cerebellum and the SUIT template of the cerebellum and brain
stem, in the coronal, sagittal, and axial plane (clockwise). The image slices are displayed in
neurological convention, such that the left side of the image corresponds to the anatomical
left of the subject.
6.5 Discussion
The interpolated trilinear reslicing algorithm allows the reconstruction of the spiral MR
slices in 3D space, as demonstrated in Figure 6.2. This creates a smooth transition between
slices and aims at approximating the missing data between them. The disadvantage of this
interpolation technique is that it assumes continuity between slices, however this is not
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Fig. 6.15 The ROC curves for features: Month 1, Slice 43 (Jacobian of deformations); Month
1, Slice 51; Month 1, Slice 22; Month 2, Slice 22; Month 5, Slice 49, as selected by the
SFS and SFFS feature selection algorithms, implemented in a two-tiered manner on each
interpolated MR image slice
Fig. 6.16 Potential Biomarker on Slice 51 (image intensity) located in a cerebellar lobule
known as the Right Crus I plotted on the SUIT labelled atlas (purple lobule) (left), and the
SUIT template (right) in the coronal, sagittal, and axial plane (clockwise) identified in Month
1 following surgery (neurological imaging convention)
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Fig. 6.17 Potential Biomarker on Slice 22 (image intensity) located between two cerebellar
lobules known as the Right IX and Right VIIIb plotted on the SUIT labelled atlas (navy blue
and cyan lobules) (left), and the SUIT template (right) in the coronal, sagittal, and axial plane
(clockwise) identified in Month 1 following surgery (neurological imaging convention)
Fig. 6.18 Potential Biomarker on Slice 49 (image intensity) located in a cerebellar lobule
known as the Right VI plotted on the SUIT labelled atlas (lime green lobule) (left), and the
SUIT template (right) in the coronal, sagittal, and axial plane (clockwise) identified in Month
5 following surgery (neurological imaging convention)
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Fig. 6.19 Potential Biomarker on Slice 22 (image intensity) located in a cerebellar lobule
known as the Right VIIb plotted on the SUIT labelled atlas (orange lobule) (left), and the
SUIT template (right) in the coronal, sagittal, and axial plane (clockwise) identified in Month
2 following surgery (neurological imaging convention)
Fig. 6.20 Potential Biomarker on Slice 43 (Jacobian of deformations) located in a cerebellar
lobule known as the Right Crus I plotted on the SUIT labelled atlas (purple lobule) (left),
and the SUIT template (right) in the coronal, sagittal, and axial plane (clockwise) identified
in Month 1 following surgery (neurological imaging convention)
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Fig. 6.21 Potential Biomarker on Slice 46 (Jacobian of deformations) located in a cerebellar
lobule known as the Right Crus I plotted on the SUIT labelled atlas (purple lobule) (left),
and the SUIT template (right) in the coronal, sagittal, and axial plane (clockwise) identified
in Month 2 following surgery (neurological imaging convention)
always the case and there could exist anomalies, such as small cysts or scar tissue, within
the brain that have not been imaged in the raw data and will therefore not appear in the
reconstructed image. Notwithstanding this, the trilinear reslicing technique facilitates further
volumetric pre-processing, such as segmentation and registration, allowing analysis of the
brain in 3D space.
By reconstructing the MR images in 3D space, it was possible to apply the SUIT seg-
mentation technique in order to segment the cerebellum and the brain stem. Performing
segmentation ensured that the grey-level intensity distribution of each image was normalised
across the entire MR imaging dataset. Registering the images back to the template ensured
that all the images were in the same coordinate space and therefore aligned. Furthermore the
images were resized, thus facilitating comparison between MR images for the same patients,
as well as comparing patients to one another. The registration process is perhaps the most
important step in the image processing pipeline, as it allows the following to be implemented:
longitudinal interpolation of MR images, PCA dimensionality reduction, and vectorising the
data for the feature selection process. Furthermore the registration step allows us to obtain the
deformation field that maps the moving image (post-operative MR image) to the fixed image
(the SUIT template). Since the registration was split into two steps: affine and non-rigid
registration, it was possible to discard the affine matrix that maps the moving image to the
fixed image using 12 degrees-of-freedom, and to only analyse the deformation field brought
about by the non-rigid part of the deformation. By applying the Jacobian of deformations, it
was possible to quantify shrinkage or enlargement in each voxel of the cerebellum segment,
6.5 Discussion 133
with respect to the SUIT cerebellum template, across the entire dataset. This measure allows
the identification of abnormally enlarged or shrunken lobule within the brain.
The registration validation results, presented in Table 6.2 demonstrate a highly significant
decrease in distance between the centroids of the IONs on the MR images and the SUIT
template after registration. The mean Euclidean distances between the images and the SUIT
template before registration were found to be 234.95±66.04mm and 243.52±85.20mm for
the left and right ION respectively. Following registration, the mean Euclidean distances
were decreased to 3.76±2.60mm and 3.42±2.15mm for the left and right ION respectively.
The second validation results showing the Dice coefficient between the left and right ION
segmented volumes from the registered images and the SUIT template are presented in
Table 6.3. The mean Dice coefficient was found to be 0.31± 0.03 for the left ION and
0.38± .02 for the right ION, indicating a substantial overlap between the registered images
and the SUIT template, given that factors such as age and post-operative displacement
may give rise to quantitative anatomical differences between the registered images and the
template. These results indicate a significant overlap between the registered images and the
SUIT template, indicating a satisfactorily accurate registration, allowing for comparisons to
be made at a voxel level, since each voxel has a dimension of 1mm⇥1mm⇥1mm.
It was desired to compare patients over a seven month period, by comparing each slice
within the volumetric MR image over this time. For each patient, MR images were not
acquired within the same frequency post-operatively. This resulted in the sparsely sampled
data shown in Figure 6.9. This problem was tackled in two parts: firstly the missing slices
between sequential MR image acquisitions were in-filled using trilinear interpolation, as
shown in Figure 6.10, secondly the missing image slices prior to the first MR image and
following the last MR image were reconstructed using PCA with an alternating mean squares
algorithm, as shown in Figures 6.11 to 6.12.
The PCA also served as a dimensionality reduction technique. Using PCA the data was
reconstructed using the first two principal components and without the mean, as demonstrated
in Figures 6.13 to 6.14.
The results for the feature selection techniques identified 5 potential biomarkers for PFS
following tumour resection surgery in the posterior fossa. The first two biomarkers were
identified on slice 43 by the SFFS algorithm on the Jacobian of deformations data and on slice
51 by the SFS algorithm on the MR image intensity data. These two potential biomarkers lie
on the right side of the cerebellum known as the Right Crus I. This part of the cerebellum has
been linked to verb generation [224]. These two features, shown in Figures 6.20 and 6.16,
were identified in the first month after surgery, indicating that anatomical differences exists
amongst PFS and non-PFS patients in this part of the brain for the first month following
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surgical resection of the tumour. Another potential biomarker was also located in the Right
Crus I in the second month following surgery, by the SFS algorithm carried out on the
Jacobian deformations, as shown in Figure 6.21.
The fourth potential biomarker, identified by the SFS algorithm carried out on the
vectorised longitudinal MR image intensity data, is found on Slice 22, between two lobules
known as the Right IX and the Right VIIIb, as shown in Figure 6.17. The lobule VIIIb
forms part of a larger area known as lobule VIII which is involved in overt movement [224].
Together these lobules are also involves in tactile stimulation [225]. The VIIIb lobule is also
involved in sensorimotor tasks involving the right index finger [226].
Another potential biomarker found in Slice 22, by the SFFS algorithm on the image
intensity data, is located in the Right VIIb lobule, which, like the Right Crus I, is involved in
verb generation tasks. This feature was found in the second month following surgery.
The last potential biomarker identified in this study using the SFS algorithm was identified
in the fifth month following surgery on Slice 49 in the Right VI lobule. This lobule is involved
in more cognitive demanding tasks such as mental rotation tasks.
The ROC curve shown in Figure 6.15 indicates that both the Jacobian of deformations po-
tential biomarkers located in the Right Crus I (from slice 43 and slice 46) are less reliable than
other potential biomarkers in discriminating between PFS and non-PFS patients. However,
the other potential biomarker identified in this lobule (from slice 51 on the MR image slices)
displays a reliable ROC curve. The ROC trace associated to the potential biomarker identified
on slice 22 on the border between the Right IX and the Right VIIIb displays a relatively
reliable AUC in comparison to other features. The other potential biomarker identified on
the same slice a month later displays the best ROC AUC. This potential biomarker is located
in the vicinity to the previous biomarker, in the VIIb lobule, and, like the Right Crus I is also
involved in language related tasks. The final potential biomarker was identified in the fifth
month after surgery. The ROC curve associated with this feature is comparably sufficient at
discriminating between PFS and non-PFS patients.
It is worth noting that all the potential biomarkers identified by this study are located
on the right side of the cerebellum. This finding is in-keeping with the results from the
previous study, which identified the involvement of the left ION in the occurrence of PFS
following tumour resection surgery. The left ION is linked to the right cerebellar cortex
through the inferior cerebellar peduncle (ICP) which contains both afferent and efferent fibres.
An illustration of this topology is shown in Figure 6.22, which demonstrates the pathways
involved in motor movement. These results add credence to the hypothesis that changes
occurring in the left ION may also result result in further changes to the right cerebellum, as
it is directly connected to it through the ICP.
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Fig. 6.22 Principal components involved in motor movement, including the efferent pathway
between the left inferior olivary nucleus (ION) and the right cerebellar cortex [227]
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The identification of potential biomarkers within the Right Crus I, together with the symp-
toms of disturbance in speech following tumour resection, provide a deeper understanding of
PFS following surgery, specifically in its relation to disturbance in speech in the first two
months. The fifth month after surgery may also be an important time-point in a patient’s
recovery, as a potential biomarker related to higher-order cognitive tasks (such as problem
solving in mental rotation tasks) has been identified in this month.
6.6 Conclusion
The aim of the experiment was to investigate the link between PFS and HOD in 3D space,
without the bias of prior hypotheses, in a fully automated fashion, in order to build upon
the results obtained in the previous study. A dataset of 40 patients was included in this
study. The first contributions of this work relate to image pre-processing, include the
reconstruction of spiral MR images in 3D space and the interpolation and in-filling of missing
data longitudinally, to provide a full dataset of MR images over a specified time period. In
relation to feature extraction form MR images, another two contributions include the use
of the Jacobian of deformations to identify abnormally enlarged or shrunken areas within
the brain, in comparison to a template MR image, and the vectorisation of MR image slices
directly as an imaging feature.
This study has identified 6 potential biomarkers in relation to the identification of PFS
following tumour resection surgery. These potential biomarkers can be summarised as
follows: three potential biomarkers were identified in the Right Crus I of the brain in the
first two months following surgery, one of these biomarkers is based on MR image intensity,
whilst the other two were identified from the Jacobian of deformations; one biomarker was
identified on the border between the Right IX and the Right VIIIb lobules in the first month
after surgery; one biomarker was identified in the Right VIIb lobule in the second month
after surgery; one biomarker was found in the Right VI lobule in the fifth month following
surgery. All the potential biomarkers found in the first two months following surgery are
related to areas in the brain responsible for speech and sensorimotor tasks. These biomarkers
are in-keeping with the PFS symptoms which include speech disturbance and loss of muscle
tone. The sixth biomarker was identified in the fifth month after surgery in an area within the
brain responsible for higher-order cognitive tasks. Long-term cognitive decline following
the diagnosis of PFS is well recognised and the location of the sixth biomarker could have a
potential relationship to the cognitive outcome in these children [228, 229].
This is the first study to identify potential biomarkers in the development of this syndrome
using machine learning techniques and a fully automatic pipeline. These results provide
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quantitative evidence linking changes in the left ION and changes in the right cerebellum.
Furthermore, these results also provide information on important time-points following
resection surgery, such as the first two months after surgery, in which disturbance in speech
is significant, and the fifth month after surgery which potentially indicates the time-point at
which cognitive decline starts to occur.

Chapter 7
Conclusions and Future Work
7.1 Conclusions
This PhD thesis was focused on the longitudinal analysis of paediatric brain MRI. The thesis
was split into three main studies each examining a dataset of longitudinal MR images. The
first study examined the use of ioMRI in optic-pathway hypothalamic glioma (OPHGs)
resection, whilst the second and third studies both focused on the longitudinal analysis on
brain MR images following posterior fossa tumour resection in 2D space and 3D space
respectively.
OPHGs have a reputation for being impossible to resect completely as they are located
in a very delicate part of the brain. Due to this, the main aim of resection surgery on an
OPHG is to debulk the tumour as opposed to removing it completely. The assistance of intra-
operative MRI (ioMRI) technology during tumour resection surgery in the brain is increasing
in use. The first contribution chapter presented a reliable semi-automated region-growing
segmentation technique to assess the volume of the tumour in the first pre-operative MR
image and the volume of the residual tumour in the first look and second look ioMR images.
From the first contribution chapter presented in this thesis, it is evident that the use of ioMRI
improves the surgical outcome in terms of tumour resection. Using ioMRI it is possible to
acquire an MR image of the brain multiple times throughout surgery. Following the first
resection attempt, a first look ioMRI allows surgeons to reassess their surgical goals by
analysing the progress of their first resection attempt and assessing the feasibility of further
resection of tumorous tissue. A second-look ioMRI allows the possibility to analyse the
size of the residual tumorous tissue and assessing whether further resection is needed and/or
possible. From the first study, it is evident that the use of ioMRI improves the outcome
of tumour resection, as it allows surgeons to assess their progress throughout the surgical
resection process. In addition to this, the use of ioMRI allowed the possibility to improve the
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safety of the surgical procedure as surgeons were able to redefine surgical goals while the
patient was still sedated. This is proven by the fact that this study did not result in surgically
related morbidity or mortality. In conclusion, this study demonstrated how ioMRI can be
used to improve surgical outcomes in OPHG resection surgery, without adding to the risk of
morbidity or mortality. It is unclear what the long term benefits of resecting such tumours in
this fashion are, however, it is evident that more tumorous tissue can be removed this way.
The aim of the second study presented in this thesis was to investigate the link between
posterior fossa syndrome (PFS) and hypertrophic olivary degeneration (HOD) following
posterior fossa tumour resection surgery in children. This study was carried out in order to
build upon existing evidence on the link between HOD in the inferior olivary nucleii (ION)
in the brain stem, and the development of PFS following surgery. The main contributions
presented in this chapter include the quantification of HOD in the ION in 2D space, using
semi-automated imaging feature extraction to quantify changes in intensity and size (hypertro-
phy) of the ION longitudinally over the MR Image assessment period. This technique makes
use of the semi-automated region-growing technique presented in the previous contribution
chapter. Features were extracted from the left and right ION separately. Feature selection
techniques, namely sequential feature selection (SFS), sequential forward floating feature
selection (SFFS), and random subset feature selection (RSFS), were applied the features
extracted from the MR images as well as clinical data. This study has identified intensity, or
mean(DCLDt ), in the left ION as the most diagnostically relevant feature that correlates with the
development of posterior fossa syndrome (PFS) following tumour resection in the posterior
fossa. Other features extracted from the images and the clinical data consistently scored
lower than this feature. The findings in this contribution chapter indicate that the presence of
HOD, specifically in the left ION, is highly relevant in the development of PFS following
tumour resection surgery in the posterior fossa. The findings in this chapter lend quantitative
evidence that a correlation exists between HOD and PFS, based on qualitative assessment
of imaging. Furthermore, these results provide evidence of an element of laterality in the
development of this syndrome. The study presented in this thesis is the first of its kind to
quantify HOD using semi-automated image analysis. This adds reproducible and quantitative
evidence to the proven hypothesis that HOD correlates with PFS.
It was desired to analyse the full patient dataset longitudinally in 3D space. This 3D
analysis is presented in the third contribution chapter. The aim of the experiment was to
investigate the link between PFS and HOD in 3D space, without the bias of prior hypotheses,
in a fully automated fashion, in order to build upon the results obtained in the previous
study. In this chapter the spiral MR images were reconstructed in 3D space. As part of the
image pre-processing part of the pipeline, the images were registered to a template and the
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cerebellum and brain stem were segmented. The images were then interpolated over time in
order to infill the missing MR images in the dataset. Machine learning techniques were then
applied to the data in order to identify the salient parts of the brain that correlate with PFS
following tumour resection surgery. Since the analysis is performed in 3D space, and the
feature extraction technique is not limited to a small area of the brain, such as in the previous
chapter, it was possible to identify potential biomarkers that were not previously identified.
Furthermore, since the analysis was performed longitudinally, it enabled the identification
of significant time-points throughout the patients’ treatment. The automation of the main
components of this pipeline allow it to be applied to larger datasets in an efficient manner,
without the risk of human errors. The 6 biomarkers that were identified in this study are
located on the right side of the cerebellum in lobules related to verb formation and tactile
stimulation. These results add quantitative evidence to the symptoms of disturbance in speech
and loss of muscle tone as part of the PFS diagnosis. They are also in-keeping with the
findings obtained in the second contribution chapter, in which the left ION was identified as
a biomarker of PFS. The left ION is directly connected to the right cerebellar hemisphere
through the inferior cerebellar peduncle (ICP). Another two contributions include the use
of the Jacobian of deformations to identify abnormally enlarged or shrunken areas within
the brain, in comparison to a template MR image, and the vectorisation of MR image slices
directly as an imaging feature. The methodology proposed in this chapter is the first study to
identify potential biomarkers in the development of PFS in a fully automated pipeline that
makes use of machine learning techniques.
All the data analysed in this study was provided by the Alder Hey Children’s NHS
Trust, Liverpool. The general aim of this thesis was to apply image processing and machine
learning techniques to paediatric MR data, in order to produce quantitative results in a way
which is easily interpreted by clinical staff. The importance of interpretability of results was
considered throughout the study, and therefore the results are presented in a manner that
makes them decipherable by clinical staff.
7.2 Possible Future Directions
The data analysed in the second and third contribution chapters of this thesis shall be included
in a larger international study on PFS, in which other hospitals that have treated patients for
posterior fossa syndromes shall contribute their MR images to create a larger cohort of data
consisting of 500 patients.
From the image-processing aspect of this thesis, a larger dataset would allow more
research to be carried out on registration and feature extraction, for example active-appearance
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models can be applied in order to segment lobules within the brain more efficiently and
reliably. A more sophisticated registration technique shall allow the inclusion of the pre-
operative MR image to the longitudinal data. The application of the Jacobian of deformations
to this image can potentially provide information regarding the importance of the physical
attributes of the tumour in the aetiology of PFS.
Machine learning techniques that involve some form of training reap the most accurate
results when applied to larger datasets. For this reason, it would be interesting to analyse the
results obtained if the techniques presented in this thesis were applied to a larger dataset. The
application of Kernelised SVMs to big data analysis is increasing in popularity; a large dataset
would enable the development of bespoke kernels that can be used in the classification of PFS
and non-PFS patients. Furthermore, a larger dataset warrants the use of more sophisticated
classification techniques such as binary tree classifiers, or deep learning.
The results obtained by the studies presented in this thesis set a precedent for more
research to be carried out on the connectivity of the different pathways within the brain,
specifically in the cerebellum and the brain stem, and their effect on different lobules within
the brain following insult during surgery. Further research may be carried out on diffusion
tensor imaging (DTI) which is used extensively to map the tractography of white matter in
the brain. A longitudinal analysis of such images may provide further insight to the aetiology
of PFS.
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