Reporting of Predictive Logistic Models Should Be Based on Evidence-Based Guidelines
To the Editor:
Moss et al (March 2003) 1 reviewed the deficiencies in reporting multivariable logistic regression analysis in the pulmonary and critical care medicine literature. They also suggested some potential guidelines to improve this reporting in both descriptive and predictive modeling. We would like to make some further suggestions, with emphasis on predictive models.
Recently, guidelines have been developed to adequately report randomized controlled trials (Consolidated Standards of Report-ing Trials 2 ), meta-analyses of randomized controlled trials (Quality of Reporting of Meta-analyses 3 ), and diagnostic research studies (Standards for Reporting of Diagnostic Accuracy 4 ). These guidelines were based on empirical evidence on factors affecting the reader's understanding, validity, reliability, and generalizability of the findings. Even though predictive research studies are common in the literature, published guidelines are not sufficiently supported by such empirical evidence. 5, 6 Adequate reporting of predictive research should be based on elements that reflect how valid and precise the analyses were done. In predictive studies, overfitting is the key problem, which is related to several aspects of the modeling process. We suggest to report the number of candidate variables in addition to the variables in the final logistic model. The risk of overfitting after extensive modeling using many variables is high, especially in small data sets, 7, 8 and this unfortunately cannot be remedied by standard stepwise selection techniques. 5 Also, a description of the choices underlying coding of variables and, in particular, selection of variables are of paramount importance. 8 The number of outcome events must also be reported additionally to the number of total observations, because further overfitting is likely if the number of events per candidate variable is low, eg, Ͻ 10. [5] [6] [7] [8] Attempts of internal validation (eg, cross-validation or bootstrapping) can also reduce overfitting, using statistical "shrinkage" of coefficients. 2, 8 Further, predictive performance (calibration and discrimination) and internal/external validation should be described. 7 We further suggest to avoid the reporting of some technicalities. The report of coefficients, SEs, and p values are not important, since the relevant information can be obtained from the odds ratios and their 95% confidence intervals of the final model variables. 7 Moreover, we would not stress the report of collinearity in a predictive model, because we are primarily interested in the predictive performance of the whole model, but not in the regression coefficients of individual variables. 7, 8 If two variables are strongly correlated, no additional predictive information comes available once one is included in a predictive model. 8 Even though we agree that collinearity is important in descriptive modeling, its report does not improve the judgement of the reader.
Predictive modeling using logistic regression analyses is becoming more important in the medical literature. Although Moss et al 1 made an important contribution by noting where some deficiencies in reporting are, evidence-based recommendations for a proper reporting are still lacking and are urgently needed.
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