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RESUMO 
O objetivo desse trabalho é investigar o número de soluções que trocam de sinal exatamente uma 
vez para algumas classes de problemas elípticos quasilineares com simetria. Consideramos três 
tipos de problemas: subcríticos em domínio limitado ou em todo o JRN, e um problema crítico em 
domínio limitado. Em todos eles, o número de soluções é relacionado com a topologia equivariante 
de algum conjunto apropriado. As principais ferramentas utilizadas são Métodos Variacionais e 
Teoria Equivariante de Ljusterník-Schnírelmann. 
íi 
ABSTRACT 
The objective o f this work isto investigate the nurnber of solutions which change sign exactly once 
for some classes o f quasilinear elliptic problerns. We consider three type of problems: subcritical 
a bounded domain or in the whole space li~N, anda critica! problem in a bounded domain. In ali 
of them, the number of solutions is related with the equivariant topology of some suitable set. The 
main tools utilized are Variational Methods and Equivariant Ljusterník-Schnirelmann Theory. 
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CAPÍTULO 1 
Introdução 
Em muitos problemas de equações diferenciais somos levados a resolver uma equação do tipo 
.F(u) =O, 
em que a possível solução u pertence à uma classe admissível de funções contidas em um espaço de 
Banach X. Como muitas vezes a função :F é não linear, vários métodos foram desenvolvidos para 
resolver a equação acima: princípios de contração, métodos de ponto fixo, grau de Leray-Schauder, 
método de Galerkin, teoria de Morse, teoremas de função implícita, métodos variacionais, dentre 
outros. Nesse trabalho, estamos interessados em estudar o caso em que .F( u) = I' ( u) para algum 
funcional I definido em um espaço de Banach X. Nessa classe de problemas, que chamamos de 
variacional, o objetivo de encontrar soluções se reduz à possibilidade de obter pontos críticos para 
o funcional I. A teoria de Pontos Críticos consiste de uma coleção de resultados que estabelece 
condições suficientes para a existência de pontos críticos para o funcional I. 
Devido à vastidão da literatura em teoria de Pontos Críticos, não podemos apresentar aqui 
uma lista completa de referências. Apesar da teoria ter se consolidado no último século, não 
podemos deixar de destacar que as suas bases remontam aos trabalhos de Heron de Alexandria 
(aproximadamente 100 dC), baseados no princípio aristotélico de esforço minimal da natureza. 
Desde então, as idéias básicas e o desenvolvimento da teoria tem contado com a participação de 
matemáticos ilustres como Fermat [34], John Bernoulli Euler [33], Hilbert [43, 44], Morse 
[53], dentre outros. Mais recentemente, poderíamos destacar os artigos de Schwartz [64], Palais e 
Smale [59], Ambrosetti e Rabinowitz e e Rabinowitz 
1 
ferramenta 
Sclmirellnmrm. Lembramos 
deiíinimcJs a categoria de A em 
em X cobrem o conjunto 
aqui para obter pontos críticos é a de 
se X é um topológico e A C é um subconjunto fechado, 
(A), como o menor fechados contráteis 
A mc•tivadio para a introdução desse coJace:ito é 
est1matrvas inferiores para o de pontos críticos uma função. Mais precisamente, se lvf 
é uma variedade fechada e f é uma função diferenciável definida em M que pos-
sui certas propriedades de compacidade, então o número de pontos críticos de f é pelo menos 
catM(M) = cat(M). 
O conceito acima foi introduzido por Ljustemik [49] que considerou funcionais de classe C 2 
dimensão ini:ciruis foram deE:en•volvidas por 
e Sc!hnirelm2mn em [50, 51], onde os autores exploraram propriedades de topologia combinatória 
para estimar a categoria de algumas variedades usuais. Por exemplo, se lvf = !Vf1 x · · · Mk é o 
produto de k variedades compactas, então catM ( M) 2: k + L No caso particular do toro 'JI'k C 
JR.k+l, que é o produto de k círculos unitários, devemos ter cat1I'k('JI'k) 2: k + 1. Eles verificaram 
também a desigualdade mais simples cat1!'k ('JI'k) ::; k + 1, concluindo assim que cat1!'k ('JI'k) = k +L 
Uma importante extensão da teoria foi feita por Schwartz [64], que considerou o caso deva-
riedades de dimensão infinita. Como havia necessidade de se recuperar a compacidade perdida 
pela infinitude da dimensão, Schwartz se valeu de uma importante condição introduzida por Palais 
e Smale [59] no estudo da não menos importante teoria de Morse. A extensão de variedades de 
Hilbert para variedades de Banach por meio de estruturas de Fínsler é devida à Palais [57]. Desta-
camos ainda que importantes contribuições foram dadas também por Browder [19], Krasnoselskii 
[45] e Vainberg [72]. Depois desses trabalhos pioneiros, muitos outros avanços e generalizações 
se incorporaraJTI à teoria. Destacamos somente aqueles mais relevantes para o nosso trabalho, a 
saber os de Reeken [61], Szulkín [69, 70] e, Clapp e Puppe [28]. 
O principal ponto desse trabalho é estudar como a teoria de Ljustemik -Schnirelmann aliada à 
presença de simetrias afeta o número de soluções de certas classes de problemas elípticos. Como 
motivação importante, enunciamos abaixo um dos primeiros resultados nessa direção, que foi 
provado no artigo de Ljustemik e Schnire!mann [50]: 
Teorema. Se I E C 1 (JRN, JR) é par, então I restrito à esfera §N-1 tem pelo menos N pares de 
pontos críticos distintos. 
Note apesar de catsN-1 (§N-1) = 2, o resultado acima nos garante a existência de N pares 
pontos críticos, e não somente de nos leva a crer que quanto mais simetria tiv•~m1os em 
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nosso problema, é o número de soluções podemos encontrar. Considere X um 
espaço de G um grupo transformações de em X. e I E C 1 IR). Dizemos que o 
fur;cicmal I é invariante sob a ação de G sei(gu) = I(u), para todo g EGeu E . No teorema 
Id}, 
esfera §N -I M!Jitcls matemáticos introcluz:irrun ferrrunentas 
age naturalmente sob a 
a quantidade 
subconjuntos invariantes por G. O conceito que usrunos aqui é a categoria eqllivarian:te 
Ljustemik-Schnirelmann, que é a extensão natural da categoria usual sob a presença de simetrias. 
Nos problemas que vrunos tratar, estrunos interessados em obter multiplicidade de soluções que 
trocrun de sinal para três problemas distintos. Com isso, buscrunos abordar vários aspectos dos 
como: problemas de rni:Jilrliz<tçã;), prol:•lernas subcriticos, qm~sti'íes 
compacidade devido à criticalidade certas imersões de Sobolev e à não linJ.it:lção 
do don:J.inio. 
Afim explicar melhor os problemas e os resultados obtidos, dividimos o restante dessa 
introdução em três seções. Cada uma delas descreve um tipo de problema e apresenta os resultados 
que serão discutidos nos próximos três capítulos. O trabalho conta ainda com um Apêndice, onde 
introduzimos o conceito de categoria equivariante, apresentrunos alguns resultados clássicos de 
métodos variacionais e um resultado técnico. 
1.1 Equação quasilinear subcrítica 
O primeiro problema que vrunos estudar é uma equação quasilinear com expoente subcritico e 
condições de Dirichlet. Mais especificrunente, considerrunos o problema 
{ 
-l:l.Pu + luiP-2u = lulª-2u 
u=O 
em fi, 
emôft, 
onde fi C Jti.N é um don:J.inio limitado e suave, llpu = div(lvuiP-2 \i'u) é o operador p-Laplaciano, 
1 < p < N e o expoente q é subcritico, isto é, p < q < p* = pN/(N p). 
Estrunos inicialmente interessados em buscar soluções fracas para (Dq)· Por solução fraca, 
entendemos uma função u E W 6-·P (fi) que verifica 
de t:lis soluções, note a equação em (Dg) nada mais é do que a equação 
3 
SEÇÃO 1.1 e EQUAÇÃO QUASIUNEAR SUBCRÍTICA 
E ' ' 1 q\U) = -p 
1 dx--
q 
dx. 
\...Vlll\J a w~·P '--> Lq(fl) é sabemos que o Hll!\,1LHl41 Eq 
disso, E C1 (W~·P(fl), IR) com derivada 
definido. 
(E~(u), rf;) = 1 (lvuiP-2vu · vrj; + iu1P-2urj; -lulq-2urj;) dx, \lu, rj; E W~·P(fl). 
4 
A expressão acima mostra que as soluções fracas do problema (Dq) são exatamente os pontos 
críticos de Eq. é, as funções u E w~·P(fl) tais que E~(u) = o. Argumentos clássicos de 
reg;ularid:ade mostram seu é uma solução fraca de (Dq). u E C1(fl) n C(fl). Uma 
região deu é uma componente conexa de um dos conjuntos {x E fl : u(x) > O} ou 
{x E fl: u(x) < 0}. Dizemos que ué uma solução nodal se ela troca de sinal em fl. Neste caso 
temos pelo menos uma região nodal onde ué positiva e pelo menos outra onde ué negativa. 
Vamos buscar soluções para (Dq) por meio da teoria de Pontos Críticos. Dessa forma, será 
necessário realizar deformações de conjuntos de nível do funcional Eq. A possibilidade de realizar 
tais deformações está intimamente ligada à exigência de algum tipo de compacidade para o fun-
cional. Durante todo esse trabalho vamos utilizar a famosa condição de Palais-Smale. Lembramos 
então que, se X é um espaço de Banach, I E C 1 (E, lR) e c E JR, dizemos que o funcional I 
satisfaz a condição de Palais-Smale no nível c se toda seqüência (un) C X tal que I(un) -->c e 
III'(un)llx·--> O possui uma subseqüência convergente. 
Como p < q < p* e fl é limitado, a imersão de Sobolev W~·P(fl) '--+ Lq(fl) é compacta. Logo, 
não é difícil verificar (veja Lema 2.2) que o funcional Eq satisfaz a condição de Palais-Smale em 
todos os níveis. Além do mais, pode-se verificar que Eq satisfaz as condições geométricas do 
Teorema do Passo da Montanha, devido a Ambrosetti e Rabinowitz [4]. Assim, o problema (Dq) 
possui pelo menos duas soluções, uma positiva e outra negativa. Mais ainda, como o funcional 
Eq é par, podemos aplicar o Teorema do Passo da Montanha com Simetria [4] para obter infinitas 
soluções para ( D q). Neste caso, não podemos precisar o número de regiões nodais de tais soluções. 
Em um artigo recente, Bartsch [6] provou que o problema (Dq), para p = 2, possui infinitas 
soluções nodais. Contudo, ele também não obtém informações sobre o número de regiões nodais 
das soluções. 
Estamos interessados aqui em relacionar a topologia do domínio fl com o número de soluções 
de (Dq) que possuem no máximo duas regiões nodais. O ponto de partida de tal estudo é o artigo 
de Benci e Cerami onde os autores mostram que, para p = 2 e q suficientemente próximo 
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, o problema (Dq) tem menos cat( !1) soluções positivas. Depois desse trabalho, outros 
autores estururrrum o prc•ble:ma de de soluções para ( D q) em termos da topologia de 
exemplo, 23, 1 para problemas subcriticos, e [62, 46, 73] para problemas 
com expoente crítico. Todos esses uiiua•uc" lidrun somente com o caso semilinear p = 2. Ao 
nos pru·ec•e, o único traballho nessa trata o caso é o Alves e Ding 
onde os autores estudarrun o problema critic<J. 
Em todos os trabalhos acima citados, os autores buscavrun soluções positivas de (Dq)· Uma vez 
que é sabido que o problema possui infinitas soluções que trocrun de sinal, é natural perguntarmos 
se existe alguma relação entre a topologia de !1 e o número de soluções nodais. Motivados por 
essa questão e Castro e estamos interessados em soluções que 
trocrun sinal exatrunente uma vez, é, soluções u que !1 \ (O) tem exatamente 
componentes conexas, u é positiva em uma delas e negativa na outra. Chrunaremos soluções 
de soluções nodais minimais. Afim de obtê-las seguimos [21] e supomos que o domínio f! satisfaz 
a seguinte condição de simetria 
(H) existe 7 E O(N) tal que 7 # Id, 72 =Ide 7(!1) = !1, 
em que O(N) denota o conjunto das transformações lineares ortogonais de RN em JR.N. Assim, 
estudllfnos o problema 
(D~) u(TX) = -u(x) para todo x E !1, 
u=O em8!1. 
Observe que qualquer solução não trivial de ( D~) troca de sinal. Como uma consequência relati-
vrunente simples da simetria do domínio, provrunos inicialmente o seguinte resultado de existência 
de soluções nodais minimais. 
Teorema 1.1. Suponha que (H) vale. Então, para todo q E (p,p*), o problema (D;) tem pelo 
menos um par de soluções que trocam de sinal exatamente uma vez. 
O resultado acima foi provado, no caso semilinear p = 2, por Castro, Cossio e Neuberger em 
[22]. Nesse trabalho eles consideraram não-linearidades mais gerais do que luiP-2u e não exigirrun 
nenhum tipo de simetria para o domínio !1. Recentemente, Bartsch e Weth [8] complementarrun 
os resultados de [22] provando que a solução obtida tem índice de Morse igual a 2. Como esses 
dois trabalhos utilizam a estrutura Hilbertiana do espaço W~·2(Q), suas idéias não se aplicrun ao 
pr<Jblemta (D~). Dessa forma, o Teorema estende os resultados existência [22, 
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também complemen!a o resultado de existência de [21], os autores con-
e obtiveram o mesmo resultado desde que f.t > O fosse menor que o primeiro autovalor do Lii;mt-
ciano, Tomando vantagem da simetria de f2 eles também estudaram a relação entre a topologia do 
domínio e o número de soluções nodais mínímais (veja Seção L3 onde explicamos melhor e es-
tendemos os resultados de [21]). Nosso próximo resultado mostra que o mesmo fenômeno ocorre 
para o problema (D;), desde que o eXIJOente q 
Teorema Suponha que (H) Então existe q* E (p,p*) que, para todo q E (q*,p*), o 
problema (D~) tem pelo menos r-catn(f2 \ !17 ) pares de soluções que trocam de sinal exatamente 
uma vez. 
Aqui, f)T = {X E f2 : TX = X} é O conjunto dos pontos de f2 que são fixados pela invo!ução T, 
e T-cat é a G7 -Categoria equivaríante de Ljustemik-Schníre!mann para o grupo G7 = {Id, T} (veja 
Seção A.3). Existem algumas situações onde a categoria equivaríante é maior do que a categoria 
usual. O exemplo clássico é a esfera unitária §N-l C JR.N com a ação antipodal T = -Id. Neste 
caso, cat(§N-1) = 2 enquanto T-cat(§N-1) = N. Assim, como conseqüência simples do Teorema 
1.2 e do Teorema de Borsuk-Uiam, obtemos um resultado de multiplicidade para a seguinte classe 
de domínios. 
Corolário 1.1. Suponha que f2 é simétrico com relação à origem e que O <1. !1. Suponha ainda que 
existe uma aplicação contínua e ímpar9: §N-l-+ !1. Então existe q. E (p,p*) tal que, para todo 
q E (q.,p*), o problema (Dq) tem pelo menos N pares de soluções ímpares que trocam de sinal 
exatamente uma vez. 
Antes de finalizar a seção gostariamos de destacar que os resultados de multiplicidade acima 
são novos mesmo no caso p = 2. Notamos também que a não linearidade do p-Laplaciano, que 
torna os cálculos mais complicados, é compensada pela homogeneidade do problema. Finalmente 
mencionamos que, quando a condição de simetria (H) não é satisfeita, obtemos um resultado que 
estende o de [10, Teorema B] para o caso quasilinear. Neste caso, relacionamos o número de 
soluções positivas com a categoria de Ljusternik-Schnirelmann de f2 (veja Teorema 2.11). 
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Equação de Schrõdinge:r quasilinea:r subc:rítica 
O nosso próximo é resultados de existência e multiplicidade para uma equação 
Schriidinger não linear. Antes de apresentar o vamos um pouco alg:uns resultad<)S 
conhecidos. Iniciamos cit:md.o Floer e Weinstein estudfrraJn a equação 
com o potencial V limitado e tendo x = O como ponto critico não degenerado. Para "f > O e h > O 
suficientemente pequeno, os autores usaram um método redução do tipo Lyapunov-Schmidt 
>J;(x, t) = exp( -iEtjh)u(x). .2.1) 
Posteriomente, Oh [54, 55] estendeu os resultados de [35] para dimensões maiores considerando a 
equação 
(1.2.2) 
com 2 < q < 2*. Para o potencial V, Oh supôs que existia a E lR tal que E < a, V(x) = a ou 
V(x) >a para todo x E JRN e além disso (V(x)- a)-112 era uma função de Lipschitz. 
O primeiro autor a usar métodos variacionals para estudar a equação de Schrõdinger foi Ra-
binowitz em [60]. Para descrever os resultados lá obtidos notamos que, substituindo (1.2.1) em 
(1.2.2), vemos que a função u satisfaz a seguinte equação elíptica 
fi2 
-2ll.u + (V(x)- E)u = lulª-2u em RN 
Fazendo a mudança de variáveis y = h-1x e trocando y por x, a equação acima se transforma em 
(1.2.3) 
onde b(x) = 2(V(hx)- E). Supondo que b(x) 2:: b0 >O, o problema acima tem uma estrutura 
variacional e o espaço natural para buscar soluções é Y = { u E W 1·2(JRN) : ,&N b(x)u2 dx < oo}. 
O principal problema é que o domínio JRN não é limitado. Assim, a imersão Y '-> Lª(JRN) não é 
compacta e o funcional associado pode não satisfazer a condição de Palais-Smale. Para contornar 
esta dificuldade, Rabinowitz considerou potenciais coercivos, isto é, 
lim b(x) = oo, 
lxl......,oo 
7 
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e mostrou nestas condições, a equação possui uma solução não Foi observado pos-
e que, de a 
Estamos interessados em estudar uma classe equações de Schrõdínger quasilineares em 
o po1:en•~ial pode não ser ""''r"'ívn Considere então o problema 
{ 
-Llpu + (Àa(x) + l)jujP-2u = jujq-2u 
u E Wl,P(RN), 
em que 2 :S p < N, p < q < p* e À > O é um parâmetro positivo. Para o potencial vamos utilizar 
as hipóteses por e em [7], os autores o acima 
com a fm1ção a satisfazendo 
(A1) a E C(RN, R) é não-negativa, n = a-1 (0) é um conjunto não vazio com fronteira suave 
e n = a-1 (0). 
(A2 ) existe Mo > O tal que 
L ({x E RN: a(x) :S Mo})< oo, 
onde L é a medida de Lebesgue em RN. 
Observe que a condição (A2 ) é satisfeita sempre que 
liminf a(x) > O, 
lxl-oo 
e portanto b;.,(x) = (Àa(x) + 1) pode não ser coercivo. 
O espaço natural para trabalharmos é 
X= { u E W 1,p(RN): lN a(x)jujPdx < 00}' 
no qual definimos o funcionall;.,q : X --> R dado por 
Bartsch e Wang consideraram somente o caso semilinear p = 2 e mostraram que, para valores 
grandes de À, o problema (SA,q) tem pelo menos mna solução positiva u0 , que é também uma 
solução de energia mínima, isto é, 
I lu\->.,q\ o; - {I >.,q ( u) : u é uma solução não trivial de ( S ;.,,q)} . 
CAP. 1 • INTRODUÇÃO 
Suponha que u E X n C(RN) é uma solução de (S;,,q)· Como a= O em n, temos que 
+ 
é exatamente a ( D ª). base nisto, Dan>e:u e o 
seguinte resultado de concentração: se p = 2, Àn --+ oo e ( u-"J é uma se,Jüencí:a de soluções de 
energia mínima de (SAn,q), então existe uma subseqüência de (uAJ que converge, em W 1·P(RN), 
para uma função u E W~·P(fl), com u sendo uma solução positiva do problema de Dirichlet 
(Dq)· Dessa maneira, o problema (Dq) é uma espécie de problema limite de (S>,,q)· Lembrando 
que Benci e Ceraroi provaram que o problema (Dq) possui pelo menos cat(O) soluções positivas 
quanclo q está de e obtiveram o mesmo o prc•ble:ma 
(S>,,q)· 
Motivados pelos resultados acima, e pelo Teorema 1.2 da seção anterior, nos perguntamos se os 
mesmos fenômenos ocorrem se consideramos um problema quasilinear com simetria e buscarmos 
soluções nodais noinimais. Assim, estudamos o seguinte problema: 
-LJ.pu + (Àa(x) + l)iuiP-2u = iuiª-2u 
u(7x) = -u(x) para todo x E RN, 
com À > O, 2 ::; p < N, p < q < p*, e 7 E O(N) satisfazendo 7 f Ide 72 = Id. O potencial a 
satisfaz (A1), (A2) e é invariante por 7, isto é, 
(A3) a(7x) = a(x) para todo x E RN. 
Note que a condição acima, juntamente com (A2), implicam que 7(0) =O, e portanto a condição 
de simetria (H) introduzida na seção anterior é automaticamente satisfeita. 
Afim de superar a falta de compacidade da imersão X <-+ Lª(RN), usamos idéias contidas 
nos trabalhos [7, 1] para obter uma condição de Palais-Smale local que depende do parâmetro ). 
(veja Proposição 3.3). Com a ajuda dessa compacidade, provamos inicialmente um resultado de 
existência de soluções nodais minímais. 
Teorema 1.3. Suponha que (A1)-(A3) valem, Então existe Ao A0 (q) > O tal que, para todo 
À 2: A0, o problema (S{,q) tem pelo menos um par de soluções que trocam de sinal exatamente 
uma vez. 
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A demonstração do resultado acima consiste em minimizar o tm1c1on:al l;,,q restrito à uma 
sul:lvarie:da<ie apropriada de e depois estabelecer uma relação entre o de regiões uv•uu, 
um critico u com sua energia h,q ( u). Da mesma maneira que em o problema com 
sín:tetria ( D;J age como um problema limite de ( SI,q). Assim, o seguinte resultado de co:ace:ntraçiio 
vale. 
Teorema Seja (.\n) C R tal Àn-> oo quando n--+ oo e (un) uma seqüência soluções 
do problema (Sfn.q) tal que h.n,q(un) é limitado. Então, a menos de uma subseqüência, Un-+ u 
forte em W1·P(RN) com u sendo uma solução do problema (D;). 
Adaptando algmnas idéias da demonstração de Teorema 1.2, somos capazes de relacionar o 
número de soluções (SI,q) com a Mais especifi· 
camente, obtemos o seguinte resultado multiplicidade de soluções. 
Teorema 1.5. Suponha que (A1)·(A3 ) valem, fl é limitado e seja W = { x E fl : rx x }. Então 
existe q. E (p,p*) com a seguinte propriedade: para cada q E (q.,p*), existe um número A(q) >O 
tal que, para todo À~ A(q), o problema (S>.,,q) tem pelo menos r-catn(fl \ fl") pares de soluções 
nodais minimais. 
Observamos que os resultados acima são novos mesmo no caso p = 2. Como na seção ante-
rior, podemos provar uma versão do Corolário 1.1 para o problema (S>.,,q) (veja Corolário 3.16). 
Explicitamos finalmente que, no Teorema 1.4 acima, não somos capazes de garantir que a solução 
limite troca de sinal exatamente mna vez. De fato, se tomarmos Un = O, vemos que a solução 
limite pode inclusive ser identicamente nula. Contudo, quando a seqüência de soluções ( un) é 
dada pelo Teorema 1.3 ou pelo Teorema 1.5, somos capazes de provar que a solução limite u dada 
pelo Teorema 1.4 é mna solução nodal minímal de (D;) (veja Corolário 3.17). Todos os nossos 
resultados referentes à equação de Schrõdinger podem também ser encontrados no artigo [37]. 
Em [26] Clapp e Ding consideraram o problema 
-.ó.u + .\a(x)u = J.LU + iul2._2u, u E W1·2(JRN), u(rx) = -u(x) em RN 
e provaram, para valores positivos e pequenos de Jl., resultados de existência, concentração e mul-
tiplicidade de soluções nodais rninimals. Recentemente, tais resultados foram estendidos para 
o operador p-Laplaciano em [3]. Nossos resultados complementam os de [26, 3] visto que tra-
balhamos com o expoente subcritico. Eles também complementam os resultados de [7] onde os 
autores buscaram, para p = 2, soluções positivas. Finalmente, destacamos que nossas idéias per-
un'"''"• sem hipóteses de simetria, buscar soluções positivas de (S>.,q)· Dessa forma, estendemos 
todos os resultados de [7] para o caso quasilinear 2::; p < N (veja 3.9, 3.11 e 3.18). 
CAP. 1 • INTRODUÇÃO 
1.3 Equação quasilinear crítica 
No 4 consideramos a seguinte equação critica 
{ 
-llpu = llfu[ª-2u + fulp•- 2u 
u=O 
em 
em8fl, 
onde fl c JRN é um domínio limitado e suave, 1 < p < N, p ::; q < p* e 11 > O. 
O ponto de partida para o estudo do problema acima é o famoso trabalho de Brézis e Nirenberg 
[ 18] onde os autores estudaram o caso p = q = 2 e mostraram que a existência de solução positiva 
111 ( fl) do operador em W~·P(fl), definido pOr 
111(!1) = inf {1rvufP dx: u E wJ·P(fl), 1rufP dx = 1}. (1.3.1) 
Mais especificamente eles mostraram que, se p = q = 2, então o problema (DI') possui pelo 
menos uma solução positiva desde que N 2:: 4 e O < 11 < 111 (fl) ou N = 3 e 71 < 11 < 111 (fl), onde 
71 é um certo número positivo. Eles também provaram que a segunda condição acima é ótima, no 
sentido de que, se N = 3 e fl é uma bola, então não existe solução positiva de (DI') quando 11::; 71-
0 que toma o problema (DI') delicado é a falta de compacidade da imersão de Sobolev 
w~·P(fl) <---+ If (fl). Essa falta de compacidade traz dificuldades na verificação da condição 
de Palais-Smale para o funcional associado E!' : WJ·P (fl) ......, lR dado por 
Ep(u) = ~ r [vufP dx-!:. r fufq dx- ~ r [u[P' dx. 
P Jn q Jn P ln 
De fato, se denotarmos por S a melhor constante de Sobolev da imersão acima citada, pode-se 
construir (veja [42, Teorema 3.5]), para cada k E N \ {0}, uma seqüência (u~) c W~·P(fl) tal 
que E"(u~) ......, ~SNIP, fiE~(u~)lfrw5·"rnw ....., O, mas (u~) não possui nenhuma subseqüência 
convergente. Assim, a condição de Palais-Smale falha em todos os níveis da forma ~SNIP. Um 
dos pontos chaves do trabalho de Brézis e Nirenberg foi mostrar que, apesar dos problemas acima, 
o funcional E~" satisfaz a condição de Palais-Smale em todos os níveis menores que o primeiro 
nível critico };SNIP. Usando essa compacidade local e estimativas precisas dos níveis de mín-max 
do funcional, eles foram capazes de obter soluções positivas do problema (DI'). 
Após o trabalho Brezis e Nirenberg, muitos outros autores estudaram o problema ( D "), de 
impossível apresentar aqui uma lista completa dos resultados. Assim, citaremos 
n 
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ap,emiS os que estão relacionados com os resultados que obtemos. Inicialffi<)S 
em Garcia e Perai Alonso estenderSlffi parte de [18] 
o e mostrarSliD que se p = q, < e J.L E p 1 então (D11 ) uma 
solução [39], entre outros resultados, os mesmos autores se p2 ::; 
q E (p,p*) e J.L > O. então (D~') uma solução , não necessariSlffiente positiva 
No nosso caso, estSlffios interessados em obter soluções nodais para o problema (D~'). O 
primeiro resultado nessa direção é devido à Cerami, Solimini e Struwe [24], que considerarSlffi 
o caso p = q = 2 e mostrarSliD a existência de um par de soluções nodais, desde que N 2: 6 e 
J.L E f.l1 (0.)). Resultados forSlffi por [75] e Tarant,e!lo 
soluções o nosso VSlffios proceder como antes e que o dominio 
O. satisfaz a condição de simetria (H). Dessa forma, estudSliDos o problema com simetria 
u(Tx) = -u(x) 
u=O 
para todo x E S1, 
emé!O.. 
onde O. c JRN é um domínio limitado e suave, p2 ::; N, p::; q < p* e f.l > O. 
O problema acima foi introduzido por Castro e Clapp [21] no caso em que p = q = 2. Eles 
obtiverSlffi resultados de existência e multiplicidade de soluções nodais minimais. Nosso primeiro 
resultado está relacionado com a existência de soluções. 
Teorema 1.6. Suponha que (H) vale. Então, para todo f.l E (0, J.1. 1(0.)), o problema (D:) tem pelo 
menos um par de soluções que trocam de sinal exatamente uma vez. 
O resultado acima estende o de [21, Teorema 1] em dois sentidos: primeiro porque considera-
mos o operador p-Laplacíano e segundo porque permitimos que a homogeneidade da perturbação 
piuiq-2u seja diferente de p. Ele tSliDbém complementa os resultados obtidos em [24, 75, 71]. 
Em seguida, considerSliDOS a questão de multiplicidade de soluções. Antes de apresentar nosso 
resultado, gostaríSliDOS de destacar três artigos de multiplicidade de soluções positivas para (D") 
que forSlffi importante no nosso estudo. Os dois primeiros são os trabalhos de Rey [ 62] e Lazzo 
[46], onde os autores considerarSliD o caso p = q = 2 e obtiverSliD cat(O.) soluções positivas para 
J.L positivo e suficientemente pequeno. Tais resultados forSliD estendidos para o p-Laplaciano por 
Alves e Ding [2]. Nesse último trabalho os autores permitirSliD que o expoente q fosse qualquer 
número intervalo [p, p*). 
CAP. 1 " INTRODUÇÃO 
No conceme à multiplicidade de soluções nodais citamos novamente [24], onde infinitas 
soluçi5es nodru:s r:adiaís foram uu:.m'" quando fl é uma bola centrada na origem, p = q = 2, 
2: 7 e f.k E (0, (fl)). de simetria Fortunato e J annel!i 
mostraram a existência de soluções com energia arbitrariamente grande para p = q = 2, N 2: 4 e 
/k > tais soluções trocam de sinal muitas vezes. Posterionnente, Castro e Clapp 
relaci:on.ar11m o número soluções nodais (D~) com a categoria equivariante de fl. 
No nosso trabalho estendemos esse último resultado para o operador p-Laplaciano e provamos o 
seguinte teorema. 
Teorema Suponha que (H) vale. Então existe fk• E (0, f.k1(fl)) tal que, para todo f.k E (0, ,u.), 
IJTC)b/ema (D~) menos \ pares de trocam exatamente 
uma vez. 
Destacamos que em todos os trabalhos sobre soluções nodais acima citados os autores consi-
deraram p = q = 2. Usando algumas idéias contidas no trabalho de Alves e Ding [2] permitimos 
que o expoente q seja qualquer número do intervalo [p,p*). Dessa fonna, os Teoremas 1.6 e L7 
acima são novos mesmo no caso semilinear p = 2. Além disso, eles complementam o artigo [2], 
que trata apenas de soluções positivas. Como nas seções anteriores, somos também capazes de 
provar uma versão do Corolário L1 para o problema (D~) (veja Corolário 4.10). 
CAPÍTUL02 
Equação quasilinear subcrítica 
Nesse capítulo estudamos o problema 
(D~) u(Tx) = -u(x) para todo x E !l, 
u=O em an, 
onde !] c JRN é um domínio limitado e suave, 1 < p < N, p < q < p* e o domínio !] satisfaz a 
seguinte condição de simetria 
(H) existe TE O(N) tal que T oJ Id, T 2 =Ide T(!l) = !l. 
Provamos os seguintes resultados: 
Teorema 1.1. Suponha que (H) vale. Então, para todo q E (p,p*), o problema (D~) tem pelo 
menos um par de soluções que trocam de sinal exatamente uma vez. 
Teorema 1.2. Suponha que (H) vale. Então existe q. E (p,p*) tal que, para todo q E (q.,p*), o 
problema (D;) tem pelo menos T-catn(!l \ !l7 ) pares de soluções que trocam de sinal exatamente 
uma vez. 
Corolário Suponha que !l é simétrico com relação à origem e que O 't !l. Suponha ainda que 
existe uma aplicação contínua e ímpanp: §N-l ......, Então existe q. E (p,p*) tal que, para 
q E (q.,p*), o problema (Dq) tem pelo menos N pares de soluções nodais ímpares. 
CAP. 2 " EQUAÇÃO QUASILINEAR SUBCRÍTICA 
Notações e alguns resultados técnicos 
o transcorrer desse denotamos por i i · li n a norma 
definida no espaço de Sobolev WJ•P(Q). Dado 1 :S s :S oo, indicamos por luls,n a L5 (0)-norrna 
de uma função u E P(O). 
Começamos observando que a involução r dada pela hipótese (H) induz uma ação em W J·P (O), 
T, uE 
(ru)(x) = -u(rx). (2.1.1) 
Segue imediatamente da definição acima que T : w t·p ( n) _, w t·p ( n) é linear e satisfaz r 2 ( u) = 
u, isto é, r é urna involução em wt·P(ü). O subespaço dos elementos fixados pela ação é indicado 
por wt·P(nr, isto é, 
Como estamos interessados em usar métodos variacionaís, observamos inicialmente que a 
primeira equação em (D;) é a equação de Euler-Lagrange do funcional Eq,n : Wt·P(Q) -+ R 
dado por 
Eq,n(u) = ~ r (I'VuiP + luiP) dx- ~ r iulª dx. 
Pln qJn 
As imersões de Sobolev mostram que o funcional acima está bem definido, Eq,n E C 1 (Wi·P (O), R) 
e seus pontos críticos, a menos da condição de simetria, correspondem às soluções fracas de (D~). 
Com o intuito de obter tais pontos críticos vamos considerar a variedade de Nehari associada ao 
funcional Eq,n. dada por 
Nq,n - {u E Wt·P(ü) \{O}: (E~.n(u),u) =O} 
- { u E Wt·P(O) \{O} : l!ull~ = lul~,n} · 
Observe agora que a condição de simetria em (D;) é equivalente a dizer que a solução u está 
no espaço invariante WJ·P(O)'. Logo, é natural considerarmos a variedade de Nehari r-invariante 
15 
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Sempre u E /Vq,!l temos 
e portanto o funcional Eq,!l é lírrlit,tdo inferionnente em Nq,fl (e também em N;,fl). Assim, faz 
(2. 
Naturalmente m~ ;::: O. Mais especificamente, vale o seguinte resultado. 
Suponha que p < q < p*. existe r q,fl > O que 
llullrJ ;::: rq,rJ, 
para todo u E N;,rJ- Em particular m~,fl > O. 
DEMONSTRAÇÃO. Como W~·P(D) '-> Lª(D), existe C> O tal que, para todo u E Nq,n. 
e portanto 1 :S Clluiih-p· Ésuficienteentãofazerrq,n = C 11(p-q)_ 
Dado um dorrlinio T-invariante 'D C JttN definimos 11 · llv. Eq,:D• Nq,:D• N;,v. mq,V e m~.v de 
maneira análoga, mas tomando as integrais sobre o conjunto 'D ao invés de n. Sempre que omi-
tinnos a referência ao conjunto nas notações acima, estamos supondo que 'D = n. Considerando 
Br(O) = {x E JttN : lxl < r} e com o intuito de não carregar a notação, usaremos somente 
mq,r e m;,r para denotar mq,Br(O) e m;,Br(O)• respectivamente. Destacamos finalmente que, em 
todo o transcorrer desse trabalho e sempre que não causar confusão, vamos omitir a variável de 
integração. Dessa fonna, escrevemos somente fv u para indicar fv u(x )dx. 
É bem sabido que para utilizar teoria de pontos críticos exigimos sempre que o funcional com 
o qual estamos lidando satisfaça alguma condição de compacidade. Neste capítulo, e também nos 
outros que se seguem, vamos utilizar a bem conhecida condição de Palais-Smale. Lembramos 
então que se E é um espaço de Banach, M C E é uma C 1•1-variedade e c E R dizemos que o fun-
cional I E C 1(M, R) satisfaz a condição de Palais-Smale no nível c, que denotamos simplesmente 
por (PS)0 , se toda seqüência (un) C E tal que I(un)--+ c e I'(un)-+ O possui uma subseqüência 
convergente. 
o nosso fur1ci,omil Eq temos o seguinte resultado de compacidade. 
CAP. 2 • EQUAÇÃO QUASILINEAR SUBCRÍTICA 
os 
Note inicialmente que, se IIE~(u)ll. dentotaa norma da deriivaclado tun,cw>nal 
Seja então (un) cNJtalqueEq(un)--+ c E R e IIE~(un)ll.-+ o. Segue da observação acima 
(On) C R 
(2.1.3) 
Observe que, como Eq(un) = (1/p- 1/q)lluniiP--+ c, a seqüência (un) é limitada em WJ'P(fl). 
Lembrando que (nn) C NJ, obtemos 
(J~(un), Un) - P 1 (j'Vunlp-2'i7un · VUn lunlp-2UnUn) - q 11nnlª-2unUn 
- PlluiiP- qjunl& = (p- q)jluniiP <O, 
e portanto, da limitação de ( un), podemos supor que (J~(un), un) --+ l :::; O. Se l = O a expressão 
acima implicaria que Jlnnll --+O, contrariando o Lema 2.1. Logo l < O e deduzimos de (2.1.3) que 
On-+ O, isto é, E~(un) --+O em (WJ·P(flY)*. O resultado segue agora de um argumento padrão, 
visto que a imersão WJ'P(fl) '--' Lª(fl) é compacta. 111 
2.1.1 Algumas propriedades de mq e m~ 
Nessa subseção apresentamos algumas propriedades dos mínimos definidos em (2.1.2) que serão 
importantes no futuro. O primeiro resultado estabelece a relação entre esses mínimos. 
Lema 2.3. Para todo p < q < p* temos que 2mq :::; m~. 
DEMONSTRAÇÃO. Seja u E NJ. Como TU= u e tendo em vista a definição (2.1.1), sabemos que 
seu é positiva em A C !1, então u tem que ser negativa em r( A). Usando esse fato e a expressão 
(2.1.1) novamente, concluímos que 
17 
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e 
lulª = 2 
em O}. Segue das igualdades 
donde segue o resultado. 111 
Dado um domínio limitado V c R"', denotamos por S a melhor constante da imersão W 5·P (V) <-+ 
If (V) dada por 
Lembramos que S não depende do conjunto V e não é atingido a menos que V = JRN. Vamos usar 
a estrutura da variedade de Nehari Nq para estabelecer urna relação entre mp• ,v e S. Para tanto, 
seja 
I;D = { U E W5•P(V) : llullv = 1} 
a esfera unitária de W5·P(V) e considere u E I:v. Dado a> O e p < q :S p* ternos 
Igualando as expressões acima concluímos que a aplicação 
. " A( f ( ) I lq/(p-q) 1./Jq,V : L<V--+ JVq,V 1 1f!q,V U = U q,V .U (2.1.4) 
define um homeomorfismo entre I:v e Nq,V· Segue então que 
).TV:mp"' ,v inf llull~ 
uENp*,V 
inf 111/lp•v(u)ll~= inf llull~ = inf ( lluJI~ )N/p 
uEI;v ' uEEv lul:..v uEW~'P(V)\{0} lulp•,v 
Concluímos assim que, da mesma maneira que S, o ínfimo mp•,v não depende do conjunto 
V. Naturalmente, o mesmo não ocorre com mq,V se q f' p*. Contudo, tais ínfimos possuem urna 
inc!epemiência assintótica, cOll1forme estabelece o próximo lema. 
CAP. 2 e EQUAÇÃO QUASILINEAR SUBCRÍTICA 
Lema2.4 Lema Para todo domínio limitado V C RN temos 
DEMONSTRAÇÃO. vamos deJfinir, para p < q ::; , o seg,umte p:roo1err1a 
mq,'D inf {l (lvu[P + fufP) : u E wt·P(IJ), fvtufº = 1} 
- inf { Jpu~~r: 1u1P) : u E wt·P(IJ) \{o}}. 
= {u E Wt•P(IJ): fv \ufq = 1}, poclemos Pl'OCedercomo ""''m"e mostrar 
<Pq,:D : .Ã!q,v--> Nq,:D, <Pq,v(u) = flufl~(q-p)u 
define um difeomorfismo entre as variedades .Ã!q,:D e Nq,:D· Assim, 
(~ - ~) -1 m v = p q q, inf ffull~ = iJ# lf<Pq,v(u)il~ 
uENq,D uENq,v 
iJ# llull~lfull~/(q-p) = iJ# Jlullii'1(q-p) 
uENq,D uENq,D 
- ( il!f llull~) qj(q-p) = m~:~q-p), 
uENq,T> 
donde segue que 
m :D = (q- p) mqj(q-p) 
q, pq q,V (2.LS) 
Tendo em vista a relação acima, é suficiente mostrarmos que mq,v --> S quando q --> p*. Para 
tanto note que, se p::; s < t::::; p* eu E wt·P(IJ), então 
lu[ < .C(IJ)(t-s)/st[u[ s,V _ t,'D, 
donde se conclui que 
Aplicando a desigualdade acima com (s, t) = (q,p*) e (s, t) = (p, q), respectivamente, obtemos 
.c(v)-p(p'-q)Jqp· s < m ~ < .c(vi<q-p)Jqçn ~. 
- q,v- / p,v 
19 
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agora a= 
finitos e a 2: S. 
llliq~p· mq,'D e A = 
rec:~samcJs mostrar 
a=S=A. 
20 
expressão segue que a e 
Suponha, que a > S. Nesse caso, tomando E E a- S), podemos usar a 
deliní·ção de S para encontrar u0 E W ~·P ( D) tal 
outro lado, aplicação q >-+ !uolq,D· existe qo E (p, p*) 
I fv(ivuoiP + luo!P) _ fv(lvuolP + luoJP) < ~ 
1 luol~,v luol~·.v 2' 
sempre que q E (q0 ,p*). As duas últimas desigualdades implicam que, para todo q E (q0 ,p*) 
contradizendo a definição de a. De maneira análoga se prova que A = S, o que conclui a 
demonstração do lema. 111 
2.1.2 A função baricent:ro 
Para r > O definimos o conjunto 
(l~ = {x E JHN: dist(x,!J) <r} (2.1.6) 
e a função baricentro /3q: W~·P(!J) \ {0}---+ JRN fazendo 
Confonne veremos, o lema abaixo é ponto chave para a demonstração do Teorema 1.2. O 
objetivo dessa subseção é apresentar uma prova para o mesmo. 
Lema 2.5. r> O existe qo = q0 (r) E (p,p*) que, todo q E (q0 ,p*), temos que 
pq(u) E , sempre que u E Nq e 
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Antes de prosseguir vamos fazer alguns comentários sobre esse res;ull:ado. 
conside:raram o problema (Dç). no caso semilinear p = 2, fazendo o estudo 
pnJblerrm de minimização: 
Benci-
seguinte 
em Fíq é a variedade Ng,O na prova Lema Como conseqüência teorema 
compacidade global de Struwe [68, Proposição 2.1], existe um E E (0, 1) tal que 
- ( u ) f0 (1'vul2 + lul2) 
Pq Iuiz· E n;, sempre que lul~· :::; s +E, 
Utilizando a informação acima, Benci e Cerami obtiveram q0 = q0 (r) que 
{Jq( u) E n;' sempre que u E Nq e 1 (ivul2 + lul2) :::; mq,n 
para todo q E (íio, 2*). 
De acordo com (2.1.5), para todo 2 < q:::; 2* temos que 
- q- 2 -q/(q-2) m ---m 
q 2q q 
Em [7, Lema 3.2], Bartsch e Wang enunciaram o Lema 2.5 (para o caso p = 2), afirmando que a 
demonstração segue da relação acima e do resultado de Benci e Cerami. Ao que nos aparece, a 
afirmação de Bartsch e Wang não é totalmente correta, visto que ela seria suficiente para provar 
uma versão do Lema 2.5 com a função baricentro do tipo {3q, e não Pq· De fato, conforme ficará 
claro no futuro, para o resultado de multiplicidade em domínios limitados a escolha da função 
baricentro como sendo Pq ou (3q é irrelevante, pois a argumentação final funciona com ambas as 
funções. Contudo, para o problema no JE.N (que será tratado no capítulo seguinte) é fundamental 
trabalharmos com a função {3q, que envolve somente a norma Lª. 
As observações acima nos motivaram a apresentar uma nova demonstração do Lema 2.5. O 
argumento utilizado é um pouco diferente daquele contido em Benci e Cerami e também não usa 
reescalonamentos, como sugerem Bartsch e Wang. Os lemas de concentração de compacidade são 
a ferramenta fundamental a ser utilizada. 
Desde os trabalhos de P.L.Lions em [47, 48], o método de concentração de compacidade tem 
sido largamente utilizados por vários autores para compensar problemas de falta de compaci-
Os dois trabalhos acima citados podem ser grosseiramente divididos em dois tipos de resul-
perda compacidade devido ao "comportamento no infinito" ou devido à "fenômenos de 
21 
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concentração". Posteriormente, alguns autores buscaram que tratassem as possibi-
!Hl:aae:s em um único Bianchi, Chabrowsi e e Ben-Naoum, 
Tro•estJ!e e como primeiros autores a implementar projeto. 
Afim provar o Lema 2.5 vamos precisar de um resultado auxiliar can:Jinlut na direção 
por Wíllem [73, Lema A 
versão que apresentamos bem como sua demonstração, inspirada nesse último e 
também pelo de Smets [67, Lema2.1 e Observação 2.2], onde o autor considera ocaso 1 < p < N, 
qn _ p* e permite o aparecimento de um pontencial V que pode ser singular. Antes de apresentar 
o resultado, vamos introduzir algumas notações. Denotamos por M(JFJV) o espaço de Banach das 
Ka<ion fin:itas sobre JRN eq1lip:ado com a norma 
I = sup lw(</J)I. 
4>ECo(iRN),i.Pioo :Sl 
Dizemos que uma seqüência (wn) C M(JRN) converge fracamente paraw em Ai(lRN) se wn(<P) -+ 
w(,P) para toda <P E C0(JRN). Pelo Teorema de Banach-Aiaoglu toda seqüência lin:Jitada (wn) c 
M(JRN) possui uma subseqüência fracamente convergente. 
Lema 2.6. Seja (qn) C [p,p*] uma seqüência não-decrescente tal que qn -+ p*. Seja (un) C 
Wl·P(JRN) satisfazendo 
e defina 
Então 
e 
lv(un- u)IP.....;. w fracamente em M(JRN), 
fracamente em M(JRN), 
Un(x)-+ u(x) q.t.p. x E lRN, 
Yun(x)-+ vu(x) q.t.p. X E JRN, 
(2.1.7) 
(2.1.8) 
(2.1.9) 
(2.1.10) 
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1, então cada uma das me•dütas w e v se concentra em 
um 
DEMClNSTRAÇ.ÃO. Suponha que u = 0. Dada </1 E C~(RN), denote K o suporte 
Usando as desigualdades de e a S, ob1ten1os 
(2. 1) 
AFIRMAÇÃO 1: a seqüência I<Plª" converge para I<PJP' em C~(RN). 
De fato, dado é > O considere, para n E N, o conjunto 
Cada Kn é fechado e portanto compacto. Além disso, como ( qn) é não-decrescente, 
Mas nKn 0, pois X E Kn para todo n E N implicaria II<P(x)Jqn -I<P(x)IP'I 2:: c para todo 
n E N, o que não pode ocorrer. Como cada Kn é compacto e n Kn = 0, concluímos que existe 
n0 E N tal que Kn = 0 para todo n 2': no. Logo III<PJqn - I<W'IIoo < é sempre que n 2': no, o que 
prova a afirmação. 
Usando a afirmação 1 acima e a convergência fraca de Ju,lªn em M(RN) concluímos que 
.J;gN l<PunJªndx--> JJi<N J<PJP' dv, quando n--> oo. Assim, passando (2.1.11) ao limite, usando o fato 
de Un--> O em Lfoc(JRN) e (2.1.7), obtemos 
qualquer que seja <P E C~(JRN). Isso prova (2.1.8). 
Vamos mostrar agora que, se !v!PIP' = s-11wl, então as medidas v e w são medidas concen-
tradas. Para tanto, note que a desigualdade acima e Hõlder implicam que 
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ou ainda, 
(2. 
não vale a igualdade acima e usando (2. L 
tal que 
Assim, 
I vi - + 
< s-p• jp(W( (p'-p)jp dw + s-p' IPiw I (p'-p)fp dw 
-
1N s-p' IP!w I (p'-p)jp dw 
-
s-p'fP(wiP'IP, 
donde se conclui que JvJPIP' < s-11wl, contrariando a nossa hipótese. Logo, vale a igualdade 
(2.1.13) e podemos escrever 
Lembrando que I v 1 PIP' = s-11w 1, podemos reescrever a desigualdade acima como 
qualquer que seja q, E C~(JRN). Assim, para todo conjunto v-mensurável r c RN, temos 
donde se conclui que 
Note que a segunda possibilidade implica v(r) = v(JRN). Portanto, a v-medida de um conjunto 
v-mensurável arbitrário r c JRN é nula ou donde segue que v está concentrada em um único 
po1uo. O mesmo vale para w em virtude de (2. L 
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Considerando agora o caso geral, detinirnos Vn = Un - u. Como vun(x) ---+ vu(x) 
x E JRN, podemos usar o de para que 
AFIRMAÇÃO vale a seguinte especialização do lema 
Usando a afinnação 2 obtemos 
desigualdade (2.1.8) segue da expressão acima, (2. 
(vn). 
(2. 
e da desigualdade correspondente para 
Para provar a afinnação 2 usaremos algumas idéias contidas em [68, Teorema 14.2] e [41, 
Lema 1.4]. Começamos observando que 
-111 <f>~lun- ilulºn di/ dz 
K O di/ 11 i qn<f>u(un- ilu)lun ilulºn-Z dz di/. 
Para v E [O, 1] fixo, definimos fn(x,il) = qn<f>u(Un- ilu)lun- ilulºn-z. Corno Un(x)-+ u(x) 
q.t.p. x E JRN, ternos 
lim fn(x, v)= p*q)(x)u(x)(u(x)- ilu(x))lu(x)- ilu(x)lp•-z = f(x, v). 
n~oo 
Dado um conjunto mensurável E C K a desigualdade de Hi:ilder e a limitação de (un) em 
lV1·P(JRN) nos fornecem 
L fn(x, v) dz < c1 L IUn- vulºn-llul dz 
< Cz L (lulºn + lunlqn-1 lul) dz 
< Cz {L lulºn dx + (L lulºn dz) 1/qn (L lunlº" dz) (qn-l)/qn} 
< c3 lulºn dx + lulºn dz) lfqn} . 
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= {x E : iu(x)l ~ 1} e E-= E\ , segue expressão que 
+ } 
Seja O < E < 1 
e obter 
para todo conjunto mensurável E c K tal que C( E) < íi. Isso mostra que a seqüência Un (·,v)) é 
unifonnernente irtte2rável em K e pelo de Teorema 7.12], temos 
r fn(x, v) dx = r f(x, v) dx, V i} E [0,1]. 
n-oo}K }K 
Para concluir defina 9n : [O, 1] -+ lR por 9n(iJ) = JK fn(x, iJ) dx. Temos 
lim 9n(iJ) = f f(x, iJ) dx = g(iJ), V iJ E [O, 1]. 
n-H)O JK 
Além do mais, fazendo E= K em (2.Ll6), obtemos C4 >O tal que 
Assim, pelo Teorema de Lebesgue, temos 
lim 11 9n(v) diJ = 11 g(v) dv. 
n-;.oo O O 
No te finalmente que 
lim1
1 
r fn(x,e)dxdv 
n-oo o Jx 
- 11 lp*</)U(u-vu)lu-vuiP'- 2 dxdv 
- -i [ </> d~ lu- vu!P' di} dx = ku <f>luiP' dx, 
confonne afinnado. 
Para verificar as igualdades (2.1.9) e (2.1.10), procedemos como em [73, Lema 1 e con-
sideramos, para > 1, ?.j;R E C 00 (JRN) uma função tal que ?.j;R - o em BR(O), = 1 em 
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iftN \ (O) e O ::; ?J;(x) ::; 1 x E Rrv. Usando (2.1.15) obt<em!JS 
limsup jvun\Pdx - limsup 
n--+oc n-oo 
= dw+ 
+ sup 
Passando a expressão acima ao limite quando R __, oo e usando o Teorema de Lebesgue obtemos 
(2.1.9). A prova de (2.1.10) é similar. 
Finalizamos a 2.5. 
D:FlM•DNSTjRAÇÃO DO 2.5: Suponha, por o !ema é falso. 
qn r p*, (un) ENqn comEqJun)::; mqn,T ef]qn(un) 9" . Assim, 
mqn::; Eqn(Un) = (~- _!_) lluniiP::; mqn.r· 
p qn 
Passando ao limite, usando a definição de Nqn e o Lema 2.4, concluímos que 
PorHolder 
) 
q jp* 
fnlun\qndx ::0: C(fl)(p*-qnW (fniun\p* dx n 
A expressão acima e (2.1.17) implicam que 
lím inf junl~: ::: SNfp. 
n-oo 
111 
existe 
(2.1.17) 
Por outro lado, lembrando que lunl~· ::; s-1 \luniiP, temos lunl~: ::; s-N/(N-p)(liuniip)N/(N-p), 
donde segue que 
Portanto, 
Jim \un\Pp: = SNfp 
n-oo 
(2.1.18) 
Como ( un) é limitada podemos supor que existe u E W J·P ( fl) tal que Un --" u fracamente em 
wJ·P(fl) e fortemente em V(fl). Definindo Vn := Un/iunlp• temos que lvnlp• = L Além disso, 
(2.1.17) e (2.1.18) implicam que 
llvnllp = llun~P = SN/p -
n-oo n-oo Jun\p• S(N-p)/p 
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Assim, a seqüência ( Vn) é uma seqüência mínimízante de S. O Lema A.ll nos garante então 
a menos uma subseqüência, vvn(x) - vv(x) XE Segue então 
VUn(x)- vu(x) X E 
considerações acima mostram C W~·P(fl) sati:;faz Assim, o as 
equações L e 1 e a convergência em I? ( f1) nos JJIOlHm<Om con!C!uir 
e 
Note que, como !1 é os termos W00 V00 não aparecem nas expressões ac;nllla. 
As expressões acima implicam que u = 0 ou iul~: = SNfp. De fato, supondo que isso não 
ocorre, podemos usar a desigualdade (a+ b)' < a'+ b' para a, b >O e O< t < 1, obtendo assim 
o que é absurdo. 
Como a norma é fracamente semícontínua inferiormente, temos que 
ijujjP :S liminf llunllp = SNfp 
n~oo 
Assim, se lul~: sNfp, concluiríamos que 
lluiiP < SNfp = 8 
lul~· - S(N-p)fp , 
e a constante de imersão S seria atingida por uma função u E W ~·P ( !1). Mas isso não pode ocorrer, 
visto que !1 =f IRN. Dessa forma, 
U = 0, lvlpfp• = s-lsNfp = 8-11wl e fniunlqndx -1v1. 
Usando o Lema 2.6 novamente, concluímos que a medida v está concentrada em um ponto y E !1. 
Logo, 
-1 X dv = y E !1, 
o cor1tr2tdiz /3qn ( Un) (/! !1;". Essa contradição conclui a demonstração do lema. 111 
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2.2 Soluções nodais minimais 
HHc:wHRJ~ essa seção com um resultado que mostra que, para obtermos pontos críticos invari:ant•es 
de é obtermos pontos da Eq à variedade 
Lema u E N; é um ponto crítico de Eq restrito à N;. então ué um ponto 
em W~·P(fl). 
DEMONSTRAÇÃO. Como ué um ponto crítico de Eq restrito à N;, existe fJ E R tal que 
(E~(u)- fJJ~(u), =O, v rjJ E 
onde definido na do Lema 2.2. Em particular, para rjJ = u E N;, temos 
O= (E~(u),u)- fJ(J~(u),u) = -fJ(J;(u),u) = 11(q- P)lluiiP 
Isso implica que fJ = O e portanto 
Segue então do princípio de criticalidade simétrica (veja Teorema A.6) que a igualdade acima 
se verifica para toda rjJ E W ~,P ( !1), isto é, E~ ( u) = O em (W ~·P ( !1)) *. O lema está provado. 11m 
Observamos agora que, seu é uma solução de (Dg), então u E C1(fl) n C(fl). Dizemos que u 
troca de sinal n vezes se o conjunto { x E fl : u(x) f O} tem n + 1 componentes conexas. Tendo 
em vista a ação deTem W~·P(fl) vemos que, seu é uma solução não-trivial do problema (D;), 
então ela troca de sinal um número ímpar de vezes. A relação entre o número de trocas de sinais e 
a energia de uma solução é dada pelo resultado abaixo, que foi inspirado em [21, Proposição 6]. 
Lema 2.8. Seu é uma solução do problema (D~) que troca de sinal2k- 1 vezes, então Eq(u) ;::: 
km~. 
DEMONSTRAÇÃO. Como u troca de sinal2k- 1 vezes o conjunto {x E !1: u(x) >O} possui k 
componentes conexas A 1,.,., Ak. Para i= 1,, .. , k, seja 
{ 
u(x) 
ui(x) = 
0 
se x E Ai U T Ai, 
caso contrário. 
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Cl:rramente temos que ui E wJ·P(or. Além disso, como ué um crU! co de Eq. 
Portanto ui E NJ para todo i= 1, .. , k, e 
cor!tmme afirmado. 
2.2.1 Demonstração do Teorema 1.1 
para m~ e obter uma subseqüência convergindo para um ponto de mínimo de Eq em }v'J, Por 
regularidade, tal ponto de mínimo deve ser um ponto critico e portanto uma solução do problema. 
DEMONSTRAÇÃO DO TEOREMA l.L Seja (un) C NJ uma seqüência tal que Eq(un) -> m~. 
Pelo princípio variacional de Ekeland (veja observação após o Teorema A.2) podemos supor que 
IIE~(un)ll.-+ O. Pelo Lema 2.2, o funcional Eq restrito àNJ satisfaz a condição de Palais-Smale 
no nível m;. Dessa forma podemos supor que, a menos de uma subseqüência, Un -+ u E NJ. 
Por regularidade Eq( u) = m~ e u é um ponto critico do funcional Eq restrito à NJ. Segue então 
dos Lemas 2.7 e 2.8 que a função u (e também -u) é uma solução do problema (D;) que troca de 
sinal exatamente uma vez. 
2.2.2 Demonstração do Teorema 1.2 
Dado T > O, seja o; definido por 
!l;:- = {x E O: dist(x, 80 U W)?:: r}. 
Considerando O;t' definido em (2.1.6) vamos usar a regularidade de !l e supor, durante toda essa 
seção, que r > O está fixado e é suficientemente pequeno de forma que as inclusões O; '-> O \ 0 7 
e O '-> O;t' são equivalências equivariantes de homotopia. Sem perda de generalidade podemos 
também supor que Br(O) C !l. 
Dado um número c E R, definimos o conjunto de nível do funcional Eq como sendo 
O resultado abaixo é peça chave na demonstração do Teorema 
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Seja qo = q0 (r) dado pelo 2.5. 
tais 
paratodoqE (qo,p*). 
Oq N7 n E2mq,r "{q n+ 
--+ q l q ---+ ;}Lr 
todo q E (qo, existem 
(2.2.1) 
DEMONSTRAÇÃO. Para q E (q0 ,p*) fixado, seja Vq E N,,B,(o) uma função radial positiva tal que 
• A (T n E2mq,r ~ ;vq q por 
de verificar que Ciq está bem definida notamos, inicialmente, que T : JRN -" JRN é uma 
isometria. Assim, como Vq é radial e T 2 = Id, para todo y E !1; vale 
(mq(y))(x) - -aq(y)(Tx) 
- Vq(TX- TY)- Vq(TX- y) = Vq(T(X- y))- Vq{T(X- Ty)) 
- Vq(X- y)- Vq(X- Ty) Ciq(y)(x), 
e portanto Ciq (y) E W ~·P ( !1 yr, sempre que y E !1;. 
AFIRMAÇÃO: se y E n;' então IY- TYI 2': 2r. 
De fato, suponha que IY- TYI < 2r e defina Yo = (y + TY)/2. Então 
T(yo) = T (y+Ty) = TY+T2(y) = y+Ty = Yo 
2 2 2 
e portanto, pela definição de !1;, devemos ter IY- Yol 2': r. Por outro lado, 
I 
(y+Ty)l 1 IY-Yol y- 2 =21Y-TYI<r 
o que é uma contradição e prova a afirmação. 
Usando a afirmação acima e o fato de que vq E W~·P(Br(O)), podemos reescrever aq(y) de 
uma forma mais conveniente, a saber 
se lx- Yl <r, 
(2.2.2) 
o caso contrário. 
31 
SEÇÃO 2.2 o SOLUÇÕES NODAIS MINIMAIS 32 
A expressão acima, o fato de r ser uma isometria e uma mudança de variáveis nos fornece 
- 2 (~ r (I'Vvq(x)IP + lvq(x)IP)dx- ~ r lvq(x)IP dx) 
p J B,(O) q J B,(O) 
- 2Eq,B,(o)(vq) = 2mq,r· 
Da mesma maneira, mostra-se que 
IIP = 2llvqll~.(o) = 2lvqi:.B,(O) = laq(Y)I~. 
donde segue que aq(Y) E NqnE:mq,•. Uma vez que já havíamos verificado que aq(y) E wJ·P(n;r 
concluímos que aq está bem definida. Segue imediatamente da definição que aq(ry) -aq(y). 
Dado agora u E N; n E;mq,r podemos argumentar como na prova do Lema 2.3 e concluir que 
u+ E Nq nE';q·•. Segue então do Lema 2.5 que '/q: N; nE;mq.r -; n; dada POfJq(u) = /3q(u+) 
está bem definida. Um cálculo direto mostra que "fq( -u) = T"fq(u). Além do mais, como Vq é 
radial e positiva, podemos usar (2.2.2) para obter 
JB,(y) lvq(x- y)lªx dx JB,(o) lvq(x)lª(x + y) dx 
"(q{aq(y)) = f = f = y, 
B,(y) lvq(x- y)lª dx B,(o) ivq(x)iª dx 
para todo y E O;. 
Resta somente verificarmos (2.2.1 ). Para tanto note que, se u E NJ n E;mq,r, então -u E 
NJ n E;mq,•. Isso mostra que tal conjunto é simétrico e portanto o grupo Z 2 age naturalmente 
sobre ele. Pela definição dos conjuntos n; e pela propriedade (H), a involução r : RN _, RN 
age sobre os conjuntos n;. Na primeira parte do lema mostramos que as aplicações aq e "(q são 
equivariantes. Segue então da teoria de Ljusternik-Schnirelmann equivariante (veja Lema A.8) que 
Urna vez que escolhemos r > O de forma que as inclusões n; <-t n \ fF e n <-t nt fossem 
equivalências equivariantes de homotopia, o Lema A.8 implica que T-Catn;e ( n;) = T -catn ( n \ W). 
Portanto, 
Z2-cat(N; n E;mq.r) ;::: T-Catn(íl \ 0 7 ), 
sempre que q E ( q0 , p*). Isso conclui a demonstração do lema. 1111 
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DEiMC)N5iTRAÇAO DO TEOREMA 1.2. e mq têm o mesmo limite 
quandoq __, t:JU,tt: iJo E (p, p*) 
sernpr·e que q E (q0 ,p*). Vamos mostrar o teorema vale q* = max{ qo, ifo}, em que 
q0 = q0(r) é dado pelo Lema 2.5. Dado então q E (q*,p*), observe que Eq restrito aN; satisfaz 
Palais-Smale e é par. Podemos então aplicar o Teorema A.9 para obter Z2-cat(NJ n E;m,,,) pares 
+u; de pontos criticos com 
em que usamos (2.2.3) e o Lema 2.3. A desigualdade acima, a definição de wJ·P(fW, o Lema 2.8 
e o mesmo argumento usando na demonstração do Teorema 1.1 mostram que ui é uma solução de 
(D~) que troca de sinal exatamente uma vez. Finalmente, segue de (2.2.1), que 
Z2-cat(N; n E~mq,r) ;::: T-Catn(O \ íY) 
e o teorema está provado. 1111 
Finalizamos a seção apresentando uma prova do Corolário 1 J. Além do teorema acima, vamos 
precisar do seguinte resultado de topologia, cuja demonstração segue do Teorema de Borsuk-Uiam. 
Teorema 2.10 ([311, Corolário 4.2, Capítulo 1]). Seja r C R_N um aberto simétrico com relação 
à origem e tal que O E r. Seja k < N e f :ar--> R_k uma função contínua. Então existe x E ar 
tal que f(x) = f(-x). 
DEMONSTRAÇÃO DO COROLÁRIO L L Seja T : RN -t RN dada por T(x) = -x. Como 
fF = 0, é suficiente mostrar que k = T-cat(O) ;::: N e aplicar o Teorema 1.2. Naturalmente 
podemos supor que k < 00 e portanto existe uma cobertura aberta x1, ... , xk de n e aplicações 
ímpares a; : X; -> {y;, -y;}, com YI> ... , Yk E n. Seja { e1 , ... , ek} a base ortonormal canônica 
de Jftk e considere as aplicações ímpares 'Yi : {y;, -y;} -> {e;, -e;} definidas por "f;(±yi) = ±e;. 
Compondo ai com "(; obtemos aplicações ímpares ii; : X; -> {e;, -e;}. 
Considere agora {:ir; : X; -> [O, 1]} uma partição da unidade subordinada à cobertura Xi e 
consistida de funções ímpares. Defina 'lj; : O -> §k-1 por 
?j;(x) = 2.:~- 1 7ri(x)íi;(x) . 
/2.:~1 7ri(x)íii(x)/ 
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Usando a função 'P corolário e o diagrama abaixo 
obtemos uma e 'lj; o 'P : §N-1 _., §k-I Mostremos que 
k ?: tanto. suponha por contradição k < podemos usar o 2. 
com f= (0) C JR.N e f= 'lj; o '{J para obter Xo E §N-1 tal o (xo) =('I/; o cp)(-xo). 
Como 'lj; o 'P é ímpar, concluímos que 
('I/; o cp)(x0 ) =('I/; o cp)( -x0) = -('1/; o cp)(xo), 
t1or1àe se conclui o =O. é um absurdo, 
Dessa ronma, devemos ter k 2: N e o corolário está provado. 
0 (§N-1) C §k-I 
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2.3 Multiplicidade de soluções positivas para (Dq) 
Nessa seção vamos mostrar que os argumentos utilizados nas seções anteriores nos pennitem es-
tender o resultado em [10, Teorema B] para o caso quasilinear 1 < p < N. Nesse contexto não 
exigimos nenhum tipo de simetria para o domínio Q e vamos mostrar o seguinte resultado: 
Toorema2.11. Existe q. E (p,p*) tal que, para todo q E (q.,p*), o problema (Dq) tem pelo menos 
cat( n) soluções positivas. 
Para provar o teorema acima vamos trabalhar com o funcional Eq restrito à variedade de Nehari 
usual Nq. Fixamos r > O tal que os conjuntos n: e 
fi;:-= {x E Q: dist(x,élQ) ?':r} 
sejam homotopicamente equivalentes a !1 e Br(O) c !1. A demonstração segue as mesmas linhas 
da prova do Teorema 1.2. Necessitaremos dos dois resultados abaixo que nada mais são do que 
versões dos Lemas 2.8 e 2.9. 
Lema 2.12. Se u é uma solução de ( D q) com Eq ( u) < 2mq. então u não troca de sinal. 
DEMONSTRAÇÃO. Como ué um ponto crítico de Eq temos 
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qualquer que 
u troca de em e u- são ambas dif<ere:rrte Oea 
expressão anma implica E Dessa fonna, 
contrariando a nossa hipótese. O lema está provado. 111 
paratodoq E (qo,p*). 
DEMONSTRAÇÃO. Fixado q E (q0 ,p*), defina os conjuntos 
Considere Vq E Nq,Br(O) uma função radial positiva tal que Eq(vq) = mq,r· Defina, para y E fí;, 
as aplicações 
a;(y) = vq{-- y). 
Argumentando como na prova do Lema 2.9 concluímos que a~ : fí; --+ E~ e que 13( ~ (y)) = 
y para todo y E O;. Suponha agora que 
(2.3.1) 
com cada Ai fechado e contrátil em Nq n E';'q,r. Então existem aplicações contínuas 7./Ji : [0, 1] x 
Ai --+ Nq n E';'q,r tais que 
7./Ji(O, u) = u, 7./Ji(l, u) =ui, 
para todo u E Ai e algum ui E Nq n E';'q,r. Para cada i = 1, ... , k, denote por Bi a imagem 
inversa de Ai pela aplicação a:. É claro que cada Bi é fechado em fí; e 
o; = u ... u Bk· 
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Considerando a homotopia 8i : [0, 1] x Bi-+ dada 
temos 
ei(o, y) = !3 
para yE Além 
8i(l, y) = !3 (?j!i(l, at(y))) = B(u;). 
Como Ui E Nq n E:;''·'' o Lema 2.5 garante que ,8( ui) E n;+-. Assim, a aplicação e i é uma 
em vez a co!Jerl:ura em 
Usando a aplicação a; e argumentando de maneira análoga obtemos 
catN,nE;"'·' (:Sq) 2: catn;!' (fi;:-). 
segue 
Uma vez que :s;n:s; = 0, podemos usar as propriedades da categoria de Ljusternik-Schnirelmann 
e concluir que 
catN,nE;"'·' (Nq n E:;''·') > catN,nE;"'·' (:St U :S-q) 
> catN, nE='·' (L;q+) + catN, nE='·' (:Sq-) q q q q 
> 2catn; (fi;) 
- 2cat(!1), 
em que usamos, na última linha, o fato de 0;+- e o; serem homotopicamente equivalentes a !1. O 
lema está provado. 111 
DEMONSTRAÇÃO DO TEOREMA 2.11. Seja q. como na demonstração do Teorema 1.2. Para 
q E ( q0 , p*) fixo, a condição de Palais-Smale para o funcional Eq restrito a Nq segue dos mesmos 
argumentos utilizados no Lema 2.2. O Teorema A.7 e o lema acima nos fornecem pelo menos 
cat(JI/q n E:;''·') ;::: 2 cat(fl) pontos críticos ui tais que Eq( ui) ::; mq,r < 2mq. Esses pontos 
críticos são soluções de (Dq) que, pelo Lema 2.12, não trocam de de sinal. Como o funcional 
Eq é par, os pontos críticos de Eq aparecem aos pares. Assim, existem pelo menos cat(fl) pontos 
críticos ui 2: O. Segue do princípio do máximo que ui > O em !1 e o teorema está provado. 111 
" CAPITUL03 
Equação de Schrõdinger quasilinear 
subcrítica 
Nesse capítulo estudamos o problema 
-L::,.pu + ().a(x) + l)lu!P-2u = lulª-2u em JRN, 
u(rx) = -u(x) 
u E Wl·P(JRN), 
para todo x E JRN, 
com,\> O, 2::;: p < N, p < q < p*, e r E O(N) satisfazendo T =f Ide r 2 = Id. O potencial a 
satisfaz 
(A1 ) a E C(JRN, R) é não-negativa, n = int a-1(0) é um conjunto não vazio com fronteira suave 
e n = (o). 
(A2) existe Mo > O tal que 
.C ({x E RN: a(x)::;: Mo})< oc, 
(A3) a(rx) = a(x) para todo x E JRN. 
Provamos os seguintes resultados: 
Teorema 1.3. Suponha que (A1)-(A3) valem. Então existe Ao = A0 (q) > O tal que, para todo 
,\ ;::: A0, o problema (SI,q) tem pelo menos um par de soluções que trocam de sinal exatamente 
uma vez. 
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Tet)re:ma Vt Seja (Àn) C R tal que -+ oo quando n-+ oo e (un) uma seqüência de soll~çõ.es 
vrc•bte·ma (Sin,q) I>.n,q(un) é a menos uma Un -+ u 
forte em W 1·P(RN) com u sendo uma do (D~). 
Teorema 1.5. :SU)7ont/Ul que = {x E fl: TX = 
existeq. E (p,p*) comasef!uintep:roprie<iad'e:· para q E p*), existe um A(q) >O 
que, para todo À 2 A(q), o (SI,q) tem pelo menos T-catn(fl \ !17 ) pares 
nodais minimais. 
3.1 Notações e alguns resultados técnicos 
Neste capítulo denotamos por X o espaço 
munido da nonna 
JJuJJ {1N (JV'uJP + (a(x) + l)JuJP)} l/p 
que é claramente equivalente a cada uma das nonnas 
para À 2 O. Além disso, diferente do capítulo anterior, quando escrevemos Juls estamos indicando 
a L3 (RN)-nonna de uma função u E U(JR:N). 
As hipóteses (A1), (A2) e o Teorema de Sobolev implicam que a imersão X '--' U(RN) é 
contínua para todo p :::; s :::; p*. Além do mais, o Teorema de Rellich-Kondrachov implica que, se 
p:::; s < p*, então X está compactamente imerso em Lfoc(JR.N). 
Da mesma fonna que no capítulo anterior, a involução T induz uma ação em X se definirmos, 
para cada u E X' TU E X por (2.1 o 1 ). Vamos denotar por X 7 o subespaço dos elementos fixados 
pela ação, isto é, 
X 7 = {u E X: TU= u}. 
O funcional associado ao problema ( S >.,q) é h,q : X -+ R definido por 
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As imersões Sobolev e a condição (AI) implicam h,q está bem definido, E C 1(X,R) e 
seus a menos correspondem às soluções de (S\,q). 
Seguindo os mesmos passo usados no capítulo anteri(Jf vamos considerar as variedades de Nehari 
associada ao h.,q 
= {u E X\ {O}: íi~.q(u),u) = = {u E X\ {O}: lluiJ~ = lul~}-
e 
Seu E V>.,q. então 
l>.q(u) = (~- ~) 
' p q 
donde segue I >.,q é limita<io inferiormente em ambas as variedades e estão bem definidos 
C>,,q = inf f:>.,q(u) e CÀ.q = inf i>,,q(u). 
uEV>.,q , uEVJ,q 
Argumentando como na prova do Lema 2.1, podemos provar o seguinte resultado. 
Lema 3.1. Suponha que p < q < p* e À 2: O. Então existe rq >O tal que 
para todo u E V{q· Em particular c~.q > O. 
O lema abaixo estabelece as primeiras relações entre os problemas de rninimização acima e 
aqueles definidos em (2. 1.2). 
Lema 3.2. Para todo À > O e p < q < p* temos que 
(ii) c);,q :::; m;,n· 
DEMONSTRAÇÃO. A prova de (i) é semelhante àquela do Lema 2.3 e será omitida. Para provar 
(ii), dado u E NJ. estendemos u para todo o RN fazendo u =O em RN \ n. Dessa forma, como 
a = O em n, concluímos que 
1. (IVuiP + (Àa(x) + l)iuiP) = f (IVuiP + luiP) = r iulq = r lulq, ~ k k kN 
isto é, u E VÀ,q· Como r(íl) = n, concluímos ainda que a extensão deu satisfaz ru = u, de forma 
u E V{q· Assim, NJ C VI,ª e o resultado se segue. 
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3.1.1 A condição de Palais-Smale 
Nessa subseção vamos estabelecer uma COJ1di•ção de compacidade para o funcional Se ten-
tarmos o argumento do 2.2 vamos esbarr:rrna dificuldade: como RN é um 
é Assim, precis:rrm)s urna 
argumentação diferente para compacidade. Mostraremos mesmo não havendo com-
pacidade na imersão acima, a condição de Palais-Smale vale em determinados níveis, desde que o 
parâmetro À seja suficientemente grande. Mais especificamente, provaremos o seguinte resultado 
de compacidade local: 
>0 existe l\.0 = A0 (q) >O que 
O resultado acima foi provado, para o caso sernilinear p 2, em [7, Proposição 2. 
demonstração que apresentamos aqui segue os mesmos passos. Contudo, como no caso geral 
2 :::; p < N não trabalhamos em um espaço de Hilbert, parte da demonstração teve que ser 
modificada (veja Lema 3.7 adiante). Nesse ponto, usamos algumas idéias contidas em [1]. 
Lema 3.4 ([7, Lemas 2.2, 2.3 e 2.4]). Seja ( un) C X uma seqüência (PS)c para h.,q· Então 
(i) ( Un) é limitada em X, 
(íi) lim llun\1\ = lim \uni~= cpqj(q- p), 
n-co n--+oo 
(iii) se c f O, então c 2: Co > O, onde Co é independente de À. 
DEMONSTRAÇÃO. Seja E > O dado. Usando a definição de h,q e as hipóteses, obtemos no E N 
tal que 
(3.1.1) 
sempre que n > n0 . Assim 
em que C1 = (~- ~) max{lludb, ... , lluno-llh}. Como p < q, a expressão acima implica que 
( un) é limitada em X. Assim, 
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e 
= lim 
n-+oo 
usamos a deliníção de li · 11>. e a imtJrs2io X '-* L1 (RN) para 
Cz(N) >O 
(3.1.2) 
para todo llulf :S (2C2 jlf(p-q) =S. Suponha que c< fiP(q-p)lpq. Por(ii)temos lim llunll\ < SP. 
n~oo 
Como as normas 11·11 e !1·11>. são equivalentes, existe n 1 2: n0 tal que llunll < S para todo n > n 1. 
obter 
ou ainda, 
sempre que n > n1. A expressão acima implica que Un-+ O e portanto IJ\,q(un)-+ O= c. Essas 
considerações mostram que (iii) vale para c0 = (5P ( q - p) e o lema está provado. 111 pq 
Lema 3.5 ([7, Lema 2.5]). Seja Co > O fixo. Então, para todo é > O dado, existe A, > O e R, > O 
tais que , se ( un) é uma seqüência (PS)c de h,q com c :S Co e À 2: A,, temos que 
limsup r lunlq :Sé. 
n-+oo JJR.N\BRE(O) 
DEMONSTRAÇÃO. Fixe R > 0 e escolha e E (0, 1) tal que 1lq = ?Jip + (1- e)lp*. Usando 
Hõlder, a imersão X ---. v· (RN) e a equivalência das normas 11 · li À e li · 11, obtemos 
(r lnnlp')~ (r lu 1p)7: Jfi!.N\BR(O) }1J<N\BR(0) n 
g_g_ 
:S CllnnlliJ-e)q (ir), luniP + lr'i, [un[P) " , 
em que f}c = {x E RN: a(x) < M0} n (RN \ BR(O)) e f~= (RN \ BR(O)) \ f}c. 
(3.1.3) 
Para 1 < r < N I ( N - p) denotamos por r' = r I (r - 1) o expoente conjugado de r. Usando 
Hõlder, a imersão '-* vs(RN) e a equivalência das normas novamente, vem 
i lu IP < C(f1 \l/r' lu IP < C C(r1 ) 1/r' I lu IIP n - R! n ps - 1 R n À. r• R (3.1.4) 
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outro como a( x) 2': lvi0 em r~. temos que 
!u 'IP < 1 
1 n - t\ ,- . l' I,_AiVlO T ) 
/ !!!!. (C .Orl. 1/s' . 1 ) p 
\ 1 ' R) + (ÀMo + 1) . < 
hipótese (Az), sabemos que .C(r1) -+ O quando R -+ oc. Logo o lado din~ito 
acima é pequeno desde que À e R sejam suficientemente grandes. 
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O lema abaixo é urna versão vetorial do lema de Brezis-Lieb e foi provado por Alves em [1]. 
Ele vai compensar a falta de estrutura Hilbertíana do espaço X. 
Lema 3.6 ([1, Lema 3]). Seja K 2': 1, s 2': 2 e A(y) = 1Yis-2y, para y E JFtK. Considere uma 
seqüência defonções vetoriais 7Jn : JFtN --> JFtK tal que (rJn) C (L8 (IRN))K e T/n(x) --->O q.t.p. 
x E JFtN. Então, se l77ni(L'(li!.NJJK é limitado, temos 
lim f IA(ryn) + A(w)- A(ryn + w)l'f(s-!J =O, 
n-+oo JJRN 
para cada w E (L'(JFtN))K fixado. 
DEMONSTRAÇÃO. Para 1 :::; i :::; K, sejam A; (y) e w;(x) a i-ésima componente dos vetores A(y) 
e w(x), respectivamente. Então, 
donde segue que existe c! > o tais que 
Conseqüentemente, 
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com C2 , C3 > O. Para cada E > O fixad!3, podemos usar a expressão acima e a desigualdade de 
IA(7!n + w)- A(7!n)l ::S Celwis-l + éi7Jnl'-l 
: RN -+ R aettmcla 
Como conseqüência das hipóteses e da última desigualdade, vemos que Ge,n satisfaz 
lim Gs.n(x) O, 
n-oo · 
Dessa fo!Tila, podemos usar o Teorema de Lebesgue para concluir que 
Segue imediatamente da definição de Ge,n que 
e portanto 
Dessa fo!Tila, 
Passando ao limite quando c -+ O, obtemos que 
o < lim inf r IA( 71n + w) - A( 1Jn) - A( w) ls/(s-1) dx 
n-oo JJRN 
< limsup r IA(1]n + w)- A(7!n)- A(w)l'f(s-1) dx::; o, 
n-+oo }JRN 
o que concluí a prova do lema. 
Lema 3.7. Seja À 2: O fixo e (un) uma seqüência (PS)c para h,q· Então, a menos de uma sub-
seqüência, Un --'" ufracamente em X com u sendo uma solução fraca do problema (S>.,q). Além 
se c! = c - h,q( u ), então Vn = Un - u é uma seqüência (PS)e para h,q· 
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subseqüência se necessário, ternos 
Un(x) _, u(x) 
fracamente em X, 
em Lfoc(JRN) para 
X E JR:lll 
Afirmamos que podemos supor ainda que 
Vun(x) _, 'Vu(x) 
I'Vunlp-2ÓUn ___,. j'Vujp-2 Óu 
áxi 
N q.t.p. X E R • 
frac:am<~nte em (V(JRN))*, 1 :::; i :::; 
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(3.1.5) 
(3. 
onde (U'(RN))* denota o espaço dual de V(JRN). Para verificar essa afirmação observamos 
cialrnente que, corno h : iftN _, IR, h(x) = jxjP é estritamente convexa, ternos 
Seja K C JRN um subconjunto compacto fixado. Dado ê > O definimos 
K, = {x E RN: dist(x,K) :S: ê} 
e escolhemos urna função '1/J E C 00 (iftN) tal que O :::; '1/J :::; l, '1/J = 1 em K e '1/J O em RJV \ K,. 
Usando a definição de Pn temos 
LN j'Vunlp'I/J LN jVunlp-2 ('Vun · Vu) 7./J 
+1jvujP-2 ('i7u·'i7(u-un))'I/J. 
K, 
Como ('1/Jun) é limitada em X e I~,q(un) _,O, temos 
e 
(3.1.7) 
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quando n ---+ oo. Substituindo as duas igualdades acima em (3. lembrmndo que 'lj; = O em 
RN \ e utílizmndo (3. 1.5) concluímos 
qmmdo n ---+ oo, com 
C3(n) := 
AFIRMAÇÃO 1: para 1::; i::; temos que lim Ci(n) =O. 
n-oo 
De fato, a limitação de (un) em X nos forneceM tal que IIUnll ::; M, para todo n E N. Assim, a 
convergência forte Un ---+ u em V(K,), implica que 
< lv'lj;looiiUnllp-llu- unlp,K, 
< lv'lj;looMP-llu- unlp,K,---+ O, 
quando n --. oo. Para estimar os outros termos observamos inicialmente que, a menos de uma 
subseqüência, 
(3.1.9) 
Note agora que 
donde segue que (luniP-2un) é limitada em yf(p-J)(K,). Usando este fato e a convergência 
pontual un(x) ---+ u(x) q.t.p. x E K,, concluímos que IUniP-2Un -' luiP-2u fracamente em 
y/(p-ll(K,J Portanto, como u E (Vf(p-ll(K,))* = V(Ke), 
luiP, quando n ---+ oo. 
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A expressão acima, e a lln::lita•ção de a(x)'ljJ em Ke implicam 
mesma manei:ra pode-se mostrar = limn~oo C4 (n) =O, o que COIJChli a prova 
a afinnação e (3.1.8), obtemos 
(3. 
AFIRMAÇÃO 2: A expressão acima implica que Vun--+ vu em (LP(K)j1'1• 
Vamos usar que 
> O (veja Usando a desiguald:ade 
acima com a= Vun e b = Vu, e lembrando (3.1.10), obtemos 
o < lim r I'VUn - 'Vu!P 
n-oo}K 
< Ml lim r (I'Vunlp-2VUn -lvuiP-2vu) . v(un- u) =o, 
p n-oo}K 
conforme afinnado. 
Como conseqüência imediata da afinnação 2 concluímos que VUn(x) --+ 'Vu(x) q.t.p. x E K. 
A arbitrariedade do compacto K e um processo diagonal estabelece a primeira parte de (3.1.6). 
Para provar a segunda afinnação em (3.1.6) é suficiente usar a primeira, a limitação de (I'Vunl) em 
I?(JRN) e o mesmo argumento utilizado para mostrar que C2(n)--+ O quando n--+ oo. 
Dada uma função <P E C0 (JRN) temos 
(I~,q(un),<J;) = r j'Vunlp-2Vun · \1</J+ r (.\a(x) + l)IUn!P-2un</J- r. lunlq-2un</J· JRN JRN JRN 
Passando ao limite e usando (3.1.5) e (3.1.6) concluímos que (I~,q(u), </;) = O, donde segue que 
I),,q(u) =O. A limitação de (un) em X, as convergências pontuais em (3.1.5) e (3.1.6) e o lema de 
Brezis-Lieb implicam que. 
quando n --+ 00. Assim limn~oo h,q( Vn) = c- l;..,q( u). 
Resta apenas mostrar que I\,q(vn) --+ O. Para tanto note inicialmente que, dado <P E X, 
podemos computar 
11) 
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e 
Uma vez que (vn) é limitada em X, segue que ("vvn) C (D'(JRN))N satisfaz as hipóteses do 
Lema 3.6. Assim, usando esse lema com w = vu e a desigualdade de Holder, vem 
< 
< II<PII, 
quando n -+ oo. Da mesma maneira podemos mostrar que a estimativa acima vale também para 
C6 (n) e C7 (n). Assim, como l~.q(un)--+ O e l~.q(u) =O, obtemos de (3.1.11) que 
I(I~,q(vn), <P)I ~ o(l)II<PII, quando n--+ oo, 
para toda q) E X. Isso implica que I>.,q( vn) --+ O e conclui a prova do lema. 111 
Estamos prontos para provar o resultado de compacidade que vamos necessitar. 
DEMONSTRAÇÃO DA PROPOSIÇÃO 3.3. Considere Co dado pelo Lema 3.4(iii) e fixe E > 0 tal 
que 2t: < eopqf(q- p). Dado C0 >O qualquer, escolhemos Ae e Re dados pelo Lema 3.5 e vamos 
provar a veracidade da proposição para Ao = A,. Seja então ( u,) C V{,q tal que 
em que c~ C0 , À :?: Ao e 11·11* é a norma da derivada do funcional restrito. Argumentando como 
no Lema 2.2 concluímos que, de fato, I>.,q(un) --+O em X*. Assim, pelo Lema 3.7, podemos supor 
que un -'- u fracamente em X e Vn = Un- ué uma seqüência (PS)e para h.,q• com c' = c-h.,q( u). 
Afirmamos que c'= O e portanto oLema3.4(ii) implica que lim llvnll~ = c'pqf(p-q) =O. Como 
n-oo 
li · Ih é equivalente a li · 11. concluímos que Un-+ u fortemente em X. 
Afim de verificar que c' = O vamos supor, por contradição, que é > O. Pelo Lema 3.4(iií) 
temos que c':?: Co> O. Como Vn-+ O em Lioc(JRN) segue dos Lemas 3.4(íi) e 3.5 que 
Co..J!!L < c' ...!!!L= lim lvnlg q-p q-p n-oo 
< lim 
n-oo 
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o provada. 111 
3.2 Soluções nodais minimais 
problema (S\,q)· 
Conforme será visto, as demonstrações dos resultados de existência e multiplicidade seguem as 
mesmas linhas daquelas apresentadas no capítulo anterior. Dessa forma vamos destacar somente 
os detalhes que são diferentes dos anteriores. O primeiro resultado relaciona a energia de uma 
solução com o seu número de regiões nodais. Como a demonstração é análoga à 
não 
2.8, 
Lema 3.8. Se u é uma solução do problema ( SI.q) que troca de 
kc!.,q· 
2k -1 vezes, então h,q( u) 2: 
3.2.1 Demonstração do Teorema 1.3 
DEMONSTRAÇÃO DO TEOREMA 1.3. Seja q E (p, p*) fixado e Ao = Ao( q) dado pela Proposição 
3.3 com Co = m~,n = m~, em quem~ é o mínimo relacionado com o problema (D;) e definido 
em (2.1.2). Seja.\ 2: Ao e (un) C VI,q uma seqüência tal que h,q{un) -+ CÀ,q· Pelo princípio 
variacional de Ekeland podemos supor que III~,q(un)ll. -+ O. De acordo com o Lema 3.2(ií), 
temos que c';.,q < m;. Dessa forma, a Proposição 3.3 e a escolha de Co nos assegura que, a menos 
de uma subseqüência, Un -+ u E VI,q· O princípio de criticalidade simétrica e o mesmo argumento 
do Lema 2.7 implica que ué um ponto critico de h,,q. Segue então do Lema 3.8 que a função u (e 
também -u) é uma solução do problema (SI,q) que troca de sinal exatamente uma vez. 111 
As idéias acima nos permitem estender o resultado de existência em [7, Teorema 1.1] e provar 
o resultado abaixo. 
Teorema 3.9. Suponha que (A1) e (A2) valem. Então existe Ao = A0 (q) > O tal que, para todo 
.\ 2: A0, o problema (SÀ,q) tem pelo menos uma solução positiva de energia mínima. 
DEMONSTRAÇÃO. Fixado q E (p,p*) considere A0 = A0 (q) dado pela Proposição 3.3 com 
Co = mq,fl· Para .\ 2: A0 , argumentando como na prova do Teorema podemos concluir que 
é atingido por algum u E que é uma solução de (SÀ,q)· Da mesma m:me:lfa no 
mostra-se fa<:ilrne11te que qu:a!q•uer solução de ( S À,q) com energia inneri,,r a 2cÀ,q não troca 
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Logo, podemos supor que u 2': O. Segue então do pri:ncí;pio do máximo que u > O em RN. 
Como V;_,q cor1térn todas as soluções 
de energia teorema está provado. 
3.2.2 Demonstração do Teorema 1.4 
prc•ble•ma (S;_,q), é evidente tal solução é 
111 
Nessa subseção vamos nos concentrar no estudo do comportamento assintótico das soluções de 
(SI,q). Começamos com o seguinte resultado auxiliar, cuja demonstração foi baseada em [26, 
Lemma 4] (veja também [3, Lemma 
Lema :3.10. Seja M > O, Àn 2': 1 e ( Un) C X Então uma 
fonção u E W~·P(ft) tal que, a menos de uma subseqüência, Un-" ufracamente em X e Un-> u 
em L'(RN), para qualquerp:::; s < p*. 
DEMONSTRAÇÃO. Como lfunlf :::; IIUniiÀn :::; M, passando a uma subseqüência se necessário, 
podemos supor que Un --'- u fracamente em X. Provemos inicialmente que u E w~·P(ft). Para 
tanto, seja ck = {X E RN n Bk(O) : a(x) > 1/k }, para k E N. Então 
f luniP:::; k f a(x)luniP:::; :M-> O, quando n-> oo, lck lck n 
para todo k. Assim, como ck é limitado e Un _, u em Lfoc(RN), temos que 
f luiP = O, para todo k E N, Jck 
donde se conclui que u(x) =o q.t.p. X E RN \ n. Da suavidade de an segue que u E w~·P(ft). 
Para verificar que Un _, u em LP(RN) definimos F= {x E JRN : a(x) :::; M0}, em que Mo é 
dado pela hipótese (A2 ). Como u E W~·P(ft) d1 n (RN \F)= 0, temos que u =O em RN \F. 
Assim, 
Dado é > O, uma vez que Àn -> oo, existe n 1 E N tal que, 
é 
- uiP < 3', sempre que n 2': n 1. (3.2.1) 
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Para R> O arbitrário, denotamos BR = BR(O) e escolhemos r E (1, 
Hõlder, a lm:~rsl:io 
< ele. (Fn (JRN \ BR))l/r'lun- ul~p 
< C2J:.(Fn(JRN\BR)) 11''ilun -uiiP 
< C3J:. (F n (JRN \ B R)) l/r' , 
em que r 1 = -1) é o expoente conjugado de r. Segue da hipótese 
jm1trune:nte com a existe > O 
Uma vez que Un--> u em Lfoc(JRN), existe n2 E N tal que 
r lun- uiP < ~' sempre que n :2:: n2. 
jFnBRo 3 
Síi 
- p)). Aplicando 
que C.( F) < oo. 
(3.2.2) 
Fazendo n0 = max{n1 , n 2}, usando a expressão acima, (3.2.1) e (3.2.2), concluímos que 
isto é, Un--> u em LP(JRN). 
Sejap < s < p* fixadoeescolhaiJ >O tal que 1/s = ()jp+(l-IJ)jp*. Usando a desigualdade 
de Holder e a continuidade da imersão X <-t v· (JRN) obtemos 
< C4llun- ull(l-B)slun- ui!• 
< C5lun- ui~s. 
Como já sabemos que Un _, uem LP(JRN), a desigualdade acima implica que Un-> u em L•(JRN), 
o que conlcui a prova do lema. 
DEMONSTRAÇÃO DO TEOREMA 1.4. Seja ( Àn) C JR tal que Àn -> oo e ( Un) C uma seqüência 
de soluções de (Sin,q) tal que (hn,q(un)) é limitada. Se (un) urna subseqüência (un;) C 
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Unj = O para todo j E N, então não nada a fazer. Assam. podemos que 
n E N. Logo, Un E V{mq e 
expressão acima e da de (hn,q(un)), >O que :S Vamos 
provar o teorema para u E wg•P(f!) dada pelo Lema 3.10. Uma vez que I~n.q(un) =O e a= O em 
f!, podemos argumentar como na prova de (3.1.6) e supor que 
e 
VUn(x) _, vu(x) 
lvunlp-zÔUn -" lvuJP-2 ou 
. OXi . OXi 
q.t.p. X E fl, 
frac:am•~nte em 
1 (lvunJP-2VUn ·v <P + lun\P-2un</J) = fn1un]q- 2 un</J, 
(3.2.3) 
(3.2.4) 
qualquer que seja <P E wg·v(fl). Passando a expressão acima ao limite, usando (3.2.4) e o Lema 
3.10 concluímos que u satisfaz a primeira equação em (D;). Como X 7 é um subespaço fechado 
de X, é suficiente mostrarmos que Un --+ u fortemente em W1·P(RN) para concluir também que 
TU= U. 
Usando (3.2.3), u E WJ•P(f!) e o lema de Brezis-Lieb obtemos 
(3.2.5) 
quando n -> oo. Além disso, usando novamente que u E wJ·P(f!), podemos concluir que 
Isso, (3.2.5), o Lema 3.10 e o fato de Une u pertencerem à variedade de Nehari Vl:n,q implicam 
que 
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quando n __. oo. Portanto, l!un - ull~ :::; l!un - ull\n __. O, quando n __. oo e o teorema 
111 
Os mesmos argumentos utilizados nos permitem estender o resultado de concentração 
Teorema (.:\n) C JR que Àn __. oo n-+ oo e ( un) uma seqüência de soluçi'Jes 
positivas do problema (S>.mq) tal que h.n,q(un) é limitado. Então, a menos de uma subseqüência, 
Un-> uforte em W 1•P(JRN) com u sendo uma solução positiva do problema (Dq)· 
3.2.3 Demonstração do Teorema 1.5 
Nessa subseção provamos o teorema de multiplicidade de soluções para ( S),,q). O resultado abaixo 
é ponto chave da nossa argumentação e relaciona (S;,,q) com seu problema limite (Dq)-
Lema 3.12. Para todo q E (p,p*) temos ,lim C>.,q = mq,il· 
A~OO 
DEMONSTRAÇÃO. Como Nq c V.\,q sabemos que O :::; C>.,q :::; mq para todo À 2: O. Suponha, 
por contradição, que o lema é falso. Então existe uma seqüência ( Àn) C JR tal que Àn --+ oo e 
c.\n,q-> c< mq· Pelo Teorema 3.9, para n suficientemente grande, existe (un) E V>.n,q tal que 
O Teorema 3.11 implica que, a menos de subseqüência, Un ___. u em W 1·P(JRN) (e também em 
Lª(JRN)) para uma solução u E Nq do problema (Dq)· Tomando o limite na expressão acima vem 
c= (~- ~) lulª = (~- ~) lulª =E (u), P q ª P q q,n q 
e portanto c é atingido por Eq em Nq· Segue da definição de mq que c > mq, o que é uma 
contradição. O lema está provado. 
Fixamos, daqui por diante, um número r > O suficientemente pequeno de forma que os con-
juntos 
!l:j;. = { x E JRN : dist(x, !1) < 2r} 
= {X E í1 : dist( X, 8!1 U !17 ) 2: r}. 
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sejam tais as inclusões '-> nvr e n '-> n;t. são equivalências equivariantes de homotopia. 
ger1er<llidade pod.em()S também supor que Br(O) c 
escolhemos R> O que c BR(O) e definimos 
Ç(t) = { 1 
R/t 
se O :S:: t :S:: 
se t?: 
Também definimos, para u E VA,q• a função baricentro truncada 
JIRN luiºÇ(ixi)x dx 
Jli!P lulºdx 
Lema Lema 3.8]). q1 E (p,p*) com a q E 
(q1 ,p*), existeumnúmeroA1 = A1 (q) que,paratodoÀ?: A1, temosmq,r < 2c:~,q· 
DEMONSTRAÇÃO. Como, pelo Lema 2.4, mq,r e mq têm o mesmo limite quando q -> p*, existe 
q1 ta! que 
para todo q E (qi>p*). 
Afirmamos que o lema vale para q1 como acima. De fato, suponha por contradição que existe 
q E (q1,p*) e (Àn) C R tal que Àn-> oo e mq,r?: 2cÃn,q· Da expressão acima segue que 
Passando ao limite e usando o Lema 3.12 concluímos que 3mq ?: 4mq, donde segue que mq =O. 
Mas isso é uma contradição e o lema está provado. 111 
Lema 3.14 ([7, Lema 3.8]). Existe q2 E (p,p*) com a seguinte propriedade: para cada q E 
(q2,p*), existe um número A2 = A2(q) tal que, para todo À?: Az, temos que ?Jq(u) E Oi;, sempre 
que u E VÃ,q e IJ<,q(u) :S:: mq,r 
DEMONSTRAÇÃO. Seja q2 = q0 (r) dado pelo Lema 2.5. Suponha, por contradição, que o lema é 
falso para essa escolha de q2 • Então existe q E (q2,p*), (Àn) C R, UnE V"'"'º tais que Àn-> oo, 
e ?Jq(un) 1/. Oir· A expressão acima mostra que as todas as hipóteses do Lema 3.10 são satisfeitas, 
de modo existe u E wJ·P(fl) tal Un _,. u em U(JRN) para todo p s s < p*. 
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(ivu IP + 
, nl 
a norma li'!~ o é fmcan1ente s!:mi-contümainferiormente e 
po1dernos usar a expressão ac1ma para 
ou ainda, como u = O em JRN \ !1, 
(ivuiP+ < 
A expressão acima im,plü:a que existe tE (0, 1] que 
in (lv(tu)IP + !tu!P) in !tu!ª, 
isto é, tu E Nq,fl.· Desta forma, temos 
54 
Segue da desigualdade acima e do Lema 2.5 que (3q(tu) E !1;+-. Como Un ___. u em Lª(JRN), 
podemos usar o Teorema de Lebesgue, a definição de t; eu E wg·P (!1) para obter 
Mas isso contradiz o fato de /3 ª ( Un) i/ üir e conclui a demonstração do lema. 111 
O resultado abaixo é uma versão do Lema 2.9. 
Lema 3.15. Seja q2 dado pelo Lema 3.14, q E (q2,p*) e A2 = A2(q) satisfazendo a propriedade 
do enunciado do Lema 3.14. Então, para todo À 2: A2 (q), existem duas aplicações 
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tais que aq( rx) = -aq(x), /q( -u) = r~íq( u), e /qoaq é equivariantemente hOJ?wtópicoà mc:iu!>ao 
<-+ n+ 2r· 
DEMONSTRAÇÃO. Para q E (q2,p*) fixado e À 2 A2(q), seja vq E fiÍq,B,(O) uma função radial e 
positiva tal que Eq,B,(O) ( Vq) = mq,r· Defina CXq : n;:- -+ vr,q n If;q,r por 
x E íl;:-, segue aq(x) E n e aq(rx) = -aq(x). disso, 
como a= O em íl, concluímos que h,q(aq(x)) = Eq{cxq(x)) = 2mq,r e que aq(x) E Yr,q· Logo, 
aq está bem definida. Como u+ E V{q n 1;::;··, o Lema 3.14 implica que 1q(u) = /3(u+) E flt,. É 
suficiente agora repetir os argumentos usados na prova do Lema 2.9. 111 
Estamos prontos para provar o Teorema L5. 
DEMONSTRAÇÃO DO TEOREMA L5. Sejam q1 e q2 dados pelos Lemas 3.13 e 3.14, respectiva-
mente. Defina q. = max{q1, q2}. Fixado q E (q.,p*) sejam A1 = A1(q) e A2 = A2(q) dados pelos 
Lemas 3.13 e 3.14, respectivamente. Definimos ainda A A(q) = max{A0 (q), A1(q), A2 (q)}, 
onde A0 (q) é dado pela aplicação da Proposição 3.3 com C0 = 2mq,r· Vamos provar que o teo-
rema vale para essa escolha de q. e A. 
Seja então À 2 A. Como o funcional h,q restrito a V{q é par e satisfaz Palais-Smale abaixo do 
nível 2mq,n podemos aplicar o Teorema A.9 para obter 2 2-cat(V{q n I~;q·') pares ±uí de pontos 
criticos com 
I:-,q(±ui) :S: 2mq,r < 4c>.,q < 2C:i;,q 
em que usamos os Lemas 3.13 e 3.2(i). A desigualdade acima, a definição de X 7 , o Lema 3.8 e 
o mesmo argumento usando na demonstração do Teorema L3 mostram que ui é uma solução de 
(SI,ª) que troca de sinal exatamente uma vez. Finalmente, segue do Lema 3.15 que 
e o teorema está provado. 11 
Usando o teorema acima e o mesmo argumento do Corolário , podemos facilmente provar 
o resultado seguinte. 
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Corolário 3.16. Suponha que (A1) e (A2) fi é l!nut;ulo e simétrico com relação à onf!!eln 
eOíl o aé e existe uma aplic<2Ç~ío continua e 
'P : f/" -1 -+ 
número A(q) > O 
existe q. E (p,p*) com a propriedade de, para cada q E (q.,p*), 
para todo À 2 A(q), o problema 
tem pelo menos N pares de soluções ímpares que trocam de sinal exatamente uma vez. 
um 
O resultado abalx.o mostra que as soluções obtidas pelo cmnl:Jirio acima, bem como aquelas 
H:ore:m:1s 1.3 e se concentram em soluções (D;J. 
Corolário Seja (.\n) C IR tal que Àn -+ oo quando n -+ oo e (un) uma seqüência de 
soluções do problema (Sin,q) dada pelo Teorema 1.3, pelo Teorema 1.5 ou pelo Corolário 3.16. 
Então, a menos de uma subseqüência, Un -+ uforte em W 1•P(JRN) com u sendo uma solução do 
problema (D~) que troca de sinal exatamente uma vez. 
DEMONSTRAÇÃO. Vamos usar as mesmas notações da demonstração do Teorema 1.3. Lembrando 
que I~"'ª(un) =O e que a energia das soluções Un estão no intervalo [C:~"•ª' 2mq,rJ, podemos usar 
os Lemas 3.4(iii), 3.13 e 3.2 para concluir que 
(3.2.6) 
Pelo Teorema 1.4 sabemos que, a menos de urna subseqüência, Un -+ u em W 1·P(JRN) com u 
sendo uma solução de (D~). Além disso, passando a expressão acima ao limite, obtemos 
A expressão acima e o Lema 2.8 implicam que u troca de sinal exatamente uma vez. 111 
3.3 Multiplicidade de soluções positivas para (S.x,q) 
Nessa seção vamos obter um resultado de multiplicidade de soluções positivas para o problema 
(S>.,q)· Nesse contexto a hipótese de simetria (A3 ) não é necess:Jiria. A idéia é argumentar como na 
última seção do capítulo anterior e estender o resultado em [7, Teorema 1.2] para o caso quasí!inear 
2 :S: p < . Enunciamos abaixo nosso resultado de multiplicidade para soluções positivas. 
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Teorema ::iUI?Ontha que ( Al)-(A2) valem e que !1 é lin<iltado, ~"'uv existe q. E (p, p*) com a 
para 
o prc•blema ( S A,q) tem 
q E (q.,p*), existe um nún1em A(q) >O À~ A(q), 
menos cat( !1) soluções 
à varu:d:ade 
Fi;c:rnaos r > O que os conjuntos !1:j;. e 
fi;= {x E !1: dist(x,8!1) ~r} 
sejam homotopicamente equivalentes a !1 e Br(O) c !1. 
Lema 3.19. Seja q2 dado pelo Lema 3.14, q E (q2,p*) e A2 = A2 (q) satisfazendo a propriedade 
do enunciado 
para todo À~ A2(q). 
DEMONSTRAÇÃO. Para q E (q2,p*) fixado e À ~ A2 (q), seja vq E Nq,B,(o) uma função radial e 
positiva tal que h,q(vq) = Eq,B,(o)(vq) = mq,r e defina os conjuntos 
z;; = {u E VA,q n I!::r: u ~o emRN} e 2:; = {u E VA,q n II::;··: u::; O em !1}. 
Argumentando como no Lema 2.13 concluímos que catv nr'·' ('E±ª) ~ cat0 + (fi;). Como z;+q n À,q À,q 2T 
E; = 0, temos que 
e o lema está provado. 
DEMONSTRAÇÃO DO TEOREMA 3.18. Sejam q1 e q2 dados pelos Lemas 3.13 e 3.14, respectiva-
mente. Defina q. = max{q1, qz}. Fixado q E (q.,p*) sejam A1 = A1(q) e A2 = Az(q) dados pelos 
Lemas 3.13 e 3.14, respectivamente. Definimos ainda A = A(q) = max{A0 (q), A1(q), A2 (q)}, 
onde A0 (q) é dado pela aplicação da Proposição 3.3 com Co= mq,r· Dado À> A podemos usar o 
Teorema A.7, o lema acima e o Lema 3.13 para obtercat(VA,q n I!::rl ~ 2 cat(!1) pontos críticos 
Ui tais que h,q(u;) :::; mg,r < 2c>.,q· Da mesma maneira que no Lema 2.12, mostra-se que esses 
pontos críticos não trocam de sinal. Como IA,q é par, existem pelo menos cat(O) soluções de (S>.,q) 
que ui ~ O. O princípio do máximo mostra que ui > O em JE.N, e o teorema está nm,v~rlo 111 
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"' CAPITUL04 
Equação quasilinear crítica 
Nesse capítulo estudamos o problema 
u(Tx) = -u(x) para todo x E fl, 
u=O emofl, 
onde fl c JRN é um domínio limitado e suave, N 2: p2 , p < q < p* e o domínio fl satisfaz a 
seguinte condição de simetria 
(H) existe TE O(N) tal que T =f Id, T 2 =Ide T(fl) = fl. 
Denotando por f.L1 (fl) o primeiro autovalor de -t::..P em W~·P(fl), provamos os seguintes resul-
tados: 
Teorema 1.6. Suponha que (H) vale. Então, para todo f.L E (0, f.LI (fl) ), o problema (D;) tem pelo 
menos um par de soluções que trocam de sinal exatamente uma vez. 
Teorema 1.7. Suponha que (H) vale. Então existe f.L• E (0, f.Ll (fl)) tal que, para todo f.L E (0, /-l.), 
o problema ( D~) tem pelo menos T-catn ( fl \ fl 7 ) pares de soluções que trocam de sinal exatamente 
uma vez. 
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4.1 Notações e alguns resultados técnicos 
Nesse caJ=•ítulo vamos trabalhar no espaço W J·P ( !1) munido da nonna 
llulln = [vuJP }
1/p 
e denotar por [u[s,n a (!1)-nonna de uma função u E Y(fl). A involução T dada pela hipótese 
(H) induz uma ação em wJ·P(fl), confonne definido em (2.1.1), e o subespaço dos elementos 
fixadoS peJa ação é denotado por WJ•P(flt. 
As soluções clássicas do problema (D~') são precisamente os pontos críticos do IUriC!O>naJ 
E JR) 
11 lh1 11 -EJ.t,n(u) =- JvuJP-- lu!ª--;; iu[P, 
Pn qn Pn 
que pertencem também ao subespaço invariante wJ·P(flY. Como antes, definimos as variedades 
de Nehary 
Nl',n - {u E wJ·P(fl) \{O}: (E~,n(u),u) =o} 
- { U E WJ•P(fl) \ {0}: [Jujj~ = J.LJuJ:,n + Juj~:,n} 
e 
N;,,n = {u E Np,,fl: TU= u} = Nj.t,fl n wt·P(flt, 
bem como os problemas de minimização 
O lema abaixo mostra que m~,n > O e portanto o segundo problema acima está bem definido. 
Naturalmente, o mesmo vale para m~t.n· 
Lema 4.1. Suponha que q = p e Ih E (0,J.L1 (!1)) ou p < q < p* e 11 > O. Então existe r p,,q,n > O 
tal que 
(4.1.1) 
para todo u E N;,n· Em particular m~.n > O. 
DEMONSTRAÇÃO. Suponha inicialmente que q = p e 11 E (O,J.L1(!1)). Usando a definição de 
f.ll (!1) e a imersão de Sobolev wJ·P(fl) "-+v· (!1) temos que, seu E Nl',n. então 
( 1 - J.L
1
1n)) fluii:'J ::; llulli; - J.tiul~.n = !ui:: ,n ::; Cdfullt;', 
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para C1 > O. Assim, 
e portanto o (i) vale - {..L 
- c, 
ll/(p'-p) 
J 
e o item (ii) se segue. 
Vamos agora considerar o caso p < q < p* e f-k > O. Usando as imersões de Sobolev obtemos 
c2 >o tal que 
llulih 
ou ainda 
sempre que u E N;,n· Como q > p e p* > p, a expressão acima mostra que não pode existir 
(un) C N;,n com Jlunlln--> O, donde segue o item (i). 
Para verificar (ii) note inicialmente que, se u E N;,n, então 
e portanto m;,rz 2': O. Suponha, por contradição, que m;,rz = O. Então existe (un) c N;,n 
tal que El-',n( un) --> O. A expressão acima mostra que, nesse caso, devemos ter IUnl~.n --> O e 
Junl~:.n -+O, donde se conclui que Jlunllh -->O, contrariando o item (i). Logo m~.n >O e o lema 
está provado. 
Dado um domínio T-invariante 1J C JRN definimos 11 · ilv. EJ.',V• NJ.',V• N;,v. ml-',v e m~.v 
de maneira análoga, mas tomando as integrais sobre o co;aiuntc 1J ao invés de !1. Sempre 
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omitinnos a referência ao conjunto nas notações acima, estamos supondo 1J = fl. Escrevemos 
sinlplí;snJente mp.,r e deJmtar mf.',Br(O) e m;,Br(O)• respectivamente. 
lema abaixo estabelece uma im,,ort~nt" propriedade de mw 
DEMONSTRAÇÃO. Sejam O :::; Ih < ~t2 dados. Precisamos verificar 
note inicialmente que 
E (u) = (~- ~) llu[[P + (~- _!_) [u[P:, 
I' pq qp* p 
qualquer que seja Jt 2: O e u E 
Paracadau E 
Usando a afinnação acima obtemos, para u E Nl',, 
donde se conclui que 
Resta então mostrar a veracidade da afinnação. Para tanto note que, como u E Np.,, 
Assim, precisamos encontrar t > O tal que 
o que é equivalente a obter uma raíz positiva da função g : [0, oo) --> R dada por 
g(t) = tª-p~t2!ul~ + tv·-vrur~:- (111[u[~ +fui~:.) 
Observe que g(O) < O, g(t) --> oo quando t _, oo e g'(t) > O. Logo, existe um único tu > O tal 
que g(tu) O. Como 111 < 1t2. concluímos que 
e portanto tu E (0, 1). Isso COJ1cl1ui a prova do lema. 111 
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4.1.1 A condição de Palais-Smale 
ohieti'ro dessa subseção é estabelecer uma condição de local para o fun:cíonal 
Como a v· (ü) '-+ wJ·P(fl) não é compacta, não é possível argumentar como no Lema 
No pioneiro de Brezis e Nirenberg [18], os autores trabalharam com o caso ,"""""m"u 
p = 2 e mostraram mesmo com a imersão acima não sendo compacta, o funcional Ep satisfaz 
a condição de Palais-Smale em HJ(ü) abaixo do nível crítico kSNI2 O caso quasilinear foi 
tratado por Garcia Azorero e Pera! Alonso [38, 39]. Dentre outros resultados, eles mostraram que 
para o funcional E~t em WJ·P(fl) o nível crítico é igual a -tJSNIP. Além disso, através de um cálculo 
preciso do nível mini-max do funcional Ep. eles provaram o seguinte resultado de existência de 
(D"). 
Teorema 4.3. Seja D C JR.N um domínio limitaclo e suave. 0UJ70T>I!Ul que q = p e J.1 E (0, J.il (D)) 
ou q < p < p* e J.1 > O. Então o ínfimo mp.,'D é atingido por uma função positiva u E N!f.,'D· Além 
disso, 
Estabelecemos abaixo um resultado de compacidade local para o funcional E" em wJ·P(fl)'. 
Observe que a simetria das funções nos permite obter compacidade abaixo do nível J;SNIP, que é 
exatamente o dobro do nível crítico para o funcional E" no espaço wJ·P(fl). 
Lema 4.4. Suponha que q = p e J.1 E (O,tt1(fl)) ou q < p < p* e tt >O. Seja (un) C N; uma 
seqüência tal que IIE~(un)ll• -+O e Ep.(Un) ->c< J;SNIP. Então (un) possui uma subseqüência 
convergente. 
DEMONSTRAÇÃO. Vamos mostrar inicialmente que (un) é limitada em WJ•P(fl). Lembremos 
então que 
(4.1.2) 
donde segue que 
Ep.(un) = j.1 (~- ~) lunl~ + (~- ]_) lu,. I~:. p q p p* (4.1.3) 
Suponha inicialmente que q = p e J.1 E (O,J.11(ü)). Usando a definição de J.11(fl) e (4.1.2) 
obtemos 
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"--u.mv E,( un) -+c e p < , (4.L3) e a expressão acima que (un) tem que ser lírrritada. 
E ( ) . 1º I lp· -Se p < q < e 1-1 > O a ,. u, e iUn,q e Un P' sao 
lírrritados. de em wg·P(fl) segue então de (4.1.2). 
'-'umu IIE,.(un)ll.-+ existe (Bn) C lR que 
E ! t ;' e J' ( \ o em (W:o1'P("))*. p,\Un - n I' Un;-+ " . 
onde 
J,(u) = lluiiP -f.llul~ -lu!~:, 
para todo u E wg·P(fl). Como (un) c N;. temos 
(4.1.5) 
Podemos supor que (J~( un), un) -+ l ::; O. Se l = O a expressão acima implicaria que llunll -+ O, 
o que contraria o (4.1.1). Portanto l < O e deduzimos de (4.1.4) que Bn -+O, isto é, E~(un) -+O 
em (wg·P(Q))*. 
Uma vez que (un) é lirrritada podemos supor que existe u E wg·P(Q) tal que, a menos de uma 
subseqüência, 
Un -+ u em IJ'(Q), 
un(x)-+ u(x) q.t.p. x E fl. 
Além disso, usando o Lema de Concentração de Compacidade de Lions (veja Lema A. lO) e os 
mesmos argumentos utilizados nos passos 1 e 2 da demonstração do Lema A.ll, podemos mostrar 
que Un -+ u fortemente em Lf:C(fl). Logo, seguindo as mesmas linhas da prova do Lema 3.7, 
podemos também supor que 
\i'u,(x)-+ vu(x) q.t.p. X E fl, 
lvuniP-2 Ôun---' lvulp-Z ôu fracamente em (IJ'(fl))*, 1::; i::; N, 
ÔXi ÔX; 
donde segue que ué um ponto critico de Ew Além disso, 
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em o(l) denota uma quantidade a zero quando n ---+ oo. Lembrando 
Lq(O), obtemos 1 ' (1 1) Nlunl~· =c+ J1 q- p lul~ + o(l) :S:: c+ o(l). 
gradiente de Un e o de Bre:zis-Li<lb 
obtemos 
vez que (un) C N; e E~(u) = obtemos 
ou ainda, como Wn-+ O em Lq(fl), 
(4.1.7) 
para algum b E R Além disso, por (4.1.6), 
e portando 
(4.1.8) 
Como (wn) C W~·P(flr, sabemos que llwniiP = 2llw;;IIP e lwnl~: = 21w;;-1~:. Dessa forma, a 
definição de S nos fornece 
Passando ao limite, obtemos S(b/2)PIP' :s; b/2. Se b -j. O, segue da última desigualdade que 
(
b)l-p/p'- (b)l-9- (b)* S< - - - - -
- 2 2 2 , 
que é equivalente a b 2: 2SNfp. Como isso contraria (4.1.8), concluímos que b =O. Segue então da 
primeira igualdade em (4.1.7) que Wn ---+O, isto é, Un-+ u fortemente em w~·P(fl). Isso finaliza a 
prova 111 
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4.1.2 Algumas propriedades de m~" e m~ 
Nessa subseção apresentamos versões dos Lemas e 2.4 para o caso crítico. 
Lema4.5. todo J.L E (O,p1(ri)) temos que 
DEMONSTRAÇÃO. A prova da primeira desigualdade é semelhante àquela do Lema 2.3 e será 
omitida. Para verificar a segunda desigualdade escolhemos y E ri, e r > O tal que y # ry, 
B,(y)Erie nBr(ry)=0.Deacordocomo uma EN11,B,(O) 
positiva E!',B,(O) (vi') = m 11 ,,. Além disso, podemos supor que vi' é radialmente siméttica. 
Dessa forma, argumentando como na prova do Lema 2.9, concluímos que 
Usando a estimativa do Teorema 4.3, obtemos 
m: ::; E~'( ui')= 2Ep,,B,(o)(v~') = 2mp,,r < ~sNIP, 
o que prova o lema. 
Lema 4.6 ([2, Lema 2.4]). Para todo domínio limitado D C JRN vale 
lim ml'p =mo v= Nl sN/p J.t-o+ , , 
1111 
DEMONSTRAÇÃO. Como a função f..i >-+ m!','D é não-crescente, temos que mp,n.V < mo,TJ, e 
portanto 
(4.1.9) 
Seja (l.!n) C (0, oo) tal que l.!n -+ O. Sem perda de generalidade, podemos supor que (Pn) C 
(0, p 1(D)). Pelo Teorema 4.3, podemos tomar uma seqüência (Un) C N!'n,V tal que E""p(un) = 
m!'n,P e E~",v(un) =O. Como (ml'n,P) é limitada, podemos argumentar como na prova do Lema 
4.4 e concluir que (un) é limitada em W~·P(D). 
Procedendo como no Lema 4.2, obtemos (tn) c JR+ tal 
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AFIRMAÇÃO: a seqüência (tn) é limitada. 
supon!Ja por (tn) não é lirrritada. Então, como ( un) é lirn.itaclaem W~·P(u) 
e 
'il llp tp'-pl IP• 1Un D = n Unlp•,D• 
de·veríanaos ter lun 1~: ,D -+ O. Assim, a limitação de ( un) em Lq (V) e a igualdade 
11 'IP I Iª . ' IP' Unl!v = l1n Un q,V + iUnlp•,v 
implicariam que llun !I v -+ O. Dessa fonna, mP.n,v -+ O, contrariando o fato da função 11 f-+ m~',v 
ser não-crescente em [O, oc) e mo, v = 1/ N sN/p > O. Logo, (tn) tem que ser limitada. 
vez que tnun E N0,v, obtemos 
mo.D:::; Eo,v(tnun) = Ii'n·V(tnun) + J.tnt~ lunlqq 1)• 
. ' q ' 
Fixadon E N,considereafunçãog: [O,oc)-> iR,dadaporg(t) = E"'"'v(tun). Comop :S q < p* 
e p* > p, podemos facilmente verificar que g(O) = O, g(t) > O para todo tem uma pequena 
vizinhança à direita de O e limhco g(t) = -oo. Uma vez que g'(t) = (Ef'.n,v(tun), un), vemos 
que g' ( t) = O se, e somente se, tun E Np..,V· Essas considerações e o fato de que ( un) E N!'n,v, 
mostram que a função g assume seu máximo em t = 1. Desta fonna, EP.n,v(tnun) :S EP.n,v(un) = 
m!'n,D' donde segue que 
< l1nt~ I Iª mo,v _ mf'.n,v + -- Un qV· q ' (4.1.10) 
Passando a expressão acima ao limite e usando a limitação de ( tn) concluímos que 
mo,D :S lim inf (ml'n;D + !1nt~ lun I~ v) :S lim inf ml'n V· 
n-oo q ' n-oo ' 
A expressão acima e (4.1.9) finalizam a demonstração da primeira igualdade do enunciado do 
lema. A segunda foi provada no Lema 2.4. 
4.1.3 A função baricent:ro 
Para r > O definimos o conjunto 
!l;!' = {x E RIV : dist(x, !1) <r} 
e a aplicação baricentro f3: W~·P(!l) \ {0}-+ jRN dada por 
f3(u) In~N luiP" X dx 
J]RN luiP' dx 
Finalizamos a seção com uma versão do Lema 2.5 para o caso crítico. 
(4.1.11) 
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Lema 4.7. r> O existe J-io E (0, J-i1(fi)) que, para todo J-i E (0, l-Lo), temos /3( u) E 
, sempre u E N" e EM(u) ::S 
contradição, que o lema é /-in -+ o+, Un E 
NMn que ( Un) ::S mpn,T mas /3( Un) f/ n;r. Note ini<:ialmente 
E ( \ - 1 11 jjP /-in I lq 1 ' jP' mMn :S f..ln Un;- - Un --Una- -!Un p* :S mf.L r p q -p* "' 
e 
O (E~n (un), Un) = IIUnllp- /-inlunl~ -lunl~:. 
Como EMn ( un) é limitado, podemos argumentar como na prova do Lema 4.4 e concluir que ( un) é 
limitaciaem w~·P(fi). Logo, 
' ) 111 ljP 1 I lp' f ) 
mf.'n + 0\1 ::S p Un 1 - p* tUn p• ::S ffiy.n,r + 0\} 
e lluniiP- I uni~: = o(l ), quando n -+ oo. Assim, 
lluniiP=b+o(l) e lunl~:=b+o(l), (4.1.13) 
para algum b 2': O. Passando (4.1.12) ao limite e usando o Lema 4.6, concluímos que b = SNIP. 
Aplicando agora o Lema 2.6 com qn = p* e argumentando como na prova do Lema 2.5, obtemos 
uma medida finita v E M(RN) tal que IUniP' -'v fracamente em M(RN), JJRN luniP' dx-+ I vi e 
além disso v está concentrada em um único ponto y E fi. Dessa fonna, 
) JTi!.N lunlp* X dx -J1 -!3(un = f I j'dx -+lVI xdv=yEfi, 
JJRN UnP JRN 
o que contradiz {3( un) f/ fi;" e conclui a prova do lema. 
4.2 Soluções nodais minimais 
Nessa seção apresentamos as provas dos teoremas de existência e multiplicidade de soluções para 
o problema (D~)- Iniciamos com os dois lemas abaixo que são versões dos Lemas 2.7 e 2.8 para o 
caso crítico. 
Lema 4.8. Se u E N;. é um ponto crítico de EM restrito à N;.. então u é um ponto crítico de E I' 
em wt·P(n). 
Lema 4.9. Seu é uma solução do problema (D~) que troca de sinal2k- 1 vezes, então EM(u) 2:: 
km;. 
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4.2.1 Demonstração Teorema 1.6 
deJmo,nsltra•<ão segue as mesmas linhas demonstração do Teorema L L 
Dl;MONSTRAÇA.O DO TEOREMA 1.6. Seja (un) C N; uma seqüência tal que Ep(un) -> m~. 
Pelo princípio variacional podemos supor IIE~(un)ll* -> O. O 4.5 nos 
m~ < 2/NSNIP, de modo que podemos aplicar o Lema 4.4 garantir que, a menos 
de uma subseqüência, Un -+ u E N;. O mesmo argumento utilizando na prova do Teorema e 
os Lemas 4.8 e 4.9 implicam que a função u (e também é urna solução do problema (D~) que 
troca de sinal exatamente urna vez. Isso conclui a prova do teorema. 
4.2.2 Demonstração do Teorema 
Para provar nosso resultado de multiplicidade vamos supor que r > O está fixado de forma que as 
inclusões n; <-t n \ íl' e n <-t n; são equivalências equivariantes de homotopia, em que, corno 
antes, 
íl; = {x E í1: dist(x,8íl Uíl') 2: r}. 
Vamos supor também que Br(O) c !1. 
DEMONSTRAÇÃO DO TEOREMA 1. 7. Corno, pelo Lema 4.6, mp,r e ml' têm o mesmo limite 
quando ;.t -> O, existe Tio > O tal que 
(4.2.1) 
sempre que ;.t E (0, 'ji0 ). Vamos mostrar que o teorema vale para ;.t. = rnín{J.io, ít0}, em que ;.to 
é dado pelo Lema 4.7. De acordo com o Teorema 4.3, ternos que 2mp.,r < 2/NSNIP. Assim, o 
funcionai E I' restrito a N;, satisfaz a condição de Paiais-Srnale em todos níveis c E [m~, 2m~'·'). 
Como E~' é par, podemos aplicar o Teorema A.9 para obter Z2-cat(N; n E2m~.-) pares ±ui de 
pontos críticos com 
Ep(±ui) :::; 2mJ.',r < 4m":::; 2m~, 
em que usamos (4.2.1) e o Lema4.5. A desigualdade acima, a definição de wJ·P(O)', o Lema 2.8 
e o mesmo argumento usando na demonstração do Teorema 1.1 mostram que u; é uma solução de 
(D;) que troca de sinal exatamente urna vez. 
Resta somente mostrar que 
(4.2.2) 
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Para tanto considere o seguinte diagrsana 
em 
que E11,s,(o) = m 11,r· escolha de v11 é possível em vists 4.3 e do fato de 
tt1 (fl) < tt1 (Br(O) ). O Lema 4.7 e os mesmos argumentos usados da prova do Lema 2.9 mostrsan 
que o diagrsana está bem definido e que a estimativa (4.2.2) se verifica. 111 
Usando o teorema provado acima e os mesmos argumentos da prova do Corolário 1.1, podemos 
provar o seguinte resultado de multiplicidade. 
Corolário 4.10. Suponha que fl é simétrico com relação à origem e que O \t fl. ainda 
que existe uma aplicação continua e ímpar 'P : §N-l --> Então existe Ih• E (0, tt1 (fl)) tal que, 
para todo ft E (0, tt.), o problema 
{ 
-ó.pu = ttlulª-2u + luiP'-2u 
u=O 
em fl, 
emôfl, 
tem pelo menos N pares de soluções ímpares que trocam de sinal exatamente uma vez. 
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Apêndice 
A.l Princípio variacional de Ekeland 
O objetivo dessa seção é apresentar uma prova para o princípio variacional de Ekeland, que foi 
largamente utilizado nesse trabalho. Temos como referência básica para essa seção o artigo de 
Ekeland [31]. Começamos com o resultado abaixo. 
Teorema A.l. Seja (X, d) um espaço métrico completo e cp : X -+R U { +oo} uma função semi-
contínua inferionnente tal que cp(u0 ) < oo para algum u0 E X. Se <pé limitada inferionnente 
então, para todo À > O dado e todo u E X satisfazendo 
existe u;. E X tal que d(u, u;.) .:S À, 
(A.l.l) 
e 
(A.l.2) 
para todo u E X\ {u>,}. 
DEMONSTRAÇÃO. Para simplificar a notação vamos denotar d;.(u, v)= (1/À)d(u, v). Defina em 
X a seguinte ordem parcial 
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Segue fac:i!rae!Jte da definição que essa ordem é reflexiva, antisímétrica e transitiva, isto é, para 
quaisqw;r u, v, w E 
U S U, 
seu :S vev :S u,entãou =v, 
seu :S vev :S w,entãou :S w. 
Vamos definir uma seqüência de conjuntos (Sn) C X da seguinte fonna: faça u1 = u, 
e escoltta Uz E 81 tal rp( u2) :S inf s1 rp + w. Procedendo indutivamente de:lini:m<JS 
Sn = {u E X: U S Un}, 
e escolhemos Un+l E Sn tal que <p( Un+l) S infsn 'P + zn':.- 1 • Claramente temos que 
Além disso, cada Sn é fechado. De fato, seja (xJ) C Sn tal que xJ -+ x E X. Temos <p(xJ) :S 
<p(un)- E:dJJxJ, un), para todo j E N. Segue da semi-continuidade inferior de 'P e da continuidade 
de d que 
e portanto x E Sn· 
Afinnamos que o diâmetro de Sn tende a zero quando n -+ oo. Para provar isso, seja x E Sn 
um ponto arbitrário. Da definição de Sn segue que 
Por outro lado, como x E Sn-h a escolha de un nos permite concluir que 
Usando as duas últimas desigualdades obtemos 
(AL3) 
e diam Sn :S 21-n, o que prova a afinnação. 
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Obtemos assim uma seqüência de conjuntos fechados e encaixados (Sn) diâmetro a 
sabemos 
que o teorema vale para este U).. A expressão 1.1) segue do fato deU). E sl e Uj = ü. Dado 
u of U>., não podemos ter u :::; u;, pois nesse caso o elemento u pertenceria à intersecção de 
os 
o que prova (A.L2). Finalmente, como u 1 ü, podemos usar a desigualdade triangular e (AL3) 
para obter 
n-1 n-1 
d>.(Ü, Un) :::; :L d;.(Uj+l, Uj) :::; :L 
j=l j=l 
Pa1;sar1do ao e que un -+ u;.. quando n -+ oo, obtemos que dÀ(u, uA) < 1 ou, 
equivalentemente, d(u, u;J :::; O teorema está provado. 111 
Suponha agora que (X, 11·11) é um espaço de Banach e 'P: X---+ lR é uma função diferenciável 
no sentido de Fréchet, isto é, para todo u0 E X existe um funcional linear 'P'(u0) E X* (em que 
X* é o dual topológico de X) tal que 
'P(uo +u) = 'P(uo) + ('P'(uo),u) + o(u)llull 
com o(u) -> O quando llull ---+ O. Dada uma função 7/J E C1(X, JR) considere a C1-variedade 
V= {u E X : 7/J(u) = 0}. Estamos interessados em obter uma versão do Teorema A.l para a 
restrição 'Piv do funcional 'P à variedade V. Por motivos técnicos, vamos supor também que O é 
valor regular de 7/J, isto é, 7/J' ( u) # O para todo u E V. 
Teorema A.2. Seja X um espaço de Banach, 'P : X -+ lR um funcional diferenciável no sentido 
deFréchete?jJ E C1(X,JR). Suponha que V= {u E X: 7/J(u) =O}# 0, 7/J'(u) #O para todo 
u E V e que 'Piv é limitado inferionnente. Então, para todo u E V satisfazendo 
'P(fi) :::; i~ 'P + €2 , 
existe u, E V e e E lR tal que iiu- u,ll :::; 2é, 
e 
(A.l.4) 
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Observação A.3. conseqüência do teorema é seguinte: ( un) C V 
é uma seqüê~tcza miflimizm1te, é, cp(un) -+ c = <p e denote por IJcp'(u)\\. a norma da 
dP1riw1nnde cp\v no ponto u E 
\\un - iínll -+ O e iín é 
nntuu existe uma nova seqüência ( Ün) C V 
um crítico, no sentido de -7 o. 
\\cp'(u)\\. = ~fflii'P'(u)- 19'1,1/(u)\lx• 
e aplicar o resultado acima com En = max{l/n, c- cp(un)}. Além disso, note que se Ün --> u 
então o mesmo ocorre para (un)· 
Dedicamos o resto dessa seção à demonstração do Te<)rema Começamos com o seguinte 
Lema Sejam E > O e f, g E X* tais que 
(g, u) 2': -ê\\u\1 sempre que (f, u) = O. 
Então existe 19 E lR tal que \\f- eg\\x• ~ E. 
DEMONSTRAÇÃO. Considere o conjunto 
f= {Bf+Ew: e E lR, w EX*, \\w\\x· ~ 1}. 
Como o conjunto JRf é convexo e fechado, temos que lRf é fechado na topologia fraca-* a(X*, X). 
Lembrando que a bola unitária de X* é a(X*, X)-compacta concluímos que r é fechado nessa 
topologia. 
Tendo em vista a definição de r é suficiente mostrarmos que g E r. Suponha então, por 
contradição, que g ~ r. Como r é a(X*, X)-fechado podemos usar o Teorema de Hahn-Banach 
[16, Teorema I.7J para obter um funcional linear a(X*, X)-contínuo w* : X* -+ lR e a E lR tal 
que 
w*(g)<a, 
w*(h) 2': a, V h E f. 
Uma vez que w* é a(X*, X)-contínua, existe u E X tal que w*(h) = (h, u) para todo h E X*. 
Logo 
(g,u) <a (A.l.5) 
e 
(h, u) 2': o:, V h E 
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Usando a definição r podemos reescrever a desigualdade como sendo 
o supremo 
(}(f, u) ?':a+ é sup (w, -u), v(} E R 
Jlw!ix,.:Sl 
é exatamente 
()íJ, u) ?': a+ sjjujJ, 7 (} E R 
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Como (}é arbitrário segue que (f, u) = O e portanto (g, u) ?': -t:llull- Por outro lado, usando 
(A.l.5) e (A.l.6) com(}= O obtemos 
o que é um absurdo. O está provado. 
DEMONSTRAÇÃO DO TEOREMA A.2: Definindo a função íj5: X --t 1Ft U { +oo} por 
{
<p(u) seuEV, 
<p(u) = 
+oo caso contrário, 
o 
temos que 'P é semi-contínua inferiormente e limitada inferiormente. Aplicando o Teorema A.l 
com a tríade (ü, À, E) substituída por (ü, 2E, 2t:2) obtemos u, E X tal que llü- Ue li :S 2t:, <p( u,) :S 
<p(ü) e 
Usando a definição de íj5 e as hipóteses do teorema concluímos que ue E V, 
e 
<p(u) 2: <p(u,)- t:l!ue- ull, V u E V. (A.l.7) 
Afirmamos que a última desigualdade implica que 
('P'(ue), u) 2: -E!Iull sempre que (1/J'(u,), u) O. (A.l.8) 
De fato, como (1/J'(ue), u) =O e 1/J'(u,) =F O, podemos usar o Teorema da Função Implícita para 
obter uma curva u : [O, 7) --;. V tal que 
u(O) = u, e u(O) = u. 
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nos fornecem 
cp(u(t))- cp(u(O)) 2 -clfu(t)- u(O)II, V tE (0, T). 
te t --+ obtemos, usando (A.L9), 
(cp'(u,J, u) 2 -clluJ!. 
Logo, (A.l.8) se verifica e (A.l.4) segue do Lema A.4. O teorema está provado. 
Finalizamos a seção observando que Ekeland [31] provou o Teorema A.2 para uma classe mais 
geral vínculos do 
em que 'IÍJ; E C 1 (X,JR.) e o conjunto {'ifJ;(u): 'IÍJ;(u) =O} é linearmente independente para todo 
u E V. A demonstração segue os mesmos passos da apresentada acima. 
A.2 Princípio de criticalidade simétrica 
Seja (X, 11 · 11) em espaço normado e G um grupo topológico. Dizemos que G age em X se existe 
uma aplicação contínua (g, u) >-> gude G x X em X satisfazendo 
(i) (1, u) = u, 
(ií) (gh, u) = (g, hu), 
(iii) u ,_. gu é linear, 
para todo u E X e todos g, h E G. Dizemos que G age isometricamente se IJguJI = !lu li para todo 
u E E, g E G. Podemos considerar o espaço invariante da ação dado por 
Fix(G) = {u E X: gu = u para todo g E G}. 
Suponha que o grupo G age isometricamente em X e que cp E C 1(X,JR) é um funcional C-
invariante, isto é, cp o g = cp para todo g E G. Seja ü um ponto crítico da restrição de cp ao espaço 
invariante Fíx( G). O princípio de criticalidade simétrica fornece condições suficientes para que ü 
seja um ponto crítico de cp, ou seja, que cp'(u) =O no dual topológico X* de X. 
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Teorema A.5 ([58]). Suponha que X é um espaço de Hilbert, que C age iso;me;tric·am:em•e em 
e '{) E lR ), se '{) é e u é um de cp rP<rnrn à Fix( C), 
entãou é um crítico de cp. 
Uma vez que cp é C-invariante temos 
l . cp(gu + tv) - cp(gu) lm ;;_;;:__ _ _;__;_:;:'-é-
t~o t 
_ lim 'P (g(u + tg-1v))- cp(gu) 
t~o t 
_ lim 'P (u + tg-1v)- cp(u) 
t~o t 
Como C age isome!ricamente temos 
(vcp(gu) I v)= (vcp(u) lg-1v) = (gvcp(u) I v), 
em que ( · I ·) denota o produto interno em X. Da expressão acima segue que v cp é C-invariante. 
É claro que 
gv<p(u) = v<p(gü) = vcp(ü) 
e portanto vcp(ü) E Fix(C). Assim, como ü é ponto critico de <p restrito à Fix(C), temos 
v<p(ü) E Fix(C) n Fix(C).i = {0}, 
donde segue que ü é um ponto critico de <p. o 
Na demonstração acima usamos fortemente a estrutura de espaço de Hilbert. Contudo, em 
muitas das aplicações, o espaço funcional adequado para lidar com equações é um espaço de 
Sobolev W 1·P, que não é um espaço de Hilbert a menos que p = 2. Portanto, é importante termos 
um versão do princípio acima para espaços mais gerais que espaços de Hilbert. 
Considere então (X, 11 · 11) um espaço de Banach reflexivo satisfazendo a seguinte hipótese 
dado f E X*, existe um único uo E X tal que (f, uo) = lluoll 2 e llfllx· = lluoli· (A2.l) 
Conforme observado em [52], espaços de Hilbert, espaços uniformemente convexos e espaços de 
Sobolev W 1·P, com 1 < p < oo, satisfazem a condição acima. Para tais espaços, vale o 
Teorema A.6 ([52, Proposição 1]). Suponha que X é um espaço de Banach reflexivo satisfazendo 
(A2.1), C age isometricamente em X e cp E C 1(X, JR). Então, se <pé C-invariante e ü é um ponto 
críl,ico de <p restrito à Fix( C), então ué um ponto crítico de cp. 
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DEMONSTRAÇÃO. Observe inicialmente que o operador tp1 ( u) é C-invariante. Considerando 
f= <.p'(u), seja uo E X dada hipótese isto é, (<.p'(u),u0 ) = [[u0 [[ 2 e II'P'(ü)[[x·-
[[uo[[. É mostrarmos que u0 =O. Para tanto, note que 
gu) = (v'(ü) o g, u) = ('P'(u), Uo) = lluol? = [[guo[[ 2 , 
e llv'(u)[lx· = [[uoll = [[guoll, para todo g E G. unicidade de uo segue que guo = uo para todo 
g E G, isto é, u0 E Fix( G). Como ué ponto crítico de <.p restrito à Fix( G), o conjunto Fix( G) 
está contido no núcleo de <.p1( ü). Logo O= (<.p'(ií), u0 ) = [[u0 [[ e o lema está provado. O 
A.3 Teoria de Ljusternik~Schnirelmann 
Seja X um espaço topológico. Lembremos que um subconjunto A C é contrátil em X se existe 
uma deformação continua H: [0, 1] x A--> X tal que 
H(O,x) = x, H(l,x) = XA, 
para todo x E A e algum x A E X. Supondo agora que A é fechado, dizemos que a categoria de A 
em X é igual a k se A pode ser coberto por k conjuntos fechados A1, ... Ak que são contráteis em 
X e k é minimal com relação a essa propriedade. Se não existir uma tal cobertura dizemos que a 
categoria de A em X é igual a infinito. Vamos denotar por catx(A) a categoria de A em X. No 
caso em que A X, escrevemos apenas cat( X). 
Se X é um espaço vetorial normado e A C X é fechado, limitado e não vazio então catx(A) = 
L De fato, para ver isso basta notar que bolas são conjuntos contráteis em tais espaços. Como 
a esfera §k-1 C JR.k não é contrátil em JR.k, catsk-1 (§k-1) = 2. Para ver isso, basta tomar A 1 e 
A2 como sendo §k-l menos uma vizinha aberta e pequena dos pólos norte e sul, respectivamente. 
Em contrapartida, lembrando que a esfera § C X de uma espaço normado de dimensão infinita é 
contrátil, temos cat§(§) = 1. Conforme já foi citado na introdução, se 'JI'k = JR.k /7l2 é um k-toro, 
pode-se mostrar [50] que cat-rk (1I'k) k + 1. 
De uma maneira geral, não é tarefa fácil determinar a categoria de um dado conjunto A c X. 
Contudo, as propriedades abaixo podem ser facilmente verificadas. 
(cl) catx(A) ?: O e catx(A) =O se, e somente se, A= 0, 
(c2) se A c B, então (A) :::; catx(B), 
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(c3) catx(A U B) ::S catx(A)+ catx(B), 
(c4) se h : -+ X é um homeomorfismo então catx(A) = catx(h(A) ), 
se é compacto, então O de A que 
catx(A) = catx(O). 
As propriedades (cl)-(c3) seguem imediatamente da definição de categoria. Para verificar 
(c4) basta lembrar que homeomorfismos preservam propriedades topológicas. A demonstração 
de propriedade (c5) pode ser encontrada em [68, Capítulo 2, Proposição 5.13]. 
Destacamos abaixo uma outra propriedade importante da categoria. 
se 71 : [0, 1] x A -+ X é contínua e tal que 71(0, x) = x para 
catx(7J(l, A)). 
x E A, então catx(A) ::S 
Para provar (c6) considere B = ry(l, A) e suponha que catx(B) = k < oo. Sejam (B;)f=1 
conjuntos fechados e contráteis em X que cobrem B e ( H;)~1 as deformações associadas. Clara-
mente, os conjuntos fechados A; = ry(l, · )-1 ( B;), 1 :::; i :::; k, cobrem A. Basta mostrar que cada 
A; é contrátil em X. Para tanto, é suficiente considerarmos as deformações contínuas H; * 71 : 
[O, 1] x Ai---> X dadas por 
{ 
ry(2t,x) 
(H;* ry)(x, t) = 
H;(2t-l,ry(1,x)) 
se 1 :::; t :::; 1/2, 
se 1/2 :::; t :::; 1. 
A categoria de Ljusternik-Schnirelmann nos fornece limites inferiores para uma classe de fun-
cionais limitados inferiormente, conforme estabelece o teorema abaixo. 
Teorema A.7. Seja X um espaço de Banach, M c X uma C 1-variedade e I E C1(X,R) um 
funcional limitado inferionnente em M. Suponha que I satisfaz (PS)c para todo c ::S de considere 
Id = { u E M : I ( u) :::; d}. Então o funcional I restrito à M tem pelo menos cat( Id) pontos 
críticos u tais que I ( u) ::S d. 
Não vamos apresentar aqui a demonstração do resultado acima. Para o caso em que a variedade 
M é de classe C 1•1 a demonstração mais simples que conhecemos pode ser encontrada em [73, 
Teorema 5.20]. Nesse caso, a regularidade da variedade nos permite construir um campo pseudo-
gradiente e realizar deformações de maneira usual. No caso em que M é apenas de classe C 1 a 
demonstração é bem mais complicada e as deformações são realizadas através de uma aplicação do 
princípio variacional de Ekeland. Os detalhes podem ser encontrados em [40, Corolário 4.17] (veja 
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também 
de Fini>ler. 
onde considera-se uma classe mais geral de funcionais definidos em 
Observamos que as propriedades (c 1 )-( c5) descritas acima inclueJrn a categoria de 
Sclmi:rehnrum corno um caso particular de um conceito mais geral denominado índice (veja [68, 
Capítulo 2, Definição fato, o teorema acima enunciado é uma versão bem particular 
de um outro mais geral que pode ser encontrado em [68, Capítulo 2, Teorema 1] e que 
com índices bem mais gerais. Não pretendemos aqui nos delongar no conceito de índice bem 
como em suas propriedades e/ou resultados existentes. Discutimos somente uma especialização da 
noção usual de categoria que lida com espaços nos quais podemos introduzir a ação de um grupo 
topológico. 
Seja um grupo de compacto. Um é um topológico X uma 
G-ação contínua G x X-+ X, (g,x),..... gx. A G-órbita de um elemento x E X é o conjunto 
Gx = {gx : g E G}. Um subconjunto A C X é O-invariante seGa c A para todo a E A. 
Suponha agora que G age em dois G-espaços X e Y. Uma O-aplicação é uma função contínua 
f : X -+ Y compatível com as ações de G, isto é, f(gx) = gf(x) para todo x E X, g E G. 
Duas C-aplicações f 0 , h : X --> Y são C-homotópicas se existe uma aplicação contínua 8 : 
[0, 1] xX -+ Y tal que 8(t, ·)é uma C-aplicação para todo t E [0, 1] e, além disso, 8(0, x) = f 0(x) 
e 8(1,x) = fi(x) para todo x E X. 
A C-categoria de uma C-aplicação f : X --> Y é o menor número k = C-cat(f) de subcon-
juntos abertos e O-invariantes X 1 , ... , Xk de X que cobrem X e que têm a seguinte propriedade: 
para cada i = 1, ... , k, existe um ponto y; E Y e uma G-aplicação a; : X; --+ Gy; C Y tal que a 
restrição de f a X; é O-homotópica a a;. Se não existe uma tal cobertura definimos G-cat(f) = oo. 
Se A C X é C-invariante e L : A '-+ X é a inclusão, denotamos simplesmente 
G-catx(A) = C-cat(L) e C-cat(X) = C-catx(X). 
Observe que se A C X e C = {Id} é o grupo trivial, então C-catx(A) nada mais é do 
que catx(A). Dessa fonna, o conceito de O-categoria estende o de categoria de Ljusternik-
Schnirelmann. Devido a similaridade dos conceitos e dos resultados que se pode obter, a C-
categoria é muitas vezes referida como C-categoria equivariante de Ljusterník-Schuirelmann. 
O resultado abaixo é uma conseqüência simples da definição e foi usado diversas vezes no 
decorrer do trabalho. 
Lema A.8. (í) Se f : X -+ Y e h : Y -+ Z são aplicações C-aplicações então 
C-cat(h o f) :S min{ G-cat(f), C-cat(g )}; 
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Se f 0 , f 1 : X -> Y são C-homotópicas, então C-cat(f0) = C-cat(fi). 
C-invariantes X ~o ... , Xk que cobrem pontos y1 , ... , Yk E e C-aplicações ai : -> 
Cyi flx, é C-homotópico a ai. Fixado i E ... , k} cortsldlere Zi = h(y,) e defina 
ai : _, Cz, por a,(x) = h(ai(x)). Note inicialmente como a;(x) E e h é uma 
C-aplicação, h(ai(x)) E Czí e portanto a, está bem definida. Além disso, como aí e h são C-
aplicações, o mesmo ocorre para â,. Afirmamos que h o f\x, é C-homotópico a aí. De fato, 
seja 8; : [0,1] x X, -> Y a homotopia entre f\x, e ai. Definindo êi : [0,1] x X; -> Z por 
ê,(t,x) = h(8i(t,x)), temos 
êi(O, x) = h(8í(O, x)) =(h o f)(x) 
e 
ê,(l,x) = h(ei(l,x)) = (hoa;)(x) = âi(x), 
para todo x E X;, o que mostra a afirmação. Segue então que 
C-cat(h o f):::; C-cat(f). 
No caso em que C-cat(f) oo a desigualdade acima é trivialmente satisfeita. Argumentando de 
maneira análoga mostra-se que 
C-cat( h o f) :::; C-cat( h), 
o que conclui a demonstração do item (i). 
Para verificar (ii) suponha que C-cat(f1) = k < oo. Sejam X 1 , ... , Xk conjuntos abertos 
C-invariantes que cobrem X, ai : Xi --+ Cyi C-aplicações tais que f 1 \x, é C-homotópico a ai e 
e i : [O, 1] X X i -> y as respectivas homotopias. Considere ainda e : [0, 1 J X X -> y a homotopia 
entre fo e h e defina êi : [0, 1] x X; -> Y por 
_ { 8(2t,x) 
8;(t,x)= 
8;(2t -l,x) 
se O :::; t :::; 1/2, 
se 1/2:::; t:::; L 
Como 8(t, ·)e 8i(t, ·)são C-aplicações para todo tE [0, 1], o mesmo ocorre para êi(t, ·).Além 
disso, 
êi(O,x) = 8(0,x) = fo(x) eêi(l,x) = ei(1,x) = a;(x), 
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G-cat(f0 ) :::; G-cat(!I). 
Se G-cat(f1) = oo a desigualdade acima também se ver1!Jca. Argumentos análogos mostram 
G-cat(f1) :::; G-cat(fo). 
e o lema está provado. D 
Finalizamos apresentando a versão equivariante do Teorema A.7. 
Teorema A.9. Seja X um espaço de Banach, M C X uma C1-variedade simétrica com relação 
à origem e I E C 1(X, JR) um .funcional par inferiormente em I sat-
para todo c :::; d. I à M tem menos Z2-cat(Id) 
antipodais { u, -u} de pontos críticos tais que I(±u) :::; d. 
Apesar do teorema acima poder ser enunciado de uma maneira bem mais geral, optamos por 
apresentar apenas a versão para Z2-categoria que foi utilizada no trabalho. Por isso exigimos 
que o funcional seja par e a variedade seja simétrica com relação à origem. A demonstração 
segue as mesmas linhas da prova do Teorema A.7. No caso mais simples em queM é de classe 
C 1•1, citamos também [28, Teorema 1.1] onde o resultado é provado para o conceito mais geral 
de categoria relativa. Para variedades de classe C 1, além do já citado livro de Ghoussoub [40], 
destacamos o artigo de Szulkin [69] e o excelente survey de Ekeland e Ghoussoub [32, Corolário 
4.1]. 
A.4 Seqüências minimizantes de S 
Lembramos que se 1J C JR.N é um domínio limitado e À 2': O, denotamos por 
S;_(D) = s = inf {l (JV'uJP + ÀJuiP) dx: u E w~·P(JJ), fviuip' dx = 1} 
a melhor constante da imersão de Sobolev wJ·P (JJ) '--> Il" (JJ). É bem sabido que S não depende 
de À nem do conjunto JJ, e que S não é atingido em subconjuntos próprios de JR.N. 
Seja (u,) C wJ·P(JJ) uma seqüência limitada. Passando a uma subseqüência se necessário, 
podemos supor que existe u E wJ·P(JJ) tal que Un --'" u fracamente em wJ·P(JJ) e Un -+ u 
fortemente em L0(JRN), para todo p :::; e < p*. Contudo, como a imersão wJ·P(JJ) "-+ v· (V) 
não é compacta, não podemos assegurar convergência forte em v· (JJ). O aspecto quantitativo da 
perda de compacidade é descrito pelo lema abaixo, devido à Lions. 
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Lema ([ 4!!, Lema Seja (un) C D 1·P(JRN) uma seqüência convergindo fraca~neJ1te 
para u em D1·P(JRN). c.,ntuu exi.sfej>n fi, v E M (JRN), um con-
(1-li)iEI contidas em (0, oo) tais que 
iEI 
i E I. vf!P' < 00. se 
então v= ~roxo = ~-pfqC'{;p, para algum x0 E JRN e r 2: O. 
O resultado abaixo nos fornece uma propriedade importante das seqüências minimizantes para 
S. Apesar ser largamente citado na literatura, não encontramos nenhuma demonstração, de modo 
que adaptamos as idéias de [65, Corolário 3.7] para produzir a demonstração baixo. 
Lema A.H. Seja (vn) c w~·P(fl) tal que In lvniP'dx = 1 e llvniiP _, S. Então existe v E 
W ~,p (O) tal que, a menos de subseqüência, Vn -"' v fracamente em W ~,p (O) e 'i7 Vn ( x) -+ 'i7 v ( x) 
q.t.p. X E O. 
DEMONSTRAÇÃO. Como llvniiP-+ S temos que (vn) é limitada em W~·P(fl). Assim, a menos de 
subseqüência, Vn-" v fracamente em w~·P(fl) para alguma funcão v E w~·P(fl). Seja 
Pelo princípio variacional de Ekeland podemos supor que ( vn) é uma (PS)s seqüência do funcional 
'P: M-> lR dado por <p(u) = lluiiP, isto é, existe (Bn) C lR tal que 
A expressão acima implica que 'P( Vn) - Bn -t o e portanto Bn _, S. Definindo Wn = e!:' -p)/p' Vn, 
uma conta simples mostra que (wn) é uma seqüência de Palais-Smale no nivell/NSN/p do fun-
cional Ep• : w~·P(Q)-> lR definido por 
( \ 1 Ep' U) =-
p 
1 (IV'uiP + luiP) dx- -
' p* 
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De:notando w(x) S(N-p)/P2 v(x) e tendo em vista a definição de Wn, é suficiente mostrar que 
YWn(x) --+ vw(x) em 
Como (wn) é podemos usar o de Rellich-Kondrachov e o Lema 
obter w E W~·P(!J), medidas positivas J.i, v E M(Q), um conjunto no máximo I, 
{ X;}iEJ C Q e númerOS j.l;, Vi > 0 tais que 
Wn __;;,w 
Wn-+W 
wn(x)--+ w(x) 
lp' __, v = 
fracamente em W~·P(Q), 
em Y(Q), 1 < s < p*, 
q.tp. em n, 
fracam<~nte em M 
\'Vwn\P ----'" J.l?: \vuJP +L J.liOx, fracamente em (!1), 
iEJ 
pfp* "' - pjp' 
l-li ?: Sv; e L.iEI v; < 00 · 
A demonstração será concluída com uma série de passos. 
PASSO l: 0 conjunto f = { xi};EI é finito. 
Considere vi > O e rP E Cc\"'(RN) tal que O ::; rjJ ::; 1, ,P(x) = l se Jxl < 1/2 e rj!(x) = O se 
lxl > 1. Para c: > O pequeno defina 
'P~(x) = 'Pe(x) = rP (X~ Xi). 
Como ('PeWn) é limitado em w~·P(Q) independente de c:, segue que (E~.(wn), 'PeWn) -to. Assim, 
em que o(l) denota uma quantidade que vai a zero quando n vai para infinito. Fazendo n-+ oo e 
usando (A.4.1) obtemos. 
(A.4.2) 
Afinnamos agora que 
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Suponha por ora a afinnação é verdadeira. Fazendo é --> O em (A.4.2), usando a afirmação 
acima e o da Convergência Dc•mina,la olbternos 
vez !li 2:: sv;Jp• que vi 2:: sNfp. Como Li Vfjp• < 00 o conjunto I tem que 
ser Afim de verificar (A.4.3) note que, se denotarmos, 
temos 
Usando a limitação de ( Wn) e a expressão acima vem 
- C (f Jwlp•dx)ljp• (r j\i'q)(x)JN dx)l/N ---t 0, 
1 B, (x,) J B 1 (O) 
quando é -+ O. 
PASSO 2: Se K C Ü \r é compacto então Wn -... u em If (K). 
Como K é compacto e r é finito ternos que J = d.ist(K, r) > O. Seja O< ê < J e 1/J E C(J"(ü) 
tal que O:::::; 1/J:::::; 1, 1/J = 1 em Ke;2 = {x E ü: dist(x, K) < é/2} e 1/J =O em fl \ Ke. Temos 
Urna vez que supp 1/J c Ke e K, n r= 0 temos 
limsup JwnJp• dx:::::; 1/J dv = 1/JJwJP. dx = 
n--;.co 
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Fazendo c --+ O e usando o Teorema da Convergência Dominada concluímos 
lim sup [wn fP' dx ::; 
n-+oo 
vez Wn --' u fracamente no espaço uniforme:me:nte convexo 
Da expressão acima e de (A.4.4) segue que Wn-+ w em v· (K). 
PASSO 3: Se K C !1 \r é compacto então 'Vwn-+ vw em (IJ'(K))N. 
(AA4) 
(K) ternos 
O < E < o = e 1j; E C[í"(O \ tal que O ::; 1j; ::; l,'lj; = 1 em K e 1j; = O em 
!1 \ K"12. Como h: JRN--+ JR, h(x) fx[P e estritamente convexa ternos 
Assim, 
O < L Pn(x) dx::; 1 Pn(x)'lj; dx 
- 1 (f\7wnfP7j; -[VwnfP-Z(VWn · \7w)1/J) dx 
+ fnrvwfP-Z (\7w · v(w- Wn)) 1/J dx. 
Como (E;. (wn), 1/Jw) --+O temos 
fnrvwnlp-Z(vwn. vw)'lj; dx + fnrvwn[P- 2(vwn. \71/J)w dX 
(A.4.5) 
+ { [wn[P-2wnw1/J dx- jlwnfp•-zWnW1/J dx = o(l). Jn n 
Além disso, uma vez que ( 1/Jun) é limitada em W5·P(Q), temos também que (E;. ( wn), 1/Jwn) --+O, 
isto é, 
Substituindo as duas últimas igualdade em (A.4.5) e lembrando que Wn --' w fracamente em 
wt•P(Q), Obtemos 
(A.4.6) 
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com 
que lim C;(n) =O para i= 1,2,3. 
n~oo 
de verilicar essa afumação note 
desigualdade de Hõlder, temos 
A expressão acima, a limitação de ( wn) e (A4. que C1 ( n) -+ O. De maneira análoga 
mostra-se C2(n)-+ O. estimar C3 (n), lembre que ?/;C Ke;2 , e nmt~n1ro 
Como f< dist(K, f), podemos usar o Passo 2 e proceder como acima para concluir que C3 (n) -+ 
o. 
Uma vez que Ci(n)-+ O quando n-> oo, segue de (A.4.6) que 
(A.4.7) 
Afim de concluir o Passo 3 lembramos que 
se p ;::: 2 
se 1 < p < 2, 
para quaisquer a, b E JRN (veja [66], pg. 210). Se p ;::: 2, a desigualdade acima e (A.4. 7) implicam 
que 
Sel<p<2temos 
lim M f j'i7wn - 'i7wj2 dx = O. 
n~oo P J K (Jvwj + J'i7wn[) 2-p (A4.8) 
Portanto, usando Hõlder, concluímos que 
f 1'17( Wn - w )IP (I I I v I)P(2-p)/2 dx J K (j'í7wj + J'í7wni)P(2-p)/2 'í7w + Wn 
< ( f j'í7wn- 'í7wJ2 dx)p/2 (j'í7wnl + J'í7wf)P dx) (2-p)/2 . 
Jx (J'í7wj + l'í7wni) 2-P 
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desigualdade acima, a limitação de ( wn) e (A4.8) implicam que 
lim =0 
-n-oo 
e portanto o 3 
PASS04: Amenos de subseqüência, vwn(x)-+ vw(x) em 
A verificação desse último passo é uma conseqüência imediata do Passo 3 e de um processo 
diagonal. Com isso concluímos a demonstração do lema. 
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