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Abstract
The action of a connected reductive algebraic group G on G/P−, where P− is a parabolic
subgroup, differentiates to a representation of the Lie algebra g of G by vector fields on U+, the
unipotent radical of a parabolic opposite to P−. The classical instances of this setting that we study
in detail are the actions of GLn on the Grassmannian of k-planes (1 ≤ k ≤ n), of SOn on the quadric
of isotropic lines, and of SO2n or SP2n on their respective Grassmannians of maximal isotropic
spaces; in each instance, U+ is one of the usual affine charts.
We show that both the polynomials on U+ and the polynomial vector fields on U+ form
g-modules dual to parabolically induced modules, construct an explicit composition chain of the
former module in the case where G is classical simple and U+ is Abelian—these are exactly the
cases above—and indicate how this chain can be used to analyse the module of vector fields, as well.
We present two proofs of our main theorems: one uses the results of Enright and Shelton
on classical Hermitian pairs, and the other is independent of their work. The latter proof mixes
classical (and briefly reviewed) facts of representation theory with combinatorial and computational
arguments, and is accessible to readers unfamiliar with the vast modern literature on category O.
© 2005 Elsevier Ltd. All rights reserved.
Keywords: Representation theory; Lie algebras; Vector fields; Category O
1. Introduction
To motivate the central question of this paper, we consider the action of the group
GLn = GLn(C) on the complex projective space Pn−1 = P by multiplication on column
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vectors. Every matrix X in the Lie algebra gln of GLn determines a vector field φ(X) on P
as follows: through a point p ∈ P goes the parameterised curve C → P, t → exp(t X)p
(where exp is the exponential map on matrices), and φ(X)p is the derivative at 0 of this
curve. On the open affine subspaceA = An−1 ⊆ Pwhere the first homogeneous coordinate
is non-zero, φ is computed explicitly as follows: Let Ei, j ∈ g denote the n×n-matrix with a
1 on position (i, j) and zeros elsewhere. Computing modulo t2 we may replace exp(t Ei, j )
by I + t Ei, j , and find
(I + t Ei, j )(1; x2; x3; . . . ; xn) =

(1; x2; . . . ; xi + t; . . . ; xn) if j = 1 < i,
(1 + t; x2; . . . ; xn) = (1; x2(1 − t); . . . ; xn(1 − t)) if i = j = 1,
(1; x2; . . . ; xi + tx j ; . . . ; xn) if i, j > 1, and
(1 + tx j ; x2; . . . ; xn) = (1; x2(1 − tx j ); . . . ; xn(1 − tx j )) if i = 1 < j ;
we conclude that φ(Ei, j )—interpreted as a derivation on functions on A—is equal to ∂∂xi ,
−∇ := −∑nk=2 xk ∂∂xk (minus the ‘Euler vector field’), x j ∂∂xi , or −x j∇, accordingly. The
map −φ is easily checked to be a homomorphism gln → DerC(C[x2, . . . , xn]) of Lie
algebras, through which C[x2, . . . , xn] = C[A] can be regarded as a gln-module. The
central question in this paper is, in a more general setting to be introduced in Section 2:
what is the structure of this module?
To approach this question computationally, note that the grading
g−1 :=
⊕
i>1
CEi1, g0 := CE11 ⊕
⊕
i, j>1
CEi, j , and g1 :=
⊕
j>1
CE1 j
on g := gln is compatible with the grading onC[A] by homogeneous polynomials in the xi :
an element of φ(gd) increases the degree of homogeneous polynomials by d . As ∇ ∈ φ(g)
has eigenvalue e on homogeneous polynomials of degree e, every g-submodule M of C[A]
is spanned by its subspaces Me of homogeneous polynomials of degree e = 0, 1, 2, . . ..
Conversely, the direct sum of any collection of subspaces (Me ⊆ C[A]e)e is a g-submodule
of C[A] if and only if gd Me ⊆ Me+d for all d, e. In particular, it will be useful to
have a decomposition of each C[A]e as a g0-module at our disposal; and indeed, this
decomposition is well known in the cases under consideration (Section 4).
In our concrete situation, 1 spans a one-dimensional trivial g-submodule of C[A], and
C[A]1 = 〈x2, . . . , xn〉C is an irreducible g0 ∼= gl1 ⊕ gln−1-module. The g-submodule of
C[A] generated by C[A]1 equals
M = C · 1 ⊕ C[A]1 ⊕ g1C[A]1 ⊕ g1(g1C[A]1) ⊕ · · ·
(in particular, one readily checks that this space is invariant under g0 and g−1, as well),
so M = C[A] if and only if every element of each C[A]e can be reached from C[A]1 by
repeated application of elements from g1 (and, of course, taking linear combinations). We
will see that in the more general case to be discussed hereafter, we need some classical
representation theory to find all irreducible g0-modules that can not be reached from
lower degree by applying g1; these correspond to g-composition factors. Alternatively,
one can approach this task by computer—and it was such experiments that led to some of
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the main results in this paper: the algorithms of Draisma (2003) can be used to compute
the Lie algebra of polynomial vector fields under consideration, which can then be used
to investigate, in each degree, which g0-modules are reached by application of degree-
increasing vector fields to modules in lower degree, and which are missed. An obstacle to
this approach is of course the absence of an a priori upper bound on the degrees where
g0-modules may be missed.
In the concrete case at hand, a single tool from the remainder of this paper suffices to
settle the question for the GLn-action on P: the relative Casimir operator, a second-order
differential operator defined as follows (Section 5):
Γ :=
n∑
i=2
xi∇ · ∂
∂xi
∈ φ(g1)φ(g−1).
A straightforward calculation shows that if f ∈ C[A]e, then
Γ f =
n∑
i=2
(
xi
∂
∂xi
∇ − xi ∂
∂xi
)
f =
(
n∑
i=2
xi
∂
∂x i
e f
)
− e f = (e2 − e) f.
Now Γ f lies in g1C[A]e−1, and this calculation shows that if e > 1, then all of C[A]e can
be reached from C[A]e−1 by applying g1. We conclude that in
0 ⊂ C · 1 ⊂ C[A]
both quotients are irreducible g-modules.
This paper aims to find such composition chains in the more general situation of the
following section. For this we review some basic facts about the category O in Section 3,
and then the paper comes to a fork: First, we prove our main theorems using the powerful
results of Enright and Shelton (1994) on generalised Verma modules corresponding to
classical Hermitian pairs (Section 4). Then we present a second proof which, at the cost
of some lengthy computations, is entirely self-contained and elementary; here we work
directly with K [U ] rather than the generalised Verma module dual to it (Section 5). The
value of this second proof is in its effectiveness: classical representation theory is combined
with combinatorial tools (self-dual Young tableaux) and elementary computations of the
type above, to create a shortcut to a part of infinite-dimensional representation theory that
could so far only be accessed by delving deep into the vast literature on categoryO. Indeed,
the results of Enright and Shelton in the case of dominant integral weights follow from the
results in this paper; Corollary 2.1 is a concise, new reformulation of these results.
2. Results
Suppose that a connected linear algebraic group G over an algebraically closed field
K of characteristic zero acts transitively on a projective variety. It is well known (Borel,
1991, Section 11) that the stabiliser P− ⊆ G of a point is then parabolic, that is, contains a
maximal connected solvable subgroup—a Borel subgroup—of G. In particular, it contains
the unipotent radical of G, and we may as well assume that this radical is trivial, so that G
is reductive.
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Let P+ be a parabolic subgroup of G opposite to P−, and denote their unipotent radicals
by U±, respectively. In what follows, we usually suppress the subscript + and write U for
U+, P for P+, etc. Now the homogeneous projective variety under consideration may be
identified with G/P−, and the map ι : U → G/P−, x → x P− is an open immersion.
In the example of the introduction we have G = GLn , P− is the stabiliser of the line
K e1 through the first standard basis vector, G/P− ∼= P by the map g P− → K ge1, and
ι(U) ∼= A.
As in the introduction, the action of G on G/P− differentiates to a right representation
of the Lie algebra g of G on K [ι(U)] by vector fields; that is, we have a natural map
φ : g → DerK (K [ι(U)]) for which −φ is a homomorphism. Identifying the affine
space U with ι(U), we obtain right g-module structures on K [U ] by setting f X :=
φ(X) f (X ∈ g, f ∈ K [U ]); and on DerK K [U ] by setting ∇X := [φ(X),∇] (X ∈
g, ∇ ∈ DerK K [U ]). It is sometimes notationally convenient, and more correct, to insist
that g acts on the right (see Section 3), but we also view any right g-module M as the left
module whose action is given by Xm := −m X for X ∈ g and m ∈ M .
To formulate our results we adopt the convention that Lie algebras of algebraic groups
are denoted by the corresponding lower case German letters. Furthermore, U(.) denotes
the functor assigning to any Lie algebra its universal enveloping algebra; no confusion
with U = U+ should arise. First, we place both K [U ] and DerK K [U ] into the classical
categoryO of g-modules, which is defined relative to opposite Borel subalgebras b± ⊆ p±
and their common Cartan subalgebra h := b ∩ b−; see Section 3.
Proposition 2.1. The g-modules K [U ] and DerK K [U ] are the Chevalley-twisted h∗-
graded duals of the induced modules
U(g) ⊗
U (p)
K and U(g) ⊗
U (p)
u,
respectively; here K stands for the trivial one-dimensional p-module.
Remark. The module K [U ] is also isomorphic to the graded part of the co-induced
module HomU (p−)(U(g), K ) of U(p−)-homomorphisms from U(g) to the trivial U(p−)-
module K (Blattner, 1969).
Being objects inO, the g-modules K [U ] and DerK K [U ] have finite composition chains
whose composition factors are of the form L(λ+ρ), the irreducible highest weight module
of highest weight λ (ρ denotes half the sum of the positive roots). More can be said about
K [U ]: it is dual to a quotient of the Verma module of highest weight 0, so its composition
factors are of the form L(w(ρ)) for some w in the Weyl group W of (g, h) (Lemmas 3.1
and 3.2 below).
A similar statement about DerK K [U ] can be made in the case where G is simple
(over its centre) and U is Abelian, which we are to study in detail. It is well known
(Richardson et al., 1992) that this is the case if and only if P± are maximal and the pair
(Cartan type of G, i), where i is the Dynkin diagram label of the simple root not in the root
system of P−, is one of the following (using the numbering of Bourbaki (1968)):
(An, i) with i ∈ {1, 2, . . . , n}, (Bn, 1), (Cn, n), (1)
(Dn, i) with i ∈ {1, n − 1, n}, (E6, 1), and (E7, 7);
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the case (An, 1) was discussed in the introduction. In each of these cases, u is an irreducible
module over g0 := p ∩ p− of highest weight α0, the highest root; so the induced module
U(g)⊗U (p)u in Proposition 2.1 is a quotient of the Verma module of highest weight α0, and
its composition factors, as well as those of DerK K [U ], are of the form L(w(α0 + ρ)) for
some w ∈ W . Moreover, we will see that the multiplicity of L(w(α0 + ρ)) in DerK K [U ]
is the same as that of L(w(ρ)) in K [U ], so that one can directly infer the composition
factors of DerK K [U ] from those of K [U ].
In the cases where, in addition, G is classical, the module K [U ] is well understood
as a module over g0 (Goodman and Wallach, 1998). As in the introduction, the grading
of g by g0 and g±1 := u∓ is compatible with the grading on K [U ] by homogeneous
polynomials (relative to u∗, viewed as coordinates on U through exp : u → U ), and in
each degree the g0-highest weights are known and have multiplicity one. By the above
argument, only those in Wρ −ρ are candidate g-primitive weights of K [U ] (we abbreviate
the phrase ‘highest weight (vector) of a g-subquotient of M’ to ‘g-primitive weight (vector)
of M’ throughout this paper); and a computational argument in Section 5—or the use of
Enright and Shelton’s results—identifies those that do really occur as such. Our theorems,
described below for the Grassmannian case and in the Appendix for the remaining classical
cases, have the following corollary, which Arjeh Cohen suggested to me on the basis of my
computer experiments in LiE (van Leeuwen et al., 1992) with the multiplicity formula in
Corollary 3.1. Here, and in the rest of this paper, we will call µ ∈ h∗ strictly dominant if
µ − ρ is a dominant weight.
Corollary 2.1. Assume that g is simple over its centre, and that u± are Abelian. Let
µ ∈ h∗ be integral and strictly dominant for g, and denote by L0(µ) the finite-dimensional
irreducible g0-module of highest weight µ − ρ, considered as a p-module with uL0(µ) :=
0. Then the multiplicity of L(w(µ)) in the generalised Verma module U(g)⊗U (p) L0(µ) is
at most 1 for all w ∈ W, and
(U(g) ⊗
U (p)
L0(µ) : L(w(µ))) = 1 ⇒ w is the shortest representative of W0wW0,
where W0 ⊆ W is the Weyl group of (g0, h). If G is of Cartan type A, D, or E, then the
reversed implication also holds.
For the exceptional pairs (E6, 1) and (E7, 1) the above corollary follows from the
explicit results in Collingwood (1985). For brevity and clearness of exposition, we present
full proofs only for the pairs (An, i); modifying them for the other classical pairs is more
or less straightforward. In keeping with this choice, we only state our main theorem for the
Grassmannian here, and defer the composition chains for the other pairs to the Appendix.
The Grassmannian
Let G be GLn , and let P− be the maximal parabolic subgroup stabilising the span of the
last n −m standard basis vectors. The parabolic subgroup P stabilising the first m standard
basis vectors is opposite to P−, and its unipotent radical is the group U of all matrices of
the form
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[
I x
0 I
]
where x =


x1,m+1 . . . x1,n
...
...
xm,m+1 . . . xm,n


is any m × (n − m)-matrix, whose entries will serve as coordinates on U . In what follows
we assume that m ≤ n − m; if this is not the case, then it can be achieved by dualisation.
For d = 0, . . . , m, let x(d) be the d × d-submatrix in the lower left corner of x ; these
submatrices facilitate the following explicit description of the g-module structure on K [U ].
Theorem 2.1. Denoting by K [U ]e the space of homogeneous polynomials of degree e in
the xi, j , we have a composition chain
K [U ] = U(g)K [U ]m2 ⊃ U(g)K [U ]m2−1 = U(g)K [U ](m−1)2
⊃ U(g)K [U ](m−1)2−1 = U(g)K [U ](m−2)2
⊃ · · · ⊃ U(g)K [U ]22−1 = U(g)K [U ]1
⊃ U(g)K [U ]0 = K · 1 ⊃ 0
of the g-module K [U ], and the primitive weight vectors are (det x(d))d, d = m, . . . , 0,
respectively.
3. CategoryO and duality
To disclose the natural habitat of our g-modules K [U ] and DerK K [U ], we review the
essentials of the classical categoryO, described extensively in Dixmier (1974) and Jantzen
(1979). Let g be a reductive Lie algebra over K with Cartan subalgebra h and mutually
opposite Borel subalgebras b± ⊃ h. An h-module M is called an h-weight module if the
weight spaces Mλ := {m ∈ M | H m = 〈H, λ〉m for all H ∈ h} (λ ∈ h∗) are finite-
dimensional and span M . For an h-weight module M , the map ch : h∗ → Z, λ → dim Mλ
is called the character of M . A g-module is called an h-weight g-module if its restriction
to h is an h-weight module. LetM be the full subcategory of the category of all g-modules
consisting of the h-weight g-modules, and let O, in turn, be the full subcategory of M
consisting of those modules that are finitely generated and on which b acts locally finitely.
If M is an object inM, then M∨ :=⊕λ∈h∗ M∗λ , regarded as a subspace of the linear dual
M∗ of M , is a g-submodule of the latter. Moreover, M∨ is an object in M, called the h∗-
graded dual of M . If M is an object inO, then M∨ comes short of being inO only in that it
may not be b-locally finite. To fix this, let σ be the Chevalley involution of g interchanging
b and b−, and denote by Mσ the σ -twist of a g-module M .
Lemma 3.1. Let M be an object inM.
(1) The modules (((M∨)σ )∨)σ and M are isomorphic.
(2) The characters of M and (M∨)σ coincide.
(3) The map sending a submodule of M to its annihilator in (M∨)σ is a bijection.
(4) If M has a finite composition chain, then so has (M∨)σ .
(5) If M is in O, then so is (M∨)σ ; moreover, the two have the same composition factors
with the same multiplicities.
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We dispose of the (otherwise straightforward) proof of this lemma by two remarks on
(5). First, the σ -twist ensures that b does indeed act locally finitely on (M∨)σ . Second, ch
induces a monomorphism from the Grothendieck group of O to Zh∗ (Jantzen, 1979), so
that (2) implies the second statement in (5).
Important objects inO are the Verma modules (Verma, 1968) M(λ+ρ) := U(g)⊗U (b)
Kvλ, where ρ denotes the half sum of the positive roots, λ is an element of h∗, and
Kvλ is the one-dimensional b-module on which h acts through λ. The Verma modules
M(λ + ρ) and their unique irreducible quotients L(λ + ρ) are labelled with λ + ρ so
as to have following elegant lemma, which follows immediately from Harish-Chandra’s
theorem stating that central characters of U(g) correspond bijectively to orbits of the Weyl
group W of (g, h) in h∗ (Bernstein et al., 1971; Bourbaki, 1975; Harish-Chandra, 1958).
Lemma 3.2. If L(µ) is a composition factor of M(ν), then µ and ν lie in the same
W-orbit.
Let p± be opposite parabolic subalgebras of g containing b±, respectively, let u± be
their nilpotent radicals, and set g0 := p ∩ p−. If M is a finite-dimensional h-weight
p-module, then the induced g-module U(g)⊗U (p) M is an object inO, called a generalised
Verma module if M is irreducible as a p-module. In this case u acts trivially on M , M is
isomorphic to the irreducible highest weight g0-module L0(λ) for some λ ∈ h∗ strictly
dominant and integral for g0, and U(g) ⊗U (p) M is a quotient of the Verma module M(λ).
Moreover, we have the following character formula for the generalised Verma module
(Rocha-Caridi, 1980).
Proposition 3.1. Let λ ∈ h∗ be strictly dominant and integral for g0, so that the irreducible
g0-module L0(λ) is finite-dimensional. Denoting by W0 ⊆ W the Weyl group of (g0, h), we
have
ch(U(g) ⊗
U (p)
L0(λ)) =
∑
w0∈W0
(−1)l(w0) ch M(w0λ),
where l denotes the length function on W (and on W0).
Proof. Kostant’s formula (Jacobson, 1969) states that
ch L0(λ) =
∑
w0∈W0
(−1)l(w0) ch M0(w0λ),
where M0(µ) denotes the Verma module for g0 of highest weight µ − ρ. As h-modules,
U(g)⊗U (p) L0(λ) and M(w0λ) are isomorphic to U(u−)⊗ L0(λ) and U(u−)⊗ M0(w0λ),
respectively, so that multiplication with ch U(u−) on both sides of the above equation
(using the convolution product defined in Bernstein et al. (1971)) yields the result. 
Corollary 3.1. In the notation of Proposition 3.1 we have
(U(g) ⊗
U (p)
L0(λ) : L(wλ)) =
∑
w0∈W0
(−1)l(w0)(M(w0λ) : L(wλ)) for all w ∈ W.
Proof. Again, use the fact that ch induces a monomorphism from the Grothendieck group
of O into Zh∗ . 
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For λ strictly dominant and integral for all of g rather than just for g0, the
multiplicities on the right-hand side in this corollary depend only on w and w0. This
follows, of course, from the Kazhdan–Lusztig Conjecture (Beilinson and Bernstein, 1981;
Brylinski and Kashiwara, 1981; Kazhdan and Lusztig, 1979), but is much more elementary
(Jantzen, 1979); and it proves the claim in the introduction, that if g is simple over its
centre and u is Abelian, then the composition factors of DerK K [U ] are in one-to-one
correspondence with those of K [U ]—once we have proved Proposition 2.1.
Retain the notation of Section 2; we do not assume that u is Abelian. Note that φ is
filtered with respect to the filtration g≥−1 := g ⊃ g≥0 := p− ⊃ g≥1 := u on g and the
filtration (DerK K [U ])≥d := {X | Xme ⊆ md+1e } on DerK K [U ], where me denotes the
maximal ideal at e. Moreover, the transitivity of the G-action on G/P− implies that φ maps
the quotient g≥−1/g≥0 bijectively onto (DerK K [U ])≥−1/(DerK K [U ])≥0.
The proof of Proposition 2.1 needs one more observation: let G′ be an affine algebraic
group over K acting morphically on an affine algebraic variety V , and suppose that a point
x0 ∈ V is fixed by G′. Let ψ be the natural representation of g′ on the tangent space Tx0 V ,
and let φ : g′ → DerK K [V ] be the anti-homomorphism of the introduction. Then we have
[φ(X),∇]|x0 = −ψ(X)(∇|x0), for X ∈ g′ and ∇ ∈ DerK K [V ].
The following proof uses ideas of Wolfgang Soergel.
Proof (Proposition 2.1). The open cell ι(U) (or U ) is invariant under the action of G0,
the connected subgroup of G with Lie algebra g0, which acts by left multiplication (or
conjugation, respectively). Hence g0 acts locally finitely on K [U ]; in particular, the latter is
an h-weight g-module. Recall that K [U ] was introduced as a right g-module, and consider
the bilinear pairing of h-weight modules
K [U ] × U(g) → K , ( f, u) → ( f u)(e),
where e is the identity in U . First, this pairing is g-invariant, as −( f X)u + f (Xu) = 0 for
all f ∈ K [U ], u ∈ U(g) and X ∈ g. Second, the annihilator of U(g) in K [U ] is trivial;
indeed, as φ is surjective in degree −1, it follows readily that for every non-zero f ∈ K [U ]
there exists a u ∈ U(g) such that (φ(u) f )(e) = 0. Third, by the Poincaré–Birkhoff–Witt
theorem we have U(g) = U(u)U(p−), and as p− consists of all X ∈ g for which φ(X)
vanishes at e, the annihilator of K [U ] in U(g) is precisely U(g)p−. This shows that the
pairing above factorises through a non-degenerate pairing (K [U ] × U(g)/U(g)p−) → K
of h-weight g-modules. In other words, K [U ] ∼= (U(g)/U(g)p−)∨, and the result follows
upon twisting with σ .
To deal with DerK K [U ] we let κ be the Killing form on g, and note that it pairs u
and u− non-degenerately. Hence, as we identify TeU with u, we may view u− as (TeU)∗.
Consider the bilinear pairing
DerK K [U ] × (U(g) ⊗ u−) → K , (∇, u ⊗ Y ) → κ((∇u)|e, Y ).
First, this pairing is g-invariant, as −(∇X)u +∇(Xu) = 0. Second, by the same argument
as used for K [U ], the annihilator of U(g) ⊗ u− in DerK K [U ] is trivial. Third, we
prove that the annihilator of DerK K [U ] contains the kernel of the natural g-epimorphism
π : U(g) ⊗ u− → U(g) ⊗U (p−) u−. This kernel is spanned by the elements of the form
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u X ⊗ Y − u ⊗ [X, Y ] with u ∈ U(g), X ∈ p−, and Y ∈ u−; to prove that these annihilate
all of DerK K [U ] under the above pairing, we claim that
[φ(X),∇]|e ≡ −[X,∇|e] mod p−
for all X ∈ p− and ∇ ∈ DerK K [U ]. Indeed, using the filtration on g we find that for
X ∈ u− = g≥1 both sides are in p− = g≥0, while for X ∈ g0 the claim follows from the
observation preceding this proof applied to G′ = G0, V = U and x0 = e. Now we have,
for ∇ ∈ DerK K [U ], u ∈ U(g), X ∈ p−, and Y ∈ u−:
κ([φ(X),∇u]|e, Y ) = −κ([X, (∇u)|e], Y ) = κ((∇u)|e, [X, Y ]),
where the first equality follows from the claim above applied to ∇u (using that p− is
orthogonal to u−), and the second equality is justified by the g-invariance of κ . This shows
that ker π is contained in the annihilator of DerK K [U ], so that the latter g-module is dual
to a quotient U(g)⊗U (p−) u−/M . Comparing dimensions of h-weight spaces one finds that
M = 0, and the proposition follows by twisting with σ . 
4. First proof of the main theorems
Our first proof of Theorems 2.1 and 5.1–5.4 uses the work of Enright and Shelton
on generalised Verma modules corresponding to Hermitian pairs. To formulate these, let
g, g0, h, W, W0, b±, p±, and u± be as in Section 3; furthermore, assume that g is simple
over its centre and that u is Abelian. Denote by ∆+ the set of roots of h in b and
let ∆(u) ⊆ ∆+ be the set of roots in u. Let ≤ be the partial order on h∗ defined by
β ≤ α :⇔ α − β is a linear combination of ∆+ with non-negative integral coefficients;
and denote by (., .) the Weyl group invariant bilinear form on h∗. LetM be the graph with
vertex set ∆+ and edges
α ∼ β :⇔ (α, β) = 0 or α and β are both long roots,
where the roots in a root system with only one root length are not called long. Now let E
be the set of all subsets Ω of ∆(u) such that
1. Ω is a coclique inM, and
2. if α ∈ Ω is a neighbour (inM) of β ∈ ∆+ with β ≤ α, then β has a neighbour γ ∈ Ω
with γ ≤ α.
For each Ω ∈ E we write rΩ for the Weyl group element
∏
α∈Ω sα , where sα denotes the
reflection in the hyperplane perpendicular to α. Note that the condition thatΩ be a coclique
implies that all sα appearing in this product commute, so we need not specify the product
order in rΩ . Finally, for λ ∈ Q∆+, denote by λ the unique g0-dominant weight in the
W0-orbit of λ.
Theorem 4.1 (Enright and Shelton, 1994, Theorem 8.4.iii). For all Ω ∈ E the module
L(rΩρ) is a composition factor of U(g) ⊗U (p) K with multiplicity 1. Each composition
factor is of this form, and the map Ω → rΩρ is injective on E .
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The Grassmannian
We compute the set E in the case where g = gln , p, and u are as in the subsection
containing Theorem 2.1, while h and b are the usual Cartan and Borel subalgebras of gln ,
respectively. Denoting by i the linear functional on h sending a diagonal matrix to its i -th
diagonal entry, we have ∆+ = {i −  j | 1 ≤ i < j ≤ n} and ∆(u) = {i −  j | 1 ≤ i ≤
m < j ≤ n}. Let Ω be an element in E , let α := i −  j be in Ω and suppose that i < m.
Then β := i+1 −  j ∈ ∆+ is a neighbour of α and smaller than the latter, hence by the
second condition on Ω there exists a neighbour γ ∈ Ω of β with γ ≤ α. But then γ must
be of the form i+1 −  j ′ for some j ′ < j ; and as γ ∈ Ω , we have j ′ ≥ m + 1. Continuing
this argument with i replaced by i + 1, . . . , m − 1, we find that that m − i ≤ j − (m + 1):
indeed, in each step i is replaced by i + 1 while j decreases by at least 1. The similar
argument decreasing j by 1 in each step shows that, in fact, m − i = j − (m + 1), and we
find that Ω is of the form
{m−i+1 − m+i | i ∈ {1, . . . , d}},
where, of course, 0 ≤ d ≤ m = min{m, n−m}. The corresponding element rΩ , considered
as an element of Sym(n), equals
∏d
i=1(m − i + 1, m + i). Expressed on the basis (i )i (as
we do in the remainder of this paper) of h∗, the weight ρ equals (n − 1, n − 2, . . . , 0), and
rΩ sends this weight to
λd := (n − 1, n − 2, . . . , n − m + d, n − m − d, n − m − d + 1, . . . , n − m − 1,
n − m, . . . , n − m + d − 1, n − m − d − 1, n − m − d − 2, . . . , 0).
A weight is dominant for g0 = glm ×gln−m if and only if both its first m entries and its last
n − m entries form descending sequences. In particular, the unique g0-dominant weight in
the W0 = Sym(m) × Sym(n − m)-orbit of λ equals
λd = (n − 1, n − 2, . . . , n − m + d, n − m − 1, n − m − 2, . . . , n − m − d,
n − m + d − 1, n − m + d − 2, . . . , n − m, n − m − d − 1,
n − m − d − 2, . . . , 0).
To finish the proof of Theorem 2.1 we need the following classical result.
Lemma 4.1 (Goodman and Wallach, 1998, Theorem 5.2.7). As a g0-module, K [U ] is
irreducible, and its highest weights are of the form (−em,−em−1, . . . ,−e1, e1, . . . , em , 0,
. . . , 0), where the ei are integers satisfying e1 ≥ e2 ≥ · · · ≥ em ≥ 0, that is, e =
(e1, . . . , em) is a partition. Moreover, this weight has multiplicity 1, and if d = (d1, . . . , dt )
denotes the partition whose Young diagram is dual to that of e, then the highest weight line
for g0 on K [U ] corresponding to e is spanned by
det(x(d)) := det(x(d1)) det(x(d2)) · · · det(x(dt )).
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Proof (First Proof of Theorem 2.1). By Proposition 2.1 and Lemma 3.1, the primitive
weights of g in K [U ] are the same as those in U(g) ⊗U (p) K . Theorem 4.1 states that
these are precisely the weights of the form
λd − ρ = (0, . . . , 0, −d
↑
m−d
, . . . ,−d
↑
m
, d
↑
m+1
, . . . , d
↑
m+d+1
, 0, . . . , 0).
By Lemma 4.1, the only g0-highest weight vector of this weight is (det x(d))d , so this
vector must be a primitive weight vector for g.
Now the fact that g−1 = u− maps each K [U ]e surjectively onto K [U ]e−1 implies that
U(g)K [U ]e−1 is contained in U(g)K [U ]e. The above shows that this inclusion is strict if
and only if e = d2 for some d ∈ {0, . . . , m}, and that then (det x(d))d spans the highest
weight line of the quotient, as claimed. 
5. Second proof of the main theorems
We outline a second, elementary proof of Theorems 2.1 and 5.1–5.4, which works
directly with K [U ], rather than the generalised Verma module dual to it. We also
prove Corollary 2.1 in the Grassmannian case, and analyse the structure of the g-module
DerK K [U ] in that case. For g ⊇ b ⊇ h as usual, the following easy criterion for primitivity
will be useful.
Lemma 5.1. Let M be a g-module. Then a weight vector f ∈ M is a primitive weight
vector of M if and only if f ∈ U(g)n f , where n denotes the nilpotent radical of b.
Proof. If f ∈ U(g)n f , then f projects onto a highest weight vector of M/U(g)n f .
Conversely, if f + M ′′ is a highest weight vector of M ′/M ′′, where M ′′ ⊂ M ′ are
submodules of M , then f ∈ M ′′ while U(g)n f ⊆ M ′′. 
Furthermore, for fixed opposite parabolics p± with intersection g0, the following lemma
will play an important role in deciding that certain g0-highest weights are in fact g-primitive
weights.
Lemma 5.2. Let X1, . . . , Xn be a basis of u, and let X1, . . . , Xn denote the dual basis
(relative to the Killing form) of u−. Then the element
Γ :=
n∑
j=1
X j X j ∈ u−u ⊆ U(g),
called the relative Casimir operator, commutes with g0.
Proof. We follow the treatment of the Casimir operator in Jacobson (1969): let X be an
element of g0, and let (ai, j )i be the coefficients of [X, X j ] with respect to (Xi )i . Then
[X,Γ ] =
∑
j
[X, X j ]X j + X j [X, X j ] =
∑
i, j
−a j,i X i X j + ai, j X j Xi = 0,
as the matrix of ad(X) on u− is minus the transpose of its matrix on u. 
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Now assume that G is classical simple (over its centre), and that U is Abelian. Then
g±1 := u∓ defines a grading on g, and φ is graded relative to the grading on K [U ]
furnished by the powers K [U ]d := (u∗)d of u∗ (considered as functions on K [U ] through
the exponential map). Furthermore, K [U ] is a multiplicity-free locally finite g0-module,
whose highest weight set Λ ⊆ h∗ is typically parameterised by certain Young diagrams
(Goodman and Wallach, 1998). For λ ∈ Λ, denote by Vλ the irreducible g0-submodule
of K [U ] of highest weight λ, and by fλ a highest weight vector of Vλ. For each of the
classical entries in (1) the following steps lead to a composition chain of K [U ].
Outline of the proof
(1) Determine (Wρ − ρ) ∩Λ. By Proposition 2.1 and Lemmas 3.1 and 3.2, all g-primitive
weights of K [U ] lie in this set, which has size 4 in the cases (Bn, 1) and (Dn, 1), and
is parameterised by certain (almost) self-dual Young diagrams in the remaining cases.
This step purely combinatorical.
(2) Verify that an appropriate element C ∈ g1g−1, whose definition resembles that of Γ ,
acts as a scalar on all fλ. By Lemma 5.1, this scalar must be zero if fλ is a g-primitive
weight vector (recall that g−1 = u is spanned by positive root vectors).
(3) To prove that all elements of
{λ ∈ (Wρ − ρ) | C fλ = 0} =: Λ′
are indeed g-primitive weights of K [U ], it suffices to show that every fλ′ with λ′ ∈ Λ′,
say homogeneous of degree d , is not contained in g1 K [U ]d−1. Indeed, if it is not,
then fλ′ is not contained in U(g)K [U ]d−1 = U(g1)⊕d−1e=0 K [U ]e either, so that it
is a highest weight vector of the quotient K [U ]/U(g)K [U ]d−1. To verify this fact:
fλ′ ∈ g1 K [U ]d−1, first find the irreducible g0-submodules Vλ of K [U ]d−1 for which
g1 ⊗ Vλ contains an irreducible g0-submodule of highest weight λ′. It turns out that
there is exactly one such Vλ, and that λ′ has multiplicity one among the g0-highest
weights of g1 ⊗ Vλ. It now suffices to show that g1Vλ  fλ′ .
(4) For an appropriate element x of u∗, show by direct calculation that the g0-module
generated by x fλ ∈ K [U ]d contains fλ′ . In particular, the element x ⊗ fλ has a non-
zero component in the g0-submodule of u ⊗ Vλ of highest weight λ′, and the same
holds for X ⊗ fλ if X ∈ g1 corresponds to x under the g0-isomorphism u ∼= g1.
(5) On the other hand, while Γ fλ′ = 0, it turns out that X fλ is an eigenvector of Γ with
non-zero eigenvalue c (this is the most computationally intensive part of the proof).
But by Lemma 5.2 the Γ -eigenspace in K [U ]d with eigenvalue c is a g0-module,
and it does not contain fλ′ . We conclude that the g0-morphism g1 ⊗ Vλ → K [U ]d
kills the non-zero component of X ⊗ fλ in the module of highest weight λ′, hence
annihilates that entire module. In particular, g1Vλ does not contain fλ′ , as we wanted
to prove.
(6) The degrees of the elements fλ with λ ∈ Λ′ turn out to be all distinct; number these
functions f0 = 1, f1, . . . , fk−1, fk in order of increasing degrees d0 = 0, d1 =
1, d2, d3, . . . , dk . Using the fact that g−1 maps each K [U ]e surjectively onto K [U ]e−1,
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we find a chain
U(g)K [U ]dk ⊇ U(g)K [U ]dk−1 ⊇ U(g)K [U ]dk−1
⊇ · · · ⊇ U(g)K [U ]d3−1 ⊇ U(g)K [U ]d2 ⊇ U(g)K [U ]d2−1
⊇ U(g)K [U ]1 ⊇ U(g)K [U ]0 ⊇ 0
of g-modules. Now the above shows that fi is a g-highest weight vector of
U(g)K [U ]di /U(g)K [U ]di−1, and that the length of the g-module K [U ] is k +1. From
this it follows that
K [U ] = U(g)K [U ]dk ⊃ U(g)K [U ]dk−1 = U(g)K [U ]dk−1
⊃ · · · ⊃ U(g)K [U ]d3−1 = U(g)K [U ]d2 ⊃ U(g)K [U ]d2−1
= U(g)K [U ]1 ⊃ U(g)K [U ]0 ⊃ 0
is a g-composition chain of K [U ].
In what follows we carry out the above steps for the exemplary pair (An, i). The reader
may want to skip, at first reading, the computations in the proofs of Lemmas 5.7–5.10.
The Grassmannian
We retain the notation used in Section 2 just before Theorem 2.1, as well as the usual
notation Ei, j from Section 1. As in the introduction, one computes the following formula
for the homomorphism −φ : gln → DerK K [U ]; see also Winternitz and Michel (1997).
Lemma 5.3. We have
−φ(Ek,l ) =


− ∂
∂xk,l
for k = 1, . . . , m, l = m + 1, . . . , n,
m∑
i=1
n∑
j=m+1
xl, j xi,k ∂∂xi, j for k = m + 1, . . . , n, l = 1, . . . , m,
−
n∑
j=m+1
xl, j ∂∂xk, j , for k, l = 1, . . . , m, and
m∑
i=1
xi,k
∂
∂xi,l
for k, l = m + 1, . . . , n.
We will often encounter expressions of the form Ek,l det x(d). If (k, l) is a position in x
but not in x(d), then Ek,l det x(d) is zero. If (k, l) is a position in x(d), then Ek,l det x(d)
is minus the determinant of the matrix obtained from x(d) by replacing all entries in row
k and column l by zeros, except for xk,l which is set to 1. Thus, writing x(d) − (k, l) for
this matrix and defining det(x(d) − (k, l)) := 0 if (k, l) is a position in x that does not lie
in x(d), we have
Ek,l det x(d) = − det(x(d) − (k, l)), k = 1, . . . , m, l = m + 1, . . . , n. (2)
Next consider, for k = 1, . . . , m and l = m + 1, . . . , n, the expression
El,k det x(d) =
m∑
i=1
xi,l
n∑
j=m+1
xk, j
∂
∂xi, j
det x(d).
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For fixed i , the sum over j evaluates to the determinant of the matrix obtained from x(d)
by replacing row i with (the first d entries of) row k from x . Summing over i resembles
expanding the determinant of the matrix
x(d) + (k, l) :=


xk,m+1 . . . xk,m+d xk,l
x(d)
xm−d+1,l
...
xm,l

 ,
except that the term xk,l det x(d) is missing. Checking signs, we find
El,k det x(d) = xk,l det x(d) − (−1)d det(x(d) + (k, l)) (3)
for k = 1, . . . , m and l = m + 1, . . . , n. Note that the second term vanishes if either
k ≥ m − d + 1 or l ≤ m + d . Finally, if k, l ∈ {1, . . . , m}, then
Ek,l det x(d) = −
n∑
j=m+1
xl, j
∂
∂xk, j
det x(d)
is minus the determinant of the matrix obtained from x(d) by replacing row k with (the
first d entries of) row l from x . For k, l ∈ {m + 1, . . . , n} there is a similar interpretation
of Ek,l det x(d) involving column replacement. It follows from these latter formulas that
the functions det x(d) are g0-highest weight vectors—for example, replacing row k of
x(d) with row l of x clearly yields a singular matrix if l > k, and this shows that
Ek,l det x(d) = 0—and hence so are the functions det(x(d)) of Lemma 4.1. Let Λ denote
the set of their weights, and recall that we have attached a Young diagram to each of these,
namely the transpose of d.
Lemma 5.4. A weight λ ∈ Λ has λ + ρ ∈ Wρ if and only if λ corresponds to a self-dual
Young diagram.
Proof. For λ + ρ to be in the W -orbit of ρ = (n − 1, n − 2, . . . , 0), it is necessary and
sufficient that all numbers 0, 1, . . . , n−1 occur exactly once in λ+ρ. In Fig. 1, i increases
from bottom to top and the i -th entries of weights increase from left to right. The figure
shows ρ, depicted as a dashed diagonal line in bold, being added to λ, which corresponds to
a Young diagram as in Lemma 4.1 and is depicted by vertical solid bold lines. The diagonal
solid bold lines represent the result λ + ρ.
The values occurring in the decreasing sequence ((λ + ρ)i )mi=1 constitute the bold
intervals in the lower one of the two lines at the bottom of the picture, and similarly, the
bold intervals in the upper line represent the values occurring in the decreasing sequence
((λ + ρ)i )ni=m+1. For the union of these two sets to be disjoint and equal to an interval
of consecutive integers, the bold intervals in the upper line must precisely fill up the gaps
left by those in the lower line. In the picture this would mean b = e and c = d , which
generalises to the condition that the Young diagram corresponding to λ be self-dual. If,
conversely, that Young diagram is indeed self-dual, then one readily finds that the bold
intervals do indeed glue together seamlessly to form the interval {0, . . . , n − 1}. 
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Fig. 1. Adding ρ to a weight in K [U ].
Lemma 5.5. If λ ∈ Λ is a g-primitive weight of K [U ], then the Young diagram
corresponding to λ is a square.
Proof. We show that det x(d), where d ∈ {1, . . . , m}t is any partition, is an eigenvector of
C :=∑mk=1 Em+1,k Ek,m+1 ∈ U(g). To this end, compute
C det x(d) =
m∑
k=1
(
t∑
q=1
(∏
p =q
det x(dp)
)
Em+1,k Ek,m+1 det x(dq) (4)
+
∑
q,r :q =r
( ∏
p ∈{q,r}
det x(dp)
)
(Em+1,k det x(dq))(Ek,m+1 det x(dr))
)
.
First consider, for k ≥ m − dq + 1, the term
Em+1,k Ek,m+1 det x(dq) = (Ek,m+1 Em+1,k + Em+1,m+1 − Ek,k) det x(dq)
= Ek,m+1(xk,m+1 det x(dq)) + 2 det x(dq)
= det x(dq) − xk,m+1 det(x(dq) − (k, m + 1)),
where we used (3) and the weight of det x(dq) in the second, and (2) in the third step.
Summing over k = m − d + 1, . . . , m, the second term yields the expansion of det x(dq)
along the first column, while the first term yields dq det x(dq). We conclude that the first
half of (4) contributes∑q(dq − 1) to the eigenvalue of C on det x(d). For the second half
we have
(Em+1,k det x(dq))(Ek,m+1 det x(dr )) = − det x(dq)xk,m+1 det(x(dr )
− (k, m + q)),
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which, when summed over all k, yields − det x(dq) det x(dr ). Hence, the second half of
(4) contributes −t (t − 1) (the number of ordered pairs (q, r) of unequal indices) to the
aforementioned eigenvalue. We conclude that
C det x(d) =
(
−t2 +
t∑
q=1
dq
)
det x(d).
For det x(d) to be a g-primitive weight vector, the eigenvalue −t2 +∑tq=1 dq must be zero
by Lemma 5.1, while d must be self-dual by Lemma 5.4. These conditions imply that d is
square. 
This concludes steps (1) and (2) of the outline, and we need only verify that the
d × d square Young diagram does indeed give rise to a composition factor of K [U ], for
d = 0, . . . , m. Step (3) of the outline suggests that we find the irreducible g0-submodules
V of K [U ]d2−1 for which g1 ⊗ V contains an irreducible module corresponding to the
square Young diagram.
Lemma 5.6. If g1 ⊗ U(g0) det x(d), where d ∈ {1, . . . , m}t is a partition, contains a
g0-module isomorphic to that generated by (det x(d))d , then d1 = d2 = · · · = dt−1 = d
and dt = d − 1.
Proof. The module g1 ∼= u∗ corresponds to the 1 × 1 Young diagram. The only
way to ‘subtract’ this diagram from the d × d-square so as to get another Young
diagram is to remove the upper right box, and the lemma follows from Pieri’s formula
(Fulton and Harris, 1991, Proposition 15.25) and Lemma 4.1. 
We find that fλ mentioned in step (3) of the outline is det x(d − 1)(det x(d))d−1; the
following lemma shows that we can take x from step (4) to be xm−d+1,m+d .
Lemma 5.7. The g0-submodule of K [U ]d2 generated by the function
f := xm−d+1,m+d det x(d − 1)(det x(d))d−1
contains (det x(d))d.
Proof. Let C ′ := ∑ml=m−d+2 El,m−d+1 Em−d+1,l ∈ U(g0) act on f . As det x(d − 1) and
det x(d) are highest weight vectors for g0 (see Lemma 4.1), the derivations Em−d+1,l only
act non-trivially on xm−d+1,m+d , to yield
C ′ f = −
m∑
l=m−d+2
El,m−d+1xl,m+d det x(d − 1)(det x(d))d−1.
Now −El,m−d+1xl,m+d = xm−d+1,m+d , and El,m−d+1 det x(d) is minus the determinant
of the matrix obtained from x(d) by replacing row l by row m − d + 1, hence zero for
l = m − d + 2, . . . , m. This shows that
C ′ f = (d − 1) f −
m∑
l=m−d+2
xl,m+d (El,m−d+1 det x(d − 1))(det x(d))d−1.
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The function El,m−d+1 det x(d − 1) is minus the determinant of the matrix obtained from
x(d − 1) by replacing row l by (the first d − 1 entries of) row m − d + 1 of x(d).
Multiplying by xl,m+d and summing over all l = m − d + 2, . . . , m could, up to a sign,
be interpreted as expanding the determinant of x(d) along the column m + d , if only the
term xm−d+1 det x(d − 1) were not missing. But after multiplication with (det x(d))d−1
this missing term is just f ; we conclude that (det x(d))d ∈ K f + K C ′ f . 
The last step (5) of the outline consists of computing eigenvalues of the relative Casimir
operator, which, up to a constant factor, equals
Γ :=
m∑
k=1
n∑
l=m+1
El,k Ek,l .
We will only apply Γ to certain functions f ∈ K [U ]d2 that have the same weight as
(det x(d))d and depend only on those xk,l for which (k, l) is a position in the submatrix
x(d). In doing so, it is convenient to reverse the order of El,k and Ek,l as follows: First,
we note that Γ f = ∑mk=m−d+1∑m+dl=m+1 El,k Ek,l f , using that f does not depend on
xk,l for (k, l) not a position in x(d). Furthermore, for k = m − d + 1, . . . , m and
l = m + 1, . . . , m + d we have
El,k Ek,l f = Ek,l El,k f + (El,l − Ek,k) f = Ek,l El,k f + 2d f, (5)
using the weight of f . Hence, defining
Γ˜ :=
m∑
k=m−d+1
m+d∑
l=m+1
Ek,l El,k,
we have
Γ f = (Γ˜ + 2d3) f. (6)
Lemma 5.8. The function (det x(d))d is annihilated by Γ .
Proof. To evaluate Γ˜ (det x(d))d we compute, for k ∈ {m − d + 1, . . . , m} and l ∈
{m + 1, . . . , m + d}:
Ek,l El,k(det x(d))d = d Ek,l xk,l (det x(d))d
= −d((det x(d))d + dxk,l det(x(d) − (k, l))(det x(d))d−1),
using (3) and (2), respectively. The first term in the last expression yields −d3(det x(d))d
when summed over k and l, while fixing k and summing the second term over l yields
−d2(det x(d))d−1 times the expansion of det x(d) along row k. Hence, summing the latter
term over k as well, we find Γ˜ (det x(d))d = −2d3(det x(d))d , which together with (6)
implies the lemma. 
Remark. A similar calculation shows that for any partition d ∈ {1, . . . , m}t
Γ det x(d) =
(
t∑
q=1
dq(dq − t) +
∑
q,r :q<r
(dq − dr )
)
det x(d).
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One can verify that the right-hand side vanishes whenever d is self-dual, so that Γ could
not have been used instead of C to prove Lemma 5.5.
The following lemma is used in the proof of Lemma 5.10, which embodies step (5) of
the outline in the Grassmannian case.
Lemma 5.9. Denoting by f ∈ K [U ]d2 the function
f := xm−d+1,m+d det x(d − 1)(det x(d))d−1,
we have Γ˜ f = −2(d3 + d) f − 2(−1)d(det x(d))d .
Proof. We compute
Γ˜ f =
∑
(k,l) a position in x(d)
Ek,l El,k f
=
∑
(k,l) a position in x(d)
Ek,l [xm−d+1,l xk,m+d det x(d − 1)(det x(d))d−1] (7)
+ Ek,l [xm−d+1,m+d{xk,l det x(d − 1) − (−1)d−1 det(x(d − 1) + (k, l))} (8)
· (det x(d))d−1]
+ Ek,l [(d − 1)xm−d+1,m+d det x(d − 1)xk,l(det x(d))d−1]. (9)
We compute the contributions of (7)–(9) consecutively. First,
(7) = − [(δk,m−d+1xk,m+d + δl,m+d xm−d+1,l) det x(d − 1)(det x(d))d−1
+ xm−d+1,l xk,m+d det(x(d − 1) − (k, l))(det x(d))d−1
+ (d − 1)xm−d+1,l xk,m+d det x(d − 1) det (x(d) − (k, l))(det x(d))d−2].
Summed over all positions (k, l) in x(d), the three terms inside the square brackets yield
2d f , f + (−1)d(det x(d))d and (d − 1) f , respectively. The contribution of (7) to Γ˜ f is
therefore
(−1)d+1(det x(d))d − 3d f. (10)
Next compute
(8) =
− [δk,m−d+1δl,m+d {xk,l det x(d − 1) + (−1)d det(x(d − 1) + (k, l))}(det x(d))d−1
+ xm−d+1,m+d{det x(d − 1) + xk,l det(x(d − 1) − (k, l)) + (−1)dδk,m−d+1δl,m+d
· det(x(d) − (m − d + 1, m + d))}(det x(d))d−1
+ (d − 1)xm−d+1,m+d{xk,l det x(d − 1) + (−1)dδk,m−d+1δl,m+d det x(d)}
· det(x(d) − (k, l))(det x(d))d−2].
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Summed over all (k, l) in x(d), the three terms inside the square brackets yield f +
(−1)d(det x(d))d , d2 f + (d − 1) f − f and (d − 1)d f − (d − 1) f , so that (8) adds
(−1)d+1(det x(d))d − d(2d − 1) f (11)
to Γ˜ f . Finally, compute
(9) = − (d − 1)[δk,m−d+1δl,m+d det x(d − 1)xk,l(det x(d))d−1
+ xm−d+1,m+d det(x(d − 1) − (k, l))xk,l (det x(d))d−1
+ xm−d+1,m+d det x(d − 1)(det x(d))d−1
+ (d − 1)xm−d+1,m+d det x(d − 1)xk,l det(x(d) − (k, l))(det x(d))d−2].
Summing over all (k, l) in x(d), we find f , (d −1) f , d2 f and (d −1)d f for the four terms
inside the square brackets. Hence, (9) contributes
−(d − 1)2d2 f (12)
to Γ˜ f . Adding (10), (11), and (12) establishes the lemma. 
Lemma 5.10. The function Em+d,m−d+1 det x(d − 1)(det x(d))d−1 is an eigenvector of
Γ with eigenvalue −2d.
Proof. Observe that
Em+d,m−d+1 det x(d − 1)(det x(d))d−1 (13)
= (xm−d+1,m+d det x(d − 1) − (−1)d−1 det(x(d − 1) + (m + d, m − d + 1)))
· (det x(d))d−1 + (d − 1) det x(d − 1)xm−d+1,m+d(det x(d))d−1
= d f + (−1)d(det x(d))d
with f as in Lemma 5.9; we used (3) and the fact that x(d−1)+(m−d+1, m+d) = x(d).
We proceed to compute Γ f : By Lemma 5.9 we have
Γ˜ f = −2(d3 + d) f − 2(−1)d(det x(d))d ,
and one readily verifies that f has the same weight as (det x(d))d , so that we can apply
(6) and find
Γ f = −2d f − 2(−1)d(det x(d))d .
Now apply Γ to both sides of (13) and use Lemma 5.8 to find
Γ Em+d,m−d+1 det x(d − 1)(det x(d))d−1 = dΓ f
= −2d2 f − 2d(−1)d(det x(d))d = −2d Em+d,m−d+1 det x(d − 1)(det x(d))d−1,
which concludes the proof of the lemma. 
This concludes step (5) of the outline, as Em+d,m−d+1 corresponds to the variable
xm−d+1,m+d under the g0-isomorphism g1 ∼= u∗. Theorem 2.1 now follows directly from
the conclusion in step (6).
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Proof (Corollary 2.1 in the Grassmannian Case). By Corollary 3.1 the elements of W
parameterising the composition factors of U(g) ⊗U (p) L0(µ) do not depend on the choice
of a strictly dominant integral µ; hence we may assume that µ = ρ. Proposition 2.1 then
shows that these elements of W also parameterise the composition factors of K [U ]; hence
they are the wd ∈ W = Sym(n) that send ρ to the weight in Λ corresponding to the
d × d-square, namely
wd = (m − d + 1, m + 1)(m − d + 2, m + 2) · · · (m, m + d);
see the proof of Lemma 5.4. The length of an element w ∈ Sym(n) is the number
of pairs (i, j) with i < j but w(i) > w( j), hence equal to d2 for wd . The double
W0 = Sym(m) × Sym(n − m)-coset of wd is readily seen to consist of all w ∈ Sym(n)
that map exactly d elements of {m + 1, . . . , n} into {1, . . . , m}; clearly, the length of such
an element is at least d2, and it takes only slightly more effort to prove that only wd attains
this lower bound. Finally, the double cosets of w0, . . . , wm add up to all of Sym(n). 
As promised in the abstract, we deduce a more or less explicit composition chain of
DerK K [U ] from Theorem 2.1. By Proposition 2.1, Lemma 3.1, and Corollary 3.1 the g-
primitive weights of DerK K [U ] are of the form
wd(α0 + ρ) − ρ
= wd(1, 0, . . . , 0,−1) + (0, . . . , 0, −d
↑
m−d+1
, . . . ,−d
↑
m
, d
↑
m+1
, . . . , d
↑
m+d
, 0, . . . , 0)
with wd as in the proof above and α0 the highest root of g. If d < m, then wd fixes
α0 = (1, 0, . . . , 0,−1). Furthermore, if 2m < n, then
wm(α0) = (0, . . . , 0, 1↑
m+1
, 0, . . . ,−1),
while wm(α0) = (0, . . . , 0,−1
↑
m
, 1
↑
m+1
, 0, . . . , 0)
if 2m = n. To find g0-highest weight vectors of these weights plus the weight of
(det x(d))d , we use the fact that DerK K [U ] is g0-isomorphic to K [U ] ⊗ u, and apply the
Littlewood–Richardson rule (Fulton and Harris, 1991). For this purpose, it is convenient
to multiply the g0 = glm × gln-representations involved with the character of weight
(−1, . . . ,−1, 1, . . . , 1), so as to make sure that the first m entries of the weights are non-
positive, and their last n−m entries are non-negative. In Fig. 2 we determine which Vλ with
λ ∈ Λ have the property that Vλ⊗u contains a g0-module of highest weight wd (α0+ρ)−ρ,
in the cases where d < m, d = m < n/2, and d = m = n/2, consecutively.
Corollary 5.1. Set M := m2 or M := m2 + 1 according as n > 2m or n = 2m. Writing
D = DerK K [U ], we have a composition chain
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or
⇔ λ =occurs in λ ⊗
occurs in λ ⊗ ⇔ λ =
⇔ λ =occurs in λ ⊗
Fig. 2. Determining the g-primitive weight vectors of DerK K [U ].
D = U(g)DM ⊃ U(g)DM−1 = U(g)D(m−1)2−1
⊃ U(g)D(m−1)2−2 = U(g)D(m−2)2−1
⊃ · · · ⊃ U(g)D22−2 = U(g)D12−1
⊃ U(g)D−1 = φ(g) ⊃ 0
of the g-module DerK K [U ]. For d = 0, . . . , m − 1 the derivation (det x(d))d ∂∂x1,n is
a highest weight vector of the quotient U(g)Dd2−1/U(g)Dd2−2. If 2m < n, then the g-
highest weight line of U(g)DM/U(g)DM−1 is represented by the unique g0-highest weight
vector of weight wm(α0+ρ)−ρ in D, which vector lies in (U(g0)xm,m+1(det x(d))d)·D−1.
If 2m = n, then wm(α0 + ρ) − ρ has multiplicity two among the g0-highest weights of D,
so that the corresponding g-primitive weight vector lies in(
U(g0)x2m,m+1(det x(d))
d + U(g0) det x(2)(det x(d))d
)
· D−1.
Acknowledgements
I heartily thank Michel Brion, Arjeh Cohen, Thomas Enright, Hanspeter Kraft and
Wolfgang Soergel for their motivating remarks on this paper’s matter. The author is
supported by the Swiss National Science Foundation.
300 J. Draisma / Journal of Symbolic Computation 39 (2005) 279–303
Appendix
The quadric in odd dimensions
Let G = SO2n+1 be the group of all (2n + 1)× (2n + 1)-matrices of determinant 1 that
leave invariant the form (x, y) := x2n+1y2n+1 +∑ni=1(xi yn+i + xn+i yi ), and choose the
usual Cartan and Borel subalgebras in g. For P− we take the stabiliser of en+1 in G, so that
the unipotent radical U of the natural opposite parabolic subgroup consists of all matrices
of the form

1 x2 . . . xn −(xT y + 12 z2) y2 . . . yn z−y2
0 In−1
... 0 0
−yn
0 0 1 0 0
−x2
0 0
... In−1 0
−xn
0 0 −z 0 1


.
Theorem 5.1. We have a composition chain K [U ] = U(g)K [U ]1 ⊃ K · 1 ⊃ 0 of the
g-module K [U ], and the primitive weight vectors are x2 and 1, respectively.
The quadric in even dimensions
Let G = SO2n be the the group of all 2n × 2n-matrices of determinant 1 that preserve
the symmetric form (x, y) :=∑ni=1(xi yn+i + xn+i yi ), and let h and b be the usual Cartan
and Borel subalgebras of g. Let P− be the stabiliser in G of the line K en+1, and choose U
and coordinates on U as in the case of SO2n+1 (simply leave out the last row and column,
and set z = 0).
Theorem 5.2. We have a composition chain
K [U ] = U(g)K [U ]2n−2 ⊃ U(g)K [U ]2n−3
= U(g)K [U ]1 ⊃ U(g)K [U ]0 = K · 1 ⊃ 0
of the g-module K [U ], and the primitive weight vectors are (xT y)n−1, x2, and 1.
Maximal isotropic subspaces in the orthogonal case
Let G = SO2n be as before, and set
P− :=
{[∗ 0
∗ ∗
]
∈ G
}
, and U :=
{[
I x
0 I
] ∣∣∣∣ x T = −x
}
.
Write x = (xi, j )i, j=1,...,n and identify K [U ] with K [(xi, j )i, j ]/(xi, j + x j,i). For d =
0, . . . , n, let x(d) be the d×d-submatrix of x in the lower right corner. Recall that det x(d)
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is 0 if d is odd, and the square of the Pfaffian Pfaff x(d) is d is even (Goodman and Wallach,
1998).
Theorem 5.3. Setting m :=  n2 , we have a composition chain
K [U ] = U(g)K [U ]m(2m−1) ⊃ U(g)K [U ]m(2m−1)−1 = U(g)K [U ](m−1)(2m−3)
⊃ U(g)K [U ](m−1)(2m−3)−1 = U(g)K [U ](m−2)(2m−5)
⊃ · · · ⊃ U(g)K [U ]2·3−1 = U(g)K [U ]1
⊃ U(g)K [U ]0 = K · 1 ⊃ 0
of the g-module K [U ], and the primitive weight vectors are (Pfaff x(2e))2e−1, e =
m, . . . , 1, and 1, respectively.
Maximal isotropic subspaces in the symplectic case
Let G = SP2n be the group of all 2n × 2n-matrices preserving the form (x, y) :=∑n
i=1(xi yn+i − xn+i yi ). Denote by h and b the usual Cartan and Borel subalgebras of g,
and fix
P− :=
{[∗ 0
∗ ∗
]
∈ G
}
and U :=
{[
I x
0 I
] ∣∣∣∣ x T = x
}
.
Write x = (xi, j )i, j=1,...,n , and identify K [U ] with K [(xi, j )i, j ]/(xi, j − x j,i). For d =
0, . . . , n, let x(d) be the d × d-submatrix of x in the lower right corner; as in the
Grassmannian case, these furnish an explicit composition chain of K [U ] as a g-module.
Theorem 5.4. Setting m :=  n−12 , we have a composition chain
K [U ] = U(g)K [U ](2m+1)(m+1) ⊃ U(g)K [U ](2m+1)(m+1)−1 = U(g)K [U ](2m−1)m
⊃ U(g)K [U ](2m−1)m−1 = U(g)K [U ](2m−3)(m−1)
⊃ · · · ⊃ U(g)K [U ]3·2−1 = U(g)K [U ]1
⊃ U(g)K [U ]0 = K · 1 ⊃ 0
of the g-module K [U ], and the primitive weight vectors are (det x(2e + 1))e+1, e =
m, . . . , 0, respectively.
6. Conclusion
This paper proposes a computational-combinatorial approach to the study of the
g-modules of regular functions and of vector fields on the open cells of partial flag
varieties G/P−, and is elementary in that it avoids the use of deep results from the vast
modern literature on category O. This approach is successful if the unipotent radical of
P− is Abelian, and the following two observations underly this success: first, the regular
functions are then well understood as a module over a Levi subalgebra g0 of p−, and
second, g then carries a natural grading with respect to which the module of study is graded.
Neither of these statements holds in the general case; however, some of the tools that
we used, notably the relative Casimir operator of Lemma 5.2, and Proposition 2.1 which
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identifies the modules of study as duals of parabolically induced modules, are available in
the general case and may well be of use there, too. By virtue of Proposition 2.1, the results
of this paper can also be deduced from the work of Enright and Shelton on generalised
Verma modules corresponding to Hermitian pairs (see Enright and Shelton (1994) and
Section 4). Conversely, our theorems imply their results in the case of generalised Verma
modules of dominant integral highest weights (Corollary 3.1).
Our main theorems raise the question of how to describe our composition chains in
geometric terms. The P−-orbits on G/P− are well understood in the case where G is simple
over its centre and P− has Abelian unipotent radical (Richardson et al., 1992; Tanisaki,
1998). Indeed, their closures form a chain of closed subvarieties parameterised by the
double W0-cosets in W , and it would be interesting to find a correspondence between
those chains of subvarieties and our composition chains.
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