Abstract. In this article, we focus on the left translation actions on noncommutative compact connected Lie groups whose topological dimensions are 3 or 4, consisting of SU(2), U(2), SO(3), SO(3)×S 1 and Spin C (3). (The relevant conclusions of the right translation actions on these Lie groups are the same as left translation actions.) We define the rotation vectors of the left actions induced by the elements in the maximal tori on these five non-commutative compact connected Lie groups, and utilize the rotation vectors defined to give the topologically conjugate classifications of these left actions. As a by-product, we show that for any homeomorphism
Introduction
The main research direction of this paper comes from the issue originally raised by S. Smale [18] in the 1960s. He hoped to classify all the smooth self-maps of any differential manifold, and then study the dynamical properties of some smooth self-maps better.
First of all, let us review the conceptions of topologically conjugate, smooth conjugate, linear conjugate and algebraically conjugate.
Assume that X is a topological manifold, and f, g are continuous self-maps of X. If there exists a homeomorphism h : X → X such that
then f and g are said to be topologically conjugate. Moreover, if X is a smooth manifold, and h is a smooth self-homeomorphism of X, then f and g are said to be smooth conjugate. If X is a linear space, and h is a linear automorphism of X, then f and g are said to be linearly conjugate. If X is a topological group, and h is an automorphism of X, then f and g are said to be algebraically conjugate.
In the latest 50 years, mathematicians have done a lot of works about the issue raised by S. Smale. Firstly, R. Adler and R. Palais [1] discussed some topologically conjugate questions of the automorphisms of T n . And then for the topologically Definition 1.1. Assume that f is an orientation-preserving self-homeomorphism of S 1 , and F : R → R is a lift of f . Then the limit lim n→∞ F n (x) − x n = lim n→∞ F n (x) n exists, and it only depends on F . We denote this limit by ρ(F ). If F 1 is another lift of f , then there exists some l ∈ Z such that F 1 − F = l, hence we get ρ(F 1 ) = ρ(F ) + l, that is ρ(F 1 ) = ρ(F ) (mod Z).
This fact indicates that the decimal parts of ρ(F ) and ρ(F 1 ) are equal, then we denote the common decimal part by ρ(f ) which is called the rotation number of f .
As well-known, we can give a topologically conjugate classification of rotations on S 1 by rotation numbers. and for any α ∈ T n , f α is a rotation of T n defined by
. . .
Thus, M T n is a set consisting of all the rotations of T n Definition 1.3. Assume that f α ∈ M T n , and F α : R n → R n is a lift of f α . Then the limit
n exists, and it only depends on F α . Then we denote the decimal part of ρ(F α ) (i.e. the decimal parts of all the components of ρ(F α )) by ρ(f α ) which is called the rotation vector of f α . Remark 1.4. For the general self-homeomorphisms (not rotations) of T n , we can not define the rotation vectors of them by the same way, because the limit
n may be dependent on the choices of x, or does not exist.
For rotation vectors and topologically conjugate classifications, there is also an important result. Proposition 1.5. Assume that f, g ∈ M T n are two rotations of T n . Then f and g are topologically conjugate if and only if ρ(g) = Aρ(f ) (mod Z), where the matrix A ∈ GL n (Z) is just the matrix form of the isomorphism h * : π 1 (T n ) → π 1 (T n ) induced by h which is the topological conjugacy from f to g.
In fact, Proposition 1.5 implies that we can give a topologically conjugate classification of the rotations of T n by rotation vectors. Following the development of rotation theory, many mathematicians, such as P. Dávalos, J. Franks, A. Koropecki and so on, raised the conception of the rotation sets of a class of homeomorphisms which are homotopic to the identity map on T n , and proved a few important conclusions in order to study the dynamical properties of these homeomorphisms, see [5, 7, 10, 20, 21] . * In this article, we also use some relevant results in the theories of Lie groups [14, 17] , fiber bundles [9] and lens spaces [8] .
Next, we will review some properties of maximal tori. For any compact connected Lie group G, there exists some maximal commutative subgroup homeomorphic to T n which is called the maximal torus of G. We denote the maximal torus of G by T G . It is well-known that the maximal torus of any compact connected Lie group may be not unique, and a compact connected Lie group G is commutative if and only if
Proposition 1.6. Fix one maximal torus T G of G, then for any g ∈ G, there exists some t ∈ T G , s ∈ G such that sg = ts.
If g, s ∈ G and t ∈ T G satisfy that sg = ts, then we study the left actions L g , L t , and L s . For any g ′ ∈ G, we get sgg
Obviously, every left translation action is an self-homeomorphism of G.
Corollary 1.7. Fix one maximal torus T G of G, then any left action L g induced by an element g of G can be topologically conjugate to some left action L t induced by an element t of T G .
Thus, to classify all left translation actions on G, it suffices to consider the elements in the set M TG = {L g : G → G; g ∈ T G }. Definition 1.8. Assume that T G is a maximal torus of a compact connected Lie group G, and Φ : T G → T n is an isomorphism. Then (T G , Φ) is called a maximal torus representation of G. For every left action L g ∈ M TG , set f = Φ • L g | TG • Φ −1 . Since T G and T n are both commutative, we see that f : T n → T n is a rotation (left action) of the normal n-dimensional torus T n , then we define
and ρ(L g ) is called the rotation vector (number) of L g under the representation (T G , Φ).
In this paper, we focus on some non-commutative compact connected Lie groups whose topological dimensions are equal or lower than 4, and utilize the rotation vectors (numbers) defined above to give the topologically conjugate classifications of the left actions on these Lie groups. In addition, it is related to how the isomorphisms, induced by homeomorphisms on lens spaces L(p, 1) and on L(p, 1) × S 1 , act on the fundamental groups. Furthermore, for the left actions on these Lie groups, we study the relationships between their topologically conjugate classifications and their algebraically conjugate classifications as well as their smooth conjugate classifications.
Firstly, in Section 2, we introduce some conceptions, list and prove some results which will be used later. Next, we discuss the topologically conjugate classification problems of the left actions on SU(2), U(2) and the quotient groups of SU (2) and U(2) consisting of SO(3), SO(3) × S 1 and Spin C (3) in the last three sections, respectively. As a by-product, for any homeomorphism f : L(p, 1) × S 1 → L(p, 1) × S 1 , the induced isomorphism (π • f • i) * maps each element in the fundamental group of L(p, 1) to itself or its inverse, where i : L(p, 1) → L(p, 1) × S 1 is the natural inclusion and π : L(p, 1) × S 1 → L(p, 1) is the projection.
Remark 1.9. For convenience, we only investigate the left actions on some compact connected Lie groups, and the relevant conclusions of the right actions on these compact connected Lie groups are the same as left actions.
Preliminaries
In this section, we introduce some conceptions, list and prove some conclusions which will be used later.
where e is the identity element of G.
Proof. If h is a topological conjugacy from L g to L g ′ (maybe h(e) = e), then we can define a self-homeomorphism on G by
It is easy to show that h ′ (e) = e, and for any u ∈ G, we have
Thus, in this paper, we can always choose the topological conjugacy which map identity element to identity element if there exist a topological conjugacy between two left translation actions. Lemma 2.2. Assume that H 1 , H 2 are topological groups, G 1 , G 2 are the subgroups of H 1 and H 2 , respectively, h : H 1 → H 2 is a topological conjugacy from Γ G1 to Γ G2 satisfying h(e 1 ) = e 2 , where Γ Gi , is the G i group actions on H i , and e i , is the identity element of H i , for i = 1, 2. Let π 1 :
In particular, if G 1 , G 2 are normal subgroups and h is an isomorphism, then h π is also an isomorphism induced by h.
The proof is simple.
Lemma 2.3. [19]
Suppose f is a degree 1 self-map on L(p, q), f is homotopic to an orientation-preserving homeomorphism if and only if
is a continuous map, and they satisfy
Proof. Assume that F 1 : R 2 → R 2 , F 2 : R → R are the lifts of f 1 and f 2 under the universal covering maps defined by
respectively. According to the properties of f , it is easy to see that there exists some continuous map F :
where π :
then by the definitions of the fundamental groups of T 2 and S 1 , we see that for any
where A = (p, q) denotes a 1 × 2 matrix, and p, q ∈ Z. It is easy to prove that if g :
then there exists some l ∈ Z such that
where l ∈ Z. Let F 2 act on the both sides of (2.1), and then
According to the definition of F 2 , one can see that
. Thus, let F 2 act on the both sides of (2.1) by n times, and consequently, we obtain
This equation implies that F (x) − Ax is a continuous periodic function, so there exists some M > 0 such that
As n → ∞, (2.2) implies that
and hence ρ(F 2 ) = Aρ(F 1 ) + l, l ∈ Z. Therefore, according to the definitions of ρ(f 1 ) and ρ(f 2 ), we have
Similarly, F ′ corresponds to a 3 × 3 matrix which describes the relationship of explements as follows
where β and β ′ denote the explements of z 1 ′ and z 2 ′ , respectively. Since (p, q) = 1, then there exist some m, n ∈ Z such that mp + nq = 1. Through a transformation of explements, we have
Thus, we get
It follows from a simple calculation that
It is easy to show that the quotient space U(2)/G is also a circle bundle on S 2 , then U(2)/G can also be obtained by gluing the outside surfaces of two solid tori D 
Then by the discussion above, one can see that
where "∼ 1 " and "∼ ′′ 2 are the equivalence relations induced by F ′ and F ′′ , respectively. Denote the elements of U(2) by (z, e 2πiα , e 2πiβ ) and the elements of U(2)/G by (z, e 2πiγ ), where
− , and α, β, γ ∈ [0, 1). Thus, it is easy to verify that the quotient map π :
Then the identification map F ′′ satisfies
Define two maps π + :
respectively. Then through a simple proof, we have
This fact illustrates that S 3 is the p-fold covering space of U(2)/G, and the local representation of the covering map from S 3 to U(2)/G is {π + , π − }. One can see that S 3 is the p-fold covering space of L(p, −1), and according to one definition of L(p, −1), the local representation of the covering map from S 3 to L(p, −1) is also {π + , π − }. Therefore, we obtain
Lemma 2.6. Assume that B is a topological space, (E, π) is the covering space of B, and f, g are two continuous self-maps of B. Then f and g are topologically conjugate, and the homeomorphism h : B → B is a topological conjugacy from f to g, that is
if and only if for any fixed liftf of f and any fixed lifth of h, there exists some certain liftg of g such thatf andg are topologically conjugate, and the homeomorphismh : E → E is a topological conjugacy fromf tog, that means
Proof. First, we prove the sufficiency. Assume thatf ,g andh are the lifts of f, g and h, respectively, satisfying
Then we have
where π : E → B is the covering map. Thus, for any x ∈ E, we get
and hence
Since π : E → B is a surjection, then for any x ∈ B, we obtain
then f and g are topologically conjugate. Next, we prove the necessity. Assume that f, g are continuous self-maps of B, h : B → B is a homeomorphism such that
π : E → B is a |Λ|-fold covering map, where Λ is an index set, and |Λ| is the cardinal number of Λ. Fix one lift of f denoted byf and one lift of h denoted bỹ h. Thenh •f is not only a lift of h • f , but also a lift of g • h. One can see that there exist |Λ| lifts of g denoted byg α , where α ∈ Λ, then it is not hard to show that {g α •h} α∈Λ are the |Λ| lifts of g • h. Thus, there exists some α 0 ∈ Λ such that
that is to sayf andg α0 are topologically conjugate.
Lemma 2.7.
[12] Let W be a topological 4-dimensional h-cobordism of lens spaces L 0 and L 1 which preserves an orientation and generator of fundamental group.
3. The topologically conjugate classification of the left actions on SU(2)
In this section, we define the rotation numbers of the left actions in the set
and utilize the rotation numbers defined to give the topologically conjugate classification of the left actions in M T SU (2) , and then give the topologically conjugate classification of all the left actions on SU(2). Furthermore, for the left actions on SU(2), we study the relationships between their topologically conjugate classification and their algebraically conjugate classification as well as their smooth conjugate classification. Now, fix the maximal torus of SU(2) as follows
Define an isomorphism Φ :
Then, for any L g ∈ M T SU(2) , L g acting on the maximal torus T SU(2) is equivalent to a rotation of S 1 defined by
Thus, we define the rotation number of the left action L g under the representation
, L g and L g ′ are topologically conjugate if and only if
Proof. First, we prove the sufficiency.
Then through a simple calculation, we have
Next, we prove the necessity. Suppose that L g and L g ′ are topologically conjugate. Then there exists a self-
The following proof will be divided into three cases.
(
an irrational number. It is easy to see that O Lg (e) is a set containing p elements, but
This fact is in contradiction to h being a homeomorphism. Therefore, L g and L g ′ can not be topologically conjugate in this case.
(2) Assume that ρ(L g ) and ρ(L g ′ ) are both irrational numbers. Then one can see that
Consequently, restrict the dynamical system to the maximal torus T SU(2) , and we have
where (2) and L g ′ | T SU (2) are equivalent to some rotations of S 1 , and
then according to Proposition 1.2, we obtain
Consider the topological structure of SU (2), we can regard SU(2) as S 3 , then it is easy to show that L g and L g ′ are both orbit equivalent to a periodic homeomorphism f :
then it follows from the definition of lens spaces that for any u ∈ SU(2),
As well-known, SU(2) is the universal covering space of L(p, −1) and
According to the discussion above, the definition of the fundamental group of L(p, −1) and Lemma 2.2, we get a commutative diagram as follows
with the base point π(e), where e = 1 0 0 1 is the identity element of SU (2),α is the unique lift of
where α k is a loop in L(p, −1) with the base point π(e), and [α k ] denotes the homotopy class of the loop α k . Letα k be the unique lift of α k satisfyingα k (0) = e. Thenα k is a continuous curve connecting the elements e = 1 0 0 1 and
Thus, it is not difficult to see that
Finally, we investigate the relationships between the topologically conjugate classification and the algebraically conjugate classification as well as the smooth conjugate classification of the left actions on SU(2). Proof. It is obvious that (b) =⇒ (a) and (c) =⇒ (a).
Assume that L g and L g ′ are topologically conjugate. According to Proposition 1.6, there exist some s, s ′ ∈ SU(2) and t, t
then L g and L t are topologically conjugate, L g ′ and L t ′ are topologically conjugate. Take smooth inner automorphisms h, h ′ such that
It is easy to verify that
then L g and L t are algebraically conjugate and smooth conjugate, L g ′ and L t ′ are algebraically conjugate and smooth conjugate. Notice that L t and L t ′ are topologically conjugate, then by Theorem 3.1, we have
Thus, according to the proof of the sufficiency of Theorem
, we can choose the topological conjugacy h equal to Id SU (2) , then h is a smooth inner automorphism of SU (2), and hence L t and L t ′ are algebraically conjugate and
, we can choose the topological conjugacy h defined by
then h is a smooth inner automorphism of SU (2), and hence L t and L t ′ are algebraically conjugate and smooth conjugate. Above all, if L g and L g ′ are topologically conjugate, then L g and L g ′ are algebraically conjugate and smooth conjugate. Therefore, (a) =⇒ (b) and (a) =⇒ (c) are proved.
The topologically conjugate classification of the left actions on U(2)
In this section, we define the rotation vectors of the left actions in the set
and utilize the rotation vectors defined to give the topologically conjugate classification of the left actions in M T U(2) , and then give the topologically conjugate classification of all the left actions on U(2). Furthermore, for the left actions on U(2), we study the relationships between their topologically conjugate classification and their algebraically conjugate classification as well as their smooth conjugate classification. Now, fix the maximal torus of U(2) as follows
, L g acting on the maximal torus T U(2) is equivalent to a rotation of T 2 defined by
Thus, we can the define the rotation vector of the left action L g under the repre-
L g and L g ′ are topologically conjugate if and only if
Proof. Firstly, we prove the sufficiency. Assume that
Now, we discuss these four cases, respectively.
(1) Assume that
where
It is easy to see that h and h −1 are both continuous, then h is a self-homeomorphism of U(2). Moreover, for any u
Therefore, L g and L g ′ are topologically conjugate.
(2) Assume that
It is easy to see that h and h −1 are both continuous, then h is a self-homeomorphism
(3) Assume that
Therefore, L g and L g ′ are topologically conjugate. (4) Assume that
It is easy to see h and h −1 are both continuous, then h is a self-homeomorphism of
Therefore, L g and L g ′ are topologically conjugate. Next, we prove the necessity. Notice that U(2) ∼ = SU(2) × S 1 , and there exists a topological conjugacy from
Let us investigate the following diagram:
In this diagram, i is an injection, π is a projection, f 1 is a rotation of
It is easy to show that
then the diagram above is commutative. Therefore, we get
One can see that
where i * , h * and π * are the group homomorphisms induced by i, h and π, respectively. Thus, the group homomorphism f * induced by f satisfies
It follows from Lemma 2.4 that
Then it suffices to prove
Firstly, let us review the definitions of the rational dependence and rational independence of real numbers.
Assume that α and β are real numbers. If there exist some l, m, n ∈ Z which are not all equal to 0 such that l + mα + nβ = 0, then α and β are said to be rationally dependent. If not, α and β are said to be rationally independent.
Suppose that
Then according to the definitions of the rational dependence and rational independence of real numbers, the following proof will be divided into four cases.
(1) Assume that θ and ϕ are rationally dependent, θ ′ and ϕ ′ are rationally independent. Since L g and L g ′ are topologically conjugate, then there exists a topological conjugacy h from L g to L g ′ such that
Notice that O Lg (e) consists of finite points or some mutually disjoint simple closed curves, but O L g ′ (e) ∼ = T 2 . This fact is in contradiction to h being a homeomorphism. Thus, L g and L g ′ can not be topologically conjugate in this case.
(2) Assume that θ and ϕ are rationally independent, θ ′ and ϕ ′ are rationally independent, too. There exists a topological conjugacy h from L g to L g ′ such that
then restrict the dynamical system to the maximal torus T U(2) , and we have
where 2) are both equivalent to some rotations of T 2 , and
then according to Proposition 1.5, we have
where A ∈ GL 2 (Z). As it has been proved that
then we obtain
Therefore,
(3) Assume that θ and ϕ are rationally dependent, θ ′ and ϕ ′ are also rationally dependent, and ϕ ′ = ± ϕ (mod Z) is an irrational number. There are three different cases in detail, and we will discuss these three cases, respectively.
There exists a homeomorphism h : U(2) → U(2) such that
Firstly, we discuss the closure of the orbit of e under L g and the closure of the orbit
It is easy to see that every F j is an embedding map, and consequently, every
,
and e ′ , e 0 = e are the identity elements of S 1 and U(2), respectively. Thus,
According to the definitions of F j , where j = 0, 1, · · · , p − 1, one can see that the simple closed curves
is a subgroup of U (2), and the commen equation of the simple closed curves (2) is z = 1, where z ∈ C. Then according to Lemma 2.5, we have
Thus, it follows from Lemma 2.2 that there exists some homeomorphism h π : SU(2) → SU(2) induced by h such that
The proof of Lemma 2.5 implies that the quotient map π : U(2) → SU(2) satisfies
Then it is easy to verify that
Therefore, for any u ∈ U(2), we have
Notice that π : U(2) → SU(2) is a surjection, then for any u ∈ SU(2),
that is to say L and L ′ are topologically conjugate. By Theorem 3.1, we get
Therefore, in this case, θ, θ ′ and ϕ satisfy
.
(ii) Suppose that θ and θ ′ are both irrational numbers. According to the definition of rational dependence, we have
For convenience, assume that p, p
Then write (4.1) as follows
Firstly, we discuss the closure of the orbit of e under L g and the closure of the orbit of e under L g ′ . Similar to Case (i), for the left action L g and j = 0, 1,
It is not difficult to verify that
is a simple closed curve in U(2). Furthermore, we have
According to the definitions of F j , where j = 0, 1, · · · , d − 1, we see that the simple closed curves
and take a rotation f ′ on S 1 satisfying
According to the discussion above, we get
are topologically conjugate, then f and f ′ are topologically conjugate. Therefore, it follows from Proposition 1.2 that
Since p, p > 0 and ϕ ′ = ± ϕ (mod Z) is an irrational number, then it is easy to see that p = p ′ . Thus, we can simplify (4.1) as follows
According to the properties of U (2), it can be regarded as a p-fold covering space of itself, and the covering map π : U(2) → U(2) is defined by
where u ∈ SU(2), λ ∈ S 1 . Thus, there exist p lifts of L g under the covering map π satisfying
Fix one lift of L g and one lift of h denoted byL g1 andh, respectively, satisfying
andh(e) = e.
Lemma 2.6 implies that there exists some certain lift of
In the next part, We will discuss these two cases, respectively.
then for a simple closed curve G 0 with the equation
it's easy to show that G 0 is a subgroup of U (2), and
. Thus, it follows from Lemma 2.2 and Lemma 2.5 that
According to the proof of Lemma 2.5, it is not difficult to see that the quotient map
Then for any u = (z, e 2πiα , e 2πiβ ) ∈ U(2), we have
Thus, for any u ∈ U(2),
Since the quotient map π : U(2) → SU(2) is a surjection, then we get
that is to say L 1 and L ′ 1 are topologically conjugate. Therefore, by Theorem 3.1, we obtain
If we take another lift of L g denoted byL g2 satisfying ρ(L g2 ) = θ ϕ/p + 1/p , then according to Lemma 2.6, there exists some
. Therefore, by the same way, we can
and h ′ is also the topological conjugacy from L 2 to L ′ 2 . Thus, it follows form Theorem 3.1 that
Assume that
(mod pd). Then one can see that
It is easy to see that (−k + md, p 1 ) = 1. Thus, we get (−k + md, pd) = 1, and we can choose m in the set {0, 1, · · · , p − 1}. Notice that (p, q) = 1, then there exists
′ (e) = e, then we have
Thus, it follows from (−k + qj 0 d, pd) = 1 that
According to the definition of lens spaces, we have
Then by Lemma 2.2, it is easy to see that h ′ naturally induces a homeomorphism
where π ′ is the covering map from SU(2) to L(pd, −1).
. Since
Thus, it is easy to see that
where h
Together with (4.2), we obtain
If m
Thus, m
Combining with (4.2), we obtain
Similar to Case (a), if we take the lifts of
then it follows from the discussion in Case (a) that L 1 and L ′ 1 are topologically conjugate, and h ′ is a topological conjugacy from
and it is easy to see that ρ(
. Therefore, by the same way, we can take two left actions
and h ′ is a topological conjugacy from L 2 to L ′ 2 . Thus, it follows from Theorem 3.1 that
Similar to Case (a), we have
where h ′′ is a self-homeomorphism of L(pd, −1) induced by h ′ , and h
so we get
Above all, in this case, θ, θ ′ and ϕ satisfy
(iii) Suppose that θ is an irrational number, and θ ′ = n m is a rational number, where (m, n) = 1. Since θ and ϕ, θ ′ and ϕ ′ are both rationally dependent, then it follows from the definition of rational dependence that
where d, k, p, q ∈ Z, d, p, q = 0, and (p, q) = 1. There exists some homeomorphism
According to the discussions in Case (i) and Case (ii), one can see that O Lg (e) contains d mutually disjoint simple closed curves in U(2), and O L g ′ (e) contains m mutually disjoint simple closed curves in U(2), then d = m. Set
is topologically conjugate to a rotation f of S 1 satisfying
Obviously, F is an embedding map, and consequently, h ′ :
(e), then we get
then restrict the dynamical system to O L m g (e), and we have
(e) are topologically conjugate, then f and f ′ are topologically conjugate. According to Proposition 1.2, we obtain
Notice that ϕ ′ = ± ϕ (mod Z) is an irrational number, then p = ± 1. Consequently,
Assume that k + n ≡ m 1 (mod m). Then we have
Take a left action
It follows from the sufficiency of Theorem 4.1 that L g and L g ′′ are topologically conjugate, then L g ′ and L g ′′ are topologically conjugate. Therefore, according to Case (i), we get
where N ′′ ∈ Z. Therefore, in this case, θ, θ ′ and ϕ satisfy
(4) Assume that θ and ϕ are rationally dependent, θ ′ and ϕ ′ are also rationally dependent, and ϕ ′ = ± ϕ = n m (mod Z) is a rational number, where (m, n) = 1. There are three different cases in detail, and we will discuss these three cases, respectively.
(i) Suppose that θ is a rational number, and θ ′ is an irrational number. There exists some homeomorphism h : U(2) → U(2) such that
It is easy to show that O Lg (e) is a set consisting of finite points, but O L g ′ (e) contains a few mutually disjoint simple closed curves. This fact is in contradiction to h being a homeomorphism. Thus, L g and L g ′ can not be topologically conjugate in this case.
(ii)Suppose that θ and θ ′ are both irrational numbers. There exists some home-
Define f :
It is easy to see that f is an embedding map, then h ′ :
Then it is not hard to verify that
are topologically conjugate, then f 1 and f 2 are topologically conjugate. It follows from Proposition 1.2 that
Thus,
Assume that N ≡ m 1 (mod m). Then there exists some n ′ ∈ Z such that
(iii) Suppose that θ and θ ′ are both rational numbers. Then
There exists some homeomorphism h :
Through a simple calculation, we have
It is well-known that U(2) ∼ = SU(2) × S 1 can be regarded as the covering space of L(p, −1) × S 1 . And according to Lemma 2.2, there exists some homeomorphism 
In this diagram, π 0 , π ′ 0 are covering maps, i ′ ,ĩ are injections, π ′ ,π is are projections, and i ′ ,ĩ, π ′ ,π satisfy
and
Therefore, we see that the diagram above is commutative. On the other hand, regard L(p, −1)×R as another covering space of L(p, −1)×S 1 . Then study the following diagram:
It is easy to see that deg f = 1. Suppose that f * is the endomorphism of π 1 (L(p, −1)) induced by f . Then according to the commutative diagrams above and the discussion in Section 3, we see that 
It is easy to see that for any t ∈ [0, 1], H • F t is an embedding map, and H • F satisfies
Consequently, we obtain mθ ′ = ± mθ (mod Z).
One can see that there exists some n 2 ∈ Z such that nn 2 ≡ n 1 (mod m).
Furthermore, we can take some N ′ ∈ Z such that
As a result , if L g and L ′ g are topologically conjugate, and
Then together with the result
the necessity is proved. Finally, we investigate the relationships between the topologically conjugate classification and the algebraically conjugate classification as well as the smooth conjugate classification of the left actions on U(2). Proposition 4.3. There exist some left actions L g , L g ′ on U(2) such that L g and L g ′ are topologically conjugate, but not algebraically conjugate, that is to say the topologically conjugate classification of the left actions on U(2) is not equivalent to their algebraically conjugate classification.
Proof. It is well-known that
where Φ 1 , Φ 2 are homomorphisms. Define an isomorphism Φ| {e1}×S 1 :
where e 1 is the identity element of SU(2). Since for any λ ∈ S 1 , (e 1 , λ) is commutative with all the elements of U(2), and S 1 is connected, then Φ(e 1 , λ) = Φ| {e1}×S 1 (e 1 , λ) is also commutative with all the elements of U(2), and consequently,
is a connected subgroup of the centre of SU(2). It is easy to see that Φ 1 (e 1 , λ) = e 1 , i.e. Φ 1 | {e1}×S 1 is a zero homomorphism. * Therefore, Φ 2 | {e1}×S 1 is an automorphism of S 1 , and
where e 2 is the identity element of S 1 . It is not hard to prove that the homomorphism Φ 2 | SU(2)×{e2} : SU(2) → S 1 is not surjective, and SU (2) is connected, then Φ 2 | SU(2)×{e2} (SU(2)×{e 2 }) = e 2 , i.e. Φ 2 | SU(2)×{e2} is a zero homomorphism. Thus, Φ 1 | SU (2)×{e2} is an automorphism of SU (2), and Φ| SU(2)×{e2} = (Φ 1 | SU(2)×{e2} , e 2 ). Therefore, for any (u, λ) ∈ U(2), we have Φ| {e1}×S 1 (e 1 , λ) .
where Φ 1 | SU(2)×{e2} and Φ 2 | {e1}×S 1 are the automorphisms of SU (2) and S 1 , respectively.
It follows from the discussion above that for any automorphism Φ of U(2), Φ can be denoted by (Φ SU(2) , Φ S 1 ), where Φ SU(2) and Φ S 1 are the automorphisms of SU(2) and S 1 , respectively. According to the properties of SU (2) and S 1 , every automorphism of SU (2) is an inner automorphism, and there exist only two automorphisms of S 1 , one is the identity homomorphism, the other one is defined by
Thus, it is easy to verify that every automorphism of U (2) is either an inn automorphism of U(2) or defined by
where v ∈ U(2), andū is a 2 × 2 complex matrix whose elements are all conjugate to the corresponding elements of u.
where ϕ = 0, n = 0, θ is a rational number, and ϕ is an irrational number. Then by Theorem 4.1, we see that L g and L g ′ are topologically conjugate. Suppose that L g and L g ′ are algebraically conjugate. If the algebraic conjugacy Φ from L g to L g ′ is an inner automorphism of U(2) defined by
where v −1 ∈ U(2). Set
where z = e 2πiθ , λ = e 2πiϕ ∈ C. It follows from the relationship between ρ(L g ) and
we have
Since θ is a rational number, and ϕ is an irrational number, then z 1 = z 2 = 0, i.e. |v −1 | = 0. This fact is in contradiction to v −1 being in U (2) . If the algebraic conjugacy Φ from L g to L g ′ is not an inner automorphism of U(2) defined by
we haveλz
Since θ is a rational number, and ϕ is an irrational number, then Proof. The sufficiency is obviously true.
If L g and L g ′ are topologically conjugate, then it follows from Proposition 1.6 that there exist t, t ′ ∈ T U(2) such that L g and L t are topologically conjugate, L g ′ and L t ′ are topologically conjugate, hence L t and L t ′ are topologically conjugate. Assume that
Then it follows from Theorem 4.1 that
Therefore, we use the same way as the proof of the sufficiency of Theorem 4.1 to construct the topological conjugacies from L t to L t ′ . It is easy to see that these topological conjugacies are smooth homeomorphisms, then L t and L t ′ are smooth conjugate. Since every left action on U(2) is a smooth homeomorphism, then according to Proposition 1.6, L g and L t are smooth conjugate, L g ′ and L t ′ are smooth conjugate, and hence L g and L g ′ are smooth conjugate. Therefore, the necessity is proved. * Proposition 4.4 implies that the topologically conjugate classification of the left actions on U(2) is equivalent to their smooth conjugate classification.
5.
The topologically conjugate classifications of the left actions on the quotient groups of SU(2) and U(2)
In this section, we investigate the topologically conjugate classifications of the left actions on the quotient groups of SU(2) and U (2), and then study the relationships between their topologically conjugate classifications and their algebraically conjugate classifications as well as their smooth conjugate classifications.
Firstly, assume that
where e 1 , e 2 are the identity elements of SU (2) and S 1 , respectively. One can see that G ∼ = Z 2 is the only non-trivial normal subgroup of SU (2), and
are the non-trivial normal subgroups of U (2), where q ≥ 2, and Z 2 is not a direct summand of Z q . Thus, there is only one quotient group of SU (2), that is
and there are three quotient group of U(2) consisting of
Notice that the case H 1 ∼ = U(2) has been discussed in Section 4, then we divide this section into three parts to study the quotient groups SO(3), SO(3) × S 1 and Spin C (3), respectively.
Classification of the left actions on SO(3)
. In this part, we define the rotation numbers of the left actions in the set
and utilize the rotation numbers defined to give the topologically conjugate classification of the left actions in M T SO (3) , and then give the topologically conjugate classification of all the left actions on SO(3). Furthermore, for the left actions on SO (3), we study the relationships between their topologically conjugate classification and their algebraically conjugate classification as well as their smooth conjugate classification. Regard S 3 as the unit sphere in quaternion space as follows
where a, b, c, d ∈ R. Notice that SU(2) ∼ = S 3 , then define a homeomorphism h :
For any point p = (x, y, z) ∈ R 3 , we associate a quaternion xi + yj + dk which is also called p. Then every quaternion r corresponds to a rotation R r of R 3 defined by
where r −1 =r r 2 . If r = a + bi + cj + dk ∈ S 3 , then it follows from a simple calculation that R r can be denoted by a 3 × 3 matrix as follows
It is easy to prove that R r ∈ SO(3). Therefore, define f :
then there exists some map π : SU(2) → SO(3) such that
One can see that π is a 2-fold covering map from SU(2) to SO(3) defined by
Assume that T SU (2) is the maximal torus of SU (2) Obviously,
Then for any L g ∈ M T SO(3) , L g acting on the maximal torus T SO(3) is equivalent to a rotation of S 1 defined by
Thus, we can the define rotation number of the left action L g under the representation (T SO(3) , Φ) as follows
, L g and L g ′ are topologically conjugate if and only if Then for any u ∈ SO(3),
then L g and L g ′ are topologically conjugate. Next, we prove the necessity.
One can see that SU(2) is the 2-fold covering space of SO(3), then there exist two lifts of every left action on SO(3), and both of them are in the set M T SU (2) . Set Then it follows from the definition of the covering map π that the two lifts of
and the homeomorphism h : SO(3) → SO(3) is a topological conjugacy from L g to L g ′ . By Lemma 2.6, if we fix a lift of L g denoted byL g with ρ(L g ) = θ 2 and a lift of h, then there exists some certain lift of
such thatL g andL g ′ are topologically conjugate. Then according to Theorem 3.1, we have θ
Finally, we investigate the relationships between the topologically conjugate classification and the algebraically conjugate classification as well as the smooth conjugate classification of the left actions on SO(3). 
Therefore, according to the proof of the sufficiency of Theorem
we can choose the topological conjugacy h equal to Id SO(3) , then h is an smooth inner automorphism of SO (3), and hence L t and L t ′ are algebraically conjugate and smooth conjugate. If ρ(L t ′ ) = 1 − ρ(L t ), we can choose the topological conjugacy h defined by
then h is an smooth inner automorphism of SO (3), and hence L t and L t ′ are algebraically conjugate and smooth conjugate. Above all, if L g and L g ′ are topologically conjugate, then L g and L g ′ are algebraically conjugate and smooth conjugate. Therefore, (a) =⇒ (b) and (a) =⇒ (c) are proved.
Classification of the left actions on SO(3) × S
1 . In this part, we define the rotation vectors of the left actions in the set
and utilize the rotation vectors defined to give the topologically conjugate classification of the left actions in M T SO(3)×S 1 , and then give the topologically conjugate classification of all the left actions on SO(3) × S 1 . Furthermore, for the left actions on SO(3) × S 1 , we study the relationships between their topologically conjugate classification and their algebraically conjugate classification as well as their smooth conjugate classification.
At the beginning of this section, we obtain
In order to facilitate our proof, we only study the quotient group
where G ′ 2 = {(e 1 , e 2 ), (−e 1 , e 2 )} ∼ = Z 2 ⊕ Z 1 ∼ = Z 2 , and e 1 , e 2 are the identity elements of SU(2) and S 1 , respectively. Assume that T U(2) is the maximal torus of U (2) 
Obviously,
Then for any L g ∈ M T SO(3)×S 1 , L g acting on the maximal torus T SO(3)×S 1 is equivalent to a rotation of T 2 defined by
Thus, we can define the rotation vector of the left action L g under the representation
Proof. First, we prove the sufficiency. Notice that U(2) ∼ = SU(2) × S 1 is the 2-fold covering space of SO(3) × S 1 , then there exist two lifts of every left action on SO(3) × S 1 , and both of them are in the set M T U (2) . It is not difficult to verify that for any
It follows from Theorem 4.1 that if n ′ is an even number, thenL g andL g ′ are topologically conjugate, and
According to the proof of the sufficient of Theorem 4.1 and the four different re-
corresponding with the topological conjugacies constructed in the four cases in the proof of the sufficient of Theorem 4.1. Notice that
It follows from a simple proof that for i = 1, 2, 3, 4,
where π is the covering map from U(2) to SO(3) × S 1 . Sinceh,L g , andL g ′ are the lifts of h, L g and L g ′ , respectively, and they satisfỹ
Consequently, L g and L g ′ are topologically conjugate. If n ′ is an odd number, theñ L g andL ′ g ′ are topologically conjugate, and
According to the proof of the sufficient of Theorem 4.1 and the four different relationships between ρ(L g ) and ρ(L
corresponding with the topological conjugacies constructed in the four cases in the proof of the sufficient of Theorem 4.1. Thus, by the same way as the discussion above, we obtain that L g and L g ′ are topologically conjugate.
Next, we prove the necessity.
Therefore, if L g and L g ′ are topologically conjugate, then
Finally, we investigate the relationships between the topologically conjugate classification and the algebraically conjugate classification as well as the smooth conjugate classification of the left actions on SO(3) × S 1 .
that L g and L g ′ are topologically conjugate, but not algebraically conjugate, that is to say the topologically conjugate classification of the left actions on SO(3) × S 1 is not equivalent to their algebraically conjugate classification.
Proof. According to the properties of SO(3), one can see that every automorphism of SO (3) is an inner automorphism. Then similar to the proof of Proposition 4.3, we obtain that every automorphism of SO(3) × S 1 is either an inner automorphism of SO(3) × S 1 or defined by
where v ∈ SO(3) × S 1 , andū is a 3 × 3 complex matrix whose elements are all conjugate to the corresponding elements of u.
Assume that left actions
where ϕ = 0, and θ + 2ϕ ∈ 
Thus, according to the equation
Since ϕ = 0, then z is not a real number. Thus, we get z 
Since ϕ = 0, thenz is not a real number. Thus, we get z is not equivalent to their algebraically conjugate classification. 
Thus, ρ(L t ) and ρ(L t ′ ) satisfy the relationship in Theorem 4.1. Then we can take another topological conjugacyh ′ from L t to L t ′ such thath ′ is one of the homeomorphisms defined in the proof of the sufficiency of Theorem 4.1. It is easy to see thath ′ is a smooth homeomorphism. By the proof of the sufficiency of Theorem 5.3, we obtain thath ′ can induce a homeomorphism h
where π : U(2) → SO(3) × S 1 is the covering map. Obviously, h ′ is also smooth. Then it follows from Lemma 2.6 that
so L t and L t ′ are smooth conjugate. Since every left action on SO(3) × S 1 is a smooth homeomorphism, then according to Proposition 1.6, one can see that L g and L t are smooth conjugate, L g ′ and L t ′ are smooth conjugate, and hence L g and L g ′ are smooth conjugate. Therefore, the necessity is proved.
Proposition 5.5 implies that the topologically conjugate classification of the left actions on SO(3) × S 1 is equivalent to their smooth conjugate classification.
5.3.
Classification of the left actions on Spin C (3). In this part, we define the rotation vectors of the left actions in the set M T Spin C (3) = {L g : Spin C (3) → Spin C (3); g ∈ T Spin C (3) }, and utilize the rotation vectors defined to give the topologically conjugate classification of the left actions in M T Spin C (3) , and then give the topologically conjugate classification of all the left actions on Spin C (3). Furthermore, for the left actions on Spin C (3), we study the relationships between their topologically conjugate classification and their algebraically conjugate classification as well as their smooth conjugate classification.
Assume that T U(2) is the maximal torus of U(2) chosen in Section 4. Then fix one maximal torus T Spin C (3) of Spin C (3) such that T Spin C (3) is just the image of T U(2) under the covering map π. Then investigate the following diagram:
In this diagram, Φ : T U(2) → T 2 is the isomorphism defined in Section 4, π is the covering map from U(2) to Spin C (3), and π ′ is a 2-fold covering map defined by It follows from a simple proof that π and π ′ are both group homomorphisms, and ker(π ′ • Φ) = ker π.
Then it is easy to show that there exists some isomorphism Φ ′ : T Spin C (3) → T 2 induced by Φ, π and π ′ such that the diagram is commutative. Therefore, let (T Spin C (3) , Φ ′ ) be the representation of the maximal torus T Spin C (3) . Obviously,
Then for any L g ∈ M T Spin C (3) , L g acting on the maximal torus T Spin C (3) is equivalent to a rotation of T 2 defined by f (u) = e 
hence L g and L g ′ are topologically conjugate. In fact, Spin C (3) and U(2) are not isomorphic, but they are homeomorphic. If we fix the same maximal tori T Spin C (3) and T U (2) , and utilize the same way to define the rotation vectors of the left actions in the sets M T Spin C (3) and M T U(2) as the discussions in the preceding part of this paper, then the topologically conjugate classification of the left actions on Spin C (3) is equivalent to the topologically conjugate classification of the left actions on U(2). Therefore, according to Theorem 4.1, we assert that this theorem is obviously true.
Finally, we investigate the relationships between the topologically conjugate classification and the algebraically conjugate classification as well as the smooth conjugate classification of the left actions on Spin C (3).
Proposition 5.7. There exist some left actions L g , L g ′ on Spin C (3) such that L g and L g ′ are topologically conjugate, but not algebraically conjugate, that is to say the topologically conjugate classification of the left actions on Spin C (3) is not equivalent to their algebraically conjugate classification.
Proof. Notice that
where G 1 = {(e 1 , e 2 ), (−e 1 , e 2 )} ∼ = Z 2 , G 2 = {(e 1 , e 2 ), (e 1 , −e 2 )} ∼ = Z 2 , G 3 = {(e 1 , e 2 ), (−e 1 , −e 2 )} ∼ = Z 2 , and e 1 , e 2 are the identity elements of SU(2) and S 1 , respectively. According to the properties of SO(3) × S 1 and Spin C (3), it is easy to see that Spin C (3) is a 2-fold covering space of SO (3) 
where π is the covering map from Spin C (3) to SO(3) × S 1 . Notice that
where G ∼ = Z 2 is a normal subgroup of Spin C (3) consisting of the only two idempotents of Spin C (3). SinceΦ is a automorphism of Spin C (3), thenΦ(G) = G. Thus, according to Lemma 2.2, there exists some isomorphism Φ : SO(3) × S 1 → SO(3) × S 1 such that π •Φ = Φ • π. Then through a simple proof, we have
hence L g and L g ′ are algebraically conjugate. Set
Then ρ(L g ) and ρ(L g ′ ) satisfy that Similar to the proof of Proposition 5.5, it is easy to prove this proposition. Proposition 5.8 implies that the topologically conjugate classification of the left actions on Spin C (3) is equivalent to their smooth conjugate classification.
