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Theorie und Numerik nichtlinearer hyperbolischer Differentialgleichungen 
I. Die skalare Erhaltungsgleichung 
Kurzfassung 
Diese Arbeit ist der erste Teil einer Übersicht über die Theorie und die numerische 
Behandlung nichtlinearer hyperbolischer Differentialgleichungen. Dabei steht 
hier die skalare Erhaltungsgleichung im Mittelpunkt. Es werden die theoretischen 
Grundlagen wie Eindeutigkeit und Existenz von klassischen und schwachen Lö-
sungen des Anfangswertproblems behandelt. Darauf aufbauend wird gezeigt , 
w ie robuste und eff iziente numerische Verfahren konstruiert werden können, in-
dem man die Wellenstruktur der Lösungen im Näherungsverfahren berücksich-
tigt. Diese Verfahren sind insbesondere in der Lage, auch starke Stoßwellen zu 
approximieren, ohne daß Instabilitäten auftreten. Die Resultate für verschiedene 
Testprobleme zeigen Güte und Eigenschaften dieser Verfahren. 
Theory and Numerical Treatment of Nonlinear Hyperbolic Differential Eguations 
I. The Scalar Conservation Law 
Abstract 
This paper is the first part of a review about theory and numerical treatment of 
nonl inear hyperbolic differential equations. We consider in the first part the 
theoretical fundamentals as uniqueness and existence of classical and weak solu-
tions of the initial value problem. We show how to construct robust and eff icient 
numerical methods based on this theory by considering the wave structures of the 
solutions. These numerical schemes have the shock-capturing property and pro-
duce sharp discrete shock profiles without generating instabilities. Results for dif-
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0. Einleitung 
Die hyperbolischen Differentialgleichungen in der mathematischen Physik be-
schreiben Wellenausbreitungsphänomene. Die einfachsten Vertreter dieses Types 
von partiellen Differentialgleichungen sind die lineare Transportgleichung, auch 
Advekt ions- oder Konvektionsgleichung genannt, und die lineare Wel lengle i -
chung, welche räumlich eindimensional etwa die Schwingung einer Saite be-
schreibt. Die charakteristische Eigenschaft der hyperbolischen Gleichungen ist, 
daß sich jegliche Störungen entlang gewisser Bahnen mit endlicher Geschwindig-
keit ausbreiten. Für jeden Punkt im Lösungsgebiet können wir einen Einflußbe-
reich und einen Abhängigkeitsbereich angeben. Nur eine Änderung der Daten in 
diesem Abhängigkeitsbereich ändert die Lösung in diesem Punkt. Umgekehrt 
wird sich die Änderung der Lösung in diesem Punkt nur auf die Lösung im Ein-
flußbereich auswirken. Dies ist gerade der Wellencharakter der Lösung der hyper-
bolischen Differentialgleichung. Ein robustes und effizientes Näherungsverfah-
ren muß diese Struktur der Lösung natürlich geeignet approximieren. 
In dieser Arbeit wol len wir gerade die Konstruktion solcher Näherungsverfahren 
erläutern. Dabei stehen hier die nichtlinearen Probleme im Mit telpunkt. Typisch 
für die nichtlineare Ausbreitung von Wellen ist das Auftreten von Unstetigkeiten, 
den sogenannten Stoßwellen. In diesen Fällen ist es noch wichtiger, die Struktur 
des exakten Problems im Näherungsverfahren zu erfassen und geeignet zu 
approximieren. Hier kann die Konsistenz des Näherungsverfahrens nicht mehr 
nur auf die Gült igkeit einer Taylorentwicklung zurückgeführt werden. Zum Bei-
spiel ist es über Stoßwellen hinweg wichtig, daß die Entropie der Näherungs-
lösung anwächst. Andernfalls kann eine physikalisch unsinnige Lösung approxi-
miert werden. 
Diese Arbeit ist der erste Teil über die Theorie und die numerische Behandlung 
nichtlinearer hyperbolischer Differentialgleichungen. Im Mit telpunkt steht hier 
die einfachste nichtlineare hyperbolische Differentialgleichung - die skalare Er-
haltungsgleichung. Für diesen Typ von Gleichungen könnte man sowohl die 
Theorie der stetigen und unstetigen Lösungen als auch die Konstruktion von ge-
eigneten Näherungsverfahren als gewissermaßen vollständig betrachten. Dies 
gilt für eine Raumdimension, mit Einschränkung auch für räumlich mehrdimen-
sionale Probleme. Für Systeme von nichtlinearen hyperbolischen Gleichungen 
weist die Theorie im Gegensatz dazu nur sehr spärliche Resultate auf. Insofern 
sieht die Konstruktion eines Näherungsverfahrens für Systeme von Erhaltungs-
gleichungen oft so aus, daß Methoden und Verfahren, entwickelt und getestet 
an einer einzelnen Erhaltungsgleichung, geeignet auf Systeme erweitert werden. 
Umgekehrt können natürlich auch ursprünglich für Systeme entwickelte Ver-
fahren, angewandt auf eine einzelne Erhaltungsgleichung, besser verstanden 
und der Lösungstheorie verglichen werden. Deshalb nimmt die skalare Erhal-
tungsgleichung und ihre numerische Lösung diesen breiten Raum ein. 
1.0 Grundlagen 
Zunächst wol len wir hier kurz auf die Klassifikation partieller Dif ferentialglei-
chungen eingehen und auch die physikalischen und mathematischen Eigen-
schaften der verschiedenen Typen: elliptisch, parabolisch und hyperbolisch, an-
sprechen. Dabei werden schon einige typische Eigenschaften der hyperbolischen 
Differentialgleichungen deutl ich. Fortgesetzt wird die Einführung in diese Klasse 
von Gleichungen durch Angabe von sechs Beispielen in Abschnitt 1.2. Grundle-
gende Betrachtungen zu Näherungsverfahren, speziell zu Charakteristiken- und 
Differenzenverfahren, welche bei hyperbolischen Differentialgleichungen die 
entscheidende Rolle spielen, schließen das Kapitel der Grundlagen ab. 
1.1 Klassifikation von partiellen Differentialgleichungen 
Die Standardgleichung für die Klassifizierung partieller Dif ferentialgleichungen 
ist die lineare Gleichung zweiter Ordnung 
/•I i \ a u + b u + cu + d u + eu + fu = g , U • U xx xy yy x y 
wobei die Funktionen a, b, c, d, e, f, g und u Funktionen von (x, y) sind. Wi r be-
schränken uns hier und im folgenden immer auf reelle Funktionen und die 
unabhängigen Variablen x, y sind ebenso reelle Größen. Ebenso beschränken wir 
uns zunächst auf zwei Dimensionen. 
Definition 1: Die partielle Differentialgleichung (1.1) heißt hyperbolisch, para-
bolisch oder elliptisch im Punke (x 0, y 0) falls 
0 - 2 ) b 2 - 4 a c > 0 , 
C - 3 ) b 2 - 4 a c = 0 
oder beziehungsweise 
O- 4) b 2 - 4 a c < 0 
im Punkte (x 0 , y 0 ) gilt. 
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Die Gleichung (1.1) kann man im Falle konstanter Koeff izienten mittels einer 
Koordinatentransformation (x, y) •+ (£,, r\) in eine kanonische Form br ingen. 
Voraussetzung ist hier natürlich, daß diese Transformation nicht singulär ist, d.h. 
man hat eine bijektive Abbi ldung zwischen (x, y) und (£, nj. Dies ist der Fall, falls 
die Determinante der Jakobimaxtrix J der Abbi ldung 
(1.5) d e t ( J ) = d e t ( ^ | ) = ^ y - ^ n x 
nicht verschwindet. 
Nach Definit ion 1 bestimmen nur die Koeffizienten der höchsten Able i tungen 
den Charakter oder Typ der Differentialgleichung. Es ist somit üblich (1.1) etwas 
kürzer in der Form 
/ i c \ a u + b u + cu = h \ I - v) xx xy xy 
zu schreiben, wobei a, b, c, wie in (1.1) Funktionen von (x, y) sind und h eine 
Funktion von (x, y, u, u x , u y) ist. Wir führen nun eine Transformation aus 
(1.7) T : ( x , y ) - » ( $ , n ) 
mit det (J) 0. Mit Hilfe der Kettenregel erhält man 
(1.8) 
und weiter 
au at, du an a ^ * i 
u = 1 =. u t — + u — 
* di, dx <3n Öx s dx 1 dx 
au di, du an di, an 
U = 1 = U, h U — 
y di, äy an öy * dy n ay 
ä f di, a n \ ( * \ i / a n \ 2 ^ a 2n 
u = — u . — + u — = u . . — + u. — + u — I + u — -
5 0 dx \ *• dx n dx I « V dx I *> a x 2 i n V ax / i a x 2 
(1.9) 
dt, aq 
+ 2u r ax dx 
Analog erhält man u y y und u x y . Einsetzen dieser Ausdrücke in Gleichung (1.6) 
führ t auf die Differentialgleichung zweiter Ordnung 
(1.10) A u « + % , + c \ n = H 
mit 
A = a £ + b y - r + c « J 
(1.11)
 B = 2*k\+hk% + h(>y\ + 2c%*y , 
C = a n 2 + b n x n y + c n 2 
und H = H n, u, u$, u n ) . Diese Ausrechnung führt auf die wichtige Aussage: 
Satz 1: Jede reelle nichtsinguläre Transformation ändert den Typ der partiellen 
Differentialgleichung (1.1) nicht. 
Beweis: Eine einfache Ausrechnung liefert 
4 A C = (b 2 - 4ac) ( ^ n y - ^ n / q.e.d. 
Diese Invarianz legt es natürlich auch erst nahe, eine solche Typeintei lung nach 
Definit ion 1 durchzuführen. Die Bezeichnungen hyperbolisch, parabolisch und 
elliptisch sind gewählt in Analogie zu den Bezeichnungen bei Kegelschnitten in 
der analytischen Geometrie. Dem Hauptteil der Differentialgleichung (1.6), das 
heißtd ie linke Seite, können wir als quadratische Form 
a a a a 2 
L = a — + b + c — 
ax 2 d x % ay 2 
auffassen. Analog ist der Typ eines Kegelschnittes durch die quadratische Form 
des Hauptteils der quadratischen Gleichung bestimmt. Der Kegelschnitt ist eine 
Hyperbel, Parabel oder Ellipse falls für die Determinante der quadratischen Form 
D 2 - 4ac > 0, = 0 bzw. < 0 gilt. Wie bei den Kegelschnitten, kann man nun die 
Gleichung (1.1) im Falle konstanter Koeffizienten stets in Normalform oder 
kanonische Form transformieren. Eine hyperbolische, parabolische oder ell ip-
tische Differentialgleichung (1.1) besitzt die Normalform 
(1-12) U x x - U y y = h l ' 
(1.13) U x x = h 2 ' 
beziehungsweise 
(1.14) u + u = h „ . 
v ' xx yy 3 
Eine hyperbolische Gleichung wird auch öfters in einer anderen charakteri-
stischen Form geschrieben: 
(1.15) u 
xy 
welche für verschiedene Fälle eine günstigere Formulierung ist. Die Funkt ionen hj 
sind dabei Funktionen von (x, y, u, u x , u y). 
Ein typisches Beispiel für eine hyperbolische Differentialgleichung ist die Wel len-
gleichung 
welche etwa die Schwingung einer Saite beschreibt. Wir haben hier die unab-
hängigen Variablen mit x und t bezeichnet, da sich ein solcher Schwingungs-
vorgang zeitlich entwickelt. Die Variable t steht für die Zeit, x für die Raum-
dimension, die Konstante c bedeutet die Fortpflanzungsgeschwindigkeit. 
Eine parabolische Gleichung ist die Wärmeleitungsgleichung 
(1.17) u = KU , K = konstant 
t XX 
Die Lösung dieser Gleichung liefert zum Beispiel die Temperatur in einem dünnen 
gleichförmigen Stab im Punkte x nach der Zeit t; k steht für den Wärmeleitungs-
koeff iz ienten. 
Der einfachste Vertreter einer elliptischen Gleichung ist die Laplace- oder Poten-
t ialgleichung 
welche für zahlreiche Anwendungsgebiete eine grundlegende Rolle spielt. Einige 
Beispiele sind Potentialprobleme der Elektrizität, des Magnetismus und der Gra-
vitat ion, rotationsfreie Strömung einer inkompressiblen Flüssigkeit, stationäre 
Wärmevertei lung in einem zweidimensionalen Medium, Ladungsverteilung in 
einem homogenen Leiter. 
Bei den bisherigen Beispielen waren alle Koeffizienten konstant und die zuge-
hörigen Gleichungen sind im gesamten Definitionsgebiet vom selben Typ. Dies 
muß nicht so sein. Wir haben in Definition 1 den Typ der Differentialgleichung ja 
auch als lokale Eigenschaft definiert. Ein Beispiel für eine Dif ferentialgleichung, 
welche den Typ wechselt, ist die aus der Aerodynamik bekannte Tricomi-
Gleichung 
(1-16) u , — c u = 0 . c = konstant 
(1.18) 
(1.19) 
welche in der oberen Halbebene y > 0 elliptisch und in der unteren Halbebene 
y < 0 hyperbolisch ist. Die Gerade y = 0 nennt man die "parabolische Grenz-
l in ie" . In der Aerodynamik hat man an dieser Grenzlinie etwa den Umschlag von 
einer Unterschall- (elliptisch) in eine Überschallströmung (hyperbolisch). 
Hängen die Koeff izienten a, b oder c auch noch von u, u x oder u y ab, heißt die 
Gleichung (1.6) quasilineare Differentialgleichung zweiter Ordnung. Der Typ 
dieser Differentialgleichung ist im allgemeinen erst durch die Lösung bestimmt 
und ist somit a priori nicht bekannt. 
Wie man an den verschiedenen Beispielen sieht, ist die Unterscheidung verschie-
dener Typen von Differentialgleichungen nicht nur ein mathematisches Artefakt, 
sondern verschiedene Typen beschreiben auch grundlegende verschiedene physi-
kalische Prozesse. So wird der Wel len- oder Schwingungscharakter eines physi-
kalischen Problems durch eine hyperbolische Gleichung wiedergegeben. Um eine 
eindeutige Lösung einer partiellen Differentialgleichung zu erhalten, müssen 
noch Anfangs- oder Randbedingungen gefordert werden. 
Ganz typisch für hyperbolische Gleichung ist dabei, daß meist nur Anfangswerte 
angegeben werden müssen (Anfangswertproblem). Die Anfangswerte und die 
Differentialgleichung bestimmen dann die zeitliche Entwicklung des Vorgangs. 
Bei der Schwingung einer Saite etwa muß die Anfangsauslenkung bekannt sein; 
die zeitliche Entwicklung ergibt sich dann aus der Differentialgleichung. Zwar 
sind im praktischen Fall Randwerte - wie das Festhalten der Saite - vorgeschrie-
ben, diese lassen sich jedoch durch einfaches schiefsymmetrisches Fortsetzen der 
Anfangswerte el iminieren. Das reine Anfangswertproblem für eine hyperbolische 
Gleichung besitzt im allgemeinen ein eindeutige stabile Lösung. 
Die parabolische Gleichung beschreibt ebenso die zeitliche Entwicklung eines 
Vorgangs, jedoch müssen hier neben Anfangswerten auch zwingend Randwerte 
vorgeschrieben werden (Anfangs-Randwertproblem). Bei der Wärmeleitungs-
gleichung können zum Beispiel die Temperaturen am Rand ganz wesentlich sein. 
Ein reines Anfangswertproblem für eine parabolische Gleichung ist nicht sach-
gemäß gestellt. Die elliptische Gleichung demgegenüber ist ein reines Randwert-
problem. Zusammengefaßt sind diese Bemerkungen in Tabelle 1. 
32/ÖX2 + fj2/ay2 Potentialoperator elliptisch stationäre Probleme 
Randwertprobleme 
a/at - a2/ax2 Diffusionsoperator parabolisch glatte ausbreitende Strömung 
Anfangs-Randwertprobleme 
a2/at2 - a2/ax2 Wellenoperator hyperbolisch Wel len 
Anfangswertprobleme, 
Eigenwertprobleme 
Tabelle 1: Klassifizierung von Differentialgleichungen 
Neben den Differentialgleichungen 2.-ter Ordnung spielen auch Differential-
gleichungssysteme 1 .-ter Ordnung in der Form 
(1.20) U t + A u x = f 
eine große Rolle als mathematische Model le physikalischer Vorgänge. Dabei ist u 
eine vektorwertige Funktion u = (ui (x, t), U2 (x,t),.., u n (x, t))T, A eine nxn-Matrix 
und f eine vektorwertige Funktion f = (fi (x, t, u), f2 (x, t, u), .. , f n (x, t, u))T. 
Gleichungen in dieser Form (1.20) nennt man Evolut ionsgleichungen. Ist dabei 
die Matrix A konstant, so heißt (1.20) linear mit konstanten Koeff iz ienten, für 
A = A (x,t) heißt sie linear mit variablen Koeff izienten und für A = A (x, t, u) 
heißt (1.20) quasilinear. 
Definit ion 2: Die Evolutionsgleichung (1.20) heißt hyperbolisch, falls die Matrix A 
nur reelle Eigenwerte besitzt. Sie heißt strikt hyperbolisch falls A nur reelle 
Eigenwerte und die zugehörigen Rechtseigenvektoren linear unabhängig sind. 
Bemerkung 1: Gleichung (1.20) ist zum Beispiel strikt hyperbolisch, falls A reelle 
und verschiedene Eigenwerte besitzt. 
Definit ion 2 läßt sich natürlich wieder wie Definit ion 1 lokal def inieren, falls 
A nicht konstant ist. Eine Typbestimmung bei Systemen erster Ordnung ist nicht 
immer möglich. Falls alle Eigenwerte komplex sind, ist die Evolutionsgleichung 
ell iptisch. Weitergehende Aussagen über die Typeinteilung partieller Differen-
t ialgleichungen sind z.B. in den Arbeiten [7], [26] und [42] enthalten. 
- 9 -
1.2 Beispiele hyperbolischer Differentialgleichungen 
Beispiel 1 (Lineare Transportgleichung): 
Das einfachste Beispiel und oft der Prototyp einer hyperbolischen Differential-
gleichung ist die lineare Transportgleichung - oft auch Advektions- oder Konvek-
t ionsgleichung - genannt. In einer Raumdimension hat sie die Form 
(1.21) u t + c u x = o 
mit c = c (x, t). Diese Gleichung tritt bei vielen Transportvorgängen auf. Wir 
betrachten das Anfangswertproblem oder Cauchyproblem für (1.21) mit kon-
stantem c eR. Gesucht ist eine Lösung u c C (R xIRo"), welche (1.21) erfül l t und der 
Anfangsbedingung 
(1.22) u ( x , 0 ) = q (x ) , x eßl . 
mi tq e C i (R) genügt. 
Man kann nun die linke Seite in (1.21) als Richtungsableitung in Richtung (1, c) 
auffassen. Wir betrachten die Kurve C: x = x (s)( t = t (s), welche von dem reellen 
Parameter s abhängt. Wählen wir nun 
d t d x 
1.23 - =1 , — =c , 
ds ds 
so folgt nach der Kettenregel und aus der Differentialgleichung (1.21) 
d d x d t 
(1.24) - u ( x (s), t(s)) = u — + u - = 0 . 
d s x ds 1 d s 
Die Funktion u ist somit entlang der Kurve C konstant. Wir können die Dar-
stellung (1.23) von C noch etwas vereinfachen und den Parameter s mittels der 
ersten Gleichung el iminieren. Wir erhalten C dann in der Darstellung x = x (t) 
= ct. Da c als konstant vorausgesetzt wurde, sind die Kurven C Geraden. Sie 
werden Charakteristiken oder charakteristische Kurven genannt. 
Die Lösung des Anfangswertproblems (1.21), (1.22) läßt sich nach diesen 
Überlegungen leicht angeben. In einem beliebigen Punkt (x,t)e|R x|R + t ragen wir 
die Charakteristik an und verfolgen diese bis zu den Anfangswerten (siehe Figur 
1.1). Der Funktionswert von u im Punkt (x,t) ist dann gerade der Wert der 
Anfangswerte im Schnittpunkt zwischen C und der Geraden t = 0: 
- 1 0 -
V ' - 2 ^ u(x,t) = q ( x - e t ) , ( x , t ) e R x R Q + 
Das Cauchyproblem (1.21) (1.22) besitzt somit eine globale Lösung in O (IRxRo ). 
Die Lösung (1.25) erklärt auch den Namen der Gleichung (1.21). Die Anfangs-
werte werden durch (1.21) mit der Geschwindigkeit c transportiert. 
1 A 
Figur 1.1 Lösung der linearen Transportgleichung in der (x,t)-Ebene 
In der Theorie der hyperbolischen Differentialgleichungen sind die Charakteri-
stiken ganz wesentlich - und wir werden sehen, daß dies auch für die numerische 
Approximat ion zutrifft. Die Charakteristiken geben die Ausbreitungsrichtung der 
Wel len oder auch jeglicher Störung an. Entlang der Charakteristiken reduziert 
sich die partielle Differentialgleichung auf eine gewöhnliche Differentialglei-
chung. Die Einführung charakteristischer Variablen vereinfacht oftmals das Pro-
blem wesentlich oder macht sogar die Ermittlung einer analytischen Lösung mög-
lich, wie im obigen Fall. 
Wir sehen in Figur 1.1, daß die Lösung im Punkte (x,t) nur von dem Wert der A n -
fangswerte an der Stelle x-ct abhängt. Diesen Punkt nennt man den Ab-
hängigkeitsbereich der Lösung in (x,t). Umgekehrt beeinflussen die Anfangs-
werte in einem beliebigen Punkt (x 0, 0) die Lösung nur an den Punkten, welche 
auf der Charakteristik l iegen, die durch (x 0, 0) geht. Der sogenannte Einfluß-
bereich ist somit gerade die Charakteristik. Signale oder Störungen breiten sich 
gerade mit der Geschwindigkeit c aus. 
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Hängt die Transportgeschwindigkeit c von (x,t) ab, sind die Charakteristiken nicht 
mehr Geraden. Ein einfaches Beispiel ist etwa 
(1.26) u t + x u x = 0 • 
Die Charakteristiken sind nach (1.23) bestimmt durch die Gleichungen 
d t _ d x _ 
d s ' d s 
mit der Lösung t = In |x| + x 0 für x * 0. Ihr Verlauf ist in Figur 1.2 skizziert. 
Beispiel 2 (Erhaltungsgleichung): 
Das einfachste Beispiel und Prototyp einer nichtlinearen hyperbolischen Dif feren-
t ialgleichung ist die Erhaltungsgleichung 
(1.27) u t + f H = 0 • 
wobei f e C2( R) eine nichtlineare Funktion sei. Sie wird der Fluß der Erhal-
tungsgleichung genannt. Dieser Typ von Gleichungen tritt oft in der Physik bei 
der mathematischen Beschreibung von Erhaltungssätzen (Massenerhaltung, Im-
pulserhaltung, ...) auf. Das zugrunde l iegende Erhaltungsgesetz bedeutet, daß 
die Änderung einer physikalischen Größe in einem beliebigen Gebiet G des drei-
- 1 2 -
dimensionalen Raumes auf den Fluß durch den Rand dG von G zurückzuführen ist. 
Ist u die Dichte dieser Größe, beschreibt der Vektor f ihren Fluß und ist n der nach 
außen gerichtete Normalenvektor auf 3G, so gilt 
< 1 2 8 > 5 
u d g = - ( f , n ) ds 
ÖG 
((f, n) bezeichnet das Innenprodukt von f und n). Sind u und f stetig di f feren-
zierbar, so liefert der Gaußsche Satz und die Vertauschung von Integration und 
Differentiat ion 
r 
(u + d i v O d g = 0 . 
Da G hier beliebig gewählt werden kann, folgt daraus die differentielle Form des 
Erhaltungsgesetzes 
(1.29) u + d i v f = 0 
Ist der betrachtete physikalische Vorgang in zwei Raumdimensionen konstant , so 
ergibt sich die räumlich eindimensionale Erhaltungsgleichung (1.27). 
Die Erhaltungsgleichung (1.27) kann man auch in der quasilinearen Form 
df (u ) 
(1.30) u, + a ( u ) u = 0 m i t a(u): = 
1 x d u 
schreiben. Damit bekommt man Anschluß an die Berechnung der Charak-
teristiken wie sie in Beispiel 1 ausgeführt wurde. Die Steigungen der Charak-
teristiken sind hier jedoch lösungsabhängig. Die Konsequenz aus dieser Tatsache 
werden wir eingehend in Kapitel 2 erörtern. 
Der einfachste nichtlineare Fall ergibt sich für f(u) = u2/2. Die zugehörige Er-
haltungsgleichung 
(1.31) V ( j » ' ) x = » 
heißt Burgers-Gleichung [3]. Es ist ein sehr einfaches Model l einer e indimen-
sionalen Strömung eine Flüssigkeit ohne Viskositätseffekte, die aber doch we-
sentliche nichtlineare Effekte enthält. Diese Gleichung wird uns als Prototyp noch 
öfters über den Weg laufen. 
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Beispiel 3 (Allgemeine guasilineare Differentialgleichung erster Ordnung): 
Die lineare Transportgleichung und die Erhaltungsgleichung sind Beispiele der 
al lgemeinen quasilinearen Differentialgleichung erster Ordnung 
(1.32) a ( x , y , u ) u + b ( x , y , u ) u = c ( x , y , u) 
x y 
Für das Cauchyproblem dieser quasilinearen Differentialgleichung läßt sich ein 
al lgemeiner Existenzsatz angeben, welcher aber nur eine lokale Lösung, d.h. in 
einem gewissen Intervall [0, t 0] mit t 0 > 0, garantiert. Eine globale Lösung in R 0 
muß nicht existieren. Man betrachtet auch hier die Lösung entlang charakteri-
stischer Kurven, welche durch die Bedingungen 
d x d y d u 
(1.33) — = a ( x , y , u ) , — = b ( x , y , u ) , — = c ( x , y , u ) 
ds ds ds 
definiert werden. Die Gleichungen (1.33) bilden ein autonomes System von ge-
wöhnl ichen Differentialgleichungen. Sind a, b, c und die Anfangswerte stetig 
dif ferenzierbar, so kann man mit Hilfe der Theorie der gewöhnlichen Dif feren-
t ialgleichungen die Existenz einer lokalen Lösung zeigen. 
Beispiel 4 (Wellengleichung): 
Die Wel lengleichung (1.16) kann in ein System von Differentialgleichungen erster 
Ordnung übergeführt werden. Dazu führen w i rd ie Variablen p = u t und q = c u x 
ein. Die Wel lengleichung ist dann äquivalent zu einem System zweier Evolutions-
gleichungen 
Pt - c qx = 0 , 
(1.34) 
q t - c p x = 0 . 
In Matrixschreibweise lautet die Wellengleichung dann 
(1.35) v t + A v x = 0 
mit 
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Die Differentiation des Vektors v ist komponentenweise zu verstehen. Die Matrix 
A hat zwei verschiedene reelle Eigenwerte X] = c, Ä2 = -c und ist strikt hyper-
bolisch nach Definit ion 2 für c ^ 0. Für das System (1.34) oder (1.35), bestehend 
aus zwei Gleichungen, ergeben sich zwei ausgezeichnete Richtungen, welche 
durch diese Eigenwerte bestimmt sind. In der (x,t)-Ebene haben diese zwei 
Familien von Charakteristiken die Steigungen 1/c bzw. -1/c. Jegliche Information 
setzt sich entlang dieser Geraden fort. 
Die Wel lengleichung nimmt eine einfache Gestalt an, wenn wir zu sogenannten 
charakteristischen Variablen übergehen. Bezüglich dieser Variablen nimmt die 
Matrix A Diagonalgestalt an und die beiden Gleichungen entkoppeln sich. Um 
(1.34) in eine solche charakteristische Form zu bringen benötigen wir die 
Rechtseigenvektoren n, r2 der Matrix A. Wir schreiben sie in Form einer Matrix 
R = (n, r2) deren Spalten die Eigenvektoren sind. Es gilt 
(1-36) 
wobe i R-1 die inverse Matrix zu R bezeichnet. Die Zeilen von R-1 sind gerade die 
Linkseigenvektoren von A. Die Rechts- und Linkseigenvektoren (1.36) bi lden 
jeweils ein Orthonormalsystem. Wir multiplizieren nun (1.35) mit der inversen 
Matrix R-1 und erhalten 
R _ 1 v + R _ 1 A v = 0 . 
t X 
Mit den charakteristischen Variablen w = R-1 v ergibt sich weiter 
(1.37) w t + D w x = 0 , 
wobei D = diag (c, -c) = R-1 A R die Diagonalmatrix mit den Eigenwerten als 
Diagonalelemente bezeichnet. Das Gleichungssystem (1.37) ist nun ein System aus 
zwei Gleichungen, welche entkoppelt sind. Ausgeschrieben lauten diese Glei-
chungen 
(p - q)t + c(p - q ) x = 0 
(1.38) 
(p + q)t - c(p + q ) x = 0 . 
Wir können die Überlegungen in Beispiel 1 auf beide Gleichungen anwenden 
und eine allgemeine Lösung p, q e O ( IR x RQ) des Cauchyproblems für die 
Wel lengleichung (1.34) mit den Anfangswerten 
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(1 39) p ( x , 0 ) = p o ( x ) , q ( x , 0 ) = q Q ( x ) , x e R , 
angeben. Dabei seien die Funktion p 0 und q 0 stetig differenzierbar. Entlang der 
+ c-Charakteristik gilt p - q = konstant, d.h. (p - q) (x,t) = p Q (x-ct) - q 0 (x-ct). 
Ana log gilt entlang der -c-Charakteristik (p + q) (x,t) = p 0 (x + ct) + q 0 (x + ct). 
Damit erhält man die Lösung des Cauchyproblems als Lösung dieser zwei Glei-
chungen in der Form 
(1.40) 
p (x, t) = ^ ^ p Q ( x - c t ) - q Q ( x - c t ) + p Q ( x + ct) + q Q ( x + c t ) j , 
q ( x , t ) = i p o ( x - c t ) + q Q ( x - c t ) + p Q ( x + ct) + q Q ( x + c t ) j . 
In Figur 1.3 ist dies geometrisch in der (x,t)-Ebene veranschaulicht. In dem bel iebi-
gen Punkt (x,t) werden die Charakteristiken angetragen. Die Charakteristiken 
werden bis zu den Anfangswerten zurückverfolgt. Aus den Werten von q und p 
an diesen Stellen läßt sich die Lösung nach (1.40) berechnen. 
Figur 1.3 Lösung der Wellengleichung in der (x,t)-Ebene 
Wir sehen, die Lösung v = v (x,t) ist nur durch die Anfangswerte an den Stellen 
x-ct und x + ct bestimmt. Der Abhängigkeitsbereich der Lösung im Punkte (x,t) 
besteht somit aus diesen 2 Punkten. Andersrum beeinflußen die Anfangswerte 
eines Punktes (x 0 l 0) die Lösung entlang beider Charakteristiken, welche in (x 0 , 0) 
starten. Diese beiden Charakteristiken sind somit der Einflußbereich der Anfangs-
werte in (x 0 ,0) . 
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Bemerkunq 2: Ähnlich wie die Lösung des Cauchyproblems (1.34), (1.39) läßt sich 
auch die Lösung des Cauchyproblems von (1.16) mit den Anfangswerten 
(1.41) u ( x , 0 ) = f ( x ) , u t ( x , 0 ) = g ( x ) , x e R , 
bestimmen. Die Lösung lautet 
(1.42) u ( x , t ) = - ( f ( x + ct) + f ( x - c t ) ) + — 
2 2c 
x + ct 
x-ct 
Für dieses Anfangswertproblem ist der Abhängigkeitsbereich der Lösung im 
Punkte (x,t) gerade das Intervall [x-ct, x + ct] (Figur 1.4). Der Einflußbereich eines 
Punktes (x 0 , 0) ist der in Figur 1.5 schraffierte Bereich, welcher durch die Charak-
teristiken in (x 0, 0) begrenzt wird. 
Figur 1.4 Abhängigkeitsbereich Figur 1.5 Einflußbereich 
Beispiel 5 (Eulerqleichunqen): 
Die Gleichungen einer kompressiblen Strömung ohne Viskosität wird durch ein 
System hyperbolischer Erhaltungssätze beschrieben. In einer kartesischen Raum-
koordinate lauten sie 
(1.43) u t + f (u ) x = 0 
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mit 
(1.44) u = 
P 
pv 
e ) f(u) = ( 
pv 
pv2 + p 
v (e + p) ) 
wobei u der Vektor der Erhaltungsgrößen ist: p ist die Dichte, p v die Impulsdichte 
und e die Energiedichte. Neben den Erhaltungsgrößen treten in (1.43), (1.44) 
noch die Geschwindigkeit v und der Druck p auf; p , v und p werden oft als die 
primitiven Variablen bezeichnet. Zusätzlich zu den Erhaltungsgleichungen (1.43) 
benöt igt man noch eine Bestimmungsgleichung für den Druck in der Form p = 
p ( p , e ) , wobei e die spezifische innere Energie ist. Es gilt die Beziehung 
(1.45) e = p e + - p v 2 . 
2 
Für ideale Gase ist die Bestimmungsgleichung für den Druck, üblicherweise 
Zustandsgieichung genannt, gegeben durch 
(1.46) p = ( Y _ l ) p e 
wobei Y der Adiabatenindex (d.h. Verhältnis der spezifischen Wärme) genannt 
wird. 
Die verschiedenen Gleichungen des Systems (1.39) drücken integrale physika-
lische Erhaltungssätze aus: die Erhaltung der Masse, des Impulses und der Ener-
gie. 
Eine Einführung in die Theorie der Charakteristiken f indet man natürlich in je-
dem Lehrbuch über partielle Differentialgleichungen (z.B. [26], [30]). Sehr aus-
führl ich behandelt Sauer in [58] diese Theorie. Neben der ausführlichen Charak-
teristikentheorie geben spezielle Lehrbücher über hyperbolische Differential-
gleichungen wie die von Jeffrey [29] und Witham [69], auch eine Fülle von A n -
wendungen auf verschiedenen hyperbolischen Gleichungen an. 
1.3 Näherunqsverfahren. Differenzenverfahren 
Wie wir in Abschnitt 1.2 gesehen haben, spielen die Charakteristiken bei hyper-
bolischen Differentialgleichungen eine zentrale Rolle. Insofern liegt es natürl ich 
nahe, daß Näherungsverfahren sich auf die Theorie der Charakteristiken stützen. 
- 1 8 -
Es gibt im wesentl ichen zwei Ansätze, sich diese Theorie zu nutze zu machen. Die 
Verfahren, welche wir zum ersten Ansatz zurechnen, werden Charakterist iken-
verfahren genannt. Der Ausgangspunkt dieser Verfahren sind die Bestimmungs-
gleichung der Charakteristiken zusammen mit der Differentialgleichung in der 
charakteristischen Form. Im Falle einer quasilinearen Differentialgleichung erster 
Ordnung geht man von den charakteristischen Gleichungen (1.33) aus, statt von 
der Differentialgleichung (1.32). Die charakteristischen Gleichungen werden 
etwa als System gewöhnlicher Differentialgleichungen gelöst. Der zweite Ansatz 
führ t zu Differenzenverfahren, denen die ursprüngliche Differentialgleichung 
zugrunde liegt, deren Differenzenbildung aber von der Richtung der Charak-
teristiken oder Signalausbreitung abhängt. Wir wol len beide Ansätze hier kurz 
skizzieren. 
Zunächst zu dem Charakteristikenverfahren. Wir betrachten die quasil ineare 
Gleichung 
(1.47) u L + a (x, t, u ) u x = b (x, t, u) . 
Nach Beispiel 3 sind die Charakteristiken und die Lösung durch die Gleichungen 
d t d x d u 
— = 1 , — = a (x, t, u) , — = b (x, t, u) 
ds ds ds 
bestimmt. Daraus erhält man die Gleichungen 
(1.48) d x = a d t , d u = bd t . 
Zunächst führen wir eine Diskretisierung der Zeit ein. Wir wol len das Verfahren 
für den ersten Zeitschritt At skizzieren. Dazu greifen wir einen beliebigen Punkt 
Po = (x 0 , 0) auf der x-Achse heraus. Wir berechnen nun die Steigung der Cha-
rakteristik im Punkte P 0 : a 0 = a (x 0, 0, u 0) mit u 0 = u (x 0, 0) und aus der ersten 
Gleichung von (1.48) eine Näherung von Pi (Figur 1.6) 
( 1 4 9 > x < " - x =a A t . 
1 O 0 
Dabei approximierten wir die Differentiale durch endliche Differenzen. In ähn-
licher Weise benutzen wir die zweite Gleichung in (1.48), um eine Approximat ion 
der Lösung in Pi zu erhalten: 
(1.50) u ' " - u = b AL 
4 ' I U 0 
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Figur 1.6 Charakteristikenverfahren 
mit b 0 = b (x 0 , 0, u 0 ) . Somit haben wir eine erste Approximation des Punktes Pi 
und der Lösung in P i . Diese erste Näherung wird nun benutzt, um bessere Werte 
zu erhalten. Dabei gehen wir wieder von den charakteristischen Gleichungen 
(1.48) aus. Die Koeff izienten a, b werden jetzt aber durch Mittelwerte approxi-
miert. Wir erhalten als zweiten Schritt 
x<2> _ x = - L + a ( » ) A t 
l o 2 V 0 1 / 
(1.51) 
u<*> u = i f b + b',"') A t 
mit 
a , 1 1 ) = a ( x ( 1 1 ) , A t ) u l 1 " ) , b (/> = b ( x « / ' , A t , u « » ) . 
Zur Erhöhung der Genauigkeit kann der zweite Schritt mehrmals wiederhol t 
werden (Iteration). Wir haben dieses Verfahren hier für einen Punkt P 0 beschrie-
ben. Es wird natürlich gleichzeitig für mehrere Punkte angewandt und man er-
hält eine Approximat ion der Lösung für t = At. Dies wird nun sukzessive wieder-
holt bis man am gewünschten Zeitpunkt angelangt ist. 
Der Vortei l solcher Charakteristikenverfahren ist, daß sie sehr gut die Richtung 
der Signalausbreitung und damit den Einflußbereich der Anfangswerte im 
Näherungsverfahren übernehmen. Insofern sind diese Verfahren bezüglich der 
Genauigkeit der Approximationen im allgemeinen anderen Verfahren über-
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legen. Bei Systemen von hyperbolischen Differentialgleichungen gilt es natürl ich 
für ein Charakteristikenverfahren mehrere Charakteristiken zu verfolgen. Dem-
entsprechend werden diese Verfahren komplexer und komplizierter. Einen ent-
scheidenden Nachteil haben diese Verfahren bei der Approximation von nicht-
l inearen Gleichungen. Hier kann es zu Schnittpunkten von Charakteristiken 
kommen. Überall dort wird keine stetige Lösung mehr existieren, aber durchaus 
eine sogenannte schwache Lösung, welche auch eine Lösung des zugrunde lie-
genden physikalischen Problems ist. Es treten sogenannte Stoßwellen (Shock 
Waves) auf. In dieser Situation versagen zunächst Charakteristiken-Verfahren. Sie 
können für viele Probleme jedoch geeignet modifziert werden, indem solche 
Schnittpunkte von Charakteristiken aufgespürt werden, dort eine ünstet igkeit in 
die Näherungslösung eingeführt wird und ihre Ausbreitungskurve als innerer 
Rand im Verfahren verfolgt wird (Shock-fitting). Dies geht solange gut, solange 
sich dies um einzelne Kurven handelt. Treten diese Unstetigkeiten sehr häufig auf 
oder kommt es gar zur Wechselwirkung von ihnen, ist das Charakteristiken-
Verfahren nicht mehr effizient oder nicht mehr durchführbar. Das zugehörige 
Computerprogramm ist von der Struktur her sehr kompliziert und muß alle Un-
stetigkeitskurven verwalten und verfolgen. Dies macht ein solches Programm 
insbesondere sehr uneffektiv auf einem Vektorrechner und damit nicht anwend-
bar auf größere praktische Probleme, wie die Berechnung mehrdimensionaler 
kompressibler Strömungen. 
Demgegenüber sind Differenzen-Verfahren, bei denen die Ablei tungen durch 
einfache Differenzenquotienten ersetzt werden, von der Struktur her sehr ein-
fach und eff izient auf einem Vektorrechner zu codieren. Die Güte dieser Ver-
fahren basiert zunächst auf der Gültigkeit von Taylorentwicklungen, welche 
garantieren, daß der Differenzenquotient eine sinnvolle Approximat ion darstellt. 
Wir werden später zeigen, daß es aber gelingt, Differenzenverfahren zu kon-
struieren, welche lokal die Richtung der Charakteristiken berücksichtigen und 
auch an Unstetigkeiten automatisch physikalisch und mathematisch sinnvolle 
Lösungen produzieren (Shock-capturing). Dabei bleibt die einfache Struktur des 
Differenzenverfahrens im wesentlichen erhalten. 
Zusammenfassend kann man sagen, daß Charakteristikenverfahren sicher die 
genauesten und besten Verfahren sind, falls glatte Lösungen oder auch noch 
"nichtkompl iz ier te" stückweise glatte Lösungen existieren. Für al lgemeine nicht-
lineare Probleme - auch mit komplizierter Struktur der Lösungen - sind die 
"charakteristischen" Differenzenverfahren, welche wir später vorstellen, besser 
geeignet. 
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Wir wol len uns nun kurz den Grundlagen von Differenzenverfahren zuwenden. 
Ist eine Funktion u = u (x, t) beliebig oft stetig differenzierbar u e C°°( R x R 0 ) , so 
führen Taylorentwicklungen auf die Gleichungen 
(1.52) u ( x + A x , t ) = u ( x , t ) + A x u x ( x , t ) + l A x 2 U x x ( x , t ) + \ A x 3 u m ( x , t) + 0 ( A x 4 ) 
(1.53) u ( x - A x , t ) = u ( x , t ) - A x u (x , t ) + \ A x 2 U x x ( x , t ) - \ A x 3 u x x x (x, t) + 0 ( A x 4 ) 
Wie üblich schreiben wir f (x) = 0 (Ax) falls |f (x)| < k A x für Ax -» 0, mit k e R +. 
Daraus erhalten wir einfache Approximationen der Ablei tung u x im Punkte (x, t). 
Etwa aus (1.52) folgt der sogenannte rechtsseitige Differenzenquotient 
/ „ r - „ \ u ( x + A x . t ) - u ( x , t ) 
(1.54) ; = u (x, t) + 0 (Ax) , 
A x x 
aus (1.53) der linksseitige Differenzenquotient 
/ „ r-r-\ U ( X , t) - U(X - A x . t ) 
(1.55) ; = u (x , t ) + 0 ( A x ) , 
A x x 
oder bildet man die Summe von (1.52) und (1.53) ergibt sich der zentrale Diffe-
renzenquotient 
„ c n U ( X + A x , t ) - U(X - A x , t ) . x . f t / A ^ (1.56) — = u (x , t ) + 0 ( A x ) . 
2 A x 
Analog ergibt sich eine Approximation der Zeitableitung in der Form 
cn\ u (x, t + A t) - u (x, t) 
(1.57) = u (x , t ) + 0 ( A t ) 
A x 1 
oder 
(1.58) u ( » , t ) - u ( » , t - A t ) = ( X ) t ) + 0 ( A t ) 
A t 1 
welche der vorwärtsgenommene oder beziehungsweise der rückwärtsgenom-
mene zeitl iche Differenzenquotient genannt wird. Analog ergibt sich der zen-
trale zeitl iche Differenzenquotient. Die Differenzenapproximation einer par-
tiel len Differentialgleichung ist natürlich motiviert durch die Definit ion einer Ab -
leitung als Grenzwert des Dif ferenzenquotienten, z.B. 
u x (x, t) = H m (u (x + A x , t) - u (x, t)) / A x 
A x - » 0 
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Falls u stetig differenzierbar ist, wird man natürlich erwarten, daß der Dif feren-
zenquot ient eine geeignete Approximation der Ablei tung darstellt, falls Ax klein 
aber endlich ist. Die Terme auf der rechten Seite der Dif ferenzenapproxima-
t ionen (1.54) - (1.58), mit 0 (Ax), 0 (Ax2) oder 0 (At) bezeichnet, nennt man den lo-
kalen Diskretisierungsfehler oder Abbruchfehler der Dif ferenzenapproximation. 
Wir wol len uns nun ein paar Differenzenapproximationen des Cauchyproblems 
der l inearen Transportgleichung (1.21), (1.22) mit konstantem c e R anschauen. 
Wir führen eine Diskretisierung des RaumesIR xRo ein, wobei der Raumschritt Ax 
und der Zeitschritt At als konstant angenommen werden, d.h. wir unterteilen die 
(x, t)-Ebene in Rechtecke mit der Länge Ax und At (siehe Figur 1.7). Die Gitter-
punkte bezeichnen wir mit (xj, t n ) , wobei 
(1.59) x . = i A x , t = n A t , i e Z , n e l N 
Den Wert der Näherungslösung an dem Gitterpunkt P = (xj, t n) bezeichnen wir 
kurz mit Ujn. Approximieren wir die Raumabteilung mit zentralen Dif ferenzen 
und die Zeitableitung mit vorwärtsgenommenen Dif ferenzenquot ienten, so 
erhalten wir das Näherungsverfahren 
n +1 n n n 
U. - U. U. . , - U. , 
l l i + l l - l 
+ c : = 0 





Figur 1.7 Diskretisierung 
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oder nach u i " + 1 aufgelöst 
(1.60) u n + 1 = u n - — ( u n + 1 - u " , ) . 
Analog erhalten wir unter Benutzung linksseitiger oder rechtsseitiger Dif feren-
zen 
(1-6D " T = • * - £ ( » . • " " " - . ) 
oder 
( ' • « ) - r + , = « r - f ( " m - r ) -
Ausgehend von den bekannten Werten U j " , welche die Lösung der Differential-
gleichung in den Gitterpunkten (xi , t n) approximieren, liefern diese Gleichungen 
Rechenvorschriften wie u\" + 1 berechnet werden kann. 
Wir sehen an den Verfahren (1.60) bis (1.62), welche alle die Zeitableitung mittels 
vorwärtsgenommenen Differenzenquotienten approximieren, daß nach der Un-
bekannten U in+1 aufgelöst und direkt neue Näherungswerte auf der Zeitschicht 
t = t n + 1 berechnet werden kann. Man kann diese Werte explizit berechnen. 
Definit ion 3: Ein Differenzenverfahren heißt explizit, falls die Dif ferenzen-
gleichung nach den neuen Werten explizit aufgelöst werden kann. Andernfal ls 
heißt das Verfahren implizit. 
Implizite Verfahren treten auf, falls zur Approximation der Zeitableitung rück-
wärtsgenommene oder zentrale Differenzenquotienten benutzt werden. Bei-
spiele für implizite Verfahren sind 
0.63) + £ ( • r , - > c , H 
mit rückwärtsgenommenen Differenzenquotient für die Zeitableitung und links-
seitigem für die Raumableitung. Ein Verfahren, welches für beide Able i tungen 
den zentralen Differenzenquotienten benutzt, istdas sogenannte Crank-Nicolson 
Verfahren (siehe [41]) 
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(1.64) u. n + 1 + 2 A x 
c A t 
u. 
n + 1/2 
'i + l - u 
n + 1/2 
i - 1 ) n 
mit 
u. 
n + 1/2 n + 1 ) 
Man sieht an diesen Beispielen, daß die impliziten Näherungsverfahren auf die 
Lösung eines linearen Gleichungssystems führen oder auf ein nichtlineares 
Gleichungssystem im Falle einer nichtlinearen Differentialgleichung. 
Es gibt noch gewisse Mischformen von expliziten und impliziten Verfahren. Wird 
ein implizites Differenzenverfahren mittels eins Praediktor-Korrektor Ansatzes 
gelöst und damit explizit auflösbar, so nennt man diese Verfahren oft halbim-
plizit. Man sieht schon an der Fülle der angegebenen Differenzenverfahren - und 
wir könnten hier weiter fortschreiten -, daß man gewisse Kriterien benöt igt , um 
im voraus schon entscheiden zu können, welches Verfahren für ein Problem ge-
eignet oder ungeeignet ist. Man benöt igt somit eine gewisse Anzahl von Beur-
tei lungskriterien. Neben recht al lgemeinen Kriterien können auch sehr spezielle 
Kriterien herangezogen werden, welche vom Typ der Gleichung oder sogar von 
der Struktur der Lösung abhängen. Wir wol len hier zunächst einige al lgemeine 
Beurteilungskriterien für Näherungsverfahren angeben. 
Grundlegende Eigenschaften sind die Konsistenz, Stabilität und Konvergenz 
eines Näherungsverfahrens. Wir wol len diese Eigenschaften hier kurz skizzieren. 
Dazu schreiben wir das Anfangswertproblem einer Evolutionsgleichung in der 
Operatorschreibweise 
wobei A ein Differentialoperator ist, definiert in einem Banachraum B mit der 
Norm II ||, d.h. eine Abbi ldung von D A -> B mit D A C B. Diese Evolutionsgleichung 
wird approximiert durch ein Differenzenverfahren, welches wir in der Form 
(1.65) u t = A u , u ( x , 0 ) = q ( x ) m i t x elR 
(1.66) u n + 1 = Q u n , u ° = q ( x . ) , i e Z 
schreiben. Dabei bedeutet un = { u ^ i ^ d i e Näherungslösung zum Zeitpunkt 
t n = nAt. 
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Konsistenz bedeutet, daß das Näherungsverfahren eine Approximat ion der Aus-
gangsgleichung darstellt. Setzt man die exakte Lösung in das Näherungsver-
fahren ein, so ergibt sich ein Fehler, welcher bei Verkleinerung der Schrittweiten 
natürlich gegen Null streben sollte. 
Definition 4: Das Differenzenverfahren (1.66) heißt konsistent mit der Evolu-
t ionsgleichung (1.65), falls 
(1.67) | | u ( x , t n + 1 ) - Q u ( x , t n ) | | . < A t ( 0 (AxP) + 0 (At q ) ) 
mit p, q > 1. Dabei heißt p und q die Konsistenzordnung der Raum- beziehungs-
weise der Zeitdiskretisierung. Das Argument der Norm in (1.67) nennt man den 
lokalen Diskretisierungsfehler. 
Wi r sollten darauf hinweisen, wie die Norm in (1.67) zu verstehen ist. Wir haben 
dies der Einfachheit halber etwas unpräzise formuliert. Das Argument der Norm 
in (1.67) ist eigentlich eine Gitterfunktion, so daß diese Norm || ||j als diskrete 
Version von || || in B zu verstehen ist. Ist etwa 
||u|| = m a x ||u(x)|| , 
x e R 
so wäre die zugehörige diskrete Version 
||u||. = m a x ||u.|| . 
i e l 
In den Formeln für die Differenzenquotienten (1.54) - (1.58) haben wir ihren 
lokalen Diskretisierungsfehler auf der rechten Seite mit aufgeführt . Setzen wir 
diese Ausdrücke zum Beispiel in das Verfahren (1.60) ein, so erhalten wir 
A t ( u t (x, t) + c u x ( x , t)) = A t (O (At) + 0 (Ax 2 ) ) . 
Da u die Lösung der Differentialgleichung ist, ist der Ausdruck in der Klammer 
Null und der rechte Term zeigt gerade den Diskretisierungsfehler an. Das Ver-
fahren (1.60) besitzt somit die Konsistenzordnung 1 und 2 in Zeit- bzw. Raum-
richtung. 
Die Konsistenz eines Verfahrens zeigt uns, daß es eine sinnvolle Approx imat ion 
des Ausgangsproblems ist. Dies sagt jedoch noch nichts darüber aus, daß die 
Näherungslösung nahe bei der exakten Lösung liegt. Zusätzlich müssen wir zu-
mindest fordern, daß die Näherungslösung gegen die exakte Lösung strebt, falls 
die Schrittweiten gegen Null streben. 
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Definition 5: Das Differenzenverfahren (1.66) heißt konvergent gegen die 
Lösung u von (1.65) in der Norm || ||, falls 
(1.68) | | u (x , t ) - u n | | . -> 0 f ü r A t , A x - > 0 . 
Man nennt ||u (x# t) - un||. den globalen Disrektisierungsfehler und ein Verfahren 
besitzt die Konvergenzordnung (p, q), falls dieser Ausdruck O (AxP) + O (At q) ist. 
Die Konsistenz und die Konvergenz sind beides Aussagen, welche garant ieren, 
daß ein Näherungsverfahren die gewünschte Lösung liefert, falls die Schritt-
wei ten gegen Null streben. Dies ist sicherlich eine notwendige Eigenschaft eines 
Näherungsverfahrens, sagt aber noch nicht so sehr viel darüber aus über die 
"Qual i tä t " der Näherungslösung für eine endliche Schrittweite, auf die wir ja in 
Rechnungen angewiesen sind. Da der Rechenaufwand eines Verfahrens stark 
anwächst mit der Anzahl der Gitterpunkte, ist üblicherweise ein Verfahren 
gesucht, welches gute Näherungslösungen liefert unter Benutzung von möglichst 
wenigen Gitterpunkten. Die Konsistenz- und Konvergenzordnung gibt hier na-
türl ich schon gewisse Anhaltspunkte. Für praktische Probleme wird im allge-
meinen ein Verfahren erster Ordnung nicht in Frage kommen. Eine andere sehr 
wichtige Eigenschaft eines Näherungsverfahrens ist die der Stabilität. Ein 
Näherungsverfahren kann natürlich nur stabil sein, falls das exakte Problem diese 
Eigenschaft besitzt. Man setzt voraus, daß das Anfangsproblem sachgemäß 
gestellt ist. 
Definition 6: Die Anfangswertaufgabe (1.65) heißt sachgemäß gestellt, falls sie 
fo lgende Eigenschaften besitzt: 
1. Existenz: (1.65) ist lösbar für beliebige Anfangswerte aus B (dichte Teilmenge) 
2. Eindeutigkeit: die Lösung von (1.65) ist eindeutig 
3. Stabilität (stetige Abhängigkeit von den Anfangswerten): Die Lösung genügt 
einer Lipschitzbedingung bezüglich den Anfangswerten. 
Ein Näherungsverfahren angewandt auf ein sachgemäß gestelltes Anfangswert-
problem, sollte diese Eigenschaften erhalten. Für ein explizites ist die Forderung 
der Existenz und der Eindeutigkeit einer Näherungslösung trivial, da die Lösung 
durch eine explizite Rechenvorschrift gegeben ist. Bei einem impliziten Verfahren 
ist dies natürlich nicht so. Wird ein solches Verfahren angewandt auf ein sach-
gemäß gestelltes Problem, so sollte Existenz und Eindeutigkeit einer Näherungs-
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lösung gesichert sein. Für beide Verfahrenstypen ist die Stabilität ein zentraler 
Begriff. Neben dem lokalen Diskretisierungsfehler treten bei der praktischen Be-
rechnung auf dem Computer zusätzlich noch Rundungsfehler auf. Stabilität des 
exakten Problems und Stabilität des dazugehörigen Näherungsverfahrens garan-
t ieren, daß trotz solcher (kleiner) Fehler die Näherungslösungen "ähn l ich" der 
exakten Lösung sind. Diese zusätzliche Eigenschaft garantiert uns erst, daß wir 
auch bei einer endlichen Schrittweite und nicht nur für At, Ax -+ 0, eine gute 
Näherungslösung erhalten. Die Stabilität eines Anfangswertproblems läßt sich 
folgendermaßen def inieren: 
Definit ion 7: Das Verfahren (1.66) heißt stabil in der || ||-Norm, falls eine 
Konstante K unabhängig von den Schrittweiten existiert mit 
0 - 6 9 > | | u n - ü l . < K ||u° - ü°||. , 
wobei un und Qn Näherungslösungen nach (1.66) mit den Anfangswerten uo bzw. 
ü° sind. 
Die Konstante K hängt im allgemeinen natürlich ab von t = nAt. Für lineare Pro-
bleme gibt es einige Standard-Methoden, die Stabilität eines Näherungsver-
fahrens zu untersuchen, etwa die Fouriermethode oder von Neumann Methode 
(siehe [53]). Ebenso im linearen Fall für ein sachgemäß gestelltes Problem gilt das 
berühmte Theorem von Lax 
Konsistenz + Stabilität <4> Konvergenz. 
Im nichtlinearen Fall gibt es solche allgemeinen Resultate nicht mehr. Eine nicht-
lineare Stabilitätsanalysis ist oft sehr schwierig und gelingt nur für spezielle Glei-
chungen. 
Wir wol len uns im folgenden kurz mi tder sogenannten heuristischen "Stabilitäts-
theor ie" von Hirt (siehe [64]) beschäftigen. Dabei wird die exakte Lösung in das 
Differenzenverfahren eingesetzt und auf die rechte Seite der Diskretisierungs-
fehler geschrieben. Nun analysiert man diese Gleichung bezüglich ihrer Stabilität. 
Für das explizite Verfahren mit linksseitigen Differenzen (1.61) erhält man mit 
X = At/Ax 
(1.70) u, + cu = - A x (cu - Au..) + O ( A x 2 ) . 
t X o xx et 
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Wir wol len hier X = konst. voraussetzen. Die Ablei tung u« kann man mit Hilfe 
der Differentialgleichung umrechnen; so gilt wegen ut + c u x = 0: 
(1.71) U t t = ( - C U A = - C U t x = c 2 u x x 
und (1.70) läßt sich in 
(1.72) u + cu = - A x c O - X c ) u + 0 ( A x 2 ) 
t x 2 XX 
überführen. Diese Gleichung zeigt nun, daß unsere Approximation ein Verfahren 
erster Ordnung ist für die hyperbolische Transportgleichung (1.21), jedoch ein 
Verfahren zweiter Ordnung für die parabolische Gleichung (1.72), die sich ergibt, 
wenn wir den ersten Term des Diskretisierungsfehlers noch der Differential-
gleichung hinzurechnen. Unser Näherungsverfahren ist somit eine bessere A p -
proximation der Gleichung (1.72) wie der originalen hyperbolischen Gleichung. 
Von der Theorie der partiellen Differentialgleichungen weiß man nun, daß das 
Anfangswertproblem für diese parabolische Gleichung genau dann stabil ist, falls 
der Term vor u x x (z.B. Wärmeleitkoeff izient) positiv ist. Das Verfahren (1.61) ist 
somit stabil, falls 
(1.73) c > 0 u n d X c < l . 
Analog ergibt sich für das explizite Verfahren mit linksseitigen räumlichen Dif-
ferenzen die modifizierte Gleichung 
(1.74) u t + c u x = {- A x c (1 + Xc) u ^ + 0 ( A x 2 ) . 
Dies besagt, daß dieses Verfahren stabil ist unter der Bedingung 
(1.75) c < 0 , X o - l . 
Für das explizite Verfahren mit zentralen Differenzen folgt aus der Hirtschen 
Stabilitätsanalyse, daß es unter keinen Umständen stabil ist. Diese Resultate 
stimmen mit den Resultaten anderer Methoden wie der Fouriermethode überein. 
Diese heuristische Methode, bei dem der erste Term des lokalen Diskretisierungs-
fehlers Aufschluß über das Stabilitätsverhalten gibt, hat den Vortei l , daß sie auch 
auf nichtlineare Probleme anwendbar ist. Jedoch muß die modifizierte Gleichung 
noch einer Stabilitätsanalyse zugänglich sein. Die Terme höherer Ordnung, 
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welche hier vernachlässigt werden, können natürlich zusätzlich eine gewisse 
Rolle spielen. Wir erhalten aus dieser Stabilitätsanalyse natürlich auch keine ex-
akte Aussage in der Form der Ungleichung (1.69) aus der Definit ion der Stabilität. 
Diese Ergebnisse der Stabilitätsuntersuchung können wir uns auch noch auf 
andere Art und Weise verständlich machen. Wir schauen uns hierzu den Abhän-
gigkeitsbereich unserer Näherungsverfahren an. Die obigen Stabilitätsergebnisse 
besagen nun gerade, daß der numerische Abhängigkeitsbereich, wie er etwa in 
Figur 1.8 skizziert ist, den Abhängigkeitsbereich, wie er durch die Charak-
teristiken gegeben ist, überdecken muß. Diese Stabil itätsbedingung wird nach 
Courant, Friedrichs und Levinson die CFL-Bedingung genannt (siehe [62], [53]). 
x ® x I X ® X X ® x 
I 
® ® ® [ ® ® x x ® ® 
zentral linksseitig rechtsseitig 
Figur 1.8 Abhängigkeitsbereich der Differenzenverfahren (1.60), (1.61), (1.62) 
Nach diesen Betrachtungen können wir auch ein explizites Verfahren angeben 
für eine lineare Advektionsgleichung mit c = c (x, t), bei dem lokal die Richtung 
der Dif ferenzenbi ldung nach den charakteristischen Richtungen umgeschaltet 
w i rd : 
|
u n - u n . fa l l s c n > 0 
l l - l l 
u " - u n f a l l s c n < 0 . 
i +1 l l 
Dieses Verfahren wird nach Courant, Isaacson und Ries [6] CIR-Verfahren ge-
nannt. 
Neben diesen Differenzenverfahren, bei denen sowohl Raum als auch Zeitrich-
tung diskretisiert sind, spielen auch sogenannte halbdiskrete Verfahren eine 
große Rolle. Bei diesen Verfahren wird nur in einer Richtung diskretisiert. Wird 
nur in Zeitrichtung diskretisiert und die Zeitableitung durch den rückwärts-
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genommenen Differenzenquotienten ersetzt, so heißt das Verfahren horizontale 
Linienmethode oder Rotheverfahren: 
n + 1 n 
O - 7 7 ) ——— + a u " + 1 = 0 , u°(x) = q(x) , x e R . 
At x 
Wird nur in Raumrichtung diskretisiert, so nennt man dieses Verfahren die ver-
tikale Linienmethode. Ersetzt man etwa die Raumableitung durch einen rechts-
seitigen Dif ferenzenquotienten, so erhält man 
u. - u. 
O - 7 8 ) (u.). + —A 1 = 0 , u.(0) = q(x.) , i e Z . 
1 1 A x 1 1 
Diese halbdiskreten Methoden werden sehr oft für theoretische Aussagen 
benutzt, haben aber durchaus auch praktische Bedeutung. Die Linienmethode 
reduzier td ie partiellen Differentialgleichungen zu einer Folge von gewöhnl ichen 
Differentialgleichungen. Diese können dann etwa sukzessive mit Hilfe eines 
Näherungsverfahrens für gewöhnliche Differentialgleichungen gelöst werden. 
Diese Grundlagen über Näherungsverfahren für hyperbolische Differentialglei-
chungen f inden sich natürlich in jedem Lehrbuch über die numerische Behand-
lung partieller Differentialgleichungen so etwa in [42], [53] und [62]. Für Weiter-
entwicklungen der Stabilitätstheorie von Hirt (siehe [59]). 
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2.0 Skalare Erhaltungsgleichung 
In diesem Abschnitt befassen wir uns mit der einfachsten Gleichung, welche 
nichtlineare Wellenphänomene beschreibt, der skalaren Erhaltungsgleichung 
(2.1) u t + f ( u ) x = 0 . 
Wi r haben diese schon als Beispiel 2 im ersten Kapitel vorgestellt. Eine solche Glei -
chung tritt auf bei der mathematischen Beschreibung physikalischer Erhaltungs-
sätze. Wir haben dies in Kapitel 1 kurz abgeleitet. Der Fluß f (u) sei im fo lgenden 
immer eine glatte Funkt ion: f eC2 (|R). Ist fe ine lineare Funktion f(u) = au mit 
a = konstant, geht die Erhaltungsgleichung (2.1) über in die lineare Transport-
gleichung. Wir suchen eine Lösung des Anfangswertproblems der Erhaltungs-
gleichung (2.1) zu den Anfangswerten 
(2.2) u(x,0) = q(x) , x c IR . 
In Abschnitt 2.1 werden wir untersuchen, inwieweit eine stetig dif ferenzierbare 
Lösung dieses Anfangswertproblems existiert, unter der Annahme, daß die 
Anfangswerte stetig differenzierbar sind. Wir werden sehen, daß im al lgemeinen 
eine solche Lösung nur lokal existiert. Um globale Lösungen zu erhalten, müssen 
wir bezüglich der Stetigkeit etwas "schwächere" Lösungen zulassen. Dieses 
Konzept der schwachen Lösungen des Cauchyproblems (2.1), (2.2) werden wir in 
Abschnitt 2.2 erörtern und motivieren. Der Abschnitt 2.3 ist dann einem aktuel len 
Beispiel gewidmet. 
2.1 Existenz von stetigen Lösungen 
Schreiben wir die Erhaltungsgleichung (2.1) in der quasil inearen Form 
df (u ) 
(2.3) u + a ( u ) u =0 m i t a(u): = — — , 
t x d u 
so erhalten wir Anschluß an die Theorie der Charakteristiken, wie wir sie schon im 
Kapitel 1 verwendet haben. Wir interpretieren die linke Seite in (2.3) als Rich-
tungsableitung in Richtung (1, a(u)) und führen charakteristische Kurven 
C: x = x(s), t = t(s) ein, welche in jedem Punkt diese Richtung haben: 




— = a(u) 
ds 
Wir können dies noch etwas vereinfachen, indem w i r t als Parameter einführen 
und C mit x = x (t) beschreiben. Die Gleichung (2.3) gibt uns nun an, wie sich u 
entlang dieser Kurve C verändert. Auf C haben wir u = u (x (t), t) und nach (2.3) 
du/dt = 0. Fassen wir zusammen, so erhalten wir die Beziehungen 
Da a(u) die Steigung der Charakteristiken bestimmt, wird a auch oft Signalge-
schwindigkeit genannt. Im nichtlinearen Fall ist a eine Funktion von u und wir 
können die erste Gleichung nicht mehr unabhängig von der zweiten Gleichung 
lösen. Wir können jedoch die zweite Gleichung direkt lösen und erhalten 
Ist u jedoch konstant entlang C, so ist auch die Steigung von C - nämlich a(u) -
konstant. Dies bedeutet, daß die Charakteristiken auch im nichtlinearen Falle Ge-
raden sind, deren Steigung jedoch von der Lösung abhängt. Für das Anfangs-
wertproblem (2.1), (2.2) erhalten wir somit die Lösung im Punkte (x, t), wenn wir 
die Charakteristik in (x, t) antragen und bis zu den Anfangswerten zurückver-
fo lgen (Figur 2.1). Diese Charakteristik hat die Gleichung 
(2.5) x = X q + t a (u ( x Q , 0)) = X q + t a (q (XQ)) 
und entlang dieser Charakteristik besitzt u den Wert 
(2.6) u ( x , t ) = q ( x o ) . 
Diese beiden Gleichungen können wir kombinieren, indem x 0 eliminiert wird und 
wir erhalten die Lösung u (x, t) in Form einer impliziten Gleichung 
(2.7) u ( x , t ) = q ( x - t a ( u ( x , t ) ) . 
(2 .4 ) 
u = konstant entlang C. 
Sind die Anfangswerte q stetig differenzierbar, q e Ci (R), so existiert für "h inrei -
chend kleines" t eine Lösung von (2.7) nach dem Satz über implizite Funkt ionen. 
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Figur 2.1 Charakteristiken 
Differenzieren w i rd ie Gleichung (2.7) partiell nach x und t, erhalten wir 
= - q ' a ( u ) = q ' 
( ' U t 1 + q ' b ( u ) t ' 1 + q ' b ( u ) t 
mit b(u) = d a(u)/du. Setzt man diese Ausdrücke in die Erhaltungsgleichung e in, 
so sieht man erneut, daß (2.7) eine Lösung von (2.3) definiert. Wir haben somit 
gezeigt, daß in einem Zeitintervall [0, tQ) mit "hinreichend k le inem" t 0 eine 
Lösung existiert. Wie klein dieses t 0 sein muß, können wir in (2.8) ablesen. So-
lange hier die Nenner ungleich Null sind, ist eine Lösung von (2.3) gegeben. 
Satz 1 (Lokale Existenz einer klassischen Lösung): Das Anfangswertproblem (2.1), 
(2.2) besitzt eine eindeutige Lösung u e O ( R x [ 0 , t 0 D mit 
(2.9) 0 < t < 
0 m a x | q ' b ( u ) | 
q ' b(u) < 0 
falls q c O (IR). Die Lösung u ist gegeben in impliziter Form durch 
u ( x , t ) = q ( x - t a ( u ( x , t ) ) ) 
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Beweis: Die Existenz einer Lösung haben wir hergeleitet. Es bleibt nur noch zu 
zeigen, daß diese Lösung eindeutig ist. Sei ü eine andere Lösung von (2.1), (2.2), 
dann gilt entlang einer Charakteristik 
ü (x, t) = u (x, 0) = q (x) = u (x, t) 
und somit ü = u. 
Man nennt eine solche Lösung u c O des Cauchyproblems oft auch klassische 
Lösung. D 
Bemerkung 1: Im Falle f(u) = cu mit c = konstant, bekommt (2.7) einen expliziten 
Charakter und man erhält die Lösung des Cauchyproblems für die lineare Trans-
portgleichung 
u (x, t) = q (x — et) 
(vergl. Beispiel 1 in § 1.2). 
Für die fo lgenden Beispiele setzen wir jetzt voraus, daß der Fluß der Erhaltungs-
gleichung eine konvexe Funktion sei: 
(2.10) b ( u ) = —IL > 0 
d u 
Wir wol len uns dazu einige typische Anfangswertprobleme für eine solche Erhal-
tungsgleichung anschauen. Die einfachsten nichtlinearen Probleme sind dabei 
Anfangswertprobleme für die Burgersgleichung 
(2.11) u, + uu = u + ( - u 2 ) = 0 
t- x t- \ 2 / x 
Da diese Gleichung schon alle wesentlichen Phänomene der Nichtl inearität des 
konvexen Flusses zeigt, wol len wir uns auf diese Gleichung zunächst beschrän-
ken. Sie ist sozusagen der generische Fall. Denn multiplizieren wir die al lgemeine 
Erhaltungsgleichung mit b(u) = a'(u) erhalten wir mit 
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a(u) + a(u) a (u ) x = 0 
eine Gleichung vom Typ der Burgersgleichung. Diese kann dann gelöst werden 
mit den dazugehörigen Anfangswerten analog zur Burgersgleichung. 
Beispiel 1 (Verdünnunqswelle): 
Wir betrachten das Cauchyproblem für die Burgersgleichung mit den Anfangs-
werten q e O (R): 
i o falls x < 0 
monoton wachsend 0 < x < 1 
1 falls x > 1 
(siehe Figur 2.2). 
Figur 2.2 Anfangswerte 
Das Bild der Charakteristiken sieht folgendermaßen aus (siehe Figur 2.3). In der 
l inken Halbebene haben die Geraden die Steigung <*>, rechts von der Geraden 
x = 1 die Steigung 1. Zwischen x = 0 und x = 1 gilt 1 < 1/q (x) < <» und die 
Steigung 1/q der Charakteristiken fäl l t monoton. Das heißt, die Charakteristiken 
schneiden sich nicht. Es existiert eine globale, stetig differenzierbare Lösung des 
Anfangswertproblems (2.11), (2.12). Dies folgt natürlich auch aus unserem Satz 1. 
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Das Verhalten dieser Lösung können wir aus dem Bild der Charakteristiken ab-
lesen. Die Steigung der Charakteristiken in der (x, t)-Ebene nimmt kontinuierl ich 
ab für wachsendes x, das heißt die Signalgeschwindigkeit nimmt zu. Dies bedeu-
tet, daß sich die Punkte rechts schneller bewegen und der Graph der Lösung 
"auseinandergezogen" wird. Die Figur 2.4 zeigt eine solche Lösung, welche man 
Verdünnungswel le bezeichnet. Der Wert der Ablei tung in x-Richtung fäl l t mono-
ton. Die Übergangszone von Null auf Eins wird größer und der Übergang flacher 
bei fortschreitender Zeit. 
Figur 2.4 Verdünnungswelle zum Zei tpunkt t = t i > 0 
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Beispiel 2 (Stoßwelle): 
Wir betrachten das Cauchyproblem für die Burgersgleichung mit den stetigen 
Anfangswerten 
i 1 f ü r x < 0 1-x f ü r 0 < x < 1 0 für x > 1 
Eine Skizze des Graphs dieser Anfangswerte ist in Abbi ldung 2.5 gezeichnet. Die 
Funktion q ist monoton fallend und ist bis auf die Punkte x = 0 und x = 1 stetig 
differenzierbar. Diese Ausnahmepunkte spielen hier keine Rolle, das Zusammen-
brechen der Lösung ist unabhängig davon. Der lineare Übergang von Eins nach 
Null vereinfacht das Bild der Charakteristiken nur etwas. 
In Figur 2.6 haben wir das Bild der Charakteristiken aufgezeichnet. Die Steigung 
der Charakteristiken nimmt kontinuierlich zu für wachsendes x. Wir sehen in 
Figur 2.6, daß sich die Charakteristiken ab t = 1.0 schneiden. Überall dort kann 
keine stetige Lösung mehr existieren, die Lösung wird mehrdeutig. Sie entwickelt 
eine Ünstetigkeit, welche im Punkte (1,1) entsteht. Wo sich Charakteristiken 
schneiden, können wir aus der Charakteristikentheorie keine Aussage mehr über 
die Lösung machen. Wir benötigen einen neuen Lösungsbegriff einer partiellen 
Differentialgleichung, um solche Lösungen genau definieren zu können. 
Das Bild der Charakteristiken zeigt uns, daß die Punkte links schneller nach rechts 
laufen als die rechten Punkte, das heißt die Anfangswerte steilen sich auf. Figur 
2.7 zeigt den Graph der Lösung kurz vor t = 1. 
Betrachten wir Anfangswerte, wie sie in Figur 2.8 gezeichnet sind, so beobachten 
wir für die Lösung des Cauchyproblems den folgenden Effekt. Während im 
linearen Fall f(u) = cu, c = konstant, diese Kurve mit konstanter Geschwindigkeit 
parallel zu der x-Achse nach rechts transportiert wird, hängt im nichtl inearen Fall 
die Distanz eines Punktes, die er bewegt wird, von seiner x-Koordinate ab; dies ist 
ein typisch nichtlineares Phänomen. Wir sehen in Figur 2.8, daß sich diese Wel le 
aufstellt und schließlich für t > t 0 mehrdeutig wird. Dies kann etwa bei Wasser-
wel len physikalisch sinnvoll sein, aber bei den meisten Anwendungen gibt dies 
keinen Sinn. Unter der Bedingung der Konvexität des Flusses f(u) sehen wir an 
diesen Beispielen und der Ungleichung (2.9), daß eine globale stetig dif ferenzier-
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u A 
u bei t = 0 u bei t = t, > 0 u bei t > t 0 
x 
Figur 2.8 Brechen 
bare Lösung existiert, falls q monoton wachsend ist. Gibt es auch nur einen Punkt 
x 0 c IR mit q' (x 0) < 0, so bricht die stetig differenzierbare Lösung zusammen nach 
de rze i t 
l 
fc° " " q ' ( x o )b (u (x ( ) ) 0) ) 
Trotzdem existieren Lösungen für das physikalische Problem auch noch für 
größere Zeiten. Wir wol len im folgenden Abschnitt beschreiben, welche Art von 
Lösung dann vorliegt und wie sie mathematisch beschrieben werden kann. Das 
Zusammenbrechen einer stetig differenzierbaren Lösung hängt nicht ab von der 
Stetigkeit der Anfangswerte - diese können einmal oder beliebig oft stetig 
dif ferenzierbar sein -, sondern ist einzig und allein in der Nichtl inearität des 
Flusses f(u) begründet. 
Zwischen linearen hyperbolischen Problemen und nichtlinearen hyperbolischen 
Problemen bestehen fundamentale Unterschiede. In der Physik beschreiben die 
linearen Gleichungen nur reversible Prozesse, die quasilinearen Gleichungen 
irreversible. Das Auftreten von Unstetigkeiten, unabhängig von der Stetigkeit der 
Anfangswerte, ist eine grundlegende Eigenschaft der nichtlinearen Gleichungen. 
Solche Sätze über die Existenz lokaler klassischer Lösungen f inden sich in jedem 
Lehrbuch über partielle oder hyperbolische partielle Differentialgleichungen (z.B. 
[29], [30], [69]). Zur Existenz der Lösung der al lgemeinen quasil inearen Differen-
t ialgleichung schaue man etwa in [30]. 
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2 . 2 Schwache Lösungen 
Wir haben in Abschnitt 2.1 gesehen, daß im nichtlinearen Fall die Charak-
teristiken sich schneiden können. Überall dort kann keine stetige Lösung mehr 
existieren. In der Physik existiert jedoch oftmals eine Lösung der integralen Erhal-
tungssätze, welche Unstetigkeiten enthält. Die physikalischen Größen ändern 
sich völl ig abrupt in einer verschwindenden Übergangszone. Ein spektakuläres 
Beispiel sind etwa Detonationswellen. Aber es gibt schon weitaus gewöhnlichere 
Situationen - etwa in der Gasdynamik -, in denen solche sogenannte Stoßwellen 
auftreten. Wir werden in Abschnitt 2.3 eine unstetige Lösung eines mathema-
tischen Model ls für den Verkehr auf der Autobahn vorstellen. Um solche Lösun-
gen des Cauchyproblems zu erhalten, benötigen wir einen schwächeren Lösungs-
begriff, welcher Unstetigkeiten zuläßt. Wir haben in Abschnitt 1.2, als wir die 
Erhaltungsgleichung einführten, diese abgeleitet aus einem physikalischen inte-
gralen Erhaltungssatz. Unter der Annahme der Existenz einer stetig di f feren-
zierbaren Lösung haben wir den Gaußschen Satz angewandt und daraus eine 
lokale Aussage - die Differentialform des Erhaltungsgesetzes gewonnen. Ist nun 
diese Annahme der Existenz einer stetig differenzierbaren Lösung verletzt, dann 
müssen wir wieder zu einer integralen Formulierung zurückgehen. Dies kann in 
der fo lgenden Form geschehen. 
Definit ion 1: Eine Funktion u e L00 (IR x |R + ) heißt schwache Lösung der Erhal-
tungsgleichung, falls für alle Testfunktionen $ eC0°° (IR x IR + ) 
gilt. 
Eine Funktion u e L00 (IR x R + ) heißt schwache Lösung des Cauchyproblems (2.1), 
(2.2) falls für alle Testfunktionen <b e C0°° (IR x R 0 ) 
00 00 
(2.14) u<j> + f ( u ) 4 > x d x d t = 0 
00 
(2.15) (u(J>t + f(u)<t> xdxdt + 4>(x,0)q ( x ) d x = 0 
0 -oo -00 
gilt. 
Die Integralgleichung (2.14) oder (2.15) erhält man aus der Differentialgleichung 
(2.1), indem man sie mit der Testfunktion multipliziert und sie über IR x |R + bzw. 
R x Ro integriert. Mittels partieller Integration werden die Ablei tungen auf die 
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Testfunktionen übergewälzt. Eine schwache Lösung nach Definit ion 1 wird auch 
oft integrale oder distributive Lösung genannt. Die Integralgleichungen (2.14), 
(2.15) sind äquivalent damit, daß das Integral der Normalkomponente des Vek-
torfelds (u, f(u))T für jede stückweise glatte geschlossene Kurve im R x R + bzw. 
IR x RS verschwindet, falls u von beschränkter Variation ist. Dies folgt aus dem 
Satz von Gauß verallgemeinert auf Maße ([13]). Dabei genügt es auch schon, eine 
wesentliche Klasse solcher Kurven zu nehmen, etwa Rechtecke. So ist u eine 
schwache Lösung der Erhaltungsgleichung oder des Cauchyproblems, falls die 
Integralgleichung 
(2.16) 
X2 x 2 t 2 
u (x, y d x - u (x, t j ) d x + f (u ( x 2 , t)) d t 
x i x i t . 
f ( u ( x r t ) ) d t = 0 
für jedes Rechteck (x 1 ( x 2) x (t 1 ( t 2 ) c R x |R + oder IR x IRJ erfül l t ist. Die Voraus-
setzung, daß u von beschränkter Variation ist, ist eine recht natürliche Voraus-
setzung, wie wir später noch sehen werden. Die Integralgleichung (2.16) ist als 
Ausgangspunkt zur Konstruktion von Näherungsverfahren für schwache Lösun-
gen weitaus günstiger als (2.14), (2.15). Wir können das Näherungsverfahren als 
eine direkte Approximat ion von (2.16) formulieren. Die Vorteile der üblichen De-
f init ion mittels (2.14), (2.15) liegen auf der theoretischen Seite, insbesondere 
lassen sich Ergebnisse der Distributionentheorie verwenden. Wenn wir im fo lgen-
den von Lösung sprechen beziehen wir uns immer auf den Begriff der schwachen 
Lösung. 
Wir wol len uns nun zunächst anschauen, wie solche schwachen Lösungen ein-
facher Bauart aussehen und betrachten stückweise glatte schwache Lösungen, 
welche sehr häufig in physikalischen Anwendungen auftreten. Dabei verstehen 
wir unter einer stückweisen glatten Lösung, daß sie aus O (IR x IR 0) ist - außer 
entlang einer endlichen Anzahl von glatten Kurven. Höchstens Endpunkte dieser 
Kurven dürfen zusammenfallen oder auf die x-Achse treffen und es existieren 
- möglicherweise mit Ausnahme dieser Endpunkte - jeweils einseitige stetige 
Grenzwerte. Für solche Lösungen gilt 
Satz 1: Sei u eine stückweise glatte Funktion mit u (x, 0) = q (x), x c R. Die 
Funktion u ist genau dann eine schwache Lösung des Cauchyproblems (2.1), (2.2), 
wenn 
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a. ) in allen Punkten, in denen u glatt ist, die Gleichung (2.1) im klassischen Sinn 
erfül l t ist, 
b. ) entlang den Ausbreitungskurven einer Ünstetigkeit die Sprungbedingung 
[f (u)] f ( u i > - f <ur> 
(2.17) s [u] u , - u r 
erfül l t ist - mit Ausnahme höchstens endlich vieler Punkte. Dabei bezeichnet in 
(2.17) [u] den Sprung über die Ünstetigkeit mit den Zuständen ui, u r auf der 
l inken bzw. auf der rechten Seite und s die Ausbreitungsgeschwindigkeit der 
Ünstetigkeit. 
Beweis: Wir wol len ausgehen von der Integralgleichung (2.16). An allen Punkten, 
in denen u glatt ist, ergibt sich die Äquivalenz der Erhaltungsgleichung mit ihrer 
Integralformulierung ausdem Gaußschen Satz. Wir können (2.16) umschreiben in 
( 2 , 8 ) j ( 4 < > = ° -
dR 
wobei dR der Rand des Rechtecks R = [x\, x 2] x [ti, t 2] und rf der nach außen 
gerichtete Normaleneinheitsvektor ist. Der Gaußsche Satz liefert dann unter der 
Bedingung ucO (IR) 
U t + f ( u ) x ) d x d t = 0 
Da dies für jedes beliebige R mit u e C1(|R) gilt, können wir R beliebig klein 
werden lassen. Es folgt daraus die Gültigkeit der Differentialgleichung (2.1) in 
jedem Punkt.in dem u stetig differenzierbar ist, d.h. u ist dort klassische Lösung. 
Sei nun C : x = x (t) die Parameterdarstellung für eine Ausbreitungskurve einer 
Ünstetigkeit im Rechteck R (siehe Figur 2.9). Wir zerlegen nun R in ein Gebiet R r 
und R| rechts bzw. links der Ünstetigkeit und stellen die Integralgleichungen für 
jedes dieser Gebiete getrennt auf. Da u in R| und R r eine klassische Lösung ist, 
können wir nach der Integration der Erhaltungsgleichung über R| und R r den 
Gaußschen Satz anwenden und erhalten 
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Figur 2.9 Zum Beweis von Satz 1 




u ( = U m u ( x , t ) , u r = l i m u ( x , t ) 
x->x(t)-0 x -»x( t ) + 0 
gilt und rf| der bezüglich R| nach außen gerichtete Normalenvektor ist; analog ist 
u r , rfr definiert. Da R nun wieder beliebig klein werden kann, gilt in jedem Punkt 
von C , in dem von beiden Seiten die Grenzwerte u r , ui existieren, 
mit 
[u]: = u r - Uj , [f (u)]: = f (u r ) - f (u,) 
- 4 4 -
Bezeichnet s die Ausbreitungsgeschwindigkeit der Ünstetigkeit s: = dx (t)/dt, so 
gilt für die Normale n = (-s, 1)T. Damit steht Gleichung (2.17) da. Satz 1 ist somit 
im Falle einer Ünstetigkeit bewiesen. Für endlich viele Unstetigkeitskurven läßt 
sich der Beweis für alle Punkte, in denen der rechts- und linksseitige Grenzwert 
existiert, analog durchführen. D 
Die Sprungbedingung (2.17) stellt einen Zusammenhang zwischen der Ausbrei-
tungsgeschwindigkeit und der Stärke der Ünstetigkeit dar. In An lehnung an die 
kompressible Strömungsmechanik, für die analog eine solche Beziehung gilt, 
nennt man diese Sprungbedingung auch Rankine-Hugoniot-Bedingung. 
Wir wol len uns als nächstes noch einige einfache Cauchyprobleme für die 
Burgersgleichung anschauen mit den dazugehörigen schwachen Lösungen. 
Beispiel 3: Gesucht ist eine Lösung des Cauchyproblems für die Burgersgleichung 
(2.11) mit den stückweise konstanten Anfangswerten 
( 0 f ü r x < 0 
Das Bild der Charakteristiken, in der (x, t)-Ebene ist in Figur 2.10 skizziert. Es zeigt 
ein Aufreißen der Charakteristiken. Zwischen t-Achse und der Winkelhalb ieren-
den verläuft keine Charakteristik. Die Charakteristikentheorie liefert uns weiter 
die Lösung u (x, t) = 0 für x < 0 und u (x, t) = 1 für x > t. Über den Charak-
teristiken freien Bereich haben wir keine Information. Das Cauchyproblem (2.11), 
(2.19) besitzt jedoch eine globale schwache Lösung 
Dies läßt sich mittels Satz 1 leicht verif izieren/Rechts und links der Ausbreitungs-
kurve der Ünstetigkeit t = 2 x ist die Funktion u konstant und somit klassische 
Lösung der Differentialgleichung. Die Ausbreitungsgeschwindigkeit s = 1/2 der 
Ünstetigkeit genügt wegen 
(2.19) 
(2.20) 
f l u ] 
[u] 
f ( u . ) - f ( u ) I r 1 l 
= - (u. + u ) = -
2 1 r 2 u, - u u. - u 
der Rankine-Hugoniot-Bedingung. Nach Satz 1 ist u somit schwache Lösung des 
Cauchyproblems. (2.20) ist eine globale schwache Lösung d.h. in IR x |R + . 
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t A 
u = 0 
Figur 2.10 Aufreißen der Charakteristiken 
Damit wäre man nun beruhigt und zufrieden eine globale Lösung gefunden zu 
haben, falls man nicht noch eine andere einfache schwache Lösung angeben 
könnte, nämlich die stetige, stückweise glatte Funktion 
/ 0 für x < 0 
(2 .21) u(x, t ) =5 x/t für 0 < x < t 
( 1 für x > t . 
Dies läßt sich ebenso leicht nachweisen, indem man etwa die Gült igkeit der Inte-
gralgleichung (2.16) zeigt. Die Bilder 2.11 und 2.12 zeigen den Verlauf der Cha-
rakteristiken für diese beiden Lösungen. Im ersten Fall besitzt die Lösung eine Un-
Stetigkeit, welche sich entlang der Geraden mit der Steigung 1/s = 2 ausbreitet. 
Die zweite Lösung erzeugt ein fächerartiges Charakteristikenbild ähnlich zum 
Beispiel 1. Wir wol len deshalb diese Lösung als Verdünnungswelle bezeichnen, 
die andere im Vorgrif f auf die genaue Erklärung Verdünnungsstoß. Wir werden 
natürlich erwarten, daß es nur eine physikalisch sinnvolle Lösung geben kann. Es 
sollte somit eine Zusatzbedingung existieren, welche erzwingt, daß unser 
Cauchyproblem wieder sachgemäß gestellt ist. Dies werden wir auch gleich for-
mulieren, wol len aber noch ein anderes Beispiel vorschieben. 
Beispiel 4: Gesucht ist eine Lösung des Cauchyproblems für die Burgersgleichung 
(2.11) mit den Anfangswerten 
1 für x < 0 
0 für x > 0 . 
Die Charakteristiken sind für x < 0 Geraden mit der Steigung 1 und für x > 0 
Parallelen zur t-Achse. Sie schneiden sich im Gebiet zwischen x = 0 und x = t. Wir 
können nun eine stückweise stetige Lösung des Cauchyproblems angeben in der 
Form 
(2.22) u (x, 0) = q (x) = 
46 
Figur 2.11 Verdünnungsstoß 
(2.23) u (x, t) = 
1 
0 
Figur 2.12 Verdünnungswelle 
f ü r x < 1/21 
f ü r x > 1/21. 
Diese Funktion erfül l t die Burgersgleichung auf allen Stetigkeitsintervallen; über 
die Ünstetigkeit hinweg genügt die Ausbreitungsgeschwindigkeit s = 1/2 der Ün-
stetigkeit der Sprungbedingung (2.17) wegen 
[flu)] 
[u] 
1 2 1 2 - u, — - u 
2 1 2 r 
u. — u 1 r 
1 1 
- (u. + u ) = -
2 1 r 2 
Nach Satz 1 ist u somit eine schwache Lösung von (2.11), (2.22). 
Das Bild der Charakteristiken ist in Figur 2.13 skizziert. 
Figur 2.13 Schneiden der Charakteristiken 
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Figur 2.14 zeigt das Bild der Charakteristiken, wie sie durch die schwache Lösung 
(2.23) bestimmt sind. Die schwache Lösung (2.23) trennt die Charakteristiken 
durch die Ausbreitungskurve der Ünstetigkeit. Durch jeden Punkt dieser Ausbrei-
tungskurve laufen zwei Charakteristiken, welche sich nach rechts bzw. links auf 
die Anfangswerte zurückverfolgen lassen. Während beim Aufreißen der Charak-
teristiken in Beispiel 3 es gelang, eine stetige schwache Lösung zu erhalten, ist 
dies in diesem Beispiel nicht möglich. Jedoch besitzt das Cauchyproblem (2.11), 




x < 1 - a/21, 
1 -a/2 < x < 1/21, 
(2.24) u Q (x , t ) = 
1 + a für 
0 für 
1/21 < x < 1 + a/2t, 
x > 1 + all X, 
für jedes a > 0 eine schwache Lösung des Cauchyproblems. 
t i 
Figur 2.14 Stoßwelle 
Figur 2.15 Graph der Funktion u a für a = 0.5, t = 2 
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Die Ausbreitungsgeschwindigkeiten der Unstetigkeiten erfüllen jeweils die 
Sprungbedingung (2.17). Für a = 0 stimmt u a mit der Funktion (2.23) überein. 
Den Graph der Funktion füret = 0,5 und t = 2.0 zeigt Figur 2.15. 
Wie diese beiden Beispiele zeigen, ist die Klasse der schwachen Lösungen zu groß 
um die Eindeutigkeit zu garantieren. Es existieren unendlich viele schwache 
Lösungen eines Cauchyproblems. Nur eine davon ist physikalisch sinnvoll. Man 
muß somit eine Zusatzbedingung an die Lösung stellen, welche die physikalisch 
sinnvolle Lösung charakterisiert. Um eine solche Zusatzbedingung zu formulieren 
benöt igen wir noch 
Defini t ion 2: Eine Ünstetigkeit in einer schwachen Lösung des Cauchyproblems 
heißt Stoßwelle (Schockwelle), wenn durch jeden Punkt ihrer Ausbreitungskurve 
nach jeder Seite eine Charakteristik geht und diese auf die Anfangswerte 
zurückverfolgt werden können. Fällt die Ausbreitungskurve einer Ünstetigkeit 
mit einer Charakteristik zusammen, so nennt man diese Ünstetigkeit Kontakt-
unstetigkeit. 
Ein Beispiel für eine schwache Lösung, welche eine solche Stoßwelle enthält , ist 
die Funktion (2.23) (siehe Figur 2.14). Kontaktunstetigkeiten treten z.B. im line-
aren Fall auf, d.h. f(u) = au mit a = konstant e IR. Mit Hilfe der Definit ion 2 kann 
man eine solche Zusatzbedingung wie folgt angeben. 
Entropiebedinqunq 1 ([34]): Die physikalisch relevante Lösung enthält als Un-
stetigkeiten nur Stoßwellen oder Kontaktunstetigkeiten. 
Man nennt diese Zusatzbedingung meist Entropiebedingung im Hinblick auf die 
Strömungsmechanik. So erfüllen Lösungen, welche dieser Bedingung genügen, 
den zweiten Hauptsatz der Thermodynamik, der besagt, daß die Entropie der 
strömenden Teilchen über eine Ünstetigkeit hinweg anwächst. Daraus folgt, daß 
in solchen Lösungen der Vorgang des Auseinanderfließens oder Verdünnens 
stetig vor sich geht. So ist in Beispiel 3 die schwache Lösung (2.20) physikalisch un-
sinnig. Die Charakteristiken (Fig. 2.11) lassen sich nicht zwischen x = 0 und x = t 
auf die Anfangswerte zurückverfolgen. Die Lösung in diesem Gebiet ist somit 
nicht durch die Anfangswerte bestimmt. Dies kann natürlich nicht physikalisch 
sein, als auch kann dies zu keiner im mathematischen Sinne stabiler Lösung 
(vergleiche Def. 7) führen. Die Entropiebedingung läßt sich somit als ein Verbot 
von Verdünnungsstoßwellen interpretieren. In den Beispielen 3 und 4 sind die 
Lösungen (2.21) und (2.23) gerade die physikalisch sinnvollen Lösungen, die der 
Entropiebedingung 1 genügen. Al le anderen enthalten Verdünnungsstöße. Die 
Formulierung einer Entropiebedingung in dieser Art stammt von Lax ([34]). 
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Ist f(u) streng nichtlinear, d.h. f"(u) * 0 (" ' " : = d/du), so läßt sich im Falle stück-
weiser stetiger Lösungen die Entropiebedingung 1 in der fo lgenden Form an-
geben: 
Entlang der Ausbreitungskurve x = x (t) einer Ünstetigkeit gilt mit Ausnahme 
höchstens endlich vieler Punkte -
(2.25) u i ( x , t ) > u r ( x , t ) falls f"(u) > 0 
oder 
(2.26) ui(x,t)< u r(x,t) falls f " (u )< 0 . 
Dies läßt sich leicht zeigen. Ist f(u) etwa streng konvex, dann ist ui > u r äquivalent 
mit a (ui) > a (u r). Damit gilt auch sofort 1/a (ui) < 1/a (u r). Dies bedeutet, daß 
rechts der Ünstetigkeit die Steigungen der Charakteristiken größer sind als links; 
die Charakteristiken laufen somit in die Unstetigkeitskurve hinein und lassen sich 
auf die Anfangswerte zurückverfolgen. Die analoge Aussage gilt auch für (2.26). 
Eine Veral lgemeinerung von (2.25), (2.26) ohne die Bedingung der strengen 
Nichtl inearität an f(u) wurde von Oleinik [48] mit der von ihr benannten Be-
dingung E gegeben, die wir hier als Entropiebedingung 2 formulieren. 
Entropiebedinaunq 2 ([48]): Eine schwache Lösung u des Cauchyproblems (2.1), 
(2.2) ist die physikalisch relevante Lösung, falls entlang der Ausbreitungskurven 
der Unstetigkeiten die Ungleichung 
(2.27) f ( V - ^ , 
u, - u r u r - V 
für jede Zahl v zwischen ui und u r gilt. 
Ist u eine stückweise glatte schwache Lösung so ist (2.27) äquivalent mit 
(2.28) m - ^ ^ j ^ ) 
V - u , u . - V 
wobei s die Ausbreitungsgeschwindigkeit der Ünstetigkeit ist. Bildet man in 
dieser Ungleichung die Grenzwerte v ui, v -> u r , so erhält man im Falle der 
Existenz 
(2.29) a ( U l ) > s ^ a ( u r ) 
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Im streng nichtlinearen Fall ist dies also gerade identisch mit (2.25), (2.26). Im 
linearen Fall a (ui) = a (u r) folgt direkt s = a (ui) = a (u r). Die Ünstetigkeit fäl l t mit 
einer Charakteristik zusammen und stellt eine Kontaktunstetigkeit dar. 
Die Bedingung E besitzt eine einfach geometrische Interpretation: Genügt u der 
Bedingung E, dann muß f(u) für jede Ünstetigkeit auf einer Seite der Geraden 
durch f(u r) und f(ui) l iegen (Figur 2.16). 
flu) 4 
f ( u r ) ~ 
f ( u , ) " 
flu) 1 
Figur 2 . 1 6 Geometrische Interpretation der Bedingung E 
Für steng nichtlineares f(u) (f"(u) 0) konnte Oleinik [48] mit Hilfe einer En-
t ropiebedingung die Eindeutigkeit des Cauchyproblems (2.1) (2.2) für be-
schränkte und meßbare Anfangswerte beweisen. Mit Hilfe der Entropiebe-
d ingung 2 zeigte sie die Eindeutigkeit für allgemeines f(u) im Falle stückweiser 
glatter schwacher Lösungen. Dabei werden zwei schwache Lösungen als identisch 
betrachtet, wenn sie bis auf eine Menge vom Maße Null übereinstimmen. Ein 
etwas andersartiger Beweis stammt von Keyfitz-Quinn (siehe [23]). Unter der zu-
sätzlichen Voraussetzung, daß die Anfangswerte Li-integrierbar sind, bewies sie, 
daß stückweise glatte Lösungen des Cauchyproblems, welche der Entropie-
bedingung 2 genügen, eindeutig und stabil in der Li-Norm sind. Im Beweis wird 
gezeigt, daß die Lösungsoperatoren des Cauchyproblems mit der Zusatzbe-
d ingung eine kontraktive Halbgruppe im V bi lden. 
Eine weitere Formulierung der Entropiebedingung wurde von Hopf [28] und 
Krushkov [32] angeregt. Mult ipl izieren wir die Erhaltungsgleichung in der quasi-
l inearen Form mit U'(u), wobei U eine stetig differenzierbare Funktion von u sei, 





U ( u ) t + F ( u ) x = 0 
F(u) : = U'(s) a(s)ds. 
0 
Ist u stetig differenzierbare Lösung der Erhaltungsgleichung (2.1) so ist u auto-
matisch auch Lösung von (2.30). Ist die Funktion U(u) eine stetig dif ferenzierbare 
konvexe Funktion wird sie Entropiefunktion und F(u) der zugehörige Entropie-
fluß genannt. 
Entropiebedinaunq 3 [281, [32]: Eine schwache Lösung u des Cauchyproblems ist 
die physikalisch relevante Lösung, falls sie die Ungleichung 
(2.32) U ( u ) t + F ( u ) x ^ 0 
im integralen Sinne erfül l t , wobei U(u) eine beliebige Entropiefunktion und F(u) 
der zugehörige Entropiefluß ist. 
Die Ungleichung (2.32) heißt Entropieungleichung. Eine solche integrale Entro-
pieungleichung ist etwa erfül l t , wenn 
(2.33) 
x 2 x 2 
I K u C x . t ^ d x -
t 2 
U M x . t ^ d x + F ( u ( x 2 , t ) ) d t - F ( u ( x i ; t ) ) d t ^ 0 
x i *1 t i t i 
für jedes Rechteck [x 1 ( x 2] x [xi, x 2] C IR x IR+ gilt. Analog zum Satz 1 gilt auch für 
stückweise glatte schwache Lösungen eine Sprungbedingung fü rd ie Entropie. 
Eine ebenso physikalisch motivierte Entropiebedingung wurde von Hopf [28] 
eingeführt : 
Entropiebedinaunq 4 ([28]): Die physikalisch relevante Lösung ergibt sich als 
Grenzwert 
(2.34) u = l i m u fast ü b e r a l l i n R x IR"1" 
e-»0 
der beschränkten Lösungen u E der parabolischen Gleichungen 
(2.35) <»A + «V« = ^ ' E e l R o + 
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Das bedeutet, die physikalische Lösung wird als Grenzwert der Lösungen des Aus-
gangsproblems mit einem Viskositätsterm erhalten, wenn die Viskosität gegen 
Null strebt. Vom physikalischen Standpunkt ist dies einleuchtend, wei l sich die 
hyperbolischen Erhaltungsgleichungen gerade durch die Idealisierung ergeben, 
indem die regularisierenden Viskositätsterme vernachlässigt werden. 
In dem hier betrachteten skalaren Fall kann gezeigt werden, daß diese ver-
schiedenen Formulierungen einer Entropiebedingung meist äquivalent sind. So 
gab etwa Hopf [28] eine zusätzliche Erhaltungsgleichung (2.30) an mit einer kon-
vexen Funktion U, für die im Falle stückweise glatte Lösungen die Sprungbe-
d ingung für die Entropie gerade auf die Bedingung (2.27) von Oleinik führt . 
Die Betrachtungen hier schließen den linearen Fall f(u) = cu mit c e |R mit e in. 
Jedoch wird im linearen Fall die Sache etwas einfacher. Als Unstetigkeiten 
können in schwachen Lösungen nur Kontaktunstetigkeiten auftreten, welche 
entlang von Charakteristiken transportiert werden. Die schwache Lösung des 
Cauchyproblems ist, wie bei einer klassischen Lösung, gegeben durch die explizite 
Formel (1.25). Obwohl die typischen nichtlinearen Effekte wie das Schneiden der 
Charakteristiken und Entstehen von Stoßwellen natürlich nicht in einer l inearen 
Gleichung auftreten können, sind diese linearen Unstetigkeiten oft ein Test-
beispiel für numerische Verfahren. 
Der Beweis eines Eindeutigkeitssatzes einer Entropielösung ist ein langwieriges 
Unterfangen. Wir wol len hier auf den Beweis eines solchen Satzes verzichten und 
verweisen auf das Buch von Smoller [63], in dem ein solcher Satz ausführlich be-
wiesen und diskutiert wird. Für die Existenzaussage gibt es zwei verschiedene 
Wege. Zum einen kann man die Existenz von beschränkten Lösungen u e des 
Cauchyproblems der parabolischen Gleichung (2.35) betrachten und zum Grenz-
wert c -» 0 übergehen. Es läßt sich zeigen, daß die Grenzfunktion u eine schwache 
Lösung des Cauchyproblems für die Erhaltungsgleichung ist, die zudem der En-
t ropiebedingung 4 genügt, aus der die Eindeutigkeit folgt (siehe [63]). Eine an-
dere Methode ist der Nachweis der Konvergenz eines Näherungsverfahrens für 
das Cauchyproblem. Dieser Weg wurde von Oleinik [48] beschritten. Beide Zu-
gänge sind im Buch von Smoller beschrieben. Dort wird auch auf weitere Origi-
nalarbeiten verwiesen. 
Wir wol len hier noch als Satz ohne Beweis verschiedene Eigenschaften der 
physikalisch relevanten Entropielösung des Cauchyproblems (2.1) (2.2) angeben. 
Er faßt im wesentlichen die Ergebnisse von Volpert [71] und Krushkov [32] 
zusammen (siehe auch [8]). Wir setzen dabei voraus, daß die Anfangswerte 
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u (x, 0) = q (x), x e IR, beschränkt, meßbar und von endlicher Totalvariat ion: 
q e BViok (IR) n L00 (IR) sind (zur Definit ion der Totalvariation, BV und L00 siehe 
Anhang A und B). Als Zusatzbedingung für die Eindeutigkeit wurde die Entropie-
bedingung 3 gefordert mit der Entropiefunktion und dem Entropiefluß 
(2.36) U ( u ) = | u - c | , F ( U ) = s g n ( u - c ) ( f ( u ) - f ( c ) ) 
für alle ce IR. 
Satz 2: Zu den Anfangswerten q e BV| 0k (IR)nL0 0 (IR) existiert genau eine schwache 
Lösung des Cauchyproblems (2.1), (2.2). Sie hat für jedes t e [0, T] mit bel iebigem 
T > 0 die Eigenschaften 
1. ueC([0,T] ,L°°(R)nBV(R)) 
2. Monoton ie erhaltend: 
q < q => u (x, t) < ü (x, t) 
3. sup u (x, t) < sup q (x) 
x x 
4. inf u (x,t) > inf q (x) 
x x 
5. nichtwachsend in der Totalvariation 
TV u (•, t) < TV q (x) 
Gilt zusätzlich q e L1 (IR), so gilt weiter 
6. u ( x , t ) e L i (R) für jedes te[0,T] , 
7. Erhaltungseigenschaft: 
/ u (x, t) dx = / q (x) dx , 
IR IR 
8. Ll-kontraktive Halbgruppe ([23]): 
| | u ( - , t ) - ü ( - , t ) | | L i ( | R ) < | | q ( - ) - q ( - ) | | L i ( I R ) , 
9. | | u ( - , t 2 ) - u ( - , t i ) | | L i ( R ) s C | t 2 - t 1 | T V q ( - ) f ü r t i , t 2 e [ 0 , T ] . 
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Wir werden für die numerischen Verfahren im nächsten Kapitel fordern, daß 
möglichst viele dieser Eigenschaften erhalten bleiben. Wir werden auch bei der 
Formulierung und dem Beweis des Konvergenzsatzes für Näherungsverfahren 
einige dieser Ungleichungen bzw. ihrer diskreten Analoga noch näher er läutern. 
Anfangswertprobleme wie das Beispiel 3 oder 4 werden oft - wiederum in A n -
lehnung an die Gasdynamik - Riemannprobleme genannt. Sie haben die al lge-
meine Form 
(2.37) u i + fl:u)x=0 - u ( x > 0 ) 
ui f ü r x < 0 
u r f ü r x > 0 
mit ui, u r c R. Wie wir in Beispiel 3 und 4 gesehen haben spielt in der Lösung das 
Verhältnis x/t eine entscheidende Rolle. Wir versuchen zur Lösung von (2.36) 
somit den Ansatz u = u (£) mit £ = x/t. Wegen 
X l 
u = - — u c u n d u = - u c 
t fc2 t, x t (, 
erhalten wir aus der Erhaltungsgleichung die Gleichung 
[ a ( u © ) - Q ' u £ = 0 , 
welche die zwei Lösungen u^ = 0 und a (u (0) - S = 0 besitzt. Die erste Beziehung 
führ t uns auf die Stoßwellenlösung. Ist f(u) streng konvex, so erhalten wir nach 
der Entropiebedingung (2.25) im Falle u| > u r diese Stoßwellenlösung 
!
ui f ü r i, < s 
u r f ü r ^ > s 
mit s aus der Sprungbedingung (2.17). Im Falle u| < u r enthält die physikalisch 
relevante Lösung eine Verdünnungswelle. Den stetigen Übergang liefert uns die 
Beziehung a (u (£)) - c, = 0 und wir erhalten die Verdünnungswelle 
ui f ü r < a (ui) 
( 2 - 3 9 ) u ( x , t ) = \ a - 1 ( Q fü r a ( u , ) < $ < a ( u r ) 
u r f ü r f; > a (u r ) 
Analog erhält man im konkaven Fall die Lösung des Riemannproblems. Etwas 
komplizierter wird die Lösung, falls Nullstellen von f"(u) auftreten, da dann die 
Gleichung a (u (cj) - ^ = 0 nicht mehr eindeutig lösbar ist und kompliziertere 
- 5 5 -
Wellenstrukturen auftreten können. Wir werden in Kapitel 3 sehen, daß das 
Riemannproblem eine zentrale Rolle in der Konstruktion von Näherungsver-
fahren spielt. 
Für eine al lgemeine Übersicht über Existenz- und Eindeutigkeitssätze für 
schwache Lösungen einerskalaren Erhaltungsgleichung verweisen w i rw ieder auf 
Smoller [63], Volpert [71] und Krushkov [32]. 
2.3 Das Verkehrsproblem 
Wir betrachten in diesem Abschnitt noch ein kleines Anwendungsbeispiel für 
eine Erhaltungsgleichung: den Verkehrsfluß auf einer Autobahn. Sei p die Dichte 
des Verkehrs, also etwa die Anzahl der Autos pro Einheitslänge, v sei die lokale 
Durchschnittsgeschwindigkeit. Dann ist der Verkehrsfluß pro Zeit gegeben durch 
f(p) = pv. Greifen wir nun irgendeinen Abschnitt [xi, x 2] dieser Autobahn ohne 
Aus- oder Einfahrt heraus, so ist die Gesamtanzahl der Autos eine Erhaltungs-
größe und es gilt 
(2.40) 
x 2 x 2 t 2 t 2 
p f x . t j p d x - p ( x , t 1 ) d x + p ( x 2 , t ) v ( x 2 , t ) d t - J p ( x 1 , t ) v ( x 1 , t ) d t = 0 . 
XT XI t i U 
Dies ist eine integrale Formulierung der Erhaltungsgleichung 
(2.41) P t + ( P v ) x = o . 
Wir nehmen an, daß v eine Funktion der Verkehrsdichte p ist. Dies scheint sehr 
sinnvoll zu sein, da Fahrer im allgemeinen die Geschwindigkeit ihres Fahrzeugs 
abhängig von der Verkehrsdichte wählen. Der Maximalwert von v wird erreicht, 
wenn die Verkehrsdichte sehr klein wird. Andersrum wird die Geschwindigkeit 
gegen Null gehen, wenn die Verkehrsdichte ihren Maximalwert erreicht. Der 
Graph von v wird also etwa wie in Figur 2.17 aussehen. Der Graph des Flußes 
f(p) = pv hat dann die Form, wie in Figur 2.18 skizziert. Durch Beobachtungen der 
Highways in den USA fand man dort folgende Maximalwerte: Die maximale 
Dichte wird erreicht bei 225 Fahrzeugen pro Mei le, den größten Verkehrsfluß er-
gibt sich bei einer Dichte von 80 Autos pro Meile mit circa 1500 Fahrzeuge pro 
Stunde. 
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Figur 2.20 Schwache Lösung für (2.41) 
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Wir betrachten zunächst den einfachsten Fall, in dem die Strömung stationär ist, 
d.h. unabhängig von der Zeit. Aus ( 2 . 4 1 ) folgt dann sogleich f (p ) = konstant. Die 
Linie f (p ) = konstant schneidet den Graph in 2 Punkten (Figur 2.19). Falls wir von 
unserer Lösung Stetigkeit fordern, haben wir die Lösungen p i oder p 2 . Falls wir 
aber Unstetigkeiten in der Lösung erlauben, so ist die Eindeutigkeit nicht mehr 
vorhanden. Wir haben oo viele Lösungen wie etwa Figur 2.20 zeigt. 
Wir benötigen somit eine Entropiebedingung, welche uns die physikalische 
Lösung auswählt. In diesem Fall könnten wir etwa als eine solche Bedingung 
fordern, daß unendliche Beschleunigung unmöglich ist, d.h. 
Die Ausbreitungsgeschwindigkeit von Wellen ist a = a (p ) = d p v / d p = v (p ) + 
p d v / d p . Der Fluß f = p v ist nach Figur (2.18) wachsend im Intervall [0, p * ] , fal lend 
in [ p * # p m a x ] und erreicht das Maximum bei p * . Da v eine monoton fal lende 
Funktion von p ist gilt d v / d p < 0 und weiter a (p) < v ( p ) , d.h. die Ausbreitungs-
geschwindigkeit von Wel len ist kleiner als die mittlere Geschwindigkeit. Die 
Ausbreitungsgeschwindigkeit ist positiv in [0, p * ] und negativ in [ p * , p m a x l und ist 
monoton fal lend. Die Wel len laufen somit vorwärts relativ zu der Autobahn in 
[0, p * ] , sind stationär bei p * und laufen rückwärts in [ p * , p m a x l -
Sind die Anfangswerte p (x, 0) etwa monoton fal lend, so entwickelt sich eine Ver-
dünnungswel le und es existiert eine stetige Lösung für alle Zeiten. Ist umgekehrt 
p (x, 0) monoton wachsend, so kann eine Ünstetigkeit d.h. ein Stau entstehen. 
Sind die Anfangswerte für p etwa durch die Verteilung in Figur 2.21 gegeben, so 






t = 0 t >0 
x 
Figur 2 .21 Brechen 
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Dieses Beispiel für eine skalare Erhaltungsgleichung wurde in dieser Form von 
Wi tham [69] angegeben (siehe auch [43]). Weitere Beispiele f inden sich ebenso in 
[69] und in [29]. 
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3.0 Numerische Approximation schwacher Lösungen 
Für die numerischen Verfahren ist es neben den "übl ichen" Fragen nach Konsi-
stenz, Stabilität und Konvergenz hier von zentraler Bedeutung, ob sie eine Ap -
proximation der physikalisch relevanten Lösung liefern. Wir wol len hier in diesem 
Kapitel diese Frage klären und Kriterien dafür angeben, wie ein geeignetes 
Näherungsverfahren aussehen muß. Im ersten Abschnitt betrachten wir die 
grundsätzlichen Eigenschaften, welche im Falle der Konvergenz sichern, daß die 
Grenzfunkt ion gerade die physikalisch relevante Lösung ist. Danach - im zweiten 
Abschnitt - geben wir zunächst eine Konstruktionsmethode solcher Näherungs-
verfahren an. Sie benutzt ganz wesentlich die Lösung des Riemannproblems und 
baut somit die Ausbreitung der nichtlinearen Wellen in das numerische Ver-
fahren mit ein. In Abschnitt 3.3 formulieren wir einen al lgemeinen Konvergenz-
satz. Abschnitt 3.4 setzt dann wieder das Bestreben fort, al lgemeine Kriterien für 
Näherungsverfahren für nichtlineare hyperbolische Gleichungen abzulei ten. 
Diese Kriterien garantieren dann, daß Voraussetzungen für den Konvergenzsatz 
erfül l t sind. 
3.1 Verfahren in Erhaltungsform 
Wir führen in IR x ein äquidistantes Gitter mit einer Zeitschrittweite At und 
einer Raumschrittweite Ax ein. Dies geschieht hier nur zur Vereinfachung und 
Abkürzung der Schreibweise. Wir werden auf Erweiterungen der Verfahren z.B. 
auf nichtäquidistante Gitter noch zurückkommen. Ebenso werden wir noch 
klären müssen, wie die numerischen Verfahren auf endlichen Rechengebieten an-
gewandt werden, welche für praktische Rechnungen natürlich unumgängl ich 
sind. Die Frage der Randwerte, welche in diesem Falle erforderlich sind, oder auch 
alle anderen diesbezüglichen Fragen, stellen wir zurück. Zunächst geht es um die 
grundsätzlichen Dinge. Wie üblich benutzen w i rd ie Abkürzungen 
x j = i A x , Xi + i/2 = (i + 1/2) A x u n d t n = n A t 
(3.1) . i e Z . n c N , 
Ii = [xi-i/2 > Xj+i/2] 
und führen ein Gitter ein, wie es in Figur 3.1 skizziert ist. Wir leiten ein 
Näherungsverfahren ab als eine Approximation der integralen Erhaltungsglei-
chung (2.16) für ein Gitterrechteck 





Figur 3.1 Gitter 
(3.2) R i = [ x i - l / 2 X i + 1 /2 ] X K n + l J 
Man erhält eine Gleichung der Form 
(3.3) A x u n + 1 - A x u n + A t g n + 1/2 A t C i y 2 = ° 
Dabei ist uj" eine Approximation des Mittelwertes der Lösung u (x, t) im Intervall 
[xi-1/2 , Xj + 1/2] zum Zeitpunkt t n . Der Wert g"+ 1/2 ist eine Approximat ion des 
Mittelwertes des Flusses f (u (xj + 1/2, t)) im Intervall [tn, t n + 1]. Wir haben in Formel 
(3.3) den oberen Zeitindex von gi + 1/2 auf n gesetzt. Dies stimmt natürlich nur, 
wenn wir ein explizites Verfahren betrachten, und gu-1/2 nur von Werten auf 
dem Zeitlevel t n abhängt. Das Entscheidende an dem Verfahren (3.3) ist natürlich 
die Berechnung dieser Werte. Werden zur Berechnung nur die Näherungswerte 
von zwei Gitterrechtecken berücksichtigt, so gilt 
(3.4) 
Die Funktion g = g (v, w) heißt der numerische Fluß des Näherungsverfahrens 
(3.3). Er muß zumindest in allen seinen Argumenten lipschitzstetig sein und 
konsistent mit dem physikalischen Fluß f(u) in der Form 
(3.5) g (u, u) = f lu) 
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Als Anfangswerte für das numerische Verfahren zur Lösung des Cauchyproblems 
(2.1), (2.2) werden die integralen Mittelwerte 
(3.6) u ° = — 
1 A x 
Xi + l/2 
q (x) d x 
vorgeschrieben. Ist der numerische Fluß nur eine Funktion von zwei Variablen wie 
in (3.4) nennt man das zugehörige numerische Verfahren ein Dreipunkt-Ver-
fahren. Der Fluß kann natürlich - und dies wird auf alle Verfahren mit Konsi-
stenzordnung größer als eins der Fall sein - von mehreren Variablen abhängen. 
Ein "2k + 1-Punkt-Verfahren" besitzt einen Fluß der Form 
(3-7) C i ^ K - k + i > u : + k > -
Das Näherungsverfahren (3.3) besitzt die integrale Erhaltungseigenschaft. Genau 
der Antei l der etwa in das Gitterrechteck Rj von links einfl ießt tritt aus Rj_i aus. 
Diese Eigenschaft gibt dem etwas umgeschriebenen Verfahren (3.3) seinen 
Namen. 
Definit ion 1 : Das Näherungsverfahren 
mit einem konsistenten lipschitzstetigen numerischen Fluß g heißt explizites 
Verfahren in Erhaltungsform. 
In diesem Abschnitt wol len wir nur explizite Verfahren betrachten, so daß wir oft 
die Bezeichnung explizit weglassen. Solange es keine Mißverständnisse geben 
kann, lassen wir auch oft den oberen Index " n " beim numerischen Fluß weg . Die 
günstigen Eigenschaften der Verfahren in Erhaltungsform, welche sich natürlich 
im Falle glatter Lösungen als Differenzenverfahren schreiben lassen, wurde von 
Lax und Wendrof f [35] erkannt. Sie zeigten, daß diese Verfahren im Falle der 
Konvergenz schwache Lösungen liefern. Wir wol len diesen Satz im fo lgenden 
formulieren und den Beweis kurz skiziieren. Dazu dehnen wir unsere Gitter-
funkt ionen auf ganz R x IR* aus mittels 
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/ u° fü r t = 0 , x e [ x . _ 1 / 2 , x . + 1 / 2 ] 
(3.9) u A ( x , t ) = ) 
I u " f ü r t e [ t , , t ] , x e [ x . , „ , x . J . 
\ l n - 1 ' n ' 1-1/2 ' 1 + 1/2 
Satz 1 (Satz von Lax-Wendroff [35]): Sei {ua} eine Folge von Näherungslösungen 
eines Verfahrens in Erhaltungsform, wobei At, Ax mit X = At/Ax = konstant 
gegen Null streben. Gi l tdann für eine Konstante Ke IR + 
(3.10) | u Ä ( x , t ) | < K f ü r a l l e (x , t ) c R x |R+ 
und 
(3.11) u A i m L [ o k ( E x R + ) , 
so ist die Grenzfunkt ion u eine schwache Lösung des Cauchyproblems. 
Beweis: Wir wol len den Beweis hier nur kurz skizzieren. Man multipl iziert die 
Gleichung (3.8) mit <J> (xj, t n ) , wobei <E> eine Testfunktion aus C (B x |R + ) ist, und 
summiert über i und n auf. Wegen des kompakten Trägers von <E> ist dies eine 
endliche Summe. Mittels einer "partiel len Summation" werden die Differen-
zenquot ienten auf die Testfunktion übergewälzt. Die Summen lassen sich nun als 
Integrale schreiben von den auf IR x IR + mittels (3.9) ausgedehnten Gitter-
funkt ionen. Nun führen wir den Grenzübergang At, Ax ^ 0 durch. Die Voraus-
setzungen (3.10), (3.11) garantieren, daß wir nach dem Satz von Lebesgue über 
majorisierte Konvergenz (z.B. [27]) die Integration und den Grenzübergang ver-
tauschen können. Wegen der Lipschitzstetigkeit und der Konsistenz des nu-
merischen Flusses konvergiert der numerische Fluß gegen den physikalischen Fluß 
f(u). Wir erhalten somit die Integralgleichung (2.15) und u ist eine schwache 
Lösung des Cauchyproblems (2.1), (2.2). D 
Da die Verfahren in Erhaltungsform gerade die integrale Erhaltungseigenschaft 
wie die Ausgangsgleichung besitzen, liefern sie auch die richtige Ausbreitungs-
geschwindigkeit von Stoßwellen (unabhängig von den Schrittweiten). Die Erhal-
tungsform des Verfahrens garantiert jedoch nicht, daß nur physikalisch relevante 
Lösungen approximiert werden. Ein Kriterium welches garantiert, daß die Grenz-
funkt ion eines Verfahrens in Erhaltungsform gerade die physikalisch relevante 
Lösung ist, erhält man mit Hilfe einer diskreten Entropiebedingung. Ist U(u) eine 
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Entropiefunktion und F(U) der zugehörige Entropiefluß, so lautet eine diskrete 
Entropiebedingung fürdas Verfahren in Erhaltungsform (3.8) 
(3.12) ^ + ^ U ^ - A ( G » + 1 / 2 - G ^ 1 / 2 ) 
mit dem numerischen Entropiefluß G, welcher lipschitzstetig und konsistent mit 
dem physikalischen Entropiefluß F(u): 
(3.13) G ( u , u ) = F(u) 
sein muß. Die Entropieungleichung (3.12) wird analog zum Verfahren in Erhal-
tungsform aus der integralen Formulierung (2.33) der Entropiebedingung abge-
leitet. Eine Erweiterung des Satzes von Lax-Wendroff ist dann 
Satz 2: Sind alle Voraussetzungen von Satz 1 erfül l t und genügen die Näherungs-
lösungen der diskreten Entropiebedingung (3.12), dann ist die Grenzfunkt ion u 
gerade diejenige schwache Lösung, welche der Entropiebedingung genügt. 
Der Beweis zu diesem Satz verläuft analog zum Beweis von Satz 1. Die ganze 
Prozedur wird nurauf die Entropieungleichung (3.12) angewandt. 
Wir betrachten nun zunächst das 3-Punkt-Verfahren mit einem numerischen Fluß 
g = g (v, w). Auf die zugehörige Erhaltungsgleichung der Form (3.8) wenden wir 
die heuristische Stabilitätstheorie von Hirt an (siehe Seite 27). Als Differential-
approximation erhalten w i rd ie Gleichung 
(3.14) u t + f tu ) x = Y (h(u) u x ) x + O ( A x 2 ) 
mit 
h(u) = g v (u, u) - g w (u, u) - A a (u ) 2 . 
Dabei haben wir zusätzlich vorausgesetzt, daß g stetig differenzierbar ist, mit 
g v (u, u), g w (u, u) bezeichnen wir die partiellen Ablei tungen von g (v, w) nach 
dem ersten bzw. zweiten Argument im Punkte (u, u) - wie üblich a(u) = d f(u)/du. 
Die rechte Seite in (3.14) stellt gerade den lokalen Diskretisierungsfehler des Ver-
fahrens in Erhaltungsform dar. Diese Gleichung kann man nun so interpretieren, 
daß das Verfahren in Erhaltungsform eine Approximation erster Ordnung für die 
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Erhaltungsgleichung (2.1) ist, aber eine Approximation zweiter Ordnung für die 
parabolische Gleichung 
A x 
(3.15) u , + flu) = — (h(u)u ) . 
t x 2 x x 
Stabilitätsaussagen für diese Gleichung lassen sich somit als asymptotische Stabi-
litätsaussagen für das Näherungsverfahren in Erhaltungsform interpretieren. Ist 
der Dissipationskoeffizient b(u) negativ, so ist das zugehörige Näherungsver-
fahren instabil. Eine Stabilitätsbedingung wäre somit 
(3.16) g y (u, u) - g w (u, u) > A a ( u ) 2 . 
Dies ist eine Stabilitätsbedingung für ein Verfahren erster Ordnung. Für ein Ver-
fahren zweiter Ordnung in Raum und Zeit müßte in (3.16) das Gleichheitszeichen 
stehen. Dann müssen in (3.14) die O (Ax2) Terme genauer betrachtet werden, um 
zu einer Stabil itätsbedingung zu kommen. 
Setzen wir die numerischen Flüsse 
(3.17) g ( v ,w ) = f (w ) (rechtsseitige Differenzen), 
(3.18) g ( v , w) = f (v ) (linksseitige Differenzen), 
(3.19) g ( v , w) = ( f (v) + f(w))/2 (zentrale Differenzen) 
in die Stabil itätsbedingung (3.16) ein, so zeigt sich, daß keiner diese Stabilitäts-
bedingung erfül l t . Zwar erfül l t (3.17) im Falle a(u) < 0 und (3.18) im Falle a(u) > 0 
die Stabil itätsbedingung falls k a(u) < 1, sie werden aber instabil, sobald die 
Charakteristiken die Richtung wechseln. Man kann das Verfahren in Erhaltungs-
form auch umschreiben in die Differenzenform 
In i n \ n+1 n n n 
(3.20) u. - u . 8 i + 1 / 2 - g j _ 1 / 2 
+ = 0 . 
A t A x 
Bestimmen wir den numerischen Fluß nach (3.17), (3.18) und (3.19), so sind dies 
Verfahren mit rechtsseitigen, mit linksseitigen bzw. mit zentralen Dif ferenzen. 
Wir haben dies hinter den Formeln in Klammer vermerkt. Wir werden jedoch im 
nächsten Abschnitt sehen, daß stabile Verfahren auch im Falle eines Richtungs-
wechsels der Charakteristiken aus der integralen Formulierung abgeleitet wer-
den können. 
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3.2 Godunov-Typ, Fluß-Splitting und Upwind-Verfahren 
Eine der fundamentalen Ideen bei der Konstruktion eines Näherungsverfahrens 
für Erhaltungsgleichungen hatte Godunov [19]. Er nahm an, zu einem bestimm-
ten Zeitpunkt t n ist die Näherungslösung konstant in jedem Gitterintervall und 
gerade gleich den integralen Näherungswerten (Figur 3.2). Er bemerkte, daß er 
dieses Problem für kleine Zeitschritte exakt lösen kann. An jedem Randpunkt 
eines Gitterintervalls ist die Lösung eines Riemannproblems zu ermitteln, z.B. für 
Xi + 1/2: 
(3.21) q (x ) 
f ü r 
f ü r 
x > x . 
+ 1/2 
X < X. 
i + 1/2 
M-1/2 M*1/2 U3/2 

















Figur 3.3 Lösung von Riemanproblemen 
Fordern wir dabei , daß der Zeitschritt so klein ist, daß keine Wechselwirkung 
zwischen den Riemannproblemlösungen benachbarter Gitterzellen stattf indet, 
können wir die exakte Lösung des Anfangswertproblems 
u + m = o 
(3.22) 
u (x, 0) = u " f ü r x e I. 
in der Form 
(3.23) v " ( x , t ) = v f X * i + m ; u n , u " t ) f ü r x e l . 
n 
angeben, wobei v die lokale Lösung eines Riemannproblems ist, d.h. wir erhalten 
die Lösung von (3.22) durch "Anstückelung" der lokalen Lösungen der Riemann-
probleme (Figur 3.3). Wir wissen nun eigentlich zu viel und sind nur interessiert 
an neuen Näherungswerten für die integrale Mittelwerte der Lösung in den Git-
terintervallen. Diese bekommen wir jedoch durch einfache Mit telung 
(3.24) u n + 1 = — 
1 A x 
v n ( x , t n + 1 ) d x 
Xi-l/2 
Ausgedrückt durch die lokalen Lösungen der Riemannprobleme können wir auch 
schreiben 
A x / 2 
(3.25) .n + 1 - J - v ( x / A t ; u " , u") + - ! - v ( x / A t ; u n , u n + 1 ) d x 
A x J l - i i A x J l i + i 
- A x / 2 
Dieses Näherungsverfahren wird üblicherweise Godunov-Verfahren genannt. 
Für das Riemannproblem einer skalaren Erhaltungsgleichung im konvexen oder 
konkaven Fall läßt sich die Lösung in einfacher Art und Weise angeben, wie wir 
dies in Abschnitt 2.2 gezeigt haben. Für den nichtkonvexen Fall wird dies schon 
schwieriger und für Systeme wird dies oftmals unmöglich oder auch nur sehr 
aufwendig . Mi t der exakten Lösung der Riemannprobleme (3.23) erhalten wir na-
türl ich auch eine ganze Menge an Information über die Lösung zum Zeitpunkt t, 
die wir durch die Mit telung (3.24) wieder vergessen. 
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Beim Godunov-Typ Verfahren wird das Riemannproblem nicht exakt sondern nur 
näherungsweise berechnet. Dabei setzen wir voraus, daß eine Näherungslösung 
für das Riemannproblem (2.36) ebenso wie die exakte Lösung nur von x/t und 
natürlich ui und u r abhängt. Al len Näherungen gemeinsam sollte sein, daß es 
zumindest Funktionen ai = ai (ui, u r) und a r = a r (ui, u r) gibt, so daß für die 
Näherung w gilt 
(3 26) w ( x / t ; Uj, u r ) = Uj f ü r x < a ( t , 
und 
(3.27) w (x 1 2 / t ; u , , u r ) = u r f ü r x > a r t . 
d.h. alle Wel len haben eine endliche Ausbreitungsgeschwindigkeit, vor und 
hinter den schnellsten Wel len sind die Zustände ungestört. Die Werte ai, a r 
nennen wir die Signalgeschwindigkeiten. 
Definition 2: Eine Approximation w = w (x/t ; ui, u r) der exakten Lösung des 
Riemannproblems (2.37) wird approximative Riemannlösung genannt, falls die 
fo lgenden Bedingungen erfül l t sind: 
1. Konsistenz mit der Integralform der Erhaltungsgleichung 
A x / 2 
( 3 - 2 8 ) w ( x / A t ; u . , u ) d x = — (u. + u ) - A t flu ) + A t f lu,) 
2 r 
-Ax /2 
für alle At < Ax/(2 max {|ai|, |a r |» . 
2. Maximum-Min imum Bedingung in dem Sinne, daß für alle x/t gilt 
(3.29) m i n {ut. ur} ^ w ( x / t ; Uj, ur) < m a x {Uj, ur) . 
Das zugehörige Näherungsverfahren nennen wir kurz Riemannlöser. 
Definit ion 3: Ein Näherungsverfahren für die Erhaltungsgleichung (2.1) heißt 
Godunov-Typ Verfahren falls die Näherungslösung sich darstellen läßt in der 
Form 
A x / 2 0 
(3.30) ^ ' " Ä t O w ( x / A t ; u " - l '
 u")dx + j w f c / A t j u ^ u ^ j J d x ) , 
0 -Ax /2 
wobei w eine approximative Riemannlösung nach Definit ion 2 ist. 
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Trivialerweise ist das Godunov-Verfahren auch ein Godunov-Typ Verfahren. Die 
Eigenschaften (3.28), (3.29), (3.30) führen nun dazu, daß sich ein Godunov-Typ-
Verfahren in Erhaltungsform schreiben läßt. 
Satz 3: Al le Verfahren vom Godunov-Typ können in der Erhaltungsform (3.8) 
geschrieben werden. Der numerische Fluß ist durch 




w ( x / A t ; u . , u. , ,) d x -I u. 
i 1 + 1 2 A t 1 
- A x / 2 
A x / 2 
= « u . . .) + - J -
1 + 1 A t 
A x 
w ( x / A t ; u. • u. , ,) d x — — - u. , , 
1 1 + 1 2At 1 + 1 
gegeben. 
Beweis: Die Gleichheit in (3.31) folgt direkt aus der Konsistenzbedingung (3.28), 
wenn man die zweite Darstellung von g von der ersten abzieht. Daß jedes 
Godunov-Typ Verfahren nach Definition 3 ein Verfahren in Erhaltungsform ist, 
liefert die Ausrechnung 
n+1 n \ / „ n 




w ^ x / A t , u " , u " + 1 j d x + 
- A x / 2 
A x / 2 
1 
A x 
w I x / A t ; u. j , u. d x 
wobei die erste Gleichung in (3.31) für g; + 1/2 und die zweite Gleichung für gi-1/2 
eingesetzt wurde. 
Wir wol len uns nun einige dieser Godunov-Typ Verfahren anschauen. Dabei be-
schränken wir uns hier wieder auf eine Erhaltungsgleichung mit einem konvexen 
Fluß f(u). Wir greifen zunächst das Godunov Verfahren nochmals auf. Es ist natür-
lich automatisch auch ein Godunov-Typ Verfahren. Wie man die exakte Lösung 
des Riemannproblems berechnet, haben wir in Abschnitt 2.2 angegeben. Da sie 
eine schwache Lösung der Erhaltungsgleichung ist, erfül l t sie trivialerweise die 
Konsistenzbedingung (3.28) von Definition 2. Die Positivitätsbedingung (3.29) ist 
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sicherlich auch erfül l t . Dies kann direkt aus der expliziten Darstellung der Lösung 
des Riemannproblems (2.38) und (2.39) abgelesen werden. Den numerischen Fluß 
des Godunov Verfahrens erhalten wir direkt aus der Integralform der Erhaltungs-
gleichung, da wir die exakte Lösung des Riemannproblems benutzen. Es gilt hier 
gerade 
(3.32) ^ . . u X H w C O j u , , ^ ) ) , 
wobei w die exakte Lösung des Riemannproblems ist. Wir können dies auf-
schlüsseln nach den Formeln (2.38) und (2.39) und erhalten 
f(uj) f ü r u i > u r , f(ui)>f(u r ) 
( f(ur) fürui > u r , f(uj) < f(ur) 
(3.32') g god(ui,u r)= J f(ui) f ü r u j < u r , a (u , )>0 
f f(u r) f ü r u i ^ U f , a ( u r ) ^ 0 
f (a-l (0)) sonst. 
Dies kann man auch noch in einer anderen Form schreiben. Es gilt auch noch die 
Darstellung 
I maxf (u) für ui > u r , 
u r < u < U| 
minf (u) für ui < u r . 
U] < u ^ u r 
Im Falle einer skalaren Erhaltungsgleichung mit einem konvexen Fluß können wir 
das exakte Riemannproblem leicht lösen und den numerischen Fluß (3.32) des 
Godunov-Verfahrens ausrechnen. Für Systeme läßt sich jedoch das Riemann-
problem meist nicht mehr oder nur sehr aufwendig lösen, so daß es günstig ist, 
das exakte Riemannproblem durch ein nur näherungsweise gelöstes Riemann-
problem zu ersetzen. 
Beim Harten, Lax und van Leer-Verfahren [24] ersetzen w i rd ie exakte Lösung des 
Riemannproblems durch eine Lösung der Form 
/ m für x < a[t 
(3.33) w = w (x/t; ui, ur) = \ uir f ü r a i t < x < a r t 
* u r für x > art 
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Wir nehmen hier natürlich an, daß die Signalgeschwindigkeiten ai, a r nicht gleich 
sind und a r größer als ai ist. Im Grenzfall ai = a r , den wir hier gerade noch 
zulassen, fäl l t natürlich der mittlere Zustand in (3.33) weg. Im Falle ai < a r liefert 
uns die Konsistenzbedingung (3.28) diesen mittleren Zustand. Setzt man (3.33) in 
(3.28) e in, so erhält man 
(3.34) u _ * r u r - a 1 u , _ f ( u r ) - f ( u 1 ) 
l r a — a. a — a, 
r 1 r I 
Wird (3.33) eingesetzt in die Formel (3.31) fü rden numerischen Fluß aus Satz 3, so 
erhalten wir den numerischen Fluß des Verfahrens von Harten, Lax und Leer in 
der Form 
a r + f(Uj) — a~ f (u r ) a r + a ~ 
(3.35) g H L L ( u i - u r ) = ~ — ; — — L + - i — r ( u r - u i > -
a r - a , a r - a , 
wobei a r+ und a r - der positive bzw. der negative Teil der größten und kleinsten 
Signalgeschwindigkeit ist: 
(3.36) a~ = min (aj, 0) , = max (a r , 0) . 
Laut Konstruktion des mittleren Zustandes U | r nach (3.34) ist die erste Bedingung 
in Definit ion 2 erfüllt. Um zu zeigen, daß (3.33) eine approximative Riemann-
lösung nach dieser Definit ion ist, muß noch die Maximum-Min imumbedingung 
gelten. Bezeichnen wir mit S| r die Stoßwellengeschwindigkeit S | r = (f(u r) - f(ui)) / 
(u r - ui), so können wir (3.34) umschreiben in 
a — s, s, — a, 
r lr lr I 
= u + u . 
l r a — a, r a — a. 1 
r 1 r 1 
Die Maximum-Min imum Bedingung ist genau dann erfül l t , wenn die Koeff i -
zienten von u r und ui beide positiv sind und ihre Summe Eins ist. Das heißt die 
Bedingung (3.29) ist erfül l t , wenn die Signalgeschwindigkeiten die Ungleichung 
(3.37) a i - S l r - a r 
erfül len. Einfeldt [16] schlug für eine konvexe Flußfunktion die Wahl 
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a i = a i (IM, u r ) = m i n {a (u i ) , s i r } 
(3.38) 
a r = a r (u i , u r ) = m a x {s i r , a (u r)} 
vor, Wir nennen das Verfahren mit dem Fluß (3.35) und diesen Signalgeschwin-
digkei ten (3.38) kurz HLLE-Verfahren. 
Es zeigt sich, daß das Lax-Friedrichs Verfahren [34] 
(3.39) + • = 0 A t 2 A x 
ein Grenzfal l eines Harten, Lax und van Leer Verfahrens ist. Im Verfahren (3.39) 
wird durch diesen eigentümlichen Zeitdif ferenzenquotienten eine Art Viskosi-
tätsterm eingeführt. Dies sieht man deutlicher, wenn (3.39) umgeschrieben wird 
in 
+ fK+1)-fK_t) ^ A x u t + 1 - 2 u , + u , _ t ^ = A t _ 
A t + 2 A x 2X A x 2 ' A x 
Der Viskositätsterm auf der rechten Seite des Lax-Friedrichs Verfahrens ist somit 
gerade von der Form 0 (Ax) • u x x . Dieser Term führ t dämpfende und stabil i-
sierende Terme in das numerische Verfahren ein. Definieren wir die Signalge-
schwindigkeiten des Harten, Lax, van Leer-Verfahrens in der fo lgenden Art und 
Weise 
(3.40) a r = a l r • a l = " a l r a, f = max {|a(u,)| , |a(ur)|} 
erhalten w i rd ie approximative Riemannlösung 
f ü r x ^ a i t 
sonst , 
f ü r x S: a r t 
(3.41) w = w (x / t ; u i , u r ) (ui + u r ) / 2 - ( f ( u r ) - f ( u i ) ) / 2 a i r 
und den numerischen Fluß 
(3.42) 8 L P (u 1 .u r )=i(f(u 1 ) + f (u r ) -a l r (u r -u 1 ) ) 
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Dieser numerische Fluß entspricht gerade dem Fluß des Lax-Friedrichs Verfahrens, 
wenn wir für a i r den Maximalwert 1/A. einsetzen, welcher sich nach der CFL-Be-
d ingung Ä max I a (u) I < 1 ergibt. 
Ein anderer Grenzfall eines Godunov-Typ Verfahrens ist das Verfahren von Roe 
[54]. Als Signalgeschwindigkeiten wird hier 
f (u r) - f (u,) 
(3-43) a i = a r = S l r = u - U , 
r 1 
gewählt . Damit erhalten wir die approximative Riemannlösung 
i ui für X < Slrt 
u r für x > S[ rt 
und für den numerischen Fluß 
(3.45) g R 0 E (u,, ur> = \ (f (u,) + f (u r) - I s [ r I ( u r - u,)) 
Wir sehen hier an (3.44), daß beim Verfahren von Roe statt des exakten Riemann-
problems das linearisierte Riemannproblem 
/ ui für x > 0 
U t + Sir U x = 0 , U (x, 0) = 5 
( u r für x < 0 , 
gelöst wird. Stoßwelle als auch Verdünnungswelle wird approximiert durch eine 
lineare Ünstetigkeit. Wir werden an Beispielen später sehen, daß diese einfache 
Approximat ion in bestimmten Fällen Schwierigkeiten mit sich bringt. 
Bemerkung 1: Die Bedingung an das Schrittweitenverhältnis X = At/Ax ist für ein 
Godunov-Typ Verfahren nach Definit ion 2 
(3.46) A max {|a. I |a |} < - , 
2 
ui, u r 
das heißt gerade die "halbe CFL-Bedingung". Dies liegt daran, daß wir die Dar-
stellung eines Godunov-Verfahrens in der Form (3.30) fordern. Verzichten wir auf 
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diese Darstellung, definieren ein Godunov-Typ über den numerischen Fluß nach 
Satz 3, so genügtd ie Bedingung 
X max {| aj I | a r I} s 1 
ui, u r 
welche nur noch garantiert, daß die Flüsse benachbarter Riemannprobleme 
ungestört bleiben. Für die hier vorgestellten Verfahren ist diese Bedingung er-
fü l l t , falls die CFL-Bedingung 
X max I a (u.) | ^ 1 
gilt. 
Eine andere Methode, die einseitigen Differenzen umzuschalten, wird bei dem 
Verfahren von Engquist-Osher [17] angewandt. Ihnen gelang es, den nume-
rischen Fluß formal aufzuspalten einen Fluß nach rechts und einen Fluß nach 
links: 
(3.47) f(u) = f + (u) + f " (u) 
mit 
f + (u) = m a x ( a (s),0)ds + f(0) 
(3.48) 
f~(u) min (a (s), 0 )ds . 
Der numerische Fluß wird dann definiert durch 
(3.49) g e o ( u 1 , u r ) = f + ( u 1 ) + r ( u r ) . 
Verfahren dieser Art nennt man Fluß-Splitting Verfahren. Interpretieren wir das 
zugehörige Verfahren in Erhaltungsform als Differenzenverfahren, so bedeutet 
dies, daß der Fluß nach rechts mit linksseitigen Differenzen und der Fluß nach 
links mit rechtsseitigen Differenzen behandelt wird. Der charakteristische Abhän-
gigkeitsbereich wird somit richtig in das Differenzenverfahren eingebaut. Das 
Engquist-Osher Verfahren läßt sich somit in der Form 
- 7 4 -
(3.50) u« + 1 = - X ( f + (up - f + (uf_ p ) - X ( f - ( u ? + 1 ) - f - (u-)) 
schreiben. 
Wir wol len diesen Sachverhalt eines Fluß-Splitting Verfahrens noch in einer De-
f ini t ion festhalten. 
Defini t ion 4: Ein Verfahren in Erhaltungsform (3.8) heißt Fluß-Splitting Ver-
fahren, falls der numerische Fluß sich in der Form 
(3.51) g (u , ,u r ) = f + ( u 1 ) + r ( u r ) 
schreiben läßt und für den Fluß f + (u) nach rechts und f"(u) nach links (3.47) die 
fo lgenden Bedingungen gelten: 
Sind die Signalgeschwindigkeiten a (ui) > 0, a (u r) > 0, dann gilt 
f - ( u r ) = 0 . 
Sind die Signalgeschwindigkeiten a (ui) < 0, a (u r) < 0, dann gilt 
f + ( u , ) = 0 . 
Der Fluß (3.49) des Engquist-Osher Verfahrens ist eine stetig dif ferenzierbare 
Funkt ion, während die Flüsse der anderen Verfahren bis auf das Lax-Friedrichs 
Verfahren (3.39) nur lipschitzstetig sind. Dies ist ein Vortei l , wenn der numerische 
Fluß für ein implizites Verfahren benutzt wird. In diesem Fall muß ein nicht-
lineares Gleichungssystem iterativ gelöst werden. Oftmals läßt sich dies sehr eff i-
zient mit dem Newton-Verfahren durchführen, für welches die Able i tungen er-
forderl ich sind. 
Godunov-Typ Verfahren werden auch als Flußdifferenzen-Splitt ing Verfahren 
bezeichnet, wei l man sie auch in der Art formulieren kann, daß die Flußdifferenz 
zwischen den Gitterzellen in Anteile nach rechts und links aufgespaltet wird 
([24]). Interessant ist es, daß es Einfeldt [16] hier im skalaren Fall ge lang, das 
Engquist-Osher Verfahren auch als Godunov-Typ Verfahren zu formulieren. 
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Wir haben in Abschnitt 3.1 auf ein Verfahren in Erhaltungsform die Hirt'sche 
Stabilitätsanalyse angewandt und damit insbesondere gezeigt, daß Verfahren 
mit rechts-, linksseitigen oder zentralen Differenzen instabil sind für Probleme, in 
denen die Richtung der Charakteristiken wechselt. Wir wol len nun sehen, ob die 
hier konstruierten Verfahren der in Abschnitt 3.1 abgeleiteten Stabilitätsbe-
d ingung (3.16) genügen. Wir wol len dies an dem Engquist-Osher Verfahren 
durchführen, da dieses, wie oben erwähnt, gerade einen stetig dif ferenzierbaren 
Fluß hat. Berechnen wir die Ablei tungen nach dem ersten und zweiten Argument 
des Flusses (3.49) und setzen diese in (3.16) ein, so erhalten wir die Ungleichung 
m a x (a (u), 0) - m i n (a (u), 0) > A a (u) 2 
und weiter 
(3.52) I a (u) I (1 - A ( a ( u ) ) ) > 0 . 
Diese Ungleichung gilt unter der CFL-Bedingung 
(3.53) A m a x | a ( u ) | < 1 . 
u 
Das heißt das Engquist-Osher Verfahren erfül l t (3.16) unter der üblichen Stabi-
l i tätsbedingung für ein explizites Verfahren. Die Flüsse der Godunov-Typ Ver-
fahren, die wir hier vorgestellt haben, sind lipschitzstetig, aber außer beim Lax-
Friedrichs Verfahren nicht überall stetig differenzierbar. Wir können somit die 
Gült igkeit der Stabilitätsbedingung (3.16) für diese Verfahren nur eingeschränkt 
nachweisen. Wir werden die Frage der Stabilität zunächst zurückstellen, sie nach 
einem Konvergenzsatz erneut aufgreifen und uns dann damit noch etwas ge-
nauer befassen. 
Abschließen wol len wir diesen Abschnitt mit einigen numerischen Resultaten 
dieser Verfahren. Dazu haben wir vier Testprobleme herausgesucht: Anfangs-
wertprobleme - wie könnte es anders sein - für die Burgers-Gleichung. Für prak-
tische Berechnungen können wir natürlich nur ein endliches Rechengebiet be-
trachten und müssen Randwerte vorschreiben. Wir wol len jedoch das Zeit-
intervall so vorschreiben, daß innerhalb der betrachtenden Zeiten keine Wel len 
an den Rändern ankommen und die Lösung dort sich somit nicht ändert. Es 
genügt somit, einfach konstante Randwerte vorzuschreiben. Die Frage der 
Vorgabe von Randwerten im allgemeinen Fall wird dann in Kapitel 7 ausführlich 
behandelt. 
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Testbeispiel 1 (stationäre Stoßwelle, Transschall): Die Anfangswerte für die 
Burgers-Gleichung 2.11 sind gegeben durch 
i l f ü r x < 5 
, x e [ 0 , 1 0 ] . 
-1 f ü r x > 5 
Als Randwerte geben wir vor: 
u ( 0 , t ) = l , u ( 1 0 , t ) = - l f Ü r a l l e t e R + . 
0 
Die physikalisch relevante Lösung enthält eine stationäre Stoßwelle und lautet 
( 3 - 5 5 ) u ( x , t ) = u ( x , 0 ) fflr(x,t)e[0,10]x R + 
Das Bild der Charakteristiken ist in Figur 3.4 a skizziert. 
Dieses Problem ist ein sogenanntes Transschall-Problem. Der Punkt (die Punkte) u 
mit a (u) = 0 nennt man den Schallpunkt (die Schallpunkte). Gilt nun für ein Prob-
lem a (u) > 0 für alle auftretenden u-Werte, so nennt man dies ein Überschall-
Problem, für a (u) < 0 ist es ein Unterschall-Problem; ansonsten nennt man es 
Transschall-Problem. Beim Überschall-Problem laufen alle Charakteristiken nach 
rechts, beim Unterschall nach links und beim Transschall hat man ein Durchgang 
durch den Schallpunkt und ein Wechsel der Richtungen der Charakteristiken. 
Testbeispiel 2 (Stoßwelle, Transschall): Die Anfangswerte sind gegeben durch 
i 2 f ü r x < 5 
, x e [ 0 , 1 0 ] . 
-1 f ü r x > 5 
Als Randwerte werden vorgegeben 
u ( 0 , t ) = 2 , 11 (10 ,0 = - 1 f ü r t e [ 0 , 1 0 ] . 
Die physikalisch relevante Lösung enthält hier eine Stoßwelle, welche nach rechts 
läuft : 
( 2 f ü r x < t/2 + 5 
(3.57) u ( x , t ) = J , (x , t ) e [0 ,10 ] x [0 ,10 ] . 
( -1 f ü r x > t/2 + 5 
Eine Skizze über den Verlauf der Charakteristiken zeigt Figur 3.4 b. 
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Testbeispiel 3 (Stoßwelle, Überschall): Die Anfangswerte sind gegeben durch 
( 2 f ü r x < 5 
(3.58) u ( x , 0 ) = j , x e [ 0 , 1 0 ] . 
( 1 f ü r x > 5 
Als Randwerte werden vorgegeben 
u ( 0 , t ) = 2 , u ( 1 0 , t ) = l f ü r a l l e t e [ 0 , 10 /3 ] . 
Die physikalisch relevante Lösung enthält hier ebenso eine nach rechts laufende 
Stoßwelle und lautet 
( 2 f ü r x < 3t/2 + 5 
(3.59) u ( x , t ) = ] 
( 1 f ü r x > 3t/2 + 5 
Das Bild der Charakteristiken ist in Figur 3.4 c festgehalten. 
Testbeispiel 4 (Verdünnungswelle, Transschall): Die Anfangswerte sind gegeben 
durch 
( -1 f ü r x < 5 
(3.60) u ( x , 0 ) = < , x e [ 0 , 1 0 1 . 
( 1 f ü r x > 5 
Als Randwerte werden vorgegeben 
u ( 0 , t ) = - 1 , u ( 1 0 , t ) = 1 f ü r t e [ 0 , 1 0 ] . 
Die physikalisch relevante Lösung besteht aus den ungestörten Zuständen, ge-
trennt durch eine Verdünnungswelle 
-1 f ü r x < - t 
(3.61) u ( x , t ) = j x/ t f ü r - t < x < t , x e [ 0 , 1 0 ] . 
' + 1 f ü r x > t 
Das Bild der Charakteristiken zeigt Figur 3.4 d. 
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b) 
d) 
Figur 3.4 Verlauf der Charakteristiken für Testbeispiel 1 - 4. 
Die numerischen Ergebnisse der Näherungsverfahren zum Zeitpunkt t = 2.0 sind 
in den Figuren 3.5 - 3.10 aufgezeichnet. Dabei ist mit einer Linie jeweils die 
exakte Lösung, mit den Kreisen die Werte der Näherungslösungen gezeichnet. 
Die Reihenfolge der verschiedenen Testprobleme ist 1, 2 darunter 3, 4 analog zu 
Figur 3.4 der Charakteristiken. Die Raumschrittweite ist Ax = 10/75, die Zeit-
schrittweite wurde nach der Bedingung At = 0.75 • Ax/max ja (u)| gewählt . 
Es zeigt sich, daß - wie erwartet - das Verfahren von Godunov, das Verfahren von 
Lax-Friedrichs, das HLLE-Verfahren und das Verfahren von Engquist-Osher gerade 
die physikalisch relevanten Lösungen approximieren. Es treten keine nume-
rischen Oszil lat ionen oder Instabilitäten vor oder hinter den Stoßwellen auf. Das 
Verfahren von Lax-Friedrichs dämpft oder verschmiert die Unstetigkeiten am 
stärksten. Beim Testbeispiel 3, bei welchem die Charakteristiken alle nach rechts 
laufen, benöt igt es 16 Gitterpunkte, die Stoßwelle darzustellen, fü rd ie stationäre 
Stoßwelle 6 Punkte (Figur 3.9). Die numerische Dämpfung beim Verfahren von 
Godunov, HLLE und Engquist-Osher ist deutlich geringer, aber es gibt ebenso 
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Figur 3 . 6 Verfahren von Harten, Lax, van Leer und Einfeldt (HLLE) 
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Figur 3.8 Verfahren von Lax-Friedrichs mit a i r nach (3.40) 
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Figur 3.10 Verfahren von Enquist-Osher 
- 8 2 -
einen deutl ichen Unterschied zwischen Testbeispiel 3 und 1,2. Im transonischen 
Fall werden die Stoßwellen über weniger Gitterpunkte hinweg approximiert. 
Beim Verfahren von Godunov und HLLE wird die stationäre Stoßwelle exakt ge-
löst, während das Verfahren von Engquist-Osher hier 2 Punkte innerhalb der 
Stoßwelle benöt igt . Die Resultate im Überschallfall sind für diese drei Verfahren 
identisch. Das Verfahren von Roe liefert identische Resultate wie das HLLE-Ver-
fahren bis auf Testbeispiel 4. In diesem Fall approximiert das Verfahren von Roe 
eine physikalisch unsinnige Lösung - nämlich eine stationäre Verdünnungsstoß-
wel le. Dies bedeutet, daß das Verfahren von Roe in dieser Situation (Transschall, 
Verdünnung) keiner diskreten Entropiebedingung genügt. Fürd ie übrigen Bei-
spiele sind die Ergebnisse identisch zum HLLE- und Godunov-Verfahren. 
Wir haben die Beziehung der einzelnen Verfahren noch etwas deutl icher dar-
gestellt in Tabelle 3.1. Für die Burgers-Gleichung sind hier die Werte der nu-
merischen Flüsse zum Vergleich aufgelistet. Man sieht, daß das Verfahren von 
Engquist-Osher, Godunov, HLLE und Roe im Über- und Unterschallfall die iden-
tischen Flüsse besitzen (entsprechend rechts-linksseitiger Differenzen). Nur für 
Transschallprobleme unterscheiden sie sich. Im Transschall-Verdünnungsfall ist 
nach den Ergebnissen für das Verfahren von Roe in Figur 3.8 die Approximat ion 
der Verdünnungswelle durch eine lineare Ünstetigkeit nicht verträglich mit der 
Entropiebedingung. Man muß in diesem Fall das Verfahren von Roe durch einen 
Entropie-Fix korrigieren, indem man 
(3.62) 0 = min f(u) oder - U j U r 
2 
ui < u < u r 
setzt. Hier im Transschall-Verdünnungsfall ist dann das Verfahren von Roe iden-
tisch mit dem Verfahren von Godunov oder dem HLLE-Verfahren. Das Verfahren 
von Roe ist ein sehr wichtiges Verfahren bei der Approximation von Systemen von 
Erhaltungsgleichungen. Das exakte Riemannproblem ist dort oftmals nicht oder 
nur mit sehr großem Aufwand zu lösen. Das Verfahren von Roe besteht in einer 
Linearisierung des Problems. Die Lösung des exakten Riemannproblems wird er-
setzt durch die exakte Lösung eines linearisierten Riemannproblems, welche 
durch die Charakteristikentheorie in einfacher Weise gewonnen werden kann. 
Ein Entropie-Fix kann dort ebenso leicht durchgeführt werden (siehe [21]). 
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Verfahren Überschall ui > 0, u r > 0 
Unterschall 
ui < 0, u r s 0 
Transschall (Verd.) 
U| £ 0 < u r 
Transschall (Stoß) 
U| > 0 > u r 
Engquist-Osher 1/2 U|2 1/2 ur2 0 1/2 (u|2 + ur2) 
Godunov , 1/2 U|2 1/2 ur2 0 
1/2 u|2 für s > 0 
1/2 u r 2 fü rs < 0 
HLLE (3.38) 1/2 U|2 1/2 ur2 1/2uiu r 
1/2 U | 2 f ü r s > 0 
1/2 u r 2 fü rs < 0 
Roe 1/2 U|2 1/2 ur2 
1/2 u|2 für s > 0 
1/2 u r 2 fürs < 0 
1/2 u | 2 f ü r s > 0 
1/2 ur2 fürs < 0 
Tabelle 3.1 Numerische Flüsse verschiedener Upwind-Verfahren für die Burgers-
gleichung 
Wir haben an den einfachen Beispielen gesehen, daß bei der Berechnung der 
numerischen Flüsse meist wesentlich die Richtung der Charakteristiken eingeht. 
Verfahren dieser Art nennt man auch Upwind-Verfahren. Wir wol len diese Be-
zeichnung noch präziser formulieren in 
Definit ion 5: Ein 3-Punkt Verfahren in Erhaltungsform heißt Upwind-Verfahren, 
falls die fo lgenden Bedingungen erfül l t sind: 
1. Der numerische Fluß läßt sich schreiben in der Form 
foan\ f ( u ) + f ( u ) j 
(3.63) ( ) = — 1 L ± l _ i d ( u u ) 
mit 
u. + u 
(3.64) / u. -i- u. + 1 \ 
d ( u . , u i + 1 ) = a ( ' 2 l j(u. + 1 - u . ) + o ( | u . + 1 - u . l ) 
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2. Sind alle Signalgeschwindigkeiten positiv, so gilt 
g ( u i ( u . + 1 ) = f (u.) , 
umgekehrt sind alle negativ, so gilt 
g(u.,u. + 1) = f(u. + 1) . 
Während die Bedingung 2 sofort verständlich ist und ihre Gült igkeit bei einem 
Fluß-Splitting Verfahren etwa direkt aus dessen Definit ion folgt, müssen wir die 
Bedingung 1 noch etwas motivieren. Im linearen Fall ist ein solches Upwind-
Verfahren gerade das CIR-Verfahren (1.76). Wir können dieses Verfahren für 
c = konstant in der Form 
(3.65) u ° + 1 = u*1 - X ( c + (u- - u ^ ) + c - ( u ° + 1 - u p ) 
mit 
c + =max (0 , c ) c - = m i n (0 , c ) 
schreiben. Der zugehörige numerische Fluß lautet dann 
/ t i n i + n . — n 
(3.66) g (u . , u . + 1) = c u. + c u. + 1 . 
Eine andere Form des CIR-Verfahrens ist 
(3.67) u n + 1 = u n - - c ( u " , - u n . )+ - | c | ( u " , - 2 u n + u n ,) 
mi tdem zugehörigen Fluß 
0.68) 8 ( u : . u ; + 1 ) = i K + » : + l ) - T t a . + i - » ? • 
Das CIR-Verfahren wird in dieser Form geschrieben als ein Verfahren in Erhal-
tungsform mit einem zusätzlichen Viskositätsterm. 
Bedingung 1 in Definit ion 5 sagt nun aus, daß für ein Upwind-Verfahren im nicht-
l inearen Fall eine zu (3.66) bzw. (3.68) ähnliche Darstellung des numerischen 
Flusses existiert. So fordert diese Bedingung, daß die Flüsse (3.66) und (3.68) mit 
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c = aOO , c + = i ( c + |c|) , c = i ( c - | c | ) 
für einen Referenzzustand u« nahe u; und Uj +1 (z.B. u* = (uj + Uj + i)/2) gerade 
eine lineare Approximat ion ist, falls u; und ui + 1 nahe beieinander l iegen. Für eine 
lineare Gleichung bedeutet dies insbesondere, daß alle Upwind-Verfahren mit 
dem CIR-Verfahren identisch sind. 
Die Definit ion eines Godunov-Typ, eines Fluß-Splitting oder Upwind-Verfahrens 
wurde in [24] ausgeführt. Beim Godunov-Typ Verfahren folgten wir hier im we-
sentlichen der Darstellung von Einfeldt [16], [15]. Von ihm stammt die Max imum-
Min imum Bedingung in Definit ion 2. Wir haben diese Bedingung bisher nicht be-
nöt ig t und werden erst im Abschnitt 3.4 darauf zurückkommen. Harten, Lax und 
van Leer [24] forderten statt dessen die Gültigkeit einer diskreten Entropiebe-
d ingung. Der Nachweis dieser Bedingung ist schwerer; insbesondere erfül l t na-
türl ich das unmodif izierte Roe-Verfahren keine solche Bedingung. 
Wir sollten hier auch noch ein anderes Verfahren erwähnen, welches zur Berech-
nung einer Näherungslösung das Riemannproblem benutzt: das Verfahren von 
Glimm [18]. Der Ausgangspunkt ist derselbe wie beim Godunov Verfahren, je-
doch wird keine Mit telung im nächsten Zeitschritt ausgeführt; der Näherungs-
wert ist eine mittels Zufallszahlen ermittelter Wert der Lösung des Riemann-
problems. Dies verhindertdie Verschmierung von Unstetigkeiten. Die Näherungs-
lösung und Ort der Stoßwelle hängen jedoch von den Zufallszahlen ab. Dieses 
Verfahren ist sehr schwierig auf mehrdimensionale Probleme auszudehnen. Inso-
fern möchten wir hier nicht näher darauf eingehen. Praktische Anwendungen 
f indet man in [4]. 
3.3 Konverqenzsatz 
Wir haben in Abschnitt 3.1 Kriterien angegeben, welche garantieren, daß im Falle 
der Konvergenz die Grenzfunkt ion gerade die physikalisch relevante Lösung ist. 
Wir haben jedoch noch kein Kriterium angegeben, welches uns die Konvergenz 
selbst garantiert. Dies wol len wir in diesem Abschnitt nachholen und zeigen, daß 
die Verfahren, welche wir in Abschnitt 3.2 vorgestellt haben, diesem Kriterium 
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genügt. In Anlehnung an das Äquivalenz Theorem von Lax, welches für lineare 
Probleme gilt, können wir den Konvergenzsatz in der Form 
Konsistenz + Stabilität => Konvergenz 
ausdrücken. Zwar können wir hier nicht die Äquivalenz dieser wichtigen Eigen-
schaften zeigen, aber zumindest die eine Richtung bleibt gül t ig. Unter Konsistenz 
verstehen wir hier, daß das Näherungsverfahren in Erhaltungsform geschrieben 
werden kann mit einem konsistenten numerischen Fluß und daß eine diskrete En-
t ropiebedingung erfül l t ist, d.h. das Näherungsverfahren auch konsistent mit der 
Entropiebedingung ist. Stabilität bedeutet hier Stabilität bezüglich der L°°-Norm 
und der Totalvariation. Definition und einige Eigenschaften der Räume L p der 
Lebesque integrierbaren Funktionen und der Totalvariation sind im Anhang A 
bzw. B kurz zusammengefaßt. Wir betrachten das Näherungsverfahren in einem 
beliebigen Zeitintervall J = [0, T] mit einer Zeitschrittweite At = T/N, N E N . 
Satz 4 (Konverqenzsatz): Sei {UA} die Folge der Näherungslösungen (3 .9) aus 
einem Verfahren in Erhaltungsform (3 .8 ) , wenn At, Ax mit A. = At/Ax = konstant 
gegen Null streben. Genügen die Näherungslösungen einer diskreten Entropie-
bedingung ( 3 . 12 ) und sind sie gleichmäßig beschränkt 
( 3 . 6 9 ) | u A ( x , t ) | < M o f ü r a l l e (x , t ) e l R x [ 0 , T ] , 
und lokal von gleichmäßig beschränkter Variation 
ß 
( 3 . 7 0 ) T V U A ( " > ^ - M i P r a l l e t e [ 0 , T ] , [ a , ß ] C R , 
a 
mit Mo, M i e IR, so konvergiert die Folge {UA} im Sinne von Ll | 0 k (IR x [0, T]) gegen 
die eindeutige schwache Lösung, welche der Entropiebedingung genügt. 
Beweis: Den Beweis dieses Satzes wol len wir im folgenden relativ kurz halten 
aber so, daß alle wesentlichen Ideen sichtbar werden. Sei zunächst das Intervall 
I = [a, ß] CR und t Q e [0, T] fest vorgegeben. Nach dem Satz von Helly (Anhang A, 
Satz 5) existiert eine Teilfolge {UA}, welche punktweise konvergiert. Wegen (3 .9 ) 
und dem Satz von Lebesgue über majorisierte Konvergenz konvergiert sie auch 
im Sinne der Norm von L1(I). Eine solche Teilfolge existiert für jedes t 0 c [0, T]. Mi t 
Hilfe eines Diagonalprozesses können wirsomit eine Teilfolge auswählen, welche 
für abzählbar viele t e [ 0 , T], etwa f ü r t rational, konvergiert. 
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Als nächstes zeigen wir, daß | |UA ( \ t ) | | L i ( | ) eine lipschitzstetige Funktion in t ist. 
Dies ergibt sich aus der Erhaltungsgleichung unter Benutzung der Lipschitz-
stetigkeit des numerischen Flusses und (3.70). Es gilt 
I n +1 n I _ 1 i n n i 
| u . - u . | - A | g i + 1 / 2 - g j _ 1 / 2 | 
fiLXduf^-ufl + l u f - u ^ l ) , 
wobei L die Lipschitzkonstante des numerischen Flusses ist. Aufsummiert über 
alle Gitterpunkte im Intervall I und unter Verwendung von (3.70) folgt hieraus 
A x V | u n + 1 - u n | < 2 M , L A t . 
~ 1 l l 1 l 
i 
Wir gehen nun über zu der Ausdehnung der Gitterfunktionen auf IR x [0, T] 
mittels (3.9) und erhalten aus dieser Ungleichung 
| u Ä ( x , t 1 ) - u A ( x , t 2 ) | d x < 2 M 1 L | L 1 - t 2 | fü r t 1 ( t 2 t | . 0 , T ] . 
I 
Aus dieser Lipschitzstetigkeit und der Existenz einer Teilfolge, welche für alle 
rationalen t e [0, T] konvergiert, folgt, daß die Teilfolge für alle t e [0, T] konver-
giert. Insbesondere ist diese Konvergenz sogar gleichmäßig, da die Folge auch 
gleichgradig stetig in t ist (L, M i hängen nicht von t ab). Die obige Teil folge 
konvergiert somit bezüglich der Norm 
sup II u ( • , t) II . 
L (I) 
t e [ 0 , T ] 
das heißt im U (I) x L°° ([0, T]). Nun können wir den Satz 2 von Abschnitt 3.1 an-
wenden. Er besagt, daß die Grenzfunktion u unserer Teilfolge gerade die ein-
deutige physikalisch relevante Lösung ist. Aus dieser Eindeutigkeit folgt die Kon-
vergenz der gesamten Folge {UA}. Da I beliebig gewählt war, konvergiert somit 
die gesamte Folge gegen eine Funktion u e L00 (R x [0,T]) im Li| Qk (B x [0, T]) und 
damit ist der Satz bewiesen. D 
Die Beweisideen dieses Konvergenzsatzes stecken schon in den ersten Konver-
genzsätzen von Oleinik [48], welche sie zu Existenzaussagen von schwachen Lö-
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sungen benutzte. Die Formulierung des Beweises folgt hier den Ausführungen 
von Crandall und Majda [8] und Sanders [57] (siehe auch [63]). 
Vergleichen wir die Bedingungen (3.69) und (3.70) von Satz 4 und die Ausfüh-
rungen im Beweis mit den Eigenschaften der exakten Lösung in Satz 2 im zweiten 
Kapitel , so sehen wir, daß ein Näherungsverfahren gerade die grundlegenden 
Eigenschaften der exakten Lösung erhalten muß. 
3.4 Kriterien für Näherunqsverfahren 
In Abschnitt 3.1 haben wir grundlegende Kriterien angegeben, welche gewisser-
maßen die Konsistenz eines Verfahrens (Verfahren in Erhaltungsform, diskrete 
Entropiebedingung) garantieren. In dem Konvergenzsatz in Abschnitt 3.3 haben 
wir als weitere Voraussetzungen Stabilitätsbedingungen - nämlich die gleich-
mäßige Beschränktheit der Näherungslösungen und der Totalvariation. Diese Be-
d ingungen führen auf weitere Kriterien für Näherungsverfahren, welche zur 
Approximat ion von Stoßwellen geeignet sind. 
Definit ion 6: Ein Verfahren in Erhaltungsform heißt monoton, falls der nume-
rische Fluß den Monotoniebedingungen 
1. g(v, w) ist monoton wachsend in v, 
2. g (v, w) ist monoton fallend in w 
genügt. 
Schauen wir uns die Stabilitätsbedingung aus der Hirtschen Stabilitätsanalyse in 
Abschnitt 3.1 an und nehmen an g sei stetig differenzierbar, so sehen wir, daß die 
linke Seite der Ungleichung (3.16) unter diesen Monotoniebedingungen immer 
positiv ist. Dies bedeutet aber, daß wir ein Schrittweitenverhältnis X f inden 
können, so daß diese Ungleichung erfül l t ist. Unter dieser Bedingung ist das Ver-
fahren somit stabil nach Hirt. Wir wol len als nächstes mal schauen, welche der in 
3.2 konstruierten Verfahren diese Monotonieeigenschaft besitzen. Sehr einfach 
nachzuprüfen ist dies natürlich beim Verfahren von Engquist-Osher, da der Fluß 
dieses Verfahrens stetig differenzierbar ist. Es zeigt sich sofort, daß die Able i tung 
nach dem ersten Argument positiv und die Ablei tung nach dem zweiten Argu-
ment negativ ist, das heißtdie Bedingung 1. und 2. in Definit ion 6sind erfül l t und 
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das Verfahren von Engquist-Osher ist somit ein monotones Verfahren. Etwas 
schwieriger ist dies für die anderen Verfahren zu zeigen. 
Bemerkung 2 : Das Verfahren von Godunov, das HLLE-Verfahren, das Verfahren 
von Lax-Friedrichs und das Engquist-Osher Verfahren sind monotone Verfahren. 
Ein anderes Kriterium für ein Verfahren in Erhaltungsform, welches sich auf die 
Beschränktheit in der Totalvariation stützt, wurde von Harten [22] e ingeführt . 
Definit ion 7: Ein Verfahren in Erhaltungsform heißt beschränkt oder stabil in der 
Totalvariat ion (TVB), falls 
(3.71) T V U A < - -t B)= X | u » + 1 - u - | 
i 
gleichmäßig in n und A beschränkt ist. Ein Verfahren heißt TVD-Verfahren (Total 
Variat ion Diminishing), falls die Totalvariation eine monoton fal lende Funkt ion, 
d.h. falls 
(3.72) X K V i - « n * I l » m - « ? l 
i i 
gilt für alle n. 
Für das sehr wichtige TVD-Kriterium von Harten [22] formulieren wir das Verfah-
ren in Erhaltungsform (3.8) um in eine andere Form: 
(3.73) u» + 1 = u° + C ^ u ^ - u«) - Dlm(u» - u l ? . 
mit 
g<u>J + 1 )-f(u| ') 
(3.74) 
C n , = - X 
i + 1/2 n n 
i + l l 
D" = X 
n u p - g c u ^ . u » ) 
{ ~ m u " - u n , i i - i 
Da g nach Voraussetzung konsistent mit dem physikalischen Fluß f(u) und 
lipschitzstetig ist, sind diese Ausdrücke beschränkt. Für praktische Rechnungen 
kann man ein Cauchyproblem nicht numerisch lösen, sondern man muß ein end-
liches Rechengebiet auswählen. Für die folgenden Überlegungen ist es günst ig, 
- 9 0 -
ein endliches Gebiet mit vorgegebenen Randwerten, ein periodisches Problem 
oder eines mit kompaktem Träger zugrunde zu legen. Man umgeht somit die auf-
wendigen Grenzwertbetrachtungen für x -> ± °°, ohne jedoch das Wesentl iche zu 
verlieren. Wir werden die Sätze allgemein formulieren, jedoch die Beweise nur 
für solche "endl ichen Probleme" durchführen. In den einzelnen Beweisen wer-
den wir jedoch darauf hinweisen, an welchen Stellen wird ies ausnutzen. 
Ein hinreichendes Kriterium, daß ein Verfahren in Erhaltungsform die TVD-
Eigenschaft besitzt ist dann 
Satz 5 (TVD-Kriterium von Harten [22] ) : Das Verfahren (3.73), (3.74) ist ein TVD-
Verfahren falls die Bedingungen 
(3.75) C l m * 0 , D » + w . O 
und 
(3.76) C r+i /2 + 172 - 1 W i s k r e t e C F L - B e d i n g u n g ) 
für alle i und n erfül l t sind. 
Beweis: Wir subtrahieren die Gleichungen (3.73) für i von der für i + 1 und er-
halten 
U i + l ~ U i = ( l - C i + V 2 - D i + l / 2 ) ( U i + l - U i ) + C i + 3 / 2 ( U i + 2 - U i + l ) + D i - i y 2 ( U i " V i * • 
Die Bedingungen (3.75) und (3.76) besagen gerade, daß die Koeff iz ienten alle 
nichtnegativ sind. Gehen wir zum Betrag auf der rechten und linken Seite über 
und wenden die Dreiecksungleichung an, so erhalten wir 
k : : - »rl\ - - » iw^, - < \ + c - + m K + * - » r + i i + - »u • 
Summiert man nun auf über i, so kann man die verschiedenen Terme zusammen-
fassen. Nehmen wir nun an u ist periodisch oder hat einen kompakten Träger, so 
erhalten wir 
y l u ' ^ - u ^ ^ X i u " , - ^ ! , ' l+1 l ' < • i+1 i * 
d.h. das Verfahren ist ein TVD-Verfahren. • 
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D ie dr i t te B e d i n g u n g (3.76) in d iesem Satz spie l t d ie Rol le e ine r A r t d i sk re ten CFL-
B e d i n g u n g . Ge l t en f ü r g e t w a d ie L i psch i t zbed ingungen 
| g ( v , w ) - g ( v , w ) | < - | v - v I 
(3.77) 
| g ( v , w) - g.(v, w ) | < - | w - w I 
so ist (3.66) e r fü l l t , fal ls 
(3.78) A L < 1 . 
M i t d i esem T V D - K r i t e r i u m k ö n n e n w i r nun leicht z e i g e n , daß m o n o t o n e Ve r -
f a h r e n d ie TVD-E igenscha f t en bes i t zen . 
Sa tz 6: Ein m o n o t o n e s Ve r fah ren ist e in T V D - V e r f a h r e n , fal ls d ie CFL-ähnl iche 
B e d i n g u n g (3.78) e r fü l l t ist. 
B e w e i s : W i r müssen noch n a c h w e i s e n , daß d ie ersten be iden B e d i n g u n g e n (3.75) 
des TVD-Kr i t e r i ums von Har ten e r f ü l l t s ind . Dies läßt sich abe r le icht n a c h r e c h n e n . 
Es g i l t 
a 0 
l + i i 
d a g e ine m o n o t o n f a l l ende Funk t i on im z w e i t e n A r g u m e n t ist. A n a l o g z e i g t sich 
auch d ie Gü l t i gke i t de r z w e i t e n B e d i n g u n g . • 
Sa tz 7: Ein V e r f a h r e n in E rha l tungs fo rm we lches stabi l in de r To ta l va r i a t i on ist, ist 
auch stabi l in d e r M a x i m u m - N o r m , d .h . d ie Näherungs lösungen s ind g l e i chmäß ig 
beschränkt . 
B e w e i s : W i r bewe isen d iesen Satz w i e d e r f ü r per iod ische R a n d b e d i n g u n g e n . 
Stab i l in de r To ta l va r ia t i on bedeu te t nach De f in i t i on 7, daß e ine K o n s t a n t e M i 
u n a b h ä n g i g von A o d e r n exist iert , f ü r d ie 
T V u " s s M j T V u° 
S + l / 2 -
f ü r a l l e n g i l t . Nach de r De f i n i t i on de r To ta lva r ia t ion (3.71) g i l t 
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rmr n \ i n n i ^ i n • n i T V u = > u. , , — u. ä m a x u. — m i n u. 
— 1 1 + 1 i 1 1 i i 1 
i i i 
u n d somi t 
( 3 - 7 9 ) I m a x u n - m i n u n I < T V u n < M , T V u ° 
i 1 1 
Die A n w e n d u n g der Dre iecksg le i chung l iefert we i te r 
< 3 - 8 ° ) m a x l u ^ s M T V ^ + m i n l u " ! 
Da f ü r e in V e r f a h r e n in E rha l tungs fo rm mit per iod ischen R a n d b e d i n g u n g e n 
gi l t , e rg ib t sich d ie U n g l e i c h u n g 
(3.81) m i n | u n | < 
i 
— > u. 
K ^ ~ 1 
1 
K 
.... i 0 I ö m a x u. 1 i ' 
w o b e i K d ie A n z a h l der G i t t e rpunk te in e iner Per iode ist. K o m b i n i e r t mi t (3.79) 
e rha l ten w i r d ie Aussage unseres Satzes 
m a x I u n I < M , T V u° + m a x I u° I < M m a x I u° I 
1 1 1 1 1 1 1 0 1 1 ' 
i i i 
mit 
M : = M . T V u 0 / m a x | u ° | + 1 . • 
0 1 1 1 ' 
Satz 8 : Ein m o n o t o n e s Ve r fah ren in Erha l tungs fo rm e r fü l l t e ine d iskre te En t ro -
p i e b e d i n g u n g . 
B e w e i s : W i r w o l l e n d iesen Beweis h ier n icht aus führen . Es läßt sich z e i g e n , daß 
e ine d iskre te E n t r o p i e b e d i n g u n g (3.12) e r fü l l t ist, w o b e i E n t r o p i e f u n k t i o n u n d 
En t rop ie f l uß ge rade d ie Funk t i onen (2.36) von Krushkov sind (siehe [23], [57] 
o d e r [8]). • 
Sa tz 9: Ein m o n o t o n e s Ver fah ren ist konve rgen t im U | 0 k ( B x (R 0), fa l ls d i e CFL-
ähn l i che B e d i n g u n g (3.78) e r fü l l t ist. 
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B e w e i s : W i r müssen z e i g e n , daß d ie Vo rausse t zungen fü r d e n K o n v e r g e n z s a t z 
(Satz 4) e r f ü l l t s ind . Dies h a b e n w i r j edoch in d e n v o r h e r g e h e n d e n Sätzen schon 
geze ig t . Nach Satz 6 ist e in m o n o t o n e s Ve r fah ren e in T V D - V e r f a h r e n u n d somi t 
v o n g le i chmäß ig beschränkter To ta lva r ia t ion u n d nach Satz 7 g le i chmäß ig be -
schränkt . Da es e in V e r f a h r e n in E rha l tungs fo rm ist und nach Satz 8 e ine d isk re te 
E n t r o p i e b e d i n g u n g e r fü l l t , s ind al le Vo rausse t zungen z u m K o n v e r g e n z s a t z g ü l -
t i g . • 
W i r k ö n n e n d ie m o n o t o n e n Ve r fah ren auch noch e twas änderst charak te r i s ie ren , 
als d ies in De f i n i t i on 6 geschehen ist (vergl . [23]). Dazu schre iben w i r das Ve r -
f a h r e n in E rha l tungs fo rm (3.8) e t w a u m in 
(3.82) u ^ ^ H l u ^ . u ^ u ^ ) 
mit 
H ( u ^ 1 , u » , < + 1 ) = u V X ( g ^ 1 / 2 - g « _ 1 / 2 ) . 
N u n daraus s ieht m a n sofor t , daß d ie Funk t i on H w e g e n der M o n o t o n i e b e -
d i n g u n g e n f ü r d e n numer ischen Fluß m o n o t o n w a c h s e n d im ersten u n d d r i t t en 
A r g u m e n t ist. Se tzen w i r d ie L i psch i t zbed ingungen (3.77) und d ie d isk re te CFL-
B e d i n g u n g (3.78) voraus, so ze ig t s ich, daß H auch im z w e i t e n A r g u m e n t m o -
n o t o n w a c h s e n d ist. B e n u t z e n w i r d ie M o n o t o n i e b e d i n g u n g e n , so g i l t näml i ch 
H ( u , v , u ) - H ( u , v , u ) 
_ / I g ( v . u ) - g ( v , u ) | | g ( u , v) - g ( u , v ) | \ -
5: 1 - A = - A — ; = (v - v ) . 
\ I v - v I IV - v I ) 
Unte r de r B e d i n g u n g (3.78) ist de r Faktor vor (v - v) immer posi t iv , so d a ß H 
m o n o t o n w a c h s e n d ist. W i r w o l l e n dieses Ergebnis fes tha l ten in de r 
B e m e r k u n g 3: Für e in m o n o t o n e s Ve r fah ren nach De f i n i t i on 6 in d e r Fo rm (3.82) 
ist H e ine m o n o t o n w a c h s e n d e Funk ton in a l len A r g u m e n t e n , fal ls d i e d isk re te 
C F L - B e d i n g u n g (3.78) e r fü l l t ist. 
M i t d e r Klasse de r m o n o t o n e n Ve r fah ren h a b e n w i r V e r f a h r e n , w e l c h e v o n d e r 
t heo re t i schen Seite her a l le gewünsch ten E igenschaf ten bes i t zen . V o n d e r prak-
t ischen Sei te her s ind a l le d iese E igenschaf ten na tür l i ch auch e rwünsch t . D ie 
d iskre te E n t r o p i e b e d i n g u n g garant ie r t , daß nur physikal isch re levante Lösungen 
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a p p r o x i m i e r t w e r d e n , d ie T V D - B e d i n g u n g garant ie r t , daß an S toßwe l l en ke ine 
O s z i l l a t i o n e n ode r Ins tab i l i tä ten au f t re ten . Die g a n z e S i tua t ion w i r d j e d o c h g e -
t r ü b t du r ch d ie G e n a u i g k e i t d ieser Ve r f ah ren . W i r sahen schon in d e n E rgeb -
nissen f ü r d i e Tes tp rob leme 1 - 4 in Abschn i t t 3.2, daß d ie V e r f a h r e n in m a c h e n 
Fällen e ine starke D ä m p f u n g , e in starkes Verschmie ren der Uns te t i gke i t en o d e r 
d e r V e r d ü n n u n g s w e l l e a u f w e i s e n . Dies l iegt na tü r l i ch mit d a r a n , daß w i r b isher 
nu r V e r f a h r e n mit der K o n s i s t e n z o r d n u n g 1 bet rachte t h a b e n . W e n n w i r von 
K o n s i s t e n z o r d n u n g r e d e n , d a n n n e h m e n w i r na tü r l i ch immer a n , daß d ie Lösung 
g e n ü g e n d g la t t ist. Für prakt ische R e c h n u n g e n sind Ve r fah ren von m indes tens 
z w e i t e r O r d n u n g e r fo rde r l i ch . Der Diskre t is ierungsfeh ler der V e r f a h r e n erster 
O r d n u n g , d e n w i r in Abschn i t t 2 auch mit tels de r Hir tschen Stabi l i tä tsanalyse 
un te rsuch t h a b e n , p roduz ie r t e ine zu g roße D ä m p f u n g . U m diese a u f z u f a n g e n , 
müssen w i r das Gi t te r sehr fe in machen . Für meh rd imens iona le P r o b l e m e ist d ies 
na tü r l i ch w e d e r e f f i z i en t noch w e g e n der beschränkten Spe icherkapaz i tä t des 
C o m p u t e r s e in g a n g b a r e r W e g . Für d ie Kons t ruk t i on von Ve r fah ren höhe re r O r d -
n u n g müssen w i r j edoch auf d ie E igenschaf t der M o n o t o n i e des numer i schen 
Flusses im S inne de r De f i n i t i on 5 verz ich ten . Dies besagt der nächste Satz. 
Sa tz 10: Ein m o n o t o n e s V e r f a h r e n ist höchstens e in Ve r fah ren erster O r d n u n g . 
B e w e i s : Ein ausführ l i cher Beweis dieses Sachverhal tes f i nde t sich in [24]. W i r 
f ü h r e n h ier e inen g a n z ku rzen Beweis , we l che r aber voraussetz t , d a ß d e r 
numer i sche Fluß stet ig d i f f e renz ie rba r ist. W e g e n de r K o n s i s t e n z b e d i n g u n g (3.5) 
des numer i schen Flusses gi l t 
(3.83) a (u) = g v (u, u) + g w (u, u) 
w o b e i g v , g w d ie A b l e i t u n g nach d e m ersten b z w . z w e i t e n A r g u m e n t beze i chne t . 
Für e in V e r f a h r e n zwe i t e r O r d n u n g müssen d ie Terme O (Ax) in (3.14) au f de r 
rech ten Seite ve r schw inden , d .h . h (u) = 0. Dies f ü h r t uns auf d ie B e d i n g u n g 
(3.84) g v ( u , u ) - g w ( u ) u ) = X a ( u ) 2 
A d d i e r e n und sub t rah ie ren w i r d iese G le i chung v o n e i n a n d e r , so e rha l ten w i r 
(3.85) g (u, u) = - a (u) (1 + A a (u)) , g (u, u) = ]- a (u ) ( l - A a (u)) 
v 2 2 
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Diese G l e i c h u n g e n w ide rsp rechen jedoch d e n M o n o t o n i e b e d i n g u n g e n nach D e -
f i n i t i on 6. 
Für e in V e r f a h r e n von zwe i te r O r d n u n g müssen w i r somi t au f d ie M o n o t o n i e des 
Flusses ve rz i ch ten . M a n möch te aber na tü r l i ch f ü r e in solches V e r f a h r e n so v ie l 
güns t i ge E igenscha f ten w i e mög l i ch re t ten . Es ze ig t s ich, daß e in T V D - V e r f a h r e n 
e in V e r f a h r e n z w e i t e r O r d n u n g mit gewissen Einschränkungen sein k a n n . W i r 
w e r d e n d ies im f o l g e n d e n noch e twas e r l äu te rn . M a n muß jeoch be i d e n T V D -
V e r f a h r e n e twas au fpassen , da sie n icht d ie Gü l t i gke i t e iner d isk re ten E n t r o p i e -
b e d i n g u n g ga ran t i e ren . Ein typisches Beispie l f ü r e in T V D - V e r f a h r e n , w e l c h e s 
unphys ika l i sche Lösungen p roduz ie ren k a n n , ist das V e r f a h r e n von R o e . D ie 
A p p r o x i m a t i o n e iner so lchen En t rop ie -Pr inz ip ve r l e t zenden Lösung ist in F igu r 
3.7 in Abschn i t t 3.2 geze ig t . M a n muß das Ve r fah ren von Roe g e e i g n e t 
m o d i f i z i e r e n , u m dies auszuschl ießen. • 
B e m e r k u n g 4 : Das V e r f a h r e n von Roe ist e in T V D - V e r f a h r e n . 
Dies läßt sich le icht b e w e i s e n , i n d e m man das TVD-Kr i t e r i um von Har ten aus-
nutz t . E twas a l l geme ine r g i l t 
B e m e r k u n g 5: Ein G o d u n o v - T y p Ve r fah ren nach De f in i t i on 3 ist e in T V D - V e r -
f a h r e n . 
Dies läßt sich f o l g e n d e r m a ß e n z e i g e n . Sei ui < Uj +1. So g i l t nach (3.31) u n d d e r 
M a x i m u m - M i n i m u m B e d i n g u n g 
0 
(3.86) g ( u . , u . + 1 ) - f ( u . ) = 
A x A x 
u. H u. 
2At 1 2At ' 
u n d a n a l o g 
(3.87) g ( u . , u i + 1 ) - f ( u . + 1 ) < 0 . 
Im Fal le uj > Uj + i e r g e b e n sich ge rade d ie Ung le i chhe i t sze i chen nach d e r 
a n d e r e n Sei te , d .h . d ie B e d i n g u n g (3.75) des TVD-Kr i te r i ums ist e r fü l l t . D ie d is-
krete C F L - B e d i n g u n g e rg ib t sich aus der C F L - B e d i n g u n g in De f i n i t i on 2. 
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Die T V D - B e d i n g u n g von Har ten läßt sich auch noch e twas anders f o r m u l i e r e n . 




s ( u i " u m ) = ; 
Q i-H 1/2 
f C u . ^ n u . ^ - Q ^ C u . - u . ^ ) 
f (u.) + f (u . + 1 ) - 2 g ( u . ) U . + 1 ) 
u. 1_, - u. 
1 + 1 I 
D e n W e r t Qi + i/2 nenn t man d e n numer i schen V iskos i tä t skoe f f i z i en ten . Dieser 
N a m e e rk lä r t sich daraus , daß das Ve r fah ren in E rha l tungs fo rm d a m i t u m g e -
sch r ieben w e r d e n kann in d ie V iskos i tä ts fo rm 
(3.90) « r 1 = » • - i ( f K + i > - f K j ) + \ l Q r + , 2 K + i - ^ - - * u 
Dies entspr ich t e i n e m V e r f a h r e n mit zen t ra len D i f f e renzen zu d e m de r Q - T e r m 
add ie r t w i r d , d e r als e ine A r t Viskosi tätsterm a u f g e f a ß t w e r d e n k a n n , d .h . e i ne r 
A p p r o x i m a t i o n e ines Terms Ax ( Q u x ) x . Die Größe dieses Terms g ib t na tü r l i ch a u c h 
A u s k u n f t über d ie numer ische D ä m p f u n g des Ver fahrens . 
Die h ie r vo rges te l l ten Ve r fah ren bes i tzen d ie numer ischen V iskos i tä tskoe f f i -
z i e n t e n : 
(3.91) Q 
God _ 
i + 1/2 m a x 
f(u.) + f ( u . + 1 ) - 2 f ( u ) / u . + 1 - u . 




Q i + i / 2 " a ( u i + l ) 
Q ^ 1 / 2 = m a x { | a ( u . ) | , | a ( u . + 1)|} 




i + 1/2 
U i + 1 - U i 
Ui + l 
a (u)| d u 
u 
(3.96) 
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Sa tz 11 (TVD-Kr i te r ium) : Das Ve r fah ren in E rha l tungs fo rm (3.8) bes i tz t d i e T V D -
E igenschaf t , fal ls der zugehö r i ge V iskos i tä tskoef f iz ient Q\ + 1/2 d ie U n g l e i c h u n g e n 
f ( u ; , , ) - f ( u ; ) 
X l S i + l / 2 l - Q i + l / 2 - 1 ' S i + l / 2 = 
(3.97) - • • ~ - * x ~ + i 
1+1 1 
er fü l l t . 
B e w e i s : W e g e n 
1/2 
f o l g t aus der rechten U n g l e i c h u n g d i rek t d ie Gü l t i gke i t der Sch r i t twe i t enbed in -
g u n g (3.76) im T V D - K r i t e r i u m Satz 5. 
W e g e n 
( 3 - "> D i + l / 2 - C i + l « = Ä W 2 
u n d (3.98) g i l t 
C L + V 2 = i ( Q i + i / 2 - X s i + i/2 ) • D i + i/2= ^ ( Q i + i y 2 + X s i + iy2) 
Dami t f o l g t aus der rechten U n g l e i c h u n g (3.97) sofor t d ie Posi t iv i tät von Q + 1/2 
u n d Dj + 1/2 und d a m i t d ie Vo rausse t zungen von Satz 5. • 
Ein 3 -Punk t -TVD-Ver fah ren ist e in Ve r fah ren erster O r d n u n g . D e n n e in 3 -Punk t 
V e r f a h r e n , we lches zwe i te r O r d n u n g ist, muß z w i n g e n d zen t ra le D i f f e r e n z e n zu r 
A p p r o x i m a t i o n der R a u m a b l e i t u n g e n b e n u t z e n . Ein solches V e r f a h r e n bes i tz t je-
d o c h n icht d ie TVD-E igenscha f t . Es lassen sich j edoch 5-Punkt V e r f a h r e n k o n -
s t ru ie ren , w e l c h e e inen loka len Diskre t is ierungsfeh ler zwe i te r O r d n u n g - bis au f 
gewisse A u s n a h m e p u n k t e - bes i tzen . W i r w e r d e n dies im nächsten Kap i te l nähe r 
be t rach ten . 
Die wesen t l i chen A r b e i t e n f ü r d ie Aussagen in d iesem Abschn i t t s ind d ie schon 
z i t ie r ten von Har ten [21], [22] und Har ten , Hyman und Lax [23]. W e i t e r e Über-
l e g u n g e n im Nachwe is der Gü l t i gke i t e iner d isk re ten E n t r o p i e b e d i n g u n g s tam-
m e n von Osher [50] und von Osher und Chakravar thy [51]. Der Begr i f f des n u -
mer ischen V iskos i tä tskoef f i z ien ten w u r d e ebenso von Har ten [21] e i n g e f ü h r t . 
T a d m o r be leuch te t in [67] dessen Z u s a m m e n h a n g mit der E n t r o p i e b e d i n g u n g . 
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4.0 V e r f a h r e n höhere r O r d n u n g 
V e f a h r e n höhe re r O r d n u n g lassen sich kons t ru ie ren a u s g e h e n d von d e n m o n o -
t o n e n 3 -Punk t V e r f a h r e n ode r d e m Ver fah ren von Roe, w i e w i r d i e s e im Kap i t e l 3 
vo rges te l l t h a b e n . Diese M o n o t o n i e e i g e n s c h a f t geh t d e n V e r f a h r e n d a b e i na tü r -
l ich ve r l o ren , abe r es w i r d versucht, mögl ichs t v ie le der güns t i gen A p p r o x i m a -
t i onse igenscha f t en zu e rha l ten . W i r d e n k e n dabe i z u m Beispie l an d i e T V D - E i g e n -
schaf t o d e r d ie M o n o t o n i e e r h a l t u n g . Die ersten Ideen zur Kons t r uk t i on v o n 
V e r f a h r e n höhe re r O r d n u n g nach d iesem Pr inz ip s tammen von Boris und B o o k [2] 
(F lux-Cor rec ted Transpor t (FCT) A lgo r i t hmus) und von van Leer [38]. Sie f ü h r t e n 
das K o n z e p t de r F lußl imi ter e in . Später ge l ang es d a n n Sweby [66], e ine Ver -
e i n h e i t l i c h u n g d ieser K o n z e p t e und e ine a l l geme ine Besch re ibung d ieser Ver -
f a h r e n zu g e b e n . V o n van Leer w u r d e auch ein andere r w i ch t i ge r Z u g a n g zu r 
K o n s t r u k t i o n von Ve r fah ren höhere r O r d n u n g ini t i ier t . In [37] sch lug er e i n e n 
Zwe isch r i t t -A lgo r i t hmus zwe i te r O r d n u n g vor, w e l c h e n er M U S C L ( M o n o t o n i e 
U p w i n d Scheme fo r Conserva t ion Laws) -Ver fahren nann te . V e r f a h r e n , w e l c h e au f 
d iesen Z u g a n g a u f b a u e n , nenn t man desha lb üb l icherweise M U S C L - T y p Ver -
f a h r e n . W i r w o l l e n d iese M e t h o d e im ersten Abschn i t t ausführ l ich besch re i ben , 
w e i l sie nach unserer M e i n u n g d ie e in fachste und e in leuch tens te M e t h o d e ist. 
D a n a c h sch i ldern w i r kurz das Wesen t l i che bei der Kons t ruk t i on von F luß l im i te r 
V e r f a h r e n . Der le tz te Abschn i t t dieses Kapi te ls faß t d a n n versch iedene a n d e r e 
Ansä tze z u s a m m e n . 
Das erste V e r f a h r e n zwe i te r O r d n u n g fü r e ine hyperbo l ische E r h a l t u n g s g l e i c h u n g 
w u r d e von Lax u n d W e n d r o f f [35] a n g e g e b e n . Sie g i n g e n aus von de r Tay lo ren t -
w i c k l u n g 
( 4 - 1 ) u ( x , t + A t ) = u ( x , t ) + A t u ( x , t ) + u ( x , t ) + C K A t 3 ) . 
Die Z e i t a b l e i t u n g e n w e r d e n nun durch R a u m a b l e i t u n g e n ersetzt mi t te ls de r Be-
z i e h u n g e n 
(4.2) ua = i-mit=-m\)t = b(u)mx)T. 
w e l c h e m a n du rch A n w e n d u n g der E rha l tungsg le i chung erhä l t . W i r ha t t en d ies 
schon in Kap i te l 1 in (1.71) ausgenütz t . M a n erhä l t aus (4.1) somi t d ie E n t w i c k l u n g 
( 4 - 3 ) u ( x , t + At) = u (x, t) - A t f (u (x, t)) x + — La (u (x, t)) f (u (x, t ) ) J x + O (A t 3 ) . 
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D ie räuml i chen A b l e i t u n g e n in (4.3) w e r d e n nun du rch zen t ra le D i f f e r e n z e n 
ersetzt und m a n erhä l t das V e r f a h r e n v o n L a x - W e n d r o f f 
x X 2 
( 4 - 4 ) u ! 1 + 1 - - ^ (f (uf_ l ) - f (<_ x ) n -
mit 
a r + 1 « = a ( ( u i + i + u i ) / 2 ) • 
W i e man s ieht ist d ies e in V e r f a h r e n in Erha l tungs fo rm u n d läßt sich in de r Fo rm 
(3.8) schre iben mit d e m numer ischen Fluß 
( 4 - 5 ) g ; V , 2 = ^ ( f K + l ) + f ( u f ) ) - ^ a » + 1 / 2 ( f ( u ^ + 1 ) - f ( u p ) . 
Dieses V e r f a h r e n ist e in sehr e in faches und gutes V e r f a h r e n zwe i t e r O r d n u n g in 
R a u m und Zei t so lange man g la t te Lösungen app rox im ie ren möch te . A n s tarken 
G r a d i e n t e n o d e r Uns te t igke i ten hat das Lax -Wend ro f f V e r f a h r e n Schw ie r i g -
ke i t en . Zur A p p r o x i m a t i o n so lcher Lösungen sind d ie zen t ra len D i f f e r e n z e n n ich t 
1.5 
0.0-
- 0 . 5 -
-1 .0 -
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g e e i g n e t . W i r h a b e n das Lax -Wendro f f Ve r f ah ren au f d ie vier T e s t p r o b l e m e des 
Abschn i t t es 3.2 (Seite 76 - 77) a n g e w a n d t . M a n sieht in F igur 4 .1 , daß es b e i m Be i -
spie l 4 d ie fa lsche Lösung approx im ie r t a n a l o g z u m V e r f a h r e n von Roe . A n d e n 
Uns te t i gke i t en e r g e b e n sich Osz i l l a t i onen . Diese k ö n n e n auch d a z u f ü h r e n , daß 
e ine schwache Lösung app rox im ie r t w i r d , w e l c h e n icht der E n t r o p i e b e d i n g u n g 
g e n ü g t ([23]). 
V o n R ich tmyer (siehe [53]) w u r d e e ine Zwe isch r i t t -Ve rs ion d ieses L a x - W e n d r o f f 
V e r f a h r e n s a n g e g e b e n . Statt von der Tay l o ren tw i ck l ung (4.1) g e h t m a n h ier von 
d e n T a y l o r e n t w i c k l u n g e n 
(4.6) u (x, t + At/2) = u (x, t) + - A t u. (x, t) + 0 (A t 2 ) , 
9. 
(4 7 ) u (x, t + At ) = u (x, t) + A t u t (x, t + At /2) + 0 (A t 3 ) . 
W i e schon in (4.1) k ö n n e n w i r d ie Ze i t ab le i t ungen du rch R a u m a b l e i t u n g e n er-
s e t z e n : 
(4.8) u (x, t + At /2) = u (x, t) + — f (u (x, t)) + O (A t 2 ) , 
2 x 
(4.9) u (x, t + At ) = u (x, t) - A t f (u (x, t + At /2)) x + 0 (A t
3 ) 
W i e b e i m Einschr i t t Lax -Wend ro f f Ve r fah ren w e r d e n nun d ie R a u m a b l e i t u n g e n 
in d e n T a y l o r e n t w i c k l u n g e n durch zen t ra le D i f f e r e n z e n q u o t i e n t e n ersetzt . M a n 
e rhä l t das Zwe ischr i t t L a x - W e n d r o f f - V e r f a h r e n 
.n+1/2 1 " X 
(4.10) 
n + 1 ii i io, n + VA f / „ n t i f i i u 
u. = u . - \ ( f ( u . + 1 / 2 ) - f ( u . _ i y 2 ) ) 
Dieses V e r f a h r e n hat g a n z ähn l iche E igenschaf ten w i e das Einschr i t t -Lax-
W e n d r o f f V e r f a h r e n . Für l ineare P rob leme s ind sie insbesondere iden t i sch . V o r -
t e i l ha f t ist es bei de r A n w e n d u n g auf Systeme von E r h a l t u n g s g l e i c h u n g e n . W ä h -
rend b e i m L a x - W e n d r o f f Ve r fah ren (4.4) d ie Jakob i -Ma t r i x des Flusses be rechne t 
u n d mi t de r F lußd i f fe renz mul t ip l i z ie r t w e r d e n muß , w i r d d ies bei de r Z w e i -
sch r i t t -Fo rmu l ie rung u m g a n g e n , d .h . fü r Systeme ist d iese F o r m u l i e r u n g in B e z u g 
au f Rechenze i t güns t iger . 
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4.1 M U S C L - T y p V e r f a h r e n 
Die zen t ra le Idee von van Leer in [37] ist, daß er G o d u n o v s A n n a h m e d e r stück-
we ise k o n s t a n t e n Näherungs lösungen ersetzt du rch d ie A n n a h m e , daß d i e 
Nähe rungs lösungen i nne rha lb e iner G i t te rze l le l inear s ind . W i r h a b e n d iese S i t ua -
U<i-1>-
1 , , , , 
v . . y . y . . y . . A X M x i X W X U 2 
Figur 4.2 Stückweise l ineare A p p r o x i m a t i o n 
t i o n in F igur 4.2 fes tgeha l ten . Z u m Ze i t punk t t n h a b e n w i r also e ine A p p r o x i -
m a t i o n in d e r Form 
(4.11) u n ( x ) = u^ + ( X - x . ) s f , « U t x . ^ . x . ^ ] , 
w o b e i Sjn d ie S te i gung im i-ten Gi t te r in terva l l beze ichne t . Diese S t e i g u n g e n de f i -
n ie ren R a n d w e r t e rechts (+ ) u n d l inks (-) 
A x 
(4.12) u n . = u n ± — s n 
v ' i ± l 2 1 
an d e n G i t t e r ze l l en . W i r b e k o m m e n nun e ine g e n a u e r e A p p r o x i m a t i o n de r Flüsse 
zw ischen d e n e i n z e l n e n G i t t e rze l l en , w e n n w i r d iese R a n d w e r t e in d e n n u m e -
r ischen Fluß e inse tzen . W i r w o l l e n jedoch nicht nur räuml ich e ine bessere 
A p p r o x i m a t i o n e r z i e l en , sonde rn auch ze i t l i ch . Dies läßt sich e r re i chen , w e n n w i r 
zunächst e i n e n h a l b e n Zeitschr i t t vo raus rechnen . Dabe i be t rach ten w i r nu r d ie 
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Ä n d e r u n g i nne rha lb e iner G i t te rze l le , d .h . d ie Ä n d e r u n g der R a n d w e r t e rechts 
u n d l inks. Da w i r i nne rha lb e iner G i t te rze l le e ine s tet ige Ve r te i l ung de r N ä h e r u n g 
v o r l i e g e n h a b e n , k ö n n e n w i r d iese Ä n d e r u n g e n in e i n e m ha lben Zei tschr i t t du r ch 
e ine T a y l o r e n t w i c k l u n g (4.8) app rox im ie ren und e rha l ten 
(4.13) u " + 1 / 2 = u " - - ( f ( u n J - f ( u n )) . 
1 ± 1 ± £ 1 + 1 _ 
W i r w e r d e n da rau f noch z u r ü c k k o m m e n . Diese R a n d w e r t e g e h e n n u n e in in d ie 
B e r e c h n u n g des numer i schen Flusses zw ischen d e n e i n z e l n e n G i t t e r ze l l en . W i r 
e rha l t en Nähe rungswer te auf d e m nächsten Zei t leve l du rch das V e r f a h r e n in 
E rha l t ungs fo rm 
(4.14) u - ^ u V A ( h ; ^ 2 - h « ^ ) 
mit 
. n + 1/2 _ . / n + 1/2 n+L/2^ , n +1/2 _ . ,, n + 1/2 n + 1/2, 
h i + l / 2 - h ( u i + ' U ( i + l ) - ) ' h i - l / 2 - h ( U ( i - l ) + ' U i - ) • 
D a b e i ist h de r numer ische Fluß eines m o n o t o n e n Ver fah rens aus Kap i te l 3. W i r 
b e r e c h n e n w i e b e i m Ve r fah ren erster O r d n u n g unsere Nähe rungswer te nach 
d e m V e r f a h r e n in E rha l tungs fo rm (4.14); de r Fluß hat aber je tz t h ier e twas 
a n d e r e A r g u m e n t e . Der M e h r a u f w a n d des Ver fah rens zwe i te r O r d n u n g ist d i e 
B e r e c h n u n g d ieser mod i f i z i e r ten A r g u m e n t e , w e l c h e durch d ie Fo rme ln (4.12), 
(4.13) g e g e b e n ist. 
Dieses V e r f a h r e n k ö n n e n w i r als e in Zwe i t sch r i t t -Ver fah ren in te rp re t ie ren . D ie 
B e r e c h n u n g de r S t e i g u n g e n in d e n Gi t te r in te rva l len und Transpor t u m e in h a l b e n 
Zei tschr i t t k ö n n e n w i r als ersten Schrit t und als A p p r o x i m a t i o n de r ersten 
G l e i c h u n g (4.8) in de r Zwe ischr i t t -Tay lo ren tw ick lung a n s e h e n , (4.14) ist d a n n d e r 
z w e i t e Schri t t und e ine A p p r o x i m a t i o n nach T a y l o r e n t w i c k l u n g (4.9). 
W i r w o l l e n uns nun a n s c h a u e n , w e l c h e n B e d i n g u n g e n d ie S te igung in d e n Gi t te r -
in te rva l len g e n ü g e n müssen, daß das Ve r fah ren (4.2) - (4.4) s o w o h l z w e i t e r O r d -
n u n g ist, als auch E igenscha f ten (TVD, M o n o t o n i e e rha l tend) des V e r f a h r e n s 
z w e i t e r O r d n u n g erhä l t . Fangen w i r an mit der z w e i t e n O r d n u n g . Es ist k lar , daß 
d ie S t e i g u n g im Gi t te r in te rva l l e ine gee igne te A p p r o x i m a t i o n de r A b l e i t u n g d e r 
Lösung sein m u ß , d .h . 
(4.15) s n = u ( x . , t ) + 0 ( A ) l x i ' n 
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w o b e i A w i e üb l i ch unser D isk re t i s ie rungsparameter beze i chne t (z.B. A = Ax o d e r 
A = A t , A. = A t / A x = konstant ) . W i r w o l l e n d ies noch e twas g e n a u e r fassen. Ein 
n o t w e n d i g e s K r i t e r i um f ü r d ie K o n s i s t e n z o r d n u n g 2 ist, daß de r numer i sche Fluß 
des Zwe ischr i t t -Ver fahrens e ine A p p r o x i m a t i o n zwe i te r O r d n u n g des Flusses des 
L a x - W e n d r o f f Ve r fah rens ist, d .h . 
(4-16) h ^ - g ^ 1 / 2 = 0 ( A 2 ) 
Dies ist auch h i n r e i c h e n d , w e n n d ie Terme in O (A2) stet ig s ind . W i r n e h m e n be i 
d ieser Be t rach tung na tür l i ch a n , daß d ie Lösung g e n ü g e n d o f t s tet ig d i f f e r e n -
z ie rba r ist. W i e üb l ich steht A w i e d e r f ü r d e n D isk re t i s ie rungsparameter A x o d e r 
A t , w o b e i \ = A t / A x als kons tan t vorausgesetz t w i r d . 
Es ist le icht zu sehen , daß unser Zwe ischr i t t -Ver fahren (4.12) - (4.14) z w e i t e r 
O r d n u n g in de r Ze i t app rox ima t i on ist, (4.13) ist e ine d i rek te A p p r o x i m a t i o n d e r 
T a y l o r e n t w i c k l u n g (4.8). Dami t k ö n n e n w i r uns das Leben e in b ißchen le ich ter 
m a c h e n . Zusätzl ich zwe i t e r O r d n u n g im R a u m is tdas M U S C L - T y p V e r f a h r e n d a n n , 
fal ls 
(4.17) h ( u f + ( U ; ; + 1 ) _ ) - i ( f ( u ! , + 1) + f(up) = 0 ( A 2 ) 
u n d d ie O (A2)-Terme stet ig s ind . Aus der B e d i n g u n g (4.17) k ö n n e n w i r n u n Be-
d i n g u n g e n (4.15) an d ie S te igungen S noch e twas g e n a u e r f o r m u l i e r e n . 
Sa tz 1: Eine n o t w e n d i g e B e d i n g u n g fü r d ie zwe i t e O r d n u n g des M U S C L - T y p 
Ve r f ah rens (4.12)- (4.14) ist 
U n - U n , V i " 1 1 " 
(4.18) s ° = ' + O ( A x ) , s " = L + O ( A x ) 
1 A x 1 A x 
Die B e d i n g u n g (4.18) ist h i n re i chend , fal ls d ie O (Ax) Terme stet ig s ind . 
B e w e i s : W i r schre iben d ie l inke Seite von (4.17) in der f o l g e n d e n We i se 
\ ( h ( u i + • ua + » - ] " f ( u i + » + \ - « ( i + i ) ^ - { K + » - ] ) 
+ i ( f ( u . . ) - f ( u . + |))+ ^ ( f (u ( i . , . . ) -f(u.)) 2 i+ i + i 2 (i + D— i 
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W e g e n de r L ipsch i tzs te t igke i t von h b z w . f k ö n n e n al le d iese v ier Ausdrücke als 
P r o d u k t e d e r j e w e i l i g e n L ipsch i tzkons tan te u n d d e n Ausdrücken U(j + i)- - uj + 1, 
uj + - u(j + ])., Uj + - uj + 1 u n d u(j + 1). - uj geschr ieben w e r d e n . W i r se tzen n u n d ie 
D e f i n i t i o n e n e i n . Es ze ig t s ich, daß B e d i n g u n g (4.17) g e n a u d a n n e r f ü l l t ist, fa l ls 
u. . , — u. — Ax s. = O (Ax ) l + l l l 
u n d 
u. , , - u. - Ax s. , = O (Ax ) l + l i i + l 
gi l t , d .h . fal ls (4.18) gi l t . D 
Eine g e e i g n e t e S te igung muß sich somi t nach (4.15) und (4.18) l oka l als e i n e n 
g e w i c h t e t e n M i t t e l w e r t des rechts- u n d l i nksse i t i gen D i f f e r e n z e n q u o t i e n t e n 
u n u n u n - u n , 
(4.19) s " = ß L +(1 - ß ) 1 A + 0 ( A x ) 
1 Ax Ax 
mit ß e [0,1 ] schre iben lassen. 
W i r w o l l e n uns n u n u m d ie Frage k ü m m e r n : Können w i r e ine Forme l f ü r d i e 
B e r e c h n u n g de r S t e i g u n g e n so a n g e b e n , daß das M U S C L - T y p V e r f a h r e n s o w o h l 
d i e B e d i n g u n g e n f ü r d ie zwe i t e O r d n u n g als auch d ie TVD-E igenscha f t e r fü l l t ? 
D a z u be t rach ten w i r das M U S C L - T y p V e r f a h r e n (4.12) - (4.14) zunächst a n g e -
w a n d t au f d ie l ineare G l e i c h u n g 
(4.20) u t + a u x = ° 
mi t a e IR, a > 0. Für d iese G l e i c h u n g bes i tzen a l le m o n o t o n e n V e r f a h r e n u n d 
auch das V e r f a h r e n von Roe d e n numer ischen Fluß 
h ( u . , u . + 1 ) = a u . , 
d e r nach Forme l (3.66) ge rade ident isch ist z u m Fluß des CIR-Ver fahrens. 
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W i r k ö n n e n (4.14) somi t in der Form 
n + 1 n i , n + 1/2 n + 1/2 \ 
u. = u . - X a ( u . + - u ( . _ 1 ) + ) 
sch re iben . Se tzen w i r nun d ie De f i n i t i onen (4.12) und (4.13) in d iese G l e i c h u n g 
e i n , so e rha l ten w i r we i t e r 
(4.21) .n + 1 _ ..n U. X a 
Ax 
2 
u. - u. . + — (1 - Xa)(s" - s n ) 
1 J-1 9 1 l—l 
Eine mög l i che W a h l der Koe f f i z i en ten in der Dars te l lung e ines Ve r f ah rens in 
E rha l t ungs fo rm nach Har ten (3.73) ist somi t 
• + 1/2 U 
D r - i / 2 = x a 
Ax 
1 + — (1 - Xa) 
s. - s. , 
1 1 - 1 
u. - u. . 
1 1 -1 
Eine h i n re i chende B e d i n g u n g , daß das Ve r fah ren (4.21) d ie T V D - B e d i n g u n g v o n 
Har ten e r f ü l l t (Dj-1/2 ^ 0) ist 
(4.22) o < 
A x s 1 1 i 
l 1 -1 
A x s " l 
u" , - u n 
1 + 1 1 
Die G l e i c h u n g (4.20) f ü r a < 0 f ü h r t mi t der B e d i n g u n g C n M / 2 > 0 au f dasse lbe 
Ergebn is . Die d iskrete C F L - B e d i n g u n g (3.76) ist w i e d e r au tomat i sch e r f ü l l t , fa l ls 
das Schr i t twe i tenverhä l tn i s g e n ü g e n d k le in ist. 
M i t (4.18) und (4.22) h a b e n w i r somi t z w e i B e d i n g u n g e n abge le i te t , w e l c h e e ine 
g e e i g n e t e S t e i g u n g s b e r e c h n u n g e r fü l len sol l te. Die Frage ist: g ib t es e ine so lche? 
Die A n t w o r t ist: es g ib t sogar sehr v ie le. Die e in fachste ist d ie f o l g e n d e 
(4.23) s. = — m i n m o d (u. , . — u. , u. — u. ,) 
• Ax 1 + 1 1 1 1 - 1 
w o b e i d ie m i n m o d - F u n k t i o n durch d ie Vorschr i f t 
/ a f ü r I a | < | b | , a b > 0 
(4.24) m i n m o d (a ,b ) = ] b f ü r j a | > | b j , ab > 0 
( 0 sonst 
de f i n i e r t w i r d . 
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Bevor w i r uns noch we i t e re so lche S te i gungen anschauen , w o l l e n w i r uns d ie Be-
d i n g u n g e n (4.18) u n d (4.22) noch e twas geomet r i sch k lar m a c h e n . D a z u f ü h r e n 
w i r e ine U m s c h a l t f u n k t i o n dp e in mi t 
(4.25) *i = * ( r i ) • r ,= ~ 
u i - u i - i 
i + i - u i 
W i r w o l l e n h ier u n d im f o l g e n d e n d e n o b e r e n Ze i t index w i e d e r u n t e r d r ü c k e n . 
D ie S t e i g u n g Sj schre iben w i r nun als rechtssei t igen D i f f e r e n z e n q u o t i e n t e n mu l t i -
p l i z ie r t mi t de r Umscha l t f unk t i on dpi: 
u i + i - u -
(4.26) S i = Äx" ^ 
Die n o t w e n d i g e z w e i t e O r d n u n g B e d i n g u n g (4.19) k ö n n e n w i r n u n umsch re iben 
in e ine B e d i n g u n g an dp; dp (r) muß e ine Dars te l lung 
(4.27) (j)(r) = a + (1 - a ) r , a e [ 0 , l ] 
bes i t zen . W i r k ö n n e n uns dies in der (dp, r ) -Ebene ve ranschau l i chen . V e r l ä u f t de r 
G r a p h von dp in d e m in F igur 4.3 schraf f ie r ten Geb ie t , so läßt sich d ie B e d i n g u n g 
(4.27) e r f ü l l en (d.h. es läßt sich e in gee igne tes a f i nden) . 
Die T V D - B e d i n g u n g (4.22) läßt sich auch leicht übersetzen in e ine B e d i n g u n g f ü r 
d ie U m s c h a l t f u n k t i o n . Es e rg ib t sich d ie B e d i n g u n g 
4>(r) 
0 < -— , d> (r) < 2 . 
(4.28) r 4 1 
Diese B e d i n g u n g ist als T V D - G e b i e t in Figur 4.3 sk izz ier t . 
W i r fassen n u n d ie B e d i n g u n g (4.27) und (4.28) z u s a m m e n und e rha l ten das in Fi -
g u r 4.4 sk izz ie r te Geb ie t . Zwe i G r e n z e n dieses Geb ie ts sind dp (r) = 1 u n d dp (r) = r. 
Für dp (r) = 1 f ü h r t das Ve r fah ren (4.21) ge rade au f das L a x - W e n d r o f f V e r f a h r e n 
(4.4). Für dp (r) = r ist es e in Ve r fah ren zwe i te r O r d n u n g mi t l inksse i t igen 
D i f f e r e n z e n , we lches von W a r m i n g und B e a m in [68] vo rgesch lagen w u r d e . Das 
T V D - G e b i e t l iegt g a n z im o b e r e n rechten Q u a d r a n t e n und w i r d w e i t e r b e g r e n z t 
du r ch d ie x-Achse u n d d ie G e r a d e n dp = 2 r und dp = 2. S o w o h l das L a x - W e n d r o f f 
V e r f a h r e n als auch das W a r m i n g und Beam Ver fah ren ver lau fen nur t e i lwe i se im 
T V D - G e b i e t . 
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F igur 4.3 Zwe i t e O r d n u n g - G e b i e t T V D - G e b i e t 
F igur 4.4 Zwe i t e O r d n u n g - T V D - G e b i e t 
A l l e F u n k t i o n e n dp = dp (r), w e l c h e im Z w e i t e - O r d n u n g - T V D G e b i e t ve r l au fen s ind 
g e e i g n e t mi t te ls (4.26) e ine S te igung fü r e in T V D - M U S C L - T y p V e r f a h r e n zu d e -
f i n i e ren . E twa d ie S te i gung (4.23) k ö n n e n w i r durch d ie Umscha l t f unk t i on 
(4.29) 4> (r) = m i n m o d (1 , r) = m a x (0, m i n (r, 1)) 
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Diese F u n k t i o n ist g e r a d e d ie untere B e g r e n z u n g des T V D - G e b i e t e s in F igur 4.4. 
Die o b e r e B e g r e n z u n g , d .h . d ie Funk t i on , w e l c h e zu g e g e b e n e n r d e n g r ö ß t e n 
F u n k t i o n s w e r t bes i tz t und d a m i t d ie g röß te S te ige rung be rechne t , ist 
(4 30) <J>2(r) = m a x (0,min(2r, 1), m i n ( r , 2)) . 
Diese b e i d e n U m s c h a l t f u n k t i o n e n s ind auch d ie o b e r e u n d un te re G r e n z e v o n 
(4 3 1 ) 4>k W = n i a x (0, m i n (kr , 1), m i n (r, k)) 
mit 1 < k < 2. Diese g a n z e Schar von S t e i g u n g s b e r e c h n u n g e n g e h t au f S w e b y 
[66] zurück . 
Es w u r d e n noch e ine g a n z e Re ihe andere r gee igne te r S t e i g u n g s b e r e c h n u n g e n 
o d e r U m s c h a l t f u n k t i o n e n a n g e g e b e n . So w u r d e von van Leer [37] e ine in r s te t ige 
d i f f e r e n z i e b a r e Umscha l t f unk t i on vo rgesch lagen : 
( 4 - 3 2 ) " v ^ n ^ i -
Ebenso von van Leer [37] s tammt auch der Vorsch lag 
(4.33) 4>M = m i n m o d ^ — - — , 2 m i n m o d (r, 1)) , 
w e l c h e m o n o t o n i e s i e r t e zen t ra le S te i gungsbe rechnung g e n a n n t w i r d , d a d i e z u -
g e h ö r i g e S t e i g u n g nach (4.26) d ie Form 
(4.34) W = ^ m i n m o d ( > + \ > 2 m i n m o d ( u . + 1 - u . , u. - u . . , ) ) 
hat . 
W i r h a b e n d iese U m s c h a l t f u n k t i o n e n z u s a m m e n mit d e n z u g e h ö r i g e n S te igungs -
b e r e c h n u n g e n in Tabe l le 4.1 z u s a m m e n au fgesch r i eben . Zusätzl ich s ind d o r t 
n o c h S t e i g u n g e n aufge l is te t , , w e l c h e von Osher und Chak rava r thy [51] u n d v o n 
van A l b a d a (siehe [36]) vo rgesch lagen w u r d e n . Bis au f d ie letzt g e n a n n t e e r f ü l l e n 
a l le s o w o h l d i e z w e i t e O r d n u n g s - B e d i n g u n g , als auch d ie T V D - B e d i n g u n g . Diese 
Tatsache ist in F igur 4.5 veranschau l ich t , w e l c h e ze ig t , daß de r G r a p h d e r U m -
s c h a l t f u n k t i o n e n g a n z im Z w e i t e - O r d n u n g - T V D - G e b i e t l iegt . 
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F igur 4.5 G r a p h de r Umscha l t f unk t i onen 4M, $2, $ M , <WL und <J>VA u n d 
Zwe i t e O r d n u n g - T V D - G e b i e t 
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Umschaltfunktion Steigung 
r = b / a a = Ui + i • Ui , b = Ui - Ui-i 
$1 (r) = minmod (1, r) 
4>k (r) = max {0, min (kr, 1), min (r, k)} 
1 < k < 2 
<t>co (r) = max {0, min (r, k)} 
1 < k < 2 
$vi(r) = | r | + r/(1 + |r|) 
<J>M (0 = minmod (1 + r/2, 2 minmod (r,1)) 
$ V A (r) = (r + c2) (1 + r) /(1 + r2 + 2c2), 
c2 = 0(Ax) 
si (a, b) = 1/Ax minmod (a, b) 
Sk (a, b) = sign(a)/Ax max {|minmod (ka, b)|, |minmod (a, kb)|) 
1 < k s 2 
sco (a. b) = 1/Ax minmod (ka, b) 
1 < k < 2 
( 2 ab/(a + b) für ab > 0 
SVL (a, b) = 1/Ax 
( 0 f ü r a b s O 
S M (a, b) = 1/Ax minmod ((a + b)/2 , 2 minmod (a, b)) 
svA (a, b) = 1/Ax (ab + C2)(a + b)/(a2 + b2 + 2 c2), 
c2 = 0 (Ax3) 
Tabe l l e 4.1 U m s c h a l t f u n k t i o n e n , S t e i g u n g s b e r e c h n u n g e n 
Die Kr i te r ien f ü r d i e S te i gungen haben w i r der E in fachhe i t ha lbe r f ü r d ie l i neare 
G l e i c h u n g (4.20) abge le i te t . Es ze ig t s ich, daß e ine A b l e i t u n g fü r n i ch t l i nea re 
G l e i c h u n g e n sehr a u f w e n d i g und sehr verschachte l t w i r d . Die obe re G r e n z e in 
(4.22) m u ß verk le iner t w e r d e n . Durch d ie ö f t e re A n w e n d u n g de r D re iecksun -
g l e i c h u n g fä l l t d iese Schranke sehr pessimistisch aus - n a h e Eins (siehe [44]). In 
d e n p rak t i schen B e r e c h n u n g e n ze ig t es sich ebenso , daß du rchaus d ie Sch ranke 
Z w e i in v ie len Fällen reduz ie r t w e r d e n muß. Besonders bei s tarken G r a d i e n t e n 
k a n n e t w a S2 d a f ü r so rgen , daß jeder m o n o t o n e Übergang in e ine Üns te t i gke i t 
g e d r ü c k t w i r d . M a n erhä l t e t w a d ie physikal isch uns inn igen Ve rdünnungss toß -
w e l l e n , das he iß t e ine d iskrete E n t r o p i e b e d i n g u n g ist s icher l ich n icht m e h r er-
f ü l l t . Es ze ig t s ich, daß im n ich t l i nearen Fall d ie Ü b e r g a n g s f u n k t i o n e n 4>VL 4>VA 
u n d dpk o d e r dpco mit 1 < k < 1.5 g e e i g n e t e S te igungen e r z e u g e n . Dabe i k a n n das 
k f ü r dpk o d e r dpco a b h ä n g i g von der Stärke der S toßwel le g e w ä h l t w e r d e n . Bei 
s c h w a c h e n Uns te t i gke i ten kann o h n e we i te res auch k = 2 g e w ä h l t w e r d e n . Bei 
re inen Überscha l lp rob lemen t re ten im a l l g e m e i n e n ke ine P r o b l e m e au f ; d e r 
kr i t ische Fall s ind starke G rad ien ten in de r Nähe von S c h a l l p u n k t e n . 
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W i e w i r in Abschn i t t 3.4 schon geschr ieben h a b e n , k ö n n e n d ie T V D - V e r f a h r e n 
z w e i t e r O r d n u n g im Sinne des loka len Diskret is ierungsfeh lers in g l a t t en Be -
re ichen e ine r S t r ömung se in , aber s ind höchstens Ve r fah ren erster O r d n u n g a n 
P u n k t e n mi t e i n e m l oka len Ex t remum. 
Sa tz 2: Ein T V D - V e r f a h r e n besi tzt an P u n k t e n mit l oka len Ext rema höchstens d i e 
K o n s i s t e n z o r d n u n g 1. 
B e w e i s : Der Bewe is dieses Sachverhal ts f i nde t man bei Osher [50] (siehe a u c h 
Har ten [21]). 
E ine z w e i t e O r d n u n g T V D - V e r f a h r e n ist somi t n o t w e n d i g an d iesen iso l ie r ten 
P u n k t e n e in erste O r d n u n g V e r f a h r e n . Dies bedeu te t , daß Sp i tzen e twas s tärker 
g e d ä m p f t w e r d e n u n d ab f l achen . M a n nenn t d iese E igenschaf t das C l i p p i n g -
P h ä n o m e n . W i r w e r d e n da rübe r in Kap i te l 6 nochma ls e i n g e h e n d d i sku t i e ren 
u n d auch e i n e n Verg le i ch der versch iedenen S t e i g u n g s b e r e c h n u n g e n a n h a n d n u -
mer ischer Ergebnisse d u r c h f ü h r e n . Die S t e i g u n g s b e r e c h n u n g S V A aus Tabe l l e 4.1 
versucht dieses C l i p p i n g zu v e r m e i d e n , i n d e m auch an loka len Ex t remwer ten e ine 
S t e i g u n g ung le i ch Nul l au f t re ten k a n n , S V A f ü h r t somi t n icht au f e in T V D - V e r -
f a h r e n , w i e auch F igur 4.5 ze ig t . 
E ine w i c h t i g e B e d i n g u n g an d ie S te i gung , w e l c h e Symmet r ien e rhä l t ist, daß pos i -
t ive u n d nega t i ve G r a d i e n t e n auf g le iche A r t u n d We ise app rox im ie r t w e r d e n : 
D i e s g a r a n t i e r t d i e B e d i n g u n g 
(4.35) s ( a ( b ) = s (b , a ) . 
Formu l ie r t in d e m Umscha l t f unk t i onen -Ka lkü l h a b e n w i r d ie B e d i n g u n g 
(4.36) 4>(r) / i \ 
D ie numer i schen Resul tate in Kap i te l 6 ze i gen d ie B e d e u t u n g d ieser B e d i n g u n g . 
W i r h a b e n uns h ier au f Ve r fah ren zwe i te r O r d n u n g beschränkt , w e l c h e b i s lang in 
d e n p rak t i schen A n w e n d u n g e n d ie en tsche idende Rol le sp ie len . Dies l ieg t vor 
a l l em d a r a n , daß de r R e c h e n a u f w a n d von V e r f a h r e n höhe r als z w e i t e r O r d n u n g 
deu t l i ch g rößer ist. W i r w e r d e n aber e in K o n z e p t zur Kons t ruk t i on so lcher Ve r -
f a h r e n in Kap i te l 7 vors te l len . Eine Übersicht über d ie ve rsch iedenen S te igungs -
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b e r e c h n u n g e n f i nde t sich in [45]. In Kap i te l 5 und 6 w e r d e n w i r E igenscha f ten de r 
ve rsch iedenen S t e i g u n g e n a n h a n d numer ischer Resul tate noch d i s k u t i e r e n . 
E in ige theore t i sche Aussagen zur K o n v e r g e n z f i n d e n sich in [49]. 
4.2 F l u ß l i m i t e r - M e t h o d e 
Ein a n d e r e r Ansa t z e in Ve r fah ren höhere r O r d n u n g zu e rha l ten ist d i e Fluß-
l i m i t e r - M e t h o d e . Sie g e h t zurück auf d ie A r b e i t e n von Boris und B o o k [2] u n d van 
Leer [38]. W i r w o l l e n als erstes d e n FCT (F lux-Corrected T ranspo r t ) -A lgo r i t hmus 
v o n Bor is u n d B o o k beschre iben (siehe auch [1]). 
A u s g a n g s p u n k t s ind z w e i V e r f a h r e n : e in m o n o t o n e s U p w i n d V e r f a h r e n 
(4.37) ^ l - - i - ^ h l v 2 - ^ 
u n d e in klassisches Ve r fah ren mindestens zwe i t e r O r d n u n g 
(4.38) « r = u ^ X < + , 2 - C i / 2 > 
(z.B. L a x - W e n d r o f f Ve r fah ren ) . 
Der F C T - A l g o r i t h m u s besteht d a n n aus d e n f o l g e n d e n Schr i t ten 
1. Be rechne d e n m o n o t o n e n numer ischen Fluß 
h i + l/2 
u n d d ie Lösung erster O r d n u n g üjn + 1 nach (4.37) 
2. Be rechne d e n Fluß höherer O r d n u n g 
B i + l/2 
3. Be rechne d e n an t id i f fus iven Fluß 
e i + l/2 ' 
n _ . n 
- B i + l/2 i + 1/2 
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4. B e g r e n z e d iesen Fluß in der A r t u n d W e i s e , daß ke ine n e u e n Ext rema ent -
s tehen 
in . _ . n n 
"i + 1/2 ' "~ +1/2 i +1/2 ' 
w o b e i <J> als F l uß l im i t e r f unk t i on beze i chne t w i r d . 
5. Be rechne 
u. - u. - M d . + 1 / 2 -d ._ 1 / 2 ) . 
Der kr i t ische Schri t t in d iesem A l g o r i t h m u s ist natür l i ch Schri t t 4. Se tzen w i r d i e 
L im i t e r f unk t i on kons tan t 1, so erha l ten w i r e ine Näherungs lösung mit d e n 
typ ischen Osz i l l a t i onen vor und h in ter Uns te t igke i ten . Die L im i t e r f unk t i on <J> d ie 
m u ß d a f ü r so rgen , daß das Ve r fah ren e t w a M o n o t o n i e e rha l t end o d e r auch T V D 
ist. G e e i g n e t e L im i te r f unk t i onen f ü r d e n FCT-A lgo r i t hmus w u r d e n von Boris u n d 
B o o k [1] u n d von Zalesak [75] a n g e g e b e n . Zalesak g a b in [75] auch e ine Er-
w e i t e r u n g au f z w e i R a u m d i m e n s i o n e n a n . 
W i r w o l l e n im f o l g e n d e n e in e twas anderes Schema eines Ve r fah rens mit e i ne r 
F l u ß l i m i t e r f u n k t i o n a n g e b e n . Es kü rz t d ie Schri t te 1 bis 5 in d e m F C T - A l g o r i t h m u s 
a b , i n d e m d i rek t de r an t id i f fus ive Fluß im Schri t t 3 ausge rechne t und e ine 
L im i t e r f unk t i on e ingese tz t w i r d . Dami t w i r d das g a n z e Schema in de r S t ruk tu r 
e twas übers icht l icher und w i r k ö n n e n das TVD-Kr i t e r i um von Har ten a n w e n d e n , 
u m g e e i g n e t e L im i te r f unk t i onen zu e rha l t en . Im wesen t l i chen f o l g e n w i r h ier d e r 
A r b e i t v o n Sweby [66], d e m es zuerst g e l a n g versch iedene d ieser F luß l imi ter -
F o r m u l i e r u n g e n unter e inen Hut zu b e k o m m e n . 
W i r g e h e n aus von d e m L a x - W e n d r o f f Ve r f ah ren (4.4), we lches e in klassisches 
V e r f a h r e n z w e i t e r O r d n u n g in R a u m und Zeit ist. Nach (4.5) lau te t d e r 
numer i sche Fluß 
C i / 2 = \ <f K + i > + f K » - \ a m / 2 < f K + i > - f ( u i n » • 
W i r e rse tzen n u n d ie zen t ra le D i f f e r e n z e n b i l d u n g im R a u m , d .h . d e n ersten T e r m , 
du rch e i n e n m o n o t o n e n Fluß. Dami t ist das Ve r fah ren im R a u m na tü r l i ch nu r 
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n o c h erster O r d n u n g . U m d ie zwe i t e O r d n u n g zu e rha l t en , müssen w i r noch 
e i n e n Ko r rek tu r t e rm e i n f ü g e n . 
W i r k ö n n e n d e n Fluß des L a x - W e n d r o f f Ve r fah rens au fspa l ten in 
<4-39> ^y2=hi + U2-l a i + l * f < U i + l > - f ( u . » + \ ^ V l ^ W " J » i + W " f < U i » 
Diesen Fluß in te rp re t ie ren w i r nun als S u m m e eines m o n o t o n e n Flusses u n d e ines 
s o g e n a n n t e n an t id i f fus iven Flusses, we l che r u n s d i e zwe i t e O r d n u n g bescher t , 
(4.40) g i + l/2 = h i + l / 2 + e i + l / 2 
Der an t id i f fus ive Fluß läßt sich schre iben in der Form 
mi t d e n F lußd i f fe renzen 
A f i +1/2 = f ( U i + 1} " Si + 1/2 > Mi~+1/2 = §i +1/2 - f ( U i } • 
Der erste Tei l von e\ +1/2 in (4.41) k ö n n e n w i r als d e n an t id i f f us i ven Fluß nach 
rechts, d e n z w e i t e n Tei l als d e n nach l inks in te rp re t ie ren . Diese an t i d i f f us i ven 
Flüsse l im i t ie ren w i r n u n mit te ls e iner L im i te r funk t i on dp: 
< 4 - 4 2 > e i + 1 / 2 = < + 1/2 a i + 1 / 2 A f i++1/2 - * r + 1 /2 a i + 1 / 2 A f r + i / 2 - a i+1/2 : = ^ < a — A a i 1/2> 




i + 1/2 
= < t > ( r i + l/2 ) > * i + l/2 = ( i ) ( r r + l / 2 ) 
A f i + - , / 2 _ A f r+ 3 /2 
A f i + +l /2 
i + 1/2 A f 
i + 1/2 
W i r schauen uns nun d e n l inearen Fall f(u) = au mit a = kons tan t > 0 a n . Für e in 
m o n o t o n e s V e r f a h r e n gi l t hi + 1/2 = aui und somi t 
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(4.44) Af. i + 1/2 = a(u. + 1 - u i ) , A f . + i y 2 = 
Der numer ische Fluß laute t d a n n 
(4.45) B i + l/2 = a u . + - ( 1 - X a ) 4 ) . + 1 / 2 ( u . + 1 
V e r g l e i c h e n w i r d ies mi t d e m M U S C L - T y p Ve r fah ren (4.21), so ze ig t es s ich, daß 
d iese Flüsse im l inearen Fall ident isch s ind , fal ls d ie Umscha l t f unk t i on mi t d e r 
F l u ß l i m i t e r f u n k t i o n ident i f i z ie r t w i r d . Das he iß t d ie L im i te r funk t i on dp so l l te m a n 
e igen t l i ch ebenso Umscha l t f unk t i on n e n n e n , d a sie e in Schal ter zw i schen z e n -
t ra ler u n d e inse i t iger D i f f e r e n z e n b i l d u n g darstel l t . A l les was in Abschn i t t 4.1 
über d ie Umscha l t f unk t i on geschr ieben w u r d e , ist im l inearen Fall somi t auch h ier 
g ü l t i g , z .B. das Z w e i t e - O r d n u n g - T V D - G e b i e t aus Figur 4.4. 
Im n ich t l i nea ren Fall e r g e b e n sich e in ige Untersch iede. Eine h i n re i chende B e d i n -
g u n g f ü r d ie Gü l t i gke i t de r T V D - B e d i n g u n g nach Har ten w u r d e von S w e b y [66] 
abge le i te t . So ze ig te er, daß ein F luß l im i te r -Ver fahren mit d e n L i m i t e r f u n k t i o n e n 
(4.31) mi t 1 < k < 2 d ie TVD-E igenscha f t besi tzt , aber un te r der Sch r i t twe i t en -
b e d i n g u n g 
2 
(4 46) A max |a (u ) | < . 
1 1 O l l . 
W i e schon e r w ä h n t , g e l a n g d iese e inhe i t l i che Fo rmu l i e rung ve rsch iedener 
F luß l im i te r -Ver fah ren Sweby [66]. Wesen t l i che Impulse k a m e n von d e n A r b e i t e n 
von Roe (siehe [54], [56]). 
4.3 A n d e r e Ansä tze 
Es g ib t noch e in ige ande re Ansätze, e in Ve r fah ren zwe i t e r O r d n u n g zu k o n -
s t ru ie ren . Har ten [21] mod i f i z ie r te d e n Fluß der E rha l t ungsg le i chung in d e r A r t 
(4.47) u, + (f(u) + e(u)) = o . 
2 + k 
u 
Dabe i ist e (u) e ine A r t an t id i f fus iver Te rm, abge le i t e t aus e iner de r Tay lo r -
e n t w i c k l u n g . Er w e n d e t nun auf d iese mod i f i z ie r te G l e i c h u n g (4.47) das V e r f a h -
ren von Roe (siehe Abschn i t t 3.3) mit Ent rop ie-F ix a n . Der an t id i f fus ive T e r m e (u) 
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ist d a b e i so g e w ä h l t , daß das e rha l tene numer ische V e r f a h r e n d ie T V D - E i g e n -
schaf t bes i tz t u n d e ine A p p r o x i m a t i o n zwe i te r O r d n u n g (mit A u s n a h m e v o n 
Ext rema) f ü r d i e u rsprüng l i che G l e i c h u n g dargeste l l t . 
Ein e twas a n d e r e r W e g g e h t Davis [11]. Er ze ig te , daß d ie F luß l im i te r -Ver fah ren 
von Abschn i t t 4.2 auch fo rmu l ie r t w e r d e n k ö n n e n als das L a x - W e n d r o f f 
V e r f a h r e n mi t e i n e m bes t immten Viskos i tä ts term, w e l c h e r v o n d e n R i c h t u n g e n 
d e r Charak te r i s t i ken u n d von d e m Verhä l tn is de r G r a d i e n t e n a b h ä n g t . Davis 
g e l a n g es d a n n , e i n e n Te rm so zu f o r m u l i e r e n , daß er n icht meh r von d e m V e r l a u f 
d e r Charak te r i s t i ken a b h ä n g t . M a n ist somi t n icht mehr au f e in U p w i n d - V e r -
f a h r e n a n g e w i e s e n , sonde rn hat e in T V D - V e r f a h r e n mit zen t ra le r D i f f e r e n z e n -
b i l d u n g . W e i t e r e n t w i c k e l t w u r d e dieses K o n z e p t von Y e e [74]. Diese V e r f a h r e n 
s ind im a l l g e m e i n e n e in facher - insbesondere a n g e w a n d t au f Systeme v o n Er-
h a l t u n g s g l e i c h u n g e n - l ie fern j edoch e ine schlechtere A u f l ö s u n g von S t o ß w e l l e n . 
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5.0 M e h r d i m e n s i o n a l e ska lare E rha l t ungsg le i chung 
Die V e r f a h r e n f ü r d i e e i n d i m e n s i o n a l e n E rha l t ungsg le i chungen lassen sich f o r m a l 
mi t de r s o g e n a n n t e n S p l i t t i n g - M e t h o d e auf mehre re R a u m d i m e n s i o n e n aus-
d e h n e n . Die meis ten gebräuch l i chen Näherungsver fahren fü r d ie G l e i c h u n g e n 
d e r kompress ib len S t römungsmechan ik in z w e i und dre i D i m e n s i o n e n b e n ü t z e n 
d iese M e t h o d e (siehe [70]). Im f o l g e n d e n beschränken w i r uns au f das C a u c h y -
p r o b l e m f ü r d ie z w e i d i m e n s i o n a l e E rha l t ungsg le i chung 
(5.1) u t + f l ( u ) x + f 2 ( u ) y = ° *" H + 
(5.2) u ( x , y , 0 ) = q ( x , y ) , (x, y) e JR 2 . 
W i r suchen na tür l i ch w i e d e r schwache Lösungen, w e l c h e das C a u c h y p r o b l e m im 
in teg ra len S inne e r f ü l l en . Eine Funk t i on u e L°° (|R2 x IRo) he iß t s c h w a c h e Lösung 
des C a u c h y p r o b l e m s (5.1), (5.2), fal ls fü r al le Tes t f unk t i onen dp e C°° 0 ( R 2 x IRo) 
(5.3) (u 4> t + f t (u) <J>x + f 2 (u) <J) ) d x d y d t + 4 > ( x , y , 0 ) q ( x , y ) d x d y = 0 
0 -oo oo 
gi l t . D ie physika l isch re levante schwache Lösung läßt sich w i e d e r u m charak te r i -
s ieren du rch e ine E n t r o p i e u n g l e i c h u n g 
(5.4) U ( u ) l + F 1 ( u ) x + F 2 ( u ) y < 0 , 
w o b e i d ie E n t r o p i e f u n k t i o n U (u) e ine konvexe Funk t i on ist. Für d ie E n t r o p i e -
flüsse Fi und F2 g i l t 
(5.5) f\ (u)u ' (u) = f\(u) , f ' 2 ( u ) U ' ( u ) = F 2 ( u ) . 
Die Theo r i e der m e h r d i m e n s i o n a l e n E rha l t ungsg le i chungen br ing t nichts w e s e n t -
l ich neues im Verg le i ch z u m e ind imens iona len Fal l . E inen Überb l ick über d ie 
Theo r i e f i nde t sich [9]. Desha lb w o l l e n w i r uns sog le ich d e m numer i schen Fal l 
z u w e n d e n . 
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W i r be t rach ten f ü r das numer ische Ve r fah ren w i e d e r e in äqu id is tantes G i t te r mi t 
de r Ze i tschr i t twe i te A t und d e n Raumschr i t twe i ten Ax und Ay . A n a l o g z u m e i n -
d i m e n s i o n a l e n Fall v e r w e n d e n w i r d i e f o l g e n d e n B e z e i c h n u n g e n 
t n = n A t , n e IN , x . = i A x , y = j A y , i. j e % , 
(5.6) 
x i ± l / 2 = 2 ( X i ± l + X i } * y j ± l / 2 = 2 ( y J ± l + y j ) ' i j £ ^ ' 
Dami t lau te t e in V e r f a h r e n in E rha l t ungs fo rm 
(5-7) C = u « . - x x ( g f + - < _ 1 / 2 ) j ) - X y ( h « . + m - h » ^ 
mit d e n Schr i t twe i tenverhä l tn issen X x = A t / A x und Ä y = A t /Ax u n d d e n n u m e -
r ischen Flüssen 
(5.8) s i + i y 2 > j - g ( u . _ k + 1 . u . + k . ) , k > l , 
(5.9) h u + i v 2 = h ( u u - k + 1 • k s l • 
D ie numer i schen Flüsse müssen zumindes t l ipschi tzstet ig in j e d e m A r g u m e n t se in 
u n d kons is tent mi t d e n phys ika l ischen Flüssen 
(5.10) g ( U f u u) = f j ( u ) , h ( u , u u) = f 2 ( u ) . 
2k 2k 
Als A n f a n g s w e r t e f ü r das Ver fah ren in E rha l tungs fo rm (5.7) schre iben w i r w i e d e r 
d ie M i t t e l w e r t e von q 
(5.11) 
M | R 
q (x, y ) d x dy 
1 J Ru 
in d e n räuml i chen Gi t te r in te rva l len 
R i j = [ X i -1/2 ' X i + 172J X ^ j - 1 / 2 ' y j+l/2^ 
vor . 
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Der K o n v e r g e n z s a t z fü r d e n e i nd imens iona len Fall läßt sich auch au f d e n mehr -
d i m e n s i o n a l e n Fall übe r t ragen ([8], [57]). Zent ra le Rol le d a b e i spie l t na tü r l i ch 
w i e d e r d i e Kons i s t enz des Näherungsver fahrens mit der E r h a l t u n g s f o r m u n d de r 
E n t r o p i e b e d i n g u n g und d ie Stab i l i tä t in der L°°-Norm u n d der To ta l va r i a t i on 
(5.12) | u A ( - . - t ) | | „ 2 s C 1 | | q ( . > . ) | | a 2 f ü r a l l e t , 
a L ( |R ) L ( R ) 
(5.13) T V u & ( . , . t) s; C 2 T V q ( . , . ) fü r a l l e t 
M i t U A w i r d h ier w i e d e r d ie stückweise kons tant au f IR2 x IRJ a u s g e d e h n t e Gi t te r -
f u n k t i o n beze i chne t . Die To ta lva r ia t ion kann im m e h r d i m e n s i o n a l e n Fall a l le r -
d ings au f versch iedene Ar t und We ise de f in ie r t w e r d e n . W i r b e n u t z e n h ier d i e 
De f i n i t i on 
(5.14) T v u Ä ( . , . t ) = y y 
n n U. , , . - U. . + 1 X 
i j 
u. . J . - u. . 
f ü r t c [ t n , t n + 1). Ein V e r f a h r e n , we lches (5.13) g e n ü g t mit C 2 < 1, he iß t w i e im 
e i n d i m e n s i o n a l e n Fall T V D - V e r f a h r e n . 
Die Kons t r uk t i on von Näherungsver fahren fü r z w e i ode r m e h r d i m e n s i o n a l e 
P r o b l e m e läßt sich nicht in der A r t und Weise bewerks te l l i gen , daß m a n d ie e i n -
d i m e n s i o n a l e n Ideen in e in facher We ise auf mehrere R a u m d i m e n s i o n e n aus-
dehn t . E t w a d ie De f in i t i on und d ie Lösung des R i e m a n n p r o b l e m s und d a m i t ge -
w o n n e n e Kons t ruk t i on eines Näherungsver fahrens ist e in typisch e i n d i m e n -
s iona le r V o r g a n g . Zwar läßt sich e in zwe id imens iona les R i e m a n n p r o b l e m er-
k lä ren , j edoch ist d ie Lösung sehr komp l i z ie r t im Verg le ich z u m e i n d i m e n s i o n a l e n 
Fall (siehe [40]). Es ge lang auch noch nicht, daraus e in numer isches V e r f a h r e n 
a b z u l e i t e n . Eine sehr a l l geme ine e in fache M e t h o d e , m e h r d i m e n s i o n a l e P r o b l e m e 
zu lösen un te r B e n u t z u n g von e ind imens iona len Ve r fah ren ist d ie Sp l i t t i ng 
M e t h o d e - auch Z w i s c h e n s c h r i t t - M e t h o d e genann t . A n g e w a n d t au f unsere z w e i -
d i m e n s i o n a l e E rha l tungsg le i chung (5.1) hat sie d ie f o l g e n d e F o r m : Das z w e i -
d i m e n s i o n a l e P rob lem w i rd zer leg t in d ie z w e i e i nd imens iona len P r o b l e m e 
(5.15) 
(5.16) 
u t + f l ( u ) x = 0 
u t+f 2(u) y = 0 
- 1 2 0 -
Diese P r o b l e m e w e r d e n nun in e i n e m Zeitschr i t t e in fach h i n t e re i nande r ge lös t . 
Da es e i n d i m e n s i o n a l e P rob leme s ind , k ö n n e n w i r jewei ls d ie in d e n le tz ten A b -
schn i t ten besch r iebenen M e t h o d e n b e n u t z e n . Ein Zei tschr i t t e ines so l chen 
Sp l i t t i ng Ve r fah rens lautet d a n n e t w a 
w o b e i g u n d h (5.10) e r f ü l l en . W i r machen mit e i n e m e i n d i m e n s i o n a l e n V e r f a h -
ren also zunächst e inen Schri t t in x -R ich tung und danach e inen Schr i t t in y -R ich -
t u n g . Schema ta d ieser A r t w u r d e n von G o d u n o v [19] f ü r P r o b l e m e d e r Strö-
m u n g s m e c h a n i k e i n g e f ü h r t . Bei der Var ian te v o n St rang [65] w i r d nach e i n e m x-
u n d y-Schr i t t d ie R e i h e n f o l g e u m g e d r e h t und im nächsten Ze i t in terva l l zuers t d e r 
y-Schr i t t u n d d a n a c h der x-Schri t t ausge führ t . S ind d ie e i n d i m e n s i o n a l e n Ve r -
f a h r e n z w e i t e r O r d n u n g , so garan t ie r t d iese M e t h o d e , daß das m e h r d i m e n -
s iona le V e r f a h r e n d iese z w e i t e O r d n u n g erhä l t . M a n sieht sehr schne l l , d a ß sich 
das Sp l i t t i ng V e r f a h r e n (5.17), (5.18) in der z w e i d i m e n s i o n a l e n E rha l t ungs fo rm 
(5.19) u - 1 = u ! \ - X x ( g « + 1 / 2 . - g « _ m .) - X y ( h J j + w - h « . _ 1 / 2 ) 
schre iben läßt . M a n erhä l t d ies sofor t , i n d e m man d ie W e r t e mi t Index n + 1/2 in 
(5.18) mi t te ls (5.17) e l im in ie r t . F ü r d e n Fluß h gi l t 
it- sn\ ü n ul n + 1/2 ,n + l / 2 \ _ T ( n n n n n n \ 
(5.20) h i + i / 2 = h V u i . j ' \ j + i j -
 h i u i - i . j ' u i , j ' u i + i . j ' u i - i . j + i ' u i . i + i ' u i + i.j+i>/ 
Im Zweischr i t t Sp l i t t ing V e r f a h r e n von Strang e rg ib t sich d a n a c h im nächsten 
Schr i t t e ine E rha l tungs fo rm mi t e i n e m Fluß g d e r Bauar t (5.20). 
N e b e n de r E rha l tungs fo rm ze ig t sich auch , daß d ie M o n o t o n i e de r e i n d i m e n -
s i ona len V e r f a h r e n auf das z w e i d i m e n s i o n a l e Sp l i t t i ng -Ver fah ren ü b e r g e h t . D e n 
Begr i f f de r M o n o t o n i e e ines z w e i d i m e n s i o n a l e n Ver fah rens läßt sich ähn l i ch w i e 
im e i n d i m e n s i o n a l e n Fall e rk lä ren . Die Flüsse s ind dabe i na tü r l i ch n icht m e h r nur 
von 2 W e r t e n a b h ä n g i g , sonde rn von 2k W e r t e n m i t k > 1: 
(5.21) g = g ( u , V , h = h ( U ) u 2 k ) . 
(siehe (5 .20) : k = 3) 
- 121 -
De f i n i t i on 1: Ein zwe id imens iona les Ve r fah ren in E rha l tungs fo rm he iß t m o n o t o n , 
fal ls d ie numer i schen Flüsse d e n M o n o t o n i e b e d i n g u n g e n 
1. g (v, w ) , h (v, w) s ind m o n o t o n w a c h s e n d in v 
2. g (v, w ) , h (v, w) s ind m o n o t o n fa l l end in w 
g e n ü g e n mi t v = ( v 1 ( . . . , vi<) und w = ( w i , . . . , Wk). Die B e d i n g u n g e n 1 u n d 2 
s ind d a b e i jewe i ls k o m p o n e n t e n w e i s e zu vers tehen. 
Sa tz 1: S ind d ie e i n d i m e n s i o n a l e n Ve r fah ren m o n o t o n e V e r f a h r e n u n d g e l t e n d ie 
d isk re ten C F L - B e d i n g u n g e n (3.67) f ü r Ve r fah ren (5.17) und (5.18), so ist das mi t 
de r S p l i t t i n g - M e t h o d e g e w o n n e n e z w e i d i m e n s i o n a l e V e r f a h r e n m o n o t o n . 
B e w e i s : Diese Aussage gi l t s o w o h l f ü r e in Einschri t t als auch f ü r das Zweischr i t t -
Sp l i t t i ng V e r f a h r e n von S t rang . W i r ze i gen dies h ier f ü r das E inschr i t t ver fahren 
(5.19). Da de r Fluß g nach Vo rausse tzung m o n o t o n ist müssen w i r nur z e i g e n , daß 
h e in m o n o t o n e r Fluß ist. W i r setzen a n : 
(5-22) V . ^ C j 
u n d a l le a n d e r e n A r g u m e n t e von h seien g le i ch : vi,k = U | < K bis auf (I = i-1, k = j). 
W e g e n de r M o n o t o n i e des Flusses g in (5.17) fo lg t aus (5.22) 
(5.23) v — > u 
n +1/2 >. u n +1/2 
i.j ~~ i.j 
Da h im ersten A r g u m e n t m o n o t o n wachsend ist, g i l t nach (5.20), daß auch h im 
ersten A r g u m e n t wächst . A n a l o g läßt sich dies d u r c h f ü h r e n f ü r a l le A r g u m e n t e 
von h. Für das z w e i t e und f ü n f t e A r g u m e n t b e n ö t i g t man zusätzl ich d ie d i sk re ten 
C F L - B e d i n g u n g e n . 
W i e im e i n d i m e n s i o n a l e n Fall haben w i r somi t V e r f a h r e n , w e l c h e a l len B e d i n -
g u n g e n des Konve rgenzsa tzes g e n ü g e n . Es s ind jedoch V e r f a h r e n mit de r K o n s i -
s t e n z o r d n u n g 1 u n d d a h e r fü r prakt ische R e c h n u n g e n w e n i g u n g e e i g n e t . W ä h -
rend im e i n d i m e n s i o n a l e n Fall das TVD-Kr i t e r i um von Har ten d ie K o n s t r u k t i o n 
v o n V e r f a h r e n gestat te t , w e l c h e d ie TVD-E igenscha f t bes i tzen u n d d ie K o n -
s i s t e n z o r d n u n g z w e i haben (abgesehen von Punk ten mit l oka len Ext rema) , ist im 
m e h r d i m e n s i o n a l e n Fall d ie S i tua t ion unk lar . V o n G o o d m a n u n d Le V e q u e [20] 
w u r d e d ie überraschende Aussage bew iesen , daß e in z w e i d i m e n s i o n a l e s V e r f a h -
ren in E rha l t ungs fo rm , we lches d ie TVD-E igenscha f t besi tz t , n o t w e n d i g e r w e i s e 
e in V e r f a h r e n erster O r d n u n g sein m u ß ; d .h . d ie TVD-E igenscha f t ist in z w e i 
R a u m d i m e n s i o n e n mi t der z w e i t e n O r d n u n g n icht mehr ver t räg l i ch . Prak t ische 
Ergebn isse z e i g e n j e d o c h , daß mit Hi l fe von Sp l i t t ing V e r f a h r e n sich j e d o c h sehr 
g u t e V e r f a h r e n kons t ru ie ren lassen ausgehend von e i n d i m e n s i o n a l e n T V D - V e r -
f a h r e n (siehe [70]). W i r w o l l e n hier e in ige Ergebnisse solcher V e r f a h r e n z e i g e n 
f ü r z w e i d i m e n s i o n a l e ska lare E rha l t ungsg le i chungen . 
Das erste Testbe isp ie l ist e in A n f a n g s w e r t p r o b l e m fü r d ie z w e i d i m e n s i o n a l e 
B u r g e r s - G l e i c h u n g 
(5.24) 
u n d d e n A n f a n g s w e r t e n 
( 1 ( x , y ) e [ - 0 . 5 , 0 . 5 1 x 1 - 0 . 5 , 0 . 5 ] 
(5.25) u ( x , y , 0 ) = q ( x , y ) = ] 
( - 1 sonst . 
Diese A n f a n g s w e r t e s ind in F igur 5.1 dargeste l l t auf e i n e m 100 x 100 P u n k t e g i t t e r 
im Interval l [ - 1,1] x [ - 1.1]. Dieses Rechengeb ie t und dieses Gi t te r l iegt auch d e n 
f o l g e n d e n numer i schen R e c h n u n g e n z u g r u n d e . Eine Vo rs te l l ung de r e x a k t e n 
Lösung läßt sich zunächst aus de r e i n d i m e n s i o n a l e n Theo r i e g e w i n n e n . Nach 
vo rne u n d nach l inks l au fen V e r d ü n n u n g s w e l l e n ; an de r rechten u n d h in te ren 
Sei te b e f i n d e n sich s ta t ionäre S toßwe l len . Z w e i d i m e n s i o n a l e E f fek te t re ten nur 
an d e n Ecken au f u n d l au fen von do r t in das üb r ige Geb ie t . Ein solches P r o b l e m 
an de r Ecke ist e in Spez ia l fa l l e ines s o g e n a n n t e n z w e i d i m e n s i o n a l e n R i e m a n n -
p rob lems , we lches sich f ü r d ie z w e i d i m e n s i o n a l e Bu rge rsg le i chung lösen läßt . 
E inen Überb l ick über d ie Lösung dieser P rob leme g ib t L indqu is t [40]. E ine Sk izze 
d e r Lösung an der rechten vo rde ren Ecke ist in F ig . 5.2 dargeste l l t . 
Für a l le Resul ta te v o n numer i schen V e r f a h r e n , w e l c h e w i r im f o l g e n d e n z e i g e n 
w u r d e n na tür l i ch d iese lben D iskre t i s ie rungsparameter g e w ä h l t : 
(5.26) A x = O l , A y = 0.1 , A t = 0 . 0 5 . 
Die Ergebnisse w u r d e n nach 30 Zei tschr i t ten zu der Zei t t = 1.5 a u f g e z e i c h n e t . 
A l l e V e r f a h r e n sind Sp l i t t i ng -Ve r fah ren , w o b e i jewei ls das V e r f a h r e n v o n St rang 
b e n u t z t w u r d e . In F igur 5.3 u n d 5.4 sehen w i r d ie Ergebnisse de r m o n o t o n e n Ver -
- 1 2 3 -
f a h r e n von G o d u n o v und von Engqu is t -Osher . M a n sieht deu t l i ch d ie s ta t i onä ren 
S toßwe l l en an der rechten - und h in te ren Seite des Rechtecks und d ie Ve r -
d ü n n u n g s w e l l e n , w e l c h e nach vorne und l inks l au fen . Dabe i b l e i ben d ie E i g e n -
schaf ten de r e i n d i m e n s i o n a l e n Ve r fah ren e rha l ten . Die Stoßwel le w i r d i n n e r h a l b 
v o n z w e i G i t t e rze l l en (Godunov ) ode r vier (Engquis t -Osher) app rox im ie r t . In d e n 
d isk re ten V e r d ü n n u n g s w e l l e n t re ten auch d ie typ ischen Stu fen a m Scha l l punk t 
auf . A n d e n Ecken des Quade rs t re ten d a n n d ie z w e i d i m e n s i o n a l e n E f fek te auf . 
W i r sehen e t w a , daß d ie Grenzku rve zw ischen der nach vo rne l a u f e n d e n 
V e r d ü n n u n g s w e l l e u n d d e m unges tö r ten Zustand nach rechts e ine Pa rabe l ist. 
Dies s t immt mit der exak ten Lösung übere in . 
Wesen t l i ch bessere Ergebnisse erz ie l t m a n , fal ls d ie e i n d i m e n s i o n a l e n P r o b l e m e 
im Sp l i t t i ng -Ver fah ren mit Ve r fah ren höhere r O r d n u n g ge löst w e r d e n . 
Ergebnisse mit d i esem Ver fah ren ze igen d ie B i lder 5.5 - 5.10. F igur 5.5 u n d 5.6 
z e i g e n d ie Resul ta te e ines MUSCL-Typ Ver fah rens , w o b e i als U p w i n d V e r f a h r e n 
das m o n o t o n e Engqu is t -Osher Ve r fah ren (3.49) benu tz t w u r d e . Die 
S t e i g u n g s b e r e c h n u n g w u r d e ausge führ t mit d e n Umscha l t f unk t i onen <t>\ u n d $ 2 , 
w e l c h e d ie G r e n z k u r v e n des Zwe i te O r d n u n g - T V D - G e b i e t s dars te l len . Die o b e r e 
G r e n z e $ 2 l iefer t d a b e i bessere Resul tate. W i r d das Engqu is t -Osher V e r f a h r e n 
du rch das G o d u n o v V e r f a h r e n ersetzt, so e rhä l t man ganz ähn l iche Ergebnisse 
(Figur 5.7, 5.8). Das G o d u n o v - V e r f a h r e n e rmög l i ch t j edoch e ine bessere 
A p p r o x i m a t i o n der s ta t ionären S toßwe l len . Leichte Untersch iede d ieser M U S C L -
Typ V e r f a h r e n sieht man zu d e n Ergebnissen der Ve r fah ren mit F luß l im i te rn . In 
F igur 5.9 und 5.10 sind d ie Ergebnisse e ines so lchen Ver fah rens f es tgeha l t en . Es 
b e n ü t z t das V e r f a h r e n von Engqu is t -Osher zur F lußberechnung u n d d ie 
L im i t e r f unk t i onen $1 b z w . <J>2- Im Gegensa tz z u m M U S C L - T y p V e r f a h r e n s ieht 
m a n h ier noch e inen k le inen Sprung am Scha l lpunk t . 
V o n e i n e m Sp l i t t i ng -Ver fah ren e rwar te t m a n , und dies bes tä t ig te sich auch in d e n 
o b i g e n Ergebn issen , daß sie sehr gu te Resul tate l ie fern , w e n n d ie W e l l e n f r o n t e n 
para l le l zu d e n G i t te r l i n ien l au fen . Überal l do r t besi tzt das z w e i d i m e n s i o n a l e 
V e r f a h r e n d ie E igenscha f ten der e i nd imens iona len V e r f a h r e n . Größere Schw ie -
r igke i ten s ind zu e r w a r t e n , w e n n d ie W e l l e n d i a g o n a l im Gi t ter l au fen . U m d ies 
e twas g e n a u e r zu un te rsuchen , w e n d e n w i r o b i g e Sp l i t t i ng -Ver fah ren an au f 
d i a g o n a l z u m Gi t te r ve r l au fende Uns te t igke i ten . Das A n f a n g s w e r t p r o b l e m , w e l -
ches w i r im f o l g e n d e n a p p r o x i m i e r e n , ist e in C a u c h y p r o b l e m f ü r d ie mod i f i z i e r t e 
Bu rge rs -G le i chung 
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Figur 5.2 Exakte Lösung an der rechten vo rde ren Ecke 
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MAX = 1. 000 
MIN = - 1 . 000 
Figur 5.3 G o d u n o v - V e r f a h r e n 
MAX = 1. 000 
MIN = - 1. 000 
Figur 5.4 Engqu is t -Osher Ve r fah ren 
- 1 2 6 -
MAX = 1 . 000 
MIN = - 1 . 000 
Figur 5.5 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.29) dp i , Engqu is t -Osher V. 
MAX = 1. 000 
MIN = - 1. 000 
F igur 5.6 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.30) <J>2, Engqu is t -Osher V . 
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MAX = 1. 0 0 0 
MIN = - 1 . 000 
Figur 5.7 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.29) G o d u n o v V . 
MAX = 1. 000 
MIN = - 1. 000 
Figur 5.8 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.30) $ 2 , G o d u n o v V . 
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MAX = 1. 0 0 0 
MIN = - 1 . 0 0 0 
Figur 5.9 F luß l imi ter V e r f a h r e n : F lußl imi ter (4.29) dpi, Engqu is t -Osher V . 
F igur 5.10 F lußl imi ter V e r f a h r e n : F lußl imi ter (4.30) $2 , Engqu is t -Osher V . 
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(5.27) 
mi t d e n A n f a n g s w e r t e n 
!
1 f ü r y > x 
-1 f ü r y < x . 
Dieses A n f a n g s w e r t p r o b l e m ist s ta t ionär , d .h . d ie physikal ische Lösung ist g e r a d e 
(5.29) u . ( x , y , t ) = q ( x , y ) , ( x , y ) e R 2 , t e R + . 
D a b e i ist d ie Üns te t igke i t im Fal le 1 < a < 2 e ine s ta t ionäre S toßwe l le , f ü r a = 1 
e ine s ta t ionäre Kon tak tuns te t i gke i t ([9]). 
Die Näherungsver fah ren w e r d e n mit dense lben D isk re t i s ie rungsparamete rn 
(5.26) ausge füh r t w i e in unserem ersten Testbe isp ie l . W i r g re i fen e in S t o ß w e l l e n -
p r o b l e m mit a = 1.5 als auch das Kon tak tuns te t i gke i t sp rob lem mi t a = 1.0 
heraus. A n f a n g s w e r t e und exakte Lösung sind in F igur 5.11 au f d e m 100 x 100 
P u n k t e Gi t te r dargeste l l t . Zunächst das S t o ß w e l l e n p r o b l e m : Es ze ig t s ich, daß das 
Sp l i t t i ng -Ve r fah ren ke ine Schw ie r igke i ten hat auch e ine solche Üns te t i gke i t zu 
a p p r o x i m i e r e n . Jedoch ist d ie numer ische D ä m p f u n g der Uns te t i gke i ten deu t l i ch 
stärker. A m besten ze ig t sich d ies bei d e n Ve r fah ren erster O r d n u n g . D ie E rgeb -
nisse f ü r das V e r f a h r e n von Engqu is t -Osher und G o d u n o v sind in d e n B i l de rn 5.12 
b z w . 5.13 fes tgeha l t en . Die Stoßwel le ist je tz t e t w a über 7 - 8 Punk te verschmier t . 
Das G o d u n o v V e r f a h r e n ist e twas besser als das Engqu is t -Osher V e r f a h r e n , j e d o c h 
k a n n d ie s ta t ionäre S toßwel le n icht mehr exakt w i e d e r g e g e b e n w e r d e n , w i e d ies 
be i para l le l zu d e n G i t te r l i n ien ve r l au fenden Stoßwel len der Fall ist. Diese stär-
kere D ä m p f u n g läßt sich e rk lä ren , w e n n man d ie e i nze l nen Schr i t te im Sp l i t t i ng 
V e r f a h r e n e twas näher untersucht . Der x-Schritt ist h ier e ine A p p r o x i m a t i o n e ine r 
s ta t i onären S toßwel le en tsp rechend eines Sprungs von 1 au f - 1 in A n f a n g s -
w e r t e n . D e m g e g e n ü b e r ist de r y-Schrit t d ie A p p r o x i m a t i o n e iner V e r d ü n n u n g s -
w e l l e en tsp rechend e ines Sprungs von - 1 auf 1 in d e n A n f a n g s w e r t e n . Die 
d i a g o n a l e Stoß w e l l e w i r d somi t e r zeug t du rch d ie H i n t e r e i n a n d e r a u s f ü h r u n g 
e ine r A p p r o x i m a t i o n e iner Stoßwel le in x -R ich tung und e iner V e r d ü n n u n g s w e l l e 
in y -R i ch tung . Dieser Mechan i smus f ü h r t na tür l i ch e ine gewisse zusätz l iche 
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F igur 5.11 A n f a n g s w e r t e und s ta t ionäre Lösung 
D ä m p f u n g e i n , w e l c h e im e i n d i m e n s i o n a l e n Fall n icht auf t r i t t . Diese D ä m p f u n g 
w i r d na tü r l i ch stark reduz ie r t , w e n n w i r e in Ve r fah ren zwe i te r O r d n u n g be t rach -
t e n . B i ld 5.14 u n d 5.15 z e i g e n solche Ergebnisse f ü r e in M U S C L - T y p V e r f a h r e n , 
w e l c h e s das G o d u n o v V e r f a h r e n zur F lußberechnung b e n u t z t und d ie Umscha l t -
f u n k t i o n 4>i b z w . <I>2- Es ge l i ng t d e m Ve r fah ren zwe i te r O r d n u n g d ie S toßwe l le 
übe r ca. 4 G i t t e r p u n k t e h i n w e g zu a p p r o x i m i e r e n . A n a l o g e Resul ta te e rhä l t m a n 
auch f ü r d i e F luß l im i te rve r fah ren . 
Bei de r Kon tak tuns te t i gke i t im Falle a = 1 ze ig t es s ich, daß d ie numer i sche 
D ä m p f u n g stärker ist. Etwas präziser muß man hier s a g e n , daß im G e g e n s a t z zu 
e ine r S toßwe l le d ie numer ische D ä m p f u n g e iner Kon tak tuns te t i gke i t mi t d e r Zei t 
z u n i m m t . So ist z u m be t rach te ten Ze i t punk t t = 1,5 d ie K o n t a k t u n s t e t i g k e i t 
deu t l i ch stärker verschmier t w i e d ie S toßwel le . A m besten b e l e g e n d ies d ie B i lder 
d e r m o n o t o n e n V e r f a h r e n in F igur 5.16 und 5.17. Das A n w a c h s e n d e r n u m e -
r ischen D ä m p f u n g de r Kon tak tuns te t i gke i t ist e ine F u n k t i o n de r Kons i s tenz -
o r d n u n g . W i r sehen in F igur 5.18 und 5.19, daß bei d e m M U S C L - T y p V e r f a h r e n d ie 
D ä m p f u n g stark reduz ie r t ist. Jedoch w i e bei d e n V e r f a h r e n erster O r d n u n g ist sie 
s tärker als bei d e n S toßwe l l en . 
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MAX = 1. 000 
MIN = - 1. 000 
Figur 5.12 Engqu is t -Osher Ve r fah ren 
F igur 5.13 G o d u n o v Ve r fah ren 
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MAX = 1. 000 
MIN = - 1 . 000 
MAX = 1. 000 
MIN = - 1 . 000 
F igur 5.15 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.30) $2 , G o d u n o v V . 
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MAX = 1. 0 0 0 
MIN = - 1 . 0 0 0 
Figur 5.16 Engqu is t -Osher Ve r fah ren 
MAX = 1. 0 0 0 
MIN = - 1. 000 
Figur 5.17 G o d u n o v - V e r f a h r e n 
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MAX = 1. 000 
MIN = - 1 . 0 0 0 
Figur 5.18 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.29) d>1 ( G o d u n o v V . 
MAX = 1 . 000 
MIN = - 1 . 000 
Figur 5.19 M U S C L - T y p V e r f a h r e n : Umscha l t f unk t i on (4.30) $2 , G o d u n o v V . 
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Die schwächere D ä m p f u n g von Stoßwel len ist e in typisch n ich t l ineares P h ä n o m e n 
u n d läßt sich f o l g e n d e r m a ß e n e twas klar m a c h e n . Bei e iner S toßwel le l au fen v o n 
b e i d e n Se i ten Charak te r i s t i ken in d ie Stoßwel le h ine in und es en ts teh t e in Fluß 
du rch d ie S toßwel le h i ndu rch . Die Lösung in e i nem Punk te der S toßwe l le w i r d be-
s t immt du r ch d iese Charak te r i s t i ken und d e n A n f a n g s w e r t e n an de ren F u ß p u n k t 
((x, t ) -Ebene) . Der b isher ige Ver lau f der Stoßwel le und d ie W e r t e de r Lösung do r t 
ha t k e i n e n Einf luß (Abhäng igke i t sgeb ie t ! ) . D e m g e g e n ü b e r fä l l t bei e ine r K o n -
tak tuns te t i gke i t d ie Ausb re i t ungsku rve der Ünste t igke i t ge rade mi t e ine r C h a -
rakter is t ik z u s a m m e n , w i e w i r d ies von e i nem l inearen hyperbo l i schen P r o b l e m 
her k e n n e n . Eine Kon tak tuns te t i gke i t tr i t t auf f ü r e in sogenann tes l inear en t -
ar tetes P r o b l e m . Der Abhäng igke i t sbe re i ch eines Punktes der K o n t a k t u n s t e t i g -
ke i t ist g e r a d e de ren Ausb re i t ungsku rve . Die Lösung in e i n e m P u n k t h ä n g t somi t 
ab von a l l e m , was vorher en t l ang dieser Charakter is t ik passiert ist. E ine kons tan te 
numer i sche Diss ipat ion en t l ang dieser f ü h r t somi t z u m s te t igen ze i t l i chen A n -
w a c h s e n d e r D ä m p f u n g der Ünste t igke i t . 
A n H a n d d ieser e in fachen Beisp ie le ist es sehr schwer , e ine B e u r t e i l u n g de r 
M U S C L - T y p V e r f a h r e n und der F luß l im i te r -Ver fahren d u r c h z u f ü h r e n , d a ver-
sch iedene V e r f a h r e n dieser Klassen fast ident ische Resul tate l i e fe rn . So hat de r 
W e c h s e l von m o n o t o n e n Ve r fah ren k a u m e ine Ä n d e r u n g de r Ergebnisse zu r 
Fo lge . Eine A u s n a h m e h ierbe i ist das G o d u n o v Ve r fah ren a n g e w a n d t au f s ta-
t i o n ä r e S toßwe l l en . Bei der A n w e n d u n g versch iedener Umschal t - o d e r L imi ter -
f u n k t i o n e n s ieht m a n ebenso bei d iesen e in fachen P r o b l e m e n nur d a n n deu t l i che 
Un te rsch iede , w e n n man d ie be iden G r e n z f u n k t i o n e n dpi und d>2 verg le ich t . Für 
unsere Tes tp rob leme hier ist d ie A n w e n d u n g von $2 u n p r o b l e m a t i s c h . W i r 
m ö c h t e n abe r nochma ls da rau f h i nwe i sen , daß $2 f ü r k o m p l e x e P r o b l e m e 
Schw ie r i gke i t en bere i ten k a n n , i n d e m al le m o n o t o n e n Übe rgänge in e ine Ün-
s te t igke i t gep reß t w e r d e n . Im nächsten Abschn i t t w e r d e n w i r e in T e s t p r o b l e m 
vors te l len , we l ches d ie Beur te i l ung der versch iedenen S t e i g u n g s b e r e c h n u n g e n 
e rmög l i ch t . 
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6.0 E x p e r i m e n t e zu r numer i schen D ä m p f u n g 
In d i esem Abschn i t t w o l l e n w i r nochmals d ie Dämpfungse igenscha f ten d e r 
vo rges te l l t en numer ischen Ve r fah ren be t rach ten , spez ie l l d ie der ve rsch iedenen 
S t e i g u n g s b e r e c h n u n g e n . Die numer ische D ä m p f u n g de r S toßwe l l en spie l t s icher-
l ich e ine b e d e u t e n d e Rol le bei meh rd imens iona len P r o b l e m e n mi t k o m p l e x e n 
S t ruk tu ren . A u f G r u n d von Rechenze i t und Spe iche rp la t zbedar f muß m a n Stoß-
w e l l e n au f mög l ichs t w e n i g G i t t e rpunk te auf lösen k ö n n e n . Insbesondere be i de r 
B e r e c h n u n g von s ta t ionären Lösungen spiel t d ie numer ische D ä m p f u n g d e r K o n -
t a k t u n s t e t i g k e i t e n o f t e ine g e n a u s o w ich t i ge Rol le , d a - w i e w i r in Kap i te l 5 ge -
sehen h a b e n - d iese D ä m p f u n g im Gegensa tz zu d e n S toßwe l len mi t d e r Ze i t 
z u n i m m t . M a n n kann somi t e rwa r t en , daß d ie asymptot ische numer ische Lösung 
f ü r t co gar ke ine Kon tak tuns te t i gke i t en mehr en thä l t . U m spez ie l l d iese 
numer i sche D ä m p f u n g zu un tersuchen haben w i r e in z w e i d i m e n s i o n a l e s l ineares 
P r o b l e m a u f g e g r i f f e n , we lches schon o f t als Tes tp rob lem b e n u t z t w u r d e (siehe 
z .B . [75]). Dies ist e in A n f a n g s w e r t p r o b l e m f ü r d ie l ineare A d v e k t i o n s g l e i c h u n g 
(6.1) u t + a ( y ) u x + b ( x ) u y = 0 
mit d e n K o e f f i z i e n t e n 
(6.2) a (y) = - (y - y „ ) w , b (x) = (x - x 0 ) (o 
u n d A n f a n g s w e r t e n u (x, y, 0) = q (x, y). Die exakte Lösung dieses P rob lems ist 
g e r a d e d ie D r e h u n g der A n f a n g s w e r t e um d e n Punk t (x 0 , y 0 ) mi t de r W i n k e l g e -
s c h w i n d i g k e i t co. W i r un tersuchen hier d ie A p p r o x i m a t i o n z w e i e r ve rsch iedener 
Typen von A n f a n g s w e r t e n : e in Kege l und ein ausgeschn i t tener Zy l inder . Die 
numer i schen Ergebnisse f ü r d e n Kege l ze igen deu t l i ch d ie A p p r o x i m a t i o n v o n 
Ex t remwer ten (Kegelsp i tze) , w ä h r e n d der Zy l inder d ie Ve rschm ie rung v o n U n -
s te t i gke i t en . 
Für d ie numer i schen R e c h n u n g e n benu tz ten w i r d ie f o l g e n d e n W e r t e : Das Re-
c h e n g e b i e t ist das Rechteck [0, 100] x [0, 100] in der (x, y ) -Ebene, d ie W i n k e l -
g e s c h w i n d i g k e i t co be t rug 0.1 und de r D r e h p u n k t ist x 0 = 50, y 0 = 50. A p p r o x i -
mier t w u r d e n d ie be iden P rob leme auf e i nem 100 x 100 Punk te Gi t ter . In F igu r 6.1 
u n d 6.2 s ind d ie A n f a n g s w e r t e auf d iesem Gi t ter au fgeze i chne t . D ie Grund f l äche 
des Kege ls hat e inen Radius von 15, d ie Höhe des Kegels ist 4. Sein M i t t e l p u n k t ist 
de r P u n k t (75, 50). Der ausgeschn i t tene Zy l inder besi tzt d e n s e l b e n Rad ius u n d 
- 1 3 7 -
M i t t e l p u n k t u n d d iese lbe Höhe. Diese A n f a n g s w e r t e w e r d e n nun du rch d ie G l e i -
c h u n g (6.1), (6.2) um d e n M i t t e l p u n k t des Rechengeb ie ts ged reh t . Nach t = 20 n 
ist e ine vo l l s tänd ige D r e h u n g ausge füh r t und d ie exak te Lösung s t immt g e r a d e 
w i e d e r mit d e n A n f a n g s w e r t e n übere in . W i r z e i g e n im f o l g e n d e n Ergebnisse v o n 
R e c h n u n g e n über g roße Ze i t en , näml ich nach e iner vo l len U m d r e h u n g u n d nach 
sechs vo l l en U m d r e h u n g e n . Dies entspr icht der A n z a h l von 628 b z w . 3768 d u r c h -
g e f ü h r t e n Ze i tschr i t ten (At = 0.1). Bei so lchen L a n g z e i t r e c h n u n g e n w e r d e n n a -
tü r l i ch d ie Einflüsse der numer ischen Diss ipat ion sehr deu t l i ch . 
Für d ie l ineare G l e i c h u n g (6.1) s ind al le m o n o t o n e n V e r f a h r e n ident isch mi t d e m 
V e r f a h r e n von C o u r a n t , Isaacson und Rees. F igur 6.3 ze ig t d ie Ergebnisse d ieses 
Ve r f ah rens erster O r d n u n g . Links s ind d ie Ergebnisse des Kegels nach e ine r v o l l e n 
(628 Zei tschr i t te) u n d da run te r nach sechs vo l len (3768 Zei tschr i t ten) U m -
d r e h u n g e n a b g e b i l d e t . Rechts d ie Ergebnisse f ü r d e n Zy l inder . Schon nach e ine r 
U m d r e h u n g s ind d ie F igu ren to ta l verschmier t und fast n icht mehr zu e r k e n n e n . 
Das M a x i m u m de r F iguren fä l l t von 4.0 auf 1.202 b z w . 2.155. Dies ze ig t d e u t l i c h , 
d a ß e in V e r f a h r e n erster O r d n u n g fü r prakt ische B e r e c h n u n g e n üb l i cherwe ise 
n icht in Frage k o m m t . 
D ie nächste F igur 6.4 ze ig t d ie Ergebnisse fü r e in klassisches V e r f a h r e n z w e i t e r 
O r d n u n g : das klassische Lax -Wendro f f Ve r fah ren (4.4) mi t der zen t ra l en D i f f e -
r e n z e n b i l d u n g . Es ze ig t sich deu t l i ch , daß numer ische Osz i l l a t i onen e r z e u g t w e r -
d e n . Be im Kege l t re ten sie an d e n Fußpunk ten auf (Üns te t igke i t de r A b l e i t u n g ) . 
Im Fal le de r uns te t igen A n f a n g s w e r t e s ind d iese Osz i l l a t i onen deu t l i ch stärker , 
das M a x i m u m w i r d deu t l i ch e r h ö h t und das M i n i m u m w i r d deu t l i ch nega t i v . D ie 
Osz i l l a t i onen f ü h r e n w e i t e r h i n zur S törung de r Symmet r ie und zu Feh le rn in d e r 
Pos i t ion der F igu ren . Das klassische Ve r fah ren von W a r m i n g und B e a m l ie fer t 
ähn l i che Ergebnisse. Die Osz i l l a t i onen sind h ier e twas schwächer u n d au f d e r 
a n d e r e n Seite de r F igu ren (ohne Bi ld) . 
W i r w e n d e n uns nun d e m M U S C L - T y p und F lußl imi ter Ve r fah ren z u . Für d e n h ier 
be t rach te ten l inearen Fall s ind be ide M e t h o d e n ident isch , d .h . d ie f ü r unser P ro -
b l e m (6.1), (6.2) e rz ie l ten Ergebnisse ze igen d ie E igenscha f ten der ve rsch iedenen 
S t e i g u n g s b e r e c h n u n g e n b z w . Umschal t - ode r L im i t e r f unk t i onen . In F igur 6.5 
sehen w i r schon , daß diese Ve r fah ren ganz deu t l i ch bessere Ergebnisse l i e fe rn , 
selbst bei de r e in fachs ten S te i gungsbe rechnung s i . Deut l i ch besser s ind d ie Re-
su l ta te f ü r S2 (Figur 6.6). Selbst nach sechs U m d r e h u n g e n ist e t w a de r Zy l i nde r 
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MAX = U. 000 
MIN =- 0. 0 
Figur 6.1 A n f a n g s w e r t e und exak te Lösung f ü r t = 20 k n, k e IN, Kege l 
MAX = i. 000 
MIN = 0. 0 
Figur 6.2 A n f a n g s w e r t e und exak te Lösung f ü r t = 2 0 k n, k e IN, Zy l i nder 
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max = 1.20 
min = 0.0 
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Figur 6.5 M U S C L - T y p V e r f a h r e n , S te i gungsbe rechnung Si 
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Figur 6.8 M U S C L - T y p V e r f a h r e n , S te i gungsbe rechnung S M 
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max = 2.93 
min = 0.0 
max = 3-34 
min = 0.0 









max = 2.81 
min = 0.0 
Figur 6.10 M U S C L - T y p V e r f a h r e n , S te i gungsbe rechnung Sco , k = 2 
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noch deu t l i ch zu e r k e n n e n . Es ist sogar so, daß bei we i t e ren U m d r e h u n g e n d iese 
Fo rm n a h e z u e rha l ten b le ib t . Die numer ische D ä m p f u n g scheint z u m St i l l s tand zu 
k o m m e n . Dies ist ewas überraschend und b e g r ü n d e t sich d a r i n , daß d iese Ve r -
f a h r e n n ich t l i near s ind , selbst im Fal le der l i nearen G l e i c h u n g (6.1), (6.2). D e n 
typ ischen C l i p p i n g - E f f e k t s ieht man bei der A p p r o x i m a t i o n des Kege ls ; d i e Sp i t ze 
des Kege ls w i r d abgeschn i t t en . Sehr deu t l i ch w i r d d ies nach sechs U m d r e h u n g e n 
des Kege ls . Der Kege l f lacht ab . G le ichze i t i g ste l len sich d ie Sei ten h o c h , d .h . d e r 
Kege l s t rebt g e g e n e inen Zy l inder . Dies ze ig t d ie schon a n g e s p r o c h e n e E i g e n -
schaf t von S2, daß jeder m o n o t o n e Übergang in e ine Üns te t igke i t g e d r ü c k t w i r d . 
Für n ich t l i neare P r o b l e m e mit s tarken Stoßwel len kann dies zu S c h w i e r i g k e i t e n 
f ü h r e n und m a n sol l te in (4.31) d e n W e r t f ü r k k le iner als 2 w ä h l e n o d e r e ine 
schwächere S t e i g u n g s b e r e c h n u n g w ä h l e n . 
Das C l i p p i n g Phänomen ist bei w e i t e m nicht so ausgepräg t bei d e n S te igungs -
b e r e c h n u n g e n SVL , S M , S V A und sco , de ren Ergebnisse in d e n F iguren 6.7 - 6.10 
f es tgeha l t en s ind . Jedoch ist auch d ie numer ische D ä m p f u n g e twas stärker . 
Deut l i ch ist d ie Symmet r ie bei de r S te i gungsbe rechnung sco gestör t . Sie g e n ü g t 
n icht de r S y m m e t r i e b e d i n g u n g (4.35). 
Die Ergebnisse k ö n n e n w i r h ier kurz w i e fo lg t zusammen fassen : 
Der M U S C L A n s a t z o d e r auch der F lußl imi ter Ansa tz reduz ie ren sehr e f fek t i v d ie 
numer ische D ä m p f u n g der m o n o t o n e n Ve r fah ren erster O r d n u n g , o h n e daß 
numer ische Osz i l l a t i onen ode r Ins tab i l i tä ten w i e bei d e n klassischen V e r f a h r e n 
z w e i t e r O r d n u n g e in t re ten . Die beste Au f l ösung von Uns te t i gke i ten erz ie l t m a n 
mi t S2- Sie p roduz ie r t exze l len te Resul tate f ü r das Z y l i n d e r p r o b l e m , ze ig t abe r 
auch e in starkes C l i p p i n g f ü r d e n K e g e l . Die Ergebnisse f ü r d e n Kege l z e i g e n abe r 
a u c h , daß S2 e twas zu stei le S te i gungen l ie fern k a n n , w e l c h e j eden m o n o t o n e n 
Ü b e r g a n g aufste i l t . Für n ich t l ineare P rob leme kann dies zu Schw ie r i gke i t en f ü h -
ren . Die a n d e r e n S t e i g u n g e n p roduz ie ren recht ähn l iche Ergebnisse. Sehr w i c h t i g 
f ü r d ie E rha l t ung von Symmet r ien ist d ie B e d i n g u n g (4.35). 
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7.0 V e r s c h i e d e n e s 
Bisher h a b e n w i r d ie G l e i c h u n g e n als auch d ie z u g e h ö r i g e n D i f f e r e n z e n f o r m e l n 
mög l i chs t e in fach u n d übers icht l ich g e h a l t e n , d .h . w i r h a b e n uns z u m Beisp ie l au f 
e in äqu id is tan tes Gi t te r ode r au f exp l iz i te Ve r fah ren beschränkt . In d i esem A b -
s c h n i t t w o l l e n w i r noch e in ige A n m e r k u n g e n los w e r d e n , d ie z e i g e n , w i e m a n d ie 
vo rges te l l t en V e r f a h r e n auf a l l g e m e i n e S i tua t ionen a n w e n d e t . 
7.1 N i ch täqu id i s tan te u n d b e w e g t e Gi t te r 
M a n w i r d o f t in de r Praxis P r o b l e m e vorgesetz t b e k o m m e n , bei d e n e n nu r in 
gew issen Te i l be re i chen des Rechengeb ie tes g roße Ä n d e r u n g e n de r Größen statt-
f i n d e n , w ä h r e n d in a n d e r e n Bere ichen es sehr ruh ig b le ib t . Hier ist es na tü r l i ch 
nü t z l i ch , mi t e i n e m n ich täqu id i s tan ten Gi t ter zu a rbe i ten . In Bere ichen g roße r 
Ä n d e r u n g e n k a n n m a n G i t t e rpunk te konzen t r i e ren und somi t do r t d ie G e n a u i g -
ke i t e r h ö h e n . Ein äqu id is tantes Gi t ter mi t g le icher A u f l ö s u n g w ü r d e w e i t meh r 
Rechenze i t und Spe icherp la tz b e n ö t i g e n . Die Fo rmu l i e rung e ines Ve r f ah rens in 
E rha l t ungs fo rm au f e i n e m n ich täqu id i s tan ten Gi t ter bere i te t ke ine g roße 
Schw ie r i gke i t en und besteht e igen t l i ch nur dar in d ie kons tan ten Schr i t twe i ten 
du r ch l oka le Schr i t twe i ten zu erse tzen . 
W i r beschränken uns hier auf e ine R a u m d i m e n s i o n ; vö l l ig a n a l o g e rhä l t m a n d ies 
auch f ü r mehre re D i m e n s i o n e n , d ie Gi t te r in terva l le se ien du rch d ie Fes t l egung 
d e r R a n d p u n k t e x\ + \a g e g e b e n . Die Schr i t twe i te im i-ten Gi t te r in te rva l l ist d a n n 
g e r a d e 
(7.1) A x i = x i + i y 2 - x i - i 7 2 ' 
A n a l o g d e f i n i e r e n w i r d e n l oka len Zeitschr i t t 
(7.2) A t n = t n + l - t n • 
W i r k ö n n e n n u n unser Ve r fah ren in Erha l tungs fo rm auf n i ch täqu id i s t an tem 
Gi t te r g e n a u in de r Form (3.8) sch re iben : 
A t 
(7.3) .,» + » = „» 
A x . l 
U * ~~ U i  l i + g i - l / 2 
w o b e i nu r das kons tan te Schr i t twe i tenverhä l tn is A ersetzt w u r d e . A l les a n d e r e 
b le ib t g l e i ch . 
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W i r w o l l e n nun e in Schri t t we i t e r gehen und ges ta t ten , daß sich d ie G i t t e r p u n k t e 
v o n Zei tschr i t t zu Zei tschr i t t b e w e g e n d ü r f e n . Bei e ine r g e e i g n e t e n S t e u e r u n g 
d ieser B e w e g u n g k ö n n t e m a n d ie G i t t e rpunk te immer do r t k o n z e n t r i e r e n , w o 
g roße Ä n d e r u n g e n de r Lösung s ta t t f i nden . G e g e b e n sind d ie G i t te r in te rva l le 
w i e d e r du r ch d ie Fes t legung de r R a n d p u n k t e , de ren K o o r d i n a t e n je tz t abe r ze i t -
a b h ä n g i g s i nd : 
(7.4) x» i + 1/2 ' 
W i r i n teg r ie ren n u n d ie D i f f e ren t ia l f o rm der E rha l t ungsg le i chung über d ie G i t -
te rv ie recke , bes t immt durch d ie Punk te 
(7.5) x;_i/o » xi4-i/2 > x 
n+1 n+1 X. 
i-1/2 ' i + 1/2 ' i + 1/2 * i-1/2 
(siehe F igur 7.1). Das V e r f a h r e n in E rha l tungs fo rm hat nun statt (7.3) d ie Ges ta l t 
(7.6) A x n + 1 u n + 1 = A x n u n - A t g " - g " 1 / 9 v ' l t i i n V ° 1 + 1/2 ° t-1/2 
D a b e i s ind d ie Schr i t twe i ten w i e f o lg t de f in ie r t : 
(7.7) K = X " + V 2 - X U < 2 
t i 
n+1 
X i - 3 /2 
n+1 
X l -1 /2 
n+1 
x k V 2 
n+1 
x l * 3 /2 
Tn*1 7/TT 
K n 
x i - 3 / 2 
n 
X i - V 2 
n 
x M / t 
n 
X M / 2 
K 
F igur 7.1 B e w e g t e s Gi t te r 
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b z w . w i e in (7.2). Der numer ische Fluß 
(7.8) g i V i / 2 
a p p r o x i m i e r t d e n phys ika l ischen Fluß durch d e n rechten Rand des i-ten Gi t te r -
v ierecks, das he iß t du rch d ie Strecke 
n n + 1 
(7.9) X i + l / 2 X i + l/2 ' 
Die S t e i g u n g d ieser Strecke beze i chnen w i r mi t 
(7.10) K V i/2 • 
Der Fluß du rch d iese Strecke im Zei t in terva l l t n + 1 - t n läßt sich nach (2.18) in d e r 
Fo rm 
tn+1 
(7.11) f ( u ) - m i + 1 7 2 u d t 
tn 
dars te l l en , w o b e i u d ie Lösung en t l ang der Strecke (7.9) beze i chne t , d .h . u = u 
(Xi + 1/2 (t),t). 
Dami t k ö n n e n w i r le icht Ve r fah ren auf e i nem b e w e g t e n z e i t a b h ä n g i g e n G i t te r in 
de r Form (7.6) a n g e b e n , i n d e m w i r d ie in Kap i te l 3 en tw i cke l t en V e r f a h r e n über -
t r a g e n . Numer ische Flüsse g e rhä l t man g e r a d e , i n d e m man d iese V e r f a h r e n au f 
d ie mod i f i z i e r t e E rha l t ungsg le i chung mit d e m Fluß 
(7.12) Hu) - mlV2u 
a n w e n d e t . Diese Ü b e r l e g u n g e n lassen sich na tür l i ch w i e d e r u m auf z w e i R a u m -
d i m e n s i o n e n ve ra l l geme ine rn . 
O p t i m a l ist na tü r l i ch e in beweg tes Gi t ter a b h ä n g i g von der Lösung so zu s t e u e r n , 
daß G i t t e r p u n k t e in Bere ichen starker G rad ien ten z u s a m m e n g e z o g e n u n d in sehr 
g la t t en Bere i chen v e r d ü n n t w e r d e n . In e iner R a u m d i m e n s i o n ist d ies inso fe rn 
n icht so sehr b e d e u t e n d , da hier Rechenze i t und S p e i c h e r a u f w a n d relat iv g e r i n g 
ist, so daß n o r m a l e r w e i s e im g a n z e n Geb ie t e in sehr fe ines Gi t te r b e n u t z t w e r d e n 
k a n n . In z w e i o d e r d re i R a u m d i m e n s i o n e n ist d ies sehr wünschenswer t , j e d o c h 
d ie S t e u e r u n g e ines so lchen Git ters sehr komp l i z ie r t . In v ie len prak t ischen Fäl len 
ist es abe r zum indes t n o t w e n d i g , Bere iche mi t sehr f e i nen fes ten G i t t e rn mi t 
so lchen mit g r o b e n Gi t te rn zu k o m b i n i e r e n (Gr id -Patch ing) . 
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7.2 R a n d w e r t e 
W i r h a b e n b isher meist das C a u c h y p r o b l e m f ü r e ine skalare E r h a l t u n g s g l e i c h u n g 
be t rach te t . In d e n prak t ischen R e c h n u n g e n müssen w i r na tür l i ch d ie g a n z e ree l le 
Achse e inschränken au f e in end l iches Rechengeb ie t . Statt d e m C a u c h y p r o b l e m 
lösen w i r e in A n f a n g s - R a n d w e r t p r o b l e m . In d e n h ier be t rach te ten Be i sp ie len 
h a b e n w i r d ies e in fach so gelöst , daß w i r a m Rand d ie W e r t e der exak ten Lösung 
vo rgesch r i eben h a b e n . Diese V o r g e h e n s w e i s e ist na tü r l i ch beschränkt au f e i n -
fache Tes tbe isp ie le , d a d ie exak te Lösung sonst n icht vor l ieg t (außer f ü r Test-
z w e c k e w ü r d e dies das numer ische Lösen überf lüssig machen) . Für a l l g e m e i n e 
prak t ische P r o b l e m e , insbesondere auch fü r Systeme von E r h a l t u n g s g l e i c h u n g e n 
ist d ie V o r g a b e g e e i g n e t e r R a n d w e r t e aber auch o f t e ine schwie r ige A u f g a b e . 
Be t rach ten w i r zunächst das exak te P rob lem. Schränken w i r e in C a u c h y p r o b l e m 
au f e in end l i ches G e b i e t e in , so ist do r t d ie Lösung nur d a n n übera l l bes t immt , 
w e n n w i r R a n d w e r t e an al l j enen R a n d p u n k t e n vo rschre iben , an d e n e n d ie C h a -
rak ter is t i ken in das Geb ie t h i n e i n l a u f e n . Bei he raus lau fenden Charak te r i s t i ken ist 
d ies n icht n ö t i g , h ier w i r d d ie In fo rmat ion h inaust ranspor t ie r t . S c h a u e n w i r 
unsere D i f f e r e n z e n f o r m e l n a n : Formal b e n ö t i g e n w i r in j e d e m Zei tschr i t t R a n d -
w e r t e rechts u n d l inks. Laufen d ie Charak te r i s t i ken an e i n e m Rand aus d e m 
R e c h e n g e b i e t heraus, so w i rd do r t das U p w i n d Ve r fah ren d iesen R a n d w e r t zu r 
F lußberechnung nicht b e n u t z e n . Das U p w i n d Ve r fah ren w i rd d ie R a n d w e r t e , w i e 
du r ch d ie Charak te r i s t i ken theor ie v o r g e g e b e n , in der numer i schen Lösung be -
rücks ich t igen. " F a l s c h e " v o r g e g e b e n e R a n d w e r t e haben somi t k e i n e n E in f luß au f 
d ie Lösung im Innern des Rechengeb ie ts . W e l c h e R a n d w e r t e vo rgesch r i eben 
w e r d e n , m u ß na tür l i ch das physikal ische P rob lem bes t immen . Ist a m l i nken R a n d 
e in Überschal lbere ich, so müssen g e e i g n e t e R a n d w e r t e v o r g e g e b e n sein u n d 
d iese bee in f lussen d ie Lösung im inneren Rechengeb ie t . Ist a m rechten R a n d e in 
Überschal lbere ich, so w e r d e n v o r g e g e b e n e R a n d w e r t e in der numer i schen Lö-
sung n icht berücks ich t ig t und ihr Einf luß b le ib t auf d e n R a n d p u n k t beschränkt . 
Eine a n d e r e Frage ist, w i e g ib t man am besten R a n d w e r t e f ü r das D i f f e r e n z e n -
ve r fah ren vor. Für e in Ve r fah ren erster O r d n u n g de f in ie r t m a n zusätzl ich zu d e n 
G i t t e rze l l en im Rechengeb ie t noch Randg i t t e rze l l en an be iden Rändern u n d 
schre ib t d a n n do r t d iese R a n d w e r t e vor. In e i n e m C o m p u t e r p r o g r a m m ist d iese so 
a m e in fachs ten zu o rgan is ie ren und auch zu vek tor is ie ren . Für d ie V e r f a h r e n 
z w e i t e r O r d n u n g n immt man e n t w e d e r z w e i so lche " D u m m y " R a n d z e l l e n au f 
b e i d e n Se i ten ode r schre ibt neben d e m R a n d w e r t auch d ie S te i gung in d e n R a n d -
g i t t e rze l l en au f be i den Sei ten vor. 
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7.3 Q u e l l t e r m e 
Bisher h a b e n w i r nur h o m o g e n e P rob leme bet rachte t , das he iß t E rha l t ungs -
g l e i c h u n g e n o h n e Q u e l l t e r m e . In der Praxis k o m m t es j edoch o f t vor , daß Q u e l l -
t e r m e in d e n G l e i c h u n g e n au f t re ten . M a n d e n k e h ier nur e t w a an e ine S t r ö m u n g 
mi t äußere r Ene rg i ezu fuh r ode r mit a b l a u f e n d e n chemischen R e a k t i o n e n . E ine 
so lche i n h o m o g e n e E rha l t ungsg le i chung hat d a n n d ie Form 
(7.13) u t + f ( u ) x = i 
w o b e i d e r Q u e l l t e r m q von x, t und u a b h ä n g e n k a n n . 
E ine sehr e in fache M ö g l i c h k e i t de r numer ischen B e h a n d l u n g der i n h o m o g e n e n 
G l e i c h u n g (7.13) ist d ie A n w e n d u n g eines Sp l i t t i ng Ve r fah rens ([41]). G l e i c h u n g 
(7.13) w i r d ze r leg t in d e n h o m o g e n e n Tei l 
(7.14) u t + f H = 0 
u n d in d e n re inen i n h o m o g e n e n Tei l 
(7.15) u t = q ( x , t , u ) . 
In e i n e m Zei tschr i t t w i r d nun zunächst (7.14) gelöst mi t e i n e m in d e n v o r i g e n 
K a p i t e l n vorges te l l ten Ve r fah ren und d a n a c h w i r d (7.15) gelöst . Günst ig ist a u c h 
h ier , w i e d e r d ie D o p p e l z y k l u s - M e t h o d e von St rang [65] a n z u w e n d e n u n d im 
nächsten Zei tschr i t t d ie R e i h e n f o l g e zu ver tauschen. Die G l e i c h u n g (7.15) ist im 
P r i nz ip e ine g e w ö h n l i c h e D i f f e ren t i a lg le i chung und m a n k a n n somi t a l le h i e r f ü r 
b e k a n n t e n Näherungsver fah ren a n w e n d e n . 
D ie e in fachs te A p p r o x i m a t i o n von (7.15) w ä r e natür l i ch das exp l i z i t e Eu ler -
v e r f a h r e n 
(7.16) u ! 1 + 1 = u i + A t q ( x . , t n , u f ) . 
Dies ist na tü r l i ch nur e ine A p p r o x i m a t i o n erster O r d n u n g und b le ib t auch nu r 
s tab i l so l ange de r Q u e l l t e r m relat iv k le in ist. Ein V e r f a h r e n zwe i t e r O r d n u n g f ü r 
d e n h o m o g e n e n Tei l sol l te man natür l i ch auch mit e i n e m V e r f a h r e n z w e i t e r 
O r d n u n g f ü r d e n i n h o m o g e n e n Tei l k o m b i n i e r e n . Eine sehr schnel le M e t h o d e ist 
das P raed i k t o r -Ko r rek to r -Ve r f ah ren v o n H e u n . E inem Praed ik to r v o m Typ (7.16) 
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(7.17) n +1/2 n 
i 
^ u ! 1 + A t q ( x . , t n > u p 
w i r d d e r Ko r rek to r 
(7.18) 
a n g e f ü g t . Dabe i k ö n n e n mit (7.18) mehrere I terat ionen ausge füh r t w e r d e n . Im 
A l l g e m e i n e n b r i ngen meh r als z w e i I terat ionen ke ine wesen t l i chen Ve rbesse run -
g e n mehr . Für sehr starke Que l l t e rme muß auch dieses V e r f a h r e n du rch e in im-
pl iz i tes V e r f a h r e n ersetzt w e r d e n , e t w a durch 
(7.19) .n + 1 u" + — 
1 2 
q ( x i > t n ) U » ) + q ( x . , t n + 1 , u » + ' ) 
Diese (n ich t l inearen) G l e i c h u n g e n müssen d a n n a l le rd ings i terat iv ge lös t w e r d e n . 
Dieses recht e in fache Sp l i t t ing Schemata l iefert in prakt ischen R e c h n u n g e n meist 
recht b rauchba re Ergebnisse. Die A b s p a l t u n g der Que l l t e rme hat na tü r l i ch noch 
we i t e re Vo r te i l e , so z u m Beispie l kann man d ie numer ische A p p r o x i m a t i o n d e r 
Q u e l l e recht le icht ände rn ode r austauschen und so au f neue Q u e l l t e r m e a n -
passen. Etwas U n b e h a g e n hat man natür l i ch mi t d iesem Sp l i t t i ng , d a es d ie W e l -
lens t ruk tur unserer G l e i c h u n g nicht berücks icht ig t . W i r w o l l e n d a h e r noch e ine 
a n d e r e M e t h o d e a b l e i t e n : e in M U S C L - T y p Ve r fah ren mit Q u e l l t e r m e n . 
Ein M U S C L - T y p V e r f a h r e n f ü r d i e i n h o m o g e n e G le i chung (7.13) lau te t 
(7.20) u» = u n + — s n 
i ± l 2 1 
(7.21) 
i ± i± 2 
(7.22) n+1 u" - A i 
„„ + 1/2 _ n + 1/2) A t " n + 1/2 
° i - l / 2 / M 'i + 1/2 
w o b e i g de r numer ische Fluß eines m o n o t o n e n Ver fah rens sei . Der Q u e l l t e r m tr i t t 
au f im Schri t t (7.22) aber auch in d e m Zwischenschr i t t (7.21). Dies k o m m t d a h e r , 
daß d ie Zweischr i t t Tay l o ren tw i ck l ung fü r d ie h o m o g e n e E r h a l t u n g s g l e i c h u n g 
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(4.8), (4.9) mod i f i z i e r t w e r d e n muß . Die U m r e c h n u n g der Z e i t a b l e i t u n g e n in 
R a u m a b l e i t u n g e n ist in der Form (4.2) n icht mehr g ü l t i g und m u ß du rch 
(7.23) utt = ( " f ( u ) * + q ) t = - ( f ( u V x + \ = [ a ( u ) ( f ( u ) * + ^ + % 
ersetz t w e r d e n . 
W i r müssen je tz t noch e twas g e n a u e r spez i f i z ie ren w i e d ie Q u e l l t e r m e in (7.21) 
u n d (7.22) be rechne t w e r d e n so l len . M i t G le i chung (7.21) w i r d d ie Ä n d e r u n g d e r 
R a n d w e r t e e iner G i t te rze l le in e i n e m ha lben Zeitschr i t t du rch d e n T ranspo r t 
i n n e r h a l b de r G i t te rze l le berechnet . A ls Que l l t e rm do r t sol l te d ie e in fache Be-
r e c h n u n g 
(7.24) c,;1 = q (X., t n , u n ) 
g e n ü g e n . In (7.22) be rechnen w i r W e r t e au f d e m neuen Ze i t leve l , i n d e m w i r d i e 
Flüsse zw ischen d e n G i t te rze l len be rechnen . Durch diese Flüsse w e r d e n na tü r l i ch 
auch Einflüsse der Q u e l l t e r m e aus d e n benachba r ten G i t te rze l l en t ranspor t ie r t . 
Insofern schein t in (7.22) d ie e in fache A p p r o x i m a t i o n 
(7.25) ^•»=,r +«=,(v. t,»"r i n).'r , a= Hu""2+u™+''2) 
zu u n g e n a u zu se in . 
W i r schauen uns zunächst d e n l inearen Fall 
(7.26) u + a u = 0 m i t a e Ii , a > 0 
' t X 
a n . In F igur 7.2 h a b e n w i r d e n Einf lußbere ich der Lösung (und d a m i t auch des 
Que l l te rms) im (i-1)-ten Gi t te r in terva l l auf d ie Lösung im i-ten G i t te r in te rva l l 
schraf f ier t . Dieser Einf luß d rück t sich natür l i ch in (7.22) in d e n numer i schen 
Flüssen aus. Jedoch bei e i n e m exp l i z i ten Ve r fah ren u n d de r Q u e l l t e r m b e -
r e c h n u n g (7.25) ist de r E in f lußbere ich des Que l l te rms in G i t te rze l le i-1 au f 
G i t te rze l l e i N u l l . Für e inen sich räuml ich stark ände rnden Q u e l l t e r m sol l te d ies zu 
U n g e n a u i g k e i t e n f ü h r e n . W i r sch lagen desha lb vor , d iesen E in f lußbere ich zu be -
rücks ich t igen und in d iesem l inearen Fall d e n Q u e l l t e r m in (7.22) f o l g e n d e r -
m a ß e n zu b e r e c h n e n : 
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F igur 7.2 E in f lußbere ich 
(7.27) q ^ ^ = ( l - I a A ) q « + 1 / 2 + i a A q » _ 7 2 
Als G e w i c h t e h a b e n w i r h ier ge rade d ie Flächen Fi und F2 g e n o m m e n . 
Dies läßt sich je tz t schnel l au f d e n n ich t l inearen Fall ve ra l l geme ine rn . W i r er-
ha l ten 
(7.28) q n + 1 / 2 = ( l - - a . + 1 W + - a " ) / ( / ) q n + i y 2 + - a . + q n + , 1 / 2 - - a " 1 / 9 q n + + , 1 / 2 v ' M i \ 2 '-1/2 2 l + l / 2 / ' 2 1-1/2 m -1 2 i + l / 2 n i + l 
mit 
u n d 
n + 1/2 
i + 1/2 
Die De f i n i t i on von qjn + 1/2 j n (7.25) ist e twas vere in facht . G e h e n w i r von de r 
i n h o m o g e n e n D i f f e ren t i a l g l e i chung (7.13) auf d ie in tegra le F o r m u l i e r u n g , d ie 
d e m V e r f a h r e n in E rha l tungs fo rm z u g r u n d e l iegt , so e rg ib t sich au f de r rech ten 




.n + 1/2 
(i + D -
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Dies bedeu te t , daß der W e r t in (7.25) e ine A p p r o x i m a t i o n des M i t t e lwe r t s in 
d i esem Gi t te r rech teck sein sol l te. Ä n d e r t sich der Q u e l l t e r m nicht a l l zu stark in 
d i esem Interval l , so sol l te (7.25) e ine gee igne te A p p r o x i m a t i o n se in . 
Diese numer i sche B e h a n d l u n g der Que l l t e rme fo lg t d e n Ideen von Roe [55] u n d 
K le in [31]. K le in e rhä l t e in g a n z ähnl iches Schema in e iner e twas a n d e r e n For-
m u l i e r u n g . Er add ie r t z u m h o m o g e n e n Fluß ein Ko r rek tu r f l uß , de r du rch d e n 
T ranspor t de r Quel le in f lüsse entsteht . Eine andere M e t h o d e zu r B e h a n d l u n g v o n 
Q u e l l t e r m e n schlägt van Leer [36] vor. 
Tes tbe isp ie le ze i g ten e twas über r raschend, daß d ie U p w i n d B e h a n d l u n g (7.20) -
(7.22), (7.28) o f t nu r g e r i n g f ü g i g e Verbesserungen b r i ngen im Ve rg le i ch zu d e n 
Sp l i t t ing M e t h o d e n (siehe [52]). Die Sp l i t t ing M e t h o d e ist d a b e i e in fache r u n d 
auch besser anzupassen auf spez ie l le Que l l t e rme . Spez ie l l bei sehr s tarken Q u e l l -
t e r m e n k a n n i nne rha lb e iner S p l i t t i n g - M e t h o d e d ie Q u e l l t e r m e auch mi t te ls 
e ine r imp l i z i t en A p p r o x i m a t i o n behande l t w e r d e n , w o d u r c h d ie S tab i l i t i t ä t d e r 
numer i schen V e r f a h r e n o f tma ls verbessert w i r d . A u s f ü h r u n g e n und B e m e r k u n -
g e n zu r numer i schen B e h a n d l u n g von sehr s tarken Q u e l l t e r m e n , üb l i cherwe ise 
stei fe Q u e l l t e r m e g e n a n n t , f i n d e n sich in [73]. 
7.4 Impl iz i te V e r f a h r e n 
Bei v ie len P r o b l e m e n ist d ie C F L - B e d i n g u n g auch e in fach e ine A n f o r d e r u n g an 
d ie G e n a u i g k e i t de r Näherungs lösung . W e r d e n deu t l i ch g rößere Ze i tschr i t twe i -
ten benu t z t , so w e r d e n viele ze i t l i che Ä n d e r u n g e n in der Lösung gar n icht meh r 
s ich tbar : d ie ze i t l i che Ska l i e rung der numer ischen Lösung s t immt mit de r e x a k t e n 
Lösung n icht mehr übe re in . In e i n i gen Fällen stel l t d ie C F L - B e d i n g u n g abe r auch 
e ine sehr starke Einschränkung dar . E twa o f tmals in der A e r o d y n a m i k w i r d e ine 
s ta t ionäre Lösung gesucht , das he ißt d ie asymptot ische Lösung f ü r t -* °°. Nach 
e iner gewissen A n l a u f p h a s e sind d ie ze i t l i chen Ä n d e r u n g e n recht g e r i n g u n d 
m a n möch te mit mög l ichs t g roßen Schr i t twe i ten d e n s ta t ionären Zus tand er-
re i chen . Hier stel l t d ie C F L - B e d i n g u n g eines exp l i z i ten Ve r fah rens e ine ech te 
E inschränkung dar . In so lchen Fällen w i rd man e in impl iz i tes V e r f a h r e n b e n u t z e n . 
Die Impl iz i the i t ve rg rößer t d e n numer ischen Abhäng igke i t sbe re i ch u n d schwächt 
d ie C F L - B e d i n g u n g ab ode r heb t sie sogar auf. 
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Ein V e r f a h r e n in E rha l tungs fo rm kann natür l i ch auch als imp l iz i tes V e r f a h r e n for -
mu l ie r t w e r d e n . Für d ie skalare E rha l tungsg le i chung (2.1) hat e in imp l i z i tes Ve r -
f a h r e n in E rha l t ungs fo rm d ie Gesta l t 
(7-29) » r 1 + ß * ( c + ; 2 - c + ; 2 ) = « r - « - ^ c ^ - c . « ) 
mi t A = A t / A x u n d ß e (0, 1]. Für ß = 0 ist das V e r f a h r e n (7.29) exp l i z i t u n d 
ident isch z u m exp l i z i t en V e r f a h r e n in E rha l tungs fo rm (3.8). W i r be t rach ten 
zunächst V e r f a h r e n erster O r d n u n g und n e h m e n a n , de r numer ische Fluß g sei 
d e r e ines monotonen Verfahrens. A u c h h ier im imp l i z i ten Fall k a n n m a n z e i g e n , 
daß aus d e r M o n o t o n i e d ie Gü l t i gke i t e iner d isk re ten E n t r o p i e b e d i n g u n g , d e r 
g l e i chmäß igen Beschränkthe i t de r Näherungs lösungen und de ren To ta l va r i a t i on 
fo lg t , fa l ls d i e S c h r i t t e n w e i t e n b e d i n g u n g 
(7.30) ( i - ß ) L X < i 
e r f ü l l t ist. Für be l i eb ige Zei tschr i t te ist (7.30) nur d a n n e r f ü l l t fa l ls ß = 1, d . h . d e r 
exp l i z i te Tei l in (7.29) vö l l ig w e g f ä l l t . M i t d iesen E igenscha f ten u n d d e m K o n v e r -
genzsa tz (Satz 4, Kap i te l 3.3) läßt sich d a n n leicht de r f o l g e n d e Satz b e w e i s e n . 
Satz 7 .1 : D ie A n f a n g s w e r t e q des Cauchyp rob lems (2.1), (2.2) se ien beschränk t , 
meßbar u n d von beschränkter To ta l va r ia t i on . Ist f ü r e in m o n o t o n e s V e r f a h r e n in 
E rha l t ungs fo rm (7.29) d ie S c h r i t t w e i t e n b e d i n g u n g (7.30) e r fü l l t , so k o n v e r g i e r e n 
d ie Näherungs lösungen f ü r Ax , A t •* 0, X = konst . g e g e n d ie phys ika l isch re le-
van te Lösung im U | 0 k ( R x R + )-
Für ß = 1 n e n n t m a n das V e r f a h r e n (7.29) vollimplizit. Nur in d iesem Fall ex is t ier t 
ke ine S c h r i t t w e i t e n b e d i n g u n g . Bezügl ich der Ze i t app rox ima t i on ist (7.29) v o n 
z w e i t e r O r d n u n g f ü r ß = 0,5. (7.29) stel l t e in n icht l ineares G le ichungssys tem da r , 
we l ches im a l l g e m e i n e n i terat iv gelöst w e r d e n muß . Im Ve rg le i ch z u m exp l i z i t en 
V e r f a h r e n ist d ies na tür l i ch e in sehr g roßer R e c h e n a u f w a n d u n d l ohn t sich nur , 
fal ls m a n d i e Ze i tschr i t twe i te um e inen Fak tor p = 10 g rößer w ä h l e n k a n n , d . h . 
ß muß z u m i n d e s t n a h e der Eins g e w ä h l t w e r d e n . Für d ie i terat ive Lösung v o n 
(7.29) ist es na tü r l i ch sehr güns t i g , w e n n de r numer ische Fluß stet ig d i f f e r e n -
z ie rba r ist. D a m i t e rhä l t man d ie Mög l i chke i t , das n ich t l ineare G le i chungssys tem 
mi t d e m schne l len N e w t o n - V e r f a h r e n zu lösen. Ein Fluß mi t d ieser E igenscha f t ist 
d e r des Engqqu i s t -Oshe r Ver fah rens , w i e w i r in Abschn i t t 3.2 gesehen h a b e n . Für 
w a c h s e n d e s ß n i m m t auch d ie numer ische D ä m p f u n g de r V e r f a h r e n (7.29) z u . Für 
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prak t i sche P r o b l e m e muß das Ve r fah ren mindestens zwe i t e r O r d n u n g se in , u m 
g u t e Ergebnisse zu l ie fe rn . Bei der A p p r o x i m a t i o n von s ta t ionären P r o b l e m e n 
re icht d i e z w e i t e O r d n u n g im R a u m , d a hier d ie ze i t l i chen Ä n d e r u n g e n im a l l g e -
m e i n e n sehr k le in s ind . M a n muß in (7.29) also e i nen Fluß mindes tens z w e i t e r 
O r d n u n g w ä h l e n . Dieser ist j edoch sicher l ich n icht meh r stet ig d i f f e r e n z i e r b a r 
( abgesehen von d e n klassischen Ver fah ren) . Das n ich t l ineare G le i chungssys tem 
(7.29) w i r d d a d u r c h sehr schwier ig zu lösen. E inen A u s w e g b ie te t e in D e f e k t -
k o r r e k t u r e n A l g o r i t h m u s . 
W i r g e h e n aus v o n e i n e m m o n o t o n e n Ve r fah ren 
(7-31) L A u A = f A 
u n d e i n e m V e r f a h r e n höhere r O r d n u n g 
(7.32) S A u A = f A 
W i r schre iben h ier d iese be iden Ve r fah ren in Opera to r -Sch re ibwe ise . Im nu l l t en 
Schr i t t f ü h r e n w i r das V e r f a h r e n erster O r d n u n g 
(7-33) % " L 4 ' A > * A • * A 
aus. Die e rha l t ene Lösung setzen w i r d a n n in das V e r f a h r e n höhere r O r d n u n g e i n 
u n d e rha l t en d e n De fek t 
(7.34) d ' » = S 4 U ' » > - C . 
M i t Hi l fe d ieses Defek ts be rechnen w i r d ie neue rechte Seite 
(7.35) C ^ A - C 
f ü r das V e r f a h r e n erster O r d n u n g : 
(7.36) = • L Ä - " < ; > . 
W i r k ö n n e n je tz t w i e d e r mit (7.34) w e i t e r m a c h e n u n d mehre re I tera t ionen d ieses 
A l g o r i t h m u s e s aus füh ren . Das Ve r fah ren höhere r O r d n u n g w i r d d a b e i i m m e r nu r 
b e n u t z t , d e n De fek t de r Näherungs lösungen a u s z u r e c h n e n . Dami t w i r d d i e 
rechte Sei te des m o n o t o n e n Ver fahrens erster O r d n u n g i terat iv so kor r ig ie r t , d a ß 
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d ieser De fek t g e g e n Nu l l strebt, das he iß t d ie Näherungs lösung strebt g e g e n d i e 
Näherungs lösung höhere r O r d n u n g . 
Numer i sche Ergebnisse z e i g e n , daß meist e in bis z w e i I tera t ionen in d i e s e m D e -
f e k t k o r r e k t u r s c h e m a (7.33) - (7.36) auch Schon g e n ü g e n . Das Ergebn is f ü r e i ne 
Überscha l ls toßwel le mi t d e n A n f a n g s w e r t e n 
( 2 f ü r x < 2 
(7.37) u ( x , 0 ) = q ( x ) = J 
( 1 f ü r x > 2 
f ü r d i e Bu rge rs -G le i chung ist in A b b i l d u n g 7.3 dargeste l l t . W i r b e n u t z t e n h ie r als 
m o n o t o n e s V e r f a h r e n das Ve r fah ren von Engqu is t -Osher in d e m imp l i z i t en 
Sehe ma (7.29) mi t ß = 0,5 ( l inkes Bi ld) . Das rechte Bi ld ze ig t d ie Ergebnisse des 
mi t te ls D e f e k t k o r r e k t u r e n verbesserten Ver fahrens . Das V e r f a h r e n höhe re r O r d -
n u n g w a r d a b e i e in Ve r fah ren in de r Form (7.29), w o b e i g de r Fluß e ines T V D -
F luß l im i te rver fahrens mit der L im i te r funk t ion <3>2 (Tabel le 4.1) w a r . D ie D iskre-
t i s i e rungspa ramete r w a r e n Ax = 0.1, A t = 0.375, d ie Ergebnisse w u r d e n z u r Ze i t 
t = 3.0 a u f g e z e i c h n e t , im De fek tko r rek tu r -Schema w u r d e e ine I terat ion a u s g e -
f ü h r t . 
0.9—L -i—i—i—i i i i i ' • i • ' 
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Figur 7.3 A p p r o x i m a t i o n e iner Stoßwel le mit e i n e m imp l i z i t en V e r f a h r e n erster 
(l inks) - und zwe i t e r O r d n u n g (rechts) 
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7.5 PPM-Verfahren, ENO-Verfahren 
C o l e l l a u n d W o o d w a r d [5] ersetz ten d ie stückweise l ineare V e r t e i l u n g d e r Nähe-
r ungswe r t e im M U S C L - V e r f a h r e n du rch e ine stückweise per iod ische V e r t e i l u n g . 
Sie n a n n t e n ihr V e r f a h r e n PPM (P iecewise Parabo l i c M e t h o d ) - V e r f a h r e n . D ie 
K o n s i s t e n z o r d n u n g de r räuml i chen A p p r o x i m a t i o n läßt sich d a m i t au f 3 e r h ö h e n . 
In [5] w i r d d iese M e t h o d e ausführ l ich f ü r d ie G l e i c h u n g e n de r G a s d y n a m i k g e -
sch i lder t . Durch d ie dr i t te O r d n u n g der A p p r o x i m a t i o n l iefert das P P M - V e r f a h r e n 
bessere Resu l ta te besonders in d e n Be re i chen , in d e n e n d ie Lösung g la t t ist. A n 
Uns te t i gke i t en w i r d d ie S te igung der Parabe l l imi t ier t du rch e ine S te i gungs -
b e r e c h n u n g , w i e w i r sie in Kap i te l 4 vorgeste l l t h a b e n (4.33). Dies ist e ine 
M e t h o d e , d ie K o n s i s t e n z o r d n u n g e ines M U S C L - V e r f a h r e n s zu e r h ö h e n , i n d e m 
m a n d ie s tückweise l ineare A p p r o x i m a t i o n ersetzt du rch e ine s tückweise Ve r -
t e i l u n g mi t P o l y n o m e n . A n Uns te t i gke i ten m u ß d a n n d ie S te i gung l im i t ie r t w e r -
d e n , u m e t w a d ie TVD-E igenscha f t zu e rha l t en . 
W i r h a b e n in Kap i te l 4 g e s e h e n , daß e in T V D - V e r f a h r e n nur e in V e r f a h r e n 
z w e i t e r O r d n u n g mit gewissen A u s n a h m e p u n k t e n sein k a n n . A n l o k a l e n Ex t rema 
ist d i e K o n s i s t e n z o r d n u n g 1 (Kap. 4, Satz 2). D iesem P rob lem rück ten Ha r ten u n d 
Oshe r [25] zu Le ibe , i n d e m sie d ie TVD-E igenscha f t abschwäch ten . Sie e rse tz ten 
d ie T V D - B e d i n g u n g (3.72) du rch d ie schwächere B e d i n g u n g 
(7.38) I u - ' - u - 1 * 2 
1 + 1 1 + 0 ( A x
r + 1 ) 
w o b e i r d i e O r d n u n g des Ve r fah rens ist. Diese E igenschaf t ga ran t ie r t n u n n ich t 
meh r , daß in j e d e m Zeitschr i t t d ie W e r t e an l oka len Ext rema n icht a n w a c h s e n . Je-
d o c h ga ran t ie r t d ie B e d i n g u n g (7.38), daß an Uns te t igke i ten ke ine O s z i l l a t i o n e n 
in d e r A r t e ines G ibbsschen Phänomens au f t r e ten , bei d e m d iese O s z i a l l a t i o n e n 
p r o p o r t i o n a l zu r Größe des Sprungs an de r Üns te t igke i t ist. Har ten u n d Oshe r 
n a n n t e n so lche V e r f a h r e n E N O (Essential ly Non-Osc i l l a to ry ) -Ve r fah ren . W i r 
w o l l e n d ie Kons t ruk t i on d ieser V e r f a h r e n im f o l g e n d e n nur ku rz e r l ä u t e r n . 
Die v o n Har ten u n d Osher [25] vorges te l l ten E N O - V e r f a h r e n k ö n n e n auch in d e r 
Fo rm e ines M U S C L - V e r f a h r e n s a n g e g e b e n w e r d e n . Der wesen t l i che Tei l ist d a b e i 
d e r erste Schr i t t im M U S C L - V e r f a h r e n : Es muß e ine stückweise g la t te F u n k t i o n 
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w = w (x) aus g e g e b e n e n M i t t e l w e r t e n wj rekonst ru ier t w e r d e n . Die R e k o n -
s t r uk t i on , w e l c h e w i r mi t R (x; w) b e z e i c h n e n , bes tehe stückweise aus P o l y n o m e n 
v o m G r a d r-1 und e r fü l le d ie f o l g e n d e n B e d i n g u n g e n 
1. an a l len P u n k t e n , an d e n e n w in e iner gewissen U m g e b u n g g la t t ist, g i l t 
( 7 - 3 9 ) R ( x ; w ) = w ( x ) + e ( x ) A x r + 0 ( A x r + 1 ) 
2. E rha l tungse igenscha f t 
X i + l / 2 
(7.40) - L 
A x 
R ( x ; w ) d x = w. 
3. R (x; w) besi tz t d ie ENO-E igenscha f t , d .h . 
(7.41) T V ( R ( x ; w) ) < T V ( w ) + 0 ( A x 1 + p ) , p > 0 . 
Bet rach ten w i r e ine stückweise kons tan te Rekons t ruk t i on , d .h . r = 1 u n d 
(7.42) R ( x ; w ) = w. f ü r x . _ m < x < x. + m 
u n d b e n u t z e n d iese in unserem M U S C L - T y p Ve r fah ren (4.11) - (4.14), so reduz ie r t 
sich d ieses Schema w e g e n sj = 0 f ü r al le i au f das U p w i n d - V e r f a h r e n erster 
O r d n u n g im z w e i t e n Schri t t . Die zwe i t e O r d n u n g e rha l ten w i r f ü r r = 2 mit 
(7.43) R ( x ; w ) = w. + s . (x - x.) f ü r x . _ J / 2 < x < x. + J / 2 , 
w o b e i 
(7.44) s. = w x ( x . ) + 0 (Ax) 
gi l t . 
W i r w o l l e n nur kurz e ine Vors te l l ung d a v o n b e k o m m e n , w i e e ine so lche R e k o n -
s t ruk t ion a l l g e m e i n aussieht . Seien {wj} M i t t e lwe r t e in d e n e i n z e l n e n Gi t te r -
ze l l en e iner s tückweise g la t ten Funk t i on w = w (x). So g i l t 
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x i + l/2 
(7.45) A x w . = l w ( x ) d x = W ( x . + 1 / 2 ) - W ( x . _ 1 / 2 ) 
Xi- l /2 
w o b e i W d ie S t a m m f u n k t i o n 
(7.46) 
- f 
W ( x ) = j w ( s ) d s 
x 0 
v o n w = w (x) ist. M a n kann somi t d ie W e r t e W (xj + 1/2) le icht b e r e c h n e n mi t te ls 
(7.47) 
w ( W = A x I w i 
Sei n u n H (x; W ) e ine In te rpo la t ion von w an d e n Punk ten w (xj + 1/2) v o m G r a d 
r +1 mi t 
(7.48) 
u n d 
H ( x i + 1 / 2 ; W ) = W ( x i + 1 / 2 ) 
(7.49) 
d d 
—- H ( x ; W ) = — W ( x ) + 0 ( A x r ) 
d x d x 
D a m i t e rha l t en w i r unsere Rekons t ruk t i on R = R (x, w) durch d ie De f i n i t i on 
(7.50) R ( x ; w ) = - ^ H ( x ; W ) 
d x 
Die Gü l t i g ke i t von (7.39) f o lg t d i rek t aus (7.49) und der De f i n i t i on (7.46): 
— d d 
(7.51) R ( x ; w ) = — H ( x ; w ) = — W (x) + O ( A x r ) = w (x) + 0 ( A x r ) 
d x d x 
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Die B e d i n g u n g (7.40) f o l g t aus (7.48) u n d (7.47): 
Xi+l /2 Xj + i/2 
1 [ 1 f d 
— R ( x ; w ) d x = — — H (x ; W ) 
A x J A x J d x r 
Xi-i/2 *i-l/2 
= ^ A + 1 / 2 > W - H ( x . _ ^ ; w ) ) 
1 A x 
( W ( x . + 1 / 2 ) - W ( x . _ 1 / 2 ) ) = w . 
Das P r o b l e m e ine E N O - R e k o n s t r u k t i o n zu f i n d e n , ist d a m i t reduz ie r t , e in Inter-
p o l a t i o n s p o l y n o m H (x, w) v o m Grad r zu f i n d e n , we lches b z w . dessen A b l e i t u n g 
d i e E N O - E i g e n s c h a f t besi tz t . E ine so lche In te rpo la t ion , e ine A r t m o d i f i z i e r t e 
N e w t o n - I n t e r p o l a t i o n , w u r d e von Har ten und Osher [25] a n g e g e b e n ; e i ne 
neue re L i te ra turübers ich t f i nde t man bei Shu [60] und Shu u n d Osher [61]. 
Für r = 2 e rm i t te l ten Har ten u n d Osher in [25] d ie f o l g e n d e Forme l f ü r e ine E N O -
S t e i g u n g s b e r e c h n u n g 
/ - , / A x A x 
< 7 - 5 2 ' 8 E N 0 = m i n m 0 d i a i - Y d i + l/2 ' b i + T d i - 1/2 
w o b e i aj = uj + i - uj, b; = uj - uj_i u n d d d ie Terme zwe i t e r O r d n u n g 
(7.53) d i + i y 2 = 7 1 m m m o d ( u i+ i ~ 2 U i + u i - i • U i+2 - 2 u i + i + u i ) 
A x 
bedeu te t . 
F igur 7.4 ze ig t d ie Vor te i l e e iner so lchen E N O - A p p r o x i m a t i o n an H a n d d e r 
numer i schen Ergebnisse f ü r d e n ro t i e renden Kege l u n d Zy l inder . Das M U S C L - T y p 
V e r f a h r e n mi t d e r S t e i g u n g s b e r e c h n u n g (7.51) l ie fer t d i e besten Ergebnisse f ü r 
d e n K e g e l . Ein C l i p p i n g Phänomen läßt sich tatsächl ich n icht b e o b a c h t e n . Bei 
d e m Sch l i t zzy l i nder s ind d ie Ergebnisse j edoch deu t l i ch sch lechter im V e r g l e i c h z u 
d e r S t e i g u n g s b e r e c h n u n g S2 (siehe Kap i te l 6). 
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Für r > 2 sol l te m a n das M U S C L - S c h e m a (4.11) - (4.14) n icht meh r b e n u t z e n , d a es 
nur e ine A p p r o x i m a t i o n zwe i t e r O r d n u n g in der Zei t l iefert . Der Zwe ischr i t t -
a l g o r i t h m u s m u ß d a n n ersetzt w e r d e n durch e ine Ze i td isk re t is ie rung v o m R u n g e -
Ku t t a Typ . Ze i td isk re t i s ie rungen d ieser Ar t , w e l c h e z .B . auch d ie E N O - o d e r T V D -
E igenscha f t e rhä l t , w u r d e von Shu [60] a n g e g e b e n (siehe auch [61]). 
max = 3.42 






max = 3-16 
min = 0.0 
max = 3-51 
min = 0.0 
F igur 7.4 M U S C L - T y p V e r f a h r e n , S te i gungsbe rechnung S E N O 
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Anhang A : Funktionen von beschränkter Variation 
In d i esem Abschn i t t w o l l e n w i r kurz De f i n i t i on u n d e in ige w i c h t i g e A u s s a g e n 
über F u n k t i o n e n v o n beschränkter Va r i a t i on zusammen fassen . Aus füh r l i che re 
Da rs te l l ungen f i n d e t m a n bei Na tanson [47] o d e r in [72]. W i r ha l ten uns h ie r e n g 
an d ie A u s f ü h r u n g e n von Na tanson [47]. 
Die F u n k t i o n u = u (x) sei au f e i n e m Interval l I = [a, b] de f in ie r t . Durch d i e Zer -
l e g u n g 
Z : x = a < x , < . . . < x = b (A.1) L- x o = a ^ x i u 
un te r te i l en w i r I in e i n z e l n e Abschn i t te . M i t V = V(Z) b e z e i c h n e n w i r d i e S u m m e 
n - 1 
(A - 2 ) V = X | u ( x k + 1 ) - u ( x k ) | . 
k = 0 
Definition 1: D ie o b e r e G renze a l ler S u m m e n V he iß t d ie totale (oder vollstän-
dige) Variation de r F u n k t i o n u im Intervall I. W i r beze i chnen d iese mi t TV u. Ist 
(A.3) T V u < c o , 
so he iß t u e ine F u n k t i o n von beschränkter o d e r endlicher Variation in I. 
Diese Klasse d e r F u n k t i o n e n von beschränkter Va r i a t i on ist sehr e n g v e r k n ü p f t 
mi t de r Klasse d e r m o n o t o n e n F u n k t i o n e n . Dies z e i g e n d ie nächsten Sätze. 
Satz 1: E ine m o n o t o n e Funk t i on ist e ine Funk t i on von end l i che r V a r i a t i o n . 
Beweis: W i r b e w e i s e n d iese Aussage f ü r m o n o t o n w a c h s e n d e F u n k t i o n e n . Für 
e ine m o n o t o n w a c h s e n d e Funk t i on ist u ( x k + i ) - u (xk) posi t iv . Es g i l t somi t 
n -1 
(A-4) V = X u ( x k + 1 ) - u ( x k ) = u ( b ) - u ( a ) 
k = 0 
u n d de r Satz ist b e w i e s e n . 
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Es läßt sich auch le icht z e i g e n , daß e ine l ipsch i tzs te t ige F u n k t i o n e ine F u n k t i o n 
von beschränk ter Va r i a t i on ist. Genüg t u e iner L i psch i t zbed ingung 
l u ( x k + i ) - u ( x k ) l ^ K ( x k + i - x k ) 
so f o l g t da raus so fo r t 
V < K(b - a) 
u n d u ist somi t e ine Funk t i on von beschränkter V a r i a t i o n . 
Ein Be isp ie l f ü r e ine Funk t i on u = u (x) m i t x e [0,1] von unbeschränk te r V a r i a t i o n 
ist 
(A.5) u ( x ) = x c o s — f ü r 0 < x «S 1 u n d u ( 0 ) = 0 . 
2 x 
Satz 2: Jede F u n k t i o n von beschränkter Va r ia t i on ist beschränkt . 
B e w e i s : Für jedes x e I g i l t 
| u ( x ) - u ( a ) | < T V u 
w o r a u s so fo r t 
| u ( x ) | £ | u ( a ) | + T V u 
f o lg t . 
Es läßt sich le icht auch z e i g e n , daß S u m m e , D i f f e renz u n d P r o d u k t z w e i e r Funk -
t i o n e n v o n beschränkter Va r ia t i on auch F u n k t i o n e n von beschränkter V a r i a t i o n 
s ind . Das g le i che g i l t auch f ü r d e n Q u o t i e n t e n , so lange de r N e n n e r g r ö ß e r als 
e > 0 b le ib t . Tei l t m a n das Intervall I in z w e i Te i le , so ist e ine F u n k t i o n u v o n 
beschränk ter Va r i a t i on in I auch auf be i den Te i l in te rva l len von beschränk ter V a -
r i a t i on . Insbesondere ist d ie To ta lva r ia t ion in I ge rade d ie S u m m e de r To ta l va r i a -
t i o n in d e n b e i d e n Te i l i n te rva l len . Eine Fo lge rung daraus ist i nsbesonde re : K a n n 
das Interval l I in end l i ch v ie le Te i le zer leg t w e r d e n , so daß au f j e d e m d ieser Te i le 
d ie F u n k t i o n u m o n o t o n ist, so ist u auf I von end l i che r V a r i a t i o n . 
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Sa tz 3 : E ine F u n k t i o n u = u (x), x e l , ist e ine Funk t i on von beschränkter V a r i a t i o n 
g e n a u d a n n , w e n n sie als D i f f e renz z w e i e r m o n o t o n w a c h s e n d e r F u n k t i o n e n 
da rs te l l ba r ist. 
Beweis: Diese B e d i n g u n g ist s icher l ich h in re i chend w i e w i r o b e n schon a n g e -
merk t h a t t e n . W i r z e i g e n n u n , daß sie auch n o t w e n d i g ist. D a z u be t rach ten w i r 
d i e To ta l va r i a t i on als F u n k t i o n von x u n d de f i n i e ren 
x 
<j>(x): = T V u 
a 
mi t <b (a) = 0. Diese F u n k t i o n ist s icher l ich m o n o t o n w a c h s e n d . W i r w o l l e n n u n 
z e i g e n , daß auch d ie F u n k t i o n 
(A.5) V(x): = 4»(x)-u(x) 
m o n o t o n w a c h s e n d ist. Ist a < x < y s b, so g i l t 
y 
UJ (y) = <t> (y) - u (y) = <}> (x) + T V - u (y) 
x 
u n d w e i t e r 
y 
m (y) - y (x) = T V - (u (y) - u (x)) 
x 
Da d ie rechte Seite nach der De f i n i t i on de r To ta l va r ia t i on posi t iv ist, wächs t \y 
m o n o t o n . W i r müssen somi t (A.5) nur noch umschre iben in 
u (x) = vj/ (x) - 4> (x) 
u n d Satz 3 ist b e w i e s e n . 
W i r k ö n n e n aus d iesem Satz n u n e in iges f o l g e r n , i n d e m w i r Aussagen übe r m o n o -
t o n e F u n k t i o n e n a u s n u t z e n . Dies l iefer t uns d ie Aussagen d e r nächsten z w e i Be -
m e r k u n g e n . 
B e m e r k u n g 1: Ist d i e F u n k t i o n u = u (x), x e l , von beschränkter V a r i a t i o n , so 
exist ier t in fast j e d e m P u n k t von I e ine beschränkte A b l e i t u n g u' = u' (x), w e l c h e 
e i ne (Lebesgue) in tegr ie rbare Funk t i on ist. 
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Bemerkunq 2 : Die M e n g e al ler Uns te t i gke i t spunk te e iner F u n k t i o n v o n be -
schränk te r V a r i a t i o n ist höchstens abzäh lbar . In j e d e m Uns te t i gke i t spunk t xrj 
ex is t ie ren d ie b e i d e n G r e n z w e r t e 
u ( x 0 + 0 ) = l i m u (x) , 
X-»XQ + 0 
u ( x Q - 0 ) = l i m u (x) . 
X - * X Q - 0 
Die B e m e r k u n g 1 f ü h r t uns auch au f e ine ande re Dars te l lung de r beschränk ten 
V a r i a t i o n . Ist u e ine Funk t i on von beschränkter Va r i a t i on in I = [a, b] , so g i l t 
(A.6) T V u = |u ' ( x ) |dx 
w o b e i u' d i e fast übera l l in I ex is t ie rende A b l e i t u n g von u beze i chne t . 
O h n e Bewe is w o l l e n w i r noch d e n f o l g e n d e n Satz a n f ü g e n (Beweis s iehe [47], 
Sei te 246). 
Sa tz 4 : Jede F u n k t i o n von beschränkter Va r i a t i on kann m a n dars te l len als S u m m e 
e ine r S p r u n g f u n k t i o n u n d e iner s te t igen Funk t i on von beschränkter V a r i a t i o n . 
N u n w e n d e n w i r uns d e m Satz v o n He l ly (Hel lysches A u s w a h l p r i n z i p ) z u . Der Be -
we is dieses Satzes ist e twas l a n g w i e r i g , so daß w i r d iesen h ier auch n ich t vor -
f ü h r e n w o l l e n , sonde rn w i r ve rwe isen w i e d e r au f [47]. 
Sa tz 5 (E. He l l y ) : A u f d e m Intervall l = [a, b] sei e ine u n e n d l i c h e Fami l ie v o n 
F u n k t i o n e n U = {u} de f in ie r t . S ind a l le F u n k t i o n e n und ihre To ta l va r i a t i on 
g le i chmäß ig beschränkt : 
( A 7 ) | u ( x ) | < K Q f ü r a l l e x e l , T V u ^ K j 
so k a n n m a n aus de r Fami l ie U e ine Fo lge { u n } auswäh len , d ie in j e d e m P u n k t v o n 
I g e g e n e ine gewisse Funk t i on <J> = q> (x) von beschränkter Va r i a t i on konve rg ie r t . 
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W i r h a b e n b isher e ine F u n k t i o n u bet rachte t , w e l c h e im abgesch lossenen Inter-
val l I de f i n ie r t w a r . W i r k ö n n e n aber auch d ie To ta l va r ia t i on e iner F u n k t i o n 
b i l d e n , w e l c h e au f de r g a n z e n ree l len Achse de f in ie r t ist, als G r e n z w e r t 
oo a 
(A.8) T V u = l i m T V u . 
-oo a—*°° - a 
V ie le d e r o b e n a u f g e f ü h r t e n E igenscha f ten b le iben e rha l t en . Es g i l t i n sbesonde re 
Satz 6: Die To ta l va r i a t i on (A.8) der Funk t i on u ist g e n a u d a n n e n d l i c h , w e n n u 
sich als D i f f e renz von z w e i w a c h s e n d e n beschränkten F u n k t i o n e n dars te i len läß t . 
Z u m Bewe is d ieses Satzes ve rwe isen w i r auf Na tanson [47]. E ine d i r ek te F o l g e -
rung aus Satz 4 ist d a n n 
B e m e r k u n g 3 : Ist 
00 
T V u < ° ° , 
-00 
so ex is t ieren d ie end l i chen G r e n z w e r t e 
l i m u (x) , l i m u (x) . 
x—»oo x—*- 0 0 
Satz 7 : CE. He l l y ) : A u f IR sei e ine unend l i che Funk t i onenschar U = {u} g e g e b e n 
u n d f ü r jedes u e U ge l te 
00 
|u(x) | <. K 0 f ü r a l l e x e R , T V u £ K{ 
-00 
mit Ko, K i e IR. D a n n g ib t es e ine Fo lge { u n } C U, w e l c h e in j e d e m P u n k t d e r ree len 
Achse g e g e n e ine Funk t i on u von beschränkter Va r i a t i on konverg ie r t . 
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Anhang B: LP-Räume 
In d i e s e m Abschn i t t w o l l e n w i r kurz d ie De f in i t i on u n d e in ige E igenscha f ten d e r 
LP-Räume de r Lebesque in teg r ie rba ren F u n k t i o n e n ins Gedächtn is r u fen . A u s -
f ü h r l i c h e Dars te l l ungen d ieser Sachverha l te f i n d e n sich z u m Beisp ie l in [14] u n d 
[27]. 
D e f i n i t i o n 1: Sei 1 < P < ». Der R a u m LP (S) ist d ie M e n g e a l le r au f S Lebesque 
m e ß b a r e n F u n k t i o n e n f f ü r d ie | f |P Lebesque in tegr ie rbar ist. LP (S) ist e in nor -
m ie r te r l inearer R a u m mit de r N o r m 
(B.1) l|f||p = | f ( s ) |
P d s . 
Als M e n g e S be t rach ten w i r in unserem Z u s a m m e n h a n g ausschließl ich R, R2 o d e r 
auch e in abgesch lossenes Interval l I R. W i r h a b e n in De f i n i t i on 1 l ap ida r f o r m u -
l iert , d a ß II f ||p e ine N o r m ist. Dies b e n ö t i g t noch e ine k le ine R ich t i gs te l l ung . D e n n 
aus 
(B-2) | | f_g | | =o folgt für f g e L p ( S ) nicht f(s) = g(s) für alle s e S , 
d . h . II • ||p ist n icht posi t iv de f i n i t u n d somi t zunächst ke ine N o r m . Es g i l t a b e r 
( B 3 ) | | f _ g | | p = 0 =J> f(s) = g(s) fü ra l l e s e S M , M Menge vom M a ß 0 . 
d .h . f u n d g s ind ident isch bis au f e ine M e n g e v o m Maß 0. M a n versteht n u n d ie 
E l e m e n t e v o n LP (S) n icht als e i nze lne Funk t i onen sonde rn als g a n z e Ä q u i v a l e n z -
k lassen {f} un te r de r R e l a t i o n : f ist äqu iva len t zu g , fal ls f u n d g ident isch s ind bis 
au f e ine M e n g e v o m M a ß e 0, d .h . f - g ist e ine s o g e n a n n t e Nu l l f unk t i onsk lasse . 
Das S y m b o l LP (S) in De f i n i t i on 1 steht somi t e igen t l i ch f ü r d ie M e n g e d ieser 
Äqu iva lenzk lassen. M a n beze i chne t d iese E lemente na tü r l i ch w i e d e r als 
F u n k t i o n e n . 
D e f i n i t i o n 2: Der R a u m L 0 0 (S) besteht aus der M e n g e al ler au f S m e ß b a r e n u n d 
essent ie l l beschränkten F u n k t i o n e n : L 0 0 (S) ist e in no rm ie r te r l inearer R a u m mi t 
d e r N o r m 
(B.4) I K H ^ e s s s u p l f l . 
S 
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Satz 1: Sei 1 < p < oo. Die Räume LP (S) mit d e n z u g e h ö r i g e n N o r m e n s ind 
Banachräume. 
Der Bewe is dieses Satzes f i nde t sich z .B. in [14]. O f t spie l t de r L2 (S) e ine sehr w i c h -
t ige Ro l le . M i t de r g e e i g n e t e n De f in i t i on e ines Innenproduk ts ist er e in Hi lber t -
r aum. Bei d e n n ich t l i nea ren hyperbo l i schen D i f f e ren t i a l g l e i chungen fr istet er 
j e d o c h e in Scha t tendase in . In d iesem Z u s a m m e n h a n g sind der L1 (S) und d e r L°° (S) 
d ie w i c h t i g e n Räume (neben BV (S), A n h a n g A) . 
D e f i n i t i o n 3: Sei 1 < p < «o. Der Raum L P | Q k (S) besteht aus der M e n g e a l le r au f S 
meßba ren F u n k t i o n e n , f ü r d ie | f |P loka l in tegr ie rbar ist, d .h . f ü r j ede k o m p a k t e 
T e i l m e n g e von S d i e Funk t i on | f |P in tegr ie rbar ist. 
Den Satz von Hel ly aus A n h a n g A k ö n n e n w i r n u n in d iesem Z u s a m m e n h a n g noch 
e twas änders t i n te rp re t ie ren . Da 
(B.5) f E BV ( lR )nL°°(K) => f c L . 1 . (R) 
lok 
gi l t , k ö n n e n w i r zunächst e ine E inbe t tung 
T: BV dR)nL°°(R) -> L.1 , (IR) 
lok 
d e f i n i e r e n . Der Satz von Hel ly besagt n u n , daß T p r a e k o m p a k t ist, d .h . j ede be -
schränkte M e n g e aus BV ( R)nL°° (IR) ist k o m p a k t im L1 j 0 k (R) u n d besi tz t somi t au f 
j e d e m abgesch lossenen Intervall e ine bezüg l ich der L l - N o r m k o n v e r g e n t e Te i l -
f o l g e . 
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Benutzte Symbole 
IN M e n g e der na tü r l i chen Zah len 
Z M e n g e de r g a n z e n Zah len 
IR M e n g e der ree l len Zah len 
|R+ M e n g e der pos i t iven ree l len Zah len 
R + M e n g e der n i ch tnega t i ven ree l len Zah len 
Ck R a u m de r k-mal stet ig d i f f e renz ie rba ren F u n k t i o n e n 
Ck R a u m de r F u n k t i o n e n aus Ck ( R) mit k o m p a k t e m Träger 
LP R a u m de r Lebesgue-meßbaren F u n k t i o n e n , d e r e n p-te P o t e n z 
Lebesgue in tegr ie rbar ist (siehe A n h a n g B) 
R a u m de r Lebesgue-meßbaren F u n k t i o n e n , w e l c h e fast übera l l 
beschränkt s ind (siehe A n h a n g B) 
L | o k R a u m de r F u n k t i o n e n , w e l c h e loka l in LP s ind (siehe A n h a n g B) 
BV R a u m de r F u n k t i o n e n mit beschränkter To ta l va r i a t i on (siehe 
A n h a n g A) 
TV To ta l va r ia t i on (siehe A n h a n g A) 
||u (• , t)||ß B -Norm de r Funk t i on u, w o b e i t f es tgeha l ten ist 
c T e i l m e n g e 
n Schn i t tmenge 
A \ B E lemen te von A , w e l c h e nicht in B l i egen 
e E lemen t von 
u x A b k ü r z u n g von äu/dx 
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S t i chwo r t ve r ze i chn i s 
Abhäng igke i t sbe re i ch 10 
A b b r u c h f e h l e r 2 2 
Bu rge rsg le i chung 12 ,34 
Charak te r i s t i ken 9,31 
ve r fah ren 1 8 
CIR-Ver fah ren 2 9 , 8 4 
C F L - B e d i n g u n g 9 1 
D i f f e ren t i a l g l e i chung 
e l l ip t ische par t ie l le 3 
hyperbo l i sche par t ie l le 3 
parabo l i sche par t ie l le 3 
D i f f e r e n z e n 21 
rechtssei t ig 2 1 , 6 4 
l inkssei t ig 2 1 , 6 4 
zen t ra l 2 1 , 6 4 
v o r w ä r t s g e n o m m e n e 21 
r ü c k w ä r t s g e n o m m e n e 21 
D i f f e r e n z e n v e r f a h r e n 
exp l i z i t 23 
ha lb imp l i z i t 24 
imp l i z i t 23 
D iskre t i s ie rungs feh le r 
l oka le r 2 2 , 2 5 
g l o b a l e r 26 
E in f lußbere ich 10, 15 
E N O - V e r f a h r e n 156 
En t rop ie 
f l uß 51 
funkt ion 51 
Ungleichung 51 
E n t r o p i e b e d i n g u n g 48 
d iskre te 62 
E r h a l t u n g s g l e i c h u n g 1 1 , 1 5 , 3 1 
E u l e r g l e i c h u n g e n 16 
F C T - A l g o r i t h m u s 1 1 2 
F luß-Spl i t t ing V e r f a h r e n 74 
F luß l imi te r 112 
G o d u n o v V e r f a h r e n 66 
G o d u n o v - T y p V e r f a h r e n 67 
Hirt 
S tab i l i tä ts theor ie von 27, 36 
HLLE-Ve r fah ren 71 
hyperbo l i sch 8 
str ikt 8 
Kons is tenz 2 4 , 2 5 
Ordnung 25 
K o n v e r g e n z 24, 26, 86 
Lax, 
T h e o r e m von 27, 86 
Lax und W e n d r o f f 




M i n m o d - F u n k t i o n 105 
M U S C L Ve r fah ren 98 
MUSCL-Typ Ve r fah ren 98 , 101 
P P M - V e r f a h r e n 156 
quas i l inear 8, 13, 31 
R a n k i n e - H u g o n i o t B e d i n g u n g 44 
R i e m a n n p r o D l e m 54 
approx imat i ves 67 
Shock 20 
-Fi t t ing 20 
-Cap tu r ing 20 
S igna lgeschw ind igke i t 3 2 , 6 7 
Spl i t t ing 119 
S p r u n g b e d i n g u n g 42 
Stab i l i tä t 2 4 , 2 7 
S te i gungsbe rechnung 110 
Stoßwel le 37 
To ta lvar ia t ion 53, 161 
T ranspor tg le i chung 9 
TVB-Ve r fah ren 89 
TVD-Ve r f ah ren 89, 107 
TVD-Kr i t e r i um 9 0 , 9 7 
Typ der D i f f e ren t i a l g l e i chung 3 
Umscha l t f unk t i on 106, 110 
U p w i n d - V e r f a h r e n 83 
Var ia t ion 53, 161 
Ve rdünnungswe l l e 35 
Verdünnungss toß 4 5 , 4 8 
Ver fah ren 
in Erha l tungs fo rm 59, 61 
m o n o t o n e s 8 8 , 9 3 
von Engquis t und Osher 73 
von Har ten , Lax und van Leer 69 
von Lax und Friedr ichs 71 
von Lax und W e n d r o f f 99 
von Roe 72 
Viskosi tätsform 96 
V iskos i tä tskoef f i z ien ten 96 
W e l l e n g l e i c h u n g 6, 13 
