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We determine explicitly the least possible size of the sumset of two subsets A, B
/(ZpZ)N with fixed cardinalities, thereby generalizing both CauchyDavenport’s
theorem (case N=1) and Yuzvinsky’s theorem(case p=2). The solution involves a
natural generalization of the well-known HopfStiefelPfister function. The corre-
sponding problem for more than two summands is also considered and solved. We
then consider restricted sumsets, formed by taking sums of distinct elements only.
We determine almost completely the least possible size of the restricted sumset of
two subsets in (ZpZ)N with fixed cardinalities. Our result generalizes the recent
solution(s) of the Erdo sHeilbronn conjecture dealing with the restricted sumsets of
two equal subsets in ZpZ.  1998 Academic Press
Key Words: Additive number theory; sumset; restricted sumset; polynomial
method; CauchyDavenport theorem; Yuzvinsky theorem; Erdo sHeilbronn
conjecture; HopfStiefelPfister function; Nim sum; p-adic Nim sum.
1. INTRODUCTION
Let G be a group, and let A, B be finite subsets of G. The sumset of A
and B is defined as usual as the set
C=A+B=[a+b | a # A, b # B].
A classical question in additive number theory is the following. Given
positive integers r and s, what is the smallest possible size for the sumset
A+B, where A, B are subsets of G of cardinality r, s respectively?
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We will denote by +G(r, s) this minimal value:
+G(r, s)=min[Card(A+B) | A, B/G, Card(A)=r, Card(B)=s].
Note that +G(r, s) is of course only defined if r, s|G|=Card(G).
The behaviour of the function +G is unknown for most groups G, even
for finite abelian ones. There are two notable exceptions however, both
with G=V a vector space over a finite field.
For V=ZpZ, where p is a prime number, the function +V is known to
be given by +V (r, s)=min[ p, r+s&1]. This result is referred to as the
CauchyDavenport theorem.
In the context of the Hurwitz problem in Topology, S. Yuzvinsky [Y]
has proved that for V=(Z2Z)N, the function +V (r, s) is given by
+V (r, s)=r b s,
where r b s is the HopfStiefelPfister function which also appears in the
theory of quadratic forms.
In this paper, we generalize simultaneously the theorems of Cauchy
Davenport and Yuzvinsky, by determining explicitly the function +V (r, s)
for V=(ZpZ)N, where p is a prime number and N an arbitrary positive
integer. This involves a natural generalization of the function r b s which
we present in Section 2: For each prime p we define a number theoretic
function ;p : N2  N, such that for p=2, ;2(r, s)=r b s.
In Section 3 we prove that if V=(ZpZ)N and r, s|V |, then +V (r, s)
=;p(r, s).
Recursion formulas for the new function ;p(r, s), generalizing the known
recursion formulas for r b s, are provided in Section 4.
In Section 5, we consider sumsets with many summands.
A variant of the above problem, considered in Section 6, deals with the
so-called restricted sumset of the subsets A and B of a group G, namely
A+$ B=[a+b | a # A, b # B, a{b].
Again, a classical problem is to determine the smallest possible size +$G(r, s)
of the restricted sumset A+$ B, when Card(A)=r, Card(B)=s.
For V=ZpZ, with p a prime, it has been conjectured by Erdo s and
Heilbronn in 1964 that Card(A+$ A)min[ p, 2r&3], for any subset A/V
of cardinality r. This conjecture was finally proven in 1992 by Dias da Silva
and Hamidoune [DH]. Then in 1995, using a different and simpler method,
Alon, Nathanson and Ruzsa obtained the following more complete and
stronger statements:
+$V (r, r)=min[ p, 2r&3], and
+$V(r, s)=min[ p, r+s&2] if r{s.
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This result implies the following relationship between the functions +V
and +$V , still for V=ZpZ with p prime:
+V (r, s)&2+$V (r, s)+V (r, s).
In this paper, we prove that the same relationship holds in the more
general context where V is the vector space V=(ZpZ)N, N an arbitrary
positive integer (such that r, s|V | ).
Observe that +$V (r, s) and +V (r, s) are independent of V provided |V |
is sufficiently larger than r and s. Indeed, if V/W, then clearly +$V (r, s)
+$W (r, s) and +V (r, s)+W (r, s). Thus, for fixed r and s, the values of
+$V (r, s) and +V (r, s) are non-increasing as |V | increases, and hence must
stabilize.
We denote these ‘‘stable’’ values of +$V (r, s) and +V (r, s) by +$p(r, s) and
+p(r, s) respectively.
As a consequence of the results of Section 3, we have +p(r, s)=;p(r, s).
In Section 7, we shall compute exactly +$p(r, s) and compare it with
+p(r, s), at least when r, s are not both congruent to 1 modulo p.
In the remaining cases where r, s#1 mod p, we still have an easily
computable function #p : N2  N such that #p(r, s)+$p(r, s). We prove that
+$p(r, s)&#p(r, s) can only take the values 0 and 1, but we do not know the
actual value in all instances.
This paper is inspired by recent work of N. Alon, M. B. Nathanson and
I. Z. Ruzsa. See the two papers quoted [ANR] in the bibliography.
As they do, we make essential use of the so-called polynomial method.
We give in Lemma (2.3) below our version of the method which is crucial
for the whole paper.
We are grateful to N. Alon for sending us a preprint of the second
[ANR] paper before publication.
2. LOWER BOUND FOR THE CARDINALITY OF A SUMSET
IN A VECTOR SPACE OVER Fp
Recall that a triple of positive integers (r, s, n) is said to satisfy the Hopf
Stiefel condition if for every integer k such that n&r<k<s the binomial
coefficient ( nk) is even. Note that the Hopf-Stiefel condition on a triple
(r, s, n) is equivalent to the statement that the element (x+ y)n in the
polynomial ring F2[x, y] belongs to the ideal (xr, ys) generated by xr
and ys.
This suggests the following definition which generalizes the HopfStiefel
condition to an arbitrary prime number p: Given two positive integers r, s,
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we denote by ;p(r, s) the smallest integer n such that (x+ y)n belongs to
the ideal (xr, ys) in Fp[x, y]:
;p(r, s)=min[n | (x+ y)n # (xr, ys) Fp[x, y]].
Of course, ;p(r, s) is well defined since (x+ y)r+s&1 # (xr, ys), and thus
max[r, s];p(r, s)r+s&1.
As a first remark, which will be used below, we illustrate the definition
by observing that ;p(r, s)<r+s&1 if and only ( r+s&2r&1 )#0 mod p. Indeed,
(x+ y)r+s&2#\r+s&2r&1 + xr&1ys&1 mod(xr, ys).
The main result of this section and the next one is to show, with the
notation of the Introduction, that +V (r, s)=;p(r, s), where V is a vector
space over Fp such that r, s|V |.
For p=2, the triple (r, s, n) satisfies the Hopf-Stiefel condition if and
only if n;2(r, s). As is well known, ;2(r, s) equals the function r b s
defined by A. Pfister in the theory of quadratic forms. Although the func-
tion ;p does not seem to have an interesting topological interpretation if p
is an odd prime, it does have a recursive characterization, similar to
Pfister’s for r b s. We shall derive these recursion formulas in Section 4. (For
the Hurwitz problem and the Pfister recursion formulas, see the excellent
expository paper by D. Shapiro [S].)
We now proceed to state and prove the first results in this paper.
Theorem (2.1). Let V be a vector space over the finite prime field Fp of
characteristic p. Let A, B/V be subsets of cardinality r, s respectively.
Then, the following inequality holds:
|A+B|;p(r, s).
Note that if V is finite then max[r, s]|V | does imply ;p(r, s)|V |.
Indeed, with d=dim(V) and q= pd, we have (x+ y)q=xq+ yq # (xr, ys) in
Fp[x, y], and |V |=q;p(r, s) follows by definition of ;p(r, s).
The next statement is that the lower bound ;p(r, s) is sharp. It will be
proved in Section 3.
Theorem (2.2). If V is a vector space over Fp and max[r, s]|V |, then
there exist subsets A, B in V of cardinality r, s respectively, such that
|A+B|=;p(r, s).
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Theorems (2.1) and (2.2) together yield the conclusion: If V is a vector
space over Fp and max[r, s]|V |, then +V (r, s)=;p(r, s).
The proof of Theorem (2.1) uses the following lemma which sums up
the polynomial method at work in [ANR], and also in various papers by
N. Alon and M. Tarsi.
Given a (non-zero) polynomial f in several variables, we denote by
top( f ) its homogeneous component of highest degree. We set top(0)=0.
Lemma (2.3). Let A1 , ..., An be finite subsets of the field F, of cardinality
r1 , ..., rn respectively, and let f # F[x1 , ..., xn] be a polynomial such that
f (A1 _ } } } _An)=0, meaning that f vanishes over all points of the cartesian
product A1_ } } } _An .
Then, top( f ) belongs to the ideal (xr1
1
, ..., xrnn ) in F[x1 , ..., xn].
Proof. By induction on n. For n=1, this is simply the statement that
a one-variable polynomial vanishing on r distinct points must have degree
at least r.
Suppose n>1, and the result true for n&1. If all monomials in top( f )
are divisible by xrnn , we are done. If not, let u1 , ..., um be all the monomials
in top( f ) which are not divisible by xrnn . It is enough to show that u1 , ..., um
belong to the ideal (xr1
1
, ..., xrn&1n&1).
Let g=>a # An (xn&a). Then g is a polynomial of degree rn in the variable
xn alone and, when regarded as a polynomial in F[x1 , ..., xn], it vanishes
of course on A1 _ } } } _An .
By reducing f modulo g, that is, by repeatedly replacing in f, whenever
possible, xrnn by (x
rn
n & g), which is of degree strictly smaller than rn , we
obtain a new polynomial h, congruent to f modulo g, of xn-degree less than rn ,
still vanishing on A1_ } } } _An of course, and such that the monomials in
top(h) are exactly u1 , ..., um . Indeed, these particular monomials of top( f )
are left untouched by the reduction process modulo g. The other monomials
of top( f ), all multiples of xrnn , are replaced in h by polynomials of strictly
smaller degrees. Summarizing, we have shown that top( f ) # (top(h), xrnn ).
Let us write h=h0+h1xn+ } } } +hk xkn , where hi # F[x1 , ..., xn&1] for
all i, and where k<rn .
For any point :=(a1 , ..., an&1) # A1_ } } } _An&1 , let
h(:)(xn)=h0(:)+h1(:) xn+ } } } +hk(:) xkn .
Then, h(:)(xn) vanishes on An (since h vanishes on A1_ } } } _An), but
has degree strictly less than |An |=rn . This means that h(:)(xn) is identically
zero. Hence hi vanishes on A1_ } } } _An&1 , for all i. By the induction
hypothesis, top(hi) belongs to the ideal (xr11 , ..., x
rn&1
n&1), for all i.
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We leave it to the reader to see that
top(h)=top(top(h0)+top(h1)xn+ } } } +top(hk)xkn),
even though top of course fails to be additive in general.
It follows that top(h) belongs to the ideal (xr1
1
, ..., xrn&1n&1), and hence
top( f ) # (xr1
1
, ..., xrnn ). K
Proof of Theorem (2.1). We may suppose that V is the finite field Fq ,
where q= pd for some positive integer d. Let C=A+B. Let f (x, y) be the
polynomial f (x, y)=>c # C (x+ y&c) in the polynomial ring Fq[x, y].
Obviously, f (A_B)=0. Note also that top( f )=(x+ y) |C |. By the above
Lemma (2.3), this implies that (x+ y) |C| # (xr, ys) in Fq[x, y]. Hence
(x+ y) |C | # (xr, ys) in Fp[x, y] as well, since all coefficients of (x+ y) |C| lie
in Fp . Hence |C|;p(r, s), by definition of this function. K
The above argument gives a strikingly short proof of the first part of
Yuzvinsky’s Theorem, which is just Theorem (2.1) for p=2.
3. SHARPNESS OF THE BOUND ;p(r, s)
In order to prove Theorem (2.2), we first show a proposition relating
;p(r, s) with the p-adic Nim sum.
If p is any integer 2, we denote by p the p-adic Nim sum defined as
follows. Let k and l be natural numbers and let k=i0 ki pi, l=i0 li pi,
be their p-adic expansions, i.e. 0ki , li p&1 for all i. The p-adic Nim sum
kp l is the integer whose p-adic expansion is kp l=i0 (ki p li) pi,
where k i p li is the integer which is characterized by 0k i p li p&1
and ki p li #k i+li mod p.
If p is a prime, note that the set N of natural numbers becomes a vector
space over Fp with the Nim sum p as vector space addition. An Fp -basis
of N is [1, p, p2, ..., p&, ...].
For p=2, the Nim sum has already been used, for instance by T. Smith
and P. Yiu, to describe r b s, our ;2(r, s), in the context of the Hurwitz
problem. (See [SY], Proposition (7), p. 484. See also [CGM].)
Throughout the paper, we shall use the notation [m, n]/N to denote
the set of integers k satisfying mkn. ([m, n] is the empty set if n<m.)
Also, if A, B are subsets of N, we will denote by Ap B the sumset of A
and B under the p-adic Nim sum.
The following formula which we state as a proposition obviously implies
Theorem (2.2).
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Proposition (3.1). Let r, s be positive integers. Then,
[0, r&1]p [0, s&1]=[0, ;p(r, s)&1].
Here, of course, p is a prime, so that ;p(r, s) is defined.
Note that in order to prove Proposition (3.1), it suffices to prove that
[0, r&1]p [0, s&1]/[0, ;p(r, s)&1].
The equality then follows from Theorem (2.1) applied to A=[0, r&1]
and B=[0, s&1], and saying that |Ap B|;p(r, s).
The inclusion [0, r&1]p [0, s&1]/[0, ;p(r, s)&1] will now result
from the following lemma, using the obvious fact that r$r and s$s
imply ;p(r$, s$);p(r, s).
Lemma (3.2). Let k, l be non-negative integers and let kp l be their
p-adic Nim sum. Then,
kp l;p(k+1, l+1)&1.
Proof. Let m=kp l. We prove (x+ y)m  (xk+1, yl+1). Let k=
i0 ki pi and l= i0 li p i be the p-adic expansions of k and l. (0ki , li
 p&1 for all i.) Setting mi=ki p li , we have
(x+ y)m= ‘
i # S
(x p i+ y pi )mi= ‘
i # S
:
mi
j=0 \
mi
j + x jp iy(mi& j) pi,
where S, the support of m, is the set of values of i for which mi {0.
In order to pinpoint a monomial u  (xk+1, yl+1) in the polynomial (x+ y)m,
we choose a monomial ui in each of the factors (x p
i
+ y pi)mi with i # S. The
choice of u i depends on the following case distinction:
(1) If kimi , take ui=xmi p
i
;
(2) If ki<mi and limi , take ui= ymi p
i
;
(3) If ki<mi and li<mi , take u i=xki p
iyli p i.
Observe that in case (3), we have ki+li=mi , so that ui is of total
degree mi pi. The alternative is k i+li=mi+ p. However, ki+li<2m i
would then imply p<mi , contradicting the definition of mi=ki p li .
Note that if p=2, the case (3) never arises.
The monomial u=>i # S ui occurs in (x+ y)m with a non-zero coefficient
because 1mi p&1 implies that none of the coefficients ( mij ) is congruent
to 0 mod p. Moreover, the expression of u as u=>i # S u i is unique by
uniqueness of the p-adic expansion. Indeed, setting
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S1=[i # S | miki],
S2=[i # S | mi>ki and mili], and
S3=[i # S | mi>ki and mi>li],
we have u=xayb, with
a= :
i # S1 _ S3
ki pik and b= :
i # S2 _ S3
li pil.
Thus, (x+ y)m  (xk+1, yl+1). It follows that kp l;p(k+1, l+1)&1.
This completes the proofs of Lemma (3.2) and of Proposition (3.1). K
4. RECURSION FORMULAS
In this section, p is an arbitrary integer 2. For positive integers r, s, we
define :p(r, s) by
:p(r, s)=1+max[kp l | 0k<r, 0l<s].
If p is a prime number, then Proposition (3.1) states that :p(r, s)
coincides with ;p(r, s), which was defined by
;p(r, s)=min[n | (x+ y)n # (xr, ys) Fp[x, y]].
We shall prove that for arbitrary p the number :p(r, s) satisfies recursion
formulas similar to Pfister’s characterization of his function r b s, which in
our notation is ;2(r, s) or :2(r, s).
Theorem (4.1). The function :p(r, s) satisfies
(1) :p(r, s)=:p(s, r),
(2) :p(1, s)=s,
(3) :p(r, s)= p&+:p(r, s& p&), if p&&1<r p&<s,
(4) :p(r, s)= p&+1, if p&<r, s p&+1 and r+s>p&+1,
(5) :p(r, s)= p&+:p(r& p&, s)= p&+:p(r, s& p&), if p&<r, sp&+1
and r+s p&+1.
Note that if p=2, case (5) never occurs. (2&<r, s implies r+s>2&+1.)
Obviously, the properties (1), ..., (5) characterize :p(r, s) by induction
on r+s. In particular, if r, s p, then (4) or (5) with &=0 provides the
formula :p(r, s)=min[ p, r+s&1] appearing in the CauchyDavenport
theorem.
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Proof of the Theorem. The proofs of (1) and (2) are very easy and left
to the reader.
In order to prove (3), suppose that r and s are positive integers such that
p&&1<r p&<s and let k, l$ be integers in the intervals 0k<r, 0l$<
s& p& such that kpl$=:p(r, s& p&)&1. Note that the p-adic expansion
of k, i.e. k=&&1i=0 k i p
i contains only terms with i&&1. It follows that
kp (l$+ p&)= p&+kp l$.
Therefore, p&+:p(r, s& p&):p(r, s).
The equality follows from the fact that the maximum of kp l for
0k<r and 0l<s must be realized for a value of l not less than p&.
Indeed, if l< p&, then l=&&1i=0 li p
i and kp l< p&.
But, p&=0p p&max[kp l | 0k<r, 0l<s].
For the proof of (4), note first that we have kp l< p&+1 if k, l< p&+1.
Hence, :p(r, s) p&+1.
For the reverse inequality, let l=s&1=&i=0 li p
i and let k= p&+1&1&l.
We have 0kr&1 and therefore :p(r, s)kp l. Since p&+1&1=
&i=0 ( p&1) p
i, the p-adic expansion of k reads k=&i=0 ( p&1&li) p
i
and kp l=k+l= p&+1&1. Thus, :p(r, s) p&+1. It follows that :p(r, s)
= p&+1 as stated in this case.
Finally, in order to prove (5), suppose that we have p&<r, s p&+1 and
r+s p&+1.
Let a=[(r&1)p&] and b=[(s&1)p&] be the coefficients of p& in the
p-adic expansions of r&1 and s&1 respectively. The assumptions p&<r, s
and r+s p&+1 imply 1a, 1b and a+b p&1. (Note that this
implies a, b p&2.)
For any k, l in the intervals 0k<r, 0l<s with p-adic expansions
k=&i=0 ki p
i, l=&i=0 li p
i, we have k&a, l&b and hence k&+l&
a+b p&1, and therefore k& p l&=k&+l& .
Now, suppose first that k<r and l<s realize the maximum value of
kp l, i.e. kp l=:p(r, s)&1. Since 0ap&<r, 0bp&<s, we have
ap&p bp&=(a+b) p&kp l.
It follows that a+bk& p l&=k&+l& . With k&a, l&b this implies
k&=a and l&=b and therefore l&1.
Let l$=l& p&. Its p-adic expansion is l$=&&1i=0 li p
i+(b&1) p&, and
kp l= :
&&1
i=0
(k i p li) pi+(a+b) p&=kp l$+ p&.
This shows that :p(r, s) p&+:p(r, s& p&).
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Conversely, if k, l$ in the intervals 0k<r, 0l$<s& p& realize kp l$
=:p(r, s& p&)&1, then define l=l$+ p&. If l$=&i=0 l$i p
i denotes the
p-adic expansion of l$, we have l$&b p&2 by the above remark, and
hence kp l=kp l$+ p&. Thus, :p(r, s) p&+:p(r, s& p&) and the proof
of Theorem (4.1) is complete. K
Remark. Note that the formula
[0, r&1]p [0, s&1]=[0, :p(r, s)&1]
is still valid even if p is not a prime number. It is not hard to see that if
m can be written as m=kp l, and m{0, then m&1 can be written as
m&1=k$p l$ with k$k and l$l.
Indeed, let k= i0 ki p i and l= i0 li p i be the p-adic expansions of
k and l.
We write m=ih mi pi=ih (k i p li) pi with mh=kh p lh {0, the
lowest non-zero coefficient in the p-adic expansion of m. We have
m&1= :
h&1
i=0
( p&1) pi+(mh&1) ph+ :
ih+1
(ki p li) pi.
This gives a proof of Proposition (3.1) which is independent of
Theorem (2.1).
Of course, the operation of subtracting p& to s or r in Theorem (4.1) can
be iterated. One then obtains the following formulation.
Theorem (4.2). The function :p(r, s) satisfies
(1) :p(r, s)=:p(s, r),
(2) :p(1, s)=s,
(3) :p(r, s)=[(s&1)p&] p&+:p(r, s&[(s&1)p&] p&), if p&&1<r
 p&<s,
(4) :p(r, s)= p&+1, if p&<r, s p&+1 and r+s> p&+1,
(5) :p(r, s)=([(r&1)p&]+[(s&1)p&]) p&+:p(r&[(r&1)p&] p&,
s&[(s&1)p&] p&), if p&<r, s p&+1 and r+sp&+1,
where [t] denotes the largest integer not exceeding t.
Finally, we will determine the p-adic expansion of :p(r, s)&1 in terms of
those of r&1 and s&1.
Theorem (4.3). Let r, s be positive integers, and let r&1= i0 a i pi,
s&1=i0 bi pi, with 0ai , b i p&1 for all i, be the p-adic expansions of
r&1 and s&1 respectively.
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Then, the p-adic expansion of :p(r, s)&1 is determined as follows:
(1) If ai+bi p&1 for all i0, then :p(r, s)&1= i0 (ai+bi) pi.
(2) Otherwise, let k be the largest index such that ak+bk p. Then,
:p(r, s)&1=ki=0 ( p&1) p
i+ ik+1 (ai+bi) p i.
Proof. By definition, :p(r, s)&1 is the largest integer in the sumset
C=[0, r&1]p [0, s&1].
In case (1), we have (r&1)p (s&1)=i0 (a i+b i) pi, and this
number is the largest integer in C, as easily seen.
In case (2), let t=ki=0 ( p&1) p
i+ik+1 (ai+b i) pi. We claim first
that t # C. Indeed, let t$=ak pk+ik+1 a i pi and t"=( p&ak) pk&1+
ik+1 bi pi. Then t$ # [0, r&1], t" # [0, s&1], and t=t$p t" # C.
Now, t is the largest integer in C. Hence :p(r, s)&1=t, as claimed. K
Note that, using the p-adic expansions of r&1 and s&1, Theorem (4.3)
provides an explicit formula for :p(r, s), and thus also for ;p(r, s)=:p(r, s)
whenever p is a prime, as follows:
(1) If ai+bi p&1 for all i0, then :p(r, s)=r+s&1.
(2) Otherwise, if k is the largest index for which ak+bk p, then
:p(r, s)=\1+_r&1pk+1&+_
s&1
pk+1&+ pk+1.
5. SUMSETS WITH MANY SUMMANDS
The results of Section 2 easily generalize to the sumsets C=A1+A2
+ } } } +Am of m summands A1 , ..., Am for m2.
Let p be a prime number and let Fp[x1 , ..., xm] be the polynomial ring
in m variables x1 , ..., xm over the prime field Fp .
For any m-tuple of positive integers r1 , ..., rm we define ;p(r1 , ..., rm) by
;p(r1 , ..., rm)=min[n | (x1+ } } } +xm)n # (xr11 , ..., x
rm
m )],
where (xr1
1
, ..., xrmm ) denotes the ideal generated by x
r1
1
, ..., xrmm in the ring
Fp[x1 , ..., xm].
Theorem (5.1). Let V be a vector space over Fp . Let A1 , ..., Am /V be
subsets of V with ri=|Ai |, the cardinality of Ai , for i=1, ..., m. Then,
|A1+ } } } +Am |;p(r1 , ..., rm).
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Theorem (5.2). If r1 , ..., rm are positive integers and V is a vector space
over Fp such that max[r1 , ..., rm]|V |, there exist subsets A1 , ..., Am in V,
of cardinality r1 , ..., rm respectively, realizing the equality
|A1+ } } } +Am |=;p(r1 , ..., rm).
The proof of Theorem (5.1) can be carried out directly, using an m
variables version of the argument used to prove Theorem (2.1).
Another method involves proving an associativity property of the func-
tion ;p(r1 , ..., rm) and using induction on m. We now give some details on
this latter approach which also provides an inductive way of computing
;p(r1 , ..., rm).
Proposition (5.3). For all positive integers r1 , ..., rm we have
;p(r1 , ..., rm)=;p(;p(r1 , ..., rm&1), rm).
Proof. Set r=;p(r1 , ..., rm&1) and R=Fp[x1 , ..., xm]. We have
((x1+ } } } +xm&1)+xm);p(r, rm) # ((x1+ } } } +xm&1)r, xrmm )R.
On the other hand, by definition of ;p(r1 , ..., rm&1), we may write
(x1+ } } } +xm&1);p(r1 , ..., rm&1) # (xr11 , ..., x
rm&1
m&1)R.
Therefore,
(x1+ } } } +xm);p(;p(r1 , ..., rm&1), rm) # (xr11 , ..., x
rm
m )R,
and
;p(r1 , ..., rm);p(;p(r1 , ..., rm&1), rm).
Conversely, using the fact that the monomials xk1
1
xk2
2
} } } xkmm form a vector
space basis of Fp[x1 , ..., xm] we may assume by induction that if k<
;p(r1 , ..., rm&1), then (x1+ } } } +xm&1)k contains (with non-zero coef-
ficient) a monomial xk1
1
} } } xkm&1m&1 with k1<r1 , ..., km&1<rm&1 .
Then, still with r=;p(r1 , ..., rm&1) and setting x=x1+ } } } +xm&1 ,
the polynomial (x+xm);p(r, rm)&1 contains a monomial of the form xkxkmm
with k<r=;p(r1 , ..., rm&1) and km<rm . Expanding the factor xk=
(x1+ } } } +xm&1)k in the monomial xkxkmm , it follows that
(x1+ } } } +xm);p(;p(r1, ..., rm&1), rm)&1
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contains a monomial xk1
1
} } } xkm&1m&1 } x
km
m with ki<ri for all i=1, ..., m. Hence,
;p(r1 , ..., rm);p(;p(r1 , ..., rm&1), rm),
and therefore
;p(r1 , ..., rm)=;p(;p(r1 , ..., rm&1), rm).
This completes the proof of Proposition (5.3). K
Proof of Theorem (5.1). Setting A=A1+ } } } +Am&1 , we have
|A1+ } } } +Am&1+Am |=|A+Am |;p( |A|, rm),
by Theorem (2.1).
We may assume |A|;p(r1 , ..., rm&1) by induction on m. Thus,
|A1+ } } } +Am |;p(;p(r1 , ..., rm&1), rm)=;p(r1 , ..., rm),
where we have used again the monotonicity of ;p . K
For the proof of Theorem (5.2), we also realize the prescribed sumset as
a Nim sum of initial segments in N. We may assume that
[0, r1&1]p } } } p [0, rm&1]=[0, ;p(r1 , ..., rm&1)&1]p [0, rm&1],
by induction on m. Then,
[0, ;p(r1 , ..., rm&1)&1]p [0, rm&1]=[0, ;p(;p(r1 , ..., rm&1), rm)&1],
by Theorem (2.2).
It follows that
[0, r1&1]p } } } p [0, rm&1]=[0, ;p(r1 , ..., rm)&1],
by Proposition (5.3).
Hence, in N, equipped with the vector space structure over Fp defined by
the Nim sum p , the intervals [0, ri&1]=Ai , i=1, ..., m provide an example
showing that the bound in Theorem (5.1) is best possible. K
6. RESTRICTED SUMSETS
A variant of the CauchyDavenport theorem states that if A, B are
subsets of the finite prime field Fp and if
A+$ B=[a+b | a # A, b # B, a{b]
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denotes the restricted sumset of A and B, then
|A+$ B|min[ p, |A|+|B|&3].
Moreover, if |A|{|B|, then |A+$ B|min[ p, |A|+|B|&2].
As was already mentioned in the Introduction, this was conjectured
for A=B by P. Erdo s and H. Heilbronn in 1964 and proved in 1992 by
J. A. Dias da Silva and Y. O. Hamidoune [DH]. The general case was
proved in 1995 by N. Alon, M. B. Nathanson and I. Z. Ruzsa [ANR].
This theorem can also be generalized using again the polynomial method
as in preceding sections. Given a vector space V over Fp , recall that we
have denoted by +$V (r, s), for r, s|V |, the smallest possible size of the
restricted sum A+$ B of subsets A, B/V of cardinality r, s respectively.
We shall define a number theoretic function #p : N2  N such that #p(r, s)
+$V (r, s). (See Theorem (6.2) below.) Moreover, the equality +$V (r, s)=#p(r, s)
will nearly always be true, and when it fails, then +$V (r, s)=#p(r, s)+1.
(See Section 7.)
For any given prime number p, the function #p(r, s) is defined by
#p(r, s)=min[n | (x& y)(x+ y)n # (xr, ys) Fp[x, y]].
For p=2, we simply have #2(r, s)=;2(r, s)&1.
We illustrate the definition by observing that #p(r, s)r+s&2. Indeed,
(x& y)(x+ y)r+s&2#\r+s&2r&1 + (x& y) xr&1ys&1#0 mod(xr, ys).
It is obvious that #p(r, s);p(r, s), and it will turn out that the difference
;p(r, s)&#p(r, s) does not exceed 2.
More precisely, #p(r, s) is related to ;p(r, s) by the following formulas.
Proposition (6.1). Let r, s be positive integers such that r+s3 and let
p be an odd prime number.
The possible values of ;p(r, s)&#p(r, s) are 0, 1 or 2 only, and the three
cases are distributed as follows, remembering that ;p(r, s)r+s&1.
(0) #p(r, s)=;p(r, s) if and only if ;p(r, s)<r+s&1, and this happens
if and only if ( r+s&2r&1 )#0 mod p,
(1) #p(r, s)=;p(r, s)&1=r+s&2, if and only if ( r+s&2r&1 )  0 mod p
and ( r+s&3r&1 )  (
r+s&3
s&1 ) mod p,
(2) #p(r, s)=;p(r, s)&2=r+s&3, if and only if ( r+s&2r&1 )  0 mod p
and ( r+s&3r&1 )#(
r+s&3
s&1 ) mod p.
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In the only case which has been left out, namely r=s=1, we have
#p(1, 1)=0 and ;p(1, 1)=1.
The proof of this proposition will be given at the end of the section.
Using the function #p , we now state the generalization of the theorem on
restricted sums.
Theorem (6.2). Let A, B be subsets of cardinality r, s respectively in
some vector space V over Fp . Then |A+$ B|#p(r, s).
In other terms, +$V (r, s)#p(r, s) for every positive integers r, s|V |.
Observe that if r, s p, then we have ;p(r, s)=min[ p, r+s&1] by
Theorem (4.1), case (4) or (5) with &=0. If ;p(r, s)=r+s&1, then #p(r, s)
;p(r, s)&2=r+s&3=min[ p, r+s&3] by Proposition (6.1). If ;p(r, s)
= p<r+s&1, then #p(r, s)=;p(r, s)= p. Thus, Theorem (6.2) contains
the statement |A+$ B|min[ p, |A|+|B|&3] for A, B/Fp .
Moreover, the stronger statement |A+$ B|min[ p, |A|+|B|&2] in
case |A|{|B| follows from cases (0) and (1) of Proposition (6.1). Indeed,
it is not difficult to see that case (2) of Proposition (6.1) is ruled out by the
condition r  s mod p. (See also Lemma (7.7) in the next section.)
Corollary (6.3). Let V be a vector space over Fp . We have the
inequalities
+V (r, s)&2+$V (r, s)+V (r, s).
Proof. We simply put together the results of Theorem (2.2), Propo-
sition (6.1) and Theorem (6.2) which yield in turn +V (r, s)=;p(r, s),
;p(r, s)&2#p(r, s) and finally #p(r, s)+$V (r, s). K
Proof of Theorem (6.2). We use the same method as in the proof of
Theorem (2.1), this time starting with the polynomial
f (x, y)=(x& y) ‘
c # C
(x+ y&c) # Fq[x, y],
where C=A+$ B, and q is the cardinality of some finite vector subspace
containing both A and B. Clearly, f (a, b)=0 for all a # A, b # B. Hence
top( f )=(x& y)(x+ y)n belongs to the ideal (xr, ys) in Fq[x, y], where
n=|C|. Again, since all coefficients of (x& y)(x+ y)n lie in Fp , this implies
n#p(r, s), by definition. K
There is of course also a generalized version in the spirit of Theorem 2.1
of [ANR, 1996].
Let q be a power of the prime p, and let 2(x1 , ..., xm) # Fq[x1 , ..., xm] be
a (given) polynomial.
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Let A1 , ..., Am be subsets of cardinalities r1 , ..., rm respectively in the finite
field Fq . As in [ANR], we define
:
i
(2) Ai=[a1+ } } } +am | ai # Ai , 2(a1 , ..., am){0],
as the 2-restricted sumset of A1 , ..., Am (denoted 2 mi=1 Ai in [ANR]).
Thus  (2)i Ai depends on the multiplicative structure of Fq in its very
definition.
Let # (2)q : N
m  N be the number theoretic function defined by
# (2)q (r1 , ..., rm)=min[n | top(2)(x1+ } } } +xm)
n # (x r1
1
, ..., xrmm )],
where (xr1
1
, ..., xrmm ) is the ideal in Fq[x1 , ..., xm] generated by x
r1
1
, ..., xrmm ,
and where top(2) denotes the homogeneous part of top degree in 2.
Remark. In a context where A1 , ..., Am are given merely as subsets of a
(finite) vector space V over Fp , the above definition definitely depends on
the identification of V with the field Fq .
Theorem (6.4). With the above notation, we have the inequality
}:i
(2) Ai }# (2)q (r1 , ..., rm).
For the proof, we take
f (x1 , ..., xm)=2(x1 , ..., xm) } ‘
c # C
(x1+ } } } +xm&c),
a polynomial in the algebra Fq[x1 , ..., xm], where C= (2)i Ai /Fq is the
2-restricted sumset of A1 , ..., Am .
The balance of the proof, proceeding along the lines of the argument in
Section 2, is left to the reader.
Note that Theorem (6.2) is just a special case of Theorem (6.4), namely
the instance where m=2 and 2(x1 , x2)=x1&x2 # Fp[x1 , x2].
For m3, we still have, of course, #(2)q (r1 , ..., rm);p(r1 , ..., rm). However,
even for the discriminant 2(x1 , ..., xm)=>1i< jm(xi&xj), with coefficients
in Fp , the difference ;p(r1 , ..., rm)&#(2)p (r1 , ..., rm) need no longer be bounded
as it was the case for m=2, according to Proposition (6.1).
As an example, it is easy to calculate #(2)p (1, p
&+1, p&+1)= p& for
2(x1 , x2 , x3)=(x1&x2)(x1&x3)(x2&x3).
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On the other hand, ;p(1, p&+1, p&+1)=2p&+1. Hence,
;p(1, p&+1, p&+1)&# (2)p (1, p
&+1, p&+1)= p&+1,
which is arbitrarily large for increasing &.
Coming back to the case of two variables, we conclude this section with
the promised
Proof of Proposition (6.1). To simplify notation, set #=#p(r, s), ;=;p(r, s).
We proceed by taking one by one the various conditions on the binomial
coefficients ( r+s&2r&1 ) and (
r+s&3
r&1 ), (
r+s&3
s&1 ) modulo p.
Suppose first that ( r+s&2r&1 )#0 mod p. This implies ;r+s&2. We have
(x+ y);=:
i \
;
i + xiy;&i# :
r&1
i=;&s+1 \
;
i + xiy;&i#0 mod(xr, ys),
and this implies ( ;i )#0 mod p for i=;&s+1, ..., r&1.
It follows from ( ;i )=(
;&1
i&1 )+(
;&1
i )#0 mod p that all coefficients ( ;&1i )
for i=;&s, ..., r&1 are mutually equal up to sign, and thus simul-
taneously #0 or  0 mod p.
But, as one of the coefficients in
(x+ y);&1# :
r&1
i=;&s \
;&1
i + xiy;&i&1 mod(xr, ys)
must be non-zero mod p, because (x+ y);&1  (xr, ys), it follows that
\;&1i +  0 mod p, for all i=;&s, ..., r&1.
Therefore,
(x& y)(x+ y);&1=(x+ y);&2y(x+ y);&1
#&2 :
r&1
i=;&s+1 \
;&1
i + xiy;&i  0 mod(xr, ys),
using again, as repeatedly in this paper, that the monomials xayb with
0ar&1 and 0bs&1 form an Fp -basis of the quotient space
Fp[x, y](xr, ys).
Thus, #>;&1 by the definition of # and hence #=; whenever
( r+s&2r&1 )#0 mod p. This takes care of case (0).
Suppose now that ( r+s&2r&1 )  0 mod p.
We have (x+ y)r+s&2  0 mod (xr, ys) and therefore ;=r+s&1.
However, (x& y)(x+ y)r+s&2 # (xr, ys) and so #<r+s&1=;.
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We have, computing modulo the ideal (xr, ys), and using r+s3,
(x& y)(x+ y)r+s&3#{\r+s&3s&1 +&\
r+s&3
r&1 += xr&1ys&1.
It follows that #=r+s&2=;&1 if ( r+s&3r&1 )  (
r+s&3
s&1 ) mod p. This
finishes case (1).
Case (2) requires a little more work. Still assuming ( r+s&2r&1 )  0 mod p,
we now suppose that ( r+s&3r&1 )#( r+s&3s&1 ) mod p. Note that we must then
have r+s4.
The above expression shows that (x& y)(x+ y)r+s&3 # (xr, ys) and
therefore #r+s&3=;&2.
It remains to see that # cannot be strictly smaller than ;&2. For this we
need a simple observation on binomial coefficients.
Lemma (6.5). Let p be an odd integer. Let i, m be non-negative integers
such that
\mi +#\
m
i+1+#\
m
i+2+ mod p.
Then, this common value mod p is zero.
Proof. We have
( j+1) \ mj+1+=(m& j) \
m
j + ,
as observed earlier.
Applying this identity for j=i and j=i+1, we get
(i+1) \ mi+1+=(m&i) \
m
i + ,
(i+2) \ mi+2+=(m&i&1) \
m
i+1+ .
Reducing mod p and subtracting side by side yields
&\mi +#\
m
i + mod p.
Thus, ( mi )#0 mod p, whenever p is odd. K
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Now, in order to prove that #;&2=r+s&3, we have to show
that (x& y)(x+ y)r+s&4  0 mod (xr, ys) Fp[x, y]. We have observed
above that r+s4. If r or s equals 1, for instance s=1 say, then
(x& y)(x+ y)r+s&4#xr&2  0 mod (xr, y). If r, s2, then we compute
(x& y)(x+ y)r+s&4
# :
r&1
j=r&2 {\
r+s&4
j&1 +&\
r+s&4
j += x jyr+s& j&3 mod (xr, ys),
with the usual conventions on binomial coefficients.
If # was strictly smaller than ;&2, i.e. #r+s&4, both coefficients
above would have to vanish mod p, and we would have
\r+s&4r&3 +#\
r+s&4
r&2 +#\
r+s&4
r&1 + mod p.
By Lemma (6.5), it follows that this common value would be 0 mod p.
However,
\r+s&2r&1 +=\
r+s&3
r&2 ++\
r+s&3
r&1 +
=\r+s&4r&3 ++2 \
r+s&4
r&2 ++\
r+s&4
r&1 + ,
and by hypothesis, ( r+s&2r&1 )  0 mod p.
This concludes the proof of Proposition (6.1). K
7. IS #P(r, s) SHARP?
We come now to the discussion of the realizability question of #p(r, s) as
the cardinality of the restricted sum A+$ B for subsets A, B/V such that
|A|=r, |B|=s in a vector space V over Fp .
In short, we know that +$V (r, s)#p(r, s). The question is: When does it
happen that +$V (r, s)=#p(r, s)?
Note that if +$V (r, s)=#p(r, s) for some vector space V, then in fact, +$p(r, s)
=+$V (r, s)=#p(r, s) because +$V (r, s)+$p(r, s)#p(r, s), by Theorem (6.2).
For p=2, we have #2(r, s)=;2(r, s)&1, and #2(r, s) is realized by the
restricted sum [0, r&1]$2 [0, s&1]=[1, ;2(r, s)&1].
Thus, #2(r, s) is sharp, i.e. +$2(r, s)=#2(r, s).
For the remainder of this section, p will denote an odd prime.
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It will turn out that +$V (r, s) does equal #p(r, s) for most pairs (r, s).
Exceptions may possibly arise only in the special situation where #p(r, s)=
;p(r, s)&2 and r#s#1 mod p. In this case, we will see that +$V (r, s) either
equals #p(r, s) or #p(r, s)+1, both values being actually attained for
suitable choices of p, r and s.
Recall from Proposition (6.1) that #p(r, s) can only take one of the three
values ;p(r, s), ;p(r, s)&1 or ;p(r, s)&2.
We begin with the rather obvious case where #p(r, s)=;p(r, s).
Theorem (7.1). Suppose #p(r, s)=;p(r, s). Then, for every vector space
V over Fp with |V|r, s, we have +$V (r, s)=#p(r, s).
Proof. In view of Theorems (2.2) and (6.2), we have
#p(r, s)+$V (r, s)+V (r, s)=;p(r, s).
If #p(r, s)=;p(r, s), then both inequalities are in fact equalities and
+$V (r, s)=#p(r, s).
Note that any pair of subsets A, B/V of cardinality r, s respectively,
such that |Ap B|=;p(r, s) will satisfy |A$p B|=+$V (r, s), since we have
just shown that +$V (r, s)=#p(r, s) under the hypothesis #p(r, s)=;p(r, s).
For example, in N equipped with the p-adic Nim sum, one may take the
initial segments A=[0, r&1], B=[0, s&1], by Proposition (3.1). K
Henceforth, we shall assume that #p(r, s);p(r, s)&1. By Proposition (6.1),
this inequality is equivalent to ( r+s&2r&1 )  0 mod p.
The latter condition can easily be expressed in terms of the p-adic
expansions of r&1 and s&1.
Lemma (7.2). Let r and s be positive integers and let r&1=i ai pi,
s&1=i bi pi be the p-adic expansions of r&1, s&1 respectively.
Then ( r+s&2r&1 )  0 mod p if and only if ai+b i p&1 for all i.
Proof. Recall that if m=i0 mi pi and n= i0 ni pi are p-adic
expansions, i.e. 0mi , ni p&1 for all i0, then
\ nm+# ‘i0 \
ni
mi+ mod p.
Now, let r+s&2=i ci pi be the p-adic expansion of r+s&2. We have
\r+s&2r&1 +#‘i \
ci
ai+ mod p,
and thus ( r+s&2r&1 )  0 mod p, if and only if aic i for all i.
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If ai+bi p&1 for all i, then ci=ai+bi and ( ciai)  0 mod p also for
all i.
For the converse, let j be the smallest index for which aj+bj p, then
cj=aj+bj& p<aj and therefore ( cjaj)=0. K
The next proposition will show that for every vector space V over Fp ,
such that r, s|V|, the smallest cardinality +$V (r, s) of a restricted sum
A+$ B, where A, B/V are subsets of cardinality r, s respectively, is equal
to either #p(r, s) or #p(r, s)+1.
We do not know in general which of #p(r, s) or #p(r, s)+1 is the actual
value of +$V (r, s). It is even conceivable that for a vector space V over Fp
and some pair (r, s) such that r, s|V|, one would have +$p(r, s)<+$V (r, s).
In other words, it will remain an open question in this paper whether
+$V (r, s) is independent of V for r, s|V|. Note that this question does not
arise for +V (r, s), because of Theorems (2.1) and (2.2) in Section 2.
In order to construct subsets A, B/N of cardinality r, s with a small
restricted sumset under the p-adic Nim sum, we shall use the following
notation:
(I) If c is an integer such that 0c p&1, and i is a non-negative
integer, we denote by Ii (c) the interval of integers
Ii (c)= pi+[0, cpi&1]=[ pi, (c+1) pi&1].
Observe that Card(Ii (c))=cpi, and that Ii (c) never contains 0. The set
Ii (c) is empty for c=0.
Note also that Ii (c) and Ij (c$) are disjoint for i{ j, and that if cc$,
then Ii (c)/Ii (c$).
The integers z # Ii (c) are characterized by a p-adic expansion of the form
z= i&1j=0 zj p
j+z i p i, where 1zic and, of course, 0zj p&1 for
0 ji&1.
(U) Let t0 be an integer and t=i0 ti pi its p-adic expansion, i.e.
0ti p&1 for all i0. We define a subset U[t]/N, depending on p of
course, of cardinality t+1, by the formula
U[t]=[0] _ 
i0
Ii (ti).
The non-zero integers in U[t] are characterized as follows: If x has
p-adic expansion di=0 xi p
i with xd {0, then x # U[t] if and only if xdtd .
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Remark. If t< pn for some n, then U[t]/[0, pn&1].
We shall use freely the following addition rules for the intervals Ii (c):
1. If 0 j<i, and 0a, b p&1, then I j (a)p Ii (b)/I i (b).
2. If 0a, b p&1 and a+b p&1, then Ii (a)p Ii (b)/Ii (a+b).
Lemma (7.3). Let r, s be positive integers. Then,
U[r&1]p U[s&1]=U[;p(r, s)&1].
Proof. It is enough to show that U[r&1]p U[s&1]/U[;p(r, s)&1],
since |U[r&1]p U[s&1]|;p(r, s)=|U[;p(r, s)&1]|, by Theorem (2.1).
Recall that if r&1=i0 ai pi, s&1=i0 bi pi are the p-adic expan-
sions of r&1, s&1 respectively, then the p-adic expansion of ;p(r, s)&1 is
determined by Theorem (4.3). There are two cases:
(1) If ai+bi p&1 for all i0, then ;p(r, s)&1= i0 (ai+bi) pi,
and the inclusion
U _ :i0 ai p
i&p U _ :i0 bi p
i&/U _ :i0 (ai+bi) p
i&
follows from the addition rules of the intervals Ii (c).
(2) Otherwise, let k be the largest index for which ak+bk p.
Then, ;p(r, s)&1=ki=0 ( p&1) p
i+ ik+1 (ai+bi) p i. Let x # U[r&1]
p U[s&1], x{0, have p-adic expansion  i0 x i pi. Then it is clear that
xiai+bi for all ik+1. Thus x # U[;p(r, s)&1], as follows from the p-adic
expansion of ;p(r, s)&1 in this case, and the definition of the sets U[t]. K
As a consequence, we see that the ordinary sumset of U[r&1] and U[s&1],
under p-adic Nim sum, has the least possible size +p(r, s)=;p(r, s) by
Theorem (2.1), as was the case for the initial segments [0, r&1], [0, s&1].
We will see below that the restricted sumset of U[r&1] and U[s&1],
i.e. U[r&1]$p U[s&1], also realizes the minimum +$p(r, s), in most cases.
For example, for p=3, r=2 and s=4, we have #3(2, 4)=4, and U[1]
$3 U[3]=U[4]"[0] is indeed of cardinality 4. Thus #3(2, 4)=+$3(2, 4).
On the other hand, [0, 1]$3 [0, 3]=[0, 4] is of cardinality 5.
We start with the following result.
Proposition (7.4). Let r, s be positive integers, and assume that we have
#p(r, s)<;p(r, s). Then, the subsets A=U[r&1], B=U[s&1] of N satisfy
A$p B/U[;p(r, s)&1]"[0],
and thus |A$p B|;p(r, s)&1.
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Therefore, one has
+$p(r, s)+$V (r, s);p(r, s)&1.
for every vector space V such that r, s|V|.
Proof. Let r&1=i0 a i p i, s&1=i0 bi p i be the p-adic expansions
of r&1 and s&1 respectively. The condition #p(r, s)<;p(r, s) is equivalent
with ai+b i p&1 for all i0, by Proposition (6.1) and Lemma (7.2).
As a consequence, if 0=xp y with x # A and y # B, then necessarily
x= y=0. Thus, 0 does not belong to the restricted sum A$pB, and we
have
A$p B/(Ap B)"[0]=U[;p(r, s)&1]"[0],
by Lemma (7.3). This gives the formula |A$p B|;p(r, s)&1.
Let |V|= pd. We identify V with [0, pd&1], equipped with the p-adic
Nim sum, as vector spaces over Fp .
Since r, s pd, we may thus assume that A=U[r&1] and B=U[s&1]
are subsets of V. The stated inequalities follow. K
Corollary (7.5). For every vector space V over Fp , and positive integers
r, s such that r, s|V |, we have
#p(r, s)+$p(r, s)+$V (r, s)#p(r, s)+1.
Proof. If #p(r, s)=;p(r, s), then +$V (r, s)=#p(r, s) by Proposition (7.1).
Now, suppose #p(r, s)<;p(r, s). Then, the sets A, B of Proposition (7.4)
satisfy
+$V (r, s)|A$p B|;p(r, s)&1.
It follows from Proposition (6.1) that ;p(r, s)&1#p(r, s)+1 for all r, s
(including r=s=1).
Hence, in all cases #p(r, s)+$p(r, s)+$V (r, s)#p(r, s)+1. K
As an obvious consequence of Proposition (7.4), we get
Theorem (7.6). If #p(r, s)=;p(r, s)&1, then +$V (r, s)=#p(r, s) for every
vector space V over Fp , such that r, s|V |. K
By Theorems (7.1) and (7.6), we already know that +$p(r, s) equals
#p(r, s) whenever #p(r, s) equals ;p(r, s) or ;p(r, s)&1. It remains to study
the sharpness of #p(r, s) when #p(r, s) equals ;p(r, s)&2. Here again, #p(r, s)
will turn out to be sharp, except possibly when r, s are both congruent
to 1 mod p.
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We begin with a new characterization of the case #p(r, s)=;p(r, s)&2,
that is of case (2) in Proposition (6.1).
Lemma (7.7). Let r, s be positive integers such that #p(r, s)<;p(r, s) and
r+s3. Let h be the largest integer such that ph divides both r&1 and
s&1. Then, #p(r, s)=;p(r, s)&2 if and only if r#s mod ph+1.
Proof. By Proposition (6.1), case (2), we have #p(r, s)=;p(r, s)&2 if
and only if ( r+s&2r&1 )  0 mod p and (
r+s&3
r&1 )#(
r+s&3
s&1 ) mod p.
We have (r&1)( r+s&3r&1 )=(s&1)(
r+s&3
s&1 ). Dividing out both sides by p
h
and reducing mod p, we get ((r&1)ph)( r+s&3r&1 )#((s&1)p
h)( r+s&3s&1 ) mod p.
Suppose first that #p(r, s)=;p(r, s)&2. Then, the common class mod p
of ( r+s&3r&1 ) and (
r+s&3
s&1 ) is distinct from 0, since (
r+s&3
r&1 )+(
r+s&3
s&1 )=(
r+s&2
r&1 )
and so 2( r+s&3r&1 )#(
r+s&2
r&1 )  0 mod p.
Hence (r&1)ph#(s&1)ph mod p and thus r#s mod ph+1.
Conversely, starting again from the congruence
(r&1)
ph \
r+s&3
r&1 +#
(s&1)
ph \
r+s&3
s&1 + mod p,
and using the hypothesis (r&1)ph#(s&1)ph  0 mod p, which holds
by definition of h, it follows that ( r+s&3r&1 )#( r+s&3s&1 ) mod p. K
As an immediate consequence, we see that #p(r, s)=;p(r, s)&2 implies
r#s mod p. The case r#s#1 mod p, corresponding to h1, gives rise to
exotic behaviour. We introduce the following terminology.
Definition (7.8). A pair (r, s) will be said to be special (for the prime
p) if #p(r, s)=;p(r, s)&2 and r#s#1 mod p.
This definition is equivalent to the less compact but more explicit
formulation in terms of p-adic expansions:
The pair (r, s) is special if (and only if ) r&1 and s&1 have p-adic
expansions of the form
r&1= :
ih
a i p i, s&1= :
ih
bi pi,
where h1, ah=bh {0 and ai+bi p&1 for all ih.
Thus, with a=ah=bh , it is required that 1a( p&1)2. Moreover,
h1 is of course equivalent to r#s#1 mod p.
The equivalence between the two formulations is a straightforward
consequence of the above Lemma (7.7).
Here are a few examples. For p=3, the pairs (1+3, 1+3) and (1+32,
1+32+33) are special, whereas the pairs (1+2 } 3, 1+2 } 3), (1+32, 1+33)
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and (1+3+32, 1+3+2 } 32) are not. For p=5, (1+5+2 } 52, 1+5+52)
is special, but (1+5+2 } 52, 1+5+3 } 52) is not.
In the proofs of the next theorems, both formulations of the notion of
special pair will be used.
Our best, but still incomplete result on the dichotomy +$p(r, s)=#p(r, s)
versus +$p(r, s)=#p(r, s)+1 is contained in the following two theorems.
Theorem (7.9). Let p be an odd prime number and r, s be positive integers.
Suppose that the pair (r, s) is not special. Then, for every vector space V over
Fp with |V |r, s, we have +$V (r, s)=#p(r, s).
Proof. We already know that the equality +$V (r, s)=#p(r, s) holds
whenever #p(r, s)=;p(r, s) or ;p(r, s)&1, by Theorems (7. 1) and (7.6)
respectively.
It remains to consider the case #p(r, s)=;p(r, s)&2.
Then, (r, s){(1, 1), and r#s mod p by Lemma (7.7). Since the pair
(r, s) is non-special, this means r#s  1 mod p.
In terms of the p-adic expansions r&1=di=h ai p
i and s&1=di=h bi p
i,
this translates into h=0 and a0=b0 {0. Setting a=a0=b0 , we have 1a
( p&1)2.
Let A=U[r&1] and B=U[s&1]. Then |A|=r and |B|=s. We
already know that 0 does not belong to A$p B, by Proposition (7.4). Now,
we claim that 2a does not belong either to A$p B.
Indeed, it is easy to see that in the present situation, if 2a=xp y with
x # A and y # B, then necessarily x= y=a.
Since Ap B=U[;p(r, s)&1] by Lemma (7.3), it follows that we have
A$p B/U[;p(r, s)&1]"[0, 2a].
Thus, we have the following chain of inequalities in this case:
;p(r, s)&2#p(r, s)+$p(r, s)|A$p B|;p(r, s)&2,
which must then be equalities. K
Finally, we have
Theorem (7.10). If for some pair (r0 , s0){(1, 1) with r0 , s0< pd, it
happens that subsets A0 , B0 /[0, pd&1] exist such that |A0$p B0 |=
#p(r0 , s0), then +$p(r, s)=#p(r, s) for every pair (r, s) of the form r=r0+kpd,
s=s0+lpd with k, l arbitrary non-negative integers.
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Proof. Let r=r0+kpd, s=s0+lpd and denote by
r&1= :
e
i=0
a i p i, s&1= :
e
i=0
bi pi
the p-adic expansions, where ed.
The portions of these developments truncated at i=d&1 are just the
p-adic expansions for r0&1 and s0&1:
r0&1= :
d&1
i=0
ai pi, s0&1= :
d&1
i=0
bi pi.
If (r, s) is not special, then +$p(r, s)=#p(r, s) by Theorem (7.9) and there
is nothing to prove.
If (r, s) is special, then so is (r0 , s0) by the formulation using p-adic
expansions.
By Lemma (7.7), it follows that
#p(r0 , s0)=;p(r0 , s0)&2=r0+s0&3.
We now construct the sets
{
A=A0 _ 
e
i=d
Ii (ai),
B=B0 _ 
e
i=d
Ii (bi).
By the same arguments as above (in the proof of Proposition (7.4)), we
have, using A0 , B0 /[0, pd&1],
A$p B/(A0 $p B0) _ 
e
i=d
Ii (ai+bi)
and then, since #p(r0 , s0)=r0+s0&3, it follows
+$p(r, s)|A$p B|#p(r0 , s0)+ :
e
i=d
(ai+bi) pi=r+s&3#p(r, s).
This implies +$p(r, s)=#p(r, s). K
Besides Theorem (7.10), we know almost nothing about the difference
+$p(r, s)&#p(r, s) # [0, 1] for a special pair (r, s). We conclude with some
examples showing the occurrence of the two cases +$p(r, s)=#p(r, s) and
+$p(r, s)=#p(r, s)+1.
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Given an odd prime number p, the simplest special pair is (r, s)=
( p+1, p+1). We have #p( p+1, p+1)=2p&1, and thus the value of
+$p( p+1, p+1) is either 2p&1 or 2p. Here are a few instances of the two
occurrences in this particular case.
For p=3, one gets +$p( p+1, p+1)=2p&1, that is +$3(4, 4)=5. The
value 5 is not realized by the initial segments: [0, 3]$3 [0, 3]=[0, 5], nor
by the set U[3]$3 U[3]=Ii (2)=[3, 8].
But, #3(4, 4)=5 is realized as the cardinality of
[1, 3, 4, 5, 7]=[0, 1, 3, 4]$3 [0, 1, 3, 4].
For p=5 and p=7 however, we can prove +$p( p+1, p+1)=2p. The
proof, being somewhat tedious, and apparently difficult to extend to larger
prime numbers, is not included here. But, the computer addict should have
no difficulty, using the last remark below, in checking these results by
machine, i.e. +$5(6, 6) equals indeed 10, and not 9, and +$7(8, 8)=14.
We are thus left with an open question: Does +$p( p+1, p+1)=2p hold
for every prime p11?
Coming back to the case p=3, we have +$3(4, 4)=5 as observed above.
As a consequence, by Theorem (7.10), we know that +$3(r, s)=#3(r, s)
except perhaps if (r, s) is special and r&1, s&1 are both divisible by 9.
(Not only by 3 as would be the case for an arbitrary special pair at p=3.)
The first such case, namely (r, s)=(10, 10) is already undecided. We
have #3(10, 10)=17, but 17 is probably not realizable, i.e. +$3(10, 10)
probably equals 18.
The following observation has been useful, both for the proofs of +$5(6, 6)
=10 and +$7(8, 8)=14 as for experimentation with machine calculations:
If, for any prime p, the lower bound #p( p+1, p+1) is realizable by subsets
of cardinality p+1 in some vector space over Fp , then it is also realizable
in the plane F2p . More generally, if V, W are vector spaces over Fp , of
dimensions d&1 and d respectively, then +$V (r, s)=+$W (r, s) as soon as
( pd&1)( p&1)>( r2)+(
s
2).
Indeed, we clearly have +$W (r, s)+$V (r, s), and if A, B/W of cardinality
r, s are such that |A+$ B|=+$W (r, s), then the stated inequality guarantees
the existence of at least one projection direction ?: W  H onto a hyper-
plane H of W such that ? is injective on both A and B and thus
+$V (r, s)=+$H(r, s)|?(A)+$ ?(B)||A+$ B|=+$W (r, s).
The equality +$V (r, s)=+$W (r, s) follows. It applies in particular for
r=s= p+1 and dim(W)3.
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