Abstract. Atom probe tomography (APT) is a extremely powerful technique for determining the three-dimensional structure and chemical composition of a given sample. Although it is designed to provide images of material structure with atomic scale resolution, reconstruction artifacts, well-known to be present in reconstructed images, reduce their accuracy. No existing simulation technique has been able to fully describe the origin of these artifacts. Here we develop a simulation technique which allows for atomistic simulations of the atom emission process in the presence of high electric fields in APT experiments. Our code combines hybrid concurrent electrodynamics -molecular dynamics and a Monte Carlo approach. We use this technique to demonstrate the atom-level origin of artifacts in APT image reconstructions on examples of inclusions and voids in investigated samples. The results show that even small variations in the surface topology give rise to distortions in the local electric field, limiting the accuracy of conventional APT reconstruction algorithms.
Introduction
Atom probe tomography (APT) is a powerful technique for determining the structure and chemical composition of a sample in three dimensions. The technique has successfully been used to study e.g. multilayer structures [1, 2, 3, 4] , clustering in alloys [5, 6, 7, 8] and dopant mapping in semiconductor components [9, 10, 11] .
APT is based on the controlled evaporation of atoms ionized by a high electric field (∼ 10V/nm) from the studied specimen held at cryogenic temperature. The evaporated ions are accelerated by the applied electric field towards a detector, where their impact time and position are recorded. One way to ensure high detector efficiency is to ensure that only a single ion at a time is evaporated from the sample, which is achieved by pulsing the applied voltage [12] or the sample temperature by means of short laser pulses [13] . Despite this, it is known that multiple simultaneous evaporations and evaporation of dimers and complex molecules still occur [14, 15, 16] , requiring advanced detectors to compensate for these kinds of events [17] .
In this paper we develop a novel atom-level technique which combines the concurrent electrodynamics-molecular dynamics (HELMOD) code [18] and a Monte Carlo (MC) algorithm to reach beyond the time scales achievable in molecular dynamics (MD) methods. The HELMOD allows the atoms to "feel" the effect of electric field and move accordingly, and the MC step, concurrently incorporated in the MD algorithm, simulates the evaporation process at cryogenic temperature. In this manner, we can simulate directly the field-assisted evaporation of atoms from the surface of a metal needle-shaped specimen, self-consistently modifying the shape of the specimen due to atom evaporation and surface relaxation processes (atoms on the surface moving slightly to minimize surface energy).
The ultimate goal in APT is to be able to reconstruct the studied samples with atomic resolution. However, current APT techniques still result in reconstruction artifacts [19] , i.e. some atoms are misplaced in the reconstructed volume. While significant progress has been made in recent years, including increased detector efficiency and accuracy, algorithms for lattice rectification and compensation for undetected atoms [20, 21] , and improved crystallographic structure analysis [22, 23] , there are still several obstacles in the way of achieving atomic resolution reconstruction.
To obtain a sufficiently high local electric field (∼ 10V/nm), the sample has to be in the form of a sharp needle (radius of curvature ∼ 50 − 100nm). However, when atoms are evaporated, the shape of the specimen changes, resulting in local distortions in the electric field, which leads to aberrations in the detector pattern. The situation becomes even more complicated when an inclusion (such as a precipitate of a different species) is present in the otherwise homogeneous matrix. In this case the binding energies may differ notably, meaning that also the critical evaporation field varies between species [16] . This difference will lead to modification of the tip shape, which cannot be predicted from simple geometrical considerations.
Many reconstruction protocols assume that the sample is in the form of a hemispherical cap on top of a truncated cone [24, 25, 4, 3] . Evaporated ions are assumed to fly off the tip radially, and thus their original positions in the sample are obtained using a simple point projection [24] . A further simplifying assumption is that the sample preserves the "hemisphere on a cone" shape during the whole imaging process, although the radius of curvature is allowed to change. The ion trajectory is defined by the shape of the electric field above the surface, which means that the shape of the field is of crucial importance for correction of trajectory aberrations. However, it is currently not feasible to conduct in situ measurements of surface topology while the APT imaging process is running. Therefore, to obtain the necessary information, computer simulations are often employed. Most simulation techniques rely on solving Laplace's or Poisson's equation to obtain the electric field around the tip under the assumption that the material of the tip is continuous (the effect of individual atoms is not seen) [4, 26] or allowing for atomic resolution by placing the individual atoms on a rigid grid [27, 28, 29, 30] . While valuable information has been obtained using these methods, they rely on approximations which may limit the precision of the obtained results. Moreover, these methods often assume a simple crystallographic structure as well as constrain the movement of atoms.
The simulations presented in this work are performed for either pure Cu or mixed Cu-Fe systems. The choice of materials was motivated by the fact that MD potentials which reproduce several important properties, such as surface energy, elasticity, defect formation energy and mobility [31, 32] , exist for these materials, and that Cu is used in a wide range of applications. However, the method can easily be extended to other metallic systems, such as various steels (e.g. Fe-Cr-C [33] and Fe-Cu-Ni [34] ) and other alloys (e.g. Al-Mg [35] ) for which suitable MD potentials exist.
Methods
The HELMOD code [18] is developed based on the classical Molecular Dynamics (MD) code PARCAS [36, 37] . In MD, the motion of individual atoms are calculated by integrating Newton's equations of motion for each atom, enabling realistic simulation of material behavior. In HELMOD the electric field effects are included via interactions with charged surface atoms in addition to the standard interatomic forces of classical MD. The partial charge is induced on surface atoms by an external electric field as a result of interaction of conduction electron density with the local field. The local field around a surface atom is known from the concurrent solution of the Laplace's equation with mixed boundary conditions (Dirichlet at the conducting surface and Neumann in the vacuum), and is recalculated following any change in the surface topology. In this manner the charge on a surface atom can change dynamically depending on the position of the atom with respect to other atoms. In addition to the standard interatomic forces, the Lorenz force acting on the charged surface atoms due to the field as well as the screened Coulomb forces acting between the atoms are considered in HELMOD. The interaction of detached ionized atoms with the external field is ignored since the external fields are much stronger than the field due to a single elementary charge, and the evaporation events are rare.
The full solution of the Laplace's equation by the finite difference method employed currently in our code becomes a computationally expensive process for a large system with sharp and tall surface features. However, in this case, field evaporation occurs mostly near the apex of the sample, and, thus, the changes in the electric field are also localized to this region. The electric field far away from the apex of the tip is not affected during the evaporation of single atoms, so the calculation of the electric field distribution in the entire system is not required frequently. Instead, at every time step we calculate the field only around the apex in a volume half the size of the total system, while the solution for the full system is calculated e.g. every 20 simulation timesteps, which provides accurate results while maintaining sufficient performance. Between the full solutions, the electrostatic potential is solved only for a volume half the size of the total system, centered at the sample apex. The boundary condition around the smaller grid is set as obtained from the previous full-size grid calculation.
We employ density functional theory (DFT) calculations, using the SIESTA simulation package [38] , to verify the correctness of the atomic charges obtained in HELMOD. The calculations are performed using a 256 atom supercell, consisting of 8 {100} FCC layers and a vacuum gap of the same dimensions. Periodic boundary conditions are applied in all directions. Such a geometry provides sufficient room for extra atoms (or vacancies) on one of the surfaces to assess the effect of an electric field. The standard electronic structure was calculated by using the Perdew, Burke & Ernzerhof (PBE) scheme for the exchange and correlation functionals within the generalized gradient approximation (GGA). In our calculations we used the normconserving Troullier-Martins pseudopotentials for Cu with 4s 1 and 3d 10 electrons treated as valence electrons. The partial charge on surface atoms due to the applied electric field is estimated by Mulliken population analysis [39] , which gives atomic charge calculated as a sum of electron densities on the valence orbitals of an atom. Since the electron densities are redistributed already due to the formation of the surface and surface defects, we compare the charges on atoms before and after the electric field was applied. We have previously verified by the same method the correctness of the charges obtained in HELMOD for the case of single and double self-adatoms [40] .
The low temperatures (∼ 15−80K) used in APT slow down considerably all atomic processes, such as surface migration, and thermally assisted field evaporation, taking the time needed for any significant modification in the material structure out of the classical MD timespan. For instance, the time required for a single evaporation event to happen is defined by a typical evaporation frequency, which is 1 event per µs [41] , while MD simulations are limited to the ns range. Moreover, in the present form HELMOD does not consider the ionization process itself, which would require additional energy for a surface atom to be able to leave the surface in an ionized state. To cope with these issues we handle the field-assisted evaporation of atoms via a Kinetic Monte Carlo (KMC) [42] step where an atom is picked for evaporation based on a random distribution, which depends on factors such as binding energy and material dependent properties. In other words, in our code, atoms are allowed to move according to the HELMOD molecular dynamics algorithm at zero temperature, while the removal of atoms in evaporation event is handled by the Monte Carlo step. In this way, the temperature effects are taken into account only via the KMC steps, since the probability P i of an atom i to be removed by evaporation is proportional to the Boltzmann factor:
Here ν is the attempt frequency, Q i is the evaporation activation energy for the i'th atom, k B is the Boltzmann constant and T is the sample temperature. This scheme follows the principle of the KMC approach of selecting events stochastically according to their known rates [44, 45, 42] . While it is common to accept the Debye frequency as the attempt frequency ν, we do not aim to provide an actual time scale of the studied process in this work and thus we chose ν = 1 for simplicity.
The electric field required for n-fold ionisation of atom i of element α can be calculated using Müller's evaporation-field formula [47] 
where
and λ i , H n,α and φ α are the binding energy, energy required for n-fold ionization and work function, respectively. The binding energy is calculated by the MD potential, while the ionization energies and work functions are given as simulation input. The evaporation activation energy is then given by [48] 
In the probability calculation, the atom is currently always assumed to be ionized into its most likely state: single ionization for Cu and double ionization for Fe [49] . The work functions are assumed to be constant, φ Cu = 4.5eV and φ Fe = 5.0eV for FCC Fe [50, 51] , calculated for the (100) face. We note that the model can be extended in a relatively straightforward manner to deal with higher ionization states. Once an atom has been selected for evaporation, it is removed from the MD system, and its trajectory in the electric field is independently calculated using the velocity Verlet integration scheme [52] . The interaction between an ion and the charged surface atoms is not included in this calculation.
The MD simulation is effectively run as a molecular statics simulation, allowing the structure to relax before the next evaporation event occurs. In our simulation we consider the case T = 55K which is in the range of temperatures in typical atom probes [46] .
All the MD simulations in the current work were performed using the EAM-type Malerba-Pasianot potential which describes well lattice defects and material properties of a mixed Cu-Fe system [31] , where the Cu part is based on the potential by Mishin et al. [53] and the Fe part is based on potential by Mendelev et al. [54] .
For the reconstruction we employ the second method suggested by Bas et al. in Ref. [24] . The method utilizes a point projection to determine the original position of atoms, accounting for the curvature of the reconstructed sample.
Simulations
To demonstrate the usefulness of the new method, we simulated four different samples: a) a flat Cu surface, b) a flat Cu surface with a Fe inclusion, c) a flat Cu surface with a small pit of diameter 2nm, d) a Cu tip of the type "hemisphere-on-a-post" (Figure 1 ). In cases a)-c) the size of the simulated system was 7.2nm×7.2nm×5.4nm. In case b) an FCC Fe inclusion was inserted into the matrix by replacing the Cu atoms with Fe atoms within a hemispherical volume with radius 2.7nm at the surface. Due to the small size of the inclusion the Fe lattice repeats the Cu FCC lattice [55] . In case c) the atoms in the same volume as case b) were simply removed to create a pit. No Fe is placed in the surrounding Cu matrix to simplify analysis. While the low Fe-concentration in the matrix would lead to long-term evolution of the Fe-precipitate, the timescale for such effects is longer than the time considered in the simulation. Case d) consisted of a tip of height 15nm, shank angle 7
• and an initial radius of curvature 1.0nm at the apex. It is worth noting that this value, chosen for computational reasons, is much smaller than for samples commonly used in atom probes. In all cases the surface normal was in the {100}-direction. The two bottom atomic layers were fixed, and periodic boundaries were used at the sides. In cases a)-c) the maximum applied field was 13V/nm which was ramped linearly over a time period of 32.5ps. The ramping of the field is necessary to avoid the sudden introduction of a very large force on the surface atoms, which may result in surface oscillation [56] . The field value was chosen as to be low enough not to cause spontaneous evaporation due to the MD algorithm after field enhancement is accounted for, while still being high enough to enable realistic dynamics under a high field. In case d) the applied field was at a maximum 1.0V/nm ramped over 4.5ps, which corresponds to a locally enhanced field of similar magnitude as the previous cases.
Although the structures a)-c) are not in the shape of sharp needles, commonly used in the APT measurements, the simple geometry eases the analysis of the results with the purpose to isolate the causes for aberrations. These cases may also be seen as representing the tip of a sample with a large radius of curvature at the apex.
Results
The grid used in the Laplace's solver consists of fairly coarse grid points as each grid point is at least the size of a single atom. While aiming to study the effect of point Table 1 : Charge induced on adatoms or around vacancies on a otherwise flat Cu surface with an applied field of 2V/nm, as calculated via the HELMOD algorithm used in this paper, and DFT as implemented in the SIESTA package [38] . In the case of 1-4 adatoms the adatoms are located next to each other, while in the case of 5 adatoms one adatom is located in a layer above four adatoms.
defects it is important to analyze the sensitivity of such calculations. We performed the comparison between the HELMOD and SIESTA results of the partial charge induced on a adatoms, or atoms surrounding a vacancy or vacancy cluster, in the presence of an applied external electric field with magnitude 2V/nm ( Table 1 ). The results show that the value obtained via the HELMOD algorithm agrees fairly well with the DFT calculations, which further shows that this approach is a valid way to calculate the charge of surface atoms. Fig. 2 shows the simulated impact positions on a detector for cases a)-c). It is seen that for case a) with just a smooth surface, the pattern is fairly regular and reflects the underlying crystal structure, although discrepancies are clearly visible. The detector images for both cases with a pit (case b) and with a Fe inclusion (case c) look similar, as only few atoms are detected in the center where the pit or inclusion is located. The electric field inside the pit is weaker than at the top surface, and, thus, few atoms are evaporated from inside the pit. In the case of the inclusion, Fe has a higher evaporation field than the surrounding Cu matrix (F ev,Cu ≈ 30V/nm for Cu and F ev,Fe ≈ 33V/nm for Fe), and, thus, the Cu is preferentially evaporated around the inclusion, leaving a Fe protrusion behind ( fig. 3 ). This protrusion distorts the electric field in such a way that trajectories of the atoms evaporating from the protrusion point away from the centre, resulting in a similar detection pattern as in the case of a pit. It can, thus, be difficult to distinguish these two cases from each other based on detector data, even though the underlying structures are very different. The relaxation process along with the local enhancement of the field at the protrusion, promote the Fe atoms to be displaced upward, increasing the size of the protrusion and enlarging further the enhancement of the electric field around it.
Our method allows us to analyze the limitation of reconstruction algorithms. For instance, when reconstructing APT data, the initial depth of a detected atom is calculated from the evaporation order. For this to work, it is assumed that the evaporation order is well defined, and that atoms evaporate one layer at a time. However, as fig. 4 shows, this is not always the case. For instance, the atoms from the flat surface with the Fe inclusion are initially evaporating from the top atomic layer, with most of the Fe atoms belonging to a layer being the last to evaporate. However, some of the Fe atoms from the top layer do not evaporate until after the Cu atoms in the next layer. Because the Fe atoms are evaporating later than the Cu atoms of the same layer, a reconstruction would show them as coming from deeper below the surface layers than they truly are. In fact the opposite is true, because the remaining Fe atoms in the layer form a protrusion, the electric field strength is enhanced above it, pulling the Fe atoms upwards, as seen in fig. 3 .
Another limitation is the assumption of homogeneity of the electric field distribution. In the presence of a homogeneous electric field, the trajectories of evaporated atoms follow the surface normal. However, after each evaporation event, the surface geometry changes slightly, giving rise to variations in the local electric field. This, in turn, causes aberrations in trajectories of evaporating atoms at neighbouring sites. Fig. 5 shows the deviations of tracks from the surface normal of an initially flat surface. On average the trajectories deviate 4.7
• from the expected. This shows that even when only a few atoms are missing, the change in the electric field is large enough to produce visible aberrations in trajectories. However, the deviation is markedly higher for the last atoms of a layer to evaporate, due to the formation of a Fe protrusion distorting the electric field (Figure 3) .
Finally, we reconstructed the image of the tip from the simulated detector data, which is shown in Fig. 6 for case d) , the tip. The crystallographic structure of the tip is visible in the detector pattern. Fig. 7a shows the original tip which is simulated, while fig. 7b shows the reconstruction based on the simulated detector data (using the algorithm by Bas et al. [24] ). The reconstruction is similar in size and shape as the original tip. However, it can be seen that there is intermixing of layers in the reconstructed tip, with e.g. some atoms that were located near the tip apex being erroneously placed further down in the reconstruction. The problem is especially apparent at the tip apex. Moreover, even though the initial structure is a perfect single crystal, the reconstructed image does not show any trace of the underlying crystalline structure. 
Conclusions
In the present work, we present a new method to simulate APT processes, based on concurrent electrodynamic-molecular dynamic simulations with the addition of a KMC step to handle evaporation of ions at cryogenic temperatures. The method combines the accuracy of molecular dynamics with the computational efficiency of a Monte Carlo algorithm, and thus enables simulating the processes occurring in APT with high reliability. The method opens up new avenues of investigating the effects of field evaporation in atom probes, as there are no other tools with the same set of features, such as including full surface dynamics, in wide use currently. Using the code it is possible to benchmark reconstruction algorithms, as it is possible to easily compare the obtained reconstructions with the perfectly known initial structure.
Using our simulation code we have shown that already the simplest case of a flat surface reveals a large problem in many current APT reconstruction methods: it is difficult to account for the small atomic-scale local variations in the electric field, which occur when atoms evaporate from the surface and can affect reconstructions. The main aberrations seen in our simulation are the modification of ion trajectories due to small distortions in the local electric field at the surface, and the intermixing of layers due • . The large peaks correspond to the situations were a Fe protrusion has formed on the surface, distorting the electric field around it. These peaks are periodic, and approximately correspond to the evaporation of one monolayer from the surface. The dashed line indicates the average deviation. Red crosses correspond to evaporated Cu ions, and blue triangles to Fe ions.
to out-of-order evaporation events. It is also difficult to distinguish between inclusions and pits on a surface, resulting in identical detection patterns. These factors place limits on the accuracy of APT reconstructions which are independent of the detector sensitivity. The performed analysis indicates that the existing reconstruction algorithms are not capable to always predict precisely the atomic composition and constitution of the material under investigation, due to the insufficient information on material surface behavior under high electric fields.
In addition to benchmarking current reconstruction algorithms, our simulation approach can also be used to develop and calibrate improved APT reconstruction algorithms, such as statistical algorithms based on Bayesian inversion [57] . In this approach reconstructions are guided by knowledge of "likely correct" reconstructions based on a large number of simulation results, obtained by the simulation code described in this work. These kind of statistical reconstruction algorithms may perform better than current algorithms, as they implicitly include effects like the one described above, instead of modeling them in the reconstruction algorithms themselves. 
