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Let q be an integer 22 and R a suitable subset of (O,..., q - 1)‘; V(q; Q) denotes 
the set of natural integers, the pairs of successive q-adic digits of which are in R. If  
P is an irrational polynomial, the sequence (P(n): n E Q(q; 0)) is uniformly 
distributed modulo one. 
1. INTRODUCTION 
1.1. Enonce’ du r&hat 
On poursuit l’etude entreprise dans les articles [2] et [ 31 de la repartition 
modulo 1 de sous-suites de la suite (P(n); n E N) ou P est un polynome 
irrationnel, autrement dit tel que P-P(O) posside au moins un coeffkient 
irrationnel. 
&ant don& q entier 22, tout entier nature1 n s’ecrit de man&e unique 
n = \‘ e,.(n) q’, oti pour tout r E N, e,.(n) E G, = (0 ,..., q - 11. 
r-0 
(L designe un sous-ensemble de Gi verifiant les conditions: 
(C-1) W.O)lf~fG~. 
(C.2) Le graphe associe i L2 est fortement connexe (les a&es de ce 
graphe sont les couples (a, b) appartenant a 0. On peut alors relier 2 
sommets quelconques du graphe par un chemin orienti). 
On pose 
q(q; Q) = (n E N: Vr E N, (e,(n), e,+,(n)) E f2). 
Les conditions (C.l) et (C.2) font que P(q: Q) est un sous-ensemble de N. 
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de densite nulle, mais sufftsamment “riche” en ce sens qu’il existe A > 0. tel 
we 
A = ,l\% (Log n)- ’ Log Card(%Y(q; Q) n [0, n [ ). 
Sous les hypotheses (C.l) et (C.2), on montre: 
THI~OR~ME. Si P est un polyno^me irrationnel, la suite 
(P(n); n E @(q; 0)) est kquirkpartie modulo 1. 
Ce resultat contient celui qui est obtenu dans [2]. 
1.2. Remarque 
On peut s’interesser au probleme semblable avec a* c Gi, s > 2, et 
g(q; l2*) = {n E N, (e,(n) ,..., e,+,-,(n)) E 0*-j. 
En fait, ce probleme se ramene au precedent en changeant de base 
g(q; 0”) = g(q’; L?) avec 
R = {(a, b) E Gi x Gi; a + bqs E F(q; Q*)}. 
EXEMPLE. En base 2, soit R* = G: - (1, 1, l)}. p(2; Q*) = g(8; 0) 
Gi - D est represend par le graphe suivant 
car 
Oil 
6 
P. Liardet et G. Rauzy m’ont indique le rapport entre ce changement de 
base et les sous-shifts de type fini [4]. 
Soit X= Gr compact pour le produit des topologies disc&es, soit r le 
shift sur X, soit Kc X stable par T et compact. Le sous-shift (K, r) est dit 
de type tini s’il existe un ensemble fini 59* de blocs bj E UrneN G,” tel que K 
soit l’ensemble des suites dans lesquelles n’apparait aucun des blocs 
bj E .3*. En remplacant l’alphabet G, par A = Gi 06 s est la longueur du 
plus grand bloc bj, on montre qu’il existe un ensemble B de blocs de 2 lettres 
(B c A’) tel que K soit forme des suites dans lesquelles n’apparait aucun 
bloc appartenant i B. 
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2. NUMBROTATION DE g(q;8) 
U designe la matrice du graphe de f2 definie par 
1 
u 
si (a, b) E .R, 
a.6 = 0 si (a, b) E Gi - R. 
On note * la composition des chemins. Un chemin sur Sz est dit de 
longueur K s’il est de la forme (a,, a,) * (a,, a?) * ... * (a, ,, a,) avec 
(uj,uj+,)EQpourO~j<K. 
Le nombre de chemins de longueur K sur R, d’extremite b, est note N, .h : 
c’est la somme des coeffkients de la colonne d’ordre b de Uh. Ainsi, 
Card(V(q; Q) n [0, qx[) = NK,o. 
A l’aide des nombres NK.b, on va construire la bijection croissante Q, de //I. 
sur F(q; 0). 
Soit t E V(q; a), Ccrivons t = C;“:, erqr avec e, # 0. 
@- ‘(t) = Card{ n < t: n E F(q; Q)} = Card{ ?r C W(q, a): n < eh qA } 
= \’ 1’ \‘ 
0 Cb< CK 
%,ONK,b + _ 
OCi<h O<-~<P, 
Ub.a, , Nj.h. 
@- ‘tt) = c.i”=O cb<ej ub,ej+, Nj.6 en posant e, = 0 pour Y > K. Soit alors 
m E IN,,,, NKIIqO[. Puisque 
N k+l.a = \’ 
6,, 
Uh.0 Nti.h, 
il existe b,(m) unique tel que 
Ahi m(‘-” = m  - Cb<b,(m, Ub.oNti.b < Nh..h,w,, = ~h~~;,,~b.b,,m,& I.I~’ 
On definit ensuite br(--,(m) par: 
\‘ ub.bn(mjNh-k.b < mcK-” < \’ Uh.b,,On, N - h ~I.h 
bch, ~lrn) b;h,m,(m) 
puis 
m’h- 21 =m (I(-1) - \‘ 
hcbT,(m, 
Uh,bh,n,lNti I./J < Nh I.h, ,1m,’ 
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De maniere descendante, on debit ainsi une suite (&(m),..., b,(m)) qu’on 
prolonge par b/(m) = 0 pour j > K, ce qui donne 
De plus, (bj(m), bj+ r(m)) E &? pour tout j E N et 
@(m) = fy bj(rn) 4’. 
j=O 
3. MJ~THODE DE DEMONSTRATION 
D’apres le critlre de Weyl, ii s’agit de montrer que si P est un polynbme 
irrationnel, la suite de terme general G(m) = e (P(@(m))) a une valeur 
moyenne nulle sur N. 
Notations. (1) On pose, pour c E N *, 
EC= {P(x)=a,+... + akxk: Max(j; aj b? Cl!} = c}. 
(2) Pour h E N, on Pose ul,(m) = Cj<h x,,<b.(m) Ub,bjtj(m)Nj,b* si D = 
(4,4)*(4,d,)***~ * (dh- 1, d,) est un chemin de longueur h sur a, on 
note 
B(h;D)={mE[N:bj(m)=djpourj(h) 
= mE N: Q(m)- 2 dj$modqh+’ . 
I j<h t 
La propriitl de @ va permettre de montrer par recurrence sur c, a l’aide 
de la technique de Van der Corput, la propritte: (5) si P E E,, G a une 
moyenne nulle sur tout B(h; D). 
4. PREUVE DE (;Ff) 
4.1. Rkduction du proMSme 
On peut supposer que le coefficient constant P(0) est nul, de sorte que 
P(x)=ax+C 5 tjx’ aveca@QQ,sEIN*,tjEZ pourj>2. 
i=2 
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Si Q(m) -p modulo s, G(m) = e(a@(m))e(P@) - ap). Ainsi, pour tout 
mER\l, 
G(m)=s-' v ozcs (,$<,e (W-w-T))e( (a+:) @(m)). 
On peut done supposer dans la suite que G(m) = @Q(m)) avec fl& Q. 
4.2. Caicul pr&liminaire et notations 
Pour b E G, on appelle LK,b le coeffkient de UKph situe SLIT la ligne 
d’ordre d, et la colonne d’ordre b. Ainsi, pour K > h, 
Card{m < NK,,: m E g(h;D) = L,,,. 
Par un calcul analogue a celui du paragraphe 2, on obtient 
Card{m < t: m E B(h; D)} = r x z+~,,,(~,L~,~ + 8, 
i>h b<bj(l) 
(1) 
1 
8= 
si b,,(t) + . . . + bh(t) qh > 4, + a.. + dhqh et bh(t) = d,. 
0 dans le cas contraire. 
Si m E 8(h; D), G(m) = e(j3 xjGh djqj + ,8 Ci>h bj(m) qj), done on peut 
remplacer G(m) par H(m) = e(P xi, h bj(m) qj). 
Pour K > h, C {H(m): m E B(h; II), m ( N,,,) est la somme &endue a 
tous les chemins (dh, b,, ,(m) * ... * (bK- ,(m), 0) de longueur K - h. des 
quantites e(j? C>h bj(m) qj). 
Soit Rj la matrice de coeffkient rj,,., = u,,,e@t$) pourj > h et (s, t) E G: 
et soit qK = R,,, ... R, pour K > h. On a done, C (H(m): m E 8(h; II). 
m < N,.,} = I,,, oti lK.h est le coefficient de gK situe sur la ligne d’ordre d, et 
la colonne d’ordre b. 
On obtient cette fois 
x W(m): m < t, m E B(h, D)} = 1’ \‘ 
j> b<hi(t) 
u~,~,+,,~~/~,~ + 0. (21 
4.3. Condition @isante de moyenne nulle 
On pose 
I 0 p”jqb = si Li.h = 0, li.b(Lj*b) - ’ si Lj.h f 0, 
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dj = Max{(,uJ: b E G4}. 
LEMME 1. SiLim. ,-m Sj = 0, H a me valeur nulle sur B(h; D). 
Preuve. Soit E > 0, il existe k E N * tel que Sj 4 E pour tout j > k. 
D’apres (2) 
1 {H(m): m < t, m E B(h; D)} 
< e + c )’ Ub.bj+l(t) ‘j,b 
j<k b<b,(t) 
+ ’ “ ” Ub.b,+l(t) ‘.i,b 
,yk b<TW 
<<Ak + E Card@ < t: in E B(h, D)}, 
oti A, ne depend que de k. 
Puisque B(h; D) est infini, le lemme 1 est prouve. 
4.4. Majoration matricielle 
Notations. (1’) Pour toute matrice a coefficients complexes A = [ai,j], 
on note 
IA I = IIaijl 1. 
(2’) Si A et B sont deux matrices reelles de mCme format, on note 
A ,< B si tous les coefficients de B -A sont 20. 
LEMME 2. I1 existe un entier v # 0 et une constante C > 0 tels que, pour 
k > h, IRkRk+, ... Rk++,l ,< (1 - CIl/?vqk]12) U” 06 I/x1( de’signe la 
distance du r&e1 x h Pentier le plus proche. 
Preuve. Soit aaqb le coefficient de U3q situ& sur la ligne d’ordre a et la 
colonne d’ordre b et soit pa,b le coeffkient correspondant de la matrice 
R,R,, , .-. R,+,,- 1. O,,b est le nombre de chemins de longueur 3q joignant 
a i b et pa,b est la somme etendue a tous ces chemins 
T=(a,t,js(t,,t,*...:I:(t,,~,,b), 
des quantites w,(T) = e(Jt, qk + /?t,qkii + .a. + /3bqkt3q-‘). 
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Deux cas se produisent alors 
(1”) I1 n’existe aucun chemin de longueur 3q reliant a a b. 
Dans ce cas G,,~ = @a,b = 0. 
(2’) Cas contraire. 
Par la connexite forte du graphe de Q, puisque a et b sont des sommets, ii 
existe un chemin liant a a 0 et un chemin liant 0 ti 6. 
En enlevant suffkamment de boucles et en rajoutant eventuellement des 
boucles (O,O), on obtient un chemin y, (resp. y2) de longueur q liant a a 0 
(resp. 0 a b). 
Soit. d’autre part, u, # 0 tel que (0, II,) f Q; il existe un chemin 
yj = (0, L.,) :i: (u,, u2) * *.’ * (c,-, , 0). Parmi les chemins de longueur 3q 
reliant s a t. on s’inttresse a 
f,=y,*y3*y2 et f-2 = y, * (0,O)” * y2 oil (0.0)” 
est le chemin formi par q fois la boucle (0. 0). On a la major&m 
bo.bl < ua.b - 2 + I Wku-,I + ‘Uk(f2 )I. 
D’autre part, si ZJ = u,qq + v2q4+ ’ + . . . + I‘,- ,q?q ?, 
I%(rl) + ~k(r*)l= I1 + e@Jqk)l ,< 2 - llbJqkl12. 
On obtient ainsi (~~,~l < (J,,~ - Ilpvqkl12 puis le lemme en posant 
C = (Max (J,-~) ’ 
4.5. Fin de la preuve de (.q) 
Fixons E > 0. Puisque pv est irrationnel, C;*’ ,, !l/3t,q-lq’ll’ diverge. Soitj,, tel 
que 3j,q > h + 1. I1 existe j, > j,, tel que 
[ 1 (1 - c I(pcq’y) < c. 
i,,b.l- i, 
D’apres le Lemme 2, 
Done, pour k > 3j,q- 1, IRxios...R,I < sUk+‘-3Jn4 puis lVkl < 
t.Uk”-‘j@ /VJj,,,,,\ < &Ukeh ce qui donne: Ilk,,\< CL,., puis 6, <F pour 
k > 3j, 4 - 1. Le Lemme 1 permet de conclure. 
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5. PREUVE DE (q)+(<+,) 
5.1. Un r&what auxiliaire 
LEMME 3. &ant donnt% t et h entiers nature& il existe une partition de 
N en sous-ensembles ;rk, k E R\1, une suite (A, : k E N) et une suite 
(,uk: k E IN), telles que: 
(1“) VkElN, VrnEFk, @(m+t)-@(m)=A, et Y,,(m+t)- 
yhu,(m) =pk; 
(2”) Vk E N, Fk est un ensemble de la forme a(r; D’), 
(39 VE > 0, 3p E N tel que la densit sup&ieure de n\J\u& ,, flk soit 
majoree par s. 
Au paragraphe 5.2, on montre comment ce lemme permet de conclure que 
(&) implique (&+i). Les paragraphes suivants sont consacres i la preuve 
du Lemme 3. 
5.2. Preuue de (&) =F- (&+ ,) 
Soit P E E,, , , c E N *. Puisque Z(h, D) est reunion finie d’ensembles sur 
lesquels ul, garde une valeur fixe, il suffit de montrer que G a une valeur 
moyenne nulle sur un tel ensemble. 
D’autre part, Y,,(m) < M,,+ 1 = Max(N,,+,,,; bE G4}. 11 suffit done de 
verifier que le suite de terme general G’(m) = G(m) e(w!PJm)/M,,+ ,) a une 
moyenne nulle sur N, quel que soit I’entier w. 
On va voir que G’ est pseudo-aleatoire [5] ce qui permettra de conclure. 
Plus precisement, 
J\; $ \‘ G’(m + t) G’(m) = 0 
rn<N 
pour tout t E N *. 
En effet, flxons t E N * et E > 0. D’apres le Lemme 3, il existe p E N, tel 
ve 
(G’(m+t)G’(m)l:m<N,m& U .Fk GE. 
k<P i 
D’autre part, si m E .Fk, 
G’(m+t)G’(m)=e c&px)e(P(&+@(m))-P(@(m))) 
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avec Ak f 0 car @ est strictement croissante. Done, si m E ,Fk, 
G’(m + t) G’(m) = e(P,(@(m))) avec P, E E,. D’apres (&), 
?i~ ~\‘{G’(m+t)G’(m);m<N.m~.~~=O. + 
Finalement, 
limsuph \‘ G’(m+t)G’(m) GE. 
v + cc t?l<Y 
5.3. Un lemme de dhombrement 
LEMME 4. (1”) Pour tout b E G, et tout k E [N, N,., + N, + , .(, < N, + ci,,l. 
(2”) Pour tout k E M Nk+q,O > Nkty- I.0 + N,,,. 
Preuve. (1’) Soit yI = (0, t,) * (t,, tz) * ... t (ty.. ,, b) un chemin de 
longueur q joignant 0 a b avec r, # 0 et soit y4 un chemin de longueur q - I 
joignant 0 i 6. 
Parmi les chemins de longueur k + q d’extremite b, il y a ceux de la forme 
y * yj ou y est un chemin the longueur k, d’extremite 0. et ceux de la forme 
y’ * y4 ou y’ est un chemin de longueur k + 1, d’extremite 0. 
(2”) Preuve analogue. 
5.4. D$nition de la partition 
On fixe un entier 1 verifiant h < 1 et t < N,, , my.,, et on pose, pour z’ E n\. 
.‘R,.= (m E n\l; Y,+,(m) + t < N,,,..,.” et 
bj(m) = 0 pour 1 + u < j < 1 + v + q 1. 
D’abord, N= IJaeN ,2t, car, si v = Max(j; bj(m) f O}, Y,+,,(m) + t = 
m+t<N,3+,,o +N,+,-,,oGN,+,,+,.o d’apres le Lemme 4, de sorte que 
m E 2,, . 
LEMME 5. Si m E sc91,, bj(m + t) = bj(m) pour tout j > I+ 2: + q. 
Preuve. Soit m E S?‘,,, on a: 
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Comme de plus, b,, o+ ,(m) = 0. 
d’apres le Lemme 4, 1”). 
Cette majoration permet de conclure. 
On pose alors Y0 = SPO et pour tout u E N *, <, = St,\iJ,,, SPk, de sorte 
que {YU : u E N ) est une partition de N. 
Soit alors D’ = (d;, di) * ... * (d;+,+o-z, d;+,+,-,) un chemin de 
longueurZ+v+q-I surDavecd,!=OpourI+v<j<I+v+q,desorte 
GT(I+u+q-l;D’)cY,. 
Du Lemme 5, il resulte que, si m E a(Z + v + q - 1; D’), on a 
-i- 7 
j<l+u+q b<bFm+lJ 
Ub,bj+,(m+t~Nj,b = t + 2: y 
j<l+u byd; 
Ub,d’ I+! Nj,b 
ce qui determine bj(m + t) pour j < I + v + q. 
Ainsi, au chemin D’ correspond un chemin D”, tel que 
Pour mE~(1+u+q- l;D’), on adonc: 
@(m + t) - Q(m) = K- 
j</+o+s 
(dj’ - dj) d 
Les ensembles Fk sont obtenus en numerotant les ensembles 
Z’(l + u + q - 1; D’) selon, par exemple, l’ordre lexicographique sur le couple 
(v, Cj<,+tidjd>* 
La suite du paragraphe est consacree i la demonstration de la troisieme 
partie du Lemme 3. 
5.5 Une remarque 
LEMME 6. Si m E .9”, (br+,(m), . . . . bl+,+q-,(m) f (0 ,..., 0). 
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Preuve. Supposons we m E .5+TC et we bj(m) = 0 pour 
l+v<jtl+v+q. Alors yll+,(m)>,N,+,+,,,-N,+,-,,,>,N,+,.,, d’wks 
le Lemme 4(2’). Puisque 
on a forckment b,+,,(m) # 0. I 
fitant donnit p E N, il existe p E N tel que u,,,& 3 IJ,,, ;“,,. I1 suffit 
done de trouver p assez grand pour que la den&k asymptotique supkrieure 
de ~\U.<, Yc, soit major&e par E. 
Puisque N\U,.,, %Y, = Cl,,, (N\9,), le Lemme 6 entraine que 
N\ U .2;, c {n E N: Vv cp, (b,+,.(m) ,..., b,+,,+,-,(m)) f (O,.... O)l. 
I’< 0 
Ainsi, pour p > 3qr, hl\U,,, 2;, c W; oil 
gj= {m E N: t/j < r, (b,+fsj+ ,j,(m),..., bl+(.Jj+,)q(m)) f (CL 011. 
On dtsigne par N;(,b le nombre de chemins (/I,,, /I,) * ... * (/?, ~, , b) sur Q 
vkrifiant 
Un calcul analogue g celui du paragraphe 2 montre que 
Card{m < u: m E %,I} = c x 
,=i b< hit,, 
ub,bj, ,CU,Nj.h. 
Comme au Lemme 1, on se ram&e ri vkrifier que, pour K assez grand, 
K.6 < ENK,b’ 
5.6. Majoration matricielle 
Soit V= /u~.~] oti v,,~ est le nombre de chemins r sur Q de la fotme 
T=(a,g,)* (gl, g,)* ... Y (gjq-,,b) et vkifiant 
(&,...~ g,,) f (a..., 0). 
Pour K > I+ 3rq, Nl(,b est la somme des coeffkients de la colonne d’ordre 
b de la matrice 
I1 reste done Q montrer que V’ < EU>“~ pour r assez grand, ce qui rksulte 
du lemme suivant 
314 JEANCOQUET 
LEMME 7. II existe une constante 6 E IO, 1 [ telle que V< 6U3q. 
Preuve. Avec la notation du Lemme 2, si u*,~ = 0, u,,* = 0. 
A l’aide d’un argument identique i celui du Lemme 2, on voit que si 
(3,,b f ‘1 v,,b ( ua,b’ I1 suffrt done de choisir 
6 = Max{ 1 - u,:: uaqb # 0). 
Le Lemme 7 est prouve et le theoreme egalement. 
6. COMPLEMENTS 
6.1. On montre de la mime man&e que, si s(n) est la somme des 
chiffres de n en base q et si P est un polynome irrationnel, la suite (P(s(n)): 
n E @(q; Q)) est equiripartie. 
En utilisant, les arguments de la preuve de (q), on peut aussi montrer 
que {n E %?(q; Q): n = a mod b} a une densite relative dans Q(q; Q). 
De m2me que si A est une suite veritiant: 
A(n) = f e,(n)I(q’) pour tout n E N, 
r=O 
et 
9 I(hl(q’)lJ’ = +co pour tout h E N *, 
,PO 
la suite (A(n): n E GF(q; a)) est equirepartie. 
6.2. Soit v(n) = Max(j; ej(n) # 0) = [Log n/Log q]. Le resultat &tend a 
g’(q; 0) = {n E N: Vr < v(n), (e,(n), e,+,(n)) E a), en supposant que le 
graphe de R fortement connexe, n’est pas cyclique, ce qui assure encore l’ex- 
istence de ,I > 0 tel que 
;1= ,‘\l (Log n)-’ Log Card(g’(q; J2)fl [0, n[). 
En base 2, si D = {(0, l), (l,O)}, g’(q;Q) est l’ensemble {(qkt’ - 1)/3: 
kEN]u{2(4k+‘- 1)/3: k E N) et il est alors clair que la suite 
@2: n E Q’(q; 0)) est equirepartie si et seulement si p est 2-normal. 
L’hypothese de non-cyclicite est obligatoire. 
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