Proof complexity, a measure to estimate the sizes of proofs in propositional logics, is studied as one of the fundamental approaches to the P versus NP problem, and has some practical applications such as automated theorem proving. It is a very hard task to prove lower bounds on strong proof systems such as Frege systems, for which no non-trivial lower bound is known yet. On the other hand, we have some rich success stories on weaker proof systems such as resolution proof systems. In this paper, we focus on resolution proof systems and review some of the existing techniques for proving lower bounds.
Introduction
A propositional proof system is a procedure to prove by using some inference rules that a given logic formula is a tautology. It is a natural task to investigate which propositional proof system is stronger than the others. Propositional proof complexity is introduced as a measure of the strength of a proof system, and mainly estimates the number of inference rules required to prove that a given logic formula is a tautology. A proof is a sequence of logic formulas which consists of an initial logic formula and logic formulas generated by some inference rules from the initial logic formula and some already generated logic formulas. The size of a proof is defined as the number of logic formulas which appear in the proof. The main purpose of study on propositional proof complexity is to ask the following question: in a certain propositional proof system, what is the size of a smallest proof of the statement that a given logic formula is a tautology? It is a very important task to resolve the question, because it is strongly related to the P versus NP problem. By the seminal work by Cook and Reckhow [15] , it is shown that NP ¼ coNP holds if and only if there exists a propositional proof system which can prove that every tautology is indeed tautology in size polynomial in the size of . This statement means that if there exists some tautology which has no proof of polynomial size in every propositional proof system, then we can conclude that NP 6 ¼ coNP, which in turn implies P 6 ¼ NP. Needless to say, solving the P versus NP problem is one of long-standing open problems in theoretical computer science. Thus, it is an important task to prove super-polynomial lower bounds on strong propositional proof systems. Despite of many efforts, no super-linear lower bound has been proved on Frege systems, which is one of fundamental and strong propositional proof systems. This means that our current status is still far from proving the P 6 ¼ NP conjecture.
On the other hand, we have some rich success stories on resolution proof systems, polynomial calculus and AC 0 -frege systems, which are weaker proof systems than Frege systems. In this paper, we focus on resolution proof systems. A resolution proof system is a procedure to prove that a given set of clauses is unsatisfiable by using an elementary inference rule. Informally, for an unsatisfiable set of clauses, a resolution proof system generates a sequence of clauses from the initial clauses and already generated clauses by using a inference rule until the empty clause is generated; such a sequence of clauses is called a resolution refutation (see Section 2 for a formal definition). The size of a resolution refutation is defined as the total number of clauses which appear in the resolution refutation. The space of a resolution refutation is defined as the maximum number of clauses kept simultaneously in the memory in the resolution refutation. The size and space of a resolution refutation have been extensively studied for many decades. The main purpose of this paper is to review some existing techniques for proving size and space lower bounds on resolution proof systems.
First of all, we review size lower bounds in Section 3. Although a resolution proof system is very simple, it is still a quite challenging task to prove lower bounds of size on resolution proof systems. The first super-polynomial lower bounds were shown by Tseitin [30] . In his seminal paper [17] , Haken proved the first exponential lower bounds for the pigeonhole principle formulas. After that, by using Haken's techniques, other exponential lower bounds have been shown in [12, 13, 31] . Some results have been refined and proofs have been further simplified in [3, 11, 28, 32] (see [25] [26] [27] for other results). Every proof technique is important and interesting. Since this paper is intended to be an introductory survey for non-experts, we present easily understandable proofs via the notion of width in [9, 14] . The width is defined as the maximum number of literals in some clause which appears in a resolution refutation. The arguments on the width of a resolution refutation simplify proofs of already known size lower bounds. Their arguments are quite simple, as follows: if a resolution refutation is short, then random restrictions will kill all ''wide'' clauses with high probability, while there are still some ''wide'' clauses in resolution refutations of the restricted tautology. By combining the two arguments, we can show that the size of the proof must be large. We present proofs of exponential lower bounds on resolution refutations of Tseitin formulas and pigeonhole principle formulas.
Secondly, we review results of space lower bounds in Section 4. Resolution rules are practically used in automated proving systems and SAT-solvers. In general, the more memory space an algorithm can use, the faster it can run. However, if the size of an input logic formula becomes huge, then the memory space becomes bottleneck in implementation. It is a natural question to ask how much memory space we need in resolution refutations. Furthermore, we want to know how long time we take in a resolution refutation with a restricted memory. For this purpose, the notion of space complexity for resolution refutations was first introduced in [16] . Recently the space complexity is intensively studied and many interesting papers appear [6] [7] [8] [19] [20] [21] [22] [23] . In this paper, we explain proofs of two interesting results. One is the proof of [1] , which shows by a simple argument that Tseitin formulas and pigeonhole principle formulas need ðnÞ space in any resolution refutation, where n is some parameter of inputs. Another proof shown in Section 4 is that of basic size-space trade-off for resolution refutations in [18] ; the trade-off result states that an explicit family of tautologies requires exponential size in any resolution refutation of the minimum space, while it has a resolution refutation of only linear size if two additional units of storage can be used.
Paper Organization
In Section 2, we explain the definitions and notations used in this paper. In Section 3, width lower bounds and size lower bounds of explicit formulas are shown. In Section 4, we present space lower bounds of explicit formulas. In Section 5, we mention some other results and papers for further study on this research topic.
Preliminaries 2.1 Propositional Proof Complexity
Let x be a Boolean variable and X ¼ fx 1 ; x 2 ; . . . ; x n g be a set of Boolean variables. We use the value 1 to denote Boolean true and 0 false. A literal over x is either x or x (the negation of x). We use the logical connectives such as negation ð:Þ, conjunction ð^Þ, disjunction ð_Þ, implication ð!Þ and bi-implication ð$Þ. A clause is the disjunction of literals. We say that a variable x appears in a clause C (denoted as x 2 C) if a literal over x appears in C. A CNF (Conjunctive Normal Form) formula is a formula given as the conjunction of clauses. We often identify a CNF with a set of clauses. Definition 2.1. A propositional logic formula is defined inductively as follows.
. Every literal x is a propositional logic formula.
. ðA^BÞ, ðA _ BÞ, ðA ! BÞ and ðA $ BÞ are propositional logic formulas if both A and B are propositional logic formulas. . ð:AÞ is a propositional logic formula if A is a propositional logic formula. Let F be a propositional logic formula. We denote by varðFÞ the set of variables in F, i.e., varðxÞ ¼ fxg, varð:FÞ ¼ varðFÞ, and varðF GÞ ¼ varðFÞ [ varðGÞ, where denotes one of the connectives^, _, ! and $.
An assignment is a function from the variables to the value 0 or 1. We denote an assignment as ¼ fx 1 ¼ a 1 ; x 2 ¼ a 2 ; . . . ; x k ¼ a k g with a 1 ; a 2 ; . . . ; a k 2 f0; 1g. We denote by FðÞ the formula by applying to varðFÞ. We say that F is satisfiable and satisfies F if there is an assignment with FðÞ ¼ 1: F is valid (or tautology) if all assignments to varðFÞ satisfy F:
F is falsifiable and falsifies F if there is an assignment with Fð) ¼ 0:
F is unsatisfiable (or contradictory) if all assignments to varðFÞ falsifies F: If an assignment satisfies a formula F, then is called a model of F. If falsifies F, then is called a counter-model and we write 6 j= F. The set of all satisfiable formulas is denoted as SAT, and the set of all tautology formulas is denoted as TAUT.
Let f0; 1g Ã be the set of all strings which consist of 0 and 1. Definition 2.2. A language L is defined as a subset of f0; 1g Ã . Example 2.3. L odd ¼ fw 2 f0; 1g Ã j the number of 1's in w is oddg. Let us define the size jwj of a string w 2 f0; 1g Ã as the number of 0's and 1's in w. Definition 2.4. A proof system for a language L is defined as an algorithm P satisfying the following conditions:
. given input strings w 2 f0; 1g Ã and 2 f0; 1g Ã , P outputs the value Pðw; Þ 2 f0; 1g in time polynomial in the size of w and , . for every w 2 L there exists a string such that Pðw; Þ ¼ 1; such is called a proof, . for every w = 2 L and for every string , it holds that Pðw; Þ ¼ 0.
The complexity of a proof system P for a language L, denoted by 'ðPÞ, is the smallest bounding function g : N ! N under the condition that every w 2 L has a proof of size at most gðjwjÞ; more formally, g is the smallest function under the following condition: w 2 L ¼) 9 : jj gðjwjÞ and Pðw; Þ ¼ 1:
If 'ðPÞ is bounded by some polynomial in jwj and jj, we say that P is polynomially-bounded. Then, NP can be represented as the set of languages with polynomially-bounded proof systems. In this paper, we are interested in proof systems for the set of all tautologies in propositional logic formulas. Definition 2.5. A propositional proof system is defined as a proof system for TAUT. That is, a propositional proof system is a polynomial-time algorithm P satisfying the following property:
for every propositional logic formula F, F 2 TAUT if and only if there exists a proof such that PðF; Þ ¼ 1. In this paper, we focus on proof systems for unsatisfiable CNF formulas. Such proof systems are essentially equivalent to propositional proof systems, due to the following reason. Every propositional logic formula can be transformed to a CNF formula easily, although the size of the resulting CNF formula may be exponentially large in the size of the original formula if we use a naive transformation. If we use Tseitin's transformation, on the other hand, then the resulting CNF formula is unsatisfiable if and only if the original formula is unsatisfiable, and the size of the resulting CNF formula is bounded by a linear function in the size of the original formula. Now, we explain Tseitin's transformation [30] . Given a propositional logic formula F, Tseitin's transformation introduces a new variable z for each subformula f ¼ g 1 g 2 in F, where denotes one of the connectives^, _, ! and $. In addition, Tseitin's transformation uses a set of clauses Trð f Þ for the subformula f ¼ g 1 g 2 to enforce that if Trð f Þ is true, then the truth value of the subformula f ¼ g 1 g 2 is the same as that of z. Such a set Trð f Þ is given as follows:
The given formula F is transformed to a CNF formula F 0 by adding a set of clauses Trð f Þ for each subformula f . It is easy to verify that the resulting CNF formula F 0 is unsatisfiable if and only if F is unsatisfiable (or, equivalently, F 0 is satisfiable if and only if F is satisfiable). Hence, every proof system for unsatisfiable CNF formulas can be regarded as a propositional proof system. We illustrate below how Tseitin's transformation works for propositional logic formulas. Example 2.6. We consider the following propositional logic formula F:
F is satisfiable since the assignment a ¼ 1 and b ¼ 0 satisfies F. Now, we transform F to a CNF formula F 0 by Tseitin's transformation and show that the resulting formula F 0 is satisfiable. At first, we decompose F into subfomulas such that:
Each formula can be converted to a new formula by introducing a new variable such that
Trð f 1 Þ : ð:z 2 _ a _ bÞ^ðz 2 _ :aÞ^ðz 2 _ :bÞ;
Then, we replace f 1 with z 2 and make a conjunction of these formulas and z 1 :
Hence, we obtain a conjunctive normal form formula F 0 corresponding to F. It is easy to check that an assignment given as z 1 ¼ 1, z 2 ¼ 1, a ¼ 1 and b ¼ 0 satisfies F 0 , i.e., F 0 is satisfiable. Example 2.7. We consider the following propositional logic formula F: F ¼ ða _ bÞ $ ð:a^:bÞ:
The formula F is unsatisfiable since no assignment satisfies F. Now, by Tseitin's transformation we transform F to an unsatisfiable CNF formula F 0 . At first, we decompose F into subfomulas such that
Each formula can be converted to a new formulas by introducing a new variable such that
Trð f 2 Þ : ðz 3 _ a _ bÞ^ð:z 3 _ :aÞ^ð:z 3 _ :bÞ;
Then, we replace f 1 and f 2 with z 2 and z 3 , respectively, and make a conjunction of these formulas and z 1 :
Hence, we obtain a CNF formula F 0 corresponding to F. It is easy to check that no assignment satisfies F 0 , i.e., F 0 is unsatisfiable.
The following theorem shows the connection between P versus NP problem and propositional proof systems. Due to this fact, study on proof complexity attracts much attention in the theory of computation. Theorem 2.8. If NP ¼ coNP, then there exists a polynomially-bounded propositional proof system.
Proof. Recall that NP can be represented as the set of languages with polynomially-bounded proof systems. The language TAUT is in coNP since the language given by all falsifiable formulas (i.e., formulas F for which some assignments do not satisfy F) is in NP. This implies that TAUT is in NP since NP ¼ coNP by assumption. Therefore, TAUT has a polynomially-bounded proof system, i.e., there exists a polynomially-bounded propositional proof system. Ã
We obtain the following corollary from this theorem. Corollary 2.9. If every propositional proof system has super-polynomial complexity, then NP 6 ¼ coNP and P 6 ¼ NP.
Proof. It immediately follows from the above theorem and the known fact that NP ¼ coNP holds if P ¼ NP. Ã
Resolution Proof System
Let F ¼ fC 1 ; C 2 ; . . . ; C m g be (a set of clauses in) a CNF formula. A resolution derivation of a clause A from F is a sequence of clauses ¼ fD 1 ; D 2 ; . . . ; D S g such that the last clause D S is A and each clause D i (1 i < S) is either some initial clause C j 2 F or a clause derived from F [ fD 1 ; . . . ; D iÀ1 g using the following derivation rule:
The resolution rule: It derives a new clause C _ C 0 from two clauses C _ x and C 0 _ x if both C _ x and C 0 _ x exist in F [ fD 1 ; . . . ; D iÀ1 g, where x is a variable. We represent this rule by
A resolution proof system is a propositional proof system deriving the empty clause 0 from an unsatisfiable set of clauses by using the resolution rule. We add one more rule to the resolution proof system for the sake of simplicity for our arguments. The weakening rule: It derives a new clause C _ C 0 from a clause C 2 F [ fD 1 ; . . . ; D iÀ1 g, where C 0 is an arbitrary clause. We represent this rule by
It can be shown that this rule does not strengthen the original resolution proof system. A resolution refutation (or a proof ) from F is a resolution derivation of the empty clause 0 from F . See Example 2.10 for an illustration of a resolution refutation. Example 2.10. Let F be a set of the following five clauses:
Then, using the resolution rule step by step, we can get the following sequence 1 of clauses:
Note that we do not use the clause C 5 . Since the empty clause is obtained from F in 1 , the sequence 1 is a resolution refutation. Another resolution refutation 2 is given as follows:
We can represent the process of obtaining a resolution derivation by using a directed acyclic graph. For a resolution derivation , we define G as a directed acyclic graph with the clauses of the derivation as nodes, and for each derivation step edges is added from the assumption clauses to the consequences clause. A resolution derivation is called tree-like if G is a tree; we may make copies of the original clauses in F in order to obtain a tree-like resolution derivation. See Fig. 1 and Fig. 2 for examples of a general resolution derivation and a tree-like resolution derivation. The size of a resolution derivation , denoted by LðÞ, is the number of clauses in it. We denote by LðF Þ the minimum size of a resolution refutation from F , i.e., LðF Þ ¼ minfLðÞ : is a resolution refutation from F g:
We also denote by L T ðF Þ the minimum size of a tree-like resolution refutation from F .
It is easy to see that a resolution proof system is sound, i.e., if a resolution proof system derives a resolution refutation from the initial clauses in F , then F is unsatisfiable. Moreover, it is known that a resolution proof system is complete, i.e., if F is unsatisfiable, then a resolution proof system can derive a resolution refutation from F .
Restriction
For a clause C, a variable x and a 2 f0; 1g such that C contains at most one of x and x, the restriction of x on a is defined as follows:
C n x if a ¼ 0 and x 2 C;
C n x if a ¼ 1 and x 2 C; C otherwise (i.e., x = 2 C and x = 2 C);
where C n x (resp., C n x) denotes the clause obtained by removing a literal x (resp., x) from C (see the example below).
Fig . 1 . General resolution derivation.
Fig . 2 . Tree-like resolution derivation.
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Similarly, we define F ½x ¼ a ¼ fC½x ¼ a : C 2 F g. For a resolution derivation ¼ fC 1 ; . . . ; C s g of C s from F and a 2 f0; 1g, let ½x ¼ a ¼ fC 0 1 ; . . . ; C 0 s g be the restriction of on a, defined inductively by
if C j 1 _ y and C j 2 _ y derive C i via the resolution rule for j 1 < j 2 < i;
A via the weakening rule for j < i:
Since the clause 1 is not needed in deriving the clause 0, we assume in this paper that ½x ¼ a does not contain the clause 1, which can be achieved by removing all such clauses from ½x ¼ a. Example 2.12. We consider the resolution derivation ¼ fC 1 ; . . . ; C 5 g, where
(by the resolution rule for C 1 and C 2 );
(by the resolution rule for C 3 and C 4 ):
Then, ½x 1 ¼ 0 is the set of clauses given as
and ½x 2 ¼ 1 is the set of clauses given as
The width of a clause C, denoted wðCÞ, is defined to be the number of literals appearing in C. For a set of clauses F , its width is defined as wðF Þ ¼ max C2F fwðCÞg. For example, if F ¼ fx 1 _ x 2 _ x 3 ; x 1 _ x 2 ; x 3 g, then the width of the three clauses are three, two, one, respectively, and the width of F is three. We also define the width wðÞ of a sequence of clauses in the same way. For example, the width wðÞ of the resolution derivation in Example 2.12 is equal to three. The width wðF ' AÞ of a resolution derivation of a clause A from a formula F is defined by wðF ' AÞ ¼ minfwðÞ : is a resolution derivation of A from F g:
We also denote F ' w A if A can be derived from F in width w. In this paper, we are mainly interested in the width of resolution refutations, i.e., wðF ' 0Þ.
Size Lower Bounds of Resolution Refutations
In this section, we show some known lower bounds on the size of resolution refutations. While the definitions, theorems and proofs presented below are almost identical to those in [9] , we add some examples and elementary proofs for readers' better understanding. The proofs given below are based on size-width relations and width lower bounds for resolution refutations.
Size-Width Relations
We explain some lemmas and theorems on relations of size and width of resolution derivations. Recall the definitions of F ½x ¼ 0 and F ½x ¼ 1 in Section 2.3. Lemma 3.1 (Lemma 3.1 of [9] ). For a set of clauses F , a variable x, and a clause A, we have the following:
Proof. We prove the former claim only since the proof of the latter claim follows from that of the former by replacing x and 0 with x and 1, respectively. Let be a resolution derivation of A from F ½x ¼ 0 with width k. We define 0 as a 312 SETO sequence of clauses obtained by replacing each clause C in with C _ x. It is easy to see that wð 0 Þ ¼ wðÞ þ 1 ¼ k þ 1. To show F ' kþ1 ðA _ xÞ, it suffices to prove that 0 is a resolution derivation of A _ x from F , i.e., we show that each C 2 0 satisfies C 2 F or can be obtained by either of the resolution rule and the weakening rule. We denote
be derived from C by a single application of the weakening rule. Finally, if C is derived from C 0 and C 00 via the resolution rule, then C _ x can be derived from C 0 _ x and C 00 _ x, both of which are in
We can show that wðF ½x 1 ¼ 0 ' 0Þ ¼ 2. Indeed, it is not difficult to check that wðF ½x 1 ¼ 0 ' 0Þ ! 2 holds, and the reverse inequality follows from the fact that the following sequence of clauses, denoted by , is a resolution derivation of 0 from F ½x 1 ¼ 0 (i.e., is a resolution refutation from F ½x 1 ¼ 0). We show that F ' 3 x 1 holds. For this, we define a new sequence of clauses 0 by replacing all clauses D j ð j ¼ 1; 2; 3; 4; 5Þ with D j _ x 1 . That is, 0 is a sequence of clauses given as
We see that D 4 _ x 1 (resp., D 5 _ x 1 ) can be derived from F by applying the resolution rule to
. Thus, 0 is a resolution derivation of x 1 from F , and its width is three, i.e., F ' 3 x 1 holds. Lemma 3.3 (Lemma 3.2 of [9] ). Let F be a set of clauses and x be a variable.
Proof. We prove the former claim only. Assume that F ½x ¼ 1 ' kÀ1 0 and F ½x ¼ 0 ' k 0. Since F ½x ¼ 1 ' kÀ1 0, we have F ' k ð0 _ xÞ by Lemma 3.1. This means that we can derive x from F in width k. Moreover, each clause in F ½x ¼ 0 n F can be derived by applying the resolution rule to x and some clause in F x , and therefore width of each clause in F ½x ¼ 0 n F is at most wðF x Þ. Once we obtain the set F ½x ¼ 0, we can derive 0 from F ½x ¼ 0 with the width at most k. Therefore, wðF ' 0Þ maxfk; wðF x Þg follows. Ã
We now show a size-width relation for tree-like resolution refutations. Theorem 3.4 (Theorem 3.3 of [9] ). Let F be a set of clauses with 1 = 2 F . Then, it holds that
Proof. Let n be the number of variables in F and k a non-negative integer. We prove by induction on n that L T ðF Þ 2 k implies wðF ' 0Þ wðF Þ þ k. Base Case: Suppose that n ¼ 0 holds. Then, we have 0 2 F , which implies wðF ' 0Þ ¼ wðF Þ ¼ 0. Hence, it holds that wðF '
Induction
Step: Let us consider a tree-like resolution refutation from F with the minimum width, i.e., wðÞ ¼ wðF ' 0Þ. The last derivation in should be x; x ! 0 by the resolution rule. Suppose that in the tree-like resolution refutation , the literal x (resp., x) is derived by a tree-like resolution derivation x with the size L T x (resp., x with the size L T x ). It is easy to see that
k by assumption, we have at least one of L T x 2 kÀ1 and L T x 2 kÀ1 ; we assume, without loss of generality, that L T x 2 kÀ1 . Since x derives the literal x, the restriction x ½x ¼ 0 of x derives the empty clause 0, and its size is equal to L T x , which is at most 2 kÀ1 . Since x ½x ¼ 0 has n À 1 variables, the induction hypothesis implies that
On the other hand, the restriction x ½x ¼ 1 derives the empty clause 0, has n À 1 variables, and its size is equal to L T x An Introduction to Lower Bounds on Resolution Proof Systemswhich is at most 2 k . Thus, by the induction hypothesis, we have
Putting F x ¼ fD 2 F : x 2 Dg, we have by Lemma 3.3 that
This completes the proof. Ã Corollary 3.5 (Corollary 3.4 of [9] ). Let F be a set of clauses with 1 = 2 F . Then, we have L T ðF Þ ! 2 ðwðF '0ÞÀwðF ÞÀ1Þ . Proof. The claim immediately follows from Theorem 3.4.
Ã
We then show a size-width relation on general resolution refutations. Theorem 3.6 (Theorem 3.5 of [9] ). Let F be a set of clauses with 1 = 2 F . Then, wðF ' 0Þ wðF Þ þ Oð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n ln LðF Þ p Þ holds, where n is the number of variables in F . The proof of Theorem 3.6 given below is based on the proof in the lecture note of Luca Trevisan. Ã Lemma 3.7. Let d and k be non-negative integers, and a ¼ ð1 À d=2nÞ À1 . Also, let be a minimum size resolution refutation of F , i.e., is a resolution refutation of F with size equal to LðF Þ, and d be the set of clauses in which have width at least d. If d contains at most a k clauses, then it holds that wðF ' 0Þ wðF
Proof. The proof is given by induction on n. Base Case: If n ¼ 0 then 0 2 F holds. Thus, wðF ' 0Þ ¼ 0 wðF Þ and we are done. Induction
Step: In the following, we say that a clause is large if its width is at least d. The number of literals in d is at least d Á j d j since each clause in d is large. Since d has at most 2n literals, an averaging argument implies that there exists some variable x such that the literal x (or the literal x) appears in at least ðd=2nÞ Á j d j clauses in d ; we assume, without loss of generality, that the literal x satisfies this condition.
We consider the restriction ½x ¼ 1, which is a resolution refutation of F ½x ¼ 1. The number of large clauses in ½x ¼ 1 is bounded by
since all large clauses in containing the literal x are not in ½x ¼ 1; recall that ½x ¼ 1 does not contain the clause 1 (see the definition of restriction in Section 2.3). Since F ½x ¼ 1 contains at most n À 1 variable, the induction hypothesis implies that
On the other hand, F ½x ¼ 0 has at most n À 1 variables, ½x ¼ 0 is a resolution refutation of F ½x ¼ 0, and ½x ¼ 0 has at most a k large clauses. Hence, the induction hypothesis implies that
This completes the proof. Ã Proof of Theorem 3.6. We define , d , and a as in the statement of Lemma 3.7 using the integer d given by
Note that the number of clauses in d is at most the number of clauses in , which is equal to LðF Þ. We can show that LðF Þ a k holds for some integer k with k d by using the inequality lnð1 À "Þ À" for a sufficiently small " ! 0. Hence, Lemma 3.7 implies that
Ã Corollary 3.8 (Corollary 3.6 of [9] ). For a set of clauses F with 1 = 2 F containing n variables, it holds that
Proof. The equation follows immediately from Theorem 3.6. Ã
Proof Strategy for Width Lower Bounds
Given a set F of clauses, a general strategy to prove a lower bound on the width of a resolution refutation from F is as follows:
Step 1: Define a complexity measure : F ! N such that maxfðCÞ : C 2 F g 1.
Step 2: Prove that ð0Þ is ''large.''
Step 3: Prove that in any resolution refutation from G, there exists some clause C 2 with ''medium'' ðCÞ.
Step 4: Prove that if ðCÞ is ''medium,'' then wðCÞ is ''large.'' We shall now formalize and explain this strategy. First we define a complexity measure that satisfies conditions in Steps 1, 2, and 3 of the general strategy. For a clause C and a set À of formulas, we say that À implies C, denoted as À j= C, if every assignment satisfying all formulas in À also satisfies C. Definition 3.9. Let A be an unsatisfiable set of formulas, i.e., A j= 0. For each clause C, we define
We note that A j= C holds since A is unsatisfiable. The next lemma shows that the measure A has sub-additive property with respect to resolution steps. Lemma 3.10 (Lemma 5.2 of [9] ). Suppose that a clause C is derived from clauses C 1 and C 2 by the resolution rule. For any set A of unsatisfiable formulas, it holds that
We show below that A 1 [ A 2 j= C holds since this implies
Let be an assignment satisfying all formulas in A 1 [ A 2 . We will show that also satisfies C. Due to the choice of A 1 and A 2 , the assignment satisfies both of C 1 and C 2 . Assume that C 1 ¼ C 0 _ x and C 2 ¼ C 00 _ x with some clauses C 0 ; C 00 and some variable x. Then, we have C ¼ C 0 _ C 00 . Hence, if does not satisfy C 0 , then it satisfies x, implying that satisfies C 00 . This means that satisfies at least one of C 0 and C 00 , i.e., it satisfies C. Ã
In order to assure the condition in Step 1 of the strategy, we want maxfðCÞ : C 2 F g to be small. Definition 3.11. For an unsatisfiable set of clauses F , we say that A is compatible with F if A j= 0 and A ðCÞ 1 for every C 2 F . Equivalently, A is compatible with F if A is an unsatisfiable set of formulas such that for every C 2 F with C 6 ¼ 1, there exists some 2 A such that every assignment satisfying also satisfies C.
We will always pick up a compatible A to define ¼ A . Note that Step 2 of the strategy requires an additional property of A that there exists no ''small'' unsatisfiable subset of A.
Once the condition in Step 2 is satisfied, then the condition in Step 3 is also satisfied, due to the following property. Lemma 3.12 (Lemma 5.4 of [9] ). Let A be an unsatisfiable set of formulas, and F an unsatisfiable set of clauses. Suppose that A is compatible with F and satisfies A ð0Þ ! 3. Then, for every resolution refutation from F , there exists a clause C in satisfying 1 3 A ð0Þ < A ðCÞ 2 3 A ð0Þ:
Proof. We denote ¼ A for simplicity. We first show that there exists a clause C in such that C = 2 F and ðCÞ > ð0Þ=3. For this, it suffices to show that the empty clause 0, which is the last clause in , satisfies 0 = 2 F . We have ð0Þ ! 3 by the assumption, and ðCÞ 1 holds for all C 2 F since A is compatible with F . Hence, 0 is not in F .
Let C be the first clause in such that C = 2 F and ðCÞ > ð0Þ=3. We show by using Lemma 3.10 that ðCÞ 2ð0Þ=3 holds. Since C = 2 F , the clause C is derived either by the resolution rule or by the weakening rule. Suppose that C is derived by the resolution rule from some two clauses C 1 and C 2 . Since each C j ð j ¼ 1; 2Þ appears in before C, we have ðC j Þ ð0Þ=3 if C j = 2 F . Since A is compatible with F , we have ðC j Þ 1 ð0Þ=3 if C j 2 F . From Lemma 3.10, it holds that ðCÞ ðC 1 Þ þ ðC 2 Þ 2ð0Þ=3.
We then consider the case where C is derived by the weakening rule, and suppose that C ¼ C 0 _ C 00 , where C 0 is a clause which appears in before C and C 00 is an arbitrary clause. Then, ðC 0 Þ ! ðCÞ holds by the definition of . Since ðCÞ > ð0Þ=3, we have ðC 0 Þ > ð0Þ=3, which implies C 0 2 F by the choice of C. It follows from C 0 2 F that ðC 0 Þ 1 ð0Þ=3, a contradiction. Hence, C cannot be derived by the weakening rule. This concludes the proof. Ã
In the rest of the section, we show the connection between the condition in Step 4 of the strategy and the expansion properties of a set of sensitive formulas which is compatible with the input formula. We give the definitions of a critical assignment and a sensitive formula. Definition 3.13. For a set of formulas A and f 2 A, a critical assignment for f is defined to be an assignment 2 f0; 1g varðAÞ such that f ðÞ ¼ 0 and gðÞ ¼ 1 for every g 2 A n f f g. For an assignment 2 f0; 1g varðAÞ and a variable x 2 varðAÞ, flip of on the variables x is an operation of replacing the value x with 1 À x in the assignment , i.e., an operation to generate a new assignment given by
& Definition 3.14. A formula f is said to be sensitive if the hamming distance between any two distinct falsifying assignments is greater than one, i.e., for every assignments ; with 6 ¼ and f ðÞ ¼ f ðÞ ¼ 0, we have jfy 2 varðf Þ : y 6 ¼ y gj > 1. Parity formula and OR formula are examples of sensitive formulas. Example 3.15. Let fx 1 ; x 2 ; . . . ; x n g be a set of variables. Parity formula is a formula given as È n i¼1 x i , where È is an operator such that
2Þ, the hamming distance between any two distinct falsifying assignments for parity formula is at least two. Hence, parity formula is sensitive.
OR formula is a formula given as _ n i¼1 x i . Since OR formula has a unique falsifying assignment (i.e., x i ¼ 0 for all i ¼ 1; 2; . . . ; n), OR formula immediately satisfies the condition of sensitive formula.
We see from definition that for a sensitive formula f and its falsifying assignment , the new assignment obtained by flipping on any variable satisfies f .
We define the expansion of a CNF formula in terms of its minimal boundary.
Any critical assignment to a sensitive formula can be easily changed to a satisfying assignment, by flipping a boundary variable. Lemma 3.17 (Lemma 5.7 of [9] ). Let f 2 A be a sensitive formula, a critical assignment for f , and x 2 varð f Þ \ @A. Then, the assignment given by flipping on x satisfies A.
Proof. We first show that f ðÞ ¼ 1 and f is dependent on x. Since f is sensitive and f ðÞ ¼ 0, every falsifying assignment 0 for f with 0 6 ¼ has the hamming distance from greater than one. By its definition, has the hamming distance from exactly equal to one, and therefore satisfies f ðÞ 6 ¼ 0, i.e., f ðÞ ¼ 1 holds. This implies that f is dependent on x. In particular, f is a unique formula in A which is dependent on x since x 2 @A.
We then show that gðÞ ¼ 1 holds for every g 2 A n f f g. Since f is a unique formula in A which is dependent on x, formula g is not dependent on x. This implies, by definition, that for every falsifying assignment 0 , flipping of 0 on x is also a falsifying assignment. That is, if flipping of 0 on x satisfies g, then 0 also satisfies g. Since is obtained by flipping on x, if gðÞ ¼ 1 then gðÞ ¼ 1 holds. Since is a critical assignment for f 2 A, we have gðÞ ¼ 1. This concludes the proof. Ã
The main tool, used in proving most lower bounds on width, presents the connection between width and expansion. The expansion of a set of formulas A is defined as the minimal boundary of a medium size subset of A. The precise definition is given as follows: Definition 3.18. For an unsatisfiable set of formulas A, the expansion of A, denoted as eðAÞ, is defined by
Theorem 3.19 (Theorem 5.9 of [9] ). For an unsatisfiable set of formulas A and an unsatisfiable set of clauses F , it holds that wðF ' 0Þ ! maxfeðAÞ : A is a set of sensitive formulas compatible with F g:
Proof. It suffices to show that wðF ' 0Þ ! eðAÞ for every set A of sensitive formulas compatible with F . We fix A in the following. Let be a resolution refutation from F such that wðÞ ¼ wðF ' 0Þ. By Lemma 3.12 there must be some clause C in such that k=3 < A ðCÞ 2k=3, where k ¼ A ð0Þ. Let A 0 A be a set such that A 0 j= C and jA 0 j ¼ A ðCÞ. We claim that any variable x 2 @A 0 appears in C. This claim implies the desired inequality as follows:
eðAÞ j@A 0 j wðCÞ wðÞ ¼ wðF ' 0Þ:
Suppose, for the sake of contradiction, that x 2 @A 0 but x = 2 C. Let f be a unique formula in A 0 which is dependent on x. If every assignment 0 satisfies Cð 0 Þ ¼ 1 and gð 0 Þ ¼ 1 for all g 2 A 0 , g 6 ¼ f , then we have A 0 n f j= C, a contradiction to the minimality of A 0 . Hence, there exists some assignment such that CðÞ ¼ 0 and gðÞ ¼ 1 for all g 2 A 0 , g 6 ¼ f . This assignment satisfies f ðÞ ¼ 0 since otherwise A 0 6 j= C holds, a contradiction. Hence, is a
2 C. This implies A 0 6 j= C, a contradiction. Ã
Tseitin Formula
Tseitin formula is an unsatisfiable CNF formula defined by using a graph as follows. Definition 3.20. Let G ¼ ðV; EÞ be a finite connected graph and f : V ! f0; 1g be a function. Assign a variable x e to each edge e 2 E. For v 2 V, define ParityðvÞ as a CNF formula such that
x e ¼ f ðvÞ; 0 otherwise;
where E v denotes the set of edges in E incident to the vertex v. We define ðG; f Þ as a CNF formula given by ðG; f Þ ¼v
2V
ParityðvÞ:
The
where
Note that each of Parityðv j Þ can be represented as a CNF formula. For example, Parityðv 2 Þ is represented as follows:
Parityðv 2 Þ ¼ ð:x e 1 _ :x e 3 _ x e 4 Þ^ðx e 1 _ :x e 3 _ :x e 4 Þ^ð:x e 1 _ x e 3 _ :x e 4 Þ^ðx e 1 _ x e 3 _ x e 4 Þ:
It is easy to see that the formula ðG; f Þ is unsatisfiable since P v2V f ðvÞ is odd. Indeed, we have ðx e 1 È x e 2 Þ È ðx e 1 È x e 3 È x e 4 Þ È ðx e 2 È x e 3 Þ È ðx e 4 È x e 5 Þ È x e 5 ¼ 0 since each variable appears exactly twice, while
This means that there exists no assignment of variables which satisfies ðG; f Þ. (ii) For every u 2 V there exists an assignment which satisfies all clauses in fParityðvÞ : v 2 V n fugg.
Proof. We first prove the ''if'' part of the claim (i x e Þ is equal to zero. To prove the ''only if'' part of the claim (i), we assume that f is even-weight, i.e., P v2V f ðvÞ 0 ðmod 2Þ, and show that ðG; f Þ is satisfiable. Since P v2V f ðvÞ 0 ðmod 2Þ, there exist an even number of vertices v 1 ; v 2 ; . . . ; v 2tÀ1 ; v 2t such that f ðv j Þ ¼ 1 ð j ¼ 1; 2; . . . ; 2tÞ. For vertices v 2t 0 À1 and v 2t 0 , let P t 0 be (the set of edges in) a path in G connecting v 2t 0 À1 and v 2t 0 ; such a path exists since G is connected. Using these paths, we set variables x e ðe 2 EÞ by x e ¼ 1 if edge e is contained in an even number of paths P 1 ; P 2 ; . . . ; P t , and by x e ¼ 0 otherwise. It is not difficult to see that such an assignment satisfies the equations L e2E v x e ¼ f ðvÞ for all v 2 V. We finally prove the claim (ii). If f is even-weight, then we are done since ðG; f Þ is satisfiable by the claim (i). Hence, suppose that f is odd-weight. Consider the function f 0 obtained from f by changing the value f ðuÞ with An Introduction to Lower Bounds on Resolution Proof Systems1 À f ðuÞ. Then, f 0 is even-weight, and therefore ðG; f 0 Þ is satisfiable by the claim (i). This implies that fParityðvÞ : v 2 V n fugg is satisfiable. Ã For v 2 V, the degree of v, denoted by d G ðvÞ, is the number of edges in G incident to v. The following lemma states that if the maximum degree of G is bounded by a constant, then the number of clauses in ðG; f Þ and width of ðG; f Þ are small. Recall that any formula with k falsifying assignments can be represented as a CNF formula with k clauses. Lemma 3.23 (Lemma 4.2 of [9] ). If the maximal degree of a graph G ¼ ðV; EÞ is d, then ðG; f Þ can be represented as a CNF formula with width at most d, at most jVj Á 2 dÀ1 clauses, and at most jVj Á d=2 variables.
Proof. The number of edges in G is at most jVj Á d=2 since the maximal degree of G is d. Hence, the number of variables in ðG; f Þ is at most jVj Á d=2. For each vertex v 2 V, at most d edges are incident to v. Hence, ParityðvÞ is represented by using at most d variables, i.e., the width of ParityðvÞ is at most d. Since ðG; f Þ is the conjunction of ParityðvÞ, the width of ðG; f Þ is at most d.
Due to its definition, ParityðvÞ has at most 2 d =2 ¼ 2 dÀ1 falsifying assignments, and therefore it can be represented as a CNF formula with at most 2 dÀ1 clauses. Since the graph G has jVj vertices, the number of clauses in ðG; f Þ is at most jVj Á 2 dÀ1 . Ã
We define the expansion of a graph as follows. Definition 3.24. For a finite connected graph G ¼ ðV; EÞ, the expansion eðGÞ of G is defined by
where EðV 0 ; V n V 0 Þ denotes the set of edges ðu; vÞ 2 E such that u 2 V 0 and v 2 V n V 0 . As shown in the following lemma, the expansion of a graph is equal to the expansion of the set fParityðvÞ : v 2 Vg of parity formulas; recall the definition for the expansion of formulas in Definition 3.18. We have @A V 0 ¼ fx e : e 2 EðV 0 ; V n V 0 Þg since if e ¼ ðv; uÞ satisfies v 2 V 0 and u 2 V n V 0 , then ParityðvÞ is the only formula in A V 0 which is dependent on x e . Therefore, j@A V 0 j ¼ jEðV 0 ; V n V 0 Þj holds. To conclude the proof, it suffices to show that ð0Þ ¼ jVj. Since A V is unsatisfiable, we have ð0Þ jVj. By Lemma 3.22 (ii), A V 0 is satisfiable for every proper subset V 0 of V, which implies ð0Þ ! jVj. Hence, ð0Þ ¼ jVj holds. Ã
We are now ready to prove the following theorem on the connection between the width of a resolution refutation of ðG; gÞ and the expansion of a graph. Theorem 3.26 (Theorem 4.4 of [9] ). For a finite connected graph G and an odd-weight function f , wððG; f Þ ' 0Þ ! eðGÞ holds.
Proof. Let A V ¼ fParityðvÞ : v 2 Vg. Since we have eðA V Þ ¼ eðGÞ by Lemma 3.25, it remains to show that wððG; f Þ ' 0Þ ! eðA V Þ. By Theorem 3.19, it suffices to prove that A V is a set of sensitive formulas compatible with ðG; f Þ. As shown in Example 3.15, every parity formula is sensitive. We have A V j= 0 since ðG; f Þ is unsatisfiable. Since ðG; f Þ is a conjunction of ParityðvÞ for v 2 V, every clause C 2 ðG; f Þ belongs to some ParityðvÞ. Hence, each C 2 ðG; f Þ satisfies A V ðCÞ ¼ 1, which implies that A V is compatible with F . This concludes the proof.
Ã From this theorem, we get the following lower bound for Tseitin formulas associated with expander graphs. A graph G ¼ ðV; EÞ is said to be expander if there exists some constant " > 0 such that jEðV 0 ; V n V 0 Þj ! "jV 0 j for every V 0 V with jV 0 j jVj=2; note that eðGÞ ! "jVj=3 holds for such a graph. A graph G ¼ ðV; EÞ is said to be 3-regular if d G ðvÞ ¼ 3 for every v 2 V. Since G is a 3-regular graph, we have wððG; f ÞÞ ¼ 3 by Lemma 3.23 and jEj ¼ ð3=2ÞjVj. We also have wððG; f Þ ' 0Þ ! eðGÞ ¼ ðjVjÞ by Theorem 3.26 and the assumption of G. Hence, the claim follows. Ã
Pigeonhole Principle Formula
Pigeonhole principle is a well-known fact, stating that there is no one-to-one map from m pigeons to n holes whenever m > n. This statement can be represented by the following formula with nm variables. 318 SETO Definition 3.28. Let m and n be positive integers, and x ij , 1 i m, 1 j n, be variables. We define the pigeonhole principle formula PHP m n as the conjunction of the following clauses:
For each variable x ij , x ij ¼ 1 means that pigeon i is mapped to hole j. The ''pigeon'' clause P i means that pigeon i settles in at least one hole, while the ''hole'' clauses H j i;i 0 for each j imply that hole j contains at most one pigeon. Hence, it is easy to see that PHP m n is unsatisfiable if m > n. An example of a pigeonhole principle formula is given below. Example 3.29. We consider the case with three pigeons and two holes. Then, the pigeonhole principle formula PHP 3 2 is given as the conjunction of the following clauses: Whenever m > n, PHP m n is an unsatisfiable CNF formula with mn > n 2 variables, Oðm 2 nÞ clauses, and width n. Since the width of PHP m n depends on n, our proof of lower bounds via size-width relations cannot be applied directly to this formula. To avoid this situation, we reduce the width by using some extension variables.
Width Lower Bound for Tree-like Resolution
It is easy to check that wðPHP m n ' 0Þ n for the standard formulation of PHP m n . This means that this formulation is not appropriate to get a super-polynomial lower-bound of size via the size-width relation. Therefore, we need to reduce PHP m n to a ''constant'' width formula, and prove an ðnÞ lower bound of width for such a formulation. Definition 3.31. For a formula f ðxÞ with a variable vectorx, a nondeterministic extension of f is a formula gðx;ỹÞ such that f ðxÞ ¼ 1 if and only if there exists someỹ such that gðx;ỹÞ ¼ 1. The variables inx and inỹ are called original variables and extension variables, respectively.
A row-extension of PHP m n is a formula derived from PHP m n by replacing every ''pigeon'' clause P i with some nondeterministic extension EP i , using distinct extension variablesỹ for distinct clauses. In the following, we denote by EPHP m n a row-extension of PHP m n , although it is not uniquely determined. One standard nondeterministic extension of P i is the following CNF formula with n þ 2 clauses, 2n þ 1 variables, and width three:
ð3:1Þ Lemma 3.32. For i ¼ 1; 2; . . . ; m, the formula EP i given by ð3.1Þ is a nondeterministic extension of P i . Proof. Suppose that an assignment of x ij satisfies P i . Then, there exists some j with 1 j n such that x ij ¼ 1. Hence, this assignment of x ij and the assignment of y ij given by
On the other hand, suppose that an assignment of x ij does not satisfy P i . Then, we have x ij ¼ 0 for all j ¼ Hence, the row-extension EPHP 
If wðCÞ ! ðn þ 1Þ=3, then we have wðÞ ! wðCÞ ! ðn þ 1Þ=3 and we are done. In the following, we assume wðCÞ < ðn þ 1Þ=3 and derive a contradiction. Let 
there exists some j Ã such that the assignment sets x i 0 j Ã ¼ 0 for every i 0 ¼ 1; 2; . . . ; m. Flip the assignment to set x ij Ã to 1, and set the extension variables y ij appropriately so that EP i ¼ 1 holds; note that this is possible since 
Width Lower Bound for General Resolution
In this section, we derive a lower bound of the minimum size LðPHP 13 in [9] ). Let G be a bipartite graph and G 0 be a subgraph of G. Then, LðG 0 -PHPÞ LðG-PHPÞ.
The width of a resolution refutation from G-PHP is bounded from below by the following bipartite version of expansion: Definition 3.38. For a vertex u 2 U, the set of neighbors NðuÞ is given as NðuÞ ¼ fv 2 V : ðu; vÞ 2 Eg. For a set V 0 V, the boundary @V 0 of V 0 is given as
namely, the boundary of V 0 is the set of vertices in U that have exactly one neighbor in V
Proof. We prove this claim by induction on the cardinality of V 0 . Assume jV 0 j > 0. Since j@V 0 j ! qjV 0 j > 0, there exists some u 2 U such that jNðuÞ \ V 0 j ¼ 1. Let v 2 V 0 be the unique vertex in NðuÞ \ V 0 . Then, ðu; vÞ 2 E holds. Let V 00 ¼ V 0 n fvg. Since jV 00 j < jV 0 j, the induction hypothesis implies that there exists some matching M 00 with jM 00 j ¼ jV 00 j which covers V 00 . Note that no vertex in V 00 is adjacent to u since jNðuÞ \ V 0 j ¼ 1.
vÞg is a matching with jM 0 j ¼ jV 0 j which covers V 0 . Ã It is easy to verify that ðCÞ 1 for every clause C in G-PHP. This implies that A is compatible with G-PHP since A is unsatisfiable. For every V 0 V with jV 0 j r, A V 0 is satisfiable since there exists a matching in G covering V 0 by Lemma 3.40. Hence, we have ð0Þ ! r þ 1 ! 3. By Lemma 3.12, there exists some clause C Ã 2 with
Suppose that V 0 is a subset of V such that A V 0 j= C Ã and jV 0 j ¼ jA V 0 j ¼ ðC Ã Þ, where In the following, we show that wðC Ã Þ ! j@V 0 j. Note that this inequality implies the desired inequality wðC Ã Þ ! ðr þ 1Þq=3 since
where the second inequality is by the fact that G is an ðm; n; d; r; qÞ-expander.
To prove wðC Ã Þ ! j@V 0 j, we claim that for each u 2 @V 0 , the clause C Ã contains some variable x ðv;uÞ for somev 2 V (but not necessarily in V 0 ). For the sake of contradiction, assume that C Ã has no variable x ðv;uÞ withv 2 V. Let v be the unique neighbor of u in V 0 . Due to the choice of V 0 , there exists an assignment such that A v 0 ðÞ ¼ 1 for all v 0 2 V 0 n fvg and A v ðÞ ¼ C Ã ðÞ ¼ 0. Since v is the unique neighbor of u in V 0 , variables x ðv;uÞ withv 2 V do not appear in A v 0 for v 0 2 V 0 n fvg. Hence, we may assume, without loss of generality, that sets all variables x ðv;uÞ withv 2 V to 0. Thus, we may flip on x ðv;uÞ , and get an assignment satisfying A V 0 , without changing the value of C Ã , a contradiction. Hence, we have wðC Ã Þ ! j@V 0 j. This concludes the proof. Ã
A simple union bound yields the following lemma concerning the existence of bipartite expander graphs. Lemma 3.42. For every positive integers m; n, and d such that n=d and d=4 are positive integers, there exist a bipartite graph which is an ðm; n; d; n=d; d=4Þ-expander.
Proof. Let G ¼ ðV [ U; EÞ be a random bipartite graph with jVj ¼ m and jUj ¼ n such that d G ðvÞ ¼ d holds for all v 2 V, where edge set E is determined by choosing d neighbors of v from U for every v 2 V uniformly at random. For
We estimate the probability that there exists no bipartite ðm; n; d; n=d; d=4Þ-expander graph, which is bounded by X V 0 :jV 0 j n=d
To show that there exists a bipartite ðm; n; d; n=d; d=4Þ-expander graph, we show below that this bound is less than one. By the union bound and a standard estimation
where the first inequality is by s ds=4 n=4 and the last inequality by d ! 4. This shows that there exists a bipartite ðm; n; d; n=d; d=4Þ-expander graph. Ã By combining Lemmas 3.37 and 3.42, Theorem 3.41, and Corollary 3.8, we obtain the following two lower bound results. 
Space Lower Bounds of Resolution Refutations
In this section, we explain lower bounds of space for resolution refutations of the pigeonhole principle formula and Tseitin formula shown in [1] . In addition, we explain a basic size-space tradeoff result shown by Hertel and Pitassi [18] . Definitions, theorems and proofs in this section are essentially based on those in [1, 18] .
Definitions and Notation
Space complexity of a resolution refutation is introduced to estimate the minimum amount of memory during a resolution refutation from a given tautology. We use one read-only memory tape and one working memory tape. The input CNF formula F is written on the read-only memory tape. In the working memory tape, we keep a subset of clauses in a resolution refutation. At each step, we apply one of the following three operations:
(1) Add a clause C 2 F from the read-only memory tape to the working memory tape.
(2) Apply single resolution derivation to two clauses in the working memory tape and add the resulting clause to it.
322 SETO (3) Remove an unnecessary clause from the working memory tape. Definition 4.1. A configuration is a set of clauses. A proof from a CNF formula F is a sequence of configurations M 0 ; Á Á Á ; M s such that M 0 ¼ ;, and for all t 2 ½s, M t is obtained from M tÀ1 by one of the following rules:
(1) Axiom Download: An example of configurations in a refutation is given below. Example 4.2. Let F be a set of the following five clauses:
The configuration in the working memory tape corresponding to 1 is as follows: where the minimum is taken over all resolution refutations from F , and is defined to be þ1 if no such resolution refutation exists.
We introduce semantic resolution proof system to obtain space lower bounds. Definition 4.4. A semantic resolution proof is a proof obtained by the following rules:
(1) Axiom Download:
If M s contains 0, then a semantic resolution proof is called a semantic resolution refutation from F . We define
where the minimum is taken over all semantic resolution refutations from F , and is defined to be þ1 if no such resolution refutation exists. The semantic inference rule removes the restriction that C must be derived by a single resolution step. It means that semantic resolution refutation is stronger than the original resolution refutation. Thus, the space of semantic resolution An Introduction to Lower Bounds on Resolution Proof Systemsrefutation may be smaller than that of the original resolution refutation, i.e., SpðF Þ ! Sp sem ðF Þ holds. The following concept is useful in our arguments. Definition 4.5. A proper 1-CNF formula M is a set of literals such that distinct literals correspond to distinct variables. That is, if M is a set of literals ' 1 ; ' 2 ; . . . ; ' k , then varð' j Þ 6 ¼ varð' j 0 Þ holds for every j; j 0 with j 6 ¼ j 0 . By definition, every proper 1-CNF formula is satisfiable. 
Pigeonhole Principle Formula
In this section, we prove a space lower bound for pigeonhole principle formulas. For this, we show a space lower bound for n-semiwide formulas. Definition 4.8. Let F be an unsatisfiable set of clauses and n be a positive integer. We say that F is n-semiwide if there exists a partition F ¼ F 0 [ F 00 satisfying the following conditions: . F 0 is satisfiable, . for every F 0 -consistent proper 1-CNF formula M with jMj < n and every clause C 2 F 00 , M can be extended to an Then, F 0 and F 00 give a partition of PHP m n . We show that this partition satisfies the conditions in the definition of n-semiwide formula.
It is easy to see that F 0 is satisfiable. Let M be an F 0 -consistent proper 1-CNF formula with jMj < n. Then, X ¼ fði; jÞ : literal x i; j is in Mg forms a partial matching, i.e., for each j 2 ½n, there exists at most one i 2 ½m with ði; jÞ 2 X. Moreover, the partial matching X covers at most n À 1 holes, i.e., there exists some hole j Ã 2 ½n such that ði; j Ã Þ = 2 X for every pigeon i 2 ½m. Therefore, for every P i 2 F 00 , M can be extended to an F 0 -consistent proper 1-CNF formula M 0 M such that M 0 j= P i ; indeed it suffices to take M 0 ¼ M [ fx i; j Ã g which corresponds to a partial matching X 0 ¼ X [ fði; j Ã Þg. Ã Theorem 4.10 (Theorem 3.13 in [1] ). Let F be an unsatisfiable set of clauses and n be a positive integer. If F is n-semiwide, then it holds that Sp sem ðF Þ > n:
Proof. To prove the inequality Sp sem ðF Þ > n, we fix a partition F ¼ F 0 [ F 00 as in Definition 4.8. Let A be a set of all F 0 -consistent proper 1-CNF formulas. Instead of proving the theorem, we prove the following claim.
Claim 4.11. For each configuration M which can be derived from F using space at most n, there exists a configuration M À1 2 A such that M À1 j= M and jM À1 j jMj. Before proving the claim, we show that this claim implies the statement of the theorem. Let ¼ fM 0 ; M 1 ; . . . ; M s g be a semantic resolution refutation from F with M s ¼ 0, and assume, to the contrary, that Sp sem ðÞ n holds. This assumption implies that the configuration M sÀ1 is derived from F using space at most n. By the claim, there exists a configuration 
sÀ1 j= C since F is n-semiwide and jM À1 sÀ1 j < n. Since C is a clause, we can satisfy it by fixing just one variable. This implies that we may assume, without loss of
where the inequality is by the induction hypothesis. This implies
The following corollary follows immediately from this theorem and Lemma 4.9. Corollary 4.12. For every positive integers m and n with m > n, it holds that
Tseitin Formula
We then explain a space lower bound for Tseitin formulas (see Definition 3.20) . Recall that a Tseitin formula ðG; f Þ is defined by using a finite connected graph G ¼ ðV; EÞ and a function f : V ! f0; 1g, and its variables x e are associated with edges e 2 E of graph G.
Let G be a connected graph G with n vertices. We denote by cðGÞ the minimum number of edges that must be removed from G in order to obtain a graph in which all connected components have size at most n=2. Let M be a proper 1-CNF formula written by using some of the variables fx e : e 2 Eg. Let EðMÞ EðGÞ be a subset of edges corresponding to the variables in M, and let G 0 ¼ ðVðGÞ; EðGÞ n EðMÞÞ. If jMj < cðGÞ, then G 0 has a uniquely determined connected component with size more than n=2; we denote by V max ðMÞ (the vertex set of) such a connected component.
A proper 1-CNF formula M with jMj < cðGÞ is said to be admissible for a Tseitin formula ðG; f Þ if M is F -consistent, where F ¼ fParityðvÞ : v 2 V n V max ðMÞg. In other words, M is admissible if there exists a proper 1-CNF formula M 0 such that M 0 M and M 0 j= ParityðvÞ for every v 2 V n V max ðMÞ. Now we prove the following lemma. Lemma 4.13 (Lemma 3.26 in [1] ). Let M be a proper 1-CNF formula with jMj < cðGÞ, and suppose that M is admissible for ðG; f Þ. For every u 2 V max ðMÞ, there exists a proper 1-CNF formula M 00 M such that M 00 j= ParityðvÞ for all v 2 V n fug.
. . . ; kÞ be the connected components of the graph ðV; E n EðMÞÞ, where V 1 ¼ V max ðMÞ. Also, let us consider a partial assignment for variables in M such that ðx e Þ ¼ 1 if x e 2 M and ðx e Þ ¼ 0 if x e 2 M. If this partial assignment is applied to the formula ðg; f Þ, then ðg; f Þ is partitioned to the independent formulas ðG i ;
ParityðvÞ for i ¼ 1; 2; . . . ; k, where
recall that E v is a set of edges in G incident to the vertex v. Since M is admissible, there exists a proper 1-CNF formula M 0 such that M 0 M and M 0 j= ParityðvÞ for every v 2 V n V max ðMÞ. This implies that ðG i ; f i Þ is satisfiable for i ¼ 2; 3; . . . ; k since V 1 ¼ V max ðMÞ. By Lemma 3.22 (ii), there exists an assignment to variables x e for e 2 E 1 satisfying all clauses except for ParityðuÞ. Ã
We are ready to prove the following theorem on a space lower bound for Tseitin formulas. Proof. The proof below is similar to that of Theorem 4.10. Let A be a set of all proper 1-CNF formulas which are admissible for ðG; f Þ. Instead of proving the theorem, we prove the following claim. 
À1
sÀ1 such that M 00 j= ParityðvÞ for all v 2 V n fv 0 g. In particular, we have M 00 j= ParityðuÞ and therefore M 00 j= C holds. Since C is a clause, we can satisfy it by fixing just one variable. Hence, there exists some literal ' such that ' 2 C \ M 00 , and we set M Proof. Since G is a 3-regular graph, Lemma 3.23 implies that ðG; f Þ is a 3-CNF formula with OðjVjÞ clauses and OðjVjÞ variables. As shown below, we also have cðGÞ ¼ ðjVjÞ. Hence, we have Sp sem ððG; f ÞÞ ¼ ðjðG; f ÞjÞ by Theorem 4.14.
We now prove that cðGÞ ¼ ðjVjÞ holds. Since G is an expander graph, there exists some constant " > 0 such that jEðV 0 ; V n V 0 Þj ! "jV 0 j for every V 0 V with jV 0 j jVj=2. By the definition of cðGÞ, if we delete appropriately chosen cðGÞ edges from G, we can obtain connected components V 1 ; V 2 ; . . . ; V s with s ! 3 such that jV t j jVj=2 for t ¼ 1; 2; . . . ; s. Hence, we can take some T f1; 2; . . . ; sg such that the vertex set V Ã ¼ [ t2T V t satisfies jVj=3 jV Ã j 2jVj=3. Hence, we have cðGÞ ! jEðV Ã ; V n V Ã Þj ! "jV Ã j ! "jVj=3;
implying cðGÞ ¼ ðjVjÞ. Ã 326 SETO By combining Theorem 3.26 and Corollaries 3.27 and 4.16 we get the following result. Corollary 4.17. There exists a family of unsatisfiable 3-CNF formulas fG n : n ¼ 1; 2; . . .g such that each G n has OðnÞ clauses and OðnÞ variables, and satisfies LðG n Þ ¼ 2 ðnÞ , wðG n ' 0Þ ¼ ðnÞ and SpðG n ' 0Þ ¼ ðnÞ.
Size-Space Tradeoff
In this section, we discuss size-space tradeoff for resolution refutations. While there exist many results on size-space tradeoff, we present an elementary result by Hertel and Pitassi [18] . 
:
The resolution variable space of a CNF formula F is given as
VarSpðF Þ ¼ minfVarSpðÞg;
where the minimum is taken over all resolution refutations from F , and is defined to be þ1 if no such resolution refutation exists. Now define F n ¼ G n^H dgðnÞ=2eþ1 , where G n and H dgðnÞ=2eþ1 have disjoint sets of variables. It is easy to verify that a resolution refutation from F n is also a resolution refutation from G n or H dgðnÞ=2eþ1 (or both), and vice versa. It holds that VarSpðH dgðnÞ=2eþ1 Þ ¼ 2 Á ðdgðnÞ=2e þ 1Þ > gðnÞ ¼ VarSpðG n Þ: ð4:2Þ Hence, VarSpðF n Þ ¼ gðnÞ ¼ Oðn 2 Þ holds. Let be a resolution refutation from F n such that VarSpðÞ ¼ VarSpðF n Þ. Then, must be a resolution refutation from G n by (4.2), and therefore LðÞ ¼ 2 ðnÞ holds. We also have VarSpðÞ ¼ gðnÞ ¼ Oðn 2 Þ. On the other hand, the discussion above implies that there exists a resolution refutation 0 from H dgðnÞ=2eþ1 satisfying
This shows that if we are allowed to use additional space for two literals, we can obtain a resolution refutation 0 from H dgðnÞ=2eþ1 , which is also a resolution refutation from F n and satisfies Lð 0 Þ ¼ Oðn 2 Þ. Ã
The following theorem states the current best result on size-space tradeoff for resolution proof systems. We omit the proof of the theorem since it includes quite complicated arguments; see [2] for a proof. 
