Our purpose is to prove statements concerning the changes of sign in the sequence of partial sums st, ~2, l l l which do not depend on the particular distribution the xk may have. By considering certain subsequences of the partial sums we obtain an exact limit theorem which is still independent of the distribution of the xk: Let C( be a positive number and a the first integer such that (1 + u)" 2 2; let l', 2: l -9 be any sequence of natural numbers satisfying (k + 1)' 2 (1 + ~)k'; and let Ni be the number of changes of sign in the sequence s:, . l . , s;+~, where S; stands for sk#. ,!?w EjN;)
For k'= 2k,, it is easy to see that E 1 Ni { = n/4; so with probability one the number of changes of sign in the first n terms of the sequence st, s2, . . . , s2 k , . l l is asymptotic to n/4.
The basis of our proofs is the combinational Lemma 2 of the next section. When translated into the language of probability, this gives an immediate proof of Theorem 1. Re prove Theorem 3 in 6 3 and then use it to prove Theorem 2. A sequence of random variables for which N,/log n + l/2 is exhibited in $4; thus the statement of Theorem 2 is in a way the best possible.
Finally we sketch the proof of the following theorem, which was discovered by Paul L&y
[Z] when the xk are the Rademacher functions. Our results are stated only for random variables with continuous distributions. Lemma 3, slightly altered to take into account cases of equality, remains true however for discontinuous distributions; the altered version is strong enough to prove thi? last three theorems as they stand and tbe first theorem with the extreme members slightly changed. Tbe symmetry of the xk is of course essential in all our arguments.
2. Combinatorial lemmas, Let (or,. 9 * , a, be positive numbers which are free in the sense that no two of the sums zt at +_ l . q I!Z a, have the same value, LEMMA 2. This proves the first half of the theorem. Note now that z -w is the sum, of (j + l)'-(; + 1)' of the x's, and u + v is the sum of (i + 1 )', of the x's, and that moreover
We may thus apply the inequality (6) following Lemma 3 to obtain 4. An example, Our construction of a sequence rr, x2, +a l for which NJlog n + l/2 with probability one depends on the following observations. Thus, in order to produce the example, we have only to choose the xi so that, say, PrlZkI = 0(km2).
To do this we take xj = f exp (exp l/uj ), where ut, u2, l l l is a sequence of independent random variables each of which is uniformly distributed on the interval (0, 1) and the f stands for multiplication by the jth Rademacher function. For a given k let y and z be the least and the next to least of u I, l l l , uk+ ,.
The joint density function of y and z is (k+l)k(l-dk-' (0 < y < 2 < 1). where k is so chosen that n(k) 5 n 5 n (k + 1). Here the extreme members almost certainly tend to one as n increases, This proves Theorem 4.
Consequently

