We have previously reported an L 2 -gradient flow (L2GF) method for cryoelectron tomography and single-particle reconstruction, which has a reasonably good performance. The aim of this paper is to further upgrade both the computational efficiency and accuracy of the L2GF method. In a finite-dimensional space spanned by the radial basis functions, a minimization problem combining a fourth-order geometric flow with an energy decreasing constraint is solved by a bi-gradient method. The bi-gradient method involves a free parameter β ∈ [0, 1]. As β increases from 0 to 1, the structures of the reconstructed function from coarse to fine are captured. The experimental results show that the proposed method yields more desirable results.
Introduction
In recent decades, cryo-electron microscope imaging techniques have been established as indispensable tools for determining the three-dimensional (3D) structures of large macromolecules and biological machinery. These techniques can be separated into several imaging modalities, including single-particle analysis (multiple copies of a low-or high-symmetry unit), electron tomography (single copy of a low-symmetry unit) and electron crystallography (multiple copies of a low-symmetry unit symmetrically arranged in a lattice) (see [21] ). 1 Author to whom any correspondence should be addressed.
In this paper, we focus on single-particle analysis in which multiple copies of identical particles are imaged at different, randomly chosen orientations. We assume that the alignment problem would already have been solved using existing methods (see [6, 11, 12, 17, 18, 20] ). The next step is to conduct the 3D image reconstruction, which is the problem addressed by the algorithm introduced in this paper. The reconstruction algorithms are often weighted backprojection (WBP) methods [16] , direct Fourier methods [16] or iterative methods, including the algebraic reconstruction technique [9] , the simultaneous iterative reconstructive technique [8] and the simultaneous algebraic reconstruction technique [1] . In order to accelerate convergence of these iterative algorithms, block iterative techniques have been proposed previously (see [9, 14] ).
The problem of producing 3D reconstructions from a series of two-dimensional (2D) projection images is typically an inverse problem. Theoretically, an object can be reconstructed uniquely from its projections when all of its projections are known. In practice, however, only a limited number of projection images can be obtained. Hence, in most cases, the inverse problem is ill-posed. Thus some constrained conditions should be imposed so that the problem is wellposed. One such technique that imposes these constrained conditions is the projection onto convex sets, which assumes that the object f belongs to the intersection of some closed convex sets (see [19, 25] ). Another technique that can be used to find a well-posed approximation solution is the regularization technique. It should be noted that classic Tikhonov regularization has been employed in tomography reconstruction [15] .
An L 2 -gradient flow method (L2GF) has been presented previously [13, 24] for cryoelectron tomography reconstruction (see [24] ) and single-particle analysis (see [13] ). By minimizing an energy functional consisting of a fidelity term and a regularization term, an L2GF is derived. The flow is solved by a finite-element discretization in the B-spline function space in the spatial direction [22] and an explicit Euler scheme in the temporal direction. The experimental results show that the proposed method is stable, reliable and robust. A complete theoretical analysis of the convergence has been published previously [5] . The convergence analysis for solving the L2GF using the semi-implicit finite element method has been given in [4] . Therefore, the L2GF method is effective.
The purpose of this paper is to further enhance both the computational speed and accuracy of the L2GF method, using B-spline radial basis functions rather than B-spline basis functions as the basis functions, and a fourth-order geometric flow as a regularizer. We present a bigradient method to solve the involved variational model in a finite-dimensional space spanned by the B-spline radial basis functions. There are several advantages of using the B-spline radial basis functions. First, it is possible to obtain a C conclude this paper in section 6. Some detailed derivations are presented in appendices A and B.
Problem setting
, be a set of 2D projections measured from an unknown 3D function (electric potential) f by the x-ray transform X d l i.e. 
.
Then if we take ϕ = h, we have
Therefore, the directional derivative of G(f) in the direction h can be computed.
Numerical minimizations
In this section, we discretize the minimization problem in a function space. Then we solve the discretized minimization problem by the bi-gradient method. 
. It is not difficult to show that . The volumetric electron density maps of molecules are often approximated by Gaussian maps in the literature (see [2, 10, 26] ). In such approximations, each atom is simulated by a sphere. Using radial basis functions, the spherical property of atoms can be ideally approximated. The left figure of figure 1 shows the iso-contours of a bi-cubic B-spline basis function. When the iso-value approaches 0, the iso-contours differ greatly from the circles. The right figure shows the iso-contours of the cubic B-spline radial basis function. Furthermore, the projections of the cubic B-spline basis functions have no closed form, while the projections of the cubic radial B-spline basis functions can be exactly evaluated from their closed forms. This increases greatly the computational efficiency.
Fast computation of partial derivatives of J(f)
In our bi-gradient method, we need to compute the partial derivatives of J(f) with respect to the coefficients of f. Hence, we consider first the computation of these partial derivatives. It is easy to see that 
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For the cubic B-spline radial basis function ϕ i , we have 
, (2) e d (1) and e d (2) are two directions defined by (1) , which span the (u,v)-plane in space  3 . The integrations above can be exactly computed using the expression (9) 
Here we propose an efficient approach for computing X f
( , ),
The total cost for the projection is O pm ( ) 3 , where p denotes the total number of projections. Thus, compared with using fast Fourier transform, the cost of this method is one order higher; however, its performance is much better. The computation can be accelerated by removing small coefficients.
where ϵ > 0 is a given small number.
Refinement of the B-spline radial basis functions
In the following, the vector consisting of the coefficient of f x ( ) is denoted as f . Now we refine f x ( ) by replacing h and m with h 2 and m 2 , respectively. To obtain a representation in the form
from (11), we need to refine formulas for N s h ( , ). It is easy to derive that
where values for n i are computed by interpolation. There are a total of 125 basis functions involved, and the coefficients could be determined by interpolating 125 points
L 2 -gradient flow
One method to minimize the energy J(f) is to use the following L2GF
In matrix form, the flow can be written as
where
with R and G are defined by the right-hand side of (10). We call the vector 
efficiently, matrix elements of M are approximated by
can be approximately computed quickly.
Stage one: minimize J(f)
We present the main steps of the bi-gradient method. The method depends on a parameter β ∈ [0, 1]. (ii) Given an initial value
where r k ( ) and h k ( ) are spline functions with r k and h k as their coefficient vectors, respectively. The real numbers α k and β k are obtained by solving a 2 × 2 linear system derived from (12) .
( 1) is the required result. Otherwise, set k as + k 1 and then go back to step 3. The integer > M 1 in (13) is a given bound for the iteration.
Computing stopping threshold. Let f * be the exact function to be reconstructed, which is unknown. Then the measured image g d l can be represented as
where n u ( )
Hence we can take
To compute ε stop , we need to estimate n u ( )
We can use these known parts to estimate ε stop . In this paper, we regard the part
as noise. We therefore compute ε stop as follows
2 is the domain of the measured images. The integrations above are approximated by summations of the image values over the integer grid points.
Stage two: combining the geometric flow
The second stage for reconstructing f is as the following steps. 
where J is defined by (2) and G is defined by the geometric flow in section 3. (21) and section 4.6.1 for detail) and then compute 
is the final result. Otherwise, set = + k k 1 and then go back to step 2. In (16), ϵ is a small number: we take it as 10 (16) is a given bound for the iteration.
. 
In the plane spanned by the vectors g k and r k , we first introduce an angle θ measured from vector r k to vector g k . Then we define the two step-size curves 
Hence h k is a descent direction of J(f).
Having θ * and the combined direction h k , we compute the step-size in the direction h k as follows
Step-size curves. We first consider the step-size curve τ θ ( )
, we have
To make J(f) not increase, we redefine
then we obtain (17) with
)) 0 and omitting the higher order term τ O ( ) 2 , we obtain
into (28), we obtain (18), with
are the first-and second-order variations of G with respect to g k . Appendix B gives the computational details.
4.6.3. Discussions. Now we show that the f produced by algorithm 4.2 satisfies the condition (4). To illustrate this, let us consider a general form functional
Then the partial derivative with the coefficient of the spline function f is Hence, ℰ f ( ) is non-increasing in the direction r.
then it is easy to derive that
Hence, ℰ f ( ) is non-increasing in the direction h. From the discussion above, we know that J(f) is not increasing in the direction h k at f k ( ) , as (20) is satisfied. Furthermore, the step-size τ k given by (21) makes
Therefore, the function sequence f { } 
Numerical experiments and discussions
To evaluate the performance of our reconstruction algorithms, we present several examples in this section. We first look at the performance of our reconstruction algorithms for clean data in section 5.1. Then, we look at the performance of algorithms for noisy data in sections 5.2 and 5.3. We compare our results with that of WBP.
Numerical experiments for clean data
Given a volume data = and β = 1, , and β = 0. More iterations will make the case β = (1) . will illustrate that the most accurate method may not be the best method for data with high noise. Figure 3 shows the central slices of the reconstructed volume data, where figure (a) is from the initial data. Figures (b-f) are produced from the reconstruction results of the WBP, bigradient method with β = 0, β = , and β = 1, respectively. These figures show the same conclusions as the numerical results.
Iteration number
Remark 5.3. The increase in the accuracy of the bi-gradient method as β increases from 0 to 1 is due to the fact that when β = 0, we search the minimal point in the 1D space r span [ ] k , but when β = 1, we search the minimal point in the 2D space r h span [ , ] k k . When β ∈ (0, 1), the method is an average of the cases β = 0 and β = 1.
Numerical experiments for noised data with SNR = 1.0
At this point, we generate a new set of data by adding additive white Gaussian noise to each of the images I i , produced in the previous subsection with SNR = 1.0. Figure 4 shows five noisy images of the ones shown in figure 2 . We then reconstruct f using different reconstruction algorithms from the noisy images. Because the data is noisy, a regularization term is used. As before, we use R r ( ) to represent the reconstructed volume. For our bi-gradient method, we iterate 30 steps. In table 2, we list the energies, defined by (2), for the reconstruction results after 30 iterations. The energies show that the bi-gradient method with β = 1 yields minimal energy. Hence, it is indeed the most accurate method. However, the most accurate method may not lead to the most meaningful results. Figure 5 shows the central slices of the reconstructed volume data. The figures, from the first to the fifth, are the central slices of the reconstruction volumes of WBP, our bi-gradient method with β = 0, β = , and β = 1, respectively. It can be clearly observed that the bi-gradient method with β = 1 gives the noisiest result with detailed structures. After that, the bi-gradient method with β = and β = 0 follow successively. In table 3, we list the L 2 -errors between the reconstructed volumes and the exact initial volume data for iterations 5, 10, 15, 20, 25, and 30. The errors are not monotonically decreasing as the iteration number increases. It is easy to see that the most accurate method (β = 1) for the clean data leads to the maximal L 2 error, while the other three cases lead to similar L 2 error bounds. All these three cases are better than WBP for iterations 10, 15, 20, 25, and 30. The isosurfaces of the reconstructed volume data, as shown in figure 6, demonstrate that:
(i) The bi-gradient method with β = 0 gives the most coarse level structure, then followed by β = and β = 1.0.
(ii) The bi-gradient method with β = 1 does not yield valuable iso-surfaces. and β = 1, respectively. Table 3 . .
Iteration number E
(2) The noise is added to the 2D images I i , not to the volume data F. If the 2D image is highly polluted, such that the noise level is much higher than the signal, the reconstructed volume data from these polluted images differs greatly from the initial volume data F. Hence, it is not reasonable to require the reconstruction volumes to be close to the initial volume. Therefore, the L 2 -error between the initial data and the reconstructed data may not be a reasonable measure to evaluate the reconstruction method. In the next subsection, we explain how we used Fourier shell correlation (FSC) to evaluate the performance of the reconstruction methods.
Remark 5.5. In the previous section, we showed that, for the clean data set, as β increases from 0 to 1, the accuracy of the bi-gradient method also increases. In this subsection, we observe that β = 0 leads to the smoothest result. Now we explain the reason. From our previous work [5] , we know that if we choose = f 0 . The minimal property of the Euclidean norm makes the case that β = 0 yields the most smooth result. Table 4 . It can be seen that as β increases, the Euclidean norm also increases. figure 7 shows five of these 'noised' images). These noised images are split randomly into datasets A and B, with each dataset containing 100 00 images. Then, we reconstruct F using our bi-gradient method with β = 0, , , for each of the datasets (in this section, we do not take β = 1, as the examples in the previous subsection have shown that taking β = 1 does not lead to desirable results). Because the data are extremely noisy, a regularization term is used. The aim of splitting the dataset into two parts is to allow us to examine the correlation of the reconstructed results using FSC.
As before, we use R r ( ) to represent the reconstructed volume. For each value of β in our method, the algorithm iterates 30 steps. In table 5, we list the energies for the reconstruction results after 30 iterations. These energies are decreasing as the value of β increases and β = . It can be clearly observed that the case β = 2 3 gives the noisiest result with detailed structures. After that, the cases β = , , 0 , and all of these are better than WBP after 30 iterations. The iso-surfaces of the reconstructed volume data, as shown in figure 9 , demonstrate that the bi-gradient method with β = 0 gives the coarsest level structure, followed by β = , respectively. Table 6 .
(5) for different iteration numbers and for data set A. = E 0.29 193 (1) .
(2) 
(5) for different iteration numbers and for data set B. = E 0.29 208 (1) . Table 8 lists the resolutions for each of the reconstructed volume pairs after 10, 20 and 30 iterations. The resolution is computed at the place where the value of FSC is 0.5. It can be seen that for most of the cases, the resolution of each reconstruction result is higher than that produced by WBP. Figure 10 shows the FSC curves for the five cases and different numbers of iterations. 
E (3) E (4) E(2)
Multi-scale reconstruction
The reconstruction in the previous subsection is conducted for each β. The computation conducted in this way allows examination of the performance of our method. In a real construction, we do not need to compute the reconstruction result for each β. We have noticed that as β increases from 0 to 1, structures from coarse to fine are captured. We now combine these computations into one loop, aiming to obtain a sequence of multi-scale reconstruction results. For a given > K 1, we assume we are going to reconstruct a sequence of volume data … and reconstruct volume data F k using the bi-gradient method with − F k 1 as the initial value. The iteration numbers M and N in the bi-gradient method are taken as 5 for both the first and second stages.
For instance, if we take K = 3, and reconstruct the volume data F F F F , , ,
3 using the data in the previous section, we obtain the results corresponding to β = 0, , , . The obtained results were very close to the results obtained in the previous subsection; hence, they are not presented again.
Conclusions
We have presented a multi-scale bi-gradient flow method for single-particle reconstruction, which enhances both the computational speed and accuracy of the earlier L2GF method we reported. Using the space spanned by the B-spline radial basis functions, a bi-gradient method is combined with geometric flow with decreasing energy constraints. The experimental results have shown that the proposed method yields very desirable results. The multi-scale property of the method provides the user with the degree of freedom to reconstruct the volumetric data with the desired level of detail.
