Abstract-The focus of the work in this paper is the comparison of a mathematical deconfliction algorithm to biological data in a range of species that demonstrate agile flight beyond the current capabilities of engineered systems. The algorithm was tailored to two coordinate systems, global and body relative, and two velocity changing criteria, constant and variable speed. Three species of animals were considered: fish, birds and bats. Overall, strong correlations were found between the data and the algorithm in two of the species with data indicating a bias toward a body-fixed coordinate system with variable speed maneuvering. Results also suggested future development of a fully three dimensional algorithm rather than the planar version considered here.
I. INTRODUCTION
The use of autonomous vehicles has been growing for several years with system capabilities rapidly improving with respect to endurance, efficiency, onboard sensing and decision making. However, such systems lack the agility and onboard perception demonstrated by many biological species such as fish, birds and bats. In particular, biological systems appear to have better performance in terms of response time on short time scales when avoiding unexpected obstacles than do engineered systems. In order to aid in the development of deconfliction algorithms to improve the capabilities of engineered systems, one approach is to study the behavior of biological systems relative to models of motion that can be translated to engineering control system design. During the past several years, bio-inspired approaches have addressed systems theoretic modeling of biological behaviors in a number of contexts. Behavior models for schooling fish have been validated in [1] , [2] , [3] , [4] . Network models have been found used to describe information transfer in golden shiners [5] . Groups of locust have been have been compared to a selfpropelled particle model [6] . Ant behavior models have been explored in [7] , [8] . Relative to this approach, the work in this paper addresses the study of reactive obstacle avoidance on short time scales in a range of biological species. In particular, we are interested in mathematical models that are amenable to translation to engineered systems in a context where behavior can be proven to demonstrate particular performance criteria. The approach taken here, proposing a model and comparing biological trajectories from multiple biological species to it rather than attempting to derive an appropriate model directly from the trajectories, is the first step in the development of a mathematical model linking biological behavior and improved engineering capabilities that has the desired mathematical analytical properties for performance analysis in engineered systems. In this approach, we consider both positive and negative results (both of which will be discussed below) to be of interest.
Collision avoidance, or conflict resolution, is an active area of research. A collision occurs when two agents move within a predetermined minimum separation distance from one another. A conflict between two agents is detected if at some future time a collision will occur if the two agents maintain their current behavior. Conflict resolution is typically categorized into three methods: prescribed, optimization, and force field. A prescribed method is a set of protocols that an agent must follow [9] , [10] , [11] . The benefit to a prescribed method is that it can decrease response time; no calculations are involved. However, prescribed maneuvers can be less effective than real time calculation methods as they cannot be modified to address specific situations. The optimization methods generally combine a kinematic model and a set of cost metrics (e.g., fuel, money, workload) to produce trajectories with the lowest cost [12] , [13] . The complexity of the cost functions can make optimization functions difficult to understand, and they can become computationally intensive. The third method, force fields, treats the agents as charged particles [14] , [15] , [16] , [17] . Modified electrostatic equations are used to generate maneuvers. The force field approach uses fairly simple equations, but discontinuities can develop in the resolution maneuvers.
The model and control approach used here as the basis of comparison of biological and engineered algorithm is an optimization-based approach termed the Distributed Reactive Collision Avoidance (DRCA) algorithm [18] , [19] . The primary development of the method was done for planar systems with the potential for application in 3D by using projections of the 3D motion onto a plane [18] . This planar projection of the work is utilized here for two different choices of planar projection. The DRCA algorithm uses collision cones, also known as velocity obstacles, to characterize imminence of collision. Collision cones are defined as a set of velocities of an agent that will cause a collision with another object [20] . Related work in [21] uses the same collision cone approach and provides optimal pitch and yaw control, but not both simultaneously. As [18] provides explicit guarantees for large numbers of vehicles compared to the guarantees for pairs in [21] , we will follow the DRCA approach here.
Relative to the DRCA algorithm, three biological species are considered in this paper based on their maneuvering abilities and social interactions: fish (Danio aequipinnatus), barn swallows (Hirundo rustica), and cave bats (Myotis velifer). The study of three species is a fairly ambitious scope of work, but we are specifically interested in whether different species do or do not support the proposed model in the same way. We feel that the discussion will benefit from the spectrum of species considered. To limit the scope of the work considered here, we specifically do not consider any social interactions other than avoidance (e.g., attraction, number of nearest neighbors, size of group of animals, etc.). Such characteristics will be addressed in future work.
The work in this paper, based on the thesis work in [22] , is one of the few direct analyses of engineering based decision algorithms relative to multiple biological species. As discussed below, this comparison indicates the following characteristics: (1) a strong correlation appeared to exist between the deconfliction algorithm considered and the biological data for the fish and the birds, (2) the data from all three species were better represented by variable speed maneuvers rather than constant speed maneuvers to avoid collisions, and (3) the trajectories corresponding to the different species appeared to demonstrate better collision avoidance relative to different reference frames (fish data fit better to the inertial frame projection and bird and bat data fit better to the body-fixed frame projection).
The remainder of the paper is organized as follows. The biological species' characteristics are discussed in Sec. II. The collision avoidance algorithm is presented in Sec. III along with two planar coordinate system projection options for application of the method. Results of algorithm evaluation and discussion are presented in Sec. IV, and conclusions and future work are given in Sec. V.
II. BIOLOGICAL SPECIES A. Giant Danios -Schooling Fish
Giant danios are socially gregarious freshwater semitropical fish that are 4-6 cm in length and have a mass of 1.5-3.0 g. Socially gregarious fish tend to move together and stay in groups. Giant danios have a maximum velocity of approximately 12 body lengths per second (BL/s), or 48-72 cm/s [4] . These fish demonstrate agile maneuverability as well as quick responses on short time and distance scales.
The tank in which the giant danios were filmed was 2 m by 3 m with a 1 m depth. The data were collected in a lab environment using four video cameras placed above the tank filming at 30 frames per second (fps) [23] . Recordings were made of groups of 15 fish in which some of the fish were trained to respond to a food cue. When this cue was initiated, the trained fish would begin searching for food. Five sets of trajectory data were collected, each set having three segments. The five sets correspond to the number of trained and untrained fish in the school: 15-0, 12-3, 9-6, 6-9, 0-15. The three segments are each one minute long and correspond to activity before the cue (Beg), during the cue (Mid), and after the cue (End). For the discussion here, we will only address the 15-0 and 0-15 data sets. These data were collected at the University of Washington in the Birdfish Lab headed by Julia Parrish. The video data were then processed into three dimensional trajectories using the software package tracker3D [24] . The point traced on each animal was the centroid of the viewable cross section in each camera view. Fig. 1 depicts a typical data set of the 15 trajectories where each color represents a different fish trajectory. Velocities for the fish were calculated using a forward difference method. This method for velocity calculation can produce somewhat noisy signals, and a filter could be used to smooth the signals, but as will be discussed below, the data in this case did not seem to negatively affect the results. Three dimensional position data for giant danios during the beginning segment of the 15-0 (all trained fish, no untrained fish) data set. The x-y plane forms the horizontal while the z-direction points antiparallel to gravity.
B. Barn Swallows -Maneuvering Birds
Barn swallows have a body length of approximately 0.18 m, a wing span of 0.32 m, a mass of 12 g, and travel at a maximum speed of 18 m/s. The swallows were filmed in the wild at a farm in Yanceyville, North Carolina using three IDT N5 cameras (Integrated Design Tools Inc.) running at 100 fps with a frame resolution of 2336 x 1728 pixels. Nikon 20 mm f/2.8 AF lenses were used on the three cameras. The cameras were calibrated using structure-from-motion algorithms applied to a 1.0 m length reference object moved through the shared viewing volume. The three dimensional trajectories were created from custom tracking routines in MATLAB via triangulation from the three cameras [25] . As with the fish, the point traced was the centroid of the viewable cross section in each camera view. The position errors were estimated from the triangulation residual and used with a smoothing spline to produce minimum-acceleration trajectories for each swallow trajectory. Barn swallow data was collected by the Hedrick Lab at the University of North Carolina at Chapel Hill. The data were collected in JulyAugust 2011 and April 2012.
Barn swallows are not especially gregarious and are usually found in small groups of 2-20 birds. Barn swallows do, however, interact with each other in small flocks and through pursuit-evasion chases among pairs of birds. Data collected for the swallows included both larger and smaller numbers of animals with and without static obstacles. The data considered in the discussion here do not include any of the interactions of swallows with static obstacles. A single flock of 23 birds was recorded for 4.75 s at 100 fps, and five other data sets were recorded with the number of swallows ranging from two to twelve. Fig. 2 is a plot of the trajectories of the 23 bird flock. The velocity data for the swallows was determined using a finite difference method applied to the smoothed data. 
C. Cave Bats -Emerging Bats
The data analyzed here include one set of cave bat trajectory data. The bats are approximately 0.09 m long, have a wing span of 0.35 m, a mass of 12 g, and travel at a maximum velocity around 5.8 m/s [26] . The cave bats were filmed in their natural habitat. These bats can be found in large groups when emerging from a cave or in small groups when foraging. The main sensing modality of this species of bat is echolocation. Three mid-infrared FLIR SC8000 cameras filming at approximately 131.5 fps and with a resolution of 1024 x 1024 pixels captured the bat flights in their natural habitat. The cameras were calibrated using the same methods described for the swallow data (above). For both bat and swallow data, the across-view and acrosstime correspondences were established using custom, inhouse semi-automated tools and followed by manual review, correction and annotation. Again, the point being traced was the centroid of the viewable cross section in each camera view. Three-dimensional positions were then reconstructed using standard linear algebra based on least squares [27] .
Only one bat data set was analyzed in this paper. The data set contained a total of 20 bat trajectories, with up to 10 bats in the field of view at any one time. The data set is approximately nine seconds long with any one bat in the video frame for three to four seconds. The trajectory data are shown in Fig. 3 . Within the field of view were two static obstacles the bats needed to avoid: a pole of length 1.6 m and a vine that stretched the entire vertical space of the scene. The bats can fly over the pole but not the vine. The bat data were collected by the Kunz Bat Lab and processed by the Image and Video Computing Group at Boston University. Trajectories for 20 bats. The black lines represent the static obstacles, a vine and a pole. The x-y plane forms the horizontal plane while the z-direction is antiparallel to gravity.
III. COLLISION AVOIDANCE
The DRCA algorithm provides a maneuvering response to detection of likely collision that is optimal in the sense of minimal change in velocity [18] . To compare this algorithm to biological response, collision cones are calculated between each biological animal and each obstacle in frame of video data. If a conflict exists between the animal and at least one obstacle, this algorithm calculates the optimal velocity vector that would move the animal out of conflict using the smallest change in velocity. The smallest change in velocity is calculated by taking the norm of the difference between the current actual velocity vector and the velocity vectors that would move the animal out of conflict and choosing the smallest one. The calculated optimal velocity vector is then compared to the velocity vector of the biological animal at the next time step. The amount of correlation between the analytical models and biological behavior was explored in terms of change in speed and change in flight direction. An important point to note is that the algorithm is effectively planar while animal motion is generally three dimensional. To a certain extent we address this discrepancy by considering two different planar projections (described below) with one perpendicular to gravity and the other determined by the body motion of the animals. Also, analysis of the data considered here showed that, at least for these data sets, the velocity vector's horizontal component was greater than the vertical component for a majority of the time for all three animal types.
A. Coordinate Systems
The collision avoidance algorithm to which the biological systems were compared is a planar algorithm, and all of the guarantees the algorithm provides currently only hold for planar data. In order to use the algorithm, three-dimensional data for biological flight was projected into one of two different planes. Details of these transformations are not presented here for brevity but have been described by Boardman [22] .
The first projection was a simple orthogonal projection into the horizontal plane perpendicular to gravity (here termed the global coordinate system). This approach is most likely appropriate when the the biological systems have a small deviation in the z-direction of their vectors during motion. While this projection is simple, the information about the vertical relative distance is lost.
To take into consideration the effect of variations in the z component of the position and velocity, a second coordinate system and projection were used and compared to the first. In this second projection, the three-dimensional data were first transformed from inertial coordinates to body-fixed coordinates, x b , y b , z b , with x b pointing in the velocity direction of the animal, y b directly to the left and perpendicular to x b , and z b pointing up to form a right-handed system. Limitations in the animal tracking software precluded determination of animal roll angle, so the vector y b was always horizontal with respect to gravity in the results discussed here. An orthogonal projection was then applied to restrict the data to the x by b plane. This approach takes into consideration some of the relative vertical distance, but not all of the information is retained. The only way to completely utilize all of the relative distance information is to use an inherently threedimensional algorithm. Development of such an algorithm is the focus of ongoing work.
B. Checking Conflict
The methods and calculations for checking and moving out of conflict discussed here are taken from Lalish [18] . A collision is defined as two entities coming within a minimum separation distance, d sep,0 , of one another. Each entity is modeled as a point mass with volume approximated by a sphere. This assumption effectively treats the animals as spheres based on their largest dimension. Clearly this assumption may be overly conservative, particularly for the fish which are clearly more slender in width than in length. For two entities, denoted i and j, with spherical volumes of radii ρ i and ρ j , the minimum allowable separation distance before a collision occurs is then
To analytically determine if a conflict will occur using the DRCA algorithm, relative position and velocity vectors are defined as r ij = r j − r i and v ij = v i − v j , where r i and v i are the inertial position and velocity of animal i and similarly for animal j. Next, the calculation of the collision cone parameters α (half the angle of the collision cones) and β (the angle between the relative distance and relative velocity vectors) is made:
If β < α, a conflict is predicted, and the optimal velocity vector, v i , to bring the entity i out of conflict is calculated. Note that this approach for the determination of collisions does assume obstacles moving at constant nonzero velocity. Algorithm modifications for zero and variable velocity are the focus of ongoing work.
C. Moving Out of Conflict
Two different maneuvers are considered here to calculate the optimal velocity vector. In either case, we make the implicit assumption that the animals would be able to determine relative position and velocity information expressed in the appropriate coordinate frame. The first to be discussed is a constant speed maneuver, and the second is a variable speed maneuver. The constant speed maneuver constructs velocity vectors that have the same magnitude as the current velocity vector. This approach is equivalent to only changing the heading angle; the vehicle does not slow down or speed up. The variable speed maneuver allows for change in both speed and direction of the velocity and accounts for acceleration or deceleration of an animal or vehicle.
1) Constant Speed Maneuver: The set of all possible constant speed velocities lie on a circle whose radius is equal to the magnitude of the vehicle's velocity (see Fig. 4(a) ). The solutions of interest lie at the intersections between this circle and the edges of the collision cones. A solution is not valid if the intersection between the edge of the cone and the circle is within another collision cone. The optimal solution is the one that has the smallest change in velocity.
2) Variable Speed Maneuver: For the variable speed maneuver, allowable velocities can be anywhere in the plane so long as a maximum velocity constraint is not broken. The optimal solution is one of the following: the nearest point on a single collision cone, the vertex between a collision cone and the edge of the allowable space, or the vertex between collision cones. Note that the space in consideration is velocity space, so these points being considered are velocities.
The nearest point on a single cone, v i , is calculated using (1) below, whereĉ is the edge of the collision cone and R is a 2x2 rotation matrix, R ∈ SO(2) ⊂ R 2x2 :
The solution is only valid if the magnitude of the solution is less than the magnitude of the maximum velocity achievable by the system under consideration, v i ≤ v i,max . If this solution is not valid, then the next solution is determined by the vertex between the collision cone and the edge of the allowable space:
The last possible solution to be considered is the vertex between two collision cones, which is found by solving a system of two linear equations. A graphical representation of the variable speed maneuver, Fig. 4(b) , shows the optimal variable speed solution. Note that these optimal achievable maneuvers are the ones that produce the smallest acceleration.
IV. ANALYSIS AND RESULTS In the comparison of the DRCA deconfliction algorithm to the biological data, the effects on the correlation of characteristics such as coordinate system representation, maneuver types, and sensing range were considered. For each type of animal, results are shown for both global and body coordinate frame planar projections. For each coordinate frame, the constant and variable speed maneuver were analyzed. Collisions were calculated for all pairs of animals appearing in each image frame (note that the number of animals did vary from frame to frame). A graphical representation of the correlations for all species is shown in Fig. 5 , and numerical values are given in Table I .
A. Metrics and Correlations
To compare the inherently 3D velocity data of the animals to the inherently 2D data of the DRCA algorithm, the animal velocities were all projected into either the global or body coordinate systems, and the DRCA optimal vectors were then computed in the corresponding coordinate system. The metric used in determining the correlation between biological response and the DRCA algorithm was the norm of the difference in velocity vectors, ∆V , between the predicted optimal velocity vector, as defined by DRCA, and the actual next velocity vector of the biological system:
This metric was applied to each conflict of each animal in each image frame. For each of the data sets for 15 − 0 fish, 0 − 15 fish, birds and bats, a ∆V distribution was created and normalized against the total number of conflicts for that data set. The mean and standard deviation was then calculated for each distribution and reported in Fig. 5 and Table I . Correlation between the algorithm and the data will be compared to 10 − 12% of the maximum velocity of each animal. Based on average flight speeds from the trajectories studied here, this range is less than one standard deviation away from the animals' average velocity.
B. Giant Danios
The typical length of a giant danio was used to choose d sep ; in this case it was set to 5 cm [3] . The maximum allowable velocity was set to 30 cm/s. The average speeds in the 15-0 data set, which had 988 conflicts in the beginning segment and 869 conflicts in the end segment, were respectively 13.3 cm/s with a standard deviation of 7.0 cm/s and 13.7 cm/s with a standard deviation of 6.1 cm/s. For the 0-15 data set, with 605 conflicts, the average speed was 12.7 cm/s with a standard deviation of 11.0 cm/s. In each of these cases, the guideline of ∆V was taken to be 8 cm/s which is roughly on the order of a single standard deviation of the observed speeds.
1) Global Coordinates, Constant Speed Maneuver: The following data were drawn from the average distributions of the norm of the difference between the optimal solution to the algorithm and the actual new velocity vector of the animal. The average has been normalized by the number of conflicts each biological species encountered. All distributions showed that the average ∆V for each fish was less than 8 cm/s (approximately 10% maximum speed) 40%-50% of the time. The Middle segment, while the fish were actively searching for food, generally showed worse results than the Beginning and End segments. These results are consistent with the idea that the fish were less likely to care about colliding with one another while searching for food. We consider these ranges of results to be moderately well correlated as at least half the time the animals are quickly changing their velocity toward the optimally predicted value.
2) Global Coordinates, Variable Speed Maneuver: The global coordinate variable speed maneuver results indicated higher correlation than the global coordinate constant speed maneuver results. The 0-15 data set (no trained fish, all untrained fish) showed a much higher correlation than the constant speed maneuver. On average, 90% of the time ∆V was 8 cm/s or less, compared to the constant speed maneuver which was approximately 50%. For the 15-0 data set (all trained fish, no untrained fish), the correlation was even higher, with an average value of 94% compared to 67% in the constant speed case. When comparing the data sets to one another, the groups with more trained fish appeared to be more likely to move themselves out of conflict according to the analytical model of optimal deconfliction than did the groups with more untrained fish. Any number of reasons could exist for this behavior. The study of these reasons is beyond the scope of this particular work and is the focus of ongoing and future work. In either case, the correlations were extremely high with the global coordinate system and variable velocity maneuver.
3) Body Coordinates, Constant Speed Maneuver: In this case, the 0-15 data set showed that only around 38% of the time did a fish have a ∆V value less than 8 cm/s. These correlations were significantly lower than in the case of the global coordinate system. For the 15-0 data set, the correlation was at 61% for this scenario compared to 67% with the global coordinate system. For all data sets, the constant speed maneuver calculated in body coordinates danio 0-15 danio 15-0 swallows bats GC 50% ± 9% 67% ± 7% 59% ± 40% 6% ± 4% GV 89% ± 4% 94% ± 2% 63% ± 42% 8% ± 5% BC 38% ± 11% 61% ± 7% 67% ± 38% 10% ± 6% BV 46% ± 11% 65% ± 6% 73% ± 40% 15% ± 7% generated worse results than the global coordinate frame constant speed results.
4) Body Coordinates, Variable Speed Maneuver: The ∆V distribution for the 0-15 data set once again had worse results than the global coordinate system results with the average ∆V being less than 8 cm/s less than 46% of the time. As with the difference between constant speed and variable speed maneuvers for the global coordinate system, the variable speed maneuver for the body coordinate system was better correlated. For the 15-0 data set, the average ∆V value was less than 8 cm/s for 65% of the time. Again, this number is somewhat lower than the global coordinate system with the variable speed maneuver better correlated than the constant speed maneuver.
5) Schooling Fish Discussion: The algorithm aligns best with what the data from the schooling giant danios when using a global coordinate frame and a variable speed maneuver. In particular, these results were obtained with a fairly conservative threshold for correlation. The threshold was less than a standard deviation of the average observed range of speeds for the 0-15 school, which may account for the lower correlations in those results compared to the 15-0 school. The fixed-body frame coordinate system may have produced a lower correlation than the global coordinate system due to how the giant Danios view their surroundings through the water. As a note, these fish should have always been able to view the floor of the tank, which may have provided a common reference frame for maneuvering relative to the global coordinate system. In the future, an alternate coordinate system, based on the vision of a fish, could be used in an attempt to achieve higher correlated results. As a note, alternative models of interaction such as zonal models [4] , have been proposed. However, the mathematical description of such models in a framework suitable for the type of analysis presented here is no simpler, and often more complex, than this approach. Comparison of the results here to other models is the subject of continuing study.
C. Barn Swallows
Six sets of barn swallow data were analyzed. The number of swallows in the field of view changed with each data set, as did the number of frames recorded. The value of d sep used for calculating cones with other swallows was 0.4 m. The maximum velocity used in the algorithm was 18 m/s to correspond with the maximum velocity of a typical barn swallow. The correlation range for each distribution was ∆V = 2 m/s (12% maximum speed). The average speed observed in the data sets was 3.6 m/s with a standard deviation of 3.1 m/s with 116 conflicts.
1) Global Coordinates, Constant Speed Maneuver: Overall, between all swallow data, a little less than 60% of the time, the swallow's next velocity vector was less than 2 m/s away from the optimal velocity vector.
2) Global Coordinates, Variable Speed Maneuver: For the variable speed maneuver in global coordinates, the correlations increased slightly for the swallows to just over 60%.
3) Body Coordinates, Constant Speed Maneuver: When the calculations were made relative to the body coordinate system with a constant velocity constraint, the correlations were noticeably higher than for the global coordinate system at 67% compared to 59%. 4) Body Coordinates, Variable Speed Maneuver: The body coordinate frame with variable speed maneuvering produced the best results for the swallows at 73%.
5) Discussion of Barn Swallow Data Analysis: The variable speed results for both coordinate systems produced better results than the constant speed results as did the body coordinate system compared to the global coordinate system. The apparent preference of swallows for variable speed maneuvers may stem from the ease of trading kinetic and potential energy in an aerial environment, providing the birds with a low-cost means for changing speed. Potentially the correlations would be even higher, as observed with the fish, if a coordinate system were used relative to body roll or the head pose of the animal rather than relative to the velocity vector. Also, the threshold for correlation was about twothirds of the observed range of speeds of the swallows. The percentage of correlation would be higher with the threshold chosen to be the standard deviation of the speeds. Another important point to note about the barn swallow data is that while the correlations were fairly strong, the results also had a large variance. The results here were averaged from all of the data sets, but these large variances were present in all data except in some cases where fixed obstacles such as roofs were present. Further data need to be explored to determine if these results were due to a relatively small or particular data set, but one potential hypothesis for the results is that the birds maneuver according to the DRCA algorithm part of the time but not all of the time. Directions that will be explored in future analysis are the development of a fully three dimensional, rather than planar, algorithm.
D. Cave Bats
The d sep value used was 0.35 m for fellow bats and 0.09 m for the static obstacles. These values were chosen based on the wingspan of the bats. The maximum speed of the bats was chosen to be 5.8 m/s [26] . In the observed data, the average speed was 8.0 m/s with a standard deviation of 4.1 m/s and 118 conflicts. For analysis, the average ∆V was calculated and compared to a threshold of ∆V = 0.7 m/s (12% maximum speed). For consistency, we chose to use this more conservative threshold although it was much smaller than the observed standard deviation in speed.
1) Global Coordinates, Constant Speed Maneuver: A ∆V of less than 0.7 m/s occurred under 10% of the time indicating a very low correlation for the algorithm.
2) Global Coordinates, Variable Speed Maneuver: With the use of the global coordinate system, the constant and variable speed maneuvers had little relative impact on correlation with an average ∆V of less than 0.7 m/s just under 10% of the time.
3) Body Coordinates, Constant Speed Maneuver: When considering the body coordinate system with the constant speed maneuver, the correlation was much higher at 10%, although still not nearly as high as in the fish or swallows.
4) Body Coordinates, Variable Speed Maneuver: For the bats as with the swallows, the highest correlation between biological data and the DRCA algorithm occurred with the body coordinate system and variable speed maneuver. For the bats, the correlation was at 15%. Again, this correlation was not particularly high, but a distinct increase in correlation between the different cases was clear.
5) Discussion of Bat Data Analysis: Overall, the correlations between the algorithm and the biological data were not particularly high for the bats. The body coordinate system was clearly better correlated, and the variable speed maneuver was also better correlated. These relative results do correspond to observations of bat behavior. Potential improvements in the correlation would come from using a head-pose based coordinate frame as suggested for the swallows and using a fully three dimensional, rather than planar, maneuvering algorithm. Also, the large difference between the standard deviation in the flight speeds and the threshold speed may account for the lower correlation results.
V. CONCLUSIONS AND FUTURE WORK
This paper provides an initial comparison of an analytical deconfliction algorithm, based on collision cones, to a spectrum of biological flight and swimming data. The collision avoidance algorithm comparisons included two different coordinate systems, global and body-fixed, and two different velocity algorithms, constant speed and variable speed.
The best correlation between the giant danio data and the algorithm was found for the global coordinate variable speed maneuver, with the average ∆V less than 8 cm/s an average of 90% of the time. The giant danio's perception of their underwater environment may be different than expected, causing the body-fixed coordinate system to produce lower correlated results compared to the global coordinate system. Further analysis is necessary to explore the effects of training and social interactions among fish.
The analysis of the barn swallow data showed that the variable speed maneuver yielded better correlations than did the constant speed maneuver. The variable speed maneuver was expected to perform better as swallows are observed to change their speed during maneuvering flight. Also as expected, the body coordinate system yielded better results than the global coordinate system. Potentially the results would improve with a three dimensional maneuvering algorithm.
Analysis of the bat data showed that the data and algorithm were better correlated when the algorithm used the bodyfixed coordinate system instead of the global coordinate system. The correlation between the bat data and the algorithm was slightly improved when using the variable speed maneuver versus the constant speed maneuver. As with the swallow results, potential improvements may come from using a fully three-dimensional maneuvering algorithm. Also, choosing the correlation bound to more closely relate to the standard deviation of observed speeds in the data would improve the results.
Although the data sets here were limited in scope, the results for at least the fish and birds suggest a reasonable correlation between the type of engineering algorithm considered here and agile maneuvering in multiple biological species. A number of variations and extensions of the work here are currently being explored in addition to the analysis of more extensive data. Comparing the data against other deconfliction algorithms, e.g. that use potential functions, could yield results that are more highly correlated than the collision cone approach used in this paper. As possible, the data extraction algorithms will be updated to capture body orientation such as roll, head pose relative to body pose, and body shape. The majority of the data sets presented in this paper is unique with respect to the number of animals present or the type of obstacles. To make the algorithm more realistic, limiting the sensing in areas to create blind spots may be useful. Incorporating more complex models of interaction such as zonal models of attraction/repulsion [4] , intentional intersection of fixed objects (landing), predator/prey interactions and other modes of behavior are being considered as part of ongoing studies of the data. Additionally, modifying the spherical body assumption in the maneuvering algorithm to more accurately represent animal shape and shape changing ability during motion may yield better results for the correlation. Additionally, an inherently 3D maneuvering algorithm is currently in development. This algorithm will allow for preferential motion in different directions.
