, weighted deviation algorithm (Stocking & Swanson, 1993) , and shadow test approach (van der Linden & Reese, 1998) are more sophisticated examples of item level adaptation. Some CATs adapt at the level of testlets, such as those that administer a reading passage with a set of associated test items (Wainer, Bradlow, & Du, 2000) . Multistage tests (MSTs) adapt using modules of pre-constructed short forms of the test that vary in difficulty (Yan, von Davier, & Lewis, 2016) .
In most cases, CATs are designed to adapt the level of difficulty of the test to the trait level of the person taking the test. However, CATs can be designed to adapt to decision-making processes, such as pass/fail on an exam (e.g., Reckase, 1983) or classification into diagnostic categories (Cheng, 2009) . CATs also vary on the design of the item bank, whether fixed length or variable length, and on the accuracy of the examinee trait estimation that is desired. These characteristics of CATs affect the way that they function.
Although many design and implementation adaptive testing variations are given the label "CAT," some variations might exhibit more adaptation to the examinees' traits than others. In the worst case, if a CAT has strong exposure control, rigorous content balancing, and a relatively small item bank, there might not be much actual adaptation at all-the severity of the constraints to the test might result in all examinees getting essentially the same test. The possibility that such highly constrained CATs are being used in practice while still being labeled as "adaptive" has led to the present research. The basic questions are: "How adaptive does a test have to be to be labeled as 'adaptive'?" and "How can we tell if a test is meeting the level of adaptation needed to merit the label 'adaptive'?"
The purpose of this paper is to summarize previous work that defines some measures of the amount of adaptation for an adaptive test and then report the results for using those measures to compare the amount of adaptation of item-level CATs to that of MSTs. Data from an operational MST were also analyzed to show the actual amount of adaptation that was taking place.
The Adaptive Testing Model Used for This Research
The basic assumption of the research reported here was that an examinee has a true location on a latent continuum. The goal was to select a set of test items that would yield the best possible estimate of that location given the practical constraints of item bank size, content balancing, and exposure control. The location on the latent continuum is represented by θj for examinee j; and the estimate of the location is represented by ̂. The purpose of the CAT algorithm was assumed to be selecting the best possible set of items for estimating the location of the examinee on the continuum of interest from those items that were available for use.
In the hypothetical ideal case when the location of the examinee on the continuum is known, and there is an infinite item bank with all possible levels of item difficulty available, the best set of items for an n-item test would be that all n items had maximum information at θj. For the simple case of the one-parameter logistic model (1PLM), all the items would be selected to have difficulty or location (b) parameters equal to θj. The result would be a set of items that had mean b parameters equal to θj, with the standard deviation (SD) of the bs equal to 0. The mean b parameter for each examinee would also have a correlation of 1.0 with θj over examinees. Obviously, this type of CAT never exists in the real world, but the hypothetical case does give some guidance for the types of statistics that can be used to describe the amount of adaptation that occurs in an operational CAT.
In an operational CAT, the analyses described above should show that the mean b parameter for an examinee is related to the final estimated location on the continuum, ̂; that the SD of the b parameters for items administered to an examinee is much smaller than the SD of the b parameters for the items in the entire item bank; and that the SD of the mean b parameter for individual examinees should be about the same as the SD of the trait estimates. These three statistical indicators are the basis for the measures of adaptation presented in Reckase et al. (2018) .
How Adaptive Is an Adaptive Test: Are All Adaptive Tests Adaptive? 3 | JCAT Vol. 7 No. 1 February 2019 Proposed Statistical Indicators of the Amount of Adaptation Reckase et al. (2018) found that a single indicator did not capture all the pertinent information about the amount of adaptation in a CAT. For example, the correlation between the mean b parameter for items administered to examinees and the final  estimate could be high if the item selection algorithm was working properly. However, the mean b parameter could be far from the final  estimate because of limitations in the item bank. That is, the item bank might have a narrow range of difficulty, while the examinees might have a wide range of trait levels. To help interpret the correlation, two other indicators were also developed to account for the spread in difficulty of the items administered to an examinee and the amount of variation of difficulty in the item bank.
The three indicators that were proposed and evaluated in Reckase et al. (2018) were: (1) the correlation between the mean b parameter and the final  estimates for the examinees, ( ̅ ,̂); (2) the ratio of the SD of the mean b parameters for the items administered to the SD of the  estimates for the examinees, ̅⁄ ; and (3) the proportion of reduction of the variance (PRV) of the b parameters for the items selected for examinees from the amount of variance of the b parameters for all of the items in the bank,
These statistics are for CATs using item selection based on minimizing the difference between the b parameter for the selected item and ̂. Alternatively, the location of the point of maximum information for item I( * ) can be used in place of the b parameter computed using the formula provided in Birnbaum (1968) , where ai is the discrimination parameter, bi is the b parameter, ci is the pseudo-guessing parameter, and D is a scaling constant that makes the logistic function similar to the normal ogive function,
For the three-parameter logistic model (3PLM), the point of maximum information is slightly higher than the b parameter, so the selection of items will be slightly different than selecting on the b parameter alone. Reckase et al. (2018) computed the statistics using all of the items administered during a CAT as well as the items from the last half of a CAT and found little difference. In this article, all of the items administered during the CAT were used.
The results of that research showed that the statistical indicators of adaptation were sensitive to item bank size and spread (see Tables 1 and 2 for a summary). The CAT model that was used to develop these tables was maximum information item selection and maximum likelihood θ estimation with a fixed-test length of 30 items. For Table 1 , the item bank had normally distributed item difficulties with mean 0 and SD = 1. For Table 2 , the item difficulties were also normally distributed with mean 0, but the SD of the item bank difficulties varied. The results presented in Table 1 show that the statistics improved with increase in item bank size, but all reached high values when the item bank was about 10 times the test length. The results in Table 2 show that the adaptation statistics continued to increase when the SD of the b parameters for the item bank was larger than the SD of the true θs. This is consistent with the need for items more extreme than the true θs to yield accurate estimates of the θs. Reckase et al. (2018) also considered the influence of exposure control on the amount of adaptation. Two exposure-control procedures were investigated: randomesque (randomly selecting an item from the m items with the most information) and the Sympson-Hetter procedure (Sympson & Hetter, 1985) . The results of simulations of these exposure-control procedures with well-designed item banks showed that exposure control did not have detrimental effects on adaptation. The exception was when the item bank was small and the Sympson-Hetter procedure was used. The PRV statistic was sensitive to the influence of exposure control when the item bank size was not sufficient to support the requirements for the exposure-control procedures (see Table 3 ). The previous research also showed that the level of adaptation for one operational test, the NCLEX (NCSBN, 2016), was very good. The general outcomes of the and Reckase et al. (2018) research studies were benchmark values for the statistics that can be used for evaluating the amount of adaptation that occurs in an operational CAT. These benchmark values are shown in Table 4 . The values given in the table are for a 30-item CAT based on item selection minimizing the difference between the b parameter and ̂. When these indicators of adaptation are obtained for a CAT, examinees with different  levels will receive tests that match the estimated  levels very well. Of course, higher values are even better; the one exception is the ratio of the SDs. For that statistic, the value 1.0 is optimal, although higher values than 1.0 can be obtained. It is the distance from 1.0 that is important when interpreting that statistic. Values greater than 1.0 can be obtained when the item bank has an unusual distribution of difficulty with many extremely easy and difficult items, but not enough middle-range items. Because that type of item bank is rarely encountered, the benchmark value below 1.0 is given in the table.
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Focus of the Current Research
The research reported here focused on the difference in the amount of adaptation that occurs when an MST design is used instead of a test design that adapts at the level of the item or testlet. MST designs are typically made up of a fixed-form routing test that is used to select the second-stage tests (or modules) of varying difficulty. There might be additional routing decisions to select third-stage tests (or modules) to match the capabilities of the examinees.
MST designs are attractive because they allow formal review of the sets of items that make up the modules comprising the stages of the test to determine if they meet content specifications, or if 
Journal of Computerized Adaptive Testing
Simulation Studies
The intent of this research was to have a fair comparison between the level of adaptation of MSTs and item-level CATs. To accomplish this goal, a test length of 40 items was selected for both test designs because it is typical of the length of tests used in educational settings, although that is not the case for certification/licensure where the tests are typically much longer. Both the item-level adaptive test and the three-stage tests were designed using a 40-item fixed test length. A standard normal  distribution was assumed for the examinee population for all simulations.
Given the test length and the distribution of examinees, procedures for the item bank design presented in Reckase (2010) and based on the 1PLM were used to design the desired item bank for the item-level CAT. The item bank had 378 items that were distributed as shown in Figure 1 . A total of 1,000 b parameters for items were generated from a standard normal distribution to create a master bank. The items were selected from the master bank to match the requirements for the 378-item bank. This was done so that the distributions of items within bins would approximate the distributions that might be obtained in a real situation (see Table 5 ).
The item-level CAT that was used as a basis for comparison in the study had an initial trait estimate of 0.0, item selection using maximum information at the current estimate of θ, and maximum likelihood θ estimation. At the beginning of the test, the  estimate was increased by 0.7 after a correct response and reduced by 0.7 after an incorrect response, until both correct and incorrect responses were present in the response pattern (Reckase, 1975) . After both correct and incorrect responses were present, the maximum likelihood estimate was obtained and used for the selection of the next item. There does not seem to be an optimal design for MSTs in the research literature, so two design approaches for the 1-3-3 MST were used for this research. The first design approach assumed that the goal was to have equal numbers of examinees administered the modules at each stage and that classification/routing accuracy was important for the early stages of the test. For this design, at the first and second stages the items were selected to have maximum information at the routing decision points. Because the first stage was used to classify into three different second-stage modules, 20 items were used for this stage. The second-and third-stage modules had 10 items in each module. The decision points were selected so that equal numbers of examinees would be routed to each module. The items for Stage 3 were selected to give approximately equal information over the range of s routed to the modules in that stage, taking into account the amount of information obtained from the previous two stages. The summary statistics for the distributions of items in each model for this design approach are given in Table 6 . All items were selected from the operational bank used for the item-level CAT. The second design approach assumed that the goal was to obtain the same amount of information for all examinees (i.e., equal precision) and that the number of examinees taking each module was not of concern. To achieve this goal for a 1-3-3 design, each module at the second and third stage was designed to have uniform information over a fixed range of . The easy modules in Stages 2 and 3 were designed for the θ range from −3 to −1; the medium modules in Stages 2 and 3 were designed for the range from −1 to 1; and the difficult modules in Stages 2 and 3 were designed for the range from 1 to 3. In this case, the routing test was designed to give uniform information from −3 to 3. The decision points used for routing were −1 and 1 in all cases because these were the boundaries between the ranges used to design the modules. The summary statistics of the distributions of items in each module for this design are given in Table 7 . The distributions of b parameters were quite different for the two designs. To achieve uniform information, the distribution of b parameters needed to be almost U-shaped so that the information did not accumulate through overlap in the middle of the target range. As a result, the SDs of the b parameter distributions were large for the uniform-information design. In contrast, the classification accuracy design had low SDs for the b parameters because information was accumulated at the decision points to maximize classification accuracy.
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To compare the amount of adaptation that was present when each of the testing designs was used, test administrations were simulated assuming that the true  level had a standard normal distribution. The measures of adaptation were computed from simulated samples of 500 examinees from the distribution. Then, the process was replicated 100 times so that the amount of variation in the statistical indicators could be determined. Additionally, several other statistics were computed to check whether the simulations were performing as expected.
Real Data Analysis
The real data analysis of level of adaptation was performed using data from the Early Childhood Longitudinal Study, Kindergarten Class of 1998 to 1999 (ECLS; National Center for Education Statistics [NCES], 2005) that assesses the mathematics, reading, and science performance of third-grade students. All the tests used a two-stage test with a 1-3 design. For mathematics, the first-stage test had 17 items, and each second-stage test had 23 items. For reading, the first-stage test had 15 items. The second-stage tests had numbers of items varying from 24 to 38. For science, the first-stage test had 15 items, and each second-stage test had 20 items.
Results
Simulation Studies
Before presenting the evaluations of the amount of adaptation for the item-level CAT and the two MST designs, some information is provided to evaluate the functioning of those tests. This in- formation includes the means and SDs of the true and estimated θs, the RMSE for the θ estimates, and the correlation between the true and estimated θs. These results are presented in Table 8 . The descriptive statistics were similar for the three test designs, but the correlation between the true and estimated θs was slightly higher for the item-level CAT. In all cases, the estimated θs had slightly larger SDs than the true θs due to the addition of estimation error. These results are not surprising because a non-adaptive 40-item linear test would yield a similar pattern of results. The last row of the table shows the descriptive statistics for a fixed 40-item test developed by randomly sampling the items from the master item bank. Note that it had a substantially larger RMSE than the item-level CAT.
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The simulation results were also analyzed to determine whether the routing rules for the threestage tests worked as expected, and whether the information plots for the uniform-information approach to the three-stage test gave the expected results. The proportions of examinees routed to each module at each stage are shown in Table 9 . The routing, designed to give equal proportions in each second-and third-stage module, gave the expected results. They were not exactly equal to 33% for each module because of the discrete nature of the  estimates that are obtained from the 1PL modelthere are only as many unique trait estimates as there are number-correct scores. In this case, the number-correct scores for the routing test ranged from 0 to 20. When frequencies are allocated to only 21 θ estimates, it is usually not possible to divide the distribution into exactly equal thirds. The uniform-information routing resulted in more examinees routed to the medium-level modules than the easy or difficult modules. This was a result of using equal ranges on the  scale for this routing. The density of the normal distribution varied substantially over those equal-length ranges. Plots of the average information at points along the  scale for the different test designs are shown in Figure 2 . The plot shows the information for the item-level CAT, the fixed-form test sampled from the item bank, the equal-proportion routing MST, and the uniform-information MST. The graphs show that the uniform-information MST did give approximately uniform information over the  range.
The equal-proportion MST had a highly peaked information graph because of the accumulation of information in the middle range resulting from the design of the routing test and second-stage modules. The modules were designed to minimize misclassifications into the next higher-level modules, so the information was concentrated at the cut scores. The uniform-information MST had the information spread over the full range of each interval. Table 10 shows the results of the adaptive analysis for the different test designs. The item-level CAT had high levels of adaption. All statistics were above the benchmark values, which was to be expected because a well-designed item bank was used, and the test was of sufficient length to give good adaptation. The MSTs had adaptation statistics that were below the benchmark values. The reason for the low values was due to substantial variation in difficulty within modules for the MSTs. The uniform-information MST was also somewhat less adaptive than the equal-proportion MST. The largest difference was for the PRV statistic, resulting from the amount of within-module variation in difficulty for the different designs. This variation was greater for the uniform-information MST due to the requirements of the design, which had items spread over the  range covered by the module. The range of difficulty was necessary to achieve uniform information, while the test design that gave equal proportions to each module had items concentrated at decision points. 
Real Data Analysis
The results from the real data analysis of the ECLS (NCES, 2005) are shown in Table 11 . This table contains results for the two-stage tests for mathematics, reading, and science. Because the ECLS uses the 3PLM model for θ estimation, the adaptation statistics were computed based on both the b parameters for the items and the point of maximum information on the θ scale for each item. For the ECLS, the results are almost identical for the two indicators of item difficulty. This might be because many items had low or zero c parameters, so there was not much shift in the location of maximum information.
Of the three ECLS content areas, mathematics showed the greatest amount of adaptation, and reading showed the least. In all cases, however, the amount of adaptation was below the benchmark values identified for the item-level adaptive tests shown in Table 4 . The adaptive statistics for the mathematics test were similar to those for the simulated MST when equal-proportion routing was used.
The reading and science tests do not show as high a level of adaptation. For the reading and science tests, the results are probably a result of the routing rules. For those tests, at least 50% of the examinees were routed to the middle-level test in the second stage. Thus, there was not much adaptation. Also, for the reading test, the difference in mean difficulty for the modules in the second stage was fairly small-about .30 on the θ scale. That difference was less than the SD of the b parameters within a module. In addition, the reading test selects a passage and all the items that go with it. The passages typically have a range of difficulty of items that are connected to them, resulting in a low PRV statistic. Note. The symbol "ζ" represents either the point of maximum information or the b parameter
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Discussion and Conclusions
The focus of this research was to quantify the difference in amount of adaptation provided by an MST as compared to an item-level CAT. Three statistical descriptors were suggested as ways for quantifying the amount of adaptation: (1) the correlation between the estimated s and the mean item location indicator 1 for the items administered to each person; (2) the ratio of the SD of the mean item location indicators to the SD of the  estimates; and (3) the PRV of the location indicators administered to an individual, compared to the variance of the item location indicators for the full item bank. These statistical descriptors provide slightly different information about the amount of adaptation. Together, they provide objective information about the matching of the item selection to the level of performance for everyone taking the test. Some initial results from Reckase et al. (2018) were provided to serve as a basis for comparison with the present study. The results were from a simulation study of the function of an item-level CAT selecting items to minimize the difference between the b parameter and ̂. Those results provided benchmark values for the amount of adaptation that can be achieved from an item-level CAT; results from the NCLEX examination showed that the level of adaptation specified by the benchmarks can be achieved in practice .
The research reported here was a comparison between the amount of adaptation provided by an item-level CAT and that provided by MSTs developed from the same item bank. Two MST designs were used-one designed to have equal numbers of administrations using each module in the design and one designed to have uniform information for all examinees. The results for the adaptation statistics indicated that the MST provided less adaptation than an item-level CAT and that the MSTs with equal proportions routed to each module had slightly better adaptation than the uniform-information MST.
1 Point of maximum information or b parameter. Real data analyses using data from the ECLS two-stage tests (NCES, 2005) showed variation in the amount of adaptation by content area. The mathematics test showed the most adaptation; the reading test the least, with the science test between the other two. The mathematics test showed results that were similar to the simulation results. It appears that the difference in the amount of adaptation for the different tests was a result of the routing rules used and the designs of the modules. Routing rules that resulted in equal proportions being routed to the modules, and modules that were distinctly different in difficulty would increase the amount of adaptation.
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Part of the motivation for this research was to help users of tests determine whether a test called "adaptive" really is adaptive. The results show that there was variation in the amounts of adaptation observed. Those differences in amount of adaptation resulted in differences in the error in estimation of the trait as shown by the RMSE. These differences are due to differences in the amount of information provided by the adaptation algorithms.
