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ABSTRACT
Machine learning (ML) is ubiquitous in many real-world applications. Existing
ML systems are based on optimizing a single quality metric such as prediction ac-
curacy. These metrics typically do not fully align with real-world design constraints
such as computation, latency, fairness, and acquisition costs that we encounter in
real-world applications. In this thesis, we develop ML methods for optimizing pre-
diction accuracy while accounting for such real-world constraints. In particular, we
introduce multi-objective learning in two different setups: resource-efficient prediction
and algorithmic fairness in language models.
First, we focus on decreasing the test-time computational costs of prediction sys-
tems. Budget constraints arise in many machine learning problems. Computational
costs limit the usage of many models on small devices such as IoT or mobile phones
and increase the energy consumption in cloud computing. We design systems that
allow on-the-fly modification of the prediction model for each input sample. These
sample-adaptive systems allow us to leverage wide variability in sample complexity
where we learn policies for selecting cheap models for low complexity instances and
vii
using descriptive models only for complex ones. We utilize multiple–objective ap-
proach where one minimizes the system cost while preserving predictive accuracy.
We demonstrate significant speed-ups in the fields of computer vision, structured
prediction, natural language processing, and deep learning.
In the context of fairness, we first demonstrate that a naive application of ML
methods runs the risk of amplifying social biases present in data. This danger is
particularly acute for methods based on word embeddings, which are increasingly
gaining importance in many natural language processing applications of ML. We
show that word embeddings trained on Google News articles exhibit female/male
gender stereotypes. We demonstrate that geometrically, gender bias is captured by
unique directions in the word embedding vector space. To remove bias we formulate
a empirical risk objective with fairness constraints to remove stereotypes from em-
beddings while maintaining desired associations. Using crowd-worker evaluation as
well as standard benchmarks, we empirically demonstrate that our algorithms signif-
icantly reduces gender bias in embeddings, while preserving its useful properties such
as the ability to cluster related concepts.
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1Chapter 1
Introduction
Over the last decade, we have experienced an explosion in the availability and scale
of data, and access to inexpensive computational resources. This explosion has fa-
cilitated the utilization of Machine Learning methods for real-world decision-making,
which is increasingly impacting everyday human experience.
ML systems based on supervised learning, learn to predict by training on data.
During training, ML systems optimize a loss function, `(f(X), Y ) that penalizes the
mismatch between predictions, f(X), and target ground-truth variables Y . Predic-
tors, f(X), are trained by mapping input variables, X, such as images, text etc. to
the predicted output f(X), which is then compared against the ground-truth. There
are three important aspects that require further consideration in this context: (a):
choosing a suitable family of predictors F that not only result in good predictions
but also are easier to optimize, and generalize well with limited data; (b): Efficient
methods for optimizing the loss function; (c): Construction of a suitable loss function
that reflects real-world objectives and constraints. For instance, consider the task of
ranking web pages with respect to their relevancy to a keyword. In this task, the
true goal of the system is to learn a ranking function that orders documents that
best match the keyword. The loss function must penalize poor placement of retrieved
results relative to ground-truth (human annotated) rankings.
Nevertheless, in many real-world applications, we encounter additional constraints.
These include fairness, computation, latency and sensor acquisition costs. For in-
2stance, in our ranking web page application, our task is not only to accurately re-
trieve results matching a keyword but also do so in the budgeted time (latency costs).
The fundamental issue is that, it is not entirely clear as to how to augment such real-
world constraints into existing learning methods. While, heuristic methods have been
proposed in the literature to account for such constraints, much of this work is frag-
mented. In this thesis, we propose systematic methods for learning in the context of
additional constraints motivated by real-world applications.
We develop a systematic framework that allows the practitioner to explicitly model
the trade-off between multiple real-world objectives.
1.1 Real-World Scenarios
In this section, we motivate our problem setup through some examples on real-world
scenarios:
• You are a machine learning researcher building a software for doctors to help
them diagnose certain disease types. You built a model that performs well
within the quality requirements given the full set of measurements: x-ray, blood
test, patient history, and ultrasound. You soon realize that doctors use which
test to conduct next depending on the results on the previous ones, requiring
only a subset of these tests on average. Thus, it is time consuming, expensive
and extra burden on hospital’s resources to run all the tests for every patient.
How can you build a system that replicates doctor’s behavior and adaptively
acquires only the required features? Furthermore, a medical researcher told
you that there is a large variation in the order of tests requested by different
physicians for patients of similar background. Is it possible to validate the
efficiency of existing feature acquisition scheme followed by physicians, and
possibly discover more efficient ones?
3• You are a project manager for a group of engineers that design applications for
mobile phones. Your have been maintaining a project where an ML algorithm
is used within a smart keyboard that predicts the next word as user inputs
text. Over the course of years, you ended up with more than 10 models, each
is better than the previous in accuracy. You realize that each step increase
in accuracy comes in the expense of computation and latency. Knowing that
both responsiveness and battery consumption are important factors of customer
satisfaction, is it possible to use the expensive models only when needed? Can
one reduce average battery use significantly without training a new model or
degrading application accuracy? Can one easily set a maximum latency limit
for devices of different computational power and let the algorithm adjust with
minimal loss?
• You work in a company that is building a self driving car. You are responsible
for the computer vision system for automatic pedestrian detection and evasion.
The regulations state that the latency of your system should be less than 10 mil-
liseconds while having more than 90% detection accuracy. Your current model
is within time requirement, but can only achieve 85% accuracy. Fortunately,
one of your engineers found a new research paper that describes an algorithm
called Super Amazing Network. You implement it and find that it achieves
95% accuracy at 11 milliseconds. You don’t want to upgrade the hardware of
all the cars already sold to customers. Is it possible to easily tweak this model
to satisfy the regulations?
• You are consulting for Fortune 500 bank that wants to use machine learning
to improve their credit application process. The want to predict the likelihood
of someone defaulting on their loan, and have wide variety of customer data
available at their disposal. You train a model that achieves good accuracy on
4their data. You used Great Language Model that is trained on Big Web Corpus
to create input features. However, the bank is worried about discriminating
against people of protected groups and wants to know what the algorithm bases
it’s decisions on. How do you measure such social bias in your algorithm? How
do you make your algorithm aware of social constraints?
• You work for a startup that is aiming to revolutionize the court system in US
by developing an algorithm that predicts a criminal’s likelihood of committing
another crime in future. You are excited to see that your method is very ac-
curate. However, you soon realize that it is relying heavily on race and age in
making predictions. Even when you remove race and age related features, the
results don’t seem to change. What is the problem? How do you proceed?
In all these cases, there are gaps in the machine learning literature which require the
practitioners to rely on heuristic measures. In this thesis, we focus on these gaps
and build frameworks to address them more formally. In the end, we hope to guide
both researchers and practitioners in the right direction even in cases where the exact
solution to a real world dilemma is not clear.
1.2 Contributions
We can summarize the contributions of this thesis as follows:
• We leverage wide variability in image complexity and learn adaptive model se-
lection policies. Our learned policy maximizes performance under average bud-
get constraints by selecting “cheap” models for low complexity instances and
utilizing descriptive (expensive) models only for complex ones. During train-
ing, we assume access to a set of models that utilize features of different costs
and types. We consider a binary tree architecture where each leaf corresponds
5to a different model. Internal decision nodes adaptively guide model-selection
process along paths of a tree to a leaf. The learning problem can be posed
as an empirical risk minimization over training data with a non-convex multi-
linear objective function. Using hinge loss surrogates we show that adaptive
model selection reduces to a linear program thus realizing substantial compu-
tational efficiencies and guaranteed convergence properties. Our LP approach
realizes substantial computational-savings (≥70%) to achieve similar accuracy
over state-of-art methods for structured prediction of words from handwritten
images. We also apply our algorithm for scene categorization using crowd-
sourced data and demonstrate cost-savings there as well.
• We study the problem of structured prediction under test-time budget con-
straints. We propose a novel approach applicable to a wide range of structured
prediction problems in computer vision and natural language processing. Our
approach seeks to adaptively generate computationally costly features during
test-time in order to reduce the computational cost of prediction while maintain-
ing prediction performance. We show that training the adaptive feature genera-
tion system can be reduced to a series of structured learning problems, resulting
in efficient training using existing structured learning algorithms. This frame-
work provides theoretical justification for several existing heuristic approaches
found in literature. We evaluate our proposed adaptive system on two struc-
tured prediction tasks, optical character recognition (OCR) and dependency
parsing and show strong performance in reduction of the feature costs without
degrading accuracy.
• We present an approach to adaptively utilize deep neural networks in order to
reduce the evaluation time on new examples without loss of accuracy. Rather
than attempting to redesign or approximate existing networks, we propose two
6schemes that adaptively utilize networks. We first pose an adaptive network
evaluation scheme, where we learn a system to adaptively choose the compo-
nents of a deep network to be evaluated for each example. By allowing examples
correctly classified using early layers of the system to exit, we avoid the com-
putational time associated with full evaluation of the network. We extend this
to learn a network selection system that adaptively selects the network to be
evaluated for each example. We show that computational time can be dra-
matically reduced by exploiting the fact that many examples can be correctly
classified using relatively efficient networks and that complex, computationally
costly networks are only necessary for a small fraction of examples. We pose a
global objective for learning an adaptive early exit or network selection policy
and solve it by reducing the policy learning problem to a layer-by-layer weighted
binary classification problem. Empirically, these approaches yield dramatic re-
ductions in computational cost, with up to a 2.8x speedup on state-of-the-art
networks from the ImageNet image recognition challenge with minimal (< 1%)
loss of top5 accuracy.
• We propose novel scoring functions and experimental schemes to evaluate social
bias in language models, more specifically, word embeddings. We propose two
novel approaches to remove harmful biases and evaluate our results with human
feedback from Amazon Mechanical Turk.
1.3 Organization
The rest of this thesis is organized as follows:
Chapter 2 focuses on costs of ML systems. We motivate the cost problem in more
detail for multiple classification setups, explain the algorithms we developed for each
case, provide empirical evidence as well as theoretical justification, and summarize
7the related literature. Chapter 3 deals with the hidden social constraints for ML
systems. We describe socially motivated constraints, propose ways to quantify them,
and formulate ways to balance the accuracy, while respecting these constraints. In
Chapter 4, we present concluding remarks and possible future directions. Finally, in
the Appendix, we present proofs and additional details of experiments conducted in
this thesis.
8Chapter 2
Cost: Learning to Trade-off System Cost
and Accuracy at Test-time
In this chapter, we focus on the aspect of cost in designing machine learning systems.
In real world settings, companies usually operate with constraints on cost, and there is
an inherent trade-off between accuracy and resources. Assume that an engineer came
up with a classifier that is marginally more accurate than another in categorizing
user images into folders, but requires 10 times the computation power of previous
one. The new classifier may be significantly worse in practice although it is more
accurate. This is because the company may have to pay 10 times in cloud computing
costs that may decrease the profits without tangible positive user experience. This
better classifier may actually cause worse user experience if it is running on a mobile
device, draining the battery significantly faster. In general, better accuracy comes
at the cost of more resources. There are multiple sources that cause the costs to
increase. First, there is a cost of acquiring the input features, this type of cost is
external to the classifier. Second, there are costs associated with the algorithm itself.
It is common that more complex representations require more computation. In our
image categorization example, feature cost can be the cost of transferring an image
through network. Hence, a lower resolution image would incur lower cost. At this
point, the complexity of choosing the best classifier for our application is becoming
clear.
We aim to build frameworks that allow a practitioner to make more granular
9and precise decisions on the trade-off between test-time cost and accuracy for their
classifiers. We refer to this learning problem as resource-efficient learning or budgeted
learning. We will refer to the decision making system as policy throughout this
chapter. We first set up the problem on black-box classifiers in Section 2.1, design
an algorithm in the form of integer programming and reduce it exactly to a convex
linear program. In Section 2.2, we focus on the special case of structured prediction
where we exploit the classifier structure. We first modify the structured loss to
introduce cost in the framework of empirical risk minimization. Later we show that
the policy takes the form of structured predictor itself for certain classes of problems.
We show that optimizing cost and accuracy in the case of structured prediction is
computationally exponential in nature and propose approximations that work well in
practice. We continue with Section 2.3 where we develop a policy specifically designed
for deep neural networks. Again, we make use of the internal structure of the classifier,
deep neural networks in this case, and modify it to allow joint optimization of cost
and accuracy. Finally, we conclude with how our methods compare to the existing
literature.
We motivate each problem within its section to make their practical use cases
clear. The works presented in this chapter are published in papers: Model Selection
by Linear Programming (Wang et al., 2014), Resource Constrained Structured Predic-
tion (Bolukbasi et al., 2017a) and Adaptive Neural Networks for Efficient Inference
(Bolukbasi et al., 2017b).
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2.1 A Tree-based Policy for Cost-Accuracy Tradeoff
Image recognition often relies on expensive intermediate visual processing tasks that
can hinder test-time applicability. In automated systems, low-level representations
(e.g., histograms of oriented gradients) typically incur a high computation cost and
impact test time tractability. In crowd-sourced systems, humans are paid to identify
intermediate visual cues/attributes and can be prohibitively expensive for test-time.
On the other hand, we can leverage the fact that images exhibit wide diversity
in complexity. Indeed, recognition for many typical instances can be performed to
desired accuracy with relatively cheap models that utilize computationally inexpen-
sive features or only a few expensive attributes. This key insight motivates our model
selection policies that adapts to problem difficulty. We learn decision rules from train-
ing data, which when presented with a new example selects the most informative and
cost-effective model for that example.
We describe our work in the context of handwriting recognition and scene cat-
egorization. In handwriting recognition, the objective is to predict a word given a
sequence of letter images. While a more complex model, that uses several feature
types or processing at multiple resolutions yields better predictive performance, the
system suffers from the prohibitively slow computation time (Weiss et al., 2013).
Scene recognition—another scenario where budget constraints arise—is a difficult
task due to the large number of classes and interclass similarity (Patterson and Hays,
2012). Low-level features are often insufficient for acceptable performance; and high-
level attributes crowd-sourced by Amazon Mechanical Turk (AMT) are often used
in predictive models incurring monetary costs. Due to the wide diversity of images,
high-cost attributes/features are often unnecessary for many images to meet accept-
able performance. Indeed “cheap” models can often be used for typical cases. The
goal of this work is to learn policies that adaptively utilize cost-effective models while
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ensuring desired performance. If we represent an input data instance as x, its un-
known response as y and our adaptive selection system as g(x) then the high level
objective is to minimize the average prediction error subject to an average budget B.
min
g
E [ error(g(x), y) ] s.t. E [ cost(g(x)) ] ≤ B
Several researchers have explored similar problems (Gao and Koller, 2011; Jiang et al.,
2012; Karayev et al., 2012; Weiss et al., 2013) which we will describe later in detail.
The novel contribution that differentiates our work is a convex formulation for
learning an adaptive model selector. We assume we are given a collection of precom-
puted models. Each model operates on features with different costs. Our decision
system is described by a binary tree (see Fig.2·1). Each leaf corresponds to a particu-
lar model. Due to this structure, models can share features/attributes. The internal
decision nodes route examples along the paths in a tree culminating in a model that
is cost-effective while meeting desired accuracy levels.
Learning decision functions at each node of such a tree can be posed as an empirical
risk minimization(ERM) problem that balances acquisition cost and misclassification
error. We express ERM as an extremal(maxima) point of sums of indicator functions.
This key transformation enables us to introduce convex surrogates for the indicator
functions and, in turn, results in a convex objective. Without our transformation,
direct substitution of surrogates in the original empirical risk results in a non-convex
multi-linear formulation which is known to be NP-complete (Megiddo, 1988).
Next, by choosing hinge loss for upper-bounding surrogate, we reduce the objec-
tive to a linear program (LP): a very well studied problem with strong convergence
guarantees and efficient optimization algorithms. However, other convex surrogates
are also possible, and our formulation carries all the advantage of convex programming
such as repeatability, global convergence and computational efficiency. In contrast,
12
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Figure 2·1: An illustration of our model selection tree. We have
access to four models: f1, . . . f4. The models use a different combi-
nation of three representations: rgb, hog, and gist. The system has
two internal decisions nodes. g1(rgb) uses the raw pixel values to ei-
ther select a low cost model f1(rgb), medium cost model f2(rgb, hog)
or delay the decision. The last decision node, g2(rgb, gist), acquired
the gist feature selects between predicting with available information,
f3(rgb, gist), or processing hog and predicting with the most expen-
sive model, f4(rgb, gist, hog). The performance of an adaptive model
selection can be represented by a budget vs error curve in the upper
right corner. The colors correspond to different operating points as we
vary the trade off between cost and error. The overall goal is to oper-
ate close the performance of the most complex model (red) with much
lower budget. The green point is an example of a desired system.
alternating non-convex optimization approaches (Trapeznikov and Saligrama, 2013;
Bennett and Mangasarian, 1993; Wang and Saligrama, 2012) applied to similar prob-
lems do not have such guarantees.
2.1.1 Empirical Risk Problem
In a typical learning problem, a data instance, x ∈ X has a corresponding response
y ∈ Y . The goal is to learn a model f(x) ∈ Y that correctly predicts the response
variable y. For notational purposes we let D denote the unknown joint distribution
for (x, y).
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For example, in scene categorization, the objective is to predict a scene category, y,
in an image x. Here, the response space Y consists of L possible classes, {1, . . . , L}.
In structured prediction, the input, x, is a sequence of handwritten letter images.
The goal is predict the written word. In this case, Y is a combinatorial output space
consisting of all admissible letter sequences.
Each instance x is composed of M different vector-valued feature/attribute com-
ponents. The mth feature component has an associated cost cm. We assume we have
access to K prediction models: f1(x), . . . , fK(x) that are a priori given and fixed.
The input to each model, fk(·), is a sub-collection, Sk, of the M attributes or fea-
tures. Each model has an associated cost of prediction:
∑
m∈Sk cm. In addition, each
model’s prediction performance is evaluated with a loss function given the ground
truth response variable: L(f(x), y) ∈ R+. For instance, in classification, the loss is
simply a 0/1 error, L(f(x), y) = 1[f(x) 6=y].
Our goal is to learn a decision system that dynamically selects one of these models
for every instance x. We represent our system as a binary tree. The binary tree is
composed of K leafs and K−1 internal nodes. At each internal node, j = 1, . . . , K−1,
is a binary decision function, sign[gj(x)] ∈ {+1,−1}. This function determines which
action should be taken for a given example. The binary decisions, gj(x)’s, represent
actions from the following set: stop and predict with the model that uses the current
set of features or choose which feature to request next. Each leaf node, k = 1, . . . , K,
corresponds to a terminal decision of predicting with the model fk(x) based on the
available information. For notational simplicity, we denote applying a decision node
and a leaf model as gj(x) and fk(x) respectively. Note the functions implicitly operate
only on the feature sets that have been acquired along the associated path to each
node.
The objective is to learn the internal decision functions: gj(x)’s. We define the
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Figure 2·2: An example decision system of depth two: node g1(x1)
selects either to acquire feature 2 for a cost c2 or 3 for a cost c3. Node
g2(x1, x2) selects either to stop and predict with features {1, 2} or to
acquire 3 for c3 and then terminate. Node g3(x1, x3) selects to predict
with {1, 3} or with {1, 2, 3}.
system risk:
R(g,x, y) =
K∑
k=1
Rk(fk,x, y)Gk(g,x) (2.1)
Here, g = {g1, . . . gK−1} is the set of decision functions. Rk(fk,x, y) is the risk of
making a decision at a leaf k. It consists of two terms: loss of the model at the leaf
and the cost of features corresponding to the sub-collection of attributes, Sk, acquired
along the path from the root node to the leaf; and α is a parameter that controls
trade-off between acquisition cost and model performance.
Rk(fk,x, y) = L(fk(x), y) + α
∑
m∈Sk
cm (2.2)
Gk(g,x) ∈ {0, 1} is a binary state variable indicating whether or not an instance x is
terminated at the kth leaf. As illustrated in Fig. 2·2 we compactly encode the path
from the root to every leaf in terms of internal decisions, gj(x)’s, by two auxiliary
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binary matrices: P, N ∈ {0, 1}K×K−1. If Pk,j = 1 then, on the path to leaf k, a
decision node j must be positive: gj > 0. If Nk,j = 1 then on the path to leaf k, a
decision at node j must be negative: gj ≤ 0. A kth row in P and N jointly encode a
path from the root node to a leaf k. The sign pattern for each path is obtained by
P−N. Using this path matrix, the state variable can be defined:
Gk(g,x) =
K−1∏
j=1
[1gj(x)>0]
Pk,j [1gj(x)≤0]
Nk,j (2.3)
Our goal is to learn decision functions g1, . . . , gK−1 that minimize the expected
system risk:
min
g
ED [R(g,x, y)] (2.4)
However, the probability distribution D is assumed to be unknown and cannot be
estimated reliably due to potential high-dimensionality of attributes. Instead, we
are given a set of N training examples with full features, (x1, y1), . . . , (xN , yN). We
approximate the expected risk by a sample average over the data and construct the
following empirical risk minimization (ERM) problem:
min
g
N∑
i=1
R(g,xi, yi) =
N∑
i=1
K∑
k=1
risk of leaf k︷ ︸︸ ︷
Rk(fk,xi, yi)
K−1∏
j=1
[1gj(xi)>0]
Pk,j [1gj(xi)≤0]
Nk,j
︸ ︷︷ ︸
Gk(·) = state of xi in a tree
(2.5)
Note that by the definition of risk in Equation (2.1), the ERM problem can be viewed
as a minimization over a function of indicators with respect to decisions: g1, . . . , gK−1.
2.1.2 Model Selection by Linear Programming
A popular approach to solving ERM problems is to substitute indicators with convex
upper-bounding surrogates, φ(z) ≥ 1[z] and then to minimize the resulting surrogate
risk. However, this strategy leads to a non-convex, multi-linear optimization problem
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in our setting. Previous attempts to solve problems of this form have focused on com-
putationally costly alternating minimization approaches (Trapeznikov and Saligrama,
2013; Bennett and Mangasarian, 1993; Wang and Saligrama, 2012) with no guaran-
tees on optimality. A key point of this work is that rather than attempting to solve
this non-convex surrogate problem, we instead reformulate the indicator empirical
risk in (2.5) as a maximization over sums of indicators before introducing convex
surrogate. Our approach yields a globally convex upper-bounding surrogate of the
empirical loss function.
2.1.3 Convex Risk Objective
In reformulating the risk, it is useful to define the ”savings” for an example. The sav-
ings, piik, for an example i, represents the difference between the worst case outcome,
Rmax and the risk Rk(fk,xi, yi) for terminating at the kth leaf. Intuitively Rmax is
the cost of incorrectly predicting with the most expensive model (the model that uses
all the features):
Rmax = max
y′
L(y, y′) + α
∑
m
cm (2.6)
piik = Rmax −Rk(fk,xi, yi) (2.7)
Note that the savings do not depend on the decisions, g′js, that we are interested in
learning.
For a binary tree, T , composed of K−1 internal nodes and K leaves, it turns out
that the risk in Equation (2.5) can be rewritten as a maxima of K terms. Each term
is a weighted linear combination of indicators, and each weight corresponds to the
savings lost if the decision inside the indicator argument is true. Before stating the
result, we define the weights for the linear combination in each term of the max. For an
internal node j, we denote Cnj as the set of leaf nodes in a subtree corresponding to a
negative decision gj(x) ≤ 0. And Cpj is the set of leaf nodes in a subtree corresponding
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to a positive decision. For instance in Fig. 2·1, Cp1 = {Leaf 3, Leaf 4}.
For a compact representation, recall that the kth rows in matrices P and N define
a path to leaf k in terms of g1, . . . , gK−1, and a non-zero Pk,j or Nk,j indicates if
gj ≶ 0 is on the path to leaf k. So for each xi and each leaf k, we introduce two
positive weight row vectors of length K − 1:
win,k = Nk,1
∑
l∈Cp1
piil , . . . ,Nk,K−1
∑
l∈CpK−1
piil
wip,k = Pk,1
∑
l∈Cn1
piil , . . . ,Pk,K−1
∑
l∈CnK−1
piil
(2.8)
Using these weight definitions, the empirical risk in (2.5) can be rewritten as:
Lemma 2.1.1 The empirical risk of tree T is:
R(g,xi, yi) = Rmax−
K∑
k=1
piik+ max
k∈{1,...,K}
wip,k
 1g1(xi)>0...
1gK−1(xi)>0
+win,k
 1g1(xi)≤0...
1gK−1(xi)≤0
 (2.9)
The proof of this lemma is included in the Appendix A.1.3.
The jth component of win,k multiplies 1[gj(xi)≤0] in the term corresponding to the
kth leaf. For instance in our four leaf example in Figure 2·2, the weight multiplying
1[g1(xi)≤0] is the sum of these savings for leaves 3 and 4 (i.e. savings lost if g1 ≤ 0).(
win,1
)
1
= pii3 +pi
i
4. Therefore, sets C
p
j , C
n
j define which pi
i
k’s contribute to a weight for
a decision term. If Pk,j or Nk,j is zero then decision gj ≷ 0 is not on the path to leaf
k and the weight is zero.
Intuitively, the empirical risk in (2.9) represents a scan over the paths to each
leaf (k = 1, . . . , K), and each term in the maximization encodes a path to one of
the K leaves. The active term in the maximization corresponds to the leaf to which
an observation is assigned by the decision functions g1, . . . , gK−1. Additionally, the
weights on the indicators represent the savings lost if the argument of the indicator
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is active. In our example, if the decision function g1(xi) is negative, leaves 3 and 4
cannot be reached by xi, and therefore pi
i
3 and pi
i
4, the savings associated with leaves
3 and 4, cannot be realized and are lost.
An important observation is that each term in the max in (2.9) is a linear com-
bination of indicators instead of a product as in (2.5). This transformation en-
ables us to upper-bound each indicator function with a convex surrogate, φ(z):
φ[gj(x)] ≥ 1[gj(x)>0] , φ[−gj(x)] ≥ 1[gj(x)≤0]. The result is a novel convex upper-bound
on the empirical risk in (2.9). We denote this risk as Rφ(g). And the optimization
problem over a set of training examples, {xi, yi}Ni=1 and a family of decision functions
G:
min
g∈G
N∑
i=1
Rφ (g,xi, yi) (2.10)
2.1.4 Linear Programming
There are many valid choices for the surrogate φ(z). However, if a hinge loss is used as
an upper bound and G is a family of linear functions of the data then the optimization
problem in (2.10) becomes a linear program (LP).
Proposition 2.1.2 For φ(z) = max(1− z, 0) and linear decision functions
g1, . . . , gK−1, the minimization in (2.10) is equivalent to the following linear program:
min
g1,...,gK−1,γ1,...,γN
α11,...,α
N
K−1,β
1
1 ,...,β
N
K−1
N∑
i=1
γi subject to: (2.11)
γi ≥ wip,k
 αi1...
αiK−1
+ win,k
 βi1...
βiK−1
 , i ∈ [N ], k ∈ [K]
1 + gj(xi) ≤ αij, 1− gj(xi) ≤ βij, αij ≥ 0, βij ≥ 0,
j ∈ [K − 1], i ∈ [N ]
We introduce the variable γi for each example xi to convert from a maximization
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over leaves to a set of linear constraints. Similarly, the maximization within each
hinge loss is converted to a set of linear constraints. The variables αij upper-bound
the indicator 1gj(xi)>0 and the variables β
i
j upper-bound the indicator 1gj(xi)≤0. Addi-
tionally, the constant terms in the risk are removed for notational simplicity, as these
do not effect the solution to the linear program. More details of this conversion can
be found in Appendix A.1.4.
Complexity: Linear programming is a relatively well-studied problem, with ef-
ficient algorithms previously developed. Specifically, for K leaves, N training points,
and a maximum feature dimension of D, we have O(KD+KN) variables and O(KN)
constraints. The state of the art primal-dual methods for LP are fast in practice, with
an expected number of iterations O(
√
n log n), where n is the number of variables
(Anstreicher et al., 1999).
Generalization: The VC-dimension of our decision trees is small, growing on the
order of K log(K)D, where D is the maximum VC-dimension of the decision func-
tions and classification functions (Sontag, 1998). Intuitively, the slow growth of the
VC-dimension suggests that the complexity of the decision system is comparable to
the complexity of each individual classifiers, f1, . . . , fK , and therefore generalization
error of the system is comparable to the generalization error of the individual classi-
fiers (see (Sontag, 1998; Wang and Saligrama, 2012) for a more in-depth analysis of
generalization of the system).
Kernelization: Our formulation can handle more complex decision functions
g(x) by kernelization. The observations xi are replaced in the LP by ψ(xi) for some
expanded basis function ψ(·). For expanded basis functions, a natural solution is
to add `2 regularization on the decision functions, converting the LP to a quadratic
program. Addition of `2 regularization removes non-unique solutions, with solution
of the regularized problem equal to the minimum norm solution of the unregularized
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problem (for a sufficiently small regularization parameter value). Furthermore, the
`2 regularization allows for the problem to be kernelized, as the optimization can be
expressed with respect to expanded basis inner products of the form ψ(xi)
Tψ(xj) in
the dual problem. While this is possible, yielding a quadratic optimization problem
in place of the proposed LP, empirical evidence indicates that on real-world data the
family of linear and low-order polynomial decision functions is sufficiently rich and
therefore we do not explore kernelization in the experimental section.
Algorithm 1 Model Selection by LP
INPUT: f1(x), f2(x), . . . , fK(x) . Models; S1, S2, . . . , SK . Features used by each
model; P,N . Tree structure; (x1, y1), (x2, y2), . . . , (xN , yN) . Training Data; α .
Trade-off parameters
for (i, k) = {1, . . . , N} × {1, . . . , K} do
Compute savings in (2.7): piik ← Rmax −Rk(fk,xi, yi)
Compute weight vectors in (2.8): win,k,w
i
p,k
end for
Solve linear program in (2.11):
[g1(x), g2(x), . . . , gK−1(x)]← LPsolver({win,k,wip,k})
OUTPUT: Model Selection Tree: g(x)
2.1.5 Experimental Setup
We demonstrate our LP model selection approach in Algorithm 1 on two important
prediction tasks in computer vision. First, we apply our method to the problem
of structured prediction. We use the handwriting dataset for word prediction and
compare our method to the reinforcement learning(RL) based model selection (Weiss
et al., 2013). Here, the cost is computation time for processing Histogram of Oriented
Gradients(HOG) transforms of different scales. For the second experiment, we apply
our method to the SUN scene categorization (Patterson and Hays, 2012) dataset.
Here instead of using image processing features, we use human generated descriptor
as inputs to a classifier. In this set-up, the cost of feature acquisition is the monetary
value paid to Amazon Mechanical Turk workers.
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Performance Metric: Our goal is to train a set of decision functions for a
fixed tree that minimizes prediction loss subject to an average budget constraint. We
examine average acquisition cost vs. average prediction loss to compare performance
of the proposed LP approach. We sweep over values of the trade-off parameter α in
order to learn systems of varying average budget, resulting in a series of learned trees
of differing prediction rates and average budgets. Increasing the value of α biases
the system to learn decisions with low average acquisition cost with an increased
system error, while decreasing the value α yields systems with smaller error at the
expense of an increase in cost. Although a system may not be learned that exactly
matches a desired budget, any point in the convex hull of budget/error points learned
is achievable by weighted randomization over learned systems. As a result, we take
the lower convex hull of points in the space of average error vs. average cost to learn
a decision system for any average budget. Note that in the experimental results, a
convex hull over the training points is taken, with the corresponding policies applied
to unseen test data, and therefore the resulting curve is not necessarily a convex
hull. In all experiments, we first divide the data into 10 training/test folds. Within
each fold, we further divide the training data of each fold into 10 sub-folds. In these
sub-folds, we use all but one sub-fold to train the models, and apply this learned
predictor to estimate the losses for the unused sub-fold These sub-folds are used
to more accurately represent the prediction ability of the models for learning our
adaptive system.
Leaf Models: Each individual leaf model, f1, . . . , fK , operates on a subset of the
features acquired on the path to that leaf. We assume fk’s are pre-computed prior to
learning the decision system. The goal of this work is to demonstrate the advantage
of an adaptive selection system therefore we do not seek to learn the most accurate
models. We simply illustrate the gain in relative performance: same level of accuracy
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as the most complex model achieved with lower budgets.
2.1.6 Model Selection in Structured Learning
Structured Learning Problem: In structured learning, the goal is to learn a model
from a set of training samples that maps inputs x ∈ X to the outputs y ∈ Y . In a
typical structured prediction setup (Tsochantaridis et al., 2005), the response space
Y is not simply a discrete label but instead a more complex structured output. In
particular, we focus on the problem of predicting words from handwritten characters,
where the output space, Y , is a string of letters of varying length. The goal is to
learn a scoring function, Ψw(x, y), over training data such that the prediction model,
f(x) = arg maxy∈Y Ψw(x, y) matches the given training structure.
We use a function Ψw(x, y) = w·h[x, y] which is linear in the score features h : X×
Y → Rp. In general, there are exponentially many outputs and solving this inference
is computationally infeasible. However, h is usually constructed to decompose over
subsets of y that enables this problem to be solved efficiently. In our experiment, we
adopted a first-order linear conditional random field(CRF) model which is commonly
used in optical character recognition (OCR) tasks (Weiss et al., 2013; Maaten et al.,
2011). In this model, the score features decompose into sum of unary and pairwise
terms. Given an input character image sequence of x = {x(1), ..., x(l)}, the score of
output sequence can be written as,
Ψw(x, y) =
∑`
j=1
h[x(j), y(j)] ·w +
∑`
j=2
h[x, y(j − 1), y(j)] ·w (2.12)
where y(1), ..., y(`) are labels for individual characters in the word y. Given the
weight vector w, we use max-sum algorithm (Bishop, 2006) to solve the inference
problem. To learn the weight vector w, we solve maximum conditional likelihood
using stochastic gradient descent. We used the implementation in (Maaten et al.,
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2011) for this purpose.
Note that in this section we use structured prediction in our experiments to show
the flexibility of our tree decision system in the case of more complex classifiers. As
seen in Algorithm 1, given pre-trained models fi, this method only requires the ability
to compute savings for each sample which in turn require a loss and cost feedback. Our
method’s flexibility comes with some shortcomings which we will digress in Section 4.
Furthermore, we will specifically focus on structured predictors in Section 2.2.
Dataset and Simulation Details: We used the OCR data set from (Taskar
et al., 2003). This data set has 6,877 handwritten words where each word is rep-
resented as sequence of 16x8 binary letter images. There are 55 unique words, 26
unique characters and 55,152 letters.
Following (Taskar et al., 2003), we use three sets of features: raw images, HOG
(hog1) (Dalal and Triggs, 2005) computed in 3x3 bins and a finer HOG computed on
2x2 bins (hog2). We have four CRF models: frgb, frgb,hog1, frgb,hog2, frgb,hog1,hog2. The
computational cost of processing the raw images is assumed to be negligible, while
the computational cost of the 2x2 and 3x3 HOG features are assumed to be equal
and proportional to the length of the word.
The goal is to learn a system to minimize character recognition error subject to
an average computational cost constraint per letter. We train two architectures: a
two stage cascade and a three decision node binary tree as illustrated in Fig. 2·3.
Note the tree allows greater flexibility by allowing us to acquire hog2 directly from
rgb while a cascade has to acquire hog1 before processing hog2.
Following the framework presented in (Weiss et al., 2013), the decision functions
in our LP tree also act on meta features as opposed to the raw features. These meta
features reflect the fit of the structured predictor f(·) to the training set population.
The meta-features used are the difference in the score for the top two sequence predic-
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tions, the average of the min/max and mean entropies of the marginal distributions
as predicted at each position in the word by the predictor at that stage. Additional
meta-features count the number of times a 3-gram 4-gram and 5-gram are predicted
but never occur in the training set.
Dynamic Model Selection baseline: We compare our approach to dynamic
structured model selection method (DMS) in (Weiss et al., 2013). There the au-
thors employ a cascade architecture with models arranged sequentially in the order
of increasing cost, and learn a policy that controls whether an example should be
predicted using the current model or rejected to the next more expensive model. For
their DMS architecture, we use the same cascade as for our approach.
The authors define the value of delaying a decision as a decrease in the loss
when a sample is moved from stage i to i + 1. This value function is modeled
as a linear combination of the meta-features. The policy then sends the instance
that suffer the maximum predicted loss reduction to the next stage until a predeter-
mined budget limit is hit. The value of skipping a stage is defined as: V (fi,x,y) =
L(fi−1(x),y) − L(fi(x),y). The policy parameter β is found by ridge regression,
arg minβ λ||β||22 +
∑3
i=2
∑n
j=1(V (fi,xj, yj) − βTφ(xj, f1:i−1))2, where φ denotes the
meta-features for given sample and stage predictors. The test time value is then
defined as J(τ1, ..., τn, η) =
∑n
j=1
∑τj
i=2 β
Tφ(xj, f1:i−1), where τj denotes how many
features are computed for example j. During test time, the total value is greed-
ily maximized until the budget constraint B prevents any other features from being
computed.
Discussion: We report average error for different values of average budget (see
Fig. 2·3). For simplicity, we normalize the units to the fraction of the maximum
budget allowed. For example, if the system operates at budget 1 then every example
is routed to the most expensive model frgb,hog1,hog2 (the best accuracy). For budget
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Figure 2·3: (a) shows two system structures used in the OCR experi-
ment: a two stage cascade and a three node tree. In (b), we display the
budget vs error plot for three methods: cascade and tree architecture
of our LP model selection system and a DMS cascade system. While
performance of LP and DMS are on par in the cascade structure, LP
Tree has a significant advantage over DMS. LP tree achieves same ac-
curacy with a significant speedup and lower computation cost(≥70%
savings).
0, every example remains with the cheapest model, frgb. An adaptive system with a
budget between 0 and 1, utilized the cheap model for some examples and the expensive
model for others resulting in a lower budget but accuracy equivalent to the expensive
model.
The experiments clearly highlight the advantages of our approach. Our LP cas-
cade performance matches the accuracy for all budget values of a DMS cascade. How-
ever, when we introduce a more flexible tree architecture instead of a cascade, the
performance dramatically improves. Our LP tree exhibits significant computational-
savings(≥ 70%) and speedup to achieve similar accuracy as a DMS cascade. In a
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cascade, an example cannot go directly to the model, frgb,hog2 while in a tree this
decision is possible and results in higher cost efficiency. In addition, our approach
learns a separate decision for every internal node in the tree allowing for more com-
plex selection functions. In contrast in DMS, the same policy function is used at
every stage of the cascade limiting the discriminative power of the decision system.
Note that DMS does not generalize to trees in an obvious way since it is in essence
an early stopping policy.
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Figure 2·4: The distribution of examples that end up at 3 different
stages/models in the LP cascade at three budget operating points.
In addition to the error vs budget performance, we explore the distribution of
examples that are being routed to the three models in our LP cascade architecture.
Figure 2·4 illustrates the analysis of systems corresponding to budgets: 0.26, 0.62 and
0.73. As expected at a budget of 0.26, model utilization is evenly distributed between
the cheapest, frgb and the medium complexity model, frgb,hog1. At the other end of
the spectrum, at a higher budget of .73, most examples are being routed to the most
expensive/complex model, frgb,hog1,hog2. However, in the middle of the spectrum at
the .62 budget system, for half of the examples, frgb is being utilized and the rest are
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@simple model: frgb @complex model: frgb,hog2
Figure 2·5: Here, we examine the histogram at .62 budget from Fig.
2·4. We provide examples of three different words being classified at the
cheapest/simplest model (frgb) and at the complex/expensive model
(frgb,hog1,hog2). As expected, more obscure and rotated words require
the complex model.
routed to the last model frgb,hog1,hog2. We believe that for many examples hog2 results
in super linear decrease in loss. Therefore, the model sends samples to final model
before making use of the middle cost model with hog1 in budget limited regions. This
observation shows one other strength of our approach: the analysis of model behavior
can give important insights into characteristics of application which can be valuable
in real world situations such as medical policy making as discussed earlier.
We also report the average word length that each model sees. As expected, longer
words (presumably harder to classify) end up at a later more complex model. We
next look at the actual images being classified at the cheapest (simplest) model (frgb)
and at the most expensive, frgb,hog1,hog2 levels. We look at different instances of the
same word. Figure 2·5 illustrates more obscure instances of the same word are routed
to the last stage (the most complex/expensive model).
2.1.7 Scene Recognition
Next, we apply our system to another challenging task in computer vision: scene
recognition. The problem can be posed as multi-class classification problem, where x
is an image of a scene, and y is one of L scene categories. We focus on the popular
scene dataset SUN (Xiao et al., 2016).
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Figure 2·6: SUN Scene Categorization Results. (a) shows cascade
structure used in the experiment. In (b), we report cost savings for
four accuracy levels. Loss is the difference between accuracy of the
most complex model and the dynamic model at different budget points.
Cost savings is the percent saved from the most expensive model.
The difficulty in this problem is due to several factors. First, the number of classes,
L, is very large, L > 700, and the number of examples per class is small, 20. Partly due
to this data limitation and the difficulty of the task itself, automatic visual recognition
features such as HoG or GIST do not achieve suitably high accuracy rates. In an
attempt to improve performance, authors in (Patterson and Hays, 2012) proposed
exploring human annotated attributes. Amazon Mechanical Turk workers were asked
to vote whether images fit certain descriptions such as: camping, cluttered space, fire.
For each attribute, an average of three votes is reported, with a total of 102 attributes.
The attributes are then grouped into three sets: (1), functions (camping, hiking,
biking...), (2), materials (trees, clouds, grass,...), and (3) surface/spatial properties
(dirty, glossy, rusty,open area, warm,...).
Figure 2·7: We display example distribution among stages for scene
categorization task at different budget points.
29
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Figure 2·8: Sample images from the railroad category sent to different
models.
To simplify our experiment, we use the second level of the class hierarchy, which
groups the scenes into more general categories, and then we discard the indoor cate-
gories, resulting in only 10 classes. From this data, we randomly construct an even
training/test split, resulting in around 400 training and 400 test points per class.
We then train 3 models: f1, f1,2, f1,2,3, with the subscripts indicating which at-
tribute groups are used to construct the model. Since attributes are acquired by pay-
ing AMT workers, the goal is to make accurate predictions while using the smallest
number of total attributes. Additionally, due to the nature of the system, dynamic
model selection must be performed in a streaming test data setting as opposed to
collecting data for all test examples before acting.
We compare the performance of our system to a DMS cascade and non-adaptive
fixed-length systems. Note that the DMS cascade cannot be applied to individual test
examples, as the system relies on the relative value of selecting a model compared
to other samples. To accommodate for this shortcoming, we randomly partition the
test data into subsets of 10 examples, with performance of the learned DMS cascades
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averaged over all subsets. In contrast, the system learned using the proposed LP
operates on single examples allowing for streaming/parallel application as opposed to
a batch/centralized strategy.
Table 2·6b compares change in classification accuracy vs. cost reduction for the
three approaches. For all 4 changes in classification accuracy, the proposed LP ap-
proach matches or exceeds the performance of the fixed-length systems or the adaptive
DMS system. In particular, the proposed LP approach produces an adaptive system
that reduces the budget by 27% while reducing accuracy by only 1%. In compari-
son, the DMS cascade is only able to reduce the budget by 12% when maintaining a
classification performance within 1% of the full system.
Figure 2·7 show the model distribution among samples at different budget points,
and Figure 2·8 illustrates sample images that are routed to different models by our
LP cascade. It is interesting to see that the most complex model, f1,2,3, is utilized
for images taken from more restrictive perspectives, not capturing the whole railroad
structure in this case.
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2.2 Structured Prediction with Resource Constraints
Structured prediction is a powerful and flexible framework for making a joint pre-
diction over mutually dependent output variables. It has been successfully applied
to a wide range of computer vision and natural language processing tasks ranging
from text classification to human detection. However, the superior performance and
flexibility of structured predictors come at the cost of increased computational cost.
In order to construct computationally efficient algorithms, a trade-off must be made
between the expressiveness and speed of structured models.
The cost of inference in structured prediction can be broken down into three
parts: acquiring the features, evaluating the part responses, and solving a combina-
torial optimization problem to make a prediction based on part responses. Much of
the past research has focused on efficient inference algorithms for specific structures
(e.g., Viterbi and CKY parsing algorithms) and general structures (e.g., variational
inference (Jordan et al., 1999)). However, these methods overlook feature acquisition
and part response, which are bottlenecks when the underlying structure is relatively
simple or can be efficiently solved.
Consider the dependency parsing task, where the goal is to create a directed tree
that describes semantic relations between words in a sentence. The task can be
formulated as a structured prediction problem, where inference concerns finding the
maximum spanning trees (MSTs) in a directed graph (McDonald et al., 2005). Each
node in the graph represents a word and a directed edge (xi, xj) represents how likely
xj is to depend on xi. Fig. 2·9 shows an example of our selective feature acquisition
scheme for this task. Intuitively, our goal is to learn a system that identifies the
parts in each example that are incorrectly parsed using “cheap” features. Acquiring
“expensive” features for these parts yields large reduction in error over the entire
structure due to improved distinguishability and relationships to other parts.
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We consider two forms of the budgeted structured learning problem, prediction
under expected budget constraints and anytime prediction. For both cases, we con-
sider the streaming test-time scenario where the system operates on each test example
without observation or interaction of other test examples. For both settings, we pro-
pose a novel ERM formulation to learn the policy function and reduce this problem
to a weighted structured learning problem.
Our proposed approach is general and can be applied to any structured prediction
task. Given a structured prediction model, we demonstrate that our approach yields
state-of-the-art speedup while maintaining predictive power.
We summarize our contributions in this section as follows:
• Novel ERM formulation of structured prediction under expected budget con-
straints and anytime prediction.
• Reduction of the ERM problem for both these settings to conventional struc-
tured prediction problems.
• State of the art speedup of existing structured prediction models on two real-
world data sets.
2.2.1 Budgeted Structured Learning
In this section we formulate the problem of budgeted structured prediction for the
expected and anytime budget settings. We describe each approach in more detail in
the following sections.
Structured Prediction: The goal in structured prediction is to learn a function,
F , that maps from an input space, X , to a structure space, Y . In contrast to multi-
class classification, the space of outputs Y is not simply categorical, but instead is
assumed to be some exponential space of outputs (often of varying size dependent
on the feature space) containing some underlying structure, generally represented by
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Root I saw a friend today
Figure 2·9: When predicting the dependency tree, some dependencies
(e.g., the dashed edges) are easily resolved, and there is less need for
expressive features in making a prediction. Our goal is to learn a system
that identifies these dependencies to reduce the test-time costs.
multiple parts and relationships between parts. For example, in dependency parsing,
x ∈ X are features representing a sentence (e.g., words, pos tags), and y ∈ Y is a
parse tree.
In a structured prediction model, the mapping function F is often modeled as F ≡
maxy∈Y Ψ(x, y), where Ψ : (X, Y ) → R is a scoring function. We assume the score
can be broken up into sub-scores across components C, Ψ(x, y) =
∑
c∈C ψc(x, yc),
where yc is the output assignment associated with the component c. The number of
sub-components, |C|, varies across examples. For the dependency parsing example,
each c is an edge in the directed graphs, and yc is an indicator variable for whether
the edge is in the parse tree. The score of a parse tree consists of the scores ψc(x, yc)
of all its edges.
2.2.2 Structured Prediction Under an Expected Budget
Our goal is to reduce the cost of prediction during test-time (representing compu-
tational time, energy consumption, etc.). We consider the case where a variety of
scoring functions are available to be used for each component. Additionally, asso-
ciated with each scoring function is an evaluation cost (such as the time or energy
consumption required to extract the features for the scoring function).
For each example, we define a state S ∈ S, where the space of states is defined
S = {0, 1}K×|C|, representing which of the K features is used for the |C| components
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during prediction. In a state, the element S(k, c) = 1 indicates that the kth feature
will be used during prediction for component c. For any state S, we define the
evaluation cost:
c(S) =
∑
c∈C
∑
k∈K
S(k, c)δk, (2.13)
where δk is the (known) cost of evaluating the k
th feature for a single part.
We assume that we are given a structured prediction model F : X × S → Y
that maps from a set of features X ∈ X and a state S ∈ S to a structured label
prediction Yˆ ∈ Y . For a predicted label, we have a loss L : Y × Y → R that maps
from a predicted and true structured label, Yˆ and Y , respectively, to an error cost
such as Hamming error, L(Yˆ , Y ) =
∑k
i=1 1Yˆ (i)6=Y (i). For an example (X, Y ) and state
S. We define a policy pi : X → S that maps from the feature space X and the initial
state S0 to a new state. For ease of reference, we refer to this policy as the feature
selection policy. Our goal is to learn a policy pi chosen from a family of functions Π
that minimizes the expected loss subject to a budget constraint:
min
pi∈Π
EX [L (F (X, pi(X)), Y )] , s.t. EX [C(pi(X))] ≤ B, (2.14)
where B is a user specified test time budget. Rather an solving this constrained
minimization, we define the modified loss
C(X, Y, S) = L (F (X,S), Y ) + λc(S) (2.15)
that represents the error induced by predicting a label from X using the sensors
in S combined with the cost of acquiring the sensors in S, where λ is a trade-off
pattern adjusted according to the budget B. A small value of λ encourages correct
classification at the expense of feature cost, whereas a large value of λ penalizes use of
costly features, enforcing a tighter budget constraint. We tune this parameter in the
training for the target budget B. Note that our framework does not restrict the type
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of modified loss, C(X, Y, S), or the state cost, C(S) and extends to general losses.
Our goal is to learn a policy with minimal expected modified loss,
pi∗ = argminpi∈ΠED [C (X, Y, pi (X))] . (2.16)
In practice, D denotes a set of I.I.D training examples:
pi∗ = argminpi∈Π
∑n
i=1
C (Xi, Yi, pi (Xi)) . (2.17)
Note that the objective of the minimization can be expanded with respect to the
space of states, allowing the optimization problem in (2.17) to be expressed
pi∗ = argminpi∈Π
∑n
i=1
∑
S∈S
C (Xi, Yi, S)1pi(Xi)=S. (2.18)
From this, we can reformulate the problem of learning a policy as a structured learning
problem.
Theorem 2.2.1 The minimization in (2.17) is equivalent to the structured learning
problem:
argmin
pi∈Π
n∑
i=1
∑
S∈S
(
max
S˜∈S
C(Xi, Yi, S˜)− C (Xi, Yi, S)
)
1pi(Xi)6=S.
Proof can be found in Appendix A.2.1. Theorem 2.2.1 maps the policy learning
problem in (2.17) to a weighted structured learning problem. For each example Xi, an
example/label pair is created for each state S with an importance weight representing
the savings lost by not choosing the state S.
Unfortunately, the expansion of the cost function over the space of states intro-
duces the summation over the combinatorial space of states. To avoid this, we instead
introduce an approximation to the objective in (2.17). Using a single indicator func-
tion, we formulate the approximate policy
pˆi = argminpi∈Π
∑n
i=1
[
W (Xi, Yi)1pi(Xi) 6=S∗(Xi,Yi) + C (Xi, Yi, S
∗(Xi, Yi))
]
, (2.19)
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where the pseudo-label is defined:
S∗(Xi, Yi) = argminS∈S C (Xi, Yi, S) (2.20)
and the example weight is defined as:
W (Xi, Yi) = max
S′∈S
C (Xi, Yi, S
′)− C (Xi, Yi, S∗(Xi, Yi)) . (2.21)
This formulation reduces the objective from a summation over the combinatorial
set of states to a single indicator function for each example and represents an upper-
bound on the original risk.
Theorem 2.2.2 The objective in (2.19) is an upper-bound on the objective in (2.17).
Proof can be found in Appendix A.2.2. Note that the second term (2.19) is not
dependent on pi. Thus, Theorem 2.2.2 leads to an efficient algorithm for learning a
policy function pi by solving an importance-weighted structured learning problem:
pˆi = argminpi∈Π
∑n
i=1
W (Xi, Yi)1pi(Xi) 6=S∗(Xi,Yi), (2.22)
where each example Xi having a pseudo-label S
∗(Xi, Yi) and importance weight
W (Xi, Yi).
2.2.3 Combinatorial Search Space
Finding the psuedo-label in Eqn. (2.20) involves searching over the combinatorially
large space of states, S, which is computationally intractable. Note that in limited
cases, one can apply greedy approaches as in (Samdani and Roth, 2012) for an exact
solution. Instead, we present trajectory-based and parsimonious pseudo-labels for
approximating S∗.
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Trajectory Search: The trajectory-based pseudo-label is a greedy approximation
to the optimization in Eqn. (2.20). To this end, define Sti as the 1-stage feasible
transitions:
Sti = {S | d(S, Sˆt−1i ) ≤ 1, S ∧ Sˆt−1i = Sˆt−1i }, (2.23)
where d is the Hamming distance. We define a trajectory of states Sˆti where:
Sˆti = argmin
S∈Sti
C(Xi, Yi, S). (2.24)
The initial state is assumed to be Sˆ0i = 0
K×|C| where none of the K features are
evaluated for the C components.
For each example i, we obtain a trajectory Sˆ0i , Sˆ
1
i , . . . , Sˆ
T
i , where the terminal
state SˆTi is the all-one state. We choose the pseudo-label from the trajectory:
Sˆ∗i = argminS∈{Sˆ0i ,...,SˆTi }C(Xi, Yi, S). (2.25)
Note that by restricting the search space of states differing by a single component,
the approximation needs to only perform a polynomial search over states as opposed
to the exhaustive combinatorial search in Eqn. (2.20). Observe that the modified loss
is not strictly decreasing, as the cost of adding features may outweigh the reduction
in loss at any time. Empirically, this approach is computationally tractable and is
shown to produce strong results.
Parsimonious Search: Rather than a trajectory search, which requires an infer-
ence update as we acquire more features, we consider an alternative one stage update
here. The idea is to look for 1-step transitions that can potentially improve the cost.
We then simultaneously update all the features that produce improvement. This ob-
viates the need for a trajectory search. In addition we can incorporate a guaranteed
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loss improvement for our parsimonious search.
S+i ∈ argminS∈Sti 1{C(Xi,Yi,St−1i )≥C(Xi,Yi,S)+τ}. (2.26)
Note that the potential candidate transitions can be non-unique and thus we
generate a collection of potential state transitions, S+i . To obtain the final state we
take the union over these transitions, namely, Sˆ∗ =
∨
S∈S+i S. Suppose we set the
margin τ = 0, replace the cost-function with the loss function then this optimization
is relatively simple (assuming that acquiring more features does not increase the loss).
This is because the new state is simply the collection of transitions where the sub-
components are incorrect. Finding the parsimonious pseudo-label is computationally
efficient and empirically shows similar performance to the trajectory-based pseudo-
label.
Choosing the pseudo-label requires knowledge of the budget B to set the cost
trade-off parameter λ. If the budget is unspecified or varies over time, a system
capable of adapting to changing budget demands is necessary. To handle this scenario,
we propose an anytime system in the next section.
2.2.4 Anytime Structured Prediction
In many applications, the budget constraint is unknown a priori or varies from exam-
ple to example due to changing resource availability, and an expected budget system
as in the previous section is not feasible. We instead consider the problem of learning
an anytime system (Grubb and Bagnell, 2012). In this setting, a single system is
designed such that when a new example arrives during test-time, features are ac-
quired until an arbitrary budget constraint (that may vary over different examples)
is met for the particular example. Note that an anytime system is a special case
of the expected budget constrained system. Instead of an expected budget, a hard
39
per-example budget is specified in test-time. A single system is applied to all feasible
budgets, as opposed to learning unique systems for each budget constraint.
We model the anytime learning problem as sequential state selection. The goal
is to select a trajectory of states, starting from an initial state S0 = 0
k×|C| where all
components use features with negligible cost. To select this trajectory of states, we
define policy functions pi1, . . . , piT , where pit : X ×S → S is a function that maps from
a set of structured features X and current state S to a new state S ′. The sequential
selection system is then defined by the policy functions pi1, . . . , piT . For an example
X, the policy functions produce a trajectory of states S1(X) . . . , ST (X) defined as
follows:
St(X) = pit(X,St−1(X)), S0(X) = S0. (2.27)
Our goal is to learn a system with small expected loss at any time t ∈ [0, T ].
Formally, we define this as the average modified loss of the system over the trajectory
of states:
pi∗1, ..., pi
∗
T = argmin
pi1,...,piT∈Π
1
T
ED
[
T∑
t=1
C
(
X, Y, St(X)
)]
(2.28)
where Π is a user-specified family of functions. The problem of learning the policy
functions is highly coupled due to the dependence of the state trajectory on all policy
functions. We propose a greedy approximation to the policy learning problem by
sequentially learning policy functions pi1, . . . , piT that minimize the modified loss:
pit = argminpi∈ΠED
[
C
(
X, Y, St(X)
)]
(2.29)
for t ∈ {1, . . . , T}. Note that the pit selected in (2.29) does not take into account
the future effect on the loss in (2.28). We consider pit in (2.29) to be a greedy
approximation as it is instead chosen to minimize the immediate loss at time t.
As in Theorem 2.2.1, the problem of learning the sequence of policy functions
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pi1, . . . , piT can be viewed as a weighted structured learning problem.
Theorem 2.2.3 The optimization problem in (2.29) is equivalent to solving an im-
portance weighted structured learning problem using an indicator risk of the form:
argmin
pi∈Π
n∑
i=1
∑
s∈S(St−1(Xi))
W (Xi, Yi, s)1pi(Xi,St−1(Xi))6=s, (2.30)
where the weight is defined:
W (Xi, Yi, s) = max
s′∈S(St−1(Xi))
C(Xi, Yi, s
′)− C (Xi, Yi, s) .
This is equivalent to an importance weighted structured learning problem, where each
state s in S(St−1(Xi)) defines a pseudo-label for the example Xi with an associated
importance
(
maxs′∈S(St−1(Xi))C(Xi, Yi, s
′)− C (Xi, Yi, s)
)
.
Theorem 2.2.3 reduces the problem of learning a policy to an importance weighted
structured learning problem. Proof of this result can be found in Appendix A.2.3.
Replacement of the indicators with upper-bounding convex surrogate functions results
in a convex minimization problem to learn the policies pi1, ..., piT . In particular, use of
a hinge-loss surrogate converts this problem to the commonly used structural SVM.
Experimental results show significant cost savings by applying this sequential policy.
Algorithm 2 Anytime Policy Learning
input Training set, {Xi, Yi}i=1,...,n
set S0i = 0 ∀i = 1, ..., n, t = 1
while t ≤ T do
Train pit according to Thm. 2.2.3
for i ∈ [n] do
Update states: Sti = pit(Xi, S
t−1
i )
end for
t← t+ 1
end while
return pi = {pi1, . . . , piT}
The training algorithm is presented in Algorithm 2. At time t = 0, the policy pi1
is trained to minimize the immediate loss. Given this policy, the states of examples
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at time t = 1 are fixed, and pi2 is trained to minimize the immediate loss given these
states. The algorithm continues learning policies until every feature for every example
as been acquired. During test-time, the system sequentially applies the trained policy
Algorithm 3 Anytime Structured Prediction
input Policy: pi1, ..., piT , Example: X, Budget: B
set S0 = 0, t = 0
while t ≤ T and c(St) < B do
St+1 = pit(X,S
t), t← t+ 1
end while
return y = F (X,St)
functions until the specified budget is reaches, as shown in Algorithm 3.
2.2.5 Experiments
In this section, we demonstrate effectiveness of the proposed algorithm on two struc-
tured prediction tasks in different domains: dependency parsing and OCR. We report
the results on both anytime and expected case policies and refer to the latter one as
one-shot policy.
Figure 2·10: An example word from the OCR test dataset. Note
that the word is initially incorrectly identified due to degradation in
letters ”u” and ”n”. The letter classification accuracy increases after
the policy acquires the HOG features at strategic positions.
Cost Computation: At a high-level, policies for resource constrained structured
prediction must manage & trade-off benefits of three resources, namely, feature ac-
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quisition costs, intermediate inference costs, and policy overhead costs that decides
between feature acquisition and inference. As we will cover in Section 2.4.2, most
existing work for structured prediction account for feature costs but not inference
and overhead costs. More specifically, other methods incorporate inference into their
policy (meta-features) for selecting new features but do not account for the resulting
policy overhead. Our approach poses policy optimization as a structured learning
problem and jointly optimizes these resources.
Comparisons to Existing Methods: We compare our system to the Q-learning
approach in (Weiss and Taskar, 2013) and two baselines: a uniform policy and a
myopic policy. The uniform policy takes random part level actions. It will help us
show that the performance of our policy does not come from removing redundant
features, but clever allocation of them among samples. As a second baseline, we
adapt the myopic policy used by (Trapeznikov and Saligrama, 2013) to the structured
prediction case. The myopic policy runs the structured predictor initially on all
cheap features, then looks at the total confidence of the classifier normalized by the
sample size (e.g. sentence length). If the confidence is below a threshold, it chooses
to acquire expensive features for all positions. Finally, we compare against the Q-
learning method proposed by (Weiss and Taskar, 2013). This method requires global
features for structures with varying size. From now on we will refer to features that
require access to more than one part as complex features and part level features
as simple features. In their case, they use confidence feedback from the structured
predictor which induces additional inference overhead for the policy. In addition
to this, it is not straightforward to apply this approach to do part by part feature
selection on structures with varying sizes.
Policy Overhead: Recall that policy evaluation must be factored into test-time
costs. Since our policy solves a structured inference problem this can be high when
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Figure 2·11: Comparison of our one-shot policy (in red) with uniform
strategy (in black) and (Weiss and Taskar, 2013)’s policy for the OCR
dataset. We obtained a top accuracy of 93%, which is not shown in
the plots. Although the rate of accuracy gain is large for the policy
that utilizes complex features, we note that policies that utilize simple
features achieve lower absolute run-time in the low budget region. This
is due to the overhead arising from additional inference required for
complex features.
rich features and structure are used. Our approach allows maximum flexibility in
terms of designing the best policy overhead versus performance trade-off. Experi-
ments show that complex features indeed benefit the policy, but simple features (e.g.,
w/o transition features) perform better for cases where the inference time and feature
costs are comparable and the additional overhead is unwanted. In our OCR and DP
experiments, we use simple features and model the policy with a weighted SVM.
One shot results are obtained by sweeping λ in Equation 2.15. Anytime results
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show the average performance if all test examples terminate at particular budget. We
discuss the implementation details in Appendix A.2.4.
Optical Character Recognition: We tested our algorithm on a sequence-label
problem, the OCR dataset (Taskar et al., 2003) composed of 6,877 handwritten words,
where each word is represented as a sequence of 16×8 letter images. We use a linear-
chain Markov model, and similar to the setup in (Weiss et al., 2013; Wang et al., 2014),
use raw pixel values and HOG features with 3×3 cell size as our feature templates.
We split the data such that 90% is used for training and 10% is used for test.
Figure 2·11 shows the average letter accuracy vs. total running time. Note that
(Weiss and Taskar, 2013) can not operate on part by part level when the graph
structure is varying. We see that using clever part by part selection has significant
advantage over using uniform feature templates. The one-shot policy performs bet-
ter than the any-time policy because it has more information (the test-time budget)
during training as well as being less constrained (samples can use varying budgets
compared to every sample using the same budget). Finally, Fig 2·10 shows the be-
havior of the policy on an individual example for the anytime model, significant gains
in accuracy are made in first several steps by correctly identifying the noisy letters.
The significant speedup for our approach for OCR (and dependency parsing) can
be partially attributed to the fact that feature acquisition cost is relatively close to
inference costs. Therefore, methods such as (Weiss and Taskar, 2013) that require
inference feedback on acquired features can perform poorly.
Dependency Parsing We follow the setting in (He et al., 2013) and conduct ex-
periments on English Penn Treebank (PTB) corpus (Marcus et al., 1993). All al-
gorithms are implemented based on the graph-based dependency parser (McDonald
et al., 2005) in Illinois-SL library (Chang et al., 2015), where the code is optimized for
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speed. Two sets of feature templates are considered for the parser. The first (ψFull)
considers the part-of-speech (POS) tags and lexicons of xi, xj, and their surround-
ing words (see (McDonald et al., 2005)). The other (ψPOS) only considers the POS
features. The policy assigns one of these two feature templates to each word in the
sentence, such that all the directed edges (xi, xj) corresponding to the word xi share
the same feature templates. The first feature template, ψPOS, takes 165 µs per word
and the second feature template, ψFull, takes 275 µs per word to extract the features
and compute edge scores. The decoding by ChuLiu-Edmonds algorithm is 75 µs per
word, supporting our hypothesis that feature extraction makes a significant portion
of the total running time yet the inference time is not negligible.
Note that complex features often contribute to small performance improvement.
Adding redundant features can easily yield arbitrarily large speedups, and comparing
speedups of different systems with different accuracy levels is not meaningful (see
Fig. 3 in (He et al., 2013)). In addition, greedy-style parser such as (Strubell et al.,
2015) might be faster by nature. On the other hand, several recently developed neural
dependency parsers can achieve higher accuracy, but are slower (Andor et al., 2016).
We focus on the standard structured parsers and discussion of different architectures
is outside the scope of this work.
Figure 2·12 shows the test performance (unlabeled attachment accuracy) along
with inference time. We see that all one-shot policies perform similarly, and the
anytime policy is below one-shot policy for all budget levels. As discussed in Any-
time Structured Prediction, the anytime policy is more constrained in that it has
to achieve a fixed budget for all examples. The naive myopic policy performs worse
than uniform since it has to run inference on samples with low confidence two times,
adding approximately 4.5 seconds of extra time for the full test dataset. The effect
of importance weights for the greedy policy seems small. We hypothesize that this is
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Figure 2·12: Performance of various adaptive policies for varying bud-
get levels (dependency tree accuracy vs. total execution time), is com-
pared to a uniform strategy on word and sentence level, and myopic
policy for the 23 section of PTB dataset.
due to the policy functional complexity being the limiting factor.
When we apply the length dictionary filtering heuristic in (He et al., 2013; Rush
and Petrov, 2012), our parser achieves 89.7% UAS on PTB section 23 with overall
running time merely 7.5 seconds (I/O excluded, 10s with I/O) and obtains 2.9X
total speed-up while losing only 1% UAS compared to the baseline. This significant
speed-up over an efficient implementation is remarkable. This heuristic only works for
parsing. Therefore, we exclude it when presenting Figure 2·12 as it does not reflect
the performance of policies in general. In contrast, the baseline system in (He et al.,
2013) is slower than us by about three times when operating at 90% accuracy. Figure
3 in (He et al., 2013) shows that their final system takes about 20s. We acknowledge
that (He et al., 2013) use different features, policy settings, and hardware from ours;
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Figure 2·13: Distribution of parse-tree depth for words that use cheap
(green) or expensive features (orange) for anytime policy. Time in-
creases from left to right. Each group of columns show the distribution
of depths from 0(root) to 7. The policy is concentrated on acquiring
features for lower depth words. A sentence example also shows this
effect. It is easy to identify parents of the adjectives and determiner.
However, additional features(orange) are required for the root(verb),
subject and object.
therefore these numbers might not be directly comparable.
Figure 2·12 shows the distribution of depth for the words that use expensive
and cheap features in the ground truth dependency tree. This result is particularly
informative, because any uniform feature selection policy would uniformly distribute
the features among all bins. Hence, the result clearly shows the advantage of using a
part-by-part selection policy.
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2.3 Adaptive Neural Networks for Efficient Inference
Deep neural networks (DNNs) are among the most powerful and versatile machine
learning techniques, achieving state-of-the-art accuracy in a variety of important ap-
plications, such as visual object recognition (He et al., 2016), speech recognition
(Hinton et al., 2012), and machine translation (Sutskever et al., 2014). However, the
power of DNNs comes at a considerable cost, namely, the computational cost of ap-
plying them to new examples. This cost, often called the test-time cost, has increased
rapidly for many tasks (see Fig. 2·14) with ever-growing demands for improved per-
formance in state-of-the-art systems. As a point of fact, the Resnet152 (He et al.,
2016) architecture with 152 layers, realizes a substantial 4.4% accuracy gain in top-
5 performance over GoogLeNet (Szegedy et al., 2015) on the large-scale ImageNet
dataset (Russakovsky et al., 2015) but is about 14X slower at test-time. The high
test-time cost of state-of-the-art DNNs means that they can only be deployed on pow-
erful computers, equipped with massive GPU accelerators. As a result, technology
companies spend billions of dollars a year on expensive and power-hungry computer
hardware. Moreover, high test-time cost prevents DNNs from being deployed on re-
source constrained platforms, such as those found in Internet of Things (IoT) devices,
smart phones, and wearables. This problem has given rise to a concentrated research
effort to reduce the test-time cost of DNNs. Most of the work on this topic focuses on
designing more efficient network topologies and on compressing pre-trained models
using various techniques (see related work below). We propose a different approach,
which leaves the original DNN intact and instead changes the way in which we apply
the DNN to new examples. We exploit the fact that natural data is typically a mix
of easy examples and difficult examples, and we posit that the easy examples do not
require the full power and complexity of a massive DNN.
We pursue two concrete variants of this idea. First, we propose an adaptive
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early-exit strategy that allows easy examples to bypass some of the network’s layers.
Before each expensive neural network layer (e.g., convolutional layers), we train a
policy that determines whether the current example should proceed to the next layer,
or be diverted to a simple classifier for immediate classification. Our second approach,
an adaptive network selection method, takes a set of pre-trained DNNs, each with
a different cost/accuracy trade-off, and arranges them in a directed acyclic graph
(Trapeznikov and Saligrama, 2013; Wang et al., 2015), with the the cheapest model
first and the most expensive one last. We then train an exit policy at each node in the
graph, which determines whether we should rely on the current model’s predictions or
predict the most beneficial next branch to forward the example to. In this context we
pose a global objective for learning an adaptive early exit or network selection policy
and solve it by reducing the policy learning problem to a layer-by-layer weighted
binary classification problem.
Figure 2·14: Performance versus evaluation complexity of the DNN
architectures that won the ImageNet challenge over past several years.
The model evaluation times increase exponentially with respect to the
increase in accuracy.
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We demonstrate the merits of our techniques on the ImageNet object recognition
task, using a number of popular pretrained DNNs. The early exit technique speeds up
the average test-time evaluation of GoogLeNet (Szegedy et al., 2015), and Resnet50
(He et al., 2016) by 20-30% within reasonable accuracy margins. The network cascade
achieves 2.8x speed-up compared to pure Resnet50 model at 1% top-5 accuracy loss
and 1.9x speed-up with no change in model accuracy. We also show that our method
can approximate a oracle policy that can see true errors suffered for each instance.
In addition to reducing the average test-time cost of DNNs, it is worth noting that
our techniques are compatible with the common design of large systems of mobile de-
vices, such as smart phone networks or smart surveillance-camera networks. These
systems typically include a large number of resource-constrained edge devices that are
connected to a central and resource-rich cloud. One of the main challenges involved
in designing these systems is determining whether the machine-learned models will
run in the devices or in the cloud. Offloading all of the work to the cloud can be prob-
lematic due to network latency, limited cloud ingress bandwidth, cloud availability
and reliability issues, and privacy concerns. Our approach can be used to design such
a system, by deploying a small inaccurate model and an exit policy on each device
and a large accurate model in the cloud. Easy examples would be handled by the
devices, while difficult ones would be forwarded to the cloud. Our approach naturally
generalizes to a fog computing topology (where resource constrained edge devices are
connected to a more powerful local gateway computer, which in turn is connected
to a sequence of increasingly powerful computers along the path to the data-center).
Such designs allow our method to be used in memory constrained settings as well due
to offloading of complex models from the device.
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Figure 2·15: An example early exit system topology (based on
Alexnet). The policy chooses one of the multiple exits available to
it at each stage for feedback. If the sample is easy enough, the system
sends it down to exit, otherwise it sends the sample to the next layer.
2.3.1 Adaptive Early Exit Networks
Our first approach to reducing the test-time cost of deep neural networks is an early
exit strategy. We first frame a global objective function and reduce policy training
for optimizing the system-wide risk to a layer-by-layer weighted binary classification
(WBC). We denote a labeled example as (x, y) ∈ Rd × {1, . . . ,L}, where d is the
dimension of the data and {1, . . . ,L} is the set of classes represented in the data. We
define the distribution generating the examples as X ×Y . For a predicted label yˆ, we
denote the loss L(yˆ, y). In this work, we focus on the task of classification and, for
exposition, focus on the indicator loss L(yˆ, y) = 1yˆ=y, in this section. In practice we
upper bound the indicator functions with logistic loss for computational efficiency.
As a running DNN example, we consider the AlexNet architecture (Krizhevsky
et al., 2012), which is composed of 5 convolutional layers followed 3 fully connected
layers. During evaluation of the network, computing each convolutional layer takes
more than 3 times longer than computing a fully connected layer, so we consider a
system that allows an example to exit the network after each of the first 4 convo-
lutional layers. Let yˆ(x) denote the label predicted by the network for example x
and assume that computing this prediction takes a constant time of T . Moreover,
let σk(x) denote the output of the k
th convolutional layer for example x and let tk
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Figure 2·16: An example network selection system topology for net-
works Alexnet(A), GoogLeNet(G) and Resnet(R). Green γ blocks de-
note the selection policy. The policy evaluates Alexnet, receives con-
fidence feedback and decides to jump directly to Resnet or send the
sample to GoogLeNet→Resnet cascade.
denote the time it takes to compute this value (from the time that x is fed to the
input layer). Finally, let yˆk(x) be the predicted label if we exit after the k
th layer.
After computing the kth convolutional layer, we introduce a decision function γk
that determines whether the example should exit the network with a label of yˆk(x) or
proceed to the next layer for further evaluation. The input to this decision function is
the output of the corresponding convolutional layer σk(x), and the value of γk(σk(x))
is either −1 (indicating an early exit) or 1. This architecture is depicted on the
right-hand side of Fig. 2·15.
Globally, our goal is to minimize the evaluation time of the network such that the
error rate of the adaptive system is no more than some user-chosen value B greater
than the full network:
min
γ1,...,γ4
Ex∼X [Tγ1,...,γ4(x)]
s.t. E(x,y)∼X×Y
[
(L(yˆγ1, ..., γ4(x), y)− L(yˆ(x), y))+
] ≤ B (2.31)
Here, Tγ1,...,γ4(x) is the prediction time for example x for the adaptive system,
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yˆγ1, ..., γ4(x) is the label predicted by the adaptive system for example x. In practice,
the time required to predict a label and the excess loss introduced by the adaptive
system can be recursively defined. As in (Wang et al., 2015) we can reduce the early
exit policy training for minimizing the global risk to a WBC problem. The key idea is
that, for each input, a policy must identify whether or not the future reward (expected
future accuracy minus comp. loss) outweighs the current-stage accuracy.
To this end, we first focus on the problem of learning the decision function γ4,
which determines if an example should exit after the fourth convolutional layer or
whether it will be classified using the entire network. The time it takes to predict the
label of example x depends on this decision and can be written as:
T4 (x, γ4) =

T + τ(γ4) if γ4(σ4(x)) = 1
t4 + τ(γ4) otherwise
, (2.32)
where τ(γ4) is the computational time required to evaluate the function γ4. Our goal
is to learn a system that trades-off the evaluation time and the induced error:
argmin
γ4∈Γ
Ex∼X [T4(x, γ4)] + λE(x,y)∼X×Y
[(
L (yˆ4(x), y)− L (yˆ(x), y)
)
+
1γ4(σ4(x))=−1
]
(2.33)
where (·)+ is the function(z)+ = max(z, 0) and λ ∈ R+ is a trade-off parameter that
balances between evaluation time and error. Note that the function T4 (x, γ4) can be
expressed as a sum of indicator functions:
T4 (x, γ4) = (T + τ(γ4))1γ4(σ4(x))=1 + (t4 + τ(γ4))1γ4(σ4(x))=−1
=T1γ4(σ4(x))=1 + t41γ4(σ4(x))=−1 + τ4(γ4)
Substituting for T4(x, γ4) allows us to reduce the problem to an importance weighted
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binary learning problem:
argmin
γ4∈Γ
E(x,y)∼X×Y
[
C4(x, y)1γ4(σ4(x))6=β4(x)
]
+ τ(γ4) (2.34)
where β4(x) and C4(x, y) are the optimal decision and cost at stage 4 for the example
(x, y) defined:
β4(x) =

−1 if T >
(
t4 + λ
(
L (yˆ4(x), y)− L (yˆ(x), y)
)
+
)
1 otherwise
and
C4(x, y) =
∣∣T − t4 − λ (L (yˆ4(x), y)− L (yˆ(x), y))+∣∣
Note that the regularization term, τ(γ4), is important to choose the optimal functional
form for the function γ4 as well as a natural mechanism to define the structure of the
early exit system. Rather than limiting the family of function Γ to a single functional
form such as a linear function or a specific network architecture, we assume the
family of functions Γ is the union of multiple functional families, notably including
the constant decision functions γ4(x) = 1,∀x ∈ |X |. Although this constant function
does not allow for adaptive network evaluation at the specific location, it additionally
does not introduce any computational overhead, that is, τ(γ4) = 0. By including
this constant function in Γ, we guarantee that our technique can only decrease the
test-time cost.
Empirically, we find that the most effective policies operate on classifier confi-
dences such as classification entropy. Specifically, we consider the family of functions
Γ as the union of three functional families, the aforementioned constant functions, lin-
ear classifier on confidence features generated from linear classifiers applied to σ4(x),
and linear classifier on confidence features generated from deep classifiers applied to
σ4(x).
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Rather than optimizing jointly over all three networks, we leverage the fact that
the optimal solution to Eqn. (2.34) can be found by optimizing over each of the
three families of functions independently. For each family of functions, the policy
evaluation time τ(γ4) is constant, and therefore solving (2.34) over a single family of
functions is equivalent to solving an unregularized learning problem. We exploit this
by solving the three unregularized learning problems and taking the minimum over
the three solutions.
In order to learn the sequence of decision functions, we consider a bottom-up
training scheme, as previously proposed in sensor selection (Wang et al., 2015). In
this scheme, we learn the deepest (in time) early exit block first, then fix the outputs.
Fixing the outputs of this trained function, we then train the early exit function
immediately preceding the deepest early exit function (γ3 in Fig. 2·15).
For a general early exit system, we recursively define the future time, Tk(x, γk),
and the future predicted label, y˜k(x, γk), as:
Tk(x, γk) =

T + τ(γk) if γk(σk(x)) = 1, k = K
Tk+1(x, γk + 1) + τ(γk) if γk(σk(x)) = 1, k < K
tk + τ(γk) otherwise
and
y˜k(x, γk) =

yˆ(x) if k = K + 1
yˆ(x) if k = K and γk(σk(x)) = 1
y˜k+1(x, γk+1) if k < K and γk(σk(x)) = −1
yˆk(x) otherwise
.
Using these definitions, we can generalize Eqn. (2.34). For a system with K early
exit functions, the kth early exit function can be trained by solving the supervised
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learning problem:
argmin
γk∈Γ
E(x,y)∼X×Y
[
Ck(x, y)1γk(x) 6=βk(σk(x))
]
+ τ(γk), (2.35)
where optimal decision and cost βk(x) and Ck(x, y) can be defined:
βk(x) =

−1 if k < K and Tk+1(x, γk+1) ≥ tk+
λ (L (yˆk(x), y)− L (y˜k+1(x), y))+
−1 if k = K and T ≥ tk+
λ (L (yˆk(x), y)− L (y˜k+1(x), y))+
1 otherwise
Ck(x, y) =

∣∣∣Tk+1(x, γk+1)− tk − λ(L (yˆk(x), y)− L (y˜k+1(x), y))
+
∣∣∣ if k < K∣∣∣T − tk − λ (L (yˆk(x), y)− L (yˆ(x), y))+ ∣∣∣ otherwise
Eqn. (2.35) allows for efficient training of an early exit system by sequentially training
early exit decision functions from the bottom of the network upwards. Furthermore,
by including constant functions in the family of functions Γ and training early exit
functions in all potential stages of the system, the early exit architecture can also
naturally be discovered. Finally, in the case of single option at each exit, the layer-
wise learning scheme is equivalent to jointly optimizing all the exits with respect to
full system risk.
2.3.2 Network Selection
As shown in Fig. 2·14, the computational time has grown dramatically with respect
to classification performance. Rather than attempting to reduce the complexity of
the state-of-the-art networks, we instead leverage this non-linear growth by extending
the early exiting strategy to the regime of network selection. Conceptually, we seek
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to exploit the fact that many examples are correctly classified by relatively efficient
networks such as alexnet and googlenet, whereas only a small fraction of examples
are correctly classified by computationally expensive networks such as resnet 152 and
incorrectly classified by googlenet and alexnet.
As an example, assume we have three pre-trained networks, N1, N2, and N3. For
an example x, denote the predictions for the networks as N1(x), N2(x), and N3(x).
Additionally, denote the evaluation times for each of the networks as τ(N1), τ(N2),
and τ(N3).
As in Figure 2·16, the adaptive system composed of two decision functions that de-
termine which network is evaluated for each example. First, κ1 : |X | → {N1, N2, N3}
is applied after evaluation of N1 to determine if the classification decision from N1
should be returned or if network N2 or network N3 should be evaluated for the ex-
ample. For examples that are evaluated on N2, κ2 : |X | → {N2, N3} determines if
the classification decision from N2 should be returned or if network N3 should be
evaluated.
Our goal is to learn the functions κ1 and κ2 that minimize the average evaluation
time subject to a constraint on the average loss induced by adaptive network selection.
As in the adaptive early exit case, we first learn κ2 to trade-off between the average
evaluation time and induced error:
min
κ2∈Γ
Ex∼X
[
τ(N3)1κ2(x)=N3
]
+ τ(κ2)
+ λE(x,y)∼X×Y
[(
L (N2(x), y)− L (N3(x), y)
)
+
1κ2(x)=N2
]
,
(2.36)
where λ ∈ R+ is a trade-off parameter. As in the adaptive network usage case, this
problem can be posed as an importance weighted supervised learning problem:
min
κ2∈Γ
E(x,y)∼X×Y
[
W2(x, y)1κ2(x)6=θ2(x)
]
+ τ(κ2), (2.37)
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where θ2(x) and W2(x, y) are the cost and optimal decision at stage 4 for the exam-
ple/label pair (x, y) defined:
θ2(x) =

N2 if τ(N3) > λ (L (N3(x), y)− L (N2(x), y))+
N3 otherwise
and
W2(x, y) =
∣∣∣τ(N3)− λ (L (N2(x), y)− L (N3(x), y))+ ∣∣∣.
Once κ2 has been trained according to Eqn. (2.37), the training times for examples
that pass through N2 and are routed by κ2 can be defined Tκ2(x) = τ(N2) + τ(κ2) +
τ(N3)1κ2(x)=N3 . As in the adaptive early exit case, we train and fix the last decision
function, κ2, then train the earlier function, κ1. As before, we seek to trade-off
between evaluation time and error:
min
κ1∈Γ
Ex∼X
[
τ(N3)1κ1(x)=N3 + τ(N2)1κ1=N2
]
+ τ(κ1)+
λE(x,y)∼X×Y
[
(L (N2(x), y)− L (N3(x), y))+ 1κ1(x)=N2
+ (L (N1(x), y)− L (N3(x), y))+ 1κ1(x)=N1
] (2.38)
This can be reduced to a cost sensitive learning problem:
min
κ1∈Γ
E(x,y)∼X×Y
[
R3(x, y)1κ1(x)=N3 +R2(x, y)1κ1(x)=N2 +R1(x, y)1κ1(x)=N1
]
+ τ(κ1),
(2.39)
where the costs are defined:
R1(x, y) = (L(N1(x), y)− L(N3(x), y))+
R2(x, y) = (L(N2(x), y)− L(N3(x), y))+ + τ(N2)
R3(x, y) = τ(N3).
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Algorithm 4 Adaptive Network Learning
Input: Data: (xi, yi)
n
i=1,
Models S, routes, E, model costs τ(.)),
while ∃ untrained pi do
(1) Choose the deepest policy decision j, s.t. all down-stream policies are
trained
for example i ∈ {1, . . . , n} do
(2) Construct the weight vector ~wi of costs per action from Eqn. (2.37).
end for
(3) pij ←Learn clf.((x1, ~w1), . . . , (xn, ~wn))
(4) Evaluate pij and update route costs to model j:
C(xi, yi, sn, sj)← ~wji (pij(xi)) + C(xi, yi, sn, sj)
end while
(5) Prune models the policy does not route any example to from the collection
Output: Policy functions, pi1, . . . , piK
2.3.3 Experimental Details
We evaluate our method on the Imagenet 2012 classification dataset (Russakovsky
et al., 2015) which has 1000 object classes. We train using the 1.28 million training
images and evaluate the system using 50k validation images. We use the pre-trained
models from Caffe Model Zoo for Alexnet, GoogLeNet and Resnet50 (Krizhevsky
et al., 2012; Szegedy et al., 2015; He et al., 2016). For preprocessing we follow the
same routines proposed for these networks and verify the final network performances
within a small margin (< 0.1%). Note that it is common to use ensembles of networks
and multiple crops to achieve maximum performance. These methods add minimal
gain in accuracy while increasing the system cost dramatically. As the speedup margin
increases, it becomes trivial for the policy to show significant speedups within the
same accuracy tolerance. We believe such speedups are not useful in practice and
focus on single crop with single model case.
Temporal measurements: We measure network times using the built-in tool in the
Caffe library on a server that utilizes a Nvidia Titan X Pascal with CuDNN 5. Since
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Figure 2·17: Performance of network selection policy on Imagenet
top-5 error. Our full adaptive system (denoted with blue dots) signifi-
cantly outperforms any individual network for almost all budget regions
and is close to the performance of the oracle. The performances are re-
ported on the validation set of ImageNet dataset.
our focus is on the computational cost of the networks, we ignore the data loading
and preprocessing times. The reported times are actual measurements including the
policy overhead.
Policy form and meta-features: In addition to the outputs of the convolutional
layers of earlier networks, we augment the feature space with the entropy of prediction
probabilities. We relax the indicators in equations (2.35) and (2.39) learn linear
logistic regression model on these features for our policy. We experimented with
pooled internal representations, but in practice, inclusion of the entropy feature with
a simple linear policy significantly outperforms more complex policy functions that
exclude the entropy feature.
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Figure 2·18: Performance of network selection policy on Imagenet
top-1 error. Our full adaptive system (denoted with blue dots) signifi-
cantly outperforms any individual network for almost all budget regions
and is close to the performance of the oracle. The performances are re-
ported on the validation set of ImageNet dataset.
2.3.4 Evaluation of Network Selection
Baselines: Our full system, depicted in Figure 2·15, starts with Alexnet. Following
the evaluation of Alexnet, the system determines for each example either to return
the prediction, route the example to GoogLeNet, or route the example to Resnet50.
For examples that are routed to GoogLeNet, the system either returns the prediction
output by GoogLeNet or routes the example to Resnet50. As baselines, we compare
against a uniform policy and a myopic policy which learns a single threshold based
on model confidence. We also report performance from different system topologies.
To provide a bound on the achievable performance, we show the performance of a
soft oracle. The soft oracle has access to classification labels and sends each example
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Figure 2·19: Top: Different network selection topologies that we con-
sidered. Arrows denote possible jumps allowed to the policy. A, G and
R denote Alexnet, GoogLeNet and Resnet50, respectively. Bottom:
Table comparing the speedup of our policy versus myopic and uniform
baselines at different accuracy points.
to the fastest model that correctly classifies the example. Since having access to the
labels is too strong, we made the oracle softer by adding two constraints. First, it
follows the same network topology, also it can not make decisions without observing
the model feedback first, getting hit by the same overhead. Second, it can only exit
at a cheaper model if all latter models agree on the true label. This second constraint
is added due to the fact that our goal is not to improve the prediction performance
of the system but to reduce the computational time, and therefore we prevent the
oracle from “correcting” mistakes made by the most complex networks.
We sweep the cost trade-off parameter in the range 0.0 to 0.1 to achieve different
budget points. Note that due to weights in our cost formulation, even when the
pseudo labels are identical, policy behavior can differ. Conceptually, the weights
balance the importance of the samples that gain in classification loss in future stages
versus samples that gain in computational savings by exiting early stages.
The results are demonstrated in Figure 2·17. We see that both full tree and a-¿g-
¿r50 cascade achieve significant (2.8x) speedup over using Resnet50 while maintaining
63
Figure 2·20: Statistics for proportion of total time spent on different
networks and proportion of samples that exit at each network. Top
row is sampled at 2.0ms and bottom row is sampled at 2.8ms system
evaluation
its accuracy within 1%. The classifier feedback for the policy has a dramatic impact
on its performance. Although, Alexnet introduces much less overhead compared to
GoogLeNet (≈0.2 vs ≈0.7), the a-¿r50 policy performs significantly worse in lower
budget regions. Our full tree policy learns to choose the best order for all budget
regions. Furthermore, the policy matches the soft oracle performance in both the
high and low budget regions.
Note that GoogLeNet is a very well positioned at 0.7ms per image budget, prob-
ably due to its efficiency oriented architectural design with inception blocks (Szegedy
et al., 2015). For low budget regions, the overhead of the policy is a detriment, as even
when it can learn to send almost half the samples to Alexnet instead of GoogLeNet
with marginal loss in accuracy, the extra 0.23ms Alexnet overhead brings the balance
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point, ≈ 0.65ms, very close to using only GoogLeNet at 0.7ms. The ratio between
network evaluation times is a significant factor for our system. Fortunately, as men-
tioned before, for many applications the ratio of different models can be very high
(cloud computing upload times, resnet versus Alexnet difference etc.).
We further analyzed the network usage and runtime proportion statistics for sam-
ples at different budget regions. Fig. 2·19 demonstrates the results at three different
budget levels. Full tree policy avoids using GoogLeNet altogether for high budget
regions. This is the expected behavior since the a-¿r50 policy performs just as well
in those regions and using GoogLeNet in the decision adds too much overhead. At
mid level budgets the policy distributes samples more evenly. Note that the sum of
the overheads is close to useful runtime of cheaper networks in this region. This is
possible since the earlier networks are very lightweight.
2.3.5 Evaluation of Network Early Exits
To output a prediction following each convolutional layer, we train a single layer linear
classifier after a global average pooling for each layer. We added global pooling to
minimize the policy overhead in earlier exits. For Resnet50 we added an exit after
output layers of 2a, 2c, 3a, 3d, 4a and 4f. The dimensionality of the exit features
after global average pooling are 256, 256, 512, 512, 1024 and 1024 in the same order
as the layer names. For GoogLeNet we added the exits after concatenated outputs of
every inception layer.
Table 2.1 shows the early exit performance for different networks. The gains are
more marginal compared to network selection. Fig 2·21 shows the accuracy gains
per evaluation time for different layers. Interestingly, the accuracy gain per time is
more linear within the same architecture compared to different network architectures.
This explains why the adaptive policy works better for network selection compared
to early exits.
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Network policy top-5 uniform top-5
GoogLeNet@1 9% 2%
GoogLeNet@2 22% 9%
GoogLeNet@5 33% 20%
Resnet50@1 8% 1%
Resnet50@2 18% 12%
Resnet50@5 22% 10%
Table 2.1: Early exit performances at different accuracy/budget
trade-offs for different networks. @x denotes x loss from full model
accuracy and reported numbers are percentage speed-ups.
Figure 2·21: The plots show the accuracy gains at different layers for
early exits for networks GoogLeNet (left) and Resnet50 (right).
2.3.6 Network Error Analysis
Fig. 2·22 shows the distributions over examples of the networks that correctly label
the example. Notably, 50% and 77% of the examples are correctly classified by
all networks for top 1 and top 5 error, respectively. Similarly, 18% and 5% of the
examples are incorrectly classified by all networks with respect to their top 1 and top
5 error, respectively. These results verify our hypothesis that for a large fraction of
data, there is no need for costly networks. In particular, for the 68% and 82% of data
with no change in top 1 and top 5 error, respectively, the use of any network apart
from Alexnet is unnecessary and only adds unnecessary computational time.
Additionally, it is worth noting the balance between examples incorrectly classified
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Figure 2·22: Analysis of top-1 and top-5 errors for different networks.
Majority of the samples are easily classified by Alexnet, and only a
minority of them require deeper networks.
by all networks, 18% and 5% respectively for top 1 and top 5 error, and the fraction
of examples correctly classified by either GoogLeNet or Resnet but not Alexnet,
25.1% and 15.1% for top 1 and top 5 error, respectively. This behavior supports our
observation that entropy of classification decisions is an important feature in making
policy decisions, as examples likely to be incorrectly classified by Alexnet are likely
to be classified correctly by a later network.
Note that our system is trained using the same data used to train the networks.
Generally, the resulting evaluation error for each network on training data is signif-
icantly lower than error that arises on test data, and therefore our system is biased
towards sending examples to more complex networks that generally show negligible
training error. Practically, this problem is alleviated through the use of validation
data to train the adaptive systems. In order to maintain the reported performance of
the network without expansion of the training set, we instead utilize the same data for
training both networks and adaptive systems, however we note that performance of
our adaptive systems may be better when trained on data excluded from the network
training.
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2.4 Related Work
In previous sections, we covered the problems of multiclass classification, structured
prediction and deep learning. We proposed different ways of incorporating the system
cost for each setup. We have already talked about some of the related work in the
motivation sections and in the context of comparison as baselines. In this section, we
will do a more comprehensive overview of literature and how it relates to our work.
We will organize it as three sections Multi-Class, Structured Prediction, and Deep
Learning corresponding to Sections 2.1, 2.2, and 2.3, respectively.
2.4.1 Multi-Class and Black-Box
Here we will talk about methods that mainly apply to binary or multi-class classifica-
tion settings. Some of these methods can be modified to work with more complicated
classification setups. For example, in Section 2.1 we talked about how our LP tree
can even deal with human-in-the-loop systems (human is the classifier). However,
used in this manner, the methods in multi-class category will not be able to exploit
the internal structure of complex classifiers.
Our method in Section 2.1 is broadly related to detection cascades (see (Viola and
Jones, 2004; Zhang and Zhang, 2010; Xu et al., 2014) and references therein) and the
more recent work on classifier cascades (Trapeznikov and Saligrama, 2013). Detection
cascades have been used for highly skewed problems for object detection and realize
efficiency by using simpler models to reject examples as negative without needing
to evaluate the more complex models farther along the cascade. Classifier cascades
generalize this to multi-class scenarios with a series of increasingly informative models
that adapt to problem difficulty. More recently. these ideas have also been generalized
to cost-sensitive tree classifiers for web page ranking (Xu et al., 2014).
Our work differs from these contributions in several ways. First, our architecture
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is flexible and account for tree structures unlike cascades. Second, our approach
can deal with a wider variety of prediction tasks including structured learning and
sequence prediction with combinatorial output spaces in contrast to (Viola and Jones,
2004; Zhang and Zhang, 2010; Xu et al., 2014; Trapeznikov and Saligrama, 2013; Xu
et al., 2014). Finally, unlike much of this existing work that involve non-convex
objectives and resort to alternative minimization schemes we formulate a globally
convex objective with guaranteed convergence properties.
Our work can be placed within the broader context of markov decision pro-
cess(MDP) approaches as well. MDP methods unlike ours do not assume fixed
architectures. (Jiang et al., 2012; He et al., 2012) apply an imitation learning (IL)
algorithm introduced by (Ross and Bagnell, 2010) to the problem of feature selection.
IL learns decision functions that mimics an oracle on training data. Many issues arise
in this context. We do not have access to an oracle in our setting of model selection.
Furthermore, IL (He et al., 2012) requires generating arbitrary collection of states
(candidate feature subsets) from training data to ensure a sufficiently rich collection
of state-actions to mimic. Nevertheless this idea applied to our setting entails models
that can take any arbitrary subset of features as inputs, which is not tractable. In
contrast by employing a fixed acquisition architecture we only need a relatively small
number of models that can be readily trained. Related to the IL approach is another
direction based on reinforcement learning (Karayev et al., 2014; Benbouzid et al.,
2012; Dulac-Arnold et al., 2011). In lieu of an oracle the authors linearly parametrize
a reward function and estimate it with standard RL techniques. However, the need
for models that are customized to arbitrary subset of attributes remains as in IL.
Our work is closely related to dynamic model selection for structured prediction
of (Weiss et al., 2013). There the authors combine the architecture of detection
cascades with decision structure of RL. The authors define a value for selecting a
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more complex model to make predictions, and approximate the selection policy as a
linear combination of meta-features computed on previous model outputs. The goal is
to improve inference accuracy while satisfying a budget on a batch of test data. Our
approach is more general. Instead of being limited to cascades, we have the ability
to construct a binary tree architecture. Also, instead of a single policy that controls
model selection at every step, we learn a separate decision function for every internal
node of the tree. These advantages produce a more cost-effective model selection
policy as we demonstrate in our experiments.
2.4.2 Structured Prediction
Fundamentally, multi-class classification based approaches cannot be directly applied
to structured settings for two reasons: (1) Structured Feature Selection Policy: Unlike
multi-class prediction, in a structured setting, we have many parts with associated
features and costs for each part. This often requires a coupled adaptive part by part
feature selection policy applied to varying structures; (2) Structured Inference Costs :
In contrast to multi-class prediction, structured prediction requires solving a con-
strained optimization problem in test-time, which is often computationally expensive
and must be taken into account. Here we talk about methods that are most related
to our resource-efficient structured prediction framework in Section 2.2.
Strubell et al. (Strubell et al., 2015) improve the speed of a parser that operates
on search-based structured prediction models, where joint prediction is decomposed
to a sequence of decisions. In such a case, resource-constrained multi-class approaches
can be applied, however this reduction only applies to search-based models that are
fundamentally different from the graph-based models we discussed (with different
types of theoretical guarantees and use cases). Applying their policy to the case of
graphical models requires repeated inferences, dramatically increasing the computa-
tional cost when inference is slow. The equivalent policy of (Strubell et al., 2015)
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applied to our inference algorithm is marked as the myopic policy in our experiments.
Due to the high cost of repeated inference, the resulting policy is computationally
intensive.
Similar observations apply to Weiss et al. (Weiss et al., 2013; Weiss and Taskar,
2013), who present a scheme for adaptive feature selection assuming the computa-
tional costs of policy execution and inference are negligible. Their approach uses
a reinforcement learning scheme, requiring inference at each step of their policy to
estimate rewards. For complex inference tasks, repeatedly executing the policy (per-
forming inference) can negate any computational gains induced by adaptive feature
selection (see Fig. 3 in (Weiss and Taskar, 2013)).
He et al. (He et al., 2013) use imitation learning to adaptively select features for
dependency parsing. Their approach can be viewed as an approximation of Equa-
tion (2.22) with a parsimonious search. Although their policy avoids performing
inference to estimate reward, multiple inferences are required for each instance due
to the design of action space. Overhead is avoided by exploiting the specific inference
structure (maximal spanning tree over fully connected graph), and it is unclear if it
can be generalized.
Methods to increase the speed of inference (predicting the given part responses)
have been proposed (Weiss and Taskar, 2010; Shi et al., 2015). These approaches can
be incorporated into our approach to further reduce computational cost and therefore
are complementary. More focused research has improved the speed of individual
algorithms such as object detection using deformable parts models (Felzenszwalb
et al., 2010; Zhu et al., 2014) and dependency parsing (He et al., 2013; Strubell
et al., 2015). These methods are specialized, failing to generalize to varying graph
size and/or structures and relying on problem-specific heuristics or algorithm-specific
properties.
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Adaptive features approaches have been designed to improve accuracy, including
easy-first decoding strategies (Goldberg and Elhadad, 2010; Stoyanov and Eisner,
2012), however these methods focus on performance as opposed to computational
cost.
2.4.3 Deep Learning
Multi-class classification based approached that we discussed before can potentially be
applied to deep learning. However, deep neural networks usually have very specific
architectures and computational bottlenecks. Therefore, we need to consider their
internal structure and design resource-efficient learning methods specialized for deep
neural networks to achieve real speed-ups.
Past work on reducing evaluation time of deep neural networks has centered on
reductions in precision and arithmetic computational cost, design of efficient network
structure, and compression or sparsification of networks to reduce the number of con-
volutions, neurons, and edges. The approach proposed in this work is complimentary.
Our approach does not modify network structure or training and can be applied in
tandem with these approaches to further reduce computational cost.
The early efforts to compress large DNNs used a large teacher model to generate
an endless stream of labeled examples for a smaller student model (Bucilu et al., 2006;
Hinton et al., 2015). The wealth of labeled training data generated by the teacher
model allowed the small student model to mimic its accuracy.
Reduced precision networks (Gong et al., 2014; Courbariaux et al., 2015; Chen
et al., 2015; Hubara et al., 2016; Wu et al., 2016; Rastegari et al., 2016) have been
extensively studied to reduce the memory footprint of networks and their test-time
cost. Similarly, computationally efficient network structures have also been proposed
to reduce the computational cost of deep networks by exploiting efficient operations to
approximate complex functions, such as the inception layers introduced in GoogLeNet
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(Szegedy et al., 2015). Such attempts deviate from our aim of allowing an automatic
and easy budget-accuracy tradeoff due to their manual nature (Each budget constraint
requires the practitioner to heuristically design a new model).
Network sparsification techniques attempt to identify and prune away redundant
parts of a large neural networks. A common approach is to remove unnecessary
nodes/edges from the network(Liu et al., 2015; Iandola et al., 2016; Wen et al.,
2016). In convolutional neural networks, the expensive convolution layers can be ap-
proximated (Bagherinezhad et al., 2017) and redundant computation can be avoided
(Figurnov et al., 2016).
More recently, researchers have designed spatially adaptive networks (Figurnov
et al., 2017; Bengio et al., 2015) where nodes in a layer are selectively activated.
Others have developed cascade approaches (Leroux et al., 2017; Odena et al., 2017)
that allow early exits based on confidence feedback. Our approach can be seen as
an instance of conditional computation, where we seek computational gains through
layer-by-layer and network-level early exits. However, we propose a general framework
which optimizes a novel system risk that includes computational costs as well as
accuracy. Our method does not require within layer modifications and works with
directed acyclic graphs that allow multiple model evaluation paths.
Our techniques for adaptive DNNs borrow ideas from the related sensor selection
problem (Xu et al., 2014; Kusner et al., 2014; Wang et al., 2014; Wang et al., 2015;
Trapeznikov and Saligrama, 2013; Nan et al., 2016; Wang and Saligrama, 2012).
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Chapter 3
Social Constraints: Making models aware
of harmful associations
In this chapter, we focus on social constraints in designing machine learning systems.
In past few years, machine learning has spread to a broad range of areas such as loan
assesment (Mahoney and Mohen, 2007), credit scoring (Khandani et al., 2010), crime
prediction (Brennan et al., 2009), job matching (Chen et al., 2013). In these areas,
the reason behind a decision is as important as the correctness of it due to legal
and ethical considerations. It is, therefore, imperative to design machine learning
algorithms not only for maximizing their accuracy, but also to prevent harmful social
associations they may learn from data. Unfortunately, most existing systems are not
designed to handle social constraints. In addition, unlike many engineering tasks, it
is hard to define semantically what such constraints are, let alone formulating them
mathematically. There are therefore technical, social and legislative challenges, and
they will only grow as machine learning systems expand more and more into areas
with direct impact on people.
Our main social constraint is fairness, and refer to this area as algorithmic fair-
ness. We focus on word embeddings, a popular framework to represent semantic
properties of words in vector form. This decision is not by chance, social bias ex-
hibits itself mainly in applications where language is involved, and word embedding
based methods are the most prominent way to incorporate language information into
prediction systems. Usually in classification problems, word embeddings are used
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as input features in addition to other modalities to make a decision. Therefore, by
exploring the embeddings themselves, we will be able to prevent harmful biases from
being propagated to the rest of the system. We build a framework to make the system
“aware” of the fairness constraints through a novel formulation with multiple learning
objectives. One could potentially attack this problem on the data end, however there
are multiple limitations of such approach. First, it is not intuitive to make decisions
fair through ignorance. We believe that humans can act in a fair manner even when
the knowledge is present. Therefore, if we are to ever reach true artificial intelligence,
it is better to start early and focus on making our systems more “aware” than igno-
rant. Second, most of the times the practitioners may not even have access to the
original data. Word embeddings are commonly trained on external corpora and then
transferred to application of choice. Note that this results in blindly transferring all
negative associations with the embedding to the target application. Finally, the data
may change or grow over time, harmful biases may change per application or as the
society evolves. It is probably less burdensome to keep the data same and modify the
algorithm for the constraints in such cases.
Up to this point, we mentioned some application areas where there are real legal
constraints. However, there are also perfectly legal cases where ignoring social con-
straints can be detrimental. Imagine the case where a company designs a chat bot
and deploys it to respond to users on Twitter as a marketing campaign. This bot may
become very biased towards certain population groups or speak in a manner to cause
public outrage. So even in legally unregulated situations, it may be beneficial for a
practitioner or a company to build systems with social constraints in the objective.
Note that this is not a hypothetical example, such negative effects have been reported
in media in the context of chat bots (Vincent, 2016), search engines (Day, 2016), news
feed suggestion (Keegan, 2016) and more.
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This chapter is organized as follows. In Section 3.1, we first motivate the prob-
lem of bias in the context of word embedding. In Section 3.2, we give preliminaries
necessary for understanding our approach. Next, we propose methods to identify the
gender bias of an embedding and show that w2vNEWS (Mikolov et al., 2013a) ex-
hibits bias which is aligned with common gender stereotypes. Furthermore, we define
several simple geometric properties associated with bias, and in particular discuss
how to identify the gender subspace. In Section 3.3, we use these geometric proper-
ties to propose debiasing algorithms and demonstrate their performance. Finally, we
conclude with additional discussions of related literature in Section 3.4.
The works presented in this chapter are published in papers: Man is to Computer
Programmer as Woman is to Homemaker? Debiasing Word Embeddings (Bolukbasi
et al., 2016a) and Quantifying and Reducing Stereotypes in Word Embeddings (Boluk-
basi et al., 2016b).
3.1 Word Embeddings and Bias
There have been hundreds or thousands of papers written about word embeddings
and their applications, from Web search (Nalisnick et al., 2016) to parsing Curriculum
Vitae (Hansen et al., 2015). However, none of these papers have recognized how
blatantly sexist the embeddings are and hence risk introducing biases of various types
into real-world systems.
A word embedding that represent each word (or common phrase) w as a d-
dimensional word vector ~w ∈ Rd. Word embeddings, trained only on word co-
occurrence in text corpora, serve as a dictionary of sorts for computer programs that
would like to use word meaning. First, words with similar semantic meanings tend
to have vectors that are close together. Second, the vector differences between words
in embeddings have been shown to represent relationships between words (Ruben-
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stein and Goodenough, 1965; Mikolov et al., 2013c). For example given an analogy
puzzle, “man is to king as woman is to x” (denoted as man:king :: woman:x), simple
arithmetic of the embedding vectors finds that x=queen is the best answer because:
−−→man−−−−−→woman ≈ −−→king−−−−→queen
Similarly, x=Japan is returned for Paris :France :: Tokyo:x. It is surprising that a
simple vector arithmetic can simultaneously capture a variety of relationships. It
has also excited practitioners because such a tool could be useful across applications
involving natural language. Indeed, they are being studied and used in a variety of
downstream applications (e.g., document ranking (Nalisnick et al., 2016), sentiment
analysis (I˙rsoy and Cardie, 2014), and question retrieval (Lei et al., 2016)).
Extreme she occupations
1. homemaker 2. nurse 3. receptionist
4. librarian 5. socialite 6. hairdresser
7. nanny 8. bookkeeper 9. stylist
10. housekeeper 11. interior designer 12. guidance counselor
Extreme he occupations
1. maestro 2. skipper 3. protege
4. philosopher 5. captain 6. architect
7. financier 8. warrior 9. broadcaster
10. magician 11. fighter pilot 12. boss
Figure 3·1: The most extreme occupations as projected on to the
she−he gender direction on g2vNEWS. Occupations such as business-
woman, where gender is suggested by the orthography, were excluded.
However, the embeddings also pinpoint sexism implicit in text. For instance, it is
also the case that:
−−→man−−−−−→woman ≈ −−−−−−−−−−−−−−−−→computer programmer−−−−−−−−−→homemaker.
In other words, the same system that solved the above reasonable analogies will offen-
sively answer “man is to computer programmer as woman is to x” with x=homemaker.
Similarly, it outputs that a father is to a doctor as a mother is to a nurse. The primary
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Gender stereotype she-he analogies.
sewing-carpentry registered nurse-physician housewife-shopkeeper
nurse-surgeon interior designer-architect softball-baseball
blond-burly feminism-conservatism cosmetics-pharmaceuticals
giggle-chuckle vocalist-guitarist petite-lanky
sassy-snappy diva-superstar charming-affable
volleyball-football cupcakes-pizzas lovely-brilliant
Gender appropriate she-he analogies.
queen-king sister-brother mother-father
waitress-waiter ovarian cancer-prostate cancer convent-monastery
Figure 3·2: Analogy examples. Examples of automatically gen-
erated analogies for the pair she-he using the procedure described in
text. For example, the first analogy is interpreted as she:sewing ::
he:carpentry in the original w2vNEWS embedding. Each automatically
generated analogy is evaluated by 10 crowd-workers are to whether
or not it reflects gender stereotype. Top: illustrative gender stereo-
typic analogies automatically generated from w2vNEWS, as rated by
at least 5 of the 10 crowd-workers. Bottom: illustrative generated
gender-appropriate analogies.
softball extreme gender portion after debiasing
1. pitcher -1% 1. pitcher
2. bookkeeper 20% 2. infielder
3. receptionist 67% 3. major leaguer
4. registered nurse 29% 4. bookkeeper
5. waitress 35% 5. investigator
football extreme gender portion after debiasing
1. footballer 2% 1. footballer
2. businessman 31% 2. cleric
3. pundit 10% 3. vice chancellor
4. maestro 42% 4. lecturer
5. cleric 2% 5. midfielder
Figure 3·3: Example of indirect bias. The five most extreme oc-
cupations on the softball-football axis, which indirectly captures gender
bias. For each occupation, the degree to which the association repre-
sents a gender bias is shown, as described in Section 3.2.5.
embedding studied in this work is the popular publicly-available word2vec (Mikolov
et al., 2013a; Mikolov et al., 2013b) embedding trained on a corpus of Google News
texts consisting of 3 million English words and terms into 300 dimensions, which we
refer to here as the w2vNEWS. One might have hoped that the Google News em-
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bedding would exhibit little gender bias because many of its authors are professional
journalists. We also analyze other publicly available embeddings trained via other
algorithms and find similar biases.
In this work, we will quantitatively demonstrate that word-embeddings contain
biases in their geometry that reflect gender stereotypes present in broader society.
Due to their wide-spread usage as basic features, word embeddings not only reflect
such stereotypes but can also amplify them. This poses a significant risk and challenge
for machine learning and its applications.
To illustrate bias amplification, consider bias present in the task of retrieving rel-
evant web pages for a given query. In web search, one recent project has shown that,
when carefully combined with existing approaches, word vectors have the potential
to improve web page relevance results (Nalisnick et al., 2016). As an example, sup-
pose the search query is cmu computer science phd student for a computer science
Ph.D. student at Carnegie Mellon University. Now, the directory1 offers 127 nearly
identical web pages for students — these pages differ only in the names of the stu-
dents. A word embedding’s semantic knowledge can improve relevance by identifying,
for examples, that the terms graduate research assistant and phd student are related.
However, word embeddings also rank terms related to computer science closer to male
names than female names (e.g., the embeddings give John:computer programmer ::
Mary :homemaker). The consequence is that, between two pages that differ only in
the names Mary and John, the word embedding would influence the search engine to
rank John’s web page higher than Mary. In this hypothetical example, the usage of
word embedding makes it even harder for women to be recognized as computer scien-
tists and would contribute to widening the existing gender gap in computer science.
While we focus on gender bias, specifically Female-Male (F-M) bias, the approach
may be applied to other types of bias.
1Graduate Research Assistants listed at http://cs.cmu.edu/directory/csd.
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Uncovering gender stereotypes from text may seem like a trivial matter of count-
ing pairs of words that occur together. However, such counts are often misleading
(Gordon and Van Durme, 2013). For instance, the term male nurse is several times
more frequent than female nurse (similarly female quarterback is many times more
frequent than male quarterback). Hence, extracting associations from text, F-M or
otherwise, is not simple, and “first-order” approaches would predict that the word
nurse is more male than quarterback. More generally, Gordon and Van Durme show
how reporting bias (Gordon and Van Durme, 2013), including the fact that common
assumptions are often left unsaid, poses a challenge to extracting knowledge from raw
text. Nonetheless, −−−→nurse is closer to −−−−→female than −−→male, suggesting that word embed-
dings may be capable of circumventing reporting bias in some cases. This happens
because word embeddings are trained using second-order methods which require large
amounts of data to extract associations and relationships about words.
The analogies generated from these embeddings spell out the bias implicit in the
data on which they were trained. Hence, word embeddings may serve as a means
to extract implicit gender associations from a large text corpus similar to how Im-
plicit Association Tests (Greenwald et al., 1998) detect automatic gender associations
possessed by people, which often do not align with self reports.
To quantify bias, we compare a word embedding to the embeddings of a pair of
gender-specific words. For instance, the fact that −−−→nurse is close to −−−−→woman is not in
itself necessarily biased (it is also somewhat close to −−→man – all are humans), but the
fact that these distances are unequal suggests bias. To make this rigorous, consider
the distinction between gender specific words that are associated with a gender by
definition, and the remaining gender neutral words. Standard examples of gender
specific words include brother, sister, businessman and businesswoman. The fact that
−−−−→
brother is closer to −−→man than to −−−−→woman is expected since they share the definitive
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feature of relating to males. We will use the gender specific words to learn a gender
subspace in the embedding, and our debiasing algorithm removes the bias only from
the gender neutral words while respecting the definitions of these gender specific
words.
We refer to this type of bias, where there is an association between a gender
neutral word and a clear gender pair as direct bias. We also consider a notion of
indirect bias,2 which manifests as associations between gender neutral words that
are clearly arising from gender. For instance, the fact that the word receptionist is
much closer to softball than football may arise from female associations with both
receptionist and softball. Note that many pairs of male-biased (or female-biased)
words have legitimate associations having nothing to do with gender. For instance,
while the words mathematician and geometry both have a strong male bias, their
similarity is justified by factors other than gender. More often than not, associations
are combinations of gender and other factors that can be difficult to disentangle.
Nonetheless, we can use the geometry of the word embedding to determine the degree
to which those associations are based on gender.
Aligning biases with stereotypes. Stereotypes are biases that are widely held
among a group of people. We show that the biases in the word embedding are in
fact closely aligned with social conception of gender stereotype, as evaluated by U.S.-
based crowd workers on Amazon’s Mechanical Turk.3 The crowd agreed that the
biases reflected both in the location of vectors (e.g.
−−−−→
doctor closer to −−→man than to
−−−−→woman) as well as in analogies (e.g., he:coward :: she:whore) exhibit common gender
stereotypes.
2The terminology indirect bias follows Pedreshi et al. (Pedreshi et al., 2008) who distinguish direct
versus indirect discrimination in rules of fair classifiers. Direct discrimination involves directly using
sensitive features such as gender or race, whereas indirect discrimination involves using correlates
that are not inherently based on sensitive features but that, intentionally or unintentionally, lead to
disproportionate treatment nonetheless.
3http://mturk.com
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Debiasing. Our goal is to reduce gender biases in the word embedding while preserv-
ing the useful properties of the embedding. Surprisingly, not only does the embedding
capture bias, but it also contains sufficient information to reduce this bias, as illus-
trated in 3·7. We will leverage the fact that there exists a low dimensional subspace
in the embedding that empirically captures much of the gender bias. The goals of
debiasing are:
1. Reduce bias:
(a) Ensure that gender neutral words such as nurse are equidistant between
gender pairs such as he and she.
(b) Reduce gender associations that pervade the embedding even among gen-
der neutral words.
2. Maintain embedding utility:
(a) Maintain meaningful non-gender-related associations between gender neu-
tral words, including associations within stereotypical categories of words
such as fashion-related words or words associated with football.
(b) Correctly maintain definitional gender associations such as between man
and father.
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3.2 Discovering and Measuring Social Biases in Word Em-
beddings
We first very briefly define an embedding and some terminology. An embedding
consists of a unit vector ~w ∈ Rd, with ‖~w‖ = 1, for each word (or term) w ∈ W .
We assume there is a set of gender neutral words N ⊂ W , such as flight attendant or
shoes, which, by definition, are not specific to any gender. We denote the size of a set
S by |S|. We also assume we are given a set of F-M gender pairs P ⊂ W ×W , such
as she-he or mother-father whose definitions differ mainly in gender. Section 3.3.1
discusses how N and P can be found within the embedding itself, but until then we
take them as given.
As is common, similarity between words w1 and w2 is measured by their inner
product, ~w1 · ~w2. Finally, we will abuse terminology and refer to the embedding of a
word and the word interchangeably. For example, the statement cat is more similar
to dog than to cow means
−→
cat · −→dog ≥ −→cat · −−→cow. For arbitrary vectors u and v, define:
cos(u, v) =
u · v
‖u‖‖v‖ .
This normalized similarity between vectors u and v is written as cos because it is the
cosine of the angle between the two vectors. Since words are normalized cos(~w1, ~w2) =
~w1 · ~w2.
Embedding. Unless otherwise stated, the embedding we refer to in this chapter is
the aforementioned w2vNEWS embedding, a d = 300-dimensional word2vec (Mikolov
et al., 2013a; Mikolov et al., 2013b) embedding, which has proven to be immensely
useful since it is high quality, publicly available, and easy to incorporate into any
application. In particular, we downloaded the pre-trained embedding on the Google
News corpus,4 and normalized each word to unit length as is common. Starting
4https://code.google.com/archive/p/word2vec/
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with the 50,000 most frequent words, we selected only lower-case words and phrases
consisting of fewer than 20 lower-case characters (words with upper-case letters, digits,
or punctuation were discarded). After this filtering, 26,377 words remained. While
we focus on w2vNEWS, we show later that gender stereotypes are also present in
other embedding data-sets.
Crowd experiments. All human experiments were performed on the Amazon Me-
chanical Turk crowdsourcing platform. We selected for U.S.-based workers to main-
tain homogeneity and reproducibility to the extent possible with crowdsourcing. Two
types of experiments were performed: ones where we solicited words from the crowd
(to see if the embedding biases contain those of the crowd) and ones where we so-
licited ratings on words or analogies generated from our embedding (to see if the
crowd’s biases contain those from the embedding). These two types of experiments
are analogous to experiments performed in rating results in information retrieval to
evaluate precision and recall. When we speak of the majority of 10 crowd judgments,
we mean those annotations made by 5 or more independent workers.
Since gender associations vary by culture and person, we ask for ratings of stereo-
types rather than bias. In addition to possessing greater consistency than biases,
people may feel more comfortable rating the stereotypes of their culture than dis-
cussing their own gender biases. The Appendix contains the questionnaires that were
given to the crowd-workers to perform these tasks.
3.2.1 Gender stereotypes in word embeddings
Our first task is to understand the biases present in the word-embedding (i.e. which
words are closer to she than to he, etc.) and the extent to which these geometric
biases agree with human notion of gender stereotypes. We use two simple methods
to approach this problem: 1) evaluate whether the embedding has stereotypes on
occupation words and 2) evaluate whether the embedding produces analogies that
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are judged to reflect stereotypes by humans. The exploratory analysis of this section
will motivate the more rigorous metrics used in the next two sections.
Occupational stereotypes. Figure 3·1 lists the occupations that are closest to
she and to he in the w2vNEWS embeddings. We asked the crowdworkers to evaluate
whether an occupation is considered female-stereotypic, male-stereotypic, or neutral.
Each occupation word was evaluated by ten crowd-workers as to whether or not it
reflects gender stereotype. Hence, for each word we had a integer rating, on a scale of
0-10, of stereotypicality. The projection of the occupation words onto the she-he axis
is strongly correlated with the stereotypicality estimates of these words (Spearman
ρ = 0.51), suggesting that the geometric biases of embedding vectors is aligned with
crowd judgment of gender stereotypes. We used occupation words here because they
are easily interpretable by humans and often capture common gender stereotypes.
Other word sets could be used for this task. Also note that we could have used other
words, e.g. woman and man, as the gender-pair in the task. We chose she and he
because they are frequent and do not have fewer alternative word senses (e.g., man
can also refer to mankind).
We projected each of the occupations onto the she-he direction in the w2vNEWS
embedding as well as a different embedding generated by the GloVe algorithm on a
web-crawl corpus (Pennington et al., 2014). The results are highly consistent (Figure
3·4), suggesting that gender stereotypes is prevalent across different embeddings and
is not an artifact of the particular training corpus or methodology of word2vec.
Analogies exhibiting stereotypes. Analogies are a useful way to both evaluate
the quality of a word embedding and also its stereotypes. We first briefly describe how
the embedding generate analogies and then discuss how we use analogies to quantify
gender stereotype in the embedding. A more detailed discussion of our algorithm and
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Figure 3·4: Comparing the bias of two different embeddings–the
w2vNEWS and the GloVe web-crawl embedding. In each embedding,
the occupation words are projected onto the she-he direction. Each dot
corresponds to one occupation word; the gender bias of occupations is
highly consistent across embeddings (Spearman ρ = 0.81).
prior analogy solvers is given in Appendix B.1.
In the standard analogy tasks, we are given three words, for example he, she,
king, and look for the 4th word to solve he to king is as she to x. Here we modify
the analogy task so that given two words, e.g. he, she, we want to generate a pair of
words, x and y, such that he to x as she to y is a good analogy. This modification
allows us to systematically generate pairs of words that the embedding believes it
analogous to he, she (or any other pair of seed words).
The input into our analogy generator is a seed pair of words (a, b) determining a
seed direction ~a−~b corresponding to the normalized difference between the two seed
words. In the task below, we use (a, b) = (she, he). We then score all pairs of words
x, y by the following metric:
S(a,b)(x, y) =

cos
(
~a−~b, ~x− ~y
)
if ‖~x− ~y‖ ≤ δ
0 otherwise
(3.1)
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where δ is a threshold for similarity. The intuition of the scoring metric is that we
want a good analogy pair to be close to parallel to the seed direction while the two
words are not too far apart in order to be semantically coherent. The parameter
δ sets the threshold for semantic similarity. In all the experiments, we take δ = 1
as we find that this choice often works well in practice. Since all embeddings are
normalized, this threshold corresponds to an angle ≤ pi/3, indicating that the two
words are closer to each other than they are to the origin. In practice, it means
that the two words forming the analogy are significantly closer together than two
random embedding vectors. Given the embedding and seed words, we output the top
analogous pairs with the largest positive S(a,b) scores. To reduce redundancy, we do
not output multiple analogies sharing the same word x.
Since analogies, stereotypes, and biases are heavily influenced by culture, we em-
ployed U.S. based crowd-workers to evaluate the analogies output by the analogy
generating algorithm described above. For each analogy, we asked the workers two
yes/no questions: (a) whether the pairing makes sense as an analogy, and (b) whether
it reflects a gender stereotype. Every analogy is judged by 10 workers, and we used the
number of workers that rated this pair as stereotyped to quantify the degree of bias
of this analogy. Overall, 72 out of 150 analogies were rated as gender-appropriate by
five or more crowd-workers, and 29 analogies were rated as exhibiting gender stereo-
type by five or more crowd-workers (Figure 3·8). Examples of analogies generated
from w2vNEWS that were rated as stereotypical are shown at the top of Figure 3·2,
and examples of analogies that make sense and are rated as gender-appropriate are
shown at the bottom of Figure 3·2. The full list of analogies and crowd ratings are
in Appendix B.8.
Indirect gender bias. The direct bias analyzed above manifests in the relative
similarities between gender-specific words and gender neutral words. Gender bias
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could also affect the relative geometry between gender neutral words themselves. To
test this indirect gender bias, we take pairs of words that are gender-neutral, for
example softball and football. We project all the occupation words onto the
−−−−→
softball−
−−−−−→
football direction and looked at the extremes words, which are listed in Figure 3·3.
For instance, the fact that the words bookkeeper and receptionist are much closer to
softball than football may result indirectly from female associations with bookkeeper,
receptionist and softball. It’s important to point out that that many pairs of male-
biased (or female-biased) words have legitimate associations having nothing to do
with gender. For example, while both footballer and football have strong male biases,
their similarity is justified by factors other than gender. In Section 3.2.2, we define a
metric to more rigorously quantify these indirect effects of gender bias.
3.2.2 Geometry of Gender and Bias
In this section, we study the bias present in the embedding geometrically, identifying
the gender direction and quantifying the bias independent of the extent to which it
is aligned with the crowd bias. We develop metrics of direct and indirect bias that
more rigorously quantify the observations of the previous section.
3.2.3 Identifying the gender subspace
Language use is “messy” and therefore individual word pairs do not always behave
as expected. For instance, the word man has several different usages: it may be
used as an exclamation as in oh man! or to refer to people of either gender or as a
verb, e.g., man the station. To more robustly estimate bias, we shall aggregate across
multiple paired comparisons. By combining several directions, such as
−→
she − −→he and
−−−−→woman−−−→man, we identify a gender direction g ∈ Rd that largely captures gender
in the embedding. This direction helps us to quantify direct and indirect biases in
words and associations.
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def. stereo. def. stereo.−→
she−−→he 92% 89% −−−−−−→daughter−−→son 93% 91%−→
her−−→his 84% 87% −−−−→mother−−−−→father 91% 85%−−−−→woman−−−→man 90% 83% −→gal−−→guy 85% 85%−−−→
Mary−−−→John 75% 87% −→girl−−→boy 90% 86%−−−−→
herself−−−−−→himself 93% 89% −−−−→female−−−→male 84% 75%
Figure 3·5: Ten possible word pairs to define gender, ordered by word
frequency, along with agreement with two sets of 100 words solicited
from the crowd, one with definitional and and one with stereotypical
gender associations. For each set of words, comprised of the most fre-
quent 50 female and 50 male crowd suggestions, the accuracy is shown
for the corresponding gender classifier based on which word is closer
to a target word, e.g., the she-he classifier predicts a word is female if
it is closer to she than he. With roughly 80-90% accuracy, the gender
pairs predict the gender of both stereotypes and definitionally gendered
words solicited from the crowd.
In English as in many languages, there are numerous gender pair terms, and for
each we can consider the difference between their embeddings. Before looking at the
data, one might imagine that they all had roughly the same vector differences, as in
the following caricature:
−−−−−−−−−→
grandmother =
−−→
wise +
−→
gal
−−−−−−−−→
grandfather =
−−→
wise +−→guy
−−−−−−−−−→
grandmother−−−−−−−−−→grandfather = −→gal−−→guy = g
However, gender pair differences are not parallel in practice, for multiple reasons.
First, there are different biases associated with with different gender pairs. Second is
polysemy, as mentioned, which in this case occurs due to the other use of grandfather
as in to grandfather a regulation. Finally, randomness in the word counts in any finite
sample will also lead to differences. Figure 3·5 illustrates ten possible gender pairs,{
(xi, yi)
}10
i=1
.
We experimentally verified that the pairs of vectors corresponding to these words
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do agree with the crowd concept of gender. On Amazon Mechanical Turk, we asked
crowdworkers to generate two lists of words: one list corresponding to words that they
think are gendered by definition (waitress, menswear) and a separate list correspond-
ing to words that they believe captures gender stereotypes (e.g., sewing, football).
From this we generated the most frequently suggested 50 male and 50 female words
for each list to be used for a classification task. For each candidate pair, for example
−→
she,
−→
he, we say that it accurately classifies a crowd suggested female definition (or
stereotype) word if that word vector is closer to
−→
she than to
−→
he. Table 3·5 reports the
classification accuracy for definition and stereotype words for each gender pair. The
accuracies are high, indicating that these pairs capture the intuitive notion of gender.
To identify the gender subspace, we took the ten gender pair difference vectors
and computed its principal components (PCs). As Figure 3·6 shows, there is a single
direction that explains the majority of variance in these vectors. The first eigenvalue
is significantly larger than the rest. Note that, from the randomness in a finite
sample of ten noisy vectors, one expects a decrease in eigenvalues. However, as also
illustrated in 3·6, the decrease one observes due to random sampling is much more
gradual and uniform. Therefore we hypothesize that the top PC, denoted by the
unit vector g, captures the gender subspace. In general, the gender subspace could
be higher dimensional and all of our analysis and algorithms (described below) work
with general subspaces.
3.2.4 Direct bias
To measure direct bias, we first identify words that should be gender-neutral for the
application in question. How to generate this set of gender-neutral words is described
in Section 3.3.1. Given the gender neutral words, denoted by N , and the gender
direction learned from above, g, we define the direct gender bias of an embedding to
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Figure 3·6: Left: the percentage of variance explained in the PCA of
these vector differences (each difference normalized to be a unit vector).
The top component explains significantly more variance than any other.
Right: for comparison, the corresponding percentages for random unit
vectors (figure created by averaging over 1,000 draws of ten random
unit vectors in 300 dimensions).
be
DirectBiasc =
1
|N |
∑
w∈N
|cos(~w, g)|c (3.2)
where c is a parameter that determines how strict do we want to in measuring bias.
If c is 0, then |cos(~w − g)|c = 0 only if ~w has no overlap with g and otherwise it
is 1. Such strict measurement of bias might be desirable in settings such as the
college admissions example from the Introduction, where it would be unacceptable
for the embedding to introduce a slight preference for one candidate over another
by gender. A more gradual bias would be setting c = 1. The presentation we have
chosen favors simplicity – it would be natural to extend our definitions to weight
words by frequency. For example, in w2vNEWS, if we take N to be the set of 327
occupations, then DirectBias1 = 0.08, which confirms that many occupation words
have substantial component along the gender direction.
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3.2.5 Indirect bias
Unfortunately, the above definitions still do not capture indirect bias. To see this,
imagine completely removing from the embedding both words in gender pairs (as well
as words such as beard or uterus that are arguably gender-specific but which cannot
be paired). There would still be indirect gender association in that a word that should
be gender neutral, such as receptionist, is closer to softball than football (see Figure
3·3). As discussed in the Introduction, it can be subtle to obtain the ground truth of
the extent to which such similarities is due to gender.
The gender subspace g that we have identified allows us to quantify the contribu-
tion of g to the similarities between any pair of words. We can decompose a given
word vector w ∈ Rd as w = wg + w⊥, where wg = (w · g)g is the contribution from
gender and w⊥ = w−wg. Note that all the word vectors are normalized to have unit
length. We define the gender component to the similarity between two word vectors
w and v as
β(w, v) =
(
w · v − w⊥ · v⊥‖w⊥‖2‖v⊥‖2
)/
w · v. (3.3)
The intuition behind this metric is as follows: w⊥·v⊥‖w⊥‖2‖v⊥‖2 is the inner product
between the two vectors if we project out the gender subspace and renormalize the
vectors to be of unit length. The metric quantifies how much this inner product
changes (as a fraction of the original inner product value) due to this operation
of removing the gender subspace. Because of noise in the data, every vector has
some non-zero component w⊥ and β is well-defined. Note that β(w,w) = 0, which
is reasonable since the similarity of a word to itself should not depend on gender
contribution. If wg = 0 = vg, then β(w, v) = 0; and if w⊥ = 0 = v⊥, then β(w, v) = 1.
In Figure 3·3, as a case study, we examine the most extreme words on the
−−−−→
softball−−−−−−→football direction. The five most extreme words (i.e. words with the highest
positive or the lowest negative projections onto
−−−−→
softball−−−−−−→football) are shown in the
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table. Words such as receptionist, waitress and homemaker are closer to softball than
football, and the β’s between these words and softball is substantial (67%, 35%, 38%,
respectively). This suggests that the apparent similarity in the embeddings of these
words to
−−−−→
softball can be largely explained by gender biases in the embedding. Simi-
larly, businessman and maestro are closer to football and this can also be attributed
largely to indirect gender bias, with β’s of 31% and 42%, respectively.
heshe
geniusbrilliant
priest
homemaker
divorce
drafted
earrings
beautiful
dress
nurses
modeling
crafts
dancer
buddies
guru
sewing
cocky
pearls
dance
salon
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Figure 3·7: Selected words projected along two axes: x is a projection
onto the difference between the embeddings of the words he and she,
and y is a direction learned in the embedding that captures gender
neutrality, with gender neutral words above the line and gender specific
words below the line. Our hard debiasing algorithm removes the gender
pair associations for gender neutral words. In this figure, the words
above the horizontal line would all be collapsed to the vertical line.
3.3 Removing Unwanted Social Biases from Word Embed-
dings
The debiasing algorithms are defined in terms of sets of words rather than just pairs,
for generality, so that we can consider other biases such as racial or religious biases.
We also assume that we have a set of words to neutralize, which can come from a list
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or from the embedding as described in Section 3.3.1. (In many cases it may be easier
to list the gender specific words not to neutralize as this set can be much smaller.)
The first step, called Identify gender subspace, is to identify a direction (or,
more generally, a subspace) of the embedding that captures the bias. For the second
step, we define two options: Neutralize and Equalize or Soften. Neutralize
ensures that gender neutral words are zero in the gender subspace. Equalize per-
fectly equalizes sets of words outside the subspace and thereby enforces the property
that any neutral word is equidistant to all words in each equality set. For instance, if
{grandmother, grandfather} and {guy, gal} were two equality sets, then after equaliza-
tion babysit would be equidistant to grandmother and grandfather and also equidistant
to gal and guy, but presumably closer to the grandparents and further from the gal
and guy. This is suitable for applications where one does not want any such pair to
display any bias with respect to neutral words.
The disadvantage of Equalize is that it removes certain distinctions that are valu-
able in certain applications. For instance, one may wish a language model to assign
a higher probability to the phrase to grandfather a regulation) than to grandmother a
regulation since grandfather has a meaning that grandmother does not – equalizing the
two removes this distinction. The Soften algorithm reduces the differences between
these sets while maintaining as much similarity to the original embedding as possible,
with a parameter that controls this trade-off.
To define the algorithms, it will be convenient to introduce some further notation.
A subspace B is defined by k orthogonal unit vectors B = {b1, . . . , bk} ⊂ Rd. In the
case k = 1, the subspace is simply a direction. We denote the projection of a vector
v onto B by,
vB =
k∑
j=1
(v · bj)bj.
This also means that v − vB is the projection onto the orthogonal subspace.
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Step 1: Identify gender subspace
Inputs: word sets W , defining sets D1, D2, . . . , Dn ⊂ W as well as embedding{
~w ∈ Rd}
w∈W and integer parameter k ≥ 1. Let
µi :=
∑
w∈Di
~w/|Di|
be the means of the defining sets. Let the bias subspace B be the first k rows of
SVD(C) where
C :=
n∑
i=1
∑
w∈Di
(~w − µi)T (~w − µi)
/|Di|.
Step 2a: Hard de-biasing (neutralize and equalize) Additional inputs: words
to neutralize N ⊆ W , family of equality sets E = {E1, E2, . . . , Em} where each
Ei ⊆ W . For each word w ∈ N , let ~w be re-embedded to
~w := (~w − ~wB)
/‖~w − ~wB‖.
For each set E ∈ E , let
µ :=
∑
w∈E
w/|E|
ν := µ− µB
For each w ∈ E, ~w := ν +
√
1− ‖ν‖2 ~wB − µB‖~wB − µB‖
Finally, output the subspace B and the new embedding
{
~w ∈ Rd}
w∈W .
Equalize equates each set of words outside of B to their simple average ν and
then adjusts vectors so that they are unit length. It is perhaps easiest to understand
by thinking separately of the two components ~wB and ~w⊥B = ~w − ~wB. The latter
~w⊥B are all simply equated to their average. Within B, they are centered (moved to
mean 0) and then scaled so that each ~w is unit length. To motivate why we center,
beyond the fact that it is common in machine learning, consider the bias direction
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being the gender direction (k = 1) and a gender pair such as E = {male, female}. As
discussed, it so happens that both words are positive (female) in the gender direction,
though female has a greater projection. One can only speculate as to why this is the
case, e.g., perhaps the frequency of text such as male nurse or male escort or she
was assaulted by the male. However, because female has a greater gender component,
after centering the two will be symmetrically balanced across the origin. If instead, we
simply scaled each vector’s component in the bias direciton without centering, male
and female would have exactly the same embedding and we would lose analogies such
as father:male :: mother:female.
Before defining the Soften alternative step, we note that Neutralizing and Equal-
izing completely remove pair bias.
Observation 1 After Steps 1 and 2a, for any gender neutral word w any equality
set E, and any two words e1, e2 ∈ E, ~w · ~e1 = w · ~e2 and ‖~w − ~e1‖ = ‖~w − ~e2‖.
Furthermore, if E = {{x, y}|(x, y) ∈ P} are the sets of pairs defining PairBias, then
PairBias = 0.
Proof 1 Step 1 ensures that ~wB = 0, while step 2a ensures that ~e1−vece2 lies entirely
in B. Hence, their inner product is 0 and ~w ·~e1 = w ·~e2. Lastly, ‖~w−~e1‖ = ‖~w−~e2‖
follows from the fact that ‖u1−u2‖2 = 2−2u1 ·u2 for unit vectors u1, u2 and PairBias
being 0 follows trivially from the definition of PairBias.
Step 2b: Soft bias correction. Overloading the notation, we let W ∈ Rd×|vocab|
denote the matrix of all embedding vectors and N denote the matrix of the embedding
vectors corresponding to gender neutral words. W and N are learned from some
corpus and are inputs to the algorithm. The desired debiasing transformation T ∈
Rd×d is a linear transformation that seeks to preserve pairwise inner products between
all the word vectors while minimizing the projection of the gender neutral words onto
the gender subspace. This can be formalized as the following optimization problem
min
T
‖(TW )T (TW )−W TW‖2F + λ‖(TN)T (TB)‖2F (3.4)
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where B is the gender subspace learned in Step 1 and λ is a tuning parameter that
balances the objective of preserving the original embedding inner products with the
goal of reducing gender bias. For λ large, T would remove the projection onto B
from all the vectors in N , which corresponds exactly to Step 2a. In the experiment,
we use λ = 0.2. The optimization problem is a semi-definite program and can be
solved efficiently. The output embedding is normalized to have unit length, Wˆ =
{Tw/‖Tw‖2, w ∈ W}.
3.3.1 Determining gender neutral words
For practical purposes, since there are many fewer gender specific words, it is more
efficient to enumerate the set of gender specific words S and take the gender neutral
words to be the compliment, N = W \ S. Using dictionary definitions, we derive a
subset S0 of 218 words out of the words in w2vNEWS. Recall that this embedding is
a subset of 26,377 words out of the full 3 million words in the embedding, as described
in Section 3.2. This base list S0 is given in Appendix B.3. Note that the choice of
words is subjective and ideally should be customized to the application at hand.
We generalize this list to the entire 3 million words in the Google News embedding
using a linear classifier, resulting in the set S of 6,449 gender-specific words. More
specifically, we trained a linear Support Vector Machine (SVM) with the default
regularization parameter of C = 1.0. We then ran this classifier on the remaining
words, taking S = S0 ∪S1, where S1 were the words labeled as gender specific by our
classifier among the words in the entire embedding that were not in the 26,377 words
of w2vNEWS.
Using 10-fold cross-validation to evaluate the accuracy of this process, we find
an F -score of .627 ± .102 based on stratified 10-fold cross-validation. The binary
accuracy is well over 99% due to the imbalanced nature of the classes. For another
test of how accurately the embedding agrees with our base set of 218 words, we
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RG WS analogy
Before 62.3 54.5 57.0
Hard-debiased 62.4 54.1 57.0
Soft-debiased 62.4 54.2 56.8
Table 3.1: The columns show the performance of the original
w2vNEWS embedding (“before”) and the debiased w2vNEWS on the
standard evaluation metrics measuring coherence and analogy-solving
abilities: RG (Rubenstein and Goodenough, 1965), WS (Finkelstein
et al., 2001), MSR-analogy (Mikolov et al., 2013c). Higher is better.
The results show that the performance does not degrade after debi-
asing. Note that we use a subset of vocabulary in the experiments.
Therefore, the performances are lower than the previously published
results.
evaluate the class-balanced error by re-weighting the examples so that the positive and
negative examples have equal weights, i.e., weighting each class inverse proportionally
to the number of samples from that class. Here again, we use stratified 10-fold cross
validation to evaluate the error. Within each fold, the regularization parameter was
also chosen by 10-fold (nested) cross validation. The average (balanced) accuracy of
the linear classifiers, across folds, was 95.12%± 1.46% with 95% confidence.
Figure 3·7 illustrates the results of the classifier for separating gender-specific
words from gender-neutral words. To make the figure legible, we show a subset of
the words. The x-axis correspond to projection of words onto the
−→
she−−→he direction
and the y-axis corresponds to the distance from the decision boundary of the trained
SVM.
3.3.2 Debiasing results
We evaluated our debiasing algorithms to ensure that they preserve the desirable
properties of the original embedding while reducing both direct and indirect gender
biases.
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Direct Bias. First we used the same analogy generation task as before: for both the
hard-debiased and the soft-debiased embeddings, we automatically generated pairs
of words that are analogous to she-he and asked crowd-workers to evaluate whether
these pairs reflect gender stereotypes. Figure 3·8 shows the results. On the initial
w2vNEWS embedding, 19% of the top 150 analogies were judged as showing gender
stereotypes by a majority of the ten workers. After applying our hard debiasing algo-
rithm, only 6% of the new embedding were judged as stereotypical. As an example,
consider the analogy puzzle, he to doctor is as she to X. The original embedding re-
turns X = nurse while the hard-debiased embedding finds X = physician. Moreover
the hard-debiasing algorithm preserved gender appropriate analogies such as she to
ovarian cancer is as he to prostate cancer. This demonstrates that the hard-debiasing
has effectively reduced the gender stereotypes in the word embedding. Figure 3·8 also
shows that the number of appropriate analogies remains similar as in the original em-
bedding after executing hard-debiasing. This demonstrates that that the quality of
the embeddings is preserved. The details results are in Appendix B.8. Soft-debiasing
was less effective in removing gender bias.
To further confirms the quality of embeddings after debiasing, we tested the debi-
ased embedding on several standard benchmarks that measure whether related words
have similar embeddings as well as how well the embedding performs in analogy
tasks. Table 3.1 shows the results on the original and the new embeddings and the
transformation does not negatively impact the performance.
Indirect bias. We also investigated how the strict debiasing algorithm affects indi-
rect gender bias. Because we do not have the ground truth on the indirect effects of
gender bias, it is challenging to quantify the performance of the algorithm in this re-
gard. However we do see promising qualitative improvements, as shown in Figure 3·3
in the softball, football example. After applying the strict debias algorithm, we re-
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Figure 3·8: Number of stereotypical (Left) and appropriate (Right)
analogies generated by wordembeddings before and after debiasing.
peated the experiment and show the most extreme words in the
−−−−→
softball − −−−−−→football
direction. The most extreme words closer to softball are now infielder and major lea-
guer in addition to pitcher, which are more relevant and do not exhibit gender bias.
Gender stereotypic associations such are receptionist, waitress and homemaker are
moved down the list. Similarly, words that clearly show male bias, e.g. businessman,
are also no longer at the top of the list. Note that the two most extreme words in
the
−−−−→
softball − −−−−−→football direction are pitcher and footballer. The similarities between
pitcher and softball and between footballer and football comes from the actual func-
tions of these words and hence have little gender contribution. These two words are
essentially unchanged by the debiasing algorithm.
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3.4 Related work
Related work can be divided into relevant literature on bias in language and bias in
algorithms.
3.4.1 Gender bias and stereotype in English
It is important to quantify and understand bias in languages as such biases can
reinforce the psychological status of different groups (Sapir, 1985). Gender bias in
language has been studied over a number of decades in a variety of contexts (see, e.g.,
(Holmes and Meyerhoff, 2008)) and we only highlight some of the findings here. Biases
differ across people though commonalities can be detected. Implicit Association Tests
(Greenwald et al., 1998) have uncovered gender-word biases that people do not self-
report and may not even be aware of. Common biases link female terms with liberal
arts and family and male terms with science and careers (Nosek et al., 2002). Bias
is seen in word morphology, i.e., the fact that words such as actor are, by default,
associated with the dominant class (Jakobson, 1995), and female versions of these
words, e.g., actress, are marked. There is also an imbalance in the number of words
with F-M with various associations. For instance, while there are more words referring
to males, there are many more words that sexualize females than males (Stanley,
1977).
Glick and Fiske (Glick and Fiske, 1996) introduce the notion of benevolent sexism
in which women are perceived with positive traits such as helpful or intimacy-seeking.
Despite its seemingly positive nature, benevolent sexism can be harmful, insulting,
and discriminatory. In terms of words, female gender associations with any word,
even a subjectively positive word such as attractive, can cause discrimination against
women if it reduces their association with other words, such as professional.
Stereotypes, as mentioned, are biases that are widely held within a group. While
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gender bias of any kind is concerning, stereotypes are often easier to study due to their
consistent nature. Stereotypes have commonalities across cultures, though there is
some variation between cultures (Cuddy et al., 2015). Complimentary stereotypes are
common between females and males, in which each gender is associated with strengths
that are perceived to offset its own weaknesses and compliment the strengths of the
other gender (Jost and Kay, 2005). These and compensatory stereotypes are used by
people to justify the status quo.
Consistent biases have been studied within online contexts and specifically related
to the contexts we study such as online news (e.g., (Ross and Carter, 2011)), Web
search (e.g., (Kay et al., 2015)), and Wikipedia (e.g., (Wagner et al., 2015)). In
Wikipedia, Wager et al. (Wagner et al., 2015) found that, as suggested by prior work
on gender bias in language (Aschwanden, 2013), articles about women more often
emphasize their gender, their husbands and their husbands’ jobs, and other topics
discussed consistently less often than in articles about men. Regarding individual
words, they find that certain words are predictive of gender, e.g., husband appears
significantly more often in articles about women while baseball occurs more often in
articles about men.
3.4.2 Bias within algorithms
A number of online systems have been shown to exhibit various biases, such as racial
discrimination and gender bias in the ads presented to users (Sweeney, 2013; Datta
et al., 2015). A recent study found that algorithms used to predict repeat offenders
exhibit indirect racial biases (Angwin and Larson, 2016). Different demographic and
geographic groups also use different dialects and word-choices in social media (Eisen-
stein et al., 2014). An implication of this effect is that language used by minority
group might not be able to be processed by natural language tools that are trained
on “standard” data-sets. Biases in the curation of machine learning data-sets have
102
explored in (Torralba and Efros, 2011; Beigman and Beigman Klebanov, 2009).
Independent from our work, Schmidt (Schmidt, 2015) identified the bias present
in word embeddings and proposed debiasing by entirely removing multiple gender
dimensions, one for each gender pair. His goal and approach, similar but simpler
than ours, was to entirely remove gender from the embedding. There is also an
intense research agenda focused on improving the quality of word embeddings from
different angles (e.g., (Levy and Goldberg, 2014; Pennington et al., 2014; Yogatama
et al., 2015; Faruqui et al., 2015)), and the difficulty of evaluating embedding quality
(as compared to supervised learning) parallels the difficulty of defining bias in an
embedding.
Within machine learning, a body of notable work has focused on “fair” binary
classification in particular. A definition of fairness based on legal traditions is pre-
sented by Barocas and Selbst (Barocas and Selbst, 2016). Approaches to modify
classification algorithms to define and achieve various notions of fairness have been
described in a number of works, see, e.g., (Barocas and Selbst, 2016; Dwork et al.,
2012; Feldman et al., 2015) and a recent survey (Zliobaite, 2015).
Feldman et al. (Feldman et al., 2015) distinguish classification algorithms that
achieve fairness by modifying the underlying data from those that achieve fairness by
modifying the classification algorithm. Our approach is more similar to the former.
However, it is unclear how to apply any of these previous approaches without a clear
classification task in hand, and the problem is exacerbated by indirect bias.
This prior work on algorithmic fairness is largely for supervised learning. Fair
classification is defined based on the fact that algorithms were classifying a set of
individuals using a set of features with a distinguished sensitive feature. In word em-
beddings, there are no clear individuals and no a priori defined classification problem.
However, similar issues arise, such as direct and indirect bias (Pedreshi et al., 2008).
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Chapter 4
Conclusions and Future Directions
4.1 Summary of Contributions
This thesis addressed some shortcomings of the current machine learning systems
that make it hard for a practitioner to apply ML in real world applications.
We first addressed the constraint of cost when designing a prediction system in
Chapter 2. We proposed multiple methods to explicitly optimize the trade-off between
cost and accuracy in different supervised learning setups. We started with a tree
based method which works on predictors with multiple input features. Here, each
input feature had a fixed cost, and we formulated an objective that adaptively selects
a subset of these input features. We showed that the naive formulation of such
selection policy is NP-Hard to learn due to product of indicators in the objective.
We then reduced the product of indicators exactly to summation of indicators, and
showed that with a linear surrogate the optimization problem can be formulated
as a simple linear program. This method only requires a loss feedback from the
prediction model, and therefore, could even handle black-box predictors. However,
this flexibility in terms of prediction models came with a drawback, our system is
not aware of the internal structure of the predictors, and therefore, is not capable of
extracting the potential cost gains within the prediction models. For example, in the
case of structured prediction, we have seen that a simple expansion of this approach
would require decision trees of exponential size in the graph size for choosing part-
level features. Furthermore, efficiently handling structured prediction with varying
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graph size requires significant rethinking of our approach.
Given these limitations, we further developed a novel method for reducing feature
acquisition cost in structured learning while maintaining prediction performance. Our
method jointly incorporated feature costs with prediction error in its objective. We
proposed two new formulations for two test-time settings (one-shot and anytime) and
showed that both can be reduced to instances of structured learning problems. Our
policy leads to understanding the utility of simple and complex features in different
regimes (e.g. low-budget vs. high-budget), providing the user with the flexibility to
seek the suitable trade-offs. Our method can utilize any structured inference algo-
rithm and available feature choices. Experimentally, we showed significant speedup
for problems of OCR and dependency parsing that require structured inference, where
both feature acquisition cost and structured inference cost must both be taken into
account.
We then proposed two different schemes to adaptively trade off model accuracy
with model evaluation time for deep neural networks (DNN). DNNs are very complex
and have a specific computational structure with different types of blocks stacked
together. Therefore, they require a policy formulation that is aware of all the inef-
ficiencies and bottlenecks within the model. We demonstrated that significant gains
in computational time is possible through our novel policy with negligible loss in
accuracy on ImageNet image recognition dataset. We posed a global objective for
learning an adaptive early exit or network selection policy and solved it by reducing
the policy learning problem to a layer-by-layer weighted binary classification prob-
lem. We also showed that our method approximates an oracle based policy that has
benefit of access to true error for each instance from all the networks. We believe that
our sample-adaptive framework will be very important in the age of growing data for
models with high variance in computational time and quality. Today DNNs are used
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abundantly in a lot of applications and require very high computational power. We
demonstrated that most of this computation can be reduced by clever design without
losing tangible quality. One can think of the implications of our work from environ-
mental, business or many other stand points. No matter the reason, we showed that,
at least in certain setups, current systems can be made much more efficient, cost
effective and environmentally friendly. Our work will hopefully guide researchers and
practitioners to think more about the cost of deploying such models.
The second major body of this thesis has focused on social constraints in machine
learning system design. We used word embeddings in Chapter 3 to help us further our
understanding of bias in language. We found that a one-dimensional subspace largely
captures gender direction. This direction helped us capture associations between gen-
der neutral words and gender as well as indirect bias. The projection of gender neutral
words on this direction enabled us to quantify their degree of female- or male-bias. To
reduce the bias in an embedding, we changed the embeddings of gender neutral words,
by removing their gender associations. For instance, nurse is moved to to be equally
male and female in the direction g. In addition, we found that gender-specific words
have additional biases beyond g. For instance, grandmother and grandfather are both
closer to wisdom than gal and guy are, which does not reflect a gender difference. On
the other hand, the fact that babysit is so much closer to grandmother than grandfa-
ther (more than for other gender pairs) is a gender bias specific to grandmother. By
equating grandmother and grandfather outside of gender, and since we’ve removed
g from babysit, both grandmother and grandfather became equally close to babysit
after debiasing. By retaining the gender component for gender-specific words, we
maintained analogies such as she:grandmother :: he:grandfather. Through empirical
evaluations, we showed that our hard-debiasing algorithm significantly reduces both
direct and indirect gender bias while preserving the utility of the embedding. We
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have also developed a soft-embedding algorithm which balances reducing bias with
preserving the original distances, and could be appropriate in specific settings.
One perspective on bias in word embeddings is that it merely reflects bias in soci-
ety, and therefore one should attempt to debias society rather than word embeddings.
However, by reducing the bias in today’s computer systems (or at least not amplify-
ing the bias), which is increasingly reliant on word embeddings, the debiased word
embeddings can hopefully contribute to reducing gender bias in society. At the very
least, machine learning should not be used to inadvertently amplify these biases, as
we have seen can naturally happen. In specific applications, one might argue that
gender biases in the embedding (e.g. computer programmer is closer to he) could
capture useful statistics and that, in these special cases, the original biased embed-
dings could be useful. However, given the potential risk of having machine learning
algorithms that amplify gender stereotypes and discriminations, we recommend that
we should err on the side of neutrality and use the debiased embeddings provided
here as much as possible. While we focus on English word embeddings, it is also an
interesting direction to consider how the approach and findings here would apply to
other languages, especially languages with grammatical gender where the definitions
of most nouns carry a gender marker.
Explosion of interest from industry, and more real world applications undoubtedly
helped machine learning progress significantly in dealing with practical problems. We
hope that this thesis can shine more light on different aspects of real world problems
and how they relate to machine learning systems. Our goal was to motivate the
machine learning community to think more on real world implications of the systems
they design and hopefully guide them to design more principled frameworks to handle
even broader set of constraints and objectives of the application at hand.
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4.2 Future Research Directions
Theoretical Results on Sample Adaptivity for Cost: We used sample adap-
tivity throughout this thesis and showed empirically that it is advantageous in multi-
ple important settings. In addition to the empirical success, using more resources on
“hard” samples and less on “easy” samples comes very intuitive to humans. However,
a theoretical framework on how much one can gain from this adaptivity is lacking.
We think that it should be possible to find a lower bound on the budget reduction
for a given Bayes decision boundary by using smoothness and concentration related
assumptions on the probability distribution. It may be possible to show that there
always exists a sample-adaptive multi stage system that is equal or better than a
stand alone system. It may also be useful to discover some dataset dependent statis-
tics that indicate, within a margin, how much one can gain by approximating a stand
alone system using sample adaptive strategy.
Discovering Unknown Biases: Current literature for algorithmic fairness mainly
assumes that the type of bias— such as sexism, racism, ageism, political stances —is
known apriori. Unlike our methodology here, most works also assume that they have
access to fully labeled group information for each sample, e.g. woman or man. This
extra knowledge reduces the problem complexity, allowing them to define everything
from bottom-up. However, we believe that such strong supervision comes with its
own weaknesses. First, the biases that are discovered using US-based people may not
generalize to other regions of the world. Second, we can only consider the biases that
we are aware of or can come up with. Lets expand the term bias, which meant harmful
associations with respect to certain population groups, to polarization. Polarization
is an inherent bias in people that affects their choice of words and their stance. It
is not necessarily harmful in this case. One can see it as one level below “topic”
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in semantic hierarchy. Also having certain polarization may affect the way someone
writes or speaks in a different way for each topic. An example for this is the usage of
“illegal immigrant” versus “undocumented immigrant” in news articles for the topic
“immigration” where the political stance of the news outlet affects the selection of
some words. One way to mitigate the shortcoming of having to define the type of
bias is to design a method that automatically discovers the polarization in data in
an unsupervised way. This requires carefully constructing an objective function and
putting more thought into mathematical formulation of bias in language.
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Appendix A
Notes on Chapter 2
A.1 Proofs of LP-Tree
A.1.1 Simple Tree Example
Here we present the derivation of the LP for a simple depth 2 tree in Figure A·1 for
the problem of supervised learning. Consider the decision system shown in Figure 1.
The goal is to learn the decision functions g1 , g2, and g3 that minimize the empirical
risk.
g1
g2 g3
+-
- - ++
f1 f2 f3 f4
g1(x) g2(x) g3(x)[ ]Leaf 1 −1 −1 0
Leaf 2 −1 +1 0
Leaf 3 +1 0 −1
Leaf 4 +1 0 +1
=
P︷ ︸︸ ︷0 0 00 1 0
1 0 0
1 0 1
−
N︷ ︸︸ ︷1 1 01 0 0
0 0 1
0 0 0

Figure A·1: An example decision system of depth two: node g1(x1)
selects either to acquire feature 2 for a cost c2 or 3 for a cost c3. Node
g2(x1, x2) selects either to stop and predict with features {1, 2} or to
acquire 3 for c3 and then terminate. Node g3(x1, x3) selects to predict
with {1, 3} or with {1, 2, 3}.
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In reformulating the risk, it is useful to define the ”savings” for an example.
The savings, piik, for an example i, represents the difference between the worst case
outcome, Rmax and the risk Rk(fk,xi, yi) for terminating at the kth leaf. Assume
for the sake of simplicity that we use indicator loss. Intuitively Rmax is the cost of
incorrectly predicting with the most expensive model (the model that uses all the
features): Rmax = 1 + α
∑
m cm.
piik = Rmax −Rk(fk,xi, yi) = 1fk(xi)=yi + α
∑
m∈SCk
cm (A.1)
Here, SCk is the complement set of features acquired along the path to leaf k (the
features not acquired on the path to leaf k). Note that the savings do not depend on
the decisions, g′js, that we are interested in learning.
For our example, there are only 4 leaf nodes and the state of terminating in a
leaf is a encoded by a product of two indicators. For instance, to terminate in Leaf
1, g1(xi) ≤ 0 and g2(xi) ≤ 0. This empirical risk can be formulated by enumerating
over the leaves and their associated risks:
R(g,xi, yi) =
(
Rmax − pii1
)
1g1(xi)≤01g2(xi)≤0
}
Leaf 1 (A.2)
+
(
Rmax − pii2
)
1g1(xi)≤01g2(xi)>0
}
Leaf 2
+
(
Rmax − pii3
)
1g1(xi)>01g3(xi)≤0
}
Leaf 3
+
(
Rmax − pii4
)
1g1(xi)>01g2(xi)>0
}
Leaf 4
Directly replacing every 1[z] with an upper bounding surrogate such as a hinge loss,
max[0, 1 + z] ≥ 1[z], produces a non-convex bilinear objective due the indicator prod-
uct terms. Bilinear optimization is computationally intractable to solve globally.
Rather than directly substituting surrogates and solving the non-convex mini-
mization problem, we reformulate the empirical risk with respect to the indicators in
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the following theorem:
Theorem A.1.1 The empirical risk in (A.2) is equal to (A.3).
R(g1, g2, g3,xi, yi) = Rmax − pii1 − pii2 − pii3 − pii4+
max
[
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
21g2(xi)≤0,
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
11g2(xi)>0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
41g2(xi)≤0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
31g3(xi)>0
]
(A.3)
Proof 2 Here, we provide a brief sketch of the proof. For full details please refer
to the A.1.2. We utilize the following two identities: 1[A]1[B] = min[1[A],1[B]] and
1[A] = 1− 1[A¯] and express the risk in (A.2) in terms of maximizations:
R (g1, g2, g3,xi, yi) = Rmax − pii1 − pii2 − pii3 − pii4 (A.4)
+ pii1 max
(
1g1(xi)>0,1g2(xi)>0
)
+ pii2 max
(
1g1(xi)>0,1g2(xi)≤0
)
+ pii3 max
(
1g1(xi)≤0,1g3(xi)>0
)
+ pii4 max
(
1g1(xi)≤0,1g3(xi)≤0
)
Recall that the signs of g1, g2, g3 encode a unique path for xi. So let us consider sign
patterns for each path. For instance, to reach leaf 1, g1 ≤ 0 and g2 ≤ 0. In this
case, by inspection of (A.4), the risk is (pii3 + pi
i
4)1[g1(xi)≤0] + pi
i
21[g2(xi)≤0]+ constants.
This is exactly the first term in the maximization in (A.3). We can perform such
computation for each leaf (term in the max) in a similar fashion. And due to the
interdependencies in (A.4), the term corresponding to a valid path encoding will be
the maximizer in (A.3).
Risk Interpretability: Intuitively, in the reformulated empirical risk in (A.3), each
term in the maximization encodes a path to one of the K leaves. The largest (active)
term correspond to the path induced by the gj’s for an example xi. Additionally, the
weights on the indicators in (A.3) represent the savings lost if the argument of the
indicator is active. For example, if the decision function g1(xi) is negative, leaves 3
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and 4 cannot be reached by xi, and therefore pi
i
3 and pi
i
4, the savings associated with
leaves 3 and 4, cannot be realized and are lost.
A distinct advantage of the reformulated risk in (A.3) arises when replacing indi-
cators with convex upper-bounding surrogates of the form φ(z) ≥ 1z≤0. Introducing
such surrogates in the original risk in (A.2) produces a bilinear function for which a
global optimum cannot be efficiently found. In contrast, introducing convex surrogate
functions in (A.3) produces a convex upper-bound for the empirical risk.
A.1.2 Proof of Theorem A.1.1
The product of indicators can be expressed as a minimization over the indicators,
allowing the empirical loss to be expressed:
R(g1, g2, g3,xi, yi) = 1 + α
∑
m
cm
− pii1 min
(
1g1(xi)≤0,1g2(xi)≤0
)
− pii2 min
(
1g1(xi)≤0,1g2(xi)>0
)
− pii3 min
(
1g1(xi)>0,1g3(xi)≤0
)
− pii4 min
(
1g1(xi)>0,1g3(xi)>0
)
By flipping the inequalities in the arguments of the indicators, the minimizations are
converted to maximizations:
R (g1, g2, g3,xi, yi) = 1 + α
∑
m
cm
+ pii1 max
(
1g1(xi)>0,1g2(xi)>0
)− pii1
+ pii2 max
(
1g1(xi)>0,1g2(xi)≤0
)− pii2
+ pii3 max
(
1g1(xi)≤0,1g3(xi)>0
)− pii3
+ pii4 max
(
1g1(xi)≤0,1g3(xi)≤0
)− pii4
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Note that due to the dependence of the indicators, there will always be 3 maximization
terms equal to 1 and 1 maximization term equal to zero. As a result, the sum of
maximizations can be expressed as a maximization over the 4 possible combinations,
yielding the expression:
R(g1, g2, g3,xi, yi) = Rmax − pii1 − pii2 − pii3 − pii4+
max
[
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
21g2(xi)≤0,
(pii3 + pi
i
4)1g1(xi)≤0 + pi
i
11g2(xi)>0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
41g2(xi)≤0,
(pii1 + pi
i
2)1g1(xi)>0 + pi
i
31g3(xi)>0
]
A.1.3 Proof of Lemma 2.1.1
The product of indicators over an arbitrary binary tree is given by:
R(g,xi, yi) =
K∑
k=1
risk of leaf k︷ ︸︸ ︷
Rk(fk,xi, yi)
K−1∏
j=1
[1gj(xi)>0]
Pk,j [1gj(xi)≤0]
Nk,j
︸ ︷︷ ︸
Gk(·) = state of xi in a tree
Converting the product into a minimization over indicators, the function can be
rewritten:
R(g,xi, yi) =
K∑
k=1
(
Rmax − piik
)
min
j∈{1,...K−1}
(
[1gj(xi)>0]
Pk,j , [1gj(xi)≤0]
Nk,j
)
and using the identity 1[A] = 1− 1[A¯], this can be converted to the maximization:
R(g,xi, yi) = Rmax −
K∑
k=1
piik +
K∑
k=1
piik max
j∈{1,...K−1}
(
[1gj(xi)≤0]
Pk,j , [1gj(xi)>0]
Nk,j
)
As in the 2-region case, the dependence of the indicators always results in K1 maxi-
mization terms equal to 1 and 1 maximization term equal to 0. By examination, the
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sum of maximization functions can be expressed as a single maximization over the
paths of the leaves, resulting in a loss shown in Equation (2.9).
A.1.4 Additional Explanation of Proposition 2.1.2
The linear program of Proposition 2.1.2 is constructed by replacing the indicators
with hinge-losses of the appropriate signs:
min
g1,...,gK−1,γ1,...,γN
α11,...,α
N
K−1,β
1
1 ,...,β
N
K−1
N∑
i=1
γi subject to:
γi ≥ wip,k
 α
i
1
...
αiK−1
+ win,k
 β
i
1
...
βiK−1
 , i ∈ [N ], k ∈ [K]
1 + gj(xi) ≤ αij, 1− gj(xi) ≤ βij, αij ≥ 0, βij ≥ 0,
j ∈ [K − 1], i ∈ [N ]
Note that the linear program arises based on the fact that any maximization can
be converted to a linear constraint with the introduction of a new variable. The
maximization in the objective for each observation is replaced the first constraint,
with the introduction of the variable γi. The maximization functions in the hinge
losses are replaced by the second line of constraints, introducing the variables ij =
max(1 + gj(xi), 0) and β
i
j = max(1− gj(xi), 0).
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A.2 Proofs of Resource Efficient Structured Prediction
A.2.1 Proof of Theorem 2.2.1
The objective in Equation (2.17) can be expressed:
n∑
i=1
∑
S∈S
C (Xi, Yi, S)1pi(Xi)=S
=
n∑
i=1
∑
S∈S
C (Xi, Yi, S)
(
1− 1pi(Xi)6=S
)
=
n∑
i=1
[
max
S′∈S
C(Xi, Yi, S
′)−max
S′∈S
C(Xi, Yi, S
′)
+
∑
S∈S
C (Xi, Yi, S)
(
1− 1pi(Xi)6=s
) ]
.
Note that
∑
S∈S
(
1− 1pi(Xi) 6=S
)
= 1, allowing for further simplification:
=
n∑
i=1
[
max
S′∈S
C(Xi, Yi, s
′)
+
∑
s∈S
(
C (Xi, Yi, S)−max
S′∈S
C(Xi, Yi, S
′)
)
(
1− 1pi(Xi)6=S
) ]
=
n∑
i=1
[
max
S′∈S
C(Xi, Yi, S
′)
+
∑
S∈S
(
max
S′∈S
C(Xi, Yi, S
′)− C (Xi, Yi, S)
)(
1pi(Xi)6=s − 1
) ]
.
Removing constant terms (that do not affect the output of the argmin) yields the
expression in Theorem 2.2.1.
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A.2.2 Proof of Theorem 2.2.2
For a single example/label pair (Xi, Yi), consider the two possible values of the term
in the summation of Equation (2.19). In the event that pi(Xi) = S
∗(Xi, Yi):
W (Xi, Yi)1pi(Xi)6=S∗(Xi,Yi) + C(Xi, Yi, S
∗(Xi, Yi))
= C(Xi, Yi, S
∗(Xi, Yi)),
which is equivalent to the value of (2.17) if pi(Xi) = S
∗(Xi, Yi). Otherwise, pi(Xi) 6=
S∗(Xi, Yi), and therefore:
W (Xi, Yi)1pi(Xi)6=S∗(Xi,Yi) + C(Xi, Yi, S
∗(Xi, Yi))
= W (Xi, Yi) + C(Xi, Yi, S
∗(Xi, Yi))
= max
S′∈S
C(Xi, Yi, S
′).
This is an upper-bound on Equation (2.17), and therefore Equation (2.19) is a valid
upper-bound on Equation (2.17).
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A.2.3 Proof of Theorem 2.2.3
Note that the objective in Equation 2.28 can be expressed:
n∑
i=1
∑
S∈S(St−1(Xi))
C (Xi, Yi, S)1pi(Xi,St−1(Xi))=S
=
n∑
i=1
∑
S∈S(St−1(Xi))
C (Xi, Yi, S)
(
1− 1pi(Xi,St−1(Xi)) 6=S
)
=
n∑
i=1
[
max
S′∈S(St−1(Xi)
C(Xi, Yi, S
′)
− max
S′∈S(St−1(Xi))
C(Xi, Yi, S
′)
+
∑
S∈S(St−1(Xi))
C (Xi, Yi, S)
(
1− 1pi(Xi,St−1(Xi))6=S
) ]
.
Note that
∑
S∈S(St−1)(Xi)
(
1− 1pi(Xi,St−1(Xi)) 6=S
)
= 1, allowing for further simplifica-
tion:
=
n∑
i=1
[
max
S′∈S(St−1)(Xi)
C(Xi, Yi, S
′)
+
∑
S∈S(St−1(Xi))
(
C (Xi, Yi, S)
− max
S′∈S(St−1(Xi))
C(Xi, Yi, S
′)
)(
1− 1pi(Xi,St−1(Xi))6=s
) ]
=
n∑
i=1
[
max
S′∈S(St−1(Xi))
C(Xi, Yi, S
′)
+
∑
S∈S(St−1(Xi))
(
max
S′∈S(St−1)(Xi))
C(Xi, Yi, S
′)
−C (Xi, Yi, S)
)(
1pi(Xi,St−1(Xi)) 6=S − 1
) ]
.
Removing constant terms (that do not affect the output of the argmin) yields the
expression in Theorem 2.2.3.
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A.2.4 Implementation details
Dependency parsing We split PTB corpus into two parts, Sections 02-22 and
Section 23 as training and test sets. We then conduct a modified cross-validation
mechanism to train the feature selector and the dependency parser. Note that the
cost of policy is dependent on the structured predictor. Therefore, learning policy
on the same training set of the predictor may cause the structured loss to be overly
optimistic. We follow the cross validation scheme in (He et al., 2013; Weiss et al.,
2013) to deal with this issue by splitting the training data into n folds. For each
fold, we generate label predictions based on the structured predictor trained on the
remaining folds. Finally, we gather these label predictions and train a policy on the
complete data.
The dependency parser is trained by the averaged Structured Perceptron model
(Collins, 2002) with learning rate and number of epochs set to be 0.1 and 50, respec-
tively. This setting achieves the best test performance as reported in (Chang et al.,
2015). Notice that if we trained two dependency models with different feature sets
separately the scale of the edge scores may be different, resulting sub-optimal test
performance. To fix this issue, we generate data with random edge features and train
the model to minimize the joint loss over all states.
minwλ||w||2 + 1
n
n∑
i=1
ES[L(Fw(Xi, S), Yi)]
Finally, We found that for dependency parsing expensive features are only nec-
essary in several critical locations in the sentence. Therefore, budget levels above
10% turned out to be unachievable for any feature-tradeoff parameter lambda in
the pseudo-labels. To obtain those regions, we varied the class weights of feature
templates in the training of one-shot feature selector.
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Appendix B
Notes on Chapter 3
B.1 Generating analogies
We now expand on different possible methods for generating (x, y) pairs, given (a, b)
for generating analogies a:x :: b:y. The first and simplest metric is to consider scoring
an analogy by ‖(~a−~b)−(~x−~y)‖. This may be called the parallelogram approach and,
for the purpose of finding the best single y given a, b, x, it is equivalent to the most
common approach to finding single word analogies, namely maximizing cos(~y, ~x+~b−~a)
called cosAdd in earlier work (Mikolov et al., 2013c) since we assume all vectors are
unit length. This works well in some cases, but a weakness can be seen that, for many
triples (a, b, x), the closest word to x is y = x, i.e., x = arg miny ‖(~a−~b)− (~x− ~y)‖.
As a result, the definition explicitly excludes the possibility of returning x itself. In
these cases, y is often a word very similar to x, and in most of these cases such an
algorithm produces two opposing analogies: a:x :: b:y as well as a:y :: b:x, which
violates a desideratum of analogies (see (Turney, 2012), section 2.2).
Related issues are discussed in (Turney, 2012; Levy and Goldberg, 2014), the
latter of which proposes the 3CosMul objective to finding y given (a, b, x):
max
y
(1 + cos(~x, ~y))(1 + cos(~x,~b)
1 + cos(~y,~a) + 
.
The additional  is necessary so that the denominator is positive. This approach
is designed for finding a single word y and not directly applicable for the problem of
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generating both x and y as the objective is not symmetric in x and y.
In the spirit of their work, we note that a desired property is that the direction
~a − ~b should be similar (in angle) to the direction ~x − ~y even if the magnitudes
differ. Interestingly, given (a, b, x), the y that maximizes cos(~a−~b, ~x− ~y) is generally
an extreme. For instance, for a =he and b =she, for the vast majority of words
x, the word her maximizes the expression for y. This is due to the fact that the
most significant difference between a random word x and the word her is that her is
likely much more feminine than x. Since, from a perceptual point of view it is easier
to compare and contrast similar items than very different items, we instead seek x
and y that are not semantically similar, which is why our definition is restricted to
‖~x− ~y‖ ≤ δ.
As δ varies from small to large, the analogies vary from generating very similar
x and y to very loosely related x and y where their relationship is vague and more
“creative”.
Finally, Figure B.1 highlights differences between analogies generated from our
approach and the corresponding analogies generated by the first approach mentioned
above, namely minimizing:
min
x,y:x 6=a,y 6=b,x 6=y
‖(~a−~b)− (~x− ~y)‖, (B.1)
To compare, we took the first 100 analogies generated using the two approaches
that did not have any gender-specific words. We then display the first 10 analogies
from each list which do not occur in the other list of 100.
B.2 Learning the linear transform
In the soft debiasing algorithm, we need to solve the following optimization problem.
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Analogies using eq. (B.1) Analogies using our approach, eq. (3.1)
petite-diminutive petite-lanky
seventh inning-eighth inning volleyball-football
seventh-sixth interior designer-architect
east-west bitch-bastard
tripled-doubled bra-pants
breast cancer-cancer nurse-surgeon
meter hurdles-meter dash feminine-manly
thousands-tens glamorous-flashy
eight-seven registered nurse-physician
unemployment rate-jobless rate cupcakes-pizzas
Table B.1: First 10 different she-he analogies generated using the
parallelogram approach and our approach, from the top 100 she-he
analogies not containing gender specific words. Most of the analogies
on the left seem to have little connection to gender.
min
T
‖(TW )T (TW )−W TW‖2F + λ‖(TN)T (TB)‖2F .
Let X = T TT , then this is equivalent to the following semi-definite programming
problem
min
X
‖W TXW −W TW‖2F + λ‖NTXB‖2F s.t.X  0. (B.2)
The first term ensures that the pairwise inner products are preserved and the second
term induces the biases of gender neutral words onto the gender subspace to be small.
The user-specified parameter λ balances the two terms.
Directly solving this SDP optimization problem is challenging. In practice, the
dimension of matrix W is in the scale of 300×400, 000. The dimensions of the matrices
W TXW and W TW are 400, 000×400, 000, causing computational and memory issues.
We perform singular value decomposition on W , such that W = UΣV T , where U and
V are orthogonal matrices and Σ is a diagonal matrix.
‖W TXW −W TW‖2F = ‖W T (X − I)W‖2F
= ‖V ΣUT (X − I)UΣV T‖2F
= ‖ΣUT (X − I)UΣ‖2F .
(B.3)
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The last equality follows the fact that V is an orthogonal matrix and (‖V Y V T‖2F =
tr(V Y TV TV Y V T ) = tr(V Y TY V T ) = tr(Y TY V TV ) = tr(Y TY ) = ‖Y ‖2F .)
Substituting Eq. (B.3) to Eq. (B.2) gives
min
X
‖ΣUT (X − I)UΣ‖2F + λ‖PXST‖2F s.t. X  0. (B.4)
Here ΣUT (X−I)UΣ is a 300×300 matrix and can be solved efficiently. The solution
T is the debiasing transformation of the word embedding.
B.3 Details of gender specific words base set
This section gives precise details of how we derived our list of gender neutral words.
Note that the choice of gender neutral words is partly subjective. Some words are most
often associated with females or males but have exceptions, such as beard (bearded
women), estrogen (men have small amounts of the hormone estrogen), and rabbi
(reformed Jewish congregations recognize female rabbis). There are also many words
that have multiple senses, some of which are gender neutral and others of which are
gender specific. For instance, the profession of nursing is gender neutral while nursing
a baby (i.e., breastfeeding) is only performed by women.
To derive the base subset of words from w2vNEWS, for each of the 26,377 words
in the filtered embedding, we selected words whose definitions include any of the fol-
lowing words in their singular or plural forms: female, male, woman, man, girl, boy,
sister, brother, daughter, son, grandmother, grandfather, wife, husband. Definitions
were taken from Wordnet (Fellbaum, 1998) (in the case where a word had multiple
senses/synsets, we chose the definition whose corresponding lemma had greatest fre-
quency in terms of its count). This list of hundreds of words contains most gender
specific words of interest but also contains some gender neutral words, e.g., the defi-
nition of mating is “the act of pairing a male and female for reproductive purposes.”
123
Even though the word female is in the definition, mating is not gender specific. We
went through this list and manually selected those words that were clearly gender
specific. Motivated by the application of improving web search, we used a strict def-
inition of gender specificity, so that when in doubt a word was defined to be gender
neutral. For instance, clothing words (e.g., the definition of vest is “a collarless men’s
undergarment for the upper part of the body”) were classified as gender neutral since
there are undoubtedly people of every gender that wear any given type of clothing.
After this filtering, we were left with the following list of 218 gender-specific words
(sorted by word frequency):
he, his, her, she, him, man, women, men, woman, spokesman, wife, himself, son,
mother, father, chairman, daughter, husband, guy, girls, girl, boy, boys, brother,
spokeswoman, female, sister, male, herself, brothers, dad, actress, mom, sons, girl-
friend, daughters, lady, boyfriend, sisters, mothers, king, businessman, grandmother,
grandfather, deer, ladies, uncle, males, congressman, grandson, bull, queen, business-
men, wives, widow, nephew, bride, females, aunt, prostate cancer, lesbian, chair-
woman, fathers, moms, maiden, granddaughter, younger brother, lads, lion, gentle-
man, fraternity, bachelor, niece, bulls, husbands, prince, colt, salesman, hers, dude,
beard, filly, princess, lesbians, councilman, actresses, gentlemen, stepfather, monks,
ex girlfriend, lad, sperm, testosterone, nephews, maid, daddy, mare, fiance, fiancee,
kings, dads, waitress, maternal, heroine, nieces, girlfriends, sir, stud, mistress, lions,
estranged wife, womb, grandma, maternity, estrogen, ex boyfriend, widows, geld-
ing, diva, teenage girls, nuns, czar, ovarian cancer, countrymen, teenage girl, penis,
bloke, nun, brides, housewife, spokesmen, suitors, menopause, monastery, mother-
hood, brethren, stepmother, prostate, hostess, twin brother, schoolboy, brotherhood,
fillies, stepson, congresswoman, uncles, witch, monk, viagra, paternity, suitor, soror-
ity, macho, businesswoman, eldest son, gal, statesman, schoolgirl, fathered, goddess,
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RG WS analogy
Before 76.1 70.0 71.2
Hard-debiased 76.5 69.7 71.2
Soft-debiased 76.9 69.7 71.2
Table B.2: The columns show the performance of the original, com-
plete w2vNEWS embedding (“before”) and the debiased w2vNEWS
on the standard evaluation metrics measuring coherence and analogy-
solving abilities: RG (Rubenstein and Goodenough, 1965), WS (Finkel-
stein et al., 2001), MSR-analogy (Mikolov et al., 2013c). Higher is
better. The results show that the performance does not degrade after
debiasing.
hubby, stepdaughter, blokes, dudes, strongman, uterus, grandsons, studs, mama,
godfather, hens, hen, mommy, estranged husband, elder brother, boyhood, bari-
tone, grandmothers, grandpa, boyfriends, feminism, countryman, stallion, heiress,
queens, witches, aunts, semen, fella, granddaughters, chap, widower, salesmen, con-
vent, vagina, beau, beards, handyman, twin sister, maids, gals, housewives, horsemen,
obstetrics, fatherhood, councilwoman, princes, matriarch, colts, ma, fraternities, pa,
fellas, councilmen, dowry, barbershop, fraternal, ballerina
B.4 Debiasing the full w2vNEWS embedding.
In the main text, we focused on the results from a cleaned version of w2vNEWS con-
sisting of 26,377 lower-case words. We have also applied our hard debiasing algorithm
to the full w2vNEWS dataset. Evalution based on the standard metrics shows that
the debiasing does not degrade the utility of the embedding (Table B.2).
B.5 Questionnaire for generating gender stereotypical words
Task: for each category, please enter 10 or more words, separated by
commas. We are looking for a variety of creative answers – this is a mentally
challenging HIT that will make you think.
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• 10 or more comma-separated words definitionally associated with
males.
Examples: dude, menswear, king, penis, ...
• 10 or more comma-separated words definitionally associated with fe-
males.
Examples: queen, Jane, girl, ...
• 10 or more comma-separated words stereotypically associated with
males
Examples: football, janitor, cocky, ...
• 10 or more comma-separated words stereotypically associated with
females
Examples: pink, sewing, caring, sassy, nurse, ...
Thank you for your help in making Artificially Intelligent systems that aren’t
prejudiced. :-)
B.6 Questionnaire for generating gender stereotypical analo-
gies
An analogy describes two pairs of words where the relationship between the two words
in each pair is the same. An example of an analogy is apple is to fruit as asparagus
is to vegetable (denoted as apple:fruit::asparagus:vegetable). We need your help to
improve our analogy generating system.
Task: please enter 10 or more analogies reflecting gender stereotypes,
separated by commas. We are looking for a variety of creative answers – this is a
mentally challenging HIT that will make you think.
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Examples of stereotypes
• tall : man :: short : woman reflects a cultural stereotype that men are tall and
women are short.
• doctor : man :: nurse : woman reflects a stereotype that doctors are typically
men and nurses are typically women.
B.7 Questionnaire for rating stereotypical analogies
An analogy describes two pairs of words where the relationship between the two words
in each pair is the same. An example of an analogy is apple is to fruit as asparagus
is to vegetable (denoted as apple:fruit::asparagus:vegetable). We need your help to
improve our analogy generating system.
Task: Which analogies are stereotypes? Which ones are appropriate
analogies?
• Examples of stereotype analogies
tall : man :: short : woman
doctor : man :: nurse : woman
• Examples of appropriate analogies
King: man :: Queen : woman
brother : man :: sister : woman
John : man :: Mary : woman
His : man :: Hers : woman
salesman : man :: saleswoman : woman
penis : man :: vagina : woman
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WARNING: This HIT may contain adult content. Worker discretion is advised.
Check the analogies that are stereotypes
...
Check the analogies that are nonsensical
...
Check the analogies that are nonsensical
...
Any suggestions or comments on the hit? Optional feedback
B.8 Analogies Generated by Word Embeddings
Here we list the analogies that are automatically generated by word embedding before
and after debiasing.
Before executing debiasing
Analogy Appropriate Biased
midwife:doctor 1 10
sewing:carpentry 2 9
pediatrician:orthopedic surgeon 0 9
registered nurse:physician 1 9
housewife:shopkeeper 1 9
skirts:shorts 0 9
nurse:surgeon 1 9
interior designer:architect 1 8
softball:baseball 4 8
blond:burly 2 8
nanny:chauffeur 1 8
feminism:conservatism 2 8
adorable:goofy 0 8
vocalists:guitarists 0 8
cosmetics:pharmaceuticals 1 8
whore:coward 0 7
vocalist:guitarist 1 7
petite:lanky 1 7
salesperson:salesman 1 7
sassy:snappy 2 7
diva:superstar 4 7
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charming:affable 2 6
giggle:chuckle 1 6
witch:demon 2 6
volleyball:football 1 6
feisty:mild mannered 0 6
cupcakes:pizzas 1 6
dolls:replicas 0 6
netball:rugby 0 6
hairdresser:barber 6 5
soprano:baritone 4 5
gown:blazer 6 5
glamorous:flashy 2 5
sweater:jersey 0 5
feminist:liberal 0 5
bra:pants 2 5
rebounder:playmaker 0 5
nude:shirtless 0 5
judgmental:arrogant 1 4
boobs:ass 1 4
salon:barbershop 7 4
lovely:brilliant 0 4
practicality:durability 0 4
singer:frontman 0 4
gorgeous:magnificent 2 4
ponytail:mustache 2 4
feminists:socialists 0 4
bras:trousers 5 4
wedding dress:tuxedo 6 4
violinist:virtuoso 0 4
handbag:briefcase 8 3
giggling:grinning 0 3
kids:guys 3 3
beautiful:majestic 1 3
feminine:manly 8 3
convent:monastery 8 3
sexism:racism 0 3
pink:red 0 3
blouse:shirt 6 3
bitch:bastard 8 2
wig:beard 4 2
hysterical:comical 0 2
male counterparts:counterparts 1 2
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beauty:grandeur 0 2
cheerful:jovial 0 2
breast cancer:lymphoma 3 2
heiress:magnate 6 2
estrogen:testosterone 9 2
starlet:youngster 2 2
Mary:John 9 1
actresses:actors 10 1
middle aged:bearded 0 1
mums:blokes 5 1
girlfriends:buddies 6 1
mammogram:colonoscopy 0 1
compatriot:countryman 3 1
luscious:crisp 0 1
gals:dudes 10 1
siblings:elder brother 1 1
mother:father 10 1
babe:fella 9 1
lesbian:gay 8 1
breasts:genitals 0 1
wonderful:great 0 1
she:he 9 1
herself:himself 10 1
her:his 10 1
mommy:kid 0 1
queens:kings 10 1
female:male 9 1
women:men 10 1
boyfriend:pal 0 1
matriarch:patriarch 9 1
nun:priest 10 1
breast:prostate 9 1
daughter:son 9 1
daughters:sons 10 1
spokeswoman:spokesman 10 1
fabulous:terrific 3 1
headscarf:turban 6 1
waitress:waiter 10 1
husband:younger brother 3 1
hers:yours 2 1
teenage girls:youths 0 1
actress:actor 9 0
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blonde:blond 4 0
girl:boy 9 0
childhood:boyhood 1 0
girls:boys 10 0
sister:brother 10 0
sisters:brothers 9 0
businesswoman:businessman 9 0
chairwoman:chairman 10 0
filly:colt 9 0
fillies:colts 8 0
congresswoman:congressman 9 0
councilwoman:councilman 9 0
mom:dad 10 0
moms:dads 9 0
gal:dude 9 0
motherhood:fatherhood 10 0
mothers:fathers 10 0
sorority:fraternity 9 0
mare:gelding 7 0
lady:gentleman 9 0
ladies:gentlemen 10 0
goddess:god 9 0
grandmother:grandfather 10 0
grandma:grandpa 9 0
granddaughter:grandson 10 0
granddaughters:grandsons 9 0
kinda:guy 1 0
heroine:hero 9 0
me:him 2 0
queen:king 10 0
females:males 10 0
woman:man 8 0
niece:nephew 9 0
nieces:nephews 9 0
vagina:penis 10 0
princess:prince 9 0
ovarian cancer:prostate cancer 10 0
schoolgirl:schoolboy 8 0
spokespeople:spokesmen 0 0
stepdaughter:stepson 9 0
twin sister:twin brother 9 0
aunt:uncle 9 0
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aunts:uncles 10 0
After executing hard debiasing
Analogy Appropriate Biased
hostess:bartender 1 8
ballerina:dancer 0 7
colts:mares 6 7
ma:na 8 7
salesperson:salesman 1 7
diva:superstar 4 7
witches:vampires 1 7
hair salon:barbershop 4 6
maid:housekeeper 3 6
soprano:baritone 4 5
footy:blokes 0 5
maids:servants 4 5
dictator:strongman 0 5
bachelor:bachelor degree 7 4
witch:witchcraft 0 4
gaffer:lads 1 3
convent:monastery 8 3
hen:cock 8 2
aldermen:councilmen 0 2
girlfriend:friend 0 2
housewife:homemaker 2 2
maternal:infant mortality 1 2
beau:lover 1 2
mistress:prostitute 0 2
heroine:protagonist 2 2
heiress:socialite 2 2
teenage girl:teenager 3 2
estrogen:testosterone 9 2
actresses:actors 10 1
blokes:bloke 1 1
girlfriends:buddies 6 1
compatriot:countryman 3 1
compatriots:countrymen 2 1
gals:dudes 10 1
eldest:elder brother 1 1
sperm:embryos 2 1
mother:father 10 1
wedlock:fathered 0 1
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mama:fella 7 1
lesbian:gay 8 1
kid:guy 1 1
carpenter:handyman 5 1
she:he 9 1
herself:himself 10 1
her:his 10 1
uterus:intestine 1 1
queens:kings 10 1
female:male 9 1
women:men 10 1
pa:mo 9 1
nun:monk 7 1
matriarch:patriarch 9 1
nuns:priests 9 1
menopause:puberty 2 1
fiance:roommate 0 1
daughter:son 9 1
daughters:sons 10 1
spokeswoman:spokesman 10 1
politician:statesman 1 1
stallion:stud 7 1
suitor:takeover bid 8 1
waitress:waiter 10 1
lady:waitress 0 1
bride:wedding 0 1
widower:widowed 3 1
husband:younger brother 3 1
actress:actor 9 0
mustache:beard 0 0
facial hair:beards 0 0
suitors:bidders 6 0
girl:boy 9 0
childhood:boyhood 1 0
girls:boys 10 0
counterparts:brethren 4 0
brides:bridal 1 0
sister:brother 10 0
friendship:brotherhood 3 0
sisters:brothers 9 0
businesswoman:businessman 9 0
businesspeople:businessmen 1 0
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chairwoman:chairman 10 0
bastard:chap 0 0
hens:chickens 3 0
viagra:cialis 1 0
filly:colt 9 0
fillies:colts 8 0
congresswoman:congressman 9 0
councilwoman:councilman 9 0
wife:cousin 0 0
mom:dad 10 0
mommy:daddy 10 0
moms:dads 9 0
widow:deceased 0 0
gal:dude 9 0
stepmother:eldest son 3 0
deer:elk 1 0
estranged husband:estranged 0 0
ex boyfriend:ex girlfriend 7 0
widows:families 4 0
motherhood:fatherhood 10 0
mothers:fathers 10 0
guys:fellas 1 0
feminism:feminist 1 0
womb:fetus 0 0
sorority:fraternity 9 0
lesbians:gays 9 0
mare:gelding 7 0
fella:gentleman 1 0
ladies:gentlemen 10 0
boyfriends:girlfriend 3 0
goddess:god 9 0
grandmother:grandfather 10 0
grandma:grandpa 9 0
grandmothers:grandparents 5 0
granddaughter:grandson 10 0
granddaughters:grandsons 9 0
me:him 2 0
queen:king 10 0
youngster:lad 1 0
elephant:lion 0 0
elephants:lions 0 0
manly:macho 4 0
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females:males 10 0
woman:man 8 0
fiancee:married 4 0
maternity:midwives 1 0
monks:monasteries 0 0
niece:nephew 9 0
nieces:nephews 9 0
hubby:pal 1 0
obstetrics:pediatrics 3 0
vagina:penis 10 0
princess:prince 9 0
colon:prostate 6 0
ovarian cancer:prostate cancer 10 0
salespeople:salesmen 2 0
semen:saliva 7 0
schoolgirl:schoolboy 8 0
replied:sir 0 0
spokespeople:spokesmen 0 0
boyfriend:stepfather 1 0
stepdaughter:stepson 9 0
teenage girls:teenagers 1 0
hers:theirs 0 0
twin sister:twin brother 9 0
aunt:uncle 9 0
aunts:uncles 10 0
husbands:wives 7 0
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