Tensor provides a better representation for image space by avoiding information loss in vectorization. Nonnegative tensor factorization (NTF), whose objective is to express an n-way tensor as a sum of k rank-1 tensors under nonnegative constraints, has recently attracted a lot of attentions for its efficient and meaningful representation. However, NTF only sees Euclidean structures in data space and is not optimized for image representation as image space is believed to be a sub-manifold embedded in highdimensional ambient space. To avoid the limitation of NTF, we propose a novel Laplacian regularized nonnegative tensor factorization (LRNTF) method for image representation and clustering in this paper. In LRNTF, the image space is represented as a 3-way tensor and we explicitly consider the manifold structure of the image space in factorization. That is, two data points that are close to each other in the intrinsic geometry of image space shall also be close to each other under the factorized basis. To evaluate the performance of LRNTF in image representation and clustering, we compare our algorithm with NMF, NTF, NCut and GNMF methods on three standard image databases. Experimental results demonstrate that LRNTF achieves better image clustering performance, while being more insensitive to noise.
Introduction
Previous work has shown that the image variations of many objects under variable lighting conditions can be effectively modeled by low dimensional linear spaces [1] . To learn the image subspace, matrix factorization techniques are actively explored in recent years to find two or more lower rank matrices whose product approximates the original matrix. Standard matrix factorization techniques include principle component analysis (PCA), singular value decomposition (SVD), nonnegative matrix factorization (NMF) [2, 3] etc. In each of these methods, an n 1 Â n 2 image is unfolded into a high dimensional vector in R n 1 Ân 2 and the image space is represented as a high-dimensional matrix.
However, an image is intrinsically a two-dimensional matrix. The vectorized representation fails to take into consideration the spatial locality of pixels in an image and thus will suffer from information loss [4] and usually lead to the curse of dimensionality problem [5] . To better discover the inherent structures in image space, it is important to retain the multidimensional structure of the image data. Therefore, tensors or multidimensional arrays become a natural choice for representing image space and tensor decomposition techniques are exploited to gain more insight into image data. Recently, nonnegative tensor factorization [6, 7] , which is an extension to NMF, has gained much research interest due to its efficient and meaningful representation. NTF algorithms are applied in various domains to discover the latent structures in data sets, including: computer vision [7] , EEG data analysis [8, 9] , discussion tracking in email [10] , image representation [11, 12, 6] etc. Friedlander and Hatzdemonstrate [12] proposed a NTF algorithm with sparseness constraints and demonstrated the effectiveness of their approach on image data. Hazan et al. [11] used NTF to decompose a set of images represented as a 3-way tensor. Their experiments demonstrated NTF could generate more meaningful decomposition and more efficient compression for images than NMF. Comprehensive surveys of NTF algorithms and applications can be found in [13, 14] .
By imposing nonnegative constraints in factorization, NTF generates a parts-based representation for a data set that allows only additive combination of the parts to form the whole. This corresponds to our intuition about physical data sets and hence NTF is considered as an efficient technique for learning the parts of objects such as a set of images. The major limitation of NTF is that it only sees Euclidean structure in data space. However, many researchers have recently shown that the image space is generally a nonlinear manifold embedded in the high dimensional ambient space [15] [16] [17] [18] [19] . Uncovering the manifold structure of the image space is essential for effective image representation and clustering tasks.
In this paper, we propose a novel Laplacian regularized nonnegative tensor factorization (LRNTF) method for image representation that explicitly takes into account the underlying manifold structure of the image space. Given some images sampled from the image manifold, we can build an adjacency graph to model the local geometrical structure of the manifold. LRNTF finds a factorization that respects this graph structure. That is, data points that are close in the intrinsic geometry of the image space shall thus be close to each other under the factorized tensor basis. We then perform image clustering in this reduced tensor subspace. In this work, we apply k-means in the tensor subspace for clustering. k-means has been frequently used for image clustering for its simplicity. However, its performance will drop significantly when the dimensionality of the image space is high [20] . Furthermore, manifold structure of the image space is not considered in k-means and consequently its performance in clustering data points sampled from nonlinear manifolds is limited. By combining LRNTF and k-means, both limitations of K-means can be overcome.
It is worthwhile to highlight several aspects of the LRNTF proposed in this paper:
(1) LRNTF represents the image space as a 3-way tensor and thus avoid information loss in vectorizing two dimensional images data into one dimensional vector representation. Therefore, LRNTF is expected to achieve better performance in image representation and clustering tasks.
(2) The computation of LRNTF is efficient. Compared with the original NTF algorithm, the only extra cost of LRNFT is computing the Laplacian Regularization term, which is almost negligible. Also, the tensor representation requires few parameters to be independently estimated in clustering, so performance in small data sets is good.
(3) LRNTF explicitly takes into account the underlying manifold structure of the image space, which is modeled by an adjacency graph. Although there exist some previous work that takes into account the underlying manifold structure in nonnegative matrix factorization [21] [22] [23] , no such work has been done in NTF. Meanwhile, by preserving the neighborhood information in the image manifold, LRNTF is less sensitive to noise and outliers. This result is confirmed in our experiment.
(4) The work in this paper primarily focuses on the 3-way tensor representation of image space. However, the algorithm and analysis presented here can be naturally extended to higher order tensors.
The rest of the paper is organized as follows. In Section 2, we give a brief review of NMF and NTF. We describe our LRNTF algorithm in Section 3. The experimental results are presented in Section 4. Finally, we give concluding discussions and suggestion for future work in Section 5.
A brief review of NMF and NTF
NTF is usually considered as a generalization of NMF. To better explain NTF, we give a brief description of both NMF and NTF in this section.
NMF
The nonnegative matrix factorization (NMF) introduced by Lee and Seung in [2] can be stated as follows: Given a data Matrix V A R nÂm with nonnegative elements, find two nonnegative matrices W A R nÂr and H A R rÂm whose product best approximates W:
The rank r of the factorization is generally chosen so that ðn þmÞr o nm, leading to a compressed representation of data in V.
In this factorization, each data point v j A V can be viewed as linear combination of the columns of W as follows:
Thus the r columns of W can be taken as a basis optimized for this linear approximation and each column of H becomes the new encoding of each data point in this new basis W. Another view of the factorization is to represent NMF in (1) with the following bilinear model:
where B is the transpose of H and denotes outer products. That is, the data matrix V A R nÂm is approximated by a sum of linear combination of rank-one nonnegative matrices w i b i . As we are going to see, this scheme can be easily extended to the tensor case.
The nonnegative constraints enable a parts-based representation because they allow only additive, not subtractive combinations. NMF corresponds to the parts-based representation in human cognition, as suggested by psychological and physiological evidence in [24, 25] . For this reason, NMF is widely applied in many practical problems such as face analysis [26] , document clustering [27] and DNA gene expression analysis [28] .
Lee and Seung proposed a solution to NMF by minimizing the least-squares error in the approximation shown as follows [3] : Although the above objective function is convex in W only or H only, it is not convex in both variables together. Therefore, it is unrealistic to expect an algorithm to find global minima in Eq. (4). Instead, Lee and Seung presented a ''multiplicative update'' algorithm to find a local minimum for the objective function in Eq. (4) as follows:
Proofs of convergence for this multiplicative update algorithm is presented in [3] .
NTF
Similar to NMF, NTF factorizes data into a lower dimensional space by introducing a more compact basis. If set up appropriately, this new basis can describe the original data in a concise manner, introduce some immunity to noise and facilitate generalization [7] . NTF sees an advantage over NMF in various applications including image representation and clustering, in which the image space is modeled as a 3-way tensor and each image is represented as a 2-way tensor (matrix). This avoids information loss resulted by vectorization as used in NMF [29] .
The canonical tensor factorization techniques include the Tucker model [30] that is a higher-order form of principal component analysis, and the CANDECOMP/PARAFAC (CP) model [31, 32] that decomposes a tensor as a sum of rank-one tensors. The NTF discussed in this paper is an extension to the CP model.
That is, the objective of NTF is to express an n-way tensor Y of dimensions I 1 Â I 2 Â Á Á Á Â I n as a sum of k rank-1 tensors under nonnegative constraints: 4 0. Shashua and Hazan gave an approximation to Eq. (7) with the following least-squares problem [7] :
Similar to Lee and Seung's multiplicative update algorithm [3] , Shashua and Hazan approach the objective function in Eq. (8) with a positive preserving gradient descent scheme similar to that used in NMF by developing the following update rule using the gradient decent:
where s s rl is a constant controlling the scale of each update. Unlike matrix factorization, which is generally non-unique, high-order tensor decompositions are often unique under mild conditions [13] . This means there is only one possible combinations that sums to Y in NTF, with the exception of the elementary indeterminacies of scaling and permutation.
Laplacian regularized nonnegative tensor factorization
Tensor representation of image space can well preserve the two-dimension structure of images. By imposing nonnegative constraints in tensor factorization, NTF is able to produce a more effective parts-based and compressed representation of image space than NMF. The major limitation of NTF in image representation is that it fails to see the manifold structure in image space. Thus its effectiveness in image clustering is limited. In this section, we introduce a novel method called Laplacian regularized nonnegative tensor factorization (LRNTF) that explicitly considers the manifold structures in image space. We will start with tensor representation of image space.
3-way tensor representation of image space and graph construction
We use a 3-way tensor Y of dimensions I 1 Â I 2 Â I 3 to denote a set of
The elements Y abc of the 3-way tensor Y are indexed by a A ½1,2, . . . ,I 1 , b A ½1,2, . . . ,I 2 and c A ½1,2, . . . ,I 3 . This representation scheme is the same as that used in [11] , in which the slices of the input tensor Y along the c axis are the images M 1 , M 2 , y, M I 3 , as shown in Fig. 1 . Our purpose is to decompose Y into a sum of k rank-1 tensors, i.e.
The factorization can be expressed in equivalent element-wise form as , with weights of this combination specified by t l ¼ ½t
can thus be called basis images and t l the coordinate of the image M l under this new basis. Actually, the meaning of the factorization can be better interpreted if we represent the tensor factorization as Y ¼ TðS}RÞ T , where } denotes the Khatri-Rao products [14] . It is more clear in this representation that NTF is a generalization of NTM, where k basis images are in ðS}RÞ T and each column of T is an encoding that is in one-to-one correspondence with an image in Y.
The nonnegative tensor factorization for the 3-way image space described above aims to find a basis optimized for the linear approximation of the data by minimizing the following objective function:
The basis images and encodings from the above equation are optimized for the Euclidean structures in image space. However, the image space is generally a sub-manifold embedded in R I 1 R I 2 R I 3 and we hope the geometrical structures in this sub-manifold can be exploited to better discover this new basis. That is, if two data points m i , m j are close in the intrinsic geometry of image space, their new encodings in the factorized basis t i , t j shall also be close to each other. Accurately estimating the global geometrical structure of the image manifold is usually difficult due to the high dimensionality of the image space and the limited available image data points sampled from this manifold. Instead, existing approaches try to discretely approximate the intrinsic geometry of the data space through a nearest neighbor graph on data points sampled from the underlying manifold [33] [34] [35] . In our algorithm, we first construct an adjacency graph, or nearest neighbor graph to model the local geometrical structure of the underlying image manifold. The graph Laplacian is then used as a regularizer in the nonnegative factorization of the image tensor. Thus LRNTF finds a tensor factorization that preserves the intrinsic geometrical structure of the image space.
The nearest neighbor graph used in this paper is constructed as follows: given I 3 data points fm 1 ,m 2 , . . .
from the image space, we first construct a nearest neighbor graph G by finding the k nearest neighbors for each data point m i and then connect m i to its k nearest neighbors. We use Nðm i Þ ¼ fm i1 ,m i2 , . . . ,m ik g to denote the set of its k nearest neighbors. The weight matrix of G can be defined as follows:
Note that W is symmetric.
The objective function
The nearest neighbor graph G and its weight matrix W characterize the local geometry of the image manifold. To retain the local geometrical structure in the factorization of the image tensor, it is a reasonable criterion to minimize the following objective function under appropriate constraints:
The scalar term 1/2 is included for later convenience. t i and t j denote the encodings of the image m i and m j under the factorized basis. The objective function in Eq. (12) will incur a heavy penalty if neighboring data points m i and m j (i.e. W ij is big) on the image manifold are mapped far apart under the factorized basis. Thus minimizing the objective function in Eq. (12) is to ensure that if two data points m i , m j are close in the intrinsic geometry of the image space, their representation in the new basis t i , t j shall also be close to each other.
Define the diagonal matrix D whose entries are column sums of the weight matrix W, i.e.
The constraint T T DT ¼I removes the arbitrary scaling factor in the embedding.
LRNTF incorporates the manifold structure of the image space in nonnegative tensor factorization by minimizing the following objective function:
where lZ0 is a regularization parameter and T ¼ ½t
. . ,t k represents the encoding of the image space in the factorized basis.
An algorithm
In this section, we develop an algorithm for LRNTF based on a positive-preserving gradient decent scheme on the vectors fr j ,s j ,t j g Let /X,YS denote the inner product operation in the image space R I 1 R I 2 R I 3 . It is well known that the differential commutes with inner products i.e. d/X,XS ¼ 2/X,dXS. Therefore, the objective function in Eq. (14) becomes
Taking [7, 11] :
Deriving the partial derivative with respect to t i p is a different matter with the introduction of the Laplacian regularizer. Noting that TrðT
and L is symmetric, we obtain the following differential with respect to t p from Eq. (16):
The differential with respect to the i-th element in t p is
where e i is the i-th column of the I 3 Â I 3 identity matrix. Expanding the regularizer items, we have the following partial derivative with respective to t i p :
By setting the parameter s j t,i as follows:
we obtain the following multiplicative update rule for t i p , which is similar to the update rule of GNMF [21] :
As we see from Eq. (23) , the computation of LRNTF is efficient. Compared with the original NTF algorithm, the only extra cost of LRNFT is computing the Laplacian Regularization term. By taking advantage of the sparsity of the weight matrix W, the extra computational cost is OðI 3 Â kÞ (k is the number of nearest neighbor in the adjacency graph), which is almost negligible.
Convergence analysis
We prove the convergence of the update rule in Eq. (23) here. Since the multiplicative update rules in Eq. (17) and (18) are the same as that in NTF, we refer to [7, 11] for their convergence proofs. Here we use the Gauss-Seidel fashion proof as used in [7, 11] . Proposition 1. For 1 r p rk, the I 3 -variate function: 
Experiments and results
The parts-based representation resulted from LRNTF introduces a compact basis for the image space. Image clustering can then be performed in this reduced tensor subspace. In this section, we evaluate the performance of our algorithm on standard image databases. We start with a description of the data sets.
Data sets and evaluation metrics
We use three image databases in our experiments: Binary Alphadigits.
1 COIL-20 2 and AR face database. 3 To explore our algorithm's sensitivity to noise, we also run experiments on Binary Alphadigits with random noise superimposed and on AR face database. AR face database consists of over 3200 color images with different facial expressions, illumination conditions, and occlusions (sun glasses and scarf) for 126 subjects. For each individual, 26 pictures were taken in two separate sessions. In our experiment, we use the morphed images provided by [36] . These color images are resized to 32 Â 32 and converted to gray-level images. Some sample images from AR face database are shown in Fig. 2 .
To quantitatively evaluate the experimental results, we used two metrics: the accuracy (AC) and the normalized mutual information (MI) to measure the clustering performance. The AC is defined as
where n is the total number of samples and r i and s i denote the obtained cluster label and the actual label of image x i . dðx,yÞ ¼ 1 if x¼y and dðx,yÞ ¼ 0 otherwise, and map(r i ) is the permutation mapping function [37] that maps each cluster label r i to the equivalent label from the data corpus. The best mapping can be found by using the Kuhn-Munkres algorithm. Mutual information is defined as follows: let C denote the set of clusters obtained from the ground truth and C 0 denote the set of clusters obtained from our algorithm. The mutual information between C and C 0 is defined as follows:
where p(c i ) and pðc 
Compared algorithms
To demonstrate the effectiveness of our LRNTF algorithm, we implemented K-means upon LRNTF and compared them with some of the state-of-the-art clustering algorithms, especially those based on matrix and tensor factorizations. The algorithms we compared include:
(1) Nonnegative matrix factorization-based clustering (NMF in short). We implemented K-means clustering after factorizing the image set with NMF.
(2) Nonnegative tensor factorization-based clustering (NTF in short). We implemented K-means clustering after factorizing the image set with NTF.
(3) Normalized Cut (NCut) [38] , one of the most popular spectral clustering algorithms widely used in image segmentation and clustering.
(4) Graph regularized nonnegative matrix factorization (GNMF) [21] . GNMF takes into consideration the manifold structure of the data space in nonnegative matrix factorization and is proven to outperform NMF-based algorithms in image clustering. Table 1 and Fig. 3 show the evaluation results on the Binary Alphadigits data set. The evaluation was conducted with cluster numbers ranging from 5 to 35. For each given cluster number k, 10 test runs were conducted on different randomly chosen clusters. The average accuracy is also shown in Table 1 . From the experimental results, we can see that our LRNTF algorithm outperform all other four algorithms on the entire scope. The following conclusions can be drawn from our experiments:
Image clustering performance
(1) From the experimental results, we observe that our LRNTF algorithm significantly outperforms NTF. The average clustering accuracy of LRNTF is 56.4%, with 7.1% edge over NTF. The average normalized mutual information of unsupervised LRNTF is 63.7%, nearly 9% gain over NTF. This suggests the importance of considering manifold structure in image clustering tasks. The conclusion is further reinforced by observing that NCut and GNMF, both taking manifold structure into consideration, achieve better performance than NMF and NTF, both only seeing the Euclidean structures in data space.
(2) We also observe that LPNTF outperforms GNMF by 3.1% in clustering accuracy and 3% in normalized mutual information. Meanwhile, NTF obtains 1% gain over NMF in clustering accuracy and 0.5% in normalized mutual information. The results indicate that preserving the tensor structure in image space will lead to better performance in clustering.
The evaluation results on the COIL-20 data set support similar conclusions. From Table 2 and time the advantage of considering the manifold structure in image space is more obvious, with unsupervised LRNTF outperforms NTF by 15.1% in average clustering accuracy and 19.9% in average normalized mutual information, respectively. Similar differences exist between GNMF and NMF. However,this time the effects of preserving the tensor structure in image space seem to be suppressed by the overwhelming edge gained in manifold learning. LRNTF and NTF take slight leads in average clustering accuracy by 1.7% and 1.5% over GNMF and NMF, respectively. The corresponding differences in average normalized mutual information are 1.3% and 0.2%. We also observed that as the number of clusters increase, the difference between LRNTF and GNMF, and the difference between NTF and NMF are blurred.
The experimental results on the two more noisy image data sets also show encouraging results. Table 3 and Fig. 5 show the evaluation results on the Binary Alphadigits superimposed with random noise. The evaluation was conducted with the same setting as the previous one on Binary Alphadigits. We observe a widened performance gap between LRNTF and other comparing algorithms. While the performance of other algorithms show certain observable degradation, the performance of LRNTF in this noisy data set stays relatively stable. This relative insensitivity to noise is also observed in NTF and NCut. We conclude both tensor representation and consideration of the underlying manifold structure contribute to this noise resistance, as is also noted in some previous work [39, 7] . LRNTF's insensitivity to noise is further demonstrated by the evaluation results on AR face database. The variations and facial disguises in AR face database make clustering substantially more challenging compared to that in Binary Alphadigits and COIL-20. Among the 126 subjects in this database, We randomly select a subset with subject (cluster) numbers ranging from 2 to 7 and perform image clustering in this subset. The 30 test runs were conducted on different randomly selected subjects. The average clustering accuracy and normalized mutual information are shown in Table 4 and Fig. 6 . The experimental results shows that LRNTF takes a significant lead over all the other comparing algorithms when there are no more than five subjects (clusters). As the number of subjects increases, the performance of all algorithms degrade and the difference between LRNTF and other algorithms become blurred. This can be explained by seeing that face images dwell on a rather limited subspace of the image space. As more subjects are selected, this subspace becomes densely populated and the noisy factors (occlusions, variations in facial expressions and illumination conditions) will render general image clustering algorithms infeasible. 
Parameter selection
LRNTF has two parameters: the number of nearest neighbors k and the regularization parameter l. We performed experiments with k varying from 2 to 10. Fig. 7 shows how the performance of LRNTF varies with different numbers of clusters k. As seen from the results, LRNPF achieves consistent good performance with k varying from 3 to 6 on Binary Alphadigits database and from 3 to 10 on COIL-20 database, respectively. We also performed experiments with l varying from 10 À 1 to 10 4 . Stable performance is achieved when l varies from 50 to 1000.
Image factors comparison
Previous work on NTF-based image factorization [7, 11] compared basis images factorized using NTF and NMF and discovered that some ''ghosts'' of invariant parts of an image set will be contained in multiple NMF factors, which contaminates the sparse representation. In contrast, the NTF factors tend to provide more sparse representations than NMF factors, leading to a higher compression rate. This observation is confirmed in our experiments. As shown in Fig. 8 , we find that factorized basis images from LRNTF and NTF provide better sparse representation than factors from NMF and GNMF. We also observed from Fig. 8 that by considering the manifold structures in image space, LRNTF and GNMF can provide a sharper decomposition into sparse components compared to encodings from NTF and NMF.
Conclusions and future work
In this paper, we presented a novel Laplacian regularized nonnegative tensor factorization method for image representation and clustering. LRNTF models the image space as a 3-way tensor and thus avoids information loss resulted by vectorizing images. Meanwhile, since image space is a sub-manifold embedded in high-dimensional ambient space, LRNTF takes into consideration the local geometrical structure in the factorization of image tensor by using graph Laplacian as a regularizer. As a result, LRNTF achieves better performance in image clustering tasks than NTF approaches that only see Euclidean structures in data space. Experimental results on standard image databases show that LRNTF provides more effective image representation and achieves better performance in image clustering, while at the same time being more insensitive to noise.
There are several interesting problems to be investigated in our future work:
1. The algorithms presented in this paper are based on a 3-way tensor representation of image space. However, our method can be naturally extended to data space of higher dimensions. For instance, video space can be modeled as a 4-way tensor and we expect tensor-based methods can provide better representation for video.
2. Graph Laplacian is used in our method as regularizer to incorporate the local geometrical structure in NTF. As there exist many different manifold learning algorithms, such as LLE [34] , local learning [40] etc., it would be interesting to explore various manifold regularization techniques in NTF. 
