For a stable matrix A with real entries, sufficient and necessary conditions for A y D to be stable for all non-negative diagonal matrices D are obtained. Implications of these conditions for the stability and instability of constant steadystate solutions to reaction᎐diffusion systems are discussed and an example is given to show applications. ᮊ
INTRODUCTION
n n 1 Ž . Let f : R ª R be a C function and assume that f 0 s 0. Then u s 0 is an equilibrium solution to the system of ordinary differential equations du s f u . 1 . 1
Ž . Ž . dt
The equilibrium is locally asymptotically stable if the Jacobian matrix X Ž . A s f 0 is stable; namely, all the eigenvalues of A have negative real Ž w x. is the first to demonstrate that different diffusion coefficients can Ž . cause u s 0 to cease to be stable for 1.2 . Turing's idea has since been Ž w x . further explored by many authors see 2, 16᎐18 and references therein , and diffusion-driven instability has become an important mechanism for the emergence of interesting patterns in many model systems.
Ž . The stability of u s 0 for 1. Ž . sary and sufficient conditions such that s A y D F y␦ for some ␦ ) 0 Ž . that is uniform for all G 0. Here s B denotes the largest real part of all Ž . eigenvalues of a matrix B. Answers to problem 1 will give rise to conditions for the diffusion-driven instability to occur, whereas solutions to Ž . problem 2 will provide a way to prove the stability of constant steady-state for reaction᎐diffusion systems.
In this paper, we derive a set of conditions, which we call the minors Ž . Ž . condition, that seem to be at the heart of both problems 1 and 2 . We prove in Theorem 3.1 that, for a stable matrix A, the minors condition is necessary for A y D to be stable for all non-negative diagonal D. This allows a systematic way of detecting the occurrence of diffusion-driven X Ž . instability by checking the signs of principal minors of A s f 0 . For n F 3 or if A satisfies a stronger stability property, we prove in Theorem Ž 3.8 that the strict minors condition is sufficient and necessary for s A y . D F y␦ to hold for some ␦ ) 0 that is uniform for all G 0 and all non-negative diagonal D. This in turn implies that u s 0 is asymptotically Ž . stable for 1.2 with respect to all non-negative diagonal diffusion matrices. Furthermore, under a similar assumption, we prove in Theorem 3.9 that the strict minors condition is sufficient and necessary for all the principal submatrices of A to be stable. From a matrix theoretical viewpoint, this w x last result is interesting on its own right. Casten and Holland 1 have considered similar problems. For a positive diagonal matrix D, they prove Ž . the asymptotical stability of u s 0 for 1.2 under the assumption that A y D is stable for all G 0. For n F 3, they prove that a sufficient condition for this assumption to hold is that all the principal submatrices of A, together with A itself, are stable.
Cross-diffusion is not considered in our paper; the diffusion matrix D will be assumed to be diagonal throughout the paper. It is known that w x cross-diffusion can induce instability 12, 13, 17 . It is also known that diffusion and cross-diffusion can induce other types of instability such as Ž w x. Ž w x. finite time blowup of solutions see 14 or extinction of solutions see 9 .
The paper is organized as follows. In the next section, we provide necessary preliminary results. In Section 3, we study various matrix proper-Ž . Ž . ties related to the problems 1 and 2 stated above. Implications of these matrix properties for the instability and stability of a steady-state u s 0 Ž . of 1.2 are studied in Section 4. The paper ends with an example in Section 5.
PRELIMINARIES

Ž .
Let M R be the linear space of n = n matrices with entries in R, the n Ž .
Ž . field of real numbers, and let A s a g M R . For 1 F k F n, let I i j n=n n k denote the set second additive compound matrices are given in the Appendix for n s 2, 3, and 4. For a detailed discussion on compound matrices, the reader is w x referred to 4, 15 . Pertinent to the present paper is the following spectral
Let и denote a vector norm in R and the operator norm it induces in Ž . Ž . < < M R . The Lozinskiı measure on M R with respect to и is defined by n n Ž w x . see 3, p. 41
The Lozinskiı mea-Ž . < < < < sures of A s a with respect to the three common norms x s sup x ,
A Lozinskiı measure A dominates s A as the following lemma states; w x see 3 for a proof.
Let P g M R be invertible and let и be a given norm in R . Define a n < < n < < < < new norm и in R by x s Px and denote the Lozinskiı measures P P < < < < with respect to и and и by and , respectively. The following result
Ž . Ž .
P w x The following stability criterion is proved in 10, Theorem 3.2 .
THEOREM 2.3. For A to be stable, it is sufficient and necessary that
The proof for the sufficiency in Theorem 2.3 is an easy application of w2x Ž w2x . the spectral properties of A . In fact, A -0 implies that the eigenvalues of A satisfy Re q Re -0, i / j, and thus can have at i j Ž . n Ž . most one non-negative real part. The condition y1 det A ) 0 then w x implies that all the real parts are negative and hence A is stable. See 10 for the proof of necessity and for an application in epidemic models. 
STABILITY AND INSTABILITY RESULTS FOR MATRICES
Proof. It suffices to show the existence of D G 0 such that
In the light of Theorem 3.1, the following question is natural. Suppose
, it is easy to see that the answer to the question is affirmative. For a general matrix A, we provide an answer in the next two theorems.
Ž . k Ž Ž .. Proof. The necessity follows from Theorem 3.1. To show the sufficiency, we use the Routh᎐Hurwitz conditions for the stability of matrices w x 3 . In the cases n s 1 or n s 2, the proof is straightforward. For n s 3, Ž . let A s a . The Routh᎐Hurwitz conditions state that A is stable if
and only if 
. Ž . 
Ž . 
Ž .
A matrix B s b is said to be diagonally dominant in rows or in , we arrive at the following corollaries. Ž . a n F 3 and A is stable.
Ž . b
A is strongly stable. 
STABILITY AND INSTABILITY IN REACTION᎐DIFFUSION SYSTEMS
5
Ž n . Let и denote the supreme norm in the space C ⍀ ª R of continu-Ž . ous functions. A steady-state solution u x to the reaction᎐diffusion Ž . system 1.2 is stable if, for any ⑀ ) 0, there exists ␦ ) 0 such that 5 Ž . Ž .5 5Ž . Ž .5 u 0, x y u x -␦ implies u t, x y u x -⑀ for all t G 0. The solu-Ž . tion u x is said to be asymptotically stable if it is stable and there exists 5 Ž . Ž .5 5Ž . Ž .5 ␦ ) 0 such that u 0, x y u x -␦ implies u t, x y u x ª 0 as t ª Ž . Ž w x. ϱ. We say that u x is unstable if it is not stable see 1, 19 . Suppose the X Ž . Jacobian matrix A s f 0 is stable. Then u s 0 is a locally asymptotically Ž . stable equilibrium for the kinetic system 1.1 . We study the stability of the Ž . constant steady-state u s 0 of the diffusive system 1.2 via the linearized Ž . system 1.3 . the initial value problem of the linear system of ordinary differential equations in R n , From an application viewpoint, Theorem 4.1 provides a simple and systematic way of detecting the occurrence of diffusion-driven instability in Ž . a general diffusive system 1.2 . The regions for diffusion matrices that give rise to instability can be so found that A y D, for some , has an k k w x eigenvalue with positive real part. We refer the readers to 8, 16 for discussions on instability regions. A r2.
AN EXAMPLE FROM EPIDEMIOLOGY
Consider a mathematical model in epidemiology,
Ž .
5.1
Ž where S, E, I, and R denote the fractions of susceptible, exposed infected . but not yet infectious , infectious, and recovered individuals in a population and S q E q I q R s 1. The model describes the population dynamics for an infectious disease that spreads in the host population through direct contact of hosts. The parameter b is the birth rate, ␣ the diseasecaused death rate, ␥ the recovery rate, and ⑀ the rate at which the exposed individuals become infectious. The parameter is the effective per capita contact rate among individuals. For the derivation and a w x detailed analysis of the model, we refer the reader to 11 . Note that R does not appear in the first three equations; this allows us to study the system S X s b y bS y IS q ␣ IS, E X s IS y ⑀ q b E q ␣ IE, Ž .
5.2
and determine R from R s 1 y S y E y I. w x Ž . It is shown in 11 that the global dynamics of 5.2 is controlled by the basic reproduction number
Ž . More specifically, if F 1, the disease-free equilibrium P s 1, 0, 0 is 0 globally asymptotically stable in the feasible region. If ) 1, the disease U Ž U U U . becomes endemic and a unique endemic equilibrium P s S , E , I U U U Ž w x. with S ) 0, E ) 0, I ) 0 is globally asymptotically stable see 11 .
Ž . The population in model 5.2 is assumed to be spatially homogeneous. It is important to investigate whether and how the spatial heterogeneity Ž . will affect the disease dynamics in 5.2 . If the movement of individual hosts is approximated by diffusion, one arrives at the diffusive model Ž U . of J P are negative, and all the 2 = 2 principal minors are non-negative. Ž Ž U ..
U
The relation det J P -0 follows from the local stability of P with Ž . respect to 5.2 . 
APPENDIX
For n s 2, 3, and 4, the second additive compound matrix of an n = n Ž . matrix A s a is, respectively, 
