Questions of mean convergence of classical orthogonal expansions and rates of divergence of their Lebesgue constants are dealt with, under two aspects. The first aspect is that the known results for Jacobi, Laguerre, and Fourier-Bessel series can be seen to be closely related to each other with respect to the kind of singularities in their Sturm-Liouville equations. The second, and the main aspect is to show that the rate of divergence of the Lebesgue constants for Fourier-Bessel series, which were unknown so far, fits well into this interpretation. For the latter purpose we use the Hankel translation in order to reduce the kernel of the Fourier-Bessel partial sum to a function of one variable, a representation of which is derived by the residue calculus. This method of proof is also discussed in connection with the methods used for the other orthogonal systems and with possible generalizations to more general eigenfunction expansions.
INTRODUCTION
We consider eigenfunction expansions arising from Sturm-Liouville equations of the form -g [s(x) $ Y(X)1 + b+) -q(x)1 Y(X) = 0 (1.1) expansions one has equiconvergence in the mean with the Fourier series; i.e., they converge in the weighted Lebesgue spaces LP, for 1 < p < co [ 17,281. Thus it is natural to look for similar results concerning mean convergence of singular eigenfunction expansions, where the role of the Fourier series is probably taken over by some other classical singular eigenfunction expansion. Clearly, the kind of singularity of a Sturm-Liouville equation should be decisive of the mean convergence behavior for such an expansion, but, in view of the variety of isolated convergence results on Jacobi, Laguerre, and Fourier-Bessel series, it is by no means obvious how to formulate explicitly the connection between the kind of singularity and the mean convergence properties. Our first objective here is to study this connection.
The two concepts themselves will be lixed as follows. Let x,, be a finite endpoint of the interval Z (singularities at infinity will not be considered here), and let the functions s and w in (1.1) be given such that s(x)/(]x -x01 W(X)) tends to a positive constant when x -+ x0, x E I; then the exponent a in the relation W(X) N ]x -xO]O, x + x,,, x E Z, will be called the order of the singularity of (1.1). In case there are two singular endpoints with respective exponents a and /.? in w(x), we choose the larger one. Notice that the condition on s and w can always be satisfied by a substitution of the independent variable x. The mean convergence behavior of an eigenfunction expansion will be described by two characteristic quantities as follows. Let S,(f; x> = .f k=l denote the partial sums of the eigenfunction expansion of a function f, where the hk's are normalization constants and f is supposed to belong to one of the Lebesgue spaces LW) = I g; II &p,(,, = 11 ~g(x)l~w(x)dx~lA< mj (l<p< co). (1.3)
I
As the characteristic quantities we take the least values p,, and r0 such that Il~".f-fIIL,-0 ( n+co;Po<P<q09 ;+;= l,fEL:: J 9 and II %IltL;I = WY (n + co).
The main purpose of this paper is to state a relationship between the order of singularity a and the quantities po, ro, which covers the Jacobi, Laguerre, and Fourier-Bessel expansions. Here the terms Jacobi expansion, etc., are understood in the wide sense; i.e., each of them stands for the entire class of expansions arising from various transformations of the classical Jacobi DE via the setting (1.2), (1.3). So we first have to put their SturmLiouville equations into a normalized form with respect to their singularity order (cf. (2.1)). From known results of Pollard, Muckenhoupt, Benedek, and Panzone the quantities po, rO can be determined, except the r,, of the Bessel expansion, and it turns out that in all three cases one has (Theorems 1 and 2)
As yet, the remaining quantity, i.e., r. for the Fourier-Bessel expansion, has not been determined, and it takes the major part of this paper to show that (1.5) also holds in the Bessel case (Theorem 3) . After all, the latter result may be not surprising, but its proof is rather different from that of Theorem 2. This is because the Fourier-Bessel expansion is not of polynomial type as, in principle, the Jacobi and Laguerre expansions are. Thus, some nice properties of orthogonal polynomials as, e.g., the Christoffel-Darboux formula or certain summation formulas, are no longer at one's disposal. It is therefore an additional purpose of this paper to examine how far the methods used for polynomial expansions are transferable here, or have to be modified. It turns out that, after writing the Bessel partial sum as an integral operator, it is still possible to reduce its kernel to a function of one variable by means of a translation operator. though an additional problem occurs (cf. Sect. 3) which is of its own interest. Moreover, the role of the summation formula is taken over by a kernel representation obtained via the residue calculus. Here the results are of a much more complicated nature than for polynomial series. In this sense, progress in the particular Bessel case may also be of interest for the study of general eigenfunctions expansions.
MAIN RESULTS
The types of Jacobi, Laguerre, and Bessel eigenfunction expansions are defined via the Sturm-Liouville equations
Notice that they are given in a form with corresponding singularity order a in an endpoint x0 of the intervals I, namely in x0 = 1 in the first case and in x,, = 0 in the two other cases. Under the hypothesis that their solutions belong to Li and are uniformly bounded on 1, with the normalization that y(x) tends to 1 when x tends to x0, and that y( 1) = 0 in the Bessel case (2.lc), the eigenfunctions and eigenvalues of the equations (2.1) are yk(x) = R '$:4, (x) = P;!, (x)/P;rp, (1 ), A, = (k -l)(k + a + P), (2.2a)
~~(4 = jt (fi) = 2"r(a + l)(~,~ \/j;)P Ja(ck,u dQ I, = + c:,, (2.2c) for k E N. Here, PF14 and L; denote the Jacobi and Laguerre polynomials, respectively, J,(x) the Bessel function of the first kind, and c,+ its successive positive zeros. In (2.1), only the Jacobi DE is given in its usual form, while the two other DE's are transformed versions of the DE's of the Laguerre polynomials and of the Bessel functions [29] ,
By SEY4, Y;, and S'; let us denote the Jacobi, Laguerre, and FourierBessel partial sums, respectively, defined according to (1.2), (2.2), with w(x) = w,,,(x) = (1 -x)O (1 + x)~ in the Jacobi case and W(X) = w,(x) = x" in the two other cases. Our first observation is that in each of these cases the quantity p. depends in the same way on the singularity order a. Moreover, the convergence behavior of the Jacobi and Fourier-Bessel expansions is still the same when -1 < a < -4, whereas in the Laguerre case the second singularity of DE (2. lb) at infinity requires confining a to non-negative values.
The proof of part (i) of Theorem 1 is due to Pollard [25] (cf. also ]23]), and the proof of the two other parts follows by suitably choosing the parameters in the convergence theorems of Muckenhoupt [24] and of Benedek and Panzone [5] , respectively. Notice that the Askey-Wainger result on mean convergence of Laguerre series [2] is subsumed in part (ii) for a = 0 only. So the point here is rather a particular selection and interpretation of known results than their derivation. A brief review of results on mean convergence for Fourier-Bessel series may illustrate the nature of this selection.
There are contributions, e.g., by Wing [31] , Hochstadt [ 191, Generozov [ll] , Gilbert [12] , and Gol'dman [ 131, as well as Benedek and Panzone [4,5 1. As to the types of expansions treated in these papers consider the orthogonal relation provided the coefficients @Y(f) = Jtf(t) ~&*y(t) t2Yt1 dt exist for f ~LP,(2LNI, Wing [3 1 ] was the first to solve this problem for each a > -f in the two particular cases y = /.I = -f and y = /3 = 0. The most general result for a > -1 is due to Benedek and Panzone who chose y = 0, but let the weight parameter j? be unrestricted. By substituting x into \/;; in (2.4) it follows at once that the type of convergence in Theorem 1 (iii) can be described by the parameters y = /3 = a > -i. In order to make the result of Benedek and Panzone applicable here, we set g(t) = t"f(t) and rewrite (2.4) with ~=/?=a into
Thus our selection in Theorem 1 (iii) corresponds to the case y = 0, p = a( 1 -p/2). Concerning ro, the other characteristic quantity, for Jacobi and Laguerre expansions one has The proof of part (i) follows by a combination of arguments due to Askey, Hirschman, Wainger, Gasper, Rau, and Larch (cf. [ 1, 3, 10, 27, 20] ). The order of the Lebesgue constant in part (ii) was recently found by Gdrlich and the author [ 141, while the value of the constant ,tp, will be given here. For a = 0 compare also [22] .
The method of proof of Theorem 2 will serve us as a pattern for the Bessel case. The verification of both parts proceeds in three steps. First the respective convolution structures [3, 10, 141 are applied to identify the operator norms of the partial sums with the Lt. norms of their reduced kernels Thus, the Lebesgue functions of the two expansions attain their maxima in the respective end points t = 1 and t = 0. Second, by a well known property of orthogonal polynomials [29, Theorem 3.1.41 the reduced kernels can be represented in closed form by Kyyx, 1) = 2-"-4 T(n+a+P) r(a + l)r(n +P) P;':qQ
The last step is to determine asymptotic expansions of their norms; for the Jacobi case see [27, 20] . ,ft112 t o(n a+1'2) (n+ co). I
Our main objective is to determine the order r. of the Lebesgue constant of the Fourier-Bessel expansion. Originally, this translation was introduced for defining the convolution structure of the Hankel transform on the positive half-axis (cf., e.g., [7, 16, l&8] ). Here we apply q to the Fourier-Bessel series. But, as compared with the ordinary translation r,(f; x) = f(x + t), which can be applied to the Fourier transform associated with the line group as well as to the Fourier series on the torus, the situation here is much more involved.
In fact, the Hankel translation satisfies qyj;; x) = .cxx) .m (kEN;x,t>O,a>-!). Thus, the Lebesgue function A;(t) of (2.6) can be written as ~FxO = II ~FX% 0); x)llL$(29+,,(o.1~ = ;j; Ifp2(JX -tl, 0) + K,"2(X + t, O)l dx, a=-;, (3.2) .X+t
In order to prove that A;(t) attains its maximum at t = 0, one has to show that uniformly in t E [0, 11. In the following, (3.3) will be confirmed for -f < a ,< 4. The difficulty in proving ( An application of Lemma 1 to K;(x, 0) immediately yields (3.3) for a = f 4, so that in these cases the assertion of the following Lemma 2(i) is established. For general a > -f , one obtains an upper bound for the Lebesgue constant (2.6) in terms of the reduced kernel by interchanging the order of integration on the right-hand side of (3.2). As will be proved in Section 5, this can also be used to derive 
INTEGRAL REPRESENTATIONS OF THE REDUCED BESSEL KERNEL
First let us note some properties of the Bessel functions to be used later; see, e.g., [9, 30] Both representations are based on the calculus of residues. While (4.4) can be considered as an extension of a method which, apart from later contributions of Young and Watson, dates back to Hankel and Schllfli (cf. [30, Ch. 18]), the second representation (4.5) will be proved by extending a method due to MacRobert [21] . The latter has also been used by Wing Indeed, the integral of f Z" + ' Hz'(xz) (which has a continuous extension to the origin) over the positively-oriented rectangular contour with vertices fMn,a and fM,,, + Bi is zero for each B > 0. The sum of the integrals along the vertical sides tends to (-1) times the left-hand side of (4.6), while the integral over [-M,,,, M,,,] gives the right-hand side of (4.6). The integral over the other horizontal side vanishes as B -+ 03.
It should be mentioned that the representation (4.5) admits a comparison with the representations of the reduced Jacobi and Laguerre kernels (2.5). Choosing for M,,,, in particular, the zeros c,,, + , of J, + I which interlace the zeros c,,, and c,+,,, of J,, and dividing the first term of (4.5) by the factor 2"r(a + 1) xn of KE(x, 0), the resulting term becomes proportional to the Bessel eigenfunctions j:"(x), which corresponds to the summation formulas (2.5). Unfortunately the second term in (4.5), being of the same order as the first, cannot be neglected. To demonstrate the latter fact it suffices to consider the particular cases a = k f , where the reduced kernels Kc(x, 0) are known explicitly. We employ the identities (0 < x < 2) Thus we have found the main term of the representation (5.1) as well as a majorant for I r(M,,, , x)1 which will be used to verify (5.2).
The main difficulty here is that the majorant becomes singular if x tends to 2. This is compensated partly by the function q$ in (5.2) . Indeed, by definition (3.5) T(a + 1)
[l 42)a-l'2( ;;-)"""/ du is non-negative, as is the term in curly brackets, provided that -3 < a < j. Moreover, qa + 1) I -t/2 = 2 qa + 1,2)q1,2)
(1 -u2Y-1'2 du < 1 (O<t<l). I -1
Proof of Theorem 3. The assertions for a = -4 as well as for -f < a < 4 follow by inserting Lemma 4 into Lemma 2 (i). The constant A, can be determined in a similar way as was the constant -c9u in the proof of Theorem 2 (ii).
For a > 4, we use Lemma 2 (ii). Inserting the asymptotic expansion of Kz(x, 0) of Lemma 4 into the lower bound A;(O), it follows that the Lebesgue constant is at least of order nnt "2. In view of (5.8), the upper bound is majorized by Here the uniform boundedness of w:(x) in x and t has been used which follows for general a by (5.9) and (5.6). B
CONCLUDING REMARKS
In a forthcoming paper it will be shown that the close correspondence between the order of singularity a and the characteristic quantities of mean convergence is not confined to the three cases treated above, but holds e.g. for eigenfunction expansions associated with certain variants of the Jacobi, Laguerre, and Bessel differential equations.
We add a remark concerning the distinction between regular and irregular singular points of a DE given in the form y" + P(z) y' + Q(z) y = 0 (cf. [6, Ch. 91) . For each of the cases treated in Theorem 1 the singular point x0 is regular. For a tending to infinity, however, (z -zo) P(z) diverges and thus the singular point becomes irregular. On the other side, the corresponding interval of mean convergence degenerates to the point p = 2, as a --) co, and the Lebesgue constant no longer exists. So it is natural to conjecture that an eigenfunction expansion with a (finite) irregular singular point in its DE converges in Hilbert space only. Here the well-known result of Pollard [ 25, II] fits well which states that the expansion in the Laguerre polynomials, i.e., in the eigenfunctions of (2.3b), converges iff p = 2. Indeed, from (2.3b) one has P(z) = (a + 1)/z -1 and Q(z) = k/z which both do not satisfy the conditions of a regular singularity at infinity. However, when looking at the type of Laguerre expansion associated with the DE (2. lb), the picture is disturbed. Here P and Q are given by P(z) = (a + 1)/z and Q(Z) = A/z -d and hence the singular point at infinity is irregular since z'Q(z) is unbounded for (z ( + co. On the other hand, P(z) behaves regularly at infinity. This indicates that it is the behavior of P(z) rather than of Q(z) which is responsible for the convergence behavior of the corresponding eigenfunction expansions.
