Changes in ocean properties and circulation lead to a spatially non-uniform pattern of ocean dynamic sea-level change (DSLC). The projections of ocean dynamic sea level presented in the IPCC AR5 were constructed with global climate models (GCMs) from the Coupled Model Intercomparison Project 5 (CMIP5). Since CMIP5 GCMs have a relatively coarse resolution and exclude tides and surges it is unclear whether they are suitable for providing DSLC projections in shallow coastal regions such as the Northwestern European Shelf (NWES). One approach to addressing these shortcomings is dynamical downscaling -i.e. using a high-resolution regional model forced with output from GCMs. Here we use the regional shelf seas model AMM7 to show that, depending on the driving CMIP5 GCM, dynamical downscaling can have a large impact on DSLC simulations in the NWES region. For a business-as-usual greenhouse gas concentration scenario, we find that downscaled simulations of twenty-first century DSLC can be up to 15.5 cm smaller than DSLC in the GCM simulations along the North Sea coastline owing to unresolved processes in the GCM. Furthermore, dynamical downscaling affects the simulated time of emergence of sea-level change (SLC) above sea-level variability, and can result in differences in the projected change of the amplitude of the seasonal cycle of sea level of over 0.3 mm/yr. We find that the difference between GCM and downscaled results is of similar magnitude to the uncertainty of CMIP5 ensembles used for previous DSLC projections. Our results support a role for dynamical downscaling in future regional sea-level projections to aid coastal decision makers.
Introduction
An increase in coastal sea level has major socioeconomic impacts as it can lead to, for instance, flooding, erosion, saltwater intrusion and the decline of coastal wetlands (Nicholls and Cazenave 2010) . However, the magnitude of sea-level change (SLC) varies for different locations (Church et al. 2013) . Regionally, projected SLC can deviate up to 50% from the global mean (Kopp et al. 2014; Slangen et al. 2014) . This spatially non-uniform pattern of relative SLC is the result of different contributions, such as changes in the ocean and atmosphere, land ice mass change, vertical land motion (VLM), glacial isostatic adjustment (GIA) and terrestrial water storage (TWS) (Church et al. 2013) . Here, we focus on ocean dynamic sea-level change (DSLC) due to local changes in sea-water density and local convergence or divergence of mass (steric and manometric SLC respectively, Gregory et al. 2019 ).
3
Projections of DSLC driven by climate change scenarios are commonly made with the output of coupled global climate models (GCMs, e.g. Slangen et al. 2012 Slangen et al. , 2014 Church et al 2013; de Vries et al. 2014; Kopp et al. 2014; Palmer et al. 2018) . Simulations of these models can be obtained from the Coupled Model Intercomparison Project Phase 5 (CMIP5) database (Taylor et al. 2012) . At the time of writing CMIP6 models are being released (Eyring et al. 2016) . Computational constraints limit the horizontal ocean resolution of CMIP5 GCMs to about 100 by 100 km, but horizontal resolution varies considerably across the CMIP5 model ensemble. The vertical resolution of most GCMs is limited in shallow regions due to their unevenly spaced vertical levels at fixed depths (z-coordinates). Additionally, GCMs omit tides and storm surges. However, in shallow shelf seas such as the North Sea, small-scale bathymetric features and hydrodynamical processes such as tidal mixing can be important for simulating DSLC. Furthermore, an increased horizontal ocean resolution can give enhanced eddy activity (Suzuki et al. 2005; Penduff et al. 2010) , which affects simulated sea-level variability. Thus, GCMs may not be the most appropriate means for providing DSLC projections in coastal regions. For local stakeholders and impact studies projections at a finer spatial resolution are also desired.
Sea-level projections at a finer spatial resolution can be obtained by downscaling, which is a technique to obtain regional to local detail from larger scale information (Rummukainen 2010) . Here, we focus on dynamical downscaling by using a high-resolution regional climate model (RCM) . Dynamical downscaling has previously been applied to study present-day hydrodynamics and the regional impact of future climate change for the North Sea and the Northwestern European Shelf (NWES) region (see Schrum et al. (2016) for a comprehensive review). These studies have mainly focused on future changes in ocean temperature, salinity and circulation (e.g. Ådlandsvik 2008; Holt et al. 2010 Holt et al. , 2018 Mathis et al. 2013; Mathis 2013; Tinker et al. 2015 , Mathis et al. 2017 ) and primary production and biochemistry (e.g. Wakelin et al. 2015; Holt et al. 2016) . Extreme sea levels and tides have mainly been studied with barotropic models (e.g. Sterl et al. 2009; Howard et al. 2010; Pickering et al. 2012; Ward et al. 2012; Pelling et al. 2013; Pelling and Green 2014; Cannaby et al. 2016; Idier et al. 2017; Palmer et al. 2018; Howard et al. 2019) . DSLC on the NWES however, has not extensively been studied with RCMs, with the exception of Mathis (2013) who analyzed the seasonal variation of 100-yr sea-level trends in the North Sea with the HAMSOM model. Consequently, the effects of downscaling DSLC projections for this region have not been fully quantified.
In other geographic regions dynamical downscaling is known to affect DSLC projections substantially. Zhang et al. (2017) used a 1/10° near-global ocean model (75°S to 75°N) driven by the atmospheric forcing of an ensemble of 17 CMIP5 GCMs for Australia. The downscaled DSLC was found to differ 1-3 cm from the original projections along the Australian coast, and was up to 20 cm larger further offshore. For the North Pacific, downscaled DSLC was computed with the regional ocean model ROMS (¼° by ¼°) for three different driving CMIP5 GCMs (Liu et al. 2016) . Along the coast of Japan, downscaled DSLC can differ up to 10 cm from the original DSLC depending on the driving GCM.
In this study we assess the importance of dynamical downscaling for the NWES region and quantify the uncertainties related to constructing regional DSLC projections with CMIP5 GCMs. We do this by downscaling the simulations of two CMIP5 GCMs with a regional shelf seas model (the Atlantic Margin Model (AMM7), O'Dea et al. 2017) and comparing the results with the original simulations for two different representative concentration pathways (RCPs, Meinshausen et al. 2011 ). In addition, we discuss projected changes in the seasonal cycle of sea level in our simulations, which appears to be a gap in the current literature (e.g. Slangen et al. 2014; Kopp et al. 2014; Meyssignac et al. 2017; Palmer et al. 2018) but is an important aspect of extreme sea levels and tides (Pugh 1987) . We assess whether the increased spatial and temporal resolution of our downscaled simulations leads to more realistic simulations of sea level on subannual timescales.
We start by presenting our downscaling setup and the methods and observational data used to evaluate our simulations in Sect. 2. Next, we show in Sect. 3 that dynamical downscaling improves historical GCM simulations compared to observations of sea surface temperature (SST), sea surface salinity (SSS), mean dynamic topography (MDT) and sea-level variability on seasonal-to-interannual timescales. We will discuss the large differences that dynamical downscaling can introduce in terms of annual mean DSLC and its different components in Sect. 4, and how these differences depend on the driving GCM and climate change scenario. In Sect. 5 we focus on subannual timescales and analyze the projected changes in the seasonal sea-level cycle of the GCM and downscaled simulations. We end with a discussion and our conclusions in Sect. 6.
Data and methods
Here, we introduce the RCM and GCMs (Sect. 2.1) followed by our downscaling set-up (Sect. 2.2). Next, we discuss how we decompose DSLC in our analysis (Sect. 2.3). Finally, we present our framework to compare the sea surface height (SSH) output of the different models (Sect. 2.4) and to compare to observational data (Sect. 2.5).
NEMO AMM7 and the CMIP5 GCMs
We use the AMM7 (Coastal Ocean version 6) configuration of the primitive-equation modeling framework Nucleus for European Modelling of the Ocean (NEMO) V3.6 (Madec and NEMO Team 2016) to downscale long-term simulations of two CMIP5 GCMs. AMM7 is a hydrodynamic model of the NWES region that has been extensively described and validated, and is being used for operational ocean forecasting (O'Dea et al. 2012 (O'Dea et al. , 2017 and marine reanalyses (Renshaw et al. 2019) . Its domain (henceforth the NWES region) extends from 20°W to 13°E and from 40°N to 65°N (Fig. 1a ), allowing to internally resolve the exchange of water across the shelf break. The horizontal resolution is 1/15° latitude by 1/9° longitude, or nominally 7 by 7 km. Thus, on the shelf AMM7 does not resolve the internal Rossby radius (~ 4 km) (O'Dea et al. 2012) and is not eddy-resolving, but can capture smallscale topographical features that GCMs cannot. AMM7 has 50 vertical levels with hybrid z-coordinates (Siddorn and Furner 2013; see O'Dea et al. 2012 and Madec 2016 for details on handling horizontal pressure gradient errors). As a result, processes such as vertical mixing and bottom boundary layers will be handled better than in CMIP5 GCMs, in which the mean depth of the North Sea (~ 80 m) is represented by only 7-8 vertical levels.
We downscale the simulations of two example CMIP5 GCMs (Taylor et al. 2012 ) commonly used for sea-level projections, namely HadGEM2-ES (Collins et al. 2011) and MPI-ESM-LR (Giorgetta et al. 2013 ). Up to 2005, the CMIP5 GCMs are forced by observed greenhouse gas concentrations, and from 2006 to 2099 by the RCP4.5 (intermediate) or RCP8.5 (business-as-usual) scenario (Meinshausen et al. 2011) . These simulations are used to force AMM7 from 1972-2099. AMM7 is spun up from 1972 to 1979; analyses are done for 1980-2099. Here we only show results for RCP8.5, whereas we show results for RCP4.5 in the Supplementary Information, as DSLC for RCP4.5 is spatially similar to that for RCP8.5 but smaller in magnitude.
The ocean component of HadGEM2-ES has 40 vertical z-levels (maximum of 17 on the shelf) and a horizontal resolution of 1° by 1° (~ 85 km) on the NWES. The ocean component of MPI-ESM-LR also has 40 vertical z-levels (maximum of 12 on the shelf) and a bipolar grid with poles on Greenland and in the Weddell Sea. The curvilinear grid has an approximate resolution of 0.45° latitude by 0.82° longitude (~ 50 km) in the central North Sea, with increasing horizontal resolution toward Greenland. As a result, MPI-ESM-LR includes several topographical features which are not captured in HadGEM2-ES, such as the Norwegian Trench, the English Channel and the Irish Sea (Fig. 1b, c) . 
Downscaling setup
The GCM simulations are prescribed to AMM7 as boundary conditions at the lateral ocean boundaries and at the surface in a "one-way nesting" approach. For clarity, from now on we will refer to the simulations of HadGEM2-ES and MPI-ESM-LR as GCM-HAD and GCM-MPI, respectively. The downscaled simulations from AMM7, driven by HadGEM2-ES and MPI-ESM-LR, will be referred to as RCM-HAD and RCM-MPI, respectively.
Atmospheric forcing
The atmospheric surface forcing is obtained from simulations of the Rossby Centre regional atmospheric model RCA4 (Strandberg et al. 2014) . RCA4 has been used to dynamically downscale the atmosphere component of GCM-HAD and MPI-HAD for the European Coordinated Regional Downscaling Experiment (CORDEX) domain (Giorgi et al. 2009 ). Direct fluxes are used rather than bulk formulae: atmospheric pressure, precipitation minus evaporation and long-wave radiation are prescribed daily and 10 m wind and short-wave radiation 6-hourly.
Since no downscaled preindustrial atmospheric forcing is available from RCA4, we did not downscale the preindustrial control runs of HadGEM2-ES and MPI-ESM-LR. Control runs can be used to correct SSH for spurious model drift (Sen Gupta et al. 2013) . As model drift is small compared to forced trends especially on the shallow continental shelf (Sen Gupta et al. 2013) , we expect that dedrifting will not significantly impact our findings, in particular not the comparison between GCM and downscaled simulations.
Lateral boundary conditions
The lateral boundary conditions consist of monthly mean temperature and salinity, barotropic currents and SSH, which are derived from the GCMs and interpolated onto the AMM7 grid. Temperature, salinity and barotropic currents are directly prescribed, and a relaxation zone of 10 grid points with a tanh-shaped relaxation parameter relaxes the internal solution to the prescribed boundary values (Madec and NEMO Team 2016) . SSH, and additionally 15 tidal constituents, are indirectly prescribed: a Flather radiation condition (Flather 1976 ) corrects the depth-mean velocity normal to the lateral boundaries based on the SSH gradients between the internal solution and the lateral boundaries (Madec and NEMO Team 2016) . Directly prescribing SSH and prescribing barotropic currents through radiation conditions instead was found to be detrimental to the simulation of tides. SSH is derived from the 'zos' field of the driving CMIP5 GCMs, which gives SSH anomalies with respect to a time-invariant geoid. We ensured that global mean 'zos' is 0 m by removing the global mean at each timestep prior to generating the boundary conditions. The SSH boundary conditions were anomalized with respect to their spatial and temporal mean and for reasons of numerical stability an offset of 0.5 m was added.
River run-off and Baltic outflow
We simulate river run-off with the Total Runoff Integration Pathways (TRIP) river routing model (Oki and Sud 1998) using the daily run-off from RCA4. Exchange with the Baltic Sea through the Danish Straits and the Kattegat occurs at too small scales to resolve in AMM7. Instead, a climatology is used for temperature, salinity and barotropic currents for the Baltic inflow to the North Sea following O' Dea et al. (2017) . As a consequence, downscaled DSLC along the Norwegian coast will be biased to present-day conditions.
Computing changes in bottom and atmospheric pressure and the local steric effect
To analyze the drivers of DSLC (Sect. 4.2), we decompose simulated DSLC into changes due to manometric change (local convergence/divergence of mass, which is related to bottom pressure change) and due to the local steric effect (depth-integrated density changes of the water column) as follows (Ponte 1999; Gregory et al. 2019) :
where refers to SSH, t to time, g is the gravitational acceleration, the density and 0 a constant reference density at sea level, p b the bottom pressure, p a the atmospheric pressure and H the local ocean depth. Bottom pressure changes (r.h.s. of Eq. (1), first term) and local steric changes (r.h.s. of Eq. (1), second term) are directly available from AMM7 output, but not for both GCMs. For the GCMs we therefore compute local steric change from the 3D fields of temperature and salinity, using the Gibbs SeaWater (GSW) toolbox (McDougall and Barker 2011) of the Thermodynamic Equation of SeaWater 2010 (TEOS-10). Thermosteric and halosteric SLC can be computed similarly, keeping respectively salinity and temperature constant. We subsequently compute bottom pressure change from Eq. (1). Differences in twenty-first century local steric SLC on the NWES between the direct AMM7 output and the GSW computation are less than 4 mm, so the methods are comparable.
Atmospheric pressure changes ( p a ) also contribute to bottom pressure changes ( p b ) . Their effect on sea level, referred
to as the inverse barometer (IB) effect IB , is computed as follows (Stammer and Huttemann 2008) :
where p ′ a is defined as the local pressure anomaly with respect to the global area-weighted mean atmospheric pressure − p a as a function of location x and y , and time t . Here, for both the GCMs and downscaled simulations we compute p ′ a in Eq. (2) with respect to the global mean ( − p a ) obtained from the GCM simulations. We include the IB effect in the presented sea-level results unless stated otherwise.
Comparing DSLC in the GCMs with DSLC in AMM7
Both the CMIP5 GCMs and AMM7 apply the Boussinesq approximation. The Boussinesq approximation refers to replacing in-situ density by a reference density in all equations except the vertical momentum equation and the equation of state (Gill 1983) . As a result, Boussinesq models conserve volume rather than mass, and for global Boussinesq models the global-mean thermosteric sea-level change ('zostoga' in CMIP5 models) needs to be diagnosed. Boussinesq models are still influenced by a local steric effect (Griffies et al. 2014 ). Since we use one-way dynamical downscaling in a relatively small domain, we neglect the effect that refining the GCM regionally has on 'zostoga'. Since the spatial mean density changes in Boussinesq models while volume is conserved, the bottom pressure shows a physically spurious change (Griffies and Greatbatch 2012) following Eq. (1) (Sect. 2.3). AMM7 has Boussinesq dynamics like the GCMs, but only covers a limited region. Consequently, AMM7 does not conserve the same volume as the GCMs, leading to a different regional mean DSLC and a different (spurious) bottom pressure change.
Additionally, discrepancies in mass transport across the boundaries of the NWES region between the GCMs and AMM7 can result from the interpolation of the lateral boundary conditions (e.g. barotropic currents) from the parent grid onto the AMM7 grid and from the different representations of bathymetry, atmosphere and river run-off.
To directly compare DSLC in the GCMs with DSLC in AMM7, we correct the DSLC output of AMM7 for the differences in regional mean DSLC resulting from the Boussinesq approximation and from discrepancies in mass transport due to artefacts of the downscaling setup. A spatially uniform correction to prognostic Boussinesq SSH can be made a posteriori based on the spatial mean density change, but only for models with closed boundaries (Greatbatch 1994) . This applies to CMIP5 GCMs, but not to a nested regional
model. Instead, we apply a spatially uniform correction to the DSLC simulations of AMM7 by enforcing global mass conservation. To this end, we replace the area-weighted mean manometric SLC of AMM7 (regional mean DSLC due to bottom pressure change only, or equivalently, the total regional mass change) with the regional mean manometric SLC in the driving GCMs:
where Δ * AMM7 and Δ AMM7 refer to corrected and uncorrected DSLC of AMM7, respectively, as a function of loca- (1), excluding atmospheric pressure changes) in the NWES region, as simulated by AMM7 and the GCMs, respectively.
Observational data for model evaluation
AMM7 has been extensively tested and downscaling setups similar to ours have been validated against observations in previous studies (e.g. Tinker et al. 2015) . When forced by a preindustrial control run of HadGEM3, AMM7 reproduces interannual sea-level variability observed with satellite altimetry and tide gauges well (Tinker et al. submitted) . As different forcing introduces different biases, we will evaluate our historical simulations against observations in Sect. 3.
Model evaluation is complicated by internal variability: although the historical part of CMIP5 simulations is forced by observed changes in atmospheric composition (Taylor et al. 2012) , the timing of internal variability in the models is not expected to match the timing of observed variability. Therefore, we focus on the capability of our models to reproduce the observations in a statistical sense. We extend the historical period 1980-2005 of our simulations to 2017 using RCP8.5. The time periods used within this window depend on the availability of each observational dataset. Richter et al. (2017) compared 20-yr sliding windows of historical CMIP5 simulations (1850-2005) with satellite altimetry (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) in the Northern North Atlantic. They found little effect of internal variability on the correlation between simulated and observed mean dynamic topography (MDT), a measure of the average strength of geostrophic circulation. However, internal variability had a larger effect on the correlation with observed interannual sea-level variability and linear trends. Therefore, we compare satellite altimetry to simulated MDT, but use the longer records that tide gauges (TGs) provide to compare to simulated sea-level variability. A comprehensive comparison of TG records with simulated sea-level trends including the contributions of (3) VLM, GIA, TWS and land ice mass change is beyond the scope of this study. For MDT, we use the MDT CNES CLS18 product (Rio et al. 2014) , which provides the mean SSH above the GOCO05S geoid model for the period 1993-2012. The CNES MDT is based on a combination of GRACE and GOCE data, satellite altimetry and in-situ data, and is provided on a 1/8° by 1/8° grid.
Observations of SST are obtained from the Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) (Donlon et al. 2012; Roberts-Jones et al. 2012) , which combines satellite data and in-situ data. It is available at a resolution of 1/20° by 1/20° for the period 1992-2010.
Observations of SSS for 1980-2017 are derived from the EN4.2.0 dataset (Good et al. 2013) , which provides qualitycontrolled subsurface temperature and salinity measurements from profiling instruments and Argo floats. As the spatial and temporal resolution of EN4 in the NWES region are limited, we use EN4 only qualitatively. Similarly to Tinker et al. (2015) , we do not use the optimally interpolated dataset. Instead, we average salinity observations within the first 10 m below the surface over winter (DJF) and summer (JJA) months and assign them to the nearest grid cell of a 1/4° by 1/4° grid. Mean salinity values computed from less than 4 years of data are rejected.
We use monthly and annual TG records from the revised local reference (RLR) dataset obtained from the Permanent Service for Mean Sea Level (PSMSL) website (Holgate et al. 2013; PSMSL 2018) . We select TGs ( Supplementary Fig. 1 ) on the NWES with a series length of over 50 years and with data coverage of at least 28 years during 1980-2017 ( ≥ 75%). Stations in near proximity of the Baltic outflow are excluded, because exchange with the Baltic Sea is not resolved in any of our models (Sect. 2.2.3). Simulated annual mean SSH nearest to the TGs is subsampled based on the temporal coverage of each individual TG record.
The comparison of the GCM simulations with the AMM7 simulations, and of simulations with observations, involves datasets provided at different grids and resolutions. Throughout the paper, we will show all data on their original grids, as this best shows their spatial characteristics. When analyzing the differences between models, and between models and observations, computations are made and presented on the AMM7 grid to avoid losing the high-resolution information of AMM7. To this end, data with a different resolution and/ or land mask are bilinearly interpolated and ocean grid cells that were originally land are filled with nearest neighbor interpolation.
The impact of dynamical downscaling on historical simulations
In the following sections we compare the historical GCM and downscaled simulations of MDT (Sect. 3.1), SST and SSS (Sect. 3.2) and sea-level variability (Sect. 3.3) to observations and investigate the information that dynamical downscaling with AMM7 adds.
Mean dynamic topography
The observed MDT CNES CLS18 anomalies (w.r.t. the regional mean) for 1993-2012 show a northwest to southeast gradient ( Fig. 2a ) perpendicular to the North Atlantic Current that flows along the shelf break. This slope current is driven by the combination of a horizontal density gradient and a sloping bathymetry (Huthnance 1984) . Along the southeastern North Sea coastline and in the Kattegat, observed MDT is higher than elsewhere on the shelf. Simulated MDT generally agrees well with the observations: we find pattern correlation coefficients (PCCs) with the observations of 0.86 and 0.90 for respectively GCM-HAD and GCM-MPI in the NWES region ( Fig. 2b and d) . The accuracy of satellite altimetry is lower near the coasts than in the deep ocean due to land contamination (e.g. Deng et al. 2002) , while we expect downscaling to provide added value especially on the shelf. Additionally, the across-track resolution of satellite altimetry is much lower than the resolution of AMM7. Despite these limitations, we find that after downscaling the PCCs of GCM-HAD and GCM-MPI improve to 0.94 and 0.94, respectively ( Fig. 2c and e). The MDT of GCM-HAD is improved most. The root mean square error (RMSE) changes slightly after downscaling (0.07 m for GCM-HAD and RCM-HAD, and 0.08 and 0.06 m for GCM-MPI and RCM-MPI, respectively).
All models reproduce the observed northwest to southeast MDT gradient reflecting the slope current, but this is captured only crudely by GCM-HAD (Fig. 2b) . The gradient of high to low MDT off the coast of Norway, perpendicular to the Norwegian Coastal Current and Atlantic inflow through the Norwegian Trench, is present in all models except GCM-HAD ( Fig. 2c-e ). These topographically-steered currents cannot be resolved by GCM-HAD since its horizontal resolution is insufficient for a realistic bathymetry. However, the high MDT along the Norwegian coast is not clearly present in the MDT CNES CLS18 product either ( Fig. 2a ), most likely due to insufficient resolution and land contamination (Ophaug et al. 2015; Idžanovic and Ophaug 2017) .
Along the southeastern North Sea coastline all models show elevated MDT similar to the observations, but for GCM-HAD this is obscured by a checkerboard pattern ( Fig. 2b) . Such a checkerboard pattern may be related to numerical instabilities in horizontal diffusivity. Along the western boundary of the NWES region, simulated MDT is lower than observed MDT for all models. In the Norwegian Sea, simulated MDT is too low in GCM-MPI, RCM-HAD and RCM-MPI, and does not agree spatially with the observations in GCM-HAD.
Overall, dynamical downscaling with AMM7 adds value to the CMIP5 GCM simulations of MDT. The spatial improvement is largest for GCM-HAD, which has a coarser horizontal resolution than GCM-MPI. Horizontal resolution is important to resolve the North Atlantic Current and Norwegian Coastal Current. This is in line with previous findings on the impact of dynamical downscaling of GCMs on the simulation of ocean circulation in the NWES region (e.g. Ådlandsvik and Bentsen 2007) . Resolving these currents is important for the exchange of heat and salt between the deep ocean and the shelf (Huthnance 1995) and therefore likely to impact the emergent patterns of DSLC in climate change simulations.
Sea surface temperature and sea surface salinity
Next, we assess model skill at resolving the lateral transport and surface fluxes of heat and freshwater in the NWES region by comparing the historical simulations to observations of climatological SST and SSS. In winter, observed SST from OSTIA is relatively warm in the southwest of the NWES region (Fig. 3a) . The warm Atlantic water flows northward following the shelf break and enters the North Sea via its southern and northern entrances. SST is colder in the east of the North Sea, along Norway and in the Norwegian Sea. In summer, observed SST is relatively high in the east of the North Sea (Fig. 3b ) and the SST of the slope current is less pronounced. Compared to OSTIA, GCM-HAD is around 0.5-1.5 °C too warm at the surface on the shelf in winter (Fig. 3c ). Along the coasts, biases are larger and can reach up to 3 °C near the Danish coast (see Supplementary Fig. 2 for anomalies w.r.t. observations). The SST of the slope current and the inflow of Atlantic water into the North Sea are not well reproduced by GCM-HAD. The English Channel in GCM-HAD is closed and we find cold biases of channel water of up to 0.9 °C with respect to the observations. In summer, GCM-HAD (Fig. 3d ) is around 2.5 °C colder than OSTIA near the Danish coast, and up to 5.2 °C warmer around the coast of the UK. Evaluated on the shelf, the PCCs and RMSEs of GCM-HAD with observations are 0.92 and 1.09 °C in winter, and 0.50 and 2.13 °C in summer, respectively. Dynamical downscaling of GCM-HAD clearly improves the representation of SST ( Fig. 3e and  f) . Similar to previous downscaled simulations (Holt et al. 2010; Tinker et al. 2015) , RCM-HAD spatially reproduces the observed SST pattern in winter of the warm North Atlantic Current flowing along the shelf break and into the North Sea (Fig. 3e ). The biases in summer SST around the UK of RCM-HAD are reduced compared to GCM-HAD (Fig. 3f ). The PCCs increase and RMSEs reduce to 0.97 and 0.88 °C in winter, and to 0.88 and 1.16 °C in summer, respectively.
In winter, GCM-MPI is mostly around 0.3-1.4 °C warmer than observations in the northern North Sea and north of Scotland, and around 0.6-1.1 °C colder west of the UK (Fig. 3g) . Like GCM-HAD, GCM-MPI is also too warm along the southeastern coasts of the North Sea (up to 2.6 °C) in winter compared to OSTIA. GCM-MPI resolves the SST of the slope current and the SST in the English Channel in winter better than GCM-HAD. In summer, GCM-MPI is around 1 °C warmer than observations north of the UK and in the English Channel, and around 0.8-2.2 °C colder in the central and eastern North Sea (Fig. 3h ). On the shelf, GCM-MPI has PCCs and RMSEs of 0.91 and 0.69 °C in winter, and 0.82 and 0.86 °C in summer, respectively, so has smaller biases than GCM-HAD. Dynamical downscaling adds more spatial information and reduces biases with respect to the observations in both seasons ( Fig. 3i and j) . The PCCs increase and RMSEs reduce to 0.96 and 0.54 °C in winter, and 0.90 and 0.66 °C in summer, respectively.
Similar to MDT, the biases of simulated SST with respect to the observations are larger for GCM-HAD than for GCM-MPI, and the improvement for GCM-HAD after downscaling is also larger. Part of this might be explained by the more realistic bathymetry and land mask of GCM-MPI. Near the boundaries of the NWES region, biases of RCM-HAD and RCM-MPI with observations are larger than in the interior, and the downscaled simulations are closer to their driving GCMs due to the applied boundary conditions.
The observed climatological SSS is low in the German Bight, along part of the Dutch coast, in the Skagerrak and around Norway, owing to the freshwater outflow of rivers and the Baltic Sea (Huthnance 1991) , with moderate seasonal variation (Fig. 4a and b) . In contrast to the observations, in GCM-HAD low SSS is not confined to the coasts but spread out through most of the southeastern North Sea (Fig. 4c and d) . Simulated SSS there is around 1.5-2 PSU lower than EN4 (see also Supplementary Fig. 3 ). The observed low SSS around Norway is not reproduced by GCM-HAD, pointing to the misrepresentation of the Norwegian Coastal Current and/or Baltic outflow. RCM-HAD ( Fig. 4e and f) is more similar to the observations than GCM-HAD, but is fresher than EN4 in the German Bight, and more saline around Norway.
GCM-MPI displays low SSS around Norway like the EN4 observations, but does not reproduce the low SSS confined to the southeastern coast of the North Sea ( Fig. 4g and h) . GCM-MPI is 4-6 psu too fresh in the Skagerrak compared to in winter (DJF) and summer (JJA) for a-b the observational dataset EN4, and simulated for c-d GCM-HAD, e-f RCM-HAD, g-h GCM-MPI and i-j RCM-MPI. The historical simulations are extended with the RCP8.5 scenario for 2006-2017. Biases relative to the observations are shown in Supplementary Fig. 3 EN4. Downscaling also improves GCM-MPI, but like RCM-HAD, RCM-MPI ( Fig. 4i and j) is too fresh in the German Bight and too saline around Norway. The SSS of RCM-HAD and RCM-MPI are similar. This indicates that SSS on the shelf is controlled more strongly by freshwater input from E-P, river run-off, Baltic outflow and the circulation on the shelf than by dynamics outside of the domain. Compared to the GCMs, AMM7 also simulates lower SSS around the UK and west of France near freshwater input from river runoff. However, EN4 observations are too sparse to facilitate a meaningful evaluation in those regions.
Interannual and seasonal sea-level variability
In addition to MDT (geostrophic circulation), SST and SSS, which have been used to evaluate downscaled simulations before (e.g. Ådlandsvik and Bentsen 2007; Holt et al. 2010; Mathis et al. 2013; Tinker et al. 2015) , we also evaluate the historical simulations of seasonal and interannual sea-level variability. Here, we take historical interannual variability as the standard deviation of the detrended annual mean SSH during 1980-2017, and seasonal variability as the mean amplitude of the seasonal cycle of SSH.
The observed TG data (colored circles) show a relatively large interannual variability in the German Bight and north of the Netherlands (Fig. 5a) , and slightly increased variability around the north of Norway. The large variability in the German Bight is also observed with satellite altimetry and can be explained well with a regression with local wind, SST and sea-level pressure (Sterlini et al. 2016) .
GCM-HAD displays a relatively large interannual variability in the German Bight (Fig. 5a ), but in contrast to the observations this extends to the coast of Norway as well. In the deep ocean, GCM-HAD simulates a large interannual variability, especially near the western boundary of the NWES region. Comparing simulated interannual variability near TG stations to the observed TG data, GCM-HAD has a PCC of 0.7 and RMSE of 1.12 cm. Dynamical downscaling improves the interannual sea-level variability of GCM-HAD compared to the TG records ( Fig. 5c ), mainly along the Norwegian coast. Indeed, RCM-HAD ( Fig. 5b) has an increased PCC of 0.90 and a decreased RMSE of 0.84 cm. The observed interannual variability is better reproduced by GCM-MPI (Fig. 5d ) than by GCM-HAD, which is reflected by a PCC of 0.83 and a RMSE of 0.55 cm with respect to the observations. Similar to GCM-HAD, the interannual variability in GCM-MPI is larger in parts of the deep ocean than on the shelf. In contrast to GCM-HAD, the skill of GCM-MPI at reproducing observed variability is only marginally affected by downscaling ( Fig. 5e and f) . The PCC remains unchanged after downscaling, and the RMSE decreases from 0.55 to 0.52 cm for RCM-MPI. The comparison suggests that the impact of dynamical downscaling on simulations of interannual sea-level variability along the coast depends strongly on the driving GCM. The patterns of large interannual variability in the deep ocean are roughly similar between GCMs and downscaled simulations. The transition near the shelf break from small variability on the shelf to large variability in the deep ocean is more pronounced in the downscaled simulations, likely because the shelf break is better resolved in AMM7.
TGs in the German Bight and along the north coast of Norway show the highest seasonal variability (Fig. 6 , colored circles). The observed seasonal amplitude gradually increases northward along the Dutch coast. The simulated seasonal amplitude is typically smaller in the southwest of the NWES region and increases toward the north and northeast for all models (Fig. 6a, b, d and e ). Although GCM-HAD simulates high variability in the German Bight and around Norway, it has little spatial coherency in the North Sea and along the Norwegian coast ( Fig. 6a ) and does not compare well with the TGs (Fig. 6c) . The PCC and RMSE of GCM-HAD with the observations are 0.84 and 2.18 cm, respectively. Dynamical downscaling strongly improves the fit with observations: RCM-HAD has a PCC of 0.94 and an RMSE of 1.57 cm (Fig. 6b and c) . Especially in the central North Sea, the seasonal amplitude is larger for RCM-HAD than for GCM-HAD.
GCM-MPI also displays high seasonal variability in the German Bight, but this variability extends too far south along the Dutch and Belgian coasts (Fig. 6d) . This leads to a poor fit with the observations: the PCC and RMSE of GCM-MPI are 0.67 and 2.99 cm, respectively. Around Norway, the simulation agrees with the observations better. Again, dynamical downscaling leads to a much better fit ( Fig. 6e and f) , especially along the southeastern coast of the North Sea. The PCC and RMSE of RCM-MPI are 0.95 and 0.94 cm, respectively.
The improved model skill likely results from the increased ocean resolution and downscaled atmospheric forcing in our setup. However, the seasonal cycle is also affected by river run-off and tides (Tsimplis and Woodworth 1994) , of which the latter is not included in the GCMs. Seasonal variability in RCM-HAD and RCM-MPI ( Fig. 6b and d) is remarkably similar (PCC of 0.82 over the NWES region, and similar biases w.r.t. TGs) despite the different driving GCMs, indicating that the boundary conditions have a lesser influence. Comparing Figs. 5 and 6 shows that particularly along the coasts, the seasonal cycle benefits more from dynamical downscaling than interannual variability, which has a larger dependency on the lateral boundary conditions. Summarizing, dynamical downscaling generally improves the historical GCM simulations with respect to observations (i.e. reduces biases). We expect that dynamical downscaling will improve the simulations of other CMIP5 GCMs as well, especially since most CMIP5 GCMs have a lower horizontal resolution than MPI-ESM-LR in the NWES region. The evaluation shows that the bathymetry and land mask of GCM-HAD is too coarse to resolve the circulation on and along the shelf. This can influence sea-level projections as well.
The impact of dynamical downscaling on projected DSLC
In this section we assess the effect of dynamical downscaling on simulations of future DSLC (Sect. 4.1) and its different components (Sect. 4.2). Additionally, we investigate the time of emergence (Hawkins and Sutton 2012; Lyu et al. 2014 ) of SLC above background variability (Sect. 4.3).
DSLC projections for the twenty-first century
We compute twenty-first century DSLC as the difference between time-mean sea level in the historical period and at the end of the century . The global-mean thermosteric SLC 'zostoga' (see Sect. 2.4) is excluded. For RCP8.5, all models project a relative sea-level rise on the NWES (Fig. 7) , with the strongest increase for GCM-HAD (Fig. 7a) . The results for RCP4.5 are spatially Supplementary Fig. 4 ). The differences in DSLC between GCM-HAD and RCM-HAD ( Fig. 7a and b ) are large, especially in the North Sea ( Fig. 7c ): DSLC is up to 15.5 cm larger in GCM-HAD than in RCM-HAD along the southeastern coast (up to 8 cm larger for RCP4.5). This difference is approximately 30% of the sterodynamic SLC (DSLC plus 'zostoga', Gregory et al. 2019 ) simulated by GCM-HAD for the North Sea. It is of similar magnitude to the uncertainty of CMIP5 ensembles used for previous regional sea-level projections (e.g. Slangen et al. 2012 Slangen et al. , 2014 de Vries et al. 2014; Kopp et al. 2014; Palmer et al. 2018) . DSLC in GCM-HAD is 5-7 cm larger than in RCM-HAD north of the UK, 3-4 cm larger along the coastline of France and Spain, and 2-4 cm smaller along parts of the Irish coast. In the Irish Sea differences in DSLC between GCM-HAD and RCM-HAD are also large, since the Irish Sea is not resolved in GCM-HAD and interpolated values are used instead. Unlike GCM-HAD, RCM-HAD simulates a distinct sea-level rise in the Norwegian Trench despite the climatology used for the Baltic outflow. This points toward changes in shelf circulation or in the Atlantic inflow into the North Sea .
In contrast to GCM-HAD and RCM-HAD, the spatial patterns of DSLC in GCM-MPI ( Fig. 7d ) and RCM-MPI ( Fig. 7e ) generally agree well. DSLC in GCM-MPI is up to 3.5 cm smaller than in RCM-MPI in the Bay of Biscay (Fig. 7f ). In the North Sea, GCM-MPI simulates slightly larger DSLC, but differences with RCM-MPI do not exceed 2.5 cm (7% of the sterodynamic SLC simulated by GCM-MPI). The differences are much smaller than for GCM-HAD, which points to the importance of a realistic bathymetry and land mask for sea-level projections.
In the deep ocean, differences with the downscaled simulations in the deep ocean can exceed differences on the shelf for both GCMs (Fig. 7c and f) . The currents east of Iceland and along the Faroe Islands show a sea-level fall relative to the global mean in RCM-HAD, but not in GCM-HAD. DSLC in GCM-MPI around the Faroe Islands is smaller than on the shelf, but in RCM-MPI it is larger. Near the western boundary of the NWES region, GCM-HAD (Fig. 7a) shows a large sea-level rise, whereas in GCM-MPI (Fig. 7d ) sea level falls relative to the global mean change. This is likely caused by changes in the gyre circulation west of the region, which are inherited in the downscaled simulations through the lateral boundary conditions ( Fig. 7b and e) .
In GCM-HAD there is a large contrast (~ 18 cm) between DSLC northeast and southwest of the English Channel (Fig. 7a) . Apparently, the closed English Channel in GCM-HAD prohibits circulation into the North Sea via its southern entrance. The DSLC gradient across the closed English Channel reduces by approximately 13 cm after dynamically downscaling (Fig. 7b) . For GCM-MPI, which has an open English Channel, dynamical downscaling hardly affects the SLC gradient. To explore the effect of a closed English Channel on DSLC further, we assess the difference between DSLC on either side of the English Channel in 18 additional CMIP5 GCMs (Fig. 8) . For all 20 GCMs and the downscaled simulations, twenty-first century DSLC is larger near Vlissingen (northeast of the channel) than near Brest (southwest of the channel). The difference is largest for HadGEM2-ES (~ 18 cm, closed English Channel) and smallest for EC-EARTH (~ 0.55 cm, open English Channel). On average, the difference between DSLC near Vlissingen and Brest is 4.2 cm for the 10 CMIP5 models with an open English Channel (squares), and 8.5 cm for the 10 CMIP5 models with a closed English Channel (circles). Like HadGEM2-ES, other CMIP5 models with a closed English Channel and a large gradient in DSLC across the channel might benefit substantially from dynamical downscaling.
Drivers of projected DSLC
To better understand which processes drive the DSLC differences between the GCM and downscaled simulations (Fig. 7) , we decompose DSLC into local steric SLC ( Fig. 9) and SLC related to bottom pressure changes (manometric SLC, Fig. 10) following Eq. (1) (Sect. 2.3) . We exclude the IB effect here, since it is small on centennial timescales (Church et al. 2013) and differences in DSLC due to the IB effect between our models are less than 0.5 cm.
All models project the largest steric change in the deep ocean ( Fig. 9a, b, d and e ), because when heated a deeper water column expands more than a shallow one. If no other forces balance the resulting SSH gradient, these volume anomalies are redistributed from the deep ocean toward the shelf (Landerer et al. 2007 ). This mass redistribution leads to a slight bottom pressure decrease in the deep ocean and to a sea-level rise on the shelf (Fig. 10a, b, d and e ). The dependency of local steric and bottom pressure change on water column depth means that differences between models will depend partially on differences in bathymetry. The imprint of bathymetry is indeed visible in Fig. 9c and f and Fig. 10c and f, for example in the North Sea, the Norwegian Trench and along the shelf break. Note that these steric and bottom pressure change differences often have opposite signs.
On the shelf, the differences in local steric and manometric SLC between GCM-HAD and RCM-HAD are large ( Figs. 9c and 10c) . The local steric change in GCM-HAD can be over 15 cm larger than in RCM-HAD in the northern North Sea. GCM-HAD also simulates a much larger local steric change north of Scotland, where the representation of the shelf break is crude (Fig. 1b) . SLC due to bottom pressure changes is up to 13 cm larger in GCM-HAD than in RCM-HAD in the North Sea. These effects combined lead to the large DSLC differences in the North Sea between GCM-HAD and RCM-HAD (Fig. 7c) . The DSLC differences between GCM-MPI and RCM-MPI (Fig. 7f ) on the shelf are the result of a slightly larger local steric change on the Armorican and Aquitaine shelfs (Fig. 9f) , and a slightly smaller bottom pressure change mainly in the North Sea and Irish Sea in RCM-MPI (Fig. 10f) .
Off the shelf, differences in local steric and manometric SLC display a complex spatial pattern and partially cancel out. Differences in the local steric change between the GCM and downscaled simulations are largest in the north and northwest of the domain. The decrease in sea level with respect to the global mean change in RCM-HAD and the increase in RCM-MPI east of Iceland and around the Faroe Islands ( Fig. 7b and e ), and the resulting differences with the GCMs, are mainly driven by local steric changes ( Fig. 9c  and f) .
Despite the shallow depth of the North Sea, the differences in local steric changes between GCM-HAD and RCM-HAD (Fig. 9c) in the North Sea are large (10-17 cm). To see if this is the result of differences in temperature change or differences in salinity change, we further decompose steric change into thermosteric (Fig. 11) and halosteric ( Fig. 12 ) SLC (explained in Sect. 2.3). All models simulate large thermosteric sea-level rise in the deep ocean, except RCM-HAD southeast of Iceland (Fig. 11a, b, d and e ). Halosteric SLC partially cancels out thermosteric SLC and is negative in the southwest of the NWES region and positive elsewhere in all (Fig. 12a, b, d and e ). On the shelf, thermosteric SLC is in the order of a few cm, and differences between GCM-HAD and RCM-HAD ( Fig. 11c ) and between GCM-MPI and RCM-MPI ( Fig. 11f ) are mostly below 1 cm.
The differences in halosteric SLC between GCM-HAD and RCM-HAD are up to 15 cm (Fig. 12c ) on the shelf. This indicates that DSLC in the northern North Sea in GCM-HAD is larger than in RCM-HAD (Fig. 7c ) mainly because of differences in depth-integrated salinity change. This can be the result of (a combination of) differences in the projected changes in river run-off, evaporation minus precipitation, Atlantic inflow and shelf circulation that are introduced by dynamical downscaling. Halosteric SLC is also larger in RCM-MPI than in GCM-MPI, especially in the Bay of Biscay ( Fig. 12f ). As shown in Sect. 3, the bathymetry and land mask of GCM-HAD are too coarse to model the Atlantic inflow through the Norwegian Trench and English Channel, affecting salinity on the shelf (Fig. 4) and thus DSLC.
Time of emergence of sea-level change
In addition to the DSLC over the twenty-first century, we investigate the time of emergence (ToE) of sterodynamic SLC (Hawkins and Sutton 2012; Lyu et al. 2014) , which is a measure of the magnitude of forced SLC relative to internal sea-level variability. The detection of SLC relative to background noise is useful for impact assessments and adaption planning (Kirtman et al. 2013) . We calculate the ToE of sterodynamic SLC relative to the simulated historical timemean sea level . ToE is defined as the time in the middle of a 26-yr window following the 26-yr historical period in which the change in time-mean sea level relative to the historical window exceeds and remains outside the bands of one standard deviation of detrended annual-mean SSH in both this and the historical window.
For all models sterodynamic SLC has emerged above variability on most of the shelf after 2020 (Fig. 13a, b, d and  e ). Emergence in the German Bight is later than elsewhere in the North Sea because of the high local interannual variability ( Fig. 5 ). Compared to RCM-HAD, ToE in GCM-HAD is up to 6 years earlier in the North Sea and along the coast of France and Scotland, 3 years later south of the UK and up to 8 years later in the Norwegian Trench (Fig. 13c ). These differences are relatively small despite the large differences in DSLC between GCM-HAD and RCM-HAD by the end of the twenty-first century (Fig. 7c ). Since the differences For these grid cells we use the value 2099 in (c) and (f) in historical interannual variability on the shelf between both models are not very large ( Fig. 5a and b ), this indicates that DSLC in the North Sea in RCM-HAD starts to diverge from DSLC in GCM-HAD mainly after the ToE. In the deep ocean, sterodynamic SLC emerges later than on the shelf for both models since interannual variability in the deep ocean is larger ( Fig. 5a and b) . The sea-level fall east of Iceland and around the Faroe Islands in RCM-HAD (Fig. 7b) is not detectable above sea-level variability before the end of the twenty-first century (Fig. 13b) .
On the shelf, differences in ToE between GCM-MPI and RCM-MPI (Fig. 13f ) are larger than between GCM-HAD and RCM-HAD, especially along the coasts of the UK and Norway. For example, the ToE in the Irish Sea in GCM-MPI is up to 12 years earlier than in RCM-MPI, despite differences in twenty-first century DSLC between GCM-MPI and RCM-MPI of less than 2.5 cm (Fig. 7f) . Since sea-level variability and the timing of SLC differ between GCM and RCM, the effect of dynamical downscaling on ToE on the NWES can be large, even if differences in DSLC by the end of the twenty-first century are relatively small. The ToE on the shelf is similar for RCP4.5 and RCP8.5 since emergence occurs mostly before the RCPs start to significantly diverge. Emergence for RCP4.5 is somewhat earlier in RCM-HAD than in GCM-HAD in the German Bight and south of the UK ( Supplementary Fig. 5 ). Similar to GCM-HAD and RCM-HAD, emergence in GCM-MPI and RCM-MPI is later in the deep ocean than on the shelf. West of the shelf sterodynamic SLC does not emerge before the end of the twentyfirst century, indicating that the projection of sea-level fall ( Fig. 7d and e ) is strongly affected by interannual variability.
Projected changes in the seasonal sea-level cycle
In Sect. 3.3 it was shown that dynamical downscaling improved the fit with the observed amplitude of the seasonal sea-level cycle at TGs. Therefore, we also analyze the impact of dynamical downscaling on the projected changes in seasonal amplitude. Changes in the seasonal sea-level cycle may heighten the risk associated to sea-level rise on subannual timescales. In most of the domain, the linear trends of the seasonal amplitude over the twenty-first century are not significantly different from 0 (yellow) for any of the models (Fig. 14a, b, d and e ). For RCP4.5 an even smaller part of the NWES region displays significant trends ( Supplementary Fig. 6 ). In locations with significant trends, differences between GCM-HAD and RCM-HAD can be as large as the trends themselves (Fig. 14c ). The trends in GCM-HAD are up to 0.33 mm/yr smaller than in RCM-HAD in the southern North Sea, which is a large difference compared to the observed historical seasonal amplitude of around 7 cm (Fig. 5) . For GCM-MPI and RCM-MPI, the trends are mostly significant and positive around the north of the UK (Fig. 14d and e ). A large difference in trends is displayed in the southwest of the NWES region. In the northern North Sea, trends in GCM-MPI can be up to 0.19 mm/yr smaller than in RCM-MPI (Fig. 14f ). The large differences in trends between the GCM and downscaled simulations suggest that RCMs should be used for accurate projections of the change in seasonal amplitude in the NWES region. Next, we use the linear trends in Fig. 14 to detrend the amplitude of the seasonal sea-level cycle. The interannual variability of the seasonal amplitude over the twenty-first century can be calculated by taking the standard deviation of the detrended signal (Fig. 15 ). The seasonal amplitude shows substantial interannual variability for all models (Fig. 15a,  b, d and e ), especially when compared to the linear trends in Fig. 14. The variability is largest in the German Bight, and smaller at the British coast of the North Sea. This is in line with the twentieth century observations at TG stations around the North Sea (Dangendorf et al. 2013; Frederikse and Gerkema 2018) . The results are similar for RCP4.5 ( Supplementary Fig. 7) .
On the shelf, differences in the interannual variability of the seasonal amplitude between GCM-HAD and RCM-HAD (Fig. 15c) can be up to 1.6 cm (~ 40% of the standard deviation in GCM-HAD), and up to 2.6 cm (~ 32% of the standard deviation in GCM-MPI) between GCM-MPI and RCM-MPI (Fig. 15f ). The high variability in the German Bight simulated by GCM-MPI extends further along the southeastern coast of the North Sea than in RCM-MPI, similar to the bias of its historical mean seasonal amplitude relative to observations ( Fig. 5 ). Hence, dynamical downscaling is important to better project the variability of the amplitude of the seasonal sea-level cycle in the NWES region. 
Discussion and Conclusions
Previous projections of regional sea level have been constructed with the output of CMIP5 GCMs (e.g. Slangen et al. 2012 Slangen et al. , 2014 Church et al. 2013; de Vries et al. 2014; Kopp et al. 2014; Palmer et al. 2018) . However, such GCMs have a horizontal ocean resolution in the order of 100 km and exclude some of the key processes relevant to shelf seas. Therefore, GCMs might not be the most appropriate means of providing sea-level projections for coastal regions. The objective of this study was to explore the use of dynamical downscaling with the regional model AMM7 to refine the CMIP5 GCM simulations of the ocean dynamic component of sea-level variability and long-term change for the NWES region.
In agreement with previous dynamical downscaling studies for the NWES (e.g. Ådlandsvik and Bentsen 2007) , we find that dynamical downscaling improves historical GCM simulations with respect to observations of SST, SSS and MDT. Additionally, we show that dynamical downscaling provides a better representation of sea-level variability on seasonal-to-interannual timescales (Sect. 3). The improvement reflects the importance of a realistic bathymetry and land mask to resolve important topographically-steered currents along and on the shelf, which requires a sufficient horizontal and vertical resolution. MPI-ESM-LR has a relatively high horizontal resolution and reproduces observations better than HadGEM2-ES. Related to this, we find that the improvement after dynamical downscaling is generally larger for HadGEM2-ES than for MPI-ESM-LR.
The inclusion of key processes for the NWES and the improvement in reproducing observed ocean properties and sea-level characteristics that was demonstrated in Sect. 3 promotes greater confidence in the emergent patterns of DSLC in our dynamically downscaled simulations. Depending on the driving GCM, the impact of dynamical downscaling on twenty-first century DSLC can be substantial (Sect. 4). For MPI-ESM-LR, differences between the GCM and downscaled simulations are in the order of a few cm on the shelf. For HadGEM2-ES the downscaled DSLC is up to 15.5 cm (RCP8.5) smaller along the North Sea coastline than in the original GCM simulations (up to 8 cm for RCP4.5). This is of comparable magnitude to the uncertainty in CMIP5 ensembles used for previous regional sea-level projections (e.g. Church et al. 2013; Slangen et al. 2014 ). To draw more general conclusions additional CMIP5 models need to be dynamically downscaled. However, since the horizontal resolution of HadGEM2-ES is more typical for the CMIP5 ensemble than the horizontal resolution of MPI-ESM-LR, we expect the results of dynamical downscaling for HadGEM2-ES to be representative of other CMIP5 models as well.
Part of the differences in projected twenty-first century DSLC between the GCM and downscaled simulations are caused by the differences in bathymetry and land mask between the models. Our results show that it is important for DSLC projections that models resolve the main topographic features such as the English Channel, the Norwegian Trench and the transition from the deep ocean to the shelf. This is further supported by the finding that the impact of dynamical downscaling is larger for HadGEM2-ES than for MPI-ESM-LR. Therefore, sea-level projections for the NWES constructed with an ensemble of GCMs could be improved by weighting or excluding models based on their bathymetry and land mask or skill at reproducing observations regionally (e.g. McSweeney et al. 2015) . This can have a substantial effect on model spread (Little et al. 2015) .
Besides the magnitude of simulated DSLC, dynamical downscaling also affects the projected time of emergence of sterodynamic SLC. When including the global-mean thermosteric change, the SLC signal emerges above internal variability after 2020 for most of the NWES in all of our models. The ToE is later in the deep ocean. Spatially, this compares well with the results of Lyu et al. (2014) obtained with CMIP5 GCMs. However, dynamical downscaling of HadGEM2-ES and MPI-ESM-LR can delay the emergence of sterodynamic SLC on the shelf by up to 12 years (Sect. 4.3). Instead of using preindustrial control runs to estimate (unforced) internal sea-level variability (Lyu et al. 2014) , dynamical downscaling can be used to estimate the ToE of SLC more realistically, accounting for both the mean state and the variability around the mean state that can both evolve over time.
We have also shown that historical GCM simulations of the amplitude of the seasonal cycle of sea level strongly improve after dynamical downscaling (Sect. 3.3). The projected trends and interannual variability of the seasonal amplitude over the twenty-first century can differ substantially between the GCM and downscaled simulations (Sect. 5). This means that dynamical downscaling offers the ability to investigate DSLC on subannual timescales. The primary driver for sea-level projections is coastal flood risk. A stronger seasonal cycle of sea level, or for instance of tidal amplitudes, may exacerbate the in-year risk associated with the annual-mean increase in sea level. This can be relevant to sediment transport and the recoverability of ecological systems in coastal wetlands.
Our dynamical downscaling setup does not include a two-way coupling between AMM7 and the atmosphere nor between AMM7 and the ocean of the driving GCMs, which would allow the RCM to influence the global solution. Although we find that dynamical downscaling improves the SST simulations of the GCMs relative to the observations (Sect. 3.2), a two-way atmosphere-ocean coupling was found to be important for downscaled SST to evolve more independently from the atmospheric forcing provided by the parent model (Mathis et al. 2017) . Future studies could investigate the sensitivity of the results of dynamical downscaling to two-way coupling, to the implementation of the boundary conditions and to using different RCMs, or isolate the role of tides in the simulations. The DSLC output can be combined with other SLC contributors to construct comprehensive downscaled sea-level projections. Monte Carlo approaches such as used by Palmer et al. (2018) can readily accommodate this new information.
Several CMIP6 models will have an increased horizontal ocean resolution of 1/4° (Haarsma et al. 2016) and are expected to better resolve the topographic scales in the NWES region. Despite these advancements, the vertical resolution of most GCMs remains limited in shallow shelf seas. Additionally, to fully resolve eddy-induced sea-level variability horizontal ocean resolution needs to be increased beyond the first baroclinic Rossby radius on the shelf (~ 4 km). GCMs operating at such small scales are decades away in terms of computational feasibility , while the latest generation of 3D regional ocean models can resolve these scales already (e.g. Graham et al. 2018) . Our results show the importance of improving the representation of coastal regions in GCMs for regional sea-level projections for the NWES, and support a role for dynamical downscaling in improving projections for coastal regions.
