Abstract-A novel electromechanical valve actuation system comprised of a linear actuator, valve, and energy storing cam/spring mechanism is presented. The system dynamics are modeled using Lagrangian mechanics, and a minimum-energy point-to-point optimal control problem is solved to find an optimal trajectory and input. The optimal input is used as a feedforward 
I. INTRODUCTION

I
N conventional automotive valve trains, the fixed synchronization of valve timing to the crank shaft imposes an undesirable compromise among torque, fuel efficiency, and exhaust emissions. To overcome such constraints, various designs that offer variability in valve timing have been proposed for internal combustion engines beginning in 1925 [1] . The leading designs can be put into four categories: mechanical variable cam phase (cam phasor), mechanical variable lift, electrohydraulic, and electromagnetic valve actuation (EMVA) systems.
The variable lift and cam phasor-type systems can be found in engines produced by many major automotive manufacturers. Toyota's VVT-i and BMW's Valvetronic technologies are two examples. While these systems have successfully reduced emissions and fuel consumption, constraints on valve motion leave room for new technologies to improve performance. Electrohydraulic and electromagnetic systems enable very flexible control of valve timing phase and duration, as well as near-optimal valve event timing at all operating speeds and loads. However, challenges remain in the design and control of electrohydraulic and electromagnetic valve systems with regard to response times, power consumption, and control. Specifically, power consump- tion must be comparable to that of a conventional valve train, valve transition must occur in less than 3-5 ms, and landing velocities must be as low as 0.05 m/s for quiet operation [2] . Many approaches to the control and design of these systems have been considered [3] - [11] . In this paper, the modeling and control of an electromagnetic valve actuator design, which employs a novel energy storage mechanism to reduce overall power consumption, is presented [12] . Related and innovative designs employing energy storage appear in [13] and [14] . Much of the benefit from variable valve timing can be obtained from variability in intake valve timing alone [15] , and thus, the focus here is on demonstrating the performance of the proposed technology on the intake valve of a test engine.
The proposed energy storage mechanism creates dynamics in the valve motion that are similar to pendulum dynamics. The open and closed positions of the valve correspond to the inverted positions of a pendulum. A single revolution of the pendulum corresponds to the motion between the open and closed positions of the valve. With this feature, a relatively small "kick force" from the actuator initiates the opening of the valve, and a small "catch force" stops the valve in the open position. Similar forcing closes the valve. Specifically, an optimal forcing function that minimizes the ohmic losses in the electromagnetic actuator is derived. Feedback control is implemented in the form of a transition controller used during opening and closing, and a simple linear position controller is used to hold the valve in the open or closed position. Switching from the hold to the transition controller is based on a variable crank angle threshold, and the switch from transition to hold is based on valve position. Upon engine start, a "swing-up" controller is used to close the valve that is very much like the swing-up control of a pendulum. This paper is organized as follows. In Section I, an overview of the system and its primary components is given. Section II also develops the valve dynamics and describes an identification experiment. Section III covers the design of the optimal reference trajectory for the valve, which minimizes ohmic power losses in the actuator. Section IV describes the design of the voice coil actuator and high-bandwidth current amplifier. Section V describes the control algorithm used for generating control signals in a digital controller. Section VI presents the experimental setup and testing results. Conclusions are made in Section VII.
II. SYSTEM OVERVIEW
Here, the major components of the EMVA system are described. Fig. 1 shows a section view of the EMVA system. The key components are a voice-coil actuator, an energy storage mechanism, and a valve. A nonlinear spring mechanism coupled to the valve's position imparts favorable plant dynamics to the overall system. This enables low-energy high-speed transitions between the open and closed valve positions while eliminating power-consuming holding forces required of the actuator between transitions seen in other designs [3] . The valve and cam are shown as a single component but are separate pieces in our experimental apparatus. The attachment of the valve stem to the cam mimics the attachment of a valve stem to the spring retainer in a conventional valve train. Thus, wear-reducing rotation of the valve appears possible with this concept, although a demonstration of valve rotation has not been accomplished in this study. Fig. 2 shows a block diagram of the system, and the corresponding transfer functions are given in Table I .
The current and position noise processes are modeled as bandlimited white noise where the power spectral densities are estimated by measuring the noise power and dividing by the sensor bandwidth. Performance is improved with reduced noise levels, and the low noise levels indicated in Fig. 2 reflect a careful electrical design. Low noise in the position signal enables the generation of velocity estimates by approximate differentiation. Further, low current sensor noise enables high bandwidth in the power amplifier current loop.
The flow of gases over an engine valve is a complex process that could complicate the model significantly. However, the average pressure in the intake manifold and cylinder during the intake valve opening and closing events leads to a pressure differential across the valve that is typically less than 2 bar. To validate the system's robustness to the expected pressure disturbances, the system was modeled with static disturbances from 0 to 2 bar. Next, the experimental setup was artificially pressurized during valve transitions to capture some of the effects of the fluid flow over the valve. Finally, the robustness to the actual pressure disturbances was directly validated by running on a fired engine.
A purpose-built voice coil actuator designed to have low moving mass and low inductance provides the control force to the valve. A power amplifier, with current feedback to an analog current control circuit, drives the voice coil actuator to a reference current provided by a digital controller implemented using a digital signal processor (DSP). The digital controller receives feedback from a valve position sensor and a crank angle encoder and carries out high-and low-level control laws. The high-level control law determines whether the controller should be in a swing-up, transition, or hold mode and executes a corresponding low-level control law. The low-level control law affects the appropriate trajectory.
The voice coil is modeled as a series LR circuit with inductance L = 0.315 mH and resistance R = 2.7 Ω. The resistance was measured at steady state with a multimeter, while the inductance was measured at 10 kHz with an HP 3277A LCZ meter. This coil model was used for the initial design of the gain K p in the current feedback loop. The shorted turns on the actuator reduced the impedance of the coil substantially, which enabled the feedback gain to be increased further. The complexity of this effect was cumbersome to model, so the feedback gain was finalized by experimental tuning.
The designed value of the force constant K v c , along with small nonlinearities, was validated with static force measurements using an Omega LC307-1k load cell at various valve positions. The nonlinearities were compensated in the digital controller using a lookup table and position feedback.
The power amplifier is a QSC RMX 5050 audio voltage amplifier. A current feedback sensor sends a signal to a custom current control circuit to increase bandwidth. The digital controller is implemented using a Texas Instruments Piccolo C28x DSP operating at 60 MHz with a 50-kHz sample rate. The position is fed back to the digital controller using an eddy current position sensor.
A. Description of the Mechanism
The nonlinear spring mechanism is designed to have dynamics similar to those of a pendulum. The unstable closed and open positions are analogous to the inverted position of a pendulum, and a transition from open to closed is analogous to the inverted pendulum undergoing a single revolution from inverted to inverted. To achieve these dynamics, a roller cam follower applies a force to a cam via a preloaded spring as shown in Fig. 1 . The force of the spring is normal to the direction of valve motion. The desired dynamics can be achieved by making an appropriate choice of cam profile. The open and closed positions correspond to points on the cam profile with local maxima in spring deflection. This makes the open and closed configurations unstable equilibria, which only require stabilization with no nominal hold force. Then, only a small control force is required to initiate and regulate a transition between valve positions as the nominal transition trajectory is very similar to the free response of the mechanism.
An inner rocker linkage constrains a roller follower to a fixed distance from a pivot point at the base of the front rocker linkage. Additionally, a linkage that is referred to as an outer rocker Lagrange's equations are used to derive the equations of motion. Fig. 3 is useful for describing the kinematics of the mechanism. The position of the valve will be the configuration of the system, denoted by x. Positions x 0 and −x 0 denote the open and closed configurations, respectively. H(x) denotes the piecewise-constant-curvature follower profile (not equal to the cam profile) with H(0) ≡ 0. Other parameters of the system are the follower radius r, the combined spring constant of the two springs k, the mass fixed to the valve m v , the effective mass of the cylindrical followers associated with rolling m f , the mass of components moving normal to the valve motion which includes the follower mass m n , the coefficient of viscous friction b, and the coefficient of rolling friction c. Using approximation A1, the velocity of the follower in the direction normal to the valve motion can be expressed in terms of the state of the system (x,ẋ) by the chain rule:
From (1), the angular velocity of the follower ω can be expressed in terms of the state of the system:
Then, the kinetic and potential energy for this model of the system can be written as
where δ is the preload of the spring at the configuration
Nonconservative forces in the system are the viscous friction in the valve guide and rolling friction of the cam follower on the cam surface. The total contact force between the two cam and follower pairs follows from the geometry:
Using the contact force, the rolling friction in the direction of the valve's motion is computed. Let dW be the energy dissipated by an infinitesimal displacement of the valve dx with corresponding change in contact location along the cam profile ds. Then
Thus, the equations of motion with viscous and rolling friction are given by
The left-hand side of (7) with L given by (4) is easily computed using symbolic manipulation software (e.g., Mathematica) and is excluded for brevity. The parameters c, b, and k are determined by the identification experiment described below, while the spring preload δ and masses m v , m r , and m n are measured directly.
C. Cam Profile Selection
The profile H(x) comes from an optimization process described in [16] . The objective of the optimization is to minimize electrical energy consumption during a transition between valve configurations. Key constraints include bounds on the curvature of the follower path, upper and lower bounds on the Hertz contact stress of the cam profile, and dynamic feasibility of the trajectory connecting the configurations. The mechanical design constraints are discussed further in this section, while dynamic feasibility constraints on the valve trajectory are discussed further in Section II.
There is a 1-1 mapping relating the cam profile and the follower path. Using the follower path is more convenient, and the constraints on H(x) are given by
The lower bound limits the Hertz contact stress, while the upper bound allows for a smooth follower path with reasonable follower accelerations. A necessary condition of an optimal design for a point-to-point motion control objective in a one-degreeof-freedom system is that a constraint on the design be active at every configuration [16] . With this in mind, the cam was optimized over piecewise constant curvature profiles with equality in (8) on either the left-or right-hand side of the equation. The resulting cam profile is described by its curvature in (9) and resembles the illustration in Fig. 3 : 
The force F contact in (5) is related to the Hertz contact stress, which is constrained from below to be positive in order to prevent follower separation from the cam profile and is constrained from above to a level appropriate for 4340 steel by the formula σ Hertz = 0.564
The constants κ 1,2 are the curvatures of the cam and follower at a particular contact location. Similarly, ν 1,2 and E 1,2 are the Poisson's ratios and Young's moduli of the cam and follower materials, and L is the combined length of the cam-follower contact region. The pressure angle can also be obtained from the formula
For the chosen design, the maximum Hertz contact stress of 1.70 GPa occurs at the location of the maximum pressure angle 
D. Experimental Setup and Identification
An experimental apparatus designed to fit on a modified single cylinder engine is shown in Fig. 4 . To measure the dynamic response of the uncontrolled system, the valve was held in the closed position and then released. Fig. 4 shows the experimental setup. An optical sensor having 20-kHz bandwidth was used to record the position trajectory.
A nonlinear least squares fit was used to identify the uncertain parameters c, b, and k. The free response data and best fit system model are shown in Fig. 5 . The initial large drop in amplitude in the figure does not correspond to a large loss in mechanical energy, as the cam profile is fairly flat near the initial position. The damping losses in the system are relatively low compared to ohmic losses in the actuator as seen below. The quality of the fit supports approximation A2 in that the energy loss to vibration in the distributed spring mass can be modeled as simple viscous damping contributing to the value of b. Table II summarizes the parameters determined by the system identification experiment and direct measurement. The mass m v includes the masses of the voice coil and bobbin, which were not included in the system identification experiment.
The valve seating forces are not modeled analytically to simplify the trajectory optimization process. Further, the designed Since the open and closed positions are states of equal mechanical energy, and since transitions must be made between the two, it is desirable to minimize the mechanical losses in the mechanism during a transition between valve positions. These losses must be compensated for by the actuator, increasing the total energy consumption. For example, of the 2.67 J required for a transition from closed to open, the identified model suggests that only 0.35 J is consumed, compensating for mechanical losses. The remaining energy consumption is due to ohmic losses in the actuator spent to provide inertial forces to accelerate the valve.
III. REFERENCE TRAJECTORY DESIGN
After obtaining the equations of motion for the plant, the optimal transition trajectory from open to closed x opt (t), which minimizes ohmic losses in the voice coil, can be designed. Ohmic losses in the voice coil are not recoverable, whereas electrical energy converted to mechanical work done on the valve can be recovered in spring energy or electrical energy returned to the amplifier. Since the cam profile is symmetric about x = 0, it is sufficient to find x opt (t) and use −x opt (t) for the transition from closed to open. Henceforth, only the open-to-closed transition will be discussed with the understanding that there is a 1-1 mapping to the closed-to-open control problem.
With control, the dynamics of (7) become those of (11) where the actuator force u(t) is added to the right-hand side:
Equation (11) describes the input/output mapping represented by the block N m (·) in Fig. 2 .
Equation (11) can be rearranged into the formẍ = f (x,ẋ, u). The function f is the right-hand side of (11) after solving for x. Equivalently, the dynamics can be represented as a system of first-order equations:
where x 1 ≡ x and x 2 ≡ẋ. The goal is to design u(t) to close the valve on a time interval [0, T ] while minimizing ohmic losses in the voice coil. The ohmic loss is proportional to the square of the voice coil current, and hence, it is proportional to the square of the actuator force. Thus, the functional that is minimized is
This optimal control problem can be formulated as a twopoint boundary value problem using the Minimum Principle [17] . The associated Hamiltonian is
where p 1 and p 2 are costate variables. The necessary conditions for optimality arė
This formulation captures the requirement for low seating velocity in the boundary conditions on x 2 (t). The solution to (15) for the optimal valve trajectory and open-loop control will be denoted (x 1 opt (t), x 2 opt (t), u opt (t)). Fig. 6 shows the solution to (15) obtained by the shooting method for the prototype system dynamics experimentally identified in Section I-B with T = 4 ms. Fig. 6 also illustrates how the cam is designed so that the system dynamics are favorable to the control task. The free response of the mechanical system is shown against the reference trajectory. To the extent that the design constraints allow, the optimal trajectory tends to follow the free response of the system, leading to reduced actuator effort.
The solution to (15) is used in the transition control, which transfers the valve between the open and closed positions. 
A. Ruling Out Cam Follower Separation and Slip
Recall from Assumption A3 that the follower is constrained to and does not slip on the cam surface. Since these constraints can in fact be violated in the physical system, it must be verified that they are not violated in order to use the results of the optimization. By evaluating the contact force along the optimal trajectory, it is verified that the contact force is positive (see Fig. 7 ) and the torque required to accelerate the roller follower is below the slip threshold (see Fig. 8 ). Fig. 7 shows a comparison of the contact force computed with a massless-spring approximation and with a distributed-mass model for the spring. In both cases, the contact force is positive.
The contact force is given by
where ψ(y, t) is the deflection of the spring at a position y along its preloaded length L at H(x(0)). In steady state, the term requires the numerical solution of
where m s is the mass of a single spring. The coefficient ε is approximated by 2ζ 1 ω 1 , where ζ 1 = 0.03 is a typical damping ratio for the first mode of a valve spring in air [18] and
. While the results given in Fig. 7 indicate that the prototype is expected to have positive follower contact force, the massless-spring model used to derive the equations of motion (7) shows an error in contact force of about 16% relative to distributed model.
To validate the follower no-slip assumption, it is verified that the torque required to accelerate the follower does not exceed the maximum frictional torque. Specifically
The function
is obtained by differentiating (2) and evaluating at x opt (t). Fig. 8 shows the simulation results verifying (18) .
IV. VOICE COIL ACTUATOR DESIGN
The voice coil actuator was designed to have low inductance and moving mass while achieving a large force constant. Low inductance was accomplished with shorted turns on the poles that reflect time-varying magnetic fields of the coil. With the voice coil actuator as a load, the power amplifier with a current feedback loop has a bandwidth of 17 kHz. Hence, the electrical time constant is sped up to 9.4 μs, or 430 times faster than the switch time.
Due to the high forces and heat generated by the coil, 7075-T6 aluminum was selected for the voice coil bobbin material. This alloy was chosen for its high strength-to-weight ratio and high thermal conductivity. A drawback is the electrical conductivity of the aluminum bobbin, which can allow significant eddy currents to develop in response to variations in coil currents. To alleviate these eddy currents, slits were added to the bobbin to increase its electrical resistance. To further improve the voice coil's thermal performance, high-temperature magnet wire and potting compound were used to achieve an operating temperature of 200
• C. Heat fins were also added to the voice coil bobbin, and an air manifold was machined into the poles with ports (not shown) directed at the coil's heat fins. The air manifold receives a vacuum from a hose connected to the engine's intake manifold, which draws air over the heat fins. These components can be seen in the section view of the actuator shown in Fig. 9 .
V. CONTROL SYSTEM DESIGN
The control logic explained in this section describes the dynamics of the block N c (·, ·) in Fig. 2 . The DSP sampling at 50 kHz controls the valve position via a high-level controller that switches the control between three modes. A holding mode is used when the valve is in the open or closed position, a transition mode is used to transfer the valve between open and closed positions, and a swing-up mode is used to move from the stable center position to the closed position at startup. A switching surface in the state space determines the mode change from transition to hold control. The switching surface is chosen to be contained in the basin of attraction of the hold control.
While in the hold mode, a linear controller designed using loop shaping techniques locally stabilizes the valve state (±x 0 , 0) (depending on the desired valve position). The controller is viewed as a continuous time system, but is approximated for implementation by the discrete-time system where e(z) is the sampled position error signal and u(z) is the command to the current controller.
During the transition from (−x 0 , 0) to (x 0 , 0), the control law is
wherex 2 is the velocity estimate obtained by the differentiation and filtering of the position feedback signal. The functions u * (x 1 ) and x * 2 (x 1 ) are reparameterizations of u opt (t) and x 2opt (t) from time to position, which is possible because the two representations are equivalent on the domains of interest. Note that the fast current-loop dynamics are neglected and it is assumed that the control force u can be applied directly to the valve. Such an approximation is common in motion control and is verified via simulations and experiments with the complete system.
Observe that the autonomous system under the closed-loop control (20) has the desired optimal trajectory as a solution to (12) over a time interval [0, T ]. Expressed in terms of the corresponding flow ϕ t for the transition controller, ϕ t (−x 0 , 0) is the optimal trajectory. In particular, ϕ T (−x 0 , 0) = (x 0 , 0).
The stability of the combined hold and transition controllers is discussed in the following. A number of approximations are made including neglecting the small rolling friction in the ballbearing cam roller follower. This approximation eliminates the need for nonsmooth stability methods.
The cam profile is C 1 in a neighborhood of the hold positions, and the linearized dynamics for the hold controllers at (−x 0 , 0) and (x 0 , 0) are stable. It follows that the hold dynamics are locally exponentially stable. Since the entire cam profile is C 0 , there is local Lipschitz continuous dependence on initial conditions for the transition dynamics, and hence, ϕ T is locally Lipschitz (see, e.g., [19, Th. 3.4] ). Thus, holding errors in a neighborhood of (−x 0 , 0) can only grow by a constant factor during a transition. With sufficiently small initial errors and sufficiently long hold times following transitions (allowing for errors to decay), one has exponentially stable tracking of a continuously transitioning valve trajectory. For this complex system, regions of attraction and convergence rates are verified with simulation and experiment, but there is more that can be done theoretically. For example, one can address the concern that the local Lipschitz constant for ϕ T is large, causing errors to be amplified and requiring longer hold times to allow for decay.
One can visualize the state flow and then minimize the Lipschitz constant for ϕ T . In reference to the top panel of Fig. 6 , the error in the state at time T is reduced by controlling the state to follow the optimal orbit indicated in the figure. Motion near, and tangential to, the optimal orbit is ideal and takes the state to the switching surface in the region of attraction of the hold controller in finite time. The motion transverse to the optimal trajectory requires some attention-hence the structure of the transition controller. Providing negative feedback in the orbital velocity error causes the system state to converge to the optimal orbit exponentially at a rate that increases with increasing k in (20) . This is the function of the transition controller, and the proof of orbital stability is contained in the Appendix.
A key observation in our work is that there is much to be gained by leaving out a position error term in (20) . While a position error term can be used to improve trajectory following (i.e., being both on orbit and on time), such a proportional gain would compensate for uncertainties and variations in the nonlinear spring mechanism. The mechanism is designed to produce very large forces for fast motions, and it is observed that compensating for modeling error results in large actuation forces. It is best to use the natural dynamics as much as possible and to use the limited control authority to stabilize that natural motion. Thinking along these lines, there are additional gains to be had by tuning the computed optimal trajectory to better match the actual optimal trajectory and to compensate for the inaccuracies observed in Section . As expected, some improvement in performance with respect to the cost functional () is achieved by experimentally optimizing u * (x 1 ) and x * 2 (x 1 ) with line searches along basis vectors ("bump functions") of the form
.
VI. EXPERIMENTAL RESULTS
The test engine modified for the experiment is a Rotax 511, one-cylinder, liquid-cooled engine. The displacement is 498cc with compression ratio of 9:1. The bore and stroke are 89 and 80 mm, respectively. The engine is modified to accommodate the electronically controlled engine valve on the intake side of the cylinder, while the conventional valve train is left in place for the exhaust valve. The diameter of the intake valve is 42 mm. Fig. 10 shows the hardware fabricated for the experiments.
The reference trajectory was designed for a 4-ms transition from one valve position to the other. The transition time is defined as the time it takes the valve to transition from 1% of travel to 99% of travel in light of the formulation of the optimal control problem. The simulation model includes noise from the position and current sensors, as well as quantization in the ADC and the fixed-point computations, and predicts 2.15 J of electrical energy for each transition.
Swing-up control transfers the valve from the stable half-open position to the closed position via negative damping with saturation. Fig. 11 shows the valve position and actuator force traces of the valve swing-up captured before startup of the engine. The force is inferred from the current measurement and the actuator model. The swing-up event takes approximately 15 ms, which would likely go unnoticed to the driver of a car during startup. Actual experimental data are summarized in Tables III and IV. The overall transition time is significantly faster in the experiments (blue) as compared to the simulation (green) in Fig. 12 .
The increase in speed is attributed to sensitivity to the cam shape near the initial unstable equilibrium and manufacturing errors. It should be mentioned that the definition of the valve transition time varies throughout the literature. Table V summarizes the experimental results according to the various definitions.
In addition to bench-top experiments, the modified cylinder head was installed and successfully used in the test engine while running. The purpose of this experiment was to directly test the system's robustness to the disturbances encountered during actual operation. For a video of the engine running, see [22] .
For automotive applications, the power consumption of the EMVA system must be comparable to that of a conventional valve-train. For a realistic comparison of the power [14] 2.51 ms First to last 0.7 mm of travel [20] 1.94 ms 10% of travel to 90% of travel [21] 1.81 ms consumption of an EMVA system with that of a conventional valve-train, the power consumption of the EMVA system must be augmented to take into account the alternator efficiency. Since automotive alternators can have efficiencies as low as 55% [23] this technology may require the use of a high-efficiency alternator or implementation in a hybrid electric vehicle where a high-efficiency generator is already present. Based on the data from Table III and Table IV , the proposed EMVA system would consume approximately 0.28 kW of electrical power per intake valve at 6000 r/min. Thus, a four-valve version of the system would consume 1.12 kW and an eight-valve version would consume 2.24 kW. In comparison, a typical conventional valvetrain for a four-cylinder engine consumes 2-3 kW of power at 6000 r/min. While the proposed system would likely consume more power than a conventional valve-train, paired with a highefficiency generator the power consumption of this EMVA system would be comparable to that of a conventional valve-train while achieving the benefits of a fully flexible valve-train. Since the goal of this EMVA system is optimal valve timing over all operating conditions, it is important that the system provides the necessary flexibility at all engine speeds. The phase of the valve timing has unconstrained variability at all engine speeds, provided the valve has sufficient time to fully open and close. At any engine speed, the duration has a lower limit governed by the time it takes for the valve to open and then immediately close. The minimum duration as a function of engine speed is
Equation (21) is valid for any valve actuation system with a transition time that is independent of engine speed. This includes other electromagnetic and electrohydraulic technologies. What sets this technology apart is the reduced seating velocity and low transition time in comparison to other existing approaches. Fig. 13 shows the lift profile of the unmodified test engine in comparison to the experimentally obtained data of the EMVA system while emulating the unmodified valve-train operating at 2500 r/min. While the conventional profile is fixed, the EMVA profile is able to change its duration (the flat portion of the profile where the valve is open) in addition to the phase with respect to the crank angle (shifting the profile left and right in the figure) . In comparison, a variable cam phasor would produce a similar profile as the conventional profile while enabling variable phase but not variable duration.
At low engine speeds, 4 ms is fast enough to achieve very short intake valve durations. For example, at 2000 r/min, the minimum lift duration is 96
• , well below what is typical for a fixed timing valve train. A 4-ms transition time is also suitable for relatively high engine speeds. At 5000 r/min with a 4-ms transition time, the minimum intake valve duration that can be achieved is 240
• . Evaluating the necessary transition time for the optimal valve duration is beyond the scope of this paper, but a duration of greater than 240
• is not uncommon for engines capable of operating at 5000 r/min. For example, the duration of the intake valve train that was replaced in the experimental setup was 300
• . Thus, it is not likely that 4-ms transition times would compromise engine performance at 5000 r/min. In the case that a 4-ms transition time is preventing the optimal timing from being achieved, it can be shortened at a higher electrical energy cost. By the same approach discussed in Section , a reference trajectory commanding a faster transition between the open and closed positions was designed and tested to achieve a mean transition time of 2.6 ms, mean power consumption of 4.45 J per switch, and seating velocity of 0.11 m/s.
VII. CONCLUSION
This paper introduced a novel EMVA system and accomplished the following:
1) discussed the design of the electromechanical system; 2) discussed the system identification used for motion planning and control; 3) outlined the control strategy and provided a stability analysis; 4) conducted experiments on the lab bench and on a fired engine; 5) demonstrated that the system achieves sufficiently fast transitions between open and closed positions, sufficiently low seating velocity for quiet operation and acceptable valve wear, and has sufficiently low power consumption for automotive applications. Future work will include implementation of more sophisticated control algorithms to achieve lower landing velocities and reduced power consumption. Fabrication of a second generation prototype is underway for endurance testing to demonstrate system reliability over 3 × 10 8 engine revolutions.
APPENDIX
For the transition control, the motion transverse to the optimal orbit is analyzed, showing that the gain k in (20) controls the convergence rate to that orbit. The small rolling friction term in the dynamics is neglected to eliminate the need for nonsmooth stability methods. Terminology from dynamical systems theory [24] and the orbital stabilization literature [25] is incorporated.
Definition 1: For a reference trajectory (x 1opt (t), x 2opt (t)) defined for t ∈ [0, T ], the orbital tracking error e O of a state (x 1 , x 2 ) is defined by e O = min t∈ [0,T ] (x 1 − x 1opt (t), x 2 − x 2opt (t)) 2 .
Proposition 1:
The tracking control law (20) stabilizes the optimal orbit, and convergence to the optimal orbit is exponential with rate determined by the gain k.
Proof: For each τ ∈ (0, T ), consider a family of 1-D surfaces S(τ ) transverse to the optimal trajectory (x 1opt (τ ), x 2opt (τ )) and parameterized by δx 2 (τ ):
S(τ ) = {y(τ ) : y(τ ) = (x 1opt (τ ), x 2opt (τ ) +δx 2 (τ )), δx 2 (τ ) ∈ R} .
