Let A = (A ij ) N i,j =1 ∈ C n×n be a block irreducible matrix with nonsingular diagonal blocks, v = (v i ) ∈ C N be a positive vector, and let
Introduction
A sufficient condition for a matrix to be nonsingular is provided by the following famous Levy-Desplanques theorem, frequently attributed to Hadamard (see, e.g., [17 then A is nonsingular.
The basic Levi-Desplanques theorem was generalized along several lines. The following well-known extension to irreducible matrices with nonstrict diagonal dominance is due to Taussky [23, 24] . Theorem 1.2 [24] . Let a matrix A = (a ij ) ∈ C n×n be irreducible and let
2)
with strict inequality holding in (1.2) for at least one i. Then A is nonsingular.
Note that, as mentioned in [13, p. 24 ], Taussky's theorem is especially useful in application to finite-difference and finite-element methods because the resulting matrices are frequently both irreducible and nonstrictly diagonally dominant, and these properties are easy to check.
Another generalization of Theorem 1.1 was suggested by Ostrowski. Theorem 1.3 [19] . If A ∈ C n×n is an H-matrix, then A is nonsingular.
Recall that a matrix A = (a ij ) ∈ C n×n is called an H-matrix [19, 20] if its comparison matrix M(A) = (m ij ) ∈ R n×n ,
is an M-matix. In others terms, the H-matrices can be described (see, e.g., [2, Theorems 7.5.14 and 6.2.3(I)]) as matrices with strict generalized diagonal dominance, 1 Conditions (1.1) are actually conditions of row diagonal dominance. Of course, they can be replaced by their column counterparts as well as all the diagonal dominance conditions below. Having this in mind, we will however deal only with the rowwise conditions.
i.e., A is an H-matrix if and only if there exists a positive vector v = (v i ) ∈ R n such that where by · k we denote a vector norm on the subspace k , k = 1, . . . , N. Note that one can associate different vector norms with different subspaces k .
The following block extension of Theorems 1.1 and 1.2 appeared in [8] and is a special case of a more general result established in [9, 10, 20] . with strict inequality holding in (1.5) for at least one i, then A is nonsingular.
The block counterpart of the Ostrowski theorem was established by Robert [22] . In order to formulate it, we first need to recall the definition of a block H -matrix. Let 
According to [22] , a block matrix A = (A ij ) N i,j =1 with nonsingular diagonal blocks is said to be a block H -matrix if M b (A) is an M-matrix. Now the theorem due to Robert can be formulated as follows.
It can easily be shown that Theorem 1.5 extends Theorem 1.4 as well. Indeed, since Obviously, all the theorems listed above provide just sufficient conditions for matrices with some kind of (block) diagonal dominance to be nonsingular and leave the problem of the singularity (nonsingularity) of matrices for which all nonstrict diagonal dominance conditions occur with equalities open. In this connection, we can mention only one paper [6] , where a condition sufficient for the nonsingularity of an irreducible matrix A = (a ij ) ∈ C n×n satisfying the relations
is presented. The main purpose of this paper is to derive the conditions that are necessary and sufficient for a block irreducible matrix A = (A ij ) N i,j =1 ∈ C n×n with nonstrict generalized block diagonal dominance 8) where v = (v i ) ∈ R N is a positive vector, to be singular. Note that, in (1.8), · is just the spectral matrix norm. These conditions are given in Theorems 2.1 and 2.6 in Section 2. The derivation of Theorem 2.1 is based on the block counterpart of Wielandt's lemma (see Lemma 2.3 and Corollary 2.1), which is of importance by itself. Section 2 also contains a description of singular block irrreducible matrices possessing the property of generalized nonstrict block diagonal dominance in the sense of [8] (see Theorem 2.2), and specially addresses the singularity/nonsingularity problem for nonstrictly generalized diagonally dominant matrices in the entrywise case (Theorems 2.3, 2.4, and 2.5).
In Section 3, the results of Section 2 are used in studying the location of eigenvalues of irreducible matrices. In particular, we provide necessary and sufficient conditions for a boundary point of the Gerschgorin circles and of the ovals of Cassini to be a matrix eigenvalue.
Finally, it should be emphasized that the results of this paper all concern an individual matrix. However, in a number of papers (see, e.g., [7, 25, 27, 29] ) an alternative approach to Gerschgorin-type results was successfully developed. With this approach, given a matrix A = (a ij ) ∈ C n×n , one is interested in studying the union of the spectra of all the matrices that belong to one of the sets
. . , n, and
where we use the notation
Typically, the results established either show that, for every matrix B belonging to one of the sets (1.9)-(1.12), its spectrum is contained in a closed subset of the complex plane or prove that every point of such a subset is an eigenvalue of some matrix from one of the matrix sets (1.9)-(1.12). Extensions of these results for matrices partitioned into blocks can be found, e.g., in [15, 26, 28] .
We conclude this introduction by specifying the notation used in what follows.
• If A ∈ C m×n , then A means the spectral norm of A.
• For a matrix A of order n, Spec(A) denotes the set {λ i (A)} n i=1 of its n eigenvalues, and ρ(A) = max λ∈Spec(A) |λ| is the spectral radius of A.
• For x ∈ C n , A ∈ C n×n , and S ⊂ {1, . . . , n}, n > 1, x[S] = (x i ) i∈S is the subvector of the vector x corresponding to the index set S, and A[S] = (a ij ) i,j ∈S is the principal submatrix of A on the intersection of its rows and columns specified by the subset S.
• If A, B ∈ R m×n , then the inequality A B (A > B) means that the matrix A − B is nonnegative (positive).
• The notation |A|, where A ∈ C m×n , is used to denote the matrix whose entries are the moduli of the corresponding entries of A.
n is the unit vector, and e i = [0, . . . , 0, 1, 0, . . . , 0] T is the ith coordinate vector.
• I n (or simply I) denotes the identity matrix of order n.
Necessary and sufficient conditions of singularity
The proofs of the main results of this paper are based on the block generalization of the classical Wielandt lemma [30] 
In what follows, we will frequently use the following simple technical lemma. The block counterpart of Wielandt's lemma, obviously implying the classical pointwise version, can be formulated as follows.
Lemma 2.3 (The generalized Wielandt lemma (GWL)). Let
A = (A ij ) N i,j =1 ∈ C n×n , 1 N n, be a block matrix with square diagonal blocks A ii of order n i 1, i = 1, . .
. , N, and let
Then every eigenvalue λ of the matrix A satisfies the inequality
where
if the majorizing matrix P is irreducible, then equality occurs in (2.5) if and only if
and there exist nonzero vectors
where ε = λ/ρ(P ).
. . , N, be a right eigenvector of the matrix A corresponding to its eigenvalue λ, i.e.,
and let
Then, using (2.8), we derive
or, in other terms,
which shows that λ is an eigenvalue of the matrix B as well.
In view of the Cauchy-Schwarz inequality, the entries of the matrix B, defined by (2.10), satisfy the relations
Taking into account (2.4) and (2.11), we can apply the classical Wielandt lemma to B and P [S], which yields the inequality
(2.12)
On the other hand, by the monotonicity of the Perron root w.r.t. principal submatrices (see, e.g., [2, Corollary 2.1.6]), we have
Taken together, (2.12) and (2.13) prove (2.5). Now assume that the matrix P is irreducible and that
Then for the index set S defined by (2.9) we have
Indeed, if S would be a proper subset of the set {1, . . . , N}, then, in view of the irreducibility of the matrix P, inequality (2.13) would be strict (see, e.g., [2, Corollary 2.1.6]). Taking into account (2.12) and (2.14), we would then have
which is a contradiction.
Thus, the matrices B and P are both of order N and satisfy the relation
By Lemma 2.1, equality (2.14) implies that
where ε = λ/ρ(P ) and
Using (2.15), (2.4), and (2.11), we derive
and conclude that (2.6) holds true. In order to obtain (2.7), it is now sufficient to set
and to use (2.15) and (2.6). Conversely, let conditions (2.6) and (2.7) be satisfied. Then, by using Lemma 2.2 and (2.6), from (2.7) we obtain
be a right Perron vector of the matrix P, i.e., P u = ρ(P )u.
(2.17)
Summing equalities (2.16) with coefficients u j over j and using (2.17), we derive
These relations show that λ = ερ(P ) is an eigenvalue of the matrix A, which completes the proof of the GWL. Thus, the new part of the GWL is just the necessary and sufficient condition for the coincidence of the spectral radii of the block matrix A and the nonnegative matrix P majorizing the former.
Remark 2.5. The assumption that the matrix P in the GWL is irreducible is only used in proving that the equality ρ(A) = ρ(P ) necessarily implies relations (2.7). The proof of the reverse implication does not depend on the irreducibility of P .
The conditions of the GWL necessary and sufficient for the equality ρ(A) = ρ(P ) to hold can also be represented in the following useful form, conjectured by Alpin [1] . 
18)
Proof. The sufficiency of equality (2.18) is trivial. In order to establish its necessity, from the vectors y i , i = 1, . . . , N, occurring in (2.7), we form the matrix
Obviously, the columns of U 1 are orthonormal, i.e.,
Using relations (2.16), established in the proof of Lemma 2.3, we straightforwardly derive the equality
In view of the unitarity of the matrix U, we then obviously have
The remaining equality Remark 2.7. In Corollary 2.1, consider the following two extreme cases: N = n and N = 1. In the first case, the unitary matrix U proves to be diagonal, the righthand side of (2.18) reduces to the matrix εP , and we arrive at the formulation of Lemma 2.1. In the second case, the matrix P of order N = 1 is just the nonnegative number A , and Corollary 2.1 can be reformulated as follows. For a matrix A ∈ C n×n , n 1, the equality
holds if and only if there exist a unitary matrix U ∈ C n×n and an ε, |ε| = 1, such that
As is readily seen, Corollary 2.1 implies the following result.
Corollary 2.2. Under the hypotheses of Corollary 2.1, the equality ρ(A) = ρ(P )
holds if and only if there exists an ε, |ε| = 1, such that ∀λ ∈ Spec(P ), ελ ∈ Spec(A). Now, based on the GWL, we will derive the following main singularity criterion for block irreducible matrices. 
i.e., let u be a left Perron vector of the matrix P. Since P is irreducible, the vector u is positive by the Perron-Frobenius theorem (see, e.g., [2, Theorem 2.1.4]). By using (2.19) and (2.21), we obtain 
whereas the GWL ensures that −1 = −ρ(P ) ∈ Spec(B), whence A is singular. Theorem 2.1 is proved.
Remark 2.8.
, where 
which, in view of (2.24), amounts to the equalities
Using the latter relations and taking into account that
we derive (2.25) as follows:
In view of Remark 2.1, Theorem 2.1 obviously implies the following sufficient condition of nonsingularity. Using Theorem 2.1, it is not difficult to describe singular block irreducible matrices satisfying conditions (1.5) of the nonstrict block diagonal dominance in the sense of [8] . Actually, we formulate our next result for matrices with generalized block diagonal dominance. 
Theorem 2.2. Let
A = (A ij ) N i,j =1 ∈ C n×n , 1 N
n, be a block irreducible matrix with nonsingular diagonal blocks A ii of order n i 1, i = 1, . . . , N, and let
Proof. In view of (2.26), we have
and thus the hypotheses of Theorem 2.1 are satisfied. Therefore, if A is singular, then 
and taking into account that
from (2.32) we derive
which proves (2.28) and, in addition,
Now, by using (2.33) and (2.34), we obtain
which shows (2.27) and completes the proof of the necessity part. Conversely, assuming that 
and = (1, 1, . . . , 1) T , this was done by Alpin [1] , who also showed that if, under the hypotheses of Theorem 2.3, the matrix A is singular, then rank A = N − 1.
In order to make the singularity criterion provided by Theorem 2.3 constructive, we will use the following result [11, Lemma (3, 4) ].
Lemma 2.4. Let a matrix B = (b ij ) ∈ C
N ×N be irreducible. Then the following assertions are equivalent:
in the graph 2 of the matrix B the relation
is valid. Note that, as is readily seen, in (ii) it is sufficient to consider only simple circuits, for which i j / = i r , 1 j / = r k. Rewriting (2.39) in the form
Recall that, given a matrix
D(I − D −1 A A)D −1 = |I − D −1
A A| and applying Lemma 2.4 to the matrix I − D −1
A A, whose graph coincides up to loops with that of A, we obtain the following singularity criterion for irreducible matrices with nonstrict generalized diagonal dominance, due to Alpin [1] . 
Theorem 2.4 [1]. An irreducible matrix
The following obvious reformulation of Theorem 2.4 provides the completion of the classical Taussky theorem.
Theorem 2.5 [1]. An irreducible matrix
A = (a ij ) ∈ C N ×N satisfying (2.
38) is nonsingular if and only if one of the following two conditions is fulfilled:
does not lie on the real positive semiaxis of the complex plane.
Remark 2.11. If, under the hypotheses of Theorem 2.5, A is a real matrix, then the real quantity (2.40) must be negative.
We conclude this section by presenting the block counterparts of Lemma 2.4 and Theorems 2.4 and 2.5. 
where we denote
and every simple circuit (i 1 , . . . , i k , i k+1 ), i k+1 = i 1 , k 1, in the graph of N(B) the equality
is valid.
Proof. The implication (i) ⇒ (ii) is obvious, and we must only demonstrate that (ii) ⇒ (i). Indeed, from (2.41) it follows that
In view of Lemma 2.4, the first of the latter equalities implies that there exists a unitary diagonal matrix D such that
On the other hand, Lemma 3.9 in [11] asserts that the second equality in (2.42), holding for every simple circuit in the graph of N(B), necessarily implies that 
Proof. In view of Theorem 2.1, we need to ascertain that (ii) is equivalent to the existence of nonzero vectors y i ∈ C n i , i = 1, . . . , N, for which conditions (2.20) are fulfilled. Since the latter assertion trivially implies (2.43), it is sufficient to provide vectors y i , i = 1, . . . , N, satisfying (2.20).
Applying Lemma 2.5 to the matrix
A A, where D A is the block diagonal part of A, and using (2.43), we conclude that there exists a unitary diagonal matrix D = diag(ε 1 , . . . , ε N ) ,
The latter relation means that
whence equalities (2.20) hold for the set of vectors 
Theorem 2.7. A block irreducible matrix
A = (A ij ) N i,j =1 ∈ C n×n with nonsingular diagonal blocks A ii of order n i 1, i = 1, . . . , N, that satisfies the conditions N j =1 j / =i A −1 ii A ij v j v i , i = 1, . . . , N,(2.(−1) k k j =1 y * i j A −1 i j i j A i j i j +1 y i j +1 y i j y i j +1 / = k j =1 A −1 i j i j A i j i j +1 .
Inclusion regions for eigenvalues of irreducible matrices
In this section, by using the results of Section 2, we bring some classical results on inclusion regions for eigenvalues to their ultimate form. More precisely, for an irreducible matrix A, we give necessary and sufficient conditions for a boundary point of the union of the Gerschgorin circles (see (3.1) ) and of the union of the ovals of Cassini (see (3.5) ) to be an eigenvalue of A.
The application of Taussky's theorem (see Theorem 1.2) to a shifted matrix A − λI n , where λ is an eigenvalue of A, immediately leads to the following classical result.
Theorem 3.1 [23, 24] . Every eigenvalue of an irreducible matrix A = (a ij ) ∈ C n×n lies inside the union of the Gerschgorin circles
unless an eigenvalue is a common boundary point of all the n circles G i , i = 1, . . . , n.
Obviously, this theorem yields a necessary condition for a boundary point of the union G = n i=1 G i to be an eigenvalue of an irreducible matrix. By applying Theorems 2.3 and 2.4 and Remark 2.9 to the matrix A − λI , one readily obtains the following necessary and sufficient conditions for a boundary point of the domain
where We now turn to the ovals of Cassini. First we recall the well-known theorem found by Ostrowski [18] and rediscovered by Brauer [3] (see also [12, Corollary 6.4.11] ). 
4)
then the matrix A is nonsingular.
This theorem immediately implies that any eigenvalue λ of A is contained in at least one of the ovals of Cassini
Irreducible matrices A = (a ij ) ∈ C n×n satisfying the nonstrict inequalities 6) under the additional assumption that at least one of the inequalities in (3.6) is strict were considered by several authors (see, e.g., [4, 16, 31] ). (Note that Theorem 22 in [4] , cited in [5] and extended to the block case in [8] , is actually not valid, see [31] ).
In particular, in [16] the following conditions necessary and sufficient for an irreducible matrix satisfying (3.6) to be singular were obtained. 
Our next result extends Theorem 3.4 and provides a complete description of singular irreducible matrices satisfying conditions (3.6), including the case of all equalities. Note that the proof below is essentially simpler than the proof of Theorem 3.4 given in [16] , which is based on the application of a much more general Brualdi's theorem, see [5] . Theorem 3.5. Let A = (a ij ) ∈ C n×n be irreducible and let
The matrix A is singular if and only if one of the following holds: 8) and there exists a unitary diagonal matrix D ∈ C n×n such that
(ii) for some i 0 , 1 i 0 n, 
and
Proof. First we note that the irreducibility of A implies the inequalities
whence from (3.7) we obtain that
Assume that
In this case, applying Theorem 2.3 with v = e, we conclude that A is singular if and only if both (3.8) and (3.9) hold true. Now let
From (3.7) we then have
We will demonstrate that, under assumption (3.14), the matrix A is actually nonstrictly generalized diagonally dominant. Indeed, define the positive vector v by the equality
Then, by (3.16), we have
and, by (3.14) and (3.7),
Further, all relations in (3.18) are equalities if and only if
i.e., both (3.11) and (3.12) are valid. Now Theorem 2.3 ensures that, under assumptions (3.7) and (3.14), the matrix A is singular if and only if conditions (3.11) and (3.12) are fulfilled and, in addition, there exists a unitary diagonal matrix D = diag(ε 1 , . . . , ε n ), |ε i | = 1, i = 1, . . . , n, such that
Thus, it remains to ascertain that, under condition (3.11), relation (3.19) is equivalent to (3.13) . Note that from the irreducibility of A and (3.11) it follows that
In view of (3.11) and (3.20) , relation (3.19) amounts to the inequalities The latter inequalities prove (3.19) , where the diagonal entries of D are defined as follows
Theorem 3.5 is thus proved.
The proof of Theorem 3.5 and Remark 2.9 imply the following assertion. Now based on the results obtained, we will describe eigenvalues of irreducible matrices that are boundary points of the union of the ovals of Cassini.
Let A = (a ij ) ∈ C n×n be an irreducible matrix and let λ ∈ C be a boundary point of the union
where the ovals C ij are defined in (3.5) . In this case, for some i 0 / = j 0 , Applying Theorem 3.5 to the irreducible matrix A − λI satisfying (3.22) and taking into account Corollary 3.1, we arrive at our last result. This result provides the necessary and sufficient conditions for a boundary point of the union of the ovals of Cassini to be an eigenvalue of the irreducible matrix A. Also it corrects the false Theorem 22 in [4] and brings the relevant results in [31] (see Corollaries 1 and 2 and Theorem 4) to a complete and clear form. Further, if λ is an eingenvalue of A, then the geometric multiplicity of λ is 1, and the corresponding eigenspace is spanned by a vector z = (z i ) ∈ C n such that
Note that from the second assertion of Corollary 3.2 it immediately follows that any eigenvalue of an irreducible matrix whose geometric multiplicity is greater than one is an interior point of at least one of the ovals of Cassini.
Finally, we note that, for matrices partitioned into blocks, based on Theorems 2.1 and 2.2, one can easily obtain inclusion regions similar to those provided in [8] .
