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is  to  employ  industry‐accepted  heuristics  as  target  rates  of  return  based  on 
benchmarks commonly expressed as hurdle rates of return (Crosby et al.,  a). 
Hurdle rates are a minimum  financial metric and are  intended  to  include  the 
developer’s  cost  of  capital  and  a  premium  commensurate  with  a  subjective 
assessment of a project’s unsystematic risk and are used to measure a potential 
project’s viability through conducting a feasibility analysis and inform decision‐
making during  the  early  stages of  the undertaking. For  a project  and/or  site 
acquisition  to  proceed,  the  forecasted  profitability  determined  through  a 
feasibility analysis must meet or exceed a firm’s minimum requirements. Longer‐
term  investment  holding  periods  introduce  new  risks  and  uncertainties  and 
require change management mechanisms which are often unidentifiable at the 





Firstly,  to  complete an examination of  the decision‐making practices used  in 
determining project viability  through conducting a  feasibility analysis by  real 
estate development firms in Australia and also to obtain information regarding 
hurdle  rate  selection and  techniques commonly utilised  to determine project 
viability. This research investigated the drivers and decision‐making processes 
of property developers  in Australia and touches on the global practices of the 
industry  as  property  development  becomes  increasingly  internationalised.  
Findings indicate the majority of Australian property development organisations 








Furthermore,  few  differences were  found  between  property  developers with 








(<= AUD   million end value) use  less  sophisticated quantitative methods of 
analysis  but  require  a  higher  return  on  equity  (ROE)  as  a  basis  for  project 
selection. The results indicate the structure of many development projects are 
complex, and the boundaries between traditional speculative development and 
property  investment  through  the use of  securitisation methods have become 
more  difficult  to  distinguish.  The  majority  of  development  organisations 
surveyed  do  not  rely  purely  on  quantitative metrics  for  determining  project 
viability  through  feasibility  analysis,  but  also  use  qualitative  methods  and 




developer  typologies;  multi‐national  property  development  organisations 
operating  in  multiple  geographic  regions  demonstrated  a  higher  use  of 












Secondly,  this  research  aimed  to  examine  the  relationship between bounded 
rationality,  heuristic  bias  and  management  decision‐making  by  property 
development  organisations.  Findings  indicate  the majority  of  developers  in 
Australia  do  not  have  a  predetermined  process  and method  for  altering  or 
adapting the chosen hurdle rates and benchmarks, even in the presence of an 
expected change in uncertainty and risk to a potential project. Those developers 
that  do  alter  hurdle  rates  do  so  based  on  three  primary  themes which  are; 
altering  hurdle  rates  on  the  basis  of  risk  analysis  and  forecasted  market 
conditions; altering hurdle rates based on qualitative frameworks or intuition; 
and  altering hurdle  rates based  on  the project’s  status  of planning  approval. 
Additionally,  it  was  found  that  the  property  developers  surveyed  exhibited 
bounded rationality and place a heavy reliance on industry‐accepted heuristics 




potential  project’s  viability  through  the  use  of  feasibility  analysis.    This  aim 
included an  investigation  into  the use of specific  techniques  including Monte 
Carlo  simulations,  Bayesian  models  and  real  option  theory,  finding  few 
development  organisations  surveyed  used  sophisticated  quantitative  risk 
analysis methods at the pre‐commitment stages of the property development 
process.  Additional  findings  indicate  property  development  organisations 














go decision basis  for potential projects  and  site  acquisition. The  second  area 
dealt  with  the  feasibility  analysis  practices  and  methodologies  adopted  in 
determining project viability.   The  final area of recommendation  involved the 
risk  analysis  techniques  used  by  decision‐makers  in  property  development 
organisations during the pre‐commitment stages of the development process.  
 
Consequently,  the  results  of  this  study  have  highlighted  areas which would 
benefit  from  further  research.  Themes  identified  include  the  linking  of 
decision‐making practices and hurdle rate selection with project outcomes and 
developer success ratings; the selection and use of time value of money hurdle 


















contains  no material  which  has  been  previously  submitted  for  a  degree  or 
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the  family  property  business.    It  is  from  this  background  that  the  drive  to 
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formation  of  target  return  rates  has  been  explored…  Many 







The  basis  of  this  research  is  founded  upon many  years  of  decision‐making 
concerning  whether  to  proceed  or  not  to  proceed  with  potential  property 
development  projects  or  choosing  between multiple  heterogeneous  projects.  







and processes undertaken prior  to an unconditional  commitment  to proceed 
with  a property development project. The primary purposes of  conducting  a 

















return (Diaz III,  ; Havard,  ; Sah et al.,  ; Rowley et al.,  ; Crosby 
et al.,  a). Hurdle rates designate a minimum level of return or profitability 




development  process.  The  various  methods  of  determining  feasibility  and 
project  performance  in use  today have  been developing  since  the  s  and 
commonly  include  static  residual  valuation,  residual  accumulative  cash  flow 


















have demonstrated  that  the use of common  financial metrics  from  the wider 





theory  as  a  model  for  valuing  projects  and  the  inclusion  of  Monte  Carlo 
simulations  as  a  prescriptive  model  for  assessing  scenarios  and  possible 
outcomes,  but  the  level  of  uptake  of  these  methods  across  the  property 
development industry is not known as it is not recorded. 
 
The  research  also  aims  to  examine  the  heuristic  ‘go’  or  ‘no‐go’  hurdle  rate 
indicators that practitioners incorporate within the decision‐making process as 
well as gain an understanding of how these practitioners define, measure and/or 
predict uncertainty and  risk, and how  that measurement  feeds back  into  the 
decision‐making process.  Additionally, through the process of this analysis, it is 
hoped to gain insights into property developer’s practices across different sectors 
of  the  industry  as well  as  to  differentiate methods  of  decision making  after 
allowing  for  various  purposes  of  undertaking  the  project.    Furthermore,  an 
analysis was undertaken to assess the adoption of non‐conventional methods of 
assessment  including Monte‐Carlo  simulations  and  probability  analysis,  real 
option theory, Bayesian models of predictability as well as strategies that do not 




estate  development  process  as  well  as  their  key  linkages.  For  examples  see 







Kohlhepp ( ); Kohlhepp & Kohlhepp ( ); Long ( ); McMahan ( ); 
Miles et al., ( ); Peca ( ); Peiser & Hamilton ( ); Preller & Costello 
( ); Ratcliffe et al., ( ); Sims & Reed ( ); Wilkinson & Reed ( ); 
Woodson ( ); Wurtzebach et al., ( ); Zuckerman & Blevins ( ). The 
current  study,  which  particularly  seeks  to  acquaint  the  reader  with  key 
performance  areas  that make  up  the  integrated  process,  conducts  a  critical 
literature review as well as an empirical assessment of the decision process or 
processes engaged within the preliminary stages of the real estate development 
process. This  foundation  of  theory will  create  a  platform  for  the  addition  of 
empirical  evidence  on  specific  decision‐making  processes  that  are  currently 
being  adopted within  the  industry  through  conducting  an  empirical  analysis 
from a survey of leading industry practitioners and to compile and document the 
key methodologies used as well as the weight practitioners place upon them. In 







value  and  generate  a high  return  to  equity. Longer‐term  investment holding 
periods introduce new risks, uncertainties and change management which are 















A  review  of  relevant  literature  and  prior  studies  shows  there  exists  a  gap  in 
knowledge regarding the selection and setting of hurdle rates and benchmarks 
for Australian real estate development projects in the pre‐commitment stages of 
the development  process. The  primary  purpose  of  this  research  is  to  inform 
regarding this gap by gaining an understanding of the decision‐making practices 
utilised within the development  industry  in Australia.  In order to achieve the 
research objectives,  it was essential  to seek a comprehensive  insight  into  two 
major  attributes of  current decision‐making practices: Firstly,  identifying  the 
practices utilised  in the  industry and, secondly, to explore the reasons behind 













property  development  organisation,    and  then  expand  upon  the  views  of 
decision‐makers within those organisations in qualitative open‐ended questions.  















The  research  questions  that  frame  the  focus  of  this  thesis were  designed  to 
address  the  gaps  within  the  relevant  literature  concerning  the  hurdle  rate 





Determine  the  role  of  feasibility  analysis  and  development  appraisals  in 
management  decision‐making,  the  use  of  hurdle  rate  methodologies  and 




These  broad  aims  were  reformated  to  provide  more  specific,  operationally 
effective, research questions (RQ). 
 
 RQ :  Do  Australian  property  development  firms  use  specific  go/no‐go 
hurdle rate mechanisms as a decision basis for proceeding beyond the pre‐











a. Projects by property  types  including  residential, commercial,  retail, 
industrial, retirement, infrastructure and mixed‐use projects. 
b. Projects by development company size and ownership? Publicly listed 









f. Are  there  significant  differences  in  hurdle  rate  selection  and  use 
between different geographic regions of Australia and New Zealand? 

















Examine  the  relationship  between  bounded  rationality,  heuristic  bias  and 
management decision‐making  in  the presence of  volatile  externalities with  a 
view to measuring the extent of variable interdependence over time. 
 








employed  by,  practitioners  to  determine  whether  to  proceed  with  an 
investment/development project are predicated upon the decision‐maker being 
a well‐informed  rational  economic man  (sic)  as  described  in  Simon    “A 
Behavioral Model of Rational Choice” (Simon,  ). Human beings are fallible 
and  therefore  the  interpretation  and  application  of  models  must  also  be 











volume  of  information  available  and  the  certainty  of  the  forecast  of  future 
variables  is  invariably  limited,  which  thereby  limits  the  rationality  that  the 
decision‐maker  can  possess.   This  concept  of Bounded Rationality  coined  by 
Simon explains that ‘boundedly rational agents experience limits in formulating 
and  solving  complex  problems  and  in  processing  information’  (Simon  , 
Chittenden & Derregia,  ).  
 




time  frames.  Real  estate  projects  are  inherently  complex  and  involve  the 
interdependence of many elements and project participants each with their own 
agenda  and  decision‐making  processes.  The  sheer  magnitude  of  the 




















cycle, unemployment,  tax policy,  supply of  comparable properties,  the  credit 
cycle and countless other economic factors both locally, nationally and globally.  
With  the  increasing  interdependence  of  economies  and  capital markets,  the 







to make  a  decision.   The  analyst  does  not  have  the  luxury  of  not making  a 










Tversky  and  Kahneman  in  their    work  Judgement  under  uncertainty: 
Heuristics and biases offered the  idea that, in order to overcome an uncertain 
outcome  in  the  future,  decision‐makers  rely  on  heuristics  or  rules  of  thumb 
(Tversky & Kahneman,  ,  ). Within the feasibility analysis process, these 





















 To  examine  if  there  have  been  any  significant  changes  in  practice  or 
heuristics used in the decision‐making process as a result of the GFC. 
 To investigate how the experience of experts influences and/or changes 
the usage  and methods of both  the use of heuristics and  the decision 
process when compared to educated but relatively inexperienced novices. 


















 RQ : Do Australian property development  companies use  sophisticated 
theory‐led structured quantitative analyses in the feasibility models used in 
the  decision‐making  processes  of  the  pre‐commitment  stages  of  the 
development process? Do Australian development  firms use Monte Carlo 
simulations, Bayesian models, and/or option theory to aid decision‐making? 
 RQ : Are Australian property development companies confident  in their 
organisation’s risk identification and management practices in the decision‐
making processes of the pre‐commitment stages of the development process? 































the  application  of  real  option  theory  in  preliminary  feasibility  analysis 









Chapter : Introduction 
This chapter provides an overview of the thesis topic as well as describing the 
research motivation,  research methodology  adopted,  the  research  aims  and 
specific research questions and the overall structure of the thesis. 
 
Chapter : The Real Estate Development Process 
In order to understand the decision‐making processes of property development 
organisations, it is important to understand the property development industry 











Chapter : Decision Making and Determining Viability 
 











property  development  projects  and  outlines  key  literature  concerning  the 
identification, measurement and evaluation of risk. As this research is primarily 




risk  and uncertainty. Finally, methods  and  strategies  for  risk  transference by 
project development companies are also examined. 
 















Chapter : Results 
This  chapter  analyses  and  discusses  the  results  of  the  statistical  analysis 
conducted on the data collected by the research instrument.  Additionally, the 
specific  research  questions  addressing  each  research  aim  are  addressed  and 
discussed. 
 
Chapter : Recommendations and further research 
This chapter provides a conclusion to the thesis and a summary of the findings 
from  the  data  analysis.  Additionally,  this  chapter  presents  the  key 









































































questions  themselves derive  from  activities  that  are  found within  the overall 
property development process. This process will be discussed  from both  the 
perspective  of  the  historical  evolution  of  the  guiding  principles  as well  as  a 
modern  practical  application.    The  prevailing models  and  steps  within  the 
property development process will be  covered  in detail  in  this  chapter.   The 
property development industry in Australia will be discussed and the role of the 
property developer will be reviewed before moving on to the specific stages and 





The  real  estate development process  categorically describes  the  sequences of 
steps  within  a  project.  Throughout  this  research,  the  terms  property 
development  (used  primarily  in  Australia  and  the  UK)  and  real  estate 



































land  and  the  construction  or  refurbishment  of  buildings  for  occupation  by 
themselves or others’.  
 





















( %)  is  now  urbanised  (U.N. DESA,  ). Australia  and New  Zealand  are 




























current  use  then  the  arbitrage  ends.    Kohlhepp  and  Kohlhepp  ( ,  p.  ) 
describe property development as the ‘process of adding economic value to the 
real  estate  enterprise  through  various  stages  of  development’. Drane  ( ), 
Miles et al. ( ), Peiser & Frej ( ) and Wilkinson & Reed ( ) all refer to 
the  entrepreneurial  aspect  of  property  development,  describing  the  act  of 
development  as  an  idea  that  comes  to  fruition when  consumers  ‐  tenants or 
occupants ‐ acquire and use bricks and mortar put in place by the development 
team.  Value  is  created  by  providing  usable  space  over  time with  associated 
services. Real estate developers  take  the  risk of  the project  in anticipation of 
receiving economic profit sufficient to justify risk‐taking behaviour (Kohlhepp & 





For the purpose of this research, property development will be defined as 
a sequence of steps that take a property development project from 
inception through to construction and completion including the 
management of the asset over its lifecycle in order to derive value and 








This  section  gave  an  overview  of  property  development  and  discussed  its 







and  private  users,  of  capital  markets  and  the  development  team  with  all 
participants offering and seeking varying – and often competing –  inputs and 




complex  framework  of  the  legislative  process  at  the  local  council,  state  and 
Commonwealth  levels.    Local  planning  instruments  and  decision  processes 
ultimately determine what  is permissible for a potential project, but there are 






the  end  product  in  the  form  of  owner’s  and  tenants. Users  are  looking  for 
affordable  development  that  meets  their  needs.  Additionally,  property 
developers  interact with  the  capital markets  in  the  form  of  raising debt  and 









seeking  thoroughly  researched  investment  opportunities  with  an  attractive 
risk/return ratio based on analysed gained during due diligence. When capital 
providers  tighten  their  lending  requirements,  this  forms  a  key  constraint  on 





















This  section described  the varying  roles of  the property developer  in general 






individual  (sole‐trader)  to  large  public  companies  and  multi‐national 
organisations  (Reed &  Sims,  ). This wide  range of  activities  can make  it 
difficult to identify property development organisations and often the activity is 




















or a hybrid of  the above  types (Peiser & Frej,  ; Peiser & Hamilton,  ; 
Brueggerman & Fisher,  ; Kohlhepp,  ). 
Just  as  there  exists  a  variety  of  property  types  that  property  development 
organisations can undertake, there are a number of other characteristics that can 





























 Medium value – between AUD   million and AUD   million – small and 




































 Public – a government organisation  tasked with a  specific objective  to 
create a property for a desired end‐use. 




government  body.    The  company  is  often  directed  to  undertake 











speculative‐trader  or  primarily  investor  orientated  regarding  the  long‐term 
















from on‐selling  the completed property at a price higher  than  their cost base 
(Geltner et al.,  ). Generally, these projects are of a shorter time horizon (less 
than three years) and do not cross multiple property cycles.  Land‐banking and 









often would necessitate  a different decision hurdle  rate  for project  initiation 
(Ling  &  Archer,  ).  For  this  reason,  many  developers  will  have  both 
speculative and investment motivations for completing a project, and they will 
be  referred  to as hybrid developers  in  this  research.   A common example of a 


















profile. Larger specialist management consultancy agencies often  fill  this  role 
and  focus  on  taking  a project  from  the  initial  conception phases  through  to 
project planning (Wiegelmann,  ). Development managers act as consultants 






There  exist  other  categories  for  developer  typology  that will  be  investigated 
further through this research as an empirical survey.  As stated above, there are 
many motivations  for undertaking property development and  for engaging  in 
viability  studies  including  public  organisations  and  semi‐public/private 






Property development  is a very  important part of both  the Australian & New 
Zealand  economies. The  total development  sector  turnover  is well over $  
billion annually in Australia and contributes between seven to nine per cent of 
GDP  annually  (ABS,  ;  Kelly,  ),  and  the  broader  property  market 
contributes  approximately $  billion AUD  comprising  thirteen per  cent of 
Australia’s GDP  and  employees  .  million people  (PCA,  ). Similarly,  in 
New Zealand the property industry contributes approximately $  billion NZD 








The  Australian  Bureau  of  Statistics  (ABS)  defines  development  as  including 
building construction, construction services, and property operators/real estate 





and social needs of communities’ (UDIA  , as cited by Newell  , p.  ). 
Residential property development  accounts  for   per  cent of  the Australian 
development  gross  output  and  large  publicly  listed  property  development 
companies account for approximately   per cent of the sector turnover, vastly 
























( ,  ); Cadman & Topping ( ); Isaac et al., ( ); Kohlhepp ( ); 
Kohlhepp  &  Kohlhepp  ( );  Long  ( ); McMahan  ( ); Miles  et  al., 
( );  Peca  ( );  Peiser  &  Hamilton  ( );  Preller  &  Costello  ( ); 
Ratcliffe et al., ( ); Sims & Reed ( ); Wilkinson & Reed ( ); Woodson 
( ); Wurtzebach et al., ( ); Zuckerman & Blevins ( ).  A common link 
among these theoretical models includes the use of a sequence of steps that take 
a development project from conception through to construction and completion 
including  the management of  the asset over  its  life‐cycle  (Bulloch & Sullivan, 
).  However,  in  practice,  to  apply  theoretical  models  in  the  industry, 
specifically the financial aspects and technical requirements of construction; Ball 
( )  asserts  that  development  models  tend  to  fall  within  the  four  main 
traditions  of  property  research  including  mainstream  economics, 
power/behavioural approaches, structure‐agency institutionalism and structure 
and  provision  theories.  And  more  recently  Drane  ( ,  p )  affirms  this 




Notwithstanding  the  weaknesses  and  problems  with  existing  models,  the 
underlying principles and theories that seek to explain the development process 
have changed little over time and remain relevant today. Although many of the 
development  process  models  appear  to  be  very  simple,  the  underlying 
development  tasks  are  often  rendered  highly  complex  as  a  result  of  the 
increasing size and cost of projects which can occur over a considerable time 
horizon  (Peiser  &  Frej,  ).    While  easy  to  understand  conceptually, 
development process models can  lead to confusion, frustration, duplicity, and 
extraordinary risk‐taking as the stakeholders in the process have either limited 














process  (Havard &  Platts,  ). Graaskamp  ( ,  p. )  also  described  the 
development  process,  and  each  new  potential  project,  as  a  creation  of  the 
political process where society is given a new opportunity to ‘negotiate, debate 





residential  developers,  and  also  advocates  the  splitting  of  residential  from 
commercial  sectors  as  well  as  categorising  the  commercial  sector  into 



















evolution  of  this  process,  evaluating  the  theoretical  foundations  of  the 










Drane  ( )  analysed    articles  and  books  relating  to  models  of  the 
development  process  and  found    different  development models  published 
from   to  . However, the absence of many books and articles from   
to   draws  attention  to  a  transition of  theoretical perspectives  from neo‐
classical  economics  and  Marxist  views  towards  the  political  economy  and 
institutional analysis (Drane,  ). It should be noted that these studies did not 











It  is no  coincidence  that  the  largest advances  in  the  theory dealing with  the 
property development process  and  associated decision‐making have  followed 
periods of dramatic volatility and economic  loss,  largely  caused by  shocks  to 






largely  accredited  to  a  lack  of  economic  responsibility  in  both  fiscal  and 








distinguished  from  reality  in  such  models,  and  they  deal  with  developer 
behaviour without actually examining how and why they behave in such a way. 













of  uncertainty  and  risk  including  the  following  studies:  Adams  et  al.,  ; 








of  the  property.  A  popular model  used  in  tertiary  institutions  to  teach  the 
principles of property development  is  the Urban Land  Institute’s Eight‐Stage 
Model  of  Real  Estate Development  developed  by Wurtzebach  et  al.    as 
illustrated in Figure  . . . For the purposes of this research, the first four stages 
of this model make up the pre‐commitment stages of the property development 
process  and  form  the  research  primary  concern.  The  remaining  four  stages 
usually occur after the negotiation and  formal  legal commitment to acquire a 
property  development  site  and  form  the  first  major  requirement  for  large 
amounts  of  capital  in  the  project.  The  pre‐commitment  stages  of  the 
development process  are  the most  important, as decisions made  early  in  the 
process usually have significant impacts on the overall project success or failure 















be  considered  and market  conditions  are  taken  into  account  to undertake  a 
































Ideas  that  survive an  initial  ‘back of envelope’  feasibility which has not been 














 Completion  of  a  market  disaggregation  and  product  differentiation 
concept. 
 Continuing refinement of the financial feasibility by periodically retesting 











including  engineers,  architects,  town  planners,  quantity  surveyors, 




Another  key  objective  is  the  translation  of  all  gathered  information  into  a 














full  feasibility  analysis  in  stage  three  of  the  development  process.  Feasibility 
analysis  for a development project can take place  in a time  frame of weeks to 
months and range in cost from a few thousand dollars to millions of dollars. A 
development  organisation will  use  the  ‘refinement  of  the  idea’  stage  of  the 

































is  required  to  commit  additional  capital  to  the  project  and  perform  a more 
detailed analysis utilising several dimensions. Additionally,  the developer will 
experience  the  first  ‘hurt money’  into  the project. Hurt money,  is an  industry 
term for sunk costs, and includes capital that is then expended on a project that 
cannot be recouped unless the project proceeds.  In the prior preliminary and 
refinement  of  the  idea  stages  of  the  development  process,  only  minor 
expenditure has been incurred on design and consultant’s reports, which enables 
the project  to be  abandoned with  little  consequence. The  feasibility  analysis 



























study. The  selected course of action  is  tested  for  fit  into a context of specific 
constraints, which include all the legal and physical limitations. It is not simply 
a question of whether or not an  idea might work, but  rather  it  is a question 
whether a particular plan for turning an idea into a physical building is likely to 
work within a  specific  time  frame given while also  satisfying all other project 
constraints (Miles et al.,  ). 
 
A development appraisal  is a report  that  includes a  financial analysis and also 
contain  additional  elements  including  an  executive  summary, market  study, 
preliminary  drivers,  cost  estimates,  information  about  financing,  planning 
permissions, an estimate of value and an analysis of project risk (Havard,  ; 


































































option over  the  site, giving  the developer  the  right but not  the obligation  to 

























distinction  can  be  seen within  publicly  listed  development  companies  using 
structural  separation  within  their  organisations  of  the  three  parts  of  the 
development  process:  acquisition,  development  management  and  asset 












land  through  civil  construction  and,  if  required,  the  constructing  of 
substructures and  superstructures which  form  the object of  the development 
project. The construction of the project is the first post‐commitment stage of the 
development  process,  and  abandoning  the  project  from  this  point will  have 
substantial financial consequences (Miles et al.,  ). This stage differs from 











project  composition  begins  to  increase  while  the  uncertainty  regarding  the 






(Byrne,  ).  This  stage  also  marks  the  second  major  phase  of  capital 
commitment, after site acquisition, and often constitutes   –   per cent of the 
total development cost (TDC).   Another  important  factor  for consideration at 
this stage is the procurement method chosen for construction (Havard,  ). A 
further  important  consideration  is  whether  the  developer  is  also  the 
construction contractor. Many development organisations are also construction 
contractors,  and  many  construction  organisations  will  engage  in  property 
development, but it should be noted that they serve different roles. It is generally 
recognised that  if the development project  is only  feasible after adding  in the 
construction  profit,  then  the  project  should  not  proceed.  ‘Many  projects 
undertaken by developers to keep their contracting arms busy have  led those 
developers  to  bankruptcy’  (Peiser  &  Hamilton,  ,  p.  ).  The  rationale 




the construction process and  the possibility of  lower construction costs  to be 

















authority  certification  in  order  to  allow  for  occupation.    For  example,  in 
Queensland this process includes certification of occupation, sealing of the plans 
and  certification of  titles  in order  to be  allowed  to occupy or  settle  the new 











. Environmental  Planning  Authority  signing  off  on  any  relevant 
development approval conditions as a concurring agency. 
. Department  of Main  Roads  signing  off  on  any  relevant  development 
approval conditions as a concurring agency. 












Other  activities  in  this  stage  include  education of key personnel,  connecting 
services, commencing on‐site operations, finalisation of the project marketing, 









has no  further  involvement  in  the project.   This process  raises  an  important 









the project  formally handed over  then  the  responsibility  for  that project will 
often end up the responsibility of the management components which includes 
property management,  asset managers  and  portfolio managers  (Miles  et  al., 
). 
 
The property management  team  is  then  responsible  for  the  realisation of  the 







condition  to  allow  the  long‐term  value  of  the  asset  to be  realised.   Property 
management is concerned with managing the day‐to‐day operation of the asset 
including  letting  to  tenants  if needed  and  collection of  rent  and payment of 
property  expenses  (Peiser & Frej,  ). The property manager  executes  the 
tactical objectives of the assets strategic plan as determined by the asset manager 





















A  very  important  step  in  the  evolution  of  the  theory  of  the  real  estate 
development process includes the Kohlhepp and Kohlhepp’s ( ) Real Estate 
Development Matrix Model.    First  introduced  in  a  working  paper  in   







.   This  section gives  an overview of  the unique  contribution of  the Real 
Estate  Development  Matrix  model  to  the  theory  concerning  property 
development. 
 
Building on  the work of Graaskamp (Graaskamp,  ,  ), Miles, Berens & 
Weiss ( ,  ,  ) and Miles et al. ( ,  ) describing a mainly linear 
form of the property development process, Kohlhepp and Kohlhepp’s Real Estate 
Development Matrix (REDM) adds the elements of property development tasks 
and  property  development  types  in  a  three  dimensional  matrix.  ‘It  is  a 
combination of the seven stages of the real estate development process across 
the horizontal axis with the eight task categories of development on the vertical 
axis, thus creating the  ‐cell matrix’ (Kohlhepp & Kohlhepp,  , p.  ). Table 




























































I. Acquisition I. 1. I. 2. I. 3. I. 4. I. 5. I. 6. I. 7.
II. Financing II. 1. II. 2. II. 3. II. 4. II. 5. II. 6. II. 7.
III. Market Analysis & Strategies III. 1. III. 2. III. 3. III. 4. III. 5. III. 6. III. 7.
IV. Environmental Analysis IV. 1. IV. 2. IV. 3. IV. 4. IV. 5. IV. 6. IV. 7.
V. Approvals & Permits V. 1. V. 2. V. 3. V. 4. V. 5. V. 6. V. 7.
VI. Physical Improvements VI. 1. VI. 2. VI. 3. VI. 4. VI. 5. VI. 6. VI. 7.
VII. Transportation/Accessibility VII. 1. VII. 2. VII. 3. VII. 4. VII. 5. VII. 6. VII. 7.


















development  industry  given;  and  finally,  an  original  definition  of  property 
development  was  provided.    The  next  chapter  will  focus  on  examining  the 
feasibility analysis stage of the development process and review how developers 















Chapter    provided  an  overview  of  the  recent  history  and  evolution  of  the 
property  development  process.  The  present  chapter  will  be  devoted  to  an 









































According  to Kolbe  et  al.  ( ), when  considering  a  potential  development 
project, ‘the study addresses the question of whether the relationship between 
development  costs  and market acceptance will  enable  the developer  to meet 
minimum acceptable investment targets’ (Kolbe et al.,  , p.  ). Technically, 




across  many  market  considerations  including  site  characteristics,  market 










At  this  point,  it  is  important  to  distinguish  between  the many  terms  used 
generically in the industry for feasibility analysis and development appraisal. A 




















by  how  much  and  is  it  worth  pursuing?  Regardless  of  the  professional 
perspective for which a project is approached, in order for a project to be deemed 
feasible, there exists the necessity to be feasible physically, legally and financially 
as shown in Figure  .  (Kolbe et al.,  ). 
 
The ultimate result of  the analysis should not  just be  the  finding of a project 































from  the  perspective  of  the  property  developer.  The  primary  task  in  the 
feasibility analysis stage of the real estate development process is to demonstrate 
the viability of the project to all the vested stakeholders. The analysis of viability 

































Feasibility  analysis  for  property  investment/development‐based  projects  first 
began to take  its modern shape through the evolution of cost‐benefit analysis 
(CBA) being applied to the Urban Renewal movement of the  s in the USA 




independence  for  the  American  colonies  (Franklin,  ).  CBA  was  more 
formally developed by Jules Dupuit and officially published by Alfred Marshall 


























be  undertaken  (Graaskamp,  ).  Graaskamp  also  referred  to  a  reasonable 
likelihood as a demonstration of the high  level of uncertainty that  is,  in many 
cases,  inherent  in  forecasting. The timeframe  from the  feasibility study to the 
completion  of  the  project  is  in  many  cases  completed  over  several  years 
(Graaskamp,  ,  ). A project with a high degree of forecasted profit may 
still  end  up  losing  money  if  there  is  a  dramatic  shift  in  the  underlying 
assumptions  from  which  the  forecast  was  made  (Coleman  et  al.,  ).  
Therefore, a project that has been deemed feasible does not give certainty as to 









in  terms  of  financial  and  human  capital,  that  a  development  organisation  is 
willing or able to commit within a given timeframe (Peiser & Frej,  ).  
 














At  this  point,  it  is  advantageous  to  review  the  decision‐making  processes 
involved  in the property development process before further  investigating the 
mechanics of conducting a feasibility study. Decision theory is the ‘study of how 
people model  ‘judgement’  and,  from  that,  how  they  determine  their  choice’ 
(Atherton  et  al.,  , p.  ). These may be probability‐based models,  loss 
function models  or  other  forms  of  statistical  representations  of  judgements 
(French,  ). Decision‐making within  the concept of property development 
bears  similarity  to  the  literature on decision‐making  for  investment purposes 












Though  there  is  evidence  that  many  decision‐makers  in  the  property 





;  Baldwin  and  Clark,  ;  Investment  Property  Forum,  ).  In  their 
pioneering work on decision models Tversky, Bell and Raiffa ( ) described 





Descriptive  models  do  not  seek  to  aid  people  in  making  ‘rational’ 
decisions. 


















model  would  do.  If  the  analyst  believes  in  the  likelihood  that  the  input 
assumptions will be accurate, then they should choose those projects that pass 
their pre‐determined project hurdles and benchmarks (Atherton et al.,  ).  
Most  earlier  literature  (circa  s  to  )  regarding  decision‐making  in 
property  investment  and/or  development  projects  focused  on  a  set  of  rules 
which were often based on mathematical models to guide the decision‐maker 
on the correct decision to be made. Key research such as Anderson and Settle 
( ),  Farragher  and  Kleiman  ( ),  Graaskamp  ( ),  Roberts  and 














making will  hold  true with  Australian  property  developers’  decision‐making 












Additionally,  this  type  of decision model utilises descriptive  theories  of how 
decision‐makers  do make  decisions  in  order  to  comprehend  how  cognitive 
processes are used, while also using  ‘normative theories of decision making as 
the ideal way to make decisions’ (Bell et al.,  , p.  ). Prescriptive theories try 




the  global  financial  crisis,  as discussed  in Chapter  ,  and  the  levels  of  input 














When  reviewing  the  literature,  it  can  also  be  noted  that  there  have  been  a 
number of studies focused upon the behavioural aspects of decision‐makers and 
specifically  if bounded rationality and heuristic bias  is present  in  the decision 







development projects research such as Diaz ( a,  b,  ,  ); Diaz III 
( ,  ); Fainstein  ( ,  ); Gallimore  ( ,  ); Gallimore  et  al. 
( ); Goldberg ( ); Busenitz & Barney ( ); Paul et al. ( ); Robinson 
& Robinson  ( ); Diaz & Hansz  ( ); Gallimore & Wolverton  ( ); and 
Diaz & Wolverton ( ); Tan et al., ( ). These studies are among those that 
aimed  at  examining  the  overall  impact  of  the  behaviourists’  approach  to 
decision‐making  in  property  feasibility  analysis  and  have  made  a  valuable 
contribution  to  the more normative models  that had been put  forth  in prior 
decades. The behaviourists’ view can be described in that the decision‐makers in 
organisations are human and, as such, are guided by human behaviour.  Research 
shows  that  development  managers  have  a  high  level  of  autonomy  in 
development  firms when deciding whether  to proceed and are not bound by 
purely normative models (Hutchison et al.,  ; Crosby et al.,  a &  b; 
Weigelmann,  ; Fanstein,  ,  ; Whitehead,  ). This research will 
aim to gain an insight into this process as well as to the existence of heuristic 





analysis which  form  the  key  indicators  of  uncertainty  pertaining  to  a  given 
project’  (French & Loizou,  , p.  ). Uncertainty,  risk  and  instability  are 
common characteristics of property development and are an integral part of a 





















Historically,  developers  have  relied  upon  static  single  point  development 
appraisal models as opposed to cash‐flow approaches such as DCF or NPV most 
often used  today  (Atherton et al.,  ). The variables  that  form  inputs  in a 
project’s feasibility appraisal are made up of revenue and costs that have a degree 
of uncertainty, but the outcome of this analysis is usually given as a single value 
without  a  margin  of  error  (Savvides,  ).  Traditional  models  have  been 
enhanced and modified  to allow  the developer  to quantify  the  risks  they are 
modelling. This means moving from the idea of a best and worst estimate to a 
range of outcomes and a distribution (Byrne,  ,  ). More recent decision 
models  presented  in  literature  incorporate new  techniques  and  argue  that  a 
developer  can  easily  move  away  from  fixed‐point  analysis  and  incorporate 
uncertainty  in  their models, which are discussed  in more detail  in Chapter   


















With  the  inclusion of probability generation and Monte Carlo  simulations, a 
range of outcomes can be presented in a prescriptive approach facilitating the 
decision maker’s  ability  to  have  a  greater  understanding  of  the  process  by 
allowing amendments  to  the assumptions  (French & French,  ; Kelliher & 


















Figure  . .  illustrates an example presented by Atherton et al. ( , p.  ) 
demonstrating the use of Oracle Crystal Ball to run probability simulations on a 
property development  financial  feasibility analysis.  In  this example,  the mean 
profit was  found  to be € ,  which  is  significantly  less  than  the € ,  
which resulted from the traditional DCF methodology.  The original figure is the 
best estimate available  from the analyst entering  in the  input variables to the 
best  of  their  knowledge,  and  the  output  of  the  simulations  adds  statistical 















rate  that  the  project must  exceed  to  be  considered  feasible  or  viable.    As 
discussed  in Chapter  , the term hurdle rate  implies that there  is a minimum 

























the  forecasted  long‐term  growth  in  income  after  allowing  for  depreciation. 
(Hutchison et al.,  , p.  )  
 
The  IPF  report  also  found  that  among  the  investment managers,  large‐scale 
property  investors  and  developers  surveyed  that  %  of  respondents  used 

























property  development  decision‐making  is  the  margin  on  development  cost 
(MDC) which can also be referred  to as return on cost  (ROC)  (Havard,  ; 
Isaac et al.,  ,  ; Miles et al.,  ; Miles et al.,  ; Peiser & Hamilton, 
; Reed & Sims,  ; Wilkinson & Reed,  ; Crosby et al.,  a &  b). 










proceeding  beyond  the  pre‐commitment  stages  of  the  development  process 
(Wilkinson & Reed,  ; Reed & Sims,  ).  
 



















𝑀𝐷𝐶 %  
𝑁𝑒𝑡 𝑝𝑟𝑜𝑓𝑖𝑡 𝑜𝑓 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡
𝑇𝑜𝑡𝑎𝑙 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡 𝑐𝑜𝑠𝑡












anticipated to have a net realisation value (NRV) of $ , . ; 
 The  project’s  total  development  cost  (TDC)  is  forecast  to  be 
$ , , ; 
 The  anticipated  profit  for  the  project would  be  $ , ,   ‐ 
$ , ,  = $ , , ; 














method  of  determining  a  projects hurdle  rate  is  that  it  does not  adequately 
account for a more complex pattern of income and expenditure over longer time 
horizons or for the time value of money (Isaac et al.,  ). With the advent of 
more  complex  calculations  utilising  spreadsheets  and  proprietary  feasibility 
programs, NPV, DCF  and  Internal  Rate  of  Return  (IRR)  have  become more 
prominent in the literature (Havard  ; Isaac et al.,  ,  ; Reed,  ; 
Reed  &  Sims,  ; Wilkinson  &  Reed,  ;  Squires  &  Heurkens,  ). 
However, the MDC method for determining a potential development projects’ 
minimum profitability benchmark is still valid for projects of three years or less 
(Havard,  ).  It  is  anticipated  that  the  majority  of  speculative  based 















































An  industrial  property  is  purchased  as  an  investment  for  a  total  cost  of 
acquisition of $ , , .   This property  is already  tenanted on a  long‐term 

































funding  arrangement  leads  to  property  development  projects  having  a  very 
different economic opportunity cost of capital  (OCC)  than  that of  traditional 














were  the  primary means  of  decision making,  rather  than  a  portfolio  theory 
approach adopted by funds managers who select assets for investment purposes. 
In the Australian context, Costello and Preller ( ) found that NPV was the 
















to  zero.  IRR  calculations  rely  on  the  same  formula  used  to  determine NPV 
(Altshuler & Schneiderman,  ; Baker & Filbeck,  ). When an IRR is used 



















in  the  future  (FV)  due  to  the  risk  of  not  receiving  the  forecasted  amount. 
‘Investors  expect  a  return  simply because, having  time up money,  they have 
foregone the pleasure of spending  it’ (Rowland,  , p.  ).  It  is  the rate of 
return expected if there was no risk of default. A discount rate is a required rate 
of  return  on  a  real  estate  investment/development  based  on  its  risk  when 
compared with  returns  earned  on  competing  investments  and  other  capital 
























































that  is  often  formed  from  an  in‐house  view  to  come  up  with  a minimum 





higher  returns which  runs  counter  to widely  accepted  investment  decision‐
making theory. They argue this is due to the residual land value calculations and 
the point in time expenditure in the project is incurred.  IPD ( ) as quoted in 
Crosby  et  al.  ( a)  reviewed  ,  UK  based  development  appraisals  and 
found that average return as measured by IRR was  % over the period   – 









is anticipated  that when Australian property development  firms are  surveyed 











The  return  on  equity  (ROE)  and  return  on  investment  (ROI)  indicators  are 
profitability ratios used by investors to determine how much an investment will 
return from either earnings or capital gains/losses from changes of asset value 



























𝑅𝑂𝐸 %  
𝑁𝑒𝑡 𝑃𝑟𝑜𝑓𝑖𝑡 𝑜𝑓 𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑂𝑤𝑛𝑒𝑟′𝑠 𝐸𝑞𝑢𝑖𝑡𝑦 𝑖𝑛 𝑝𝑟𝑜𝑗𝑒𝑐𝑡
100  
            (Source: Reed,  ) 
 
This  ratio  is  important  for most  development  firms  as  the  use  of  debt  and 
leverage are commonly used and can be used  to determine  the return on  the 
property developer’s  funds  invested  in  the project. Preller  ( )  found  that 

















Average Annual Project Cashflow
 














A margin  or  return  on  revenue  is  similar  to  the MDC  or  ROC  calculation 
mentioned above, with the same advantages and weaknesses, with the exception 





𝑅𝑂𝑅 %  
𝑁𝑒𝑡 𝑃𝑟𝑜𝑓𝑖𝑡 𝑜𝑓 𝐷𝑒𝑣𝑒𝑙𝑜𝑝𝑚𝑒𝑛𝑡
Gross Development Value















A WACC  can be used  as  a hurdle  rate  to determine a development project’s 
break‐even point and the level of value the project derives in excess of the firm's 
cost of capital.  Often used in as a determinate in identifying an investment’s net 
present  value,  a  WACC  is  simply  the  product  of  the  annual  interest  rate 
associated  with  each  form  of  capital  used  in  project  and  the  respective 
percentage weighting (Chen,  ; Modigliani & Miller,  ). Alternatively, the 
WACC can have an inbuilt requirement for a particular return on equity (ROE) 















by Markowitz  ( )  and  aims  to discount  future  cash  flows  by  a minimum 
market return and a risk‐premium commensurate with the expected volatility of 
returns. CAPM was modified and applied to real estate transactions by Jud and 










permit  only  those  projects  to  proceed  that  have  a  higher  return  on  capital 
(Dayananda,  ). Therefore, projects with the highest NPV will proceed and 
will have the effect of maximising the firm's profitability and put a restraint on 
the  over‐commitment  of  capital  (Beraldi  et  al.,  ;  Antle  &  Eppen,  ). 
Recent  studies  have  cast  doubt  upon  the  application  of  CAPM  and  other 
popularly accepted investment‐oriented capital budgeting methods to property 
development projects (Crosby et al.,  a; IPD,  ,  ). CAPM requires a 
















firms  set a minimum  financial metric as a hurdle  rate which must be met or 
exceeded.  These are simple ratios such as a minimum dollar amount of profit 
that must be achieved, a minimum profit dollar/per unit or dollar per square 
metre,  or  a minimum  dollar  amount  of  the  project  size  or  revenue  (Gau  & 
Kohlhepp,  , Costello & Preller,  ). These measures are very simple  to 




staff  resources  and  company  overheads.  Development  feasibility  and  the 
financial metrics associated with hurdle rates are a project‐specific exercise that 




).    Surveys  conducted with property developers  as  respondents  such  as 
Hutchison et al. ( ), Crosby et al., ( a &  b), Preller ( ) Costello & 









quantitative  techniques  used  in  longer‐termed  property  investment  do  not 
accurately  reflect  the  risk/reward  realities  of  property  development  projects.  
One  such  example  includes  the  accepted  axiom  that  the  longer  a 
project/investments  time  horizon,  the  higher  the  discount  rate  required  to 
compensate for the greater levels of uncertainty and risk in the future.  Therefore, 
risk and time are linear. In regards to property development projects, this is often 





























following  aspects have been  collated and  include Havard,  ; Wilkinson & 









































As  all projects  are unique,  the  reasons  for undertaking  a project often differ 
requiring  specific objectives  to be  set  for each one. The viability analysis will 
determine if the minimum hurdle benchmarks have been satisfied and, if so, will 
result  in a  ‘go’ decision and help guide  the decision‐maker as  to  ‘when  to go’ 
(Mayer & Sommerville,  ). 
 
It  is  imperative  that  the decision‐makers deciding whether  to proceed with a 
project have  a  clear  idea of what  they want  their project  to  achieve prior  to 
undertaking the feasibility analysis of a development appraisal (Havard,  ). 
In relation to financial gain, it is important to distinguish the goals of the trader‐
developer  verses  the  investor‐developer.   The  trader developer will primarily 
create real assets for the purpose of on‐selling at a higher price than the cost to 
complete  the  project,  therefore,  deriving  an  economic  profit.    An  investor‐
developer will generally have a longer investment horizon and will be looking at 




























social  value  is  the main  objective,  the  social  benefits  will  far  outweigh  the 
project’s  IRR  (Regan,  ;  Smith,  ).    Public  and  quasi‐private/public 
organisation  may  not  state  that  deriving  economic  profit  is  their  primary 
objective, but often there exists the impetus of accountability in their allocation 
of  resources and  so will need  to  strive  to obtain  the maximum benefit/social 
value return (Smith,  ).  To determine which projects are to proceed, these 
organisations  need  to  undertake  a  development  appraisal  which  includes 
financial feasibility analysis. Social objectives may include providing land supply, 





Both  traditional  trader‐developers  and  investor‐developers  usually  will  have 







management of  risk  (Havard,  ). Ultimately,  this  goal  aims  to obtain  the 
highest risk‐adjusted profit possible when choosing between possible projects. 










the  limits  of  the  development  –  the  physical  limits,  the  legal  limits  and  the 
market limits’ (Havard,  , p.  ).   There are many areas of limitations and 
boundaries placed upon  a project, but  they  can  generally be  sorted  into  the 
following categories:  Site availability and restrictions, permissions and planning, 










restrictions  imposed  by  planning  instruments,  and  it  is  the  development 
appraisal which plays an integral role in defining this process (Havard  ). The 















control  process  which  can  be  described  as  ‘a  process  by  which  society, 








can  be  obtained  from  that  property  or,  in  modern  terminology,  the  Net 
Operating Income (NOI) that can be derived (Ricardo,  ,  ).  The NOI of a 
property or a completed development project can be ascertained by a study of 
market  rents  for  comparable  properties. Milton  Freidman’s  Efficient Market 





interaction  of  supply  and  demand  and  hence will  determine  a market  rent 















supply would be  the area of  land allocated  to  retail  shopping centre use and 
development.    Planning  schemes  purposefully  limit  the  provision  of  retail 





centres to achieve an  increased  level of NOI that corresponds to an  increased 






the  developer  can  generate  an  economic  profit  from  increasing  the  supply 
permissible  on  a  given  development  site  by  applying  for  a  change  of  use  or 
increasing  floorspace  density  (Gyourko  &  Molloy,  ).  For  example,  in 














Seeking  appropriate  development  approvals  is  a  vital  task  within  the 
development  process  and  will  form  a  significant  boundary  to  the  potential 
project.  As noted above in Queensland, a property developer can seek to have 
the planning scheme governing their site amended through application for an 








 Impact Assessment  is  an  assessment  that must  be  carried  out  against  the 
assessment benchmarks in a categorising instrument for the development; and 







the project must be  advertised  and objections  can be made  to  the proposed 
development scheme. The planning limitations of a development project present 
a major limitation and also present one of the key risks to a project. Furthermore, 









that approval or planning  risk was  the  second‐highest  risk category a project 
faces  after  environmental  risks.  They  also  found  that  property  development 
firms employ a number of risk minimising strategies concerning planning and 
permissions including analysing if extra approvals are needed before acquiring a 
site,  investigating  the  level  of  development  approval  conditions  and 
contributions and actively meeting and communicating with local government 











impact most  of  the  projects  potential  buyers  and  could  turn  an  otherwise 




and  the  taxation  of  property  investments  as  issues  that  could  have  a major 
impact on society.  Additionally, the balance of society’s views on the right of the 
individual and their landholdings versus the rights of society to impose control 
over  the  individual’s  rights  has  increasingly  shifted  towards  the  benefits  to 
























Project  funding  has  a major  impact  on  how  a  developer  determines  which 
projects are feasible and should be undertaken. The ease and price of capital in 
both debt and equity forms is often the determining factor in the optimum size 



































































(Sources: Isaac & O’Leary  ,  ; Isaac et al.,  ,  ; Havard,  ) 
 
The  above  equations  are  very  simple,  but  the  complexity  in  preparing  a 
development appraisal comes from the accuracy that must be used to determine 





many  property  development  projects.  Project  expenses  or  outflows  progress 
from the start of the project up until the end of the construction and registration 















. First, determine the  inputs: This  includes making an assessment of the 
input  costs  which  may  include  land  and  acquisition,  building  costs, 














equation  is  a  common  component  of  determining  project  viability.    More 
complex quantitative analysis within feasibility programs still aims to solve the 
basic equation described above and seek to provide an answer to the go/no‐go 

























The  basic  process  of  development  appraisal  is  to  calculate  the  development 
equation and to determine either a project’s potential profit or the residual land 
value as a method of valuing a development site’s maximum contract price.  The 














































































profit  figure  and  subtracting  this  from  the  forecasted  net  revenue.  This 
remaining residual value is a determinant of land value (FV); this value can then 
be discounted back to the PV in order to allow for landholding costs across the 





development  option  will  have  a  unique  residual  land  value,  and  property 
developers will frequently evaluate many potential schemes in order to compare 
residual  land values. The  theory of  site value necessitates  two pre‐conditions 
(Fraser,  ) before a project can commence based on the given assumptions 


















values,  and  the  vendor will usually  sell  to  the highest bid  that  a prospective 
developer can make while still achieving their target return (Havard,  ). The 
analyst  at  this  stage  crosses  over  to  the  area  of  valuation  and  development 




The  iterative  nature  of  this  process  should  lead  the  analyst  to  development 
options that have a higher residual land value and therefore towards the highest 





The  equation  below  demonstrates  the  calculations  required  when  the 
discounted cash  flow (DCF) method  is used to determine residual  land value. 
Rather than a simple rough estimate of finance charges, revenue and expenditure 
are broken up into even time events (usually monthly or quarterly) and finance 







































over  the  traditional  static  traditional  residual  land value approach  is  that  the 

























DCF method  are  addressed  through  the  extensive  use  of  sensitivity  analysis 
(Gimpelevich,  ).  The DCF method  represents  a  quantifiable method  of 





The  residual accumulation cash  flow method  (RACFM)  is  similar  to  the DCF 
method but differs in when and how discounting occurs and the calculation of 



















estimate  the  projects  capital  requirements  (Havard,  ,  p.  ).    The DCF 




worksheet. The DCF method  allows  for  the determination of  a project NPV, 
while  the RACFM allows  for  the  forecasting of  inflows and outflows  for each 
specific cash flow period.  As discussed in Chapter   in the research questions, 

















basis  of  their  elements  of  comparison  which  includes  key  transaction 
information such as date, price paid, market rent, and yield’ (Wyatt,  , p.  )  
Decision‐makers involved in the acquisition stage of the development process 





































role  of  feasibility  analysis  in  property  development  decision‐making.    This 
chapter will provide  an  overview  of how  risk  and uncertainty  are present  in 
property  development  projects  and  outline  key  literature  concerning  the 
identification, measurement and evaluation of risk. As this research is primarily 




risk  and uncertainty. Finally, methods  and  strategies  for  risk  transference by 
project development companies will also be considered. 
 
In order  for  a property development project  to be  considered  successful,  the 
project must meet key objectives, and development managers must be prepared 
to  assume  risks  and  face  uncertainty.  Risk  identification, measurement  and 












(Regan  et  al.,  ).  Leading  property  developers  in  Australia  have 
acknowledged that ‘improving risk identification and management practices are 
essential to maintaining their discipline while bidding for work and undertaking 
projects’  (Newell  &  Steglick,  ,  p. ).  In  fact,  the  ability  to  recognise, 











(Regan,  ).  Both  risk  and  uncertainty  highly  influence  a  development 









distinction  between  risk  and  uncertainty  in  considering  whether  the  likely 
occurrence of an event can be measured.  This idea of separating those events 
















risk  and  uncertainty  arises  not  because  there  is  no  basis  for  assigning 
probabilities to events, but because there is not a reasonable way of classifying 































risk  and  variables  that  represent uncertainty. Often uncertainty  arises out of 







quantitative  methods  of  analysis  such  as  Monte  Carlo  simulations  to  put 
boundaries  around  the  consequences of  risk,  they  are based on  the  analyst’s 







by  recognizing  that  the  former  is  not  reasoned  knowledge,  but  judgement, 



















sovereignty  of  humankind  and  to  that  of  being  in  control  of  one’s  destiny 
(Bernstein,  a).   Prior to this understanding,  it was generally believed that 
the locus of control lied with a great power and the outcome of events were pre‐
ordained.  From the understanding that events can be either random or under 















Tversky,  , p.  ). Prospect  theory  is distinct  from Coombs’  theory which 

























analysis would  be  the  defining  of  a  probability  of  a  change  in  a  forecasted 
variable and measuring the impact of this change once applied to the project. 
Another key factor affecting the developer  is the aspect of time which further 
changes  the probability of  specific events happening  (Dixit & Pindyck,  ). 




The  construction  costs  were  forecasted  using  a  log‐normal  distribution  as 
construction  costs  are more  likely  to  run  overbudget  than  underbudget  on 

























































The  development  process  including  obtaining  permissions,  design  and 
documentation and the construction of buildings is a complex set of activities 
that are also highly labour intensive (Reed & Sims,  ). Due to these factors, 
the  timeframe  for  a  development  project  can  often  extend  for many  years.  








and  trying  to bring  on  specific  supply  to meet  the  forecasted demand.   The 










greatly  increases  the risk  inherent  in property development projects. A major 
question property developers must answer is will the demand for which you are 
designing  a  project  for  today  be  dramatically  changed  when  the  project  is 
delivered to the market (Havard,  )? The transference of this risk is possible 
in  some  forms  of  development where  a  buyer  is  sourced  for  the  completed 
product before  the commencement of a project  (Staiger,  ).  In  residential 
speculative  property  development,  this  would  involve  the  requirement  to 
achieve a fixed percentage of pre‐sales that would be targeted before receiving 
construction  funding. Many  funders  in  Australia  require  %  of  the  debt 















The  large  amounts  of  either  equity  and/or  debt  capital  required  to  transact 
property assets are often many times larger than any other asset class (Rowley et 
al.,  ;  Miles  et  al.,  ).    Share  markets,  bond  market,  derivatives, 
commodities, interest‐bearing securities and other asset classes often have the 
inherent advantage of being highly divisible and  intangible as a physical asset 





but  the  vast  majority  of  real  property  is  transacted  under  a  single  title. 
Additionally, ‘development is all about risk and return; debt finance helps reduce 











































investment  yields.  Particularly  for  commercial,  retail  and  industrial  property 
leases,  there  is often  a  clause  enabling  increasing  rental  income  in  line with 
inflation.  ‘Real estate yields are thought to reflect risk‐free rates of return, a risk 
premium and expected growth in cash flows’ (Baum et al.,  , p.  ). Research 
has  shown  that  property  values  are  ultimately  linked  to  the  rental  income 
derived  from the property, and this then gives rise to real property having an 
inbuilt inflation hedge (Baum,  ).  This aspect of property as an asset class 







property  and  also  contributes  to  the  low  cost  and  relatively  high  levels  of 
leverage  available  for  property  acquisition  (Huston,  ).  The  well‐defined 
body of law that govern the income streams of property helps transfer the risk of 








a  formal  commitment  (Byrne,  ,  ; Havard,  ; Miles  et  al.,  ; 
Newell & Steglick,  , Gehner,  ; Rowley et al.,  ). When examining 
the past returns of property development projects, profit  levels and return on 
equity can range  from  incredibly high profits to very  large  losses, making the 
standard deviation of  returns  exceptionally wide  (Havard,  ). There  are a 




projects (Cadman & Topping,  ; Havard,  , Gehner,  ). 
 













reduced  (Byrne,  ;  Newell  &  Steglick,  ).  The  simplest  and  shortest 
development projects  rarely  involve  a  timeframe of  less  than  six months but 
most  projects  involve many  years.  Greenfield  land  subdivision  projects,  for 
example, can often spread over many years.  A small number of projects will span 




Feasibility  analysis  during  the  pre‐commitment  stages  of  the  development 
process  occurs  at  the  beginning  of  this  time  frame  yet  necessitates  the 
assumption and use of variables across the entire development timeline. These 




property development  is especially vulnerable  to changes  to  social, economic 



















project  (Herring & Wachter,  ; Hilbers  et  al.,  ). An  example  of  this 
occurring  in  the  Australian  market,  is  Juniper  Development’s  Soul  project 
situated on the Gold Coast Queensland, where the pre‐commitment stages of 
the development process occurred prior to the GFC, the construction occurred 
during  the  downturn  in  the  property  cycle  and  the  final  stages  of  the 
development process occurred during the recovery in the property cycle. Such a 
situation arises when new supply comes onto  the market at a  time when  the 
demand  characteristics  that  justified  the  project  at  the  beginning  of  a 
development  timeline have  changed,  exacerbating  the effects of  the property 
cycle in line with the boom/bust nature of property development (Baum,  , 

















appraisal which is illustrated in Figure  . . . The first step is  ‘the requirement 
for a robust model capable of predicting correctly if fed with the correct data’ 
(Savvides,  , p.  ).  It  is worth noting  that  all  future based data will be  a 
forecast in nature and therefore, will have a margin of error. This step requires 
the  analyst  to  prepare  a  traditional  feasibility  analysis  using  expert  opinion, 
known revenue and costs and the analyst’s experience as the best estimate of the 
input variables for the project.  The output of the traditional feasibility analysis 
will give either a  fixed dollar profit  for the project or result  in a residual  land 
value if the analyst is choosing to determine site value. 
 
The  second  step  is  to  complete  a  single  variable  sensitivity  analysis  on  key 
variables  where  a  change  in  the  variable  has  a  large  impact  on  the  overall 
outcome  of  the  project.  This  may  include  sales  value  projections  and 
construction costs, which are two key input variables that are known to have a 
significant  impact on a project’s overall profitability  (Crudden,  ; Havard, 
). Sensitivity analysis is used to ‘identify the most important variables in a 
project and measures the responsiveness of the project result by a fixed deviation’ 
(Savvides,  ,  p.  ).  A  key  limitation  of  sensitivity  analysis  is  that  the 
percentage of deviation of each variable is subjective to the opinion of the analyst. 
 
The  third  step  in  the process  is  to  complete  the probability distribution  and 










The  reason  for  including  only  the most  crucial  variables  in  a  risk  analysis 
application  is  twofold.  First,  the  greater  the  number  of  probability 
distributions employed  in a random simulation, the higher the  likelihood of 
generating  inconsistent  scenarios  because  of  the  difficulty  in  setting  and 
monitoring relationships for correlated variables. 
 
Another  requirement  at  this  stage  is  to  estimate  the  range  of  uncertainty 
regarding the key variables that will be tested in the probabilistic simulations.  
This can be obtained by either expert opinion or by analysis of past projects.  At 
this  point  in  the  development  process,  some  inputs  may  have  reduced 
uncertainty  as  they may  be  governed  by  contractual  relations.  For  example, 














have  a  lower  probability  of  occurring.  Ascribing  probabilities  to  these 













the  value  cannot  go  below  zero. Other  types  of  distribution  curves  include 
normal Gaussian, triangular, uniform, discrete or binary (Doucet et al.,  ). 
The outcome of  this stage  is essentially  that  ‘distribution profiles are used  to 























outcome that is off‐target’ (Savvides,  , p.  ).   Where possible, it is best to 
avoid  such  correlations  and  combine variables  that may be highly  correlated 
before running the simulations. 
 
The sixth step  is  to  run Monte Carlo stochastic simulations  to determine  the 
probability of  the outcomes  for  the key variables and also  the  impact on  the 
project’s required hurdle rates.  Finally, step seven involves analysing the results 
and cumulative probabilities of different outcomes for the project. This allows 
the  decision‐maker  to  move  away  from  fixed‐point  profit  and  hurdle  rate 
outcomes and look at the results as a range with associated probabilities.  
 
The most  commonly used  risk  analysis methods utilised within  the property 
development industry will be discussed in section  .  after a discussion of risk 












Stock  Exchange  (ASX),  finding  that  ‘property  developers  use  a  range  of 
sophisticated  quantitative  and  qualitative  procedures  to  assess  the  various 
elements of property development risk’ (Newell & Steglick,  , p.  ). Their 
research also found the use of standardised risk analysis techniques being used 
in  decision‐making  by  Australian  developers  included  preparing  a  financial 
feasibility model ( %), the use of specific financial hurdle rates ( %), the 
use  of  sensitivity  analysis  ( . %),  the use  of DCF models  ( %),  the use  of 




a  survey  of  European  property  development  firms  concerning  their  risk 
management  processes  and  attitudes.  This  research  found  the  use  of 
standardised quantitative risk assessment methods included sensitivity analysis 
( . %),  scenario  analysis  ( . %), Monte‐Carlo  simulations  ( . %)  and  the 
value  at  risk  method  ( . %).  Additionally,  this  research  found  European 
developers typically used a largely intuitive approach to risk assessment and did 
not necessarily  stick  to  rigid  structures of analysis. Finally,  the  results of  the 
survey  revealed  that decision‐makers  in European development organisations 
















Uher  and  Toakley  ( )  surveyed  the  risk  management  practices  in  the 
conceptual  phase  of  commercial  development  construction  projects.  Their 
research focused on stakeholders involved in the construction and development 
industry  in  Australia,  of  which    of  the    respondents  were  property 
developers,  with  the majority  of  respondents  being  construction managers, 






Gehner  ( )  researched  a  number  of  Dutch  real  estate  development 







As  described  in  Chapter  ,  Preller  ( )  surveyed  Queensland  property 
development organisations about their decision‐making and feasibility practices 
in the preliminary stages of the development process.  This research found that 
%  of  respondents  completed  sensitivity  analysis  and  some  form  of  risk 
analysis in their feasibility analysis. 
  
Hutchison et al.  ( ) conducted a  survey of UK property development and 
property  investment  organisations  and  found  that  few  respondents  had  risk 










approaches  and  a  few  had  tried  stochastic  simulation  techniques  but  had 
abandoned their use in favour of more informal techniques.  This research found 
‘no use of (and little awareness of) real option approaches’ in decision making 
(Hutchison  et  al.,  ,  p. ).  This  report  also  investigated  the  use  of 
quantitative probabilistic frameworks in project risk analysis, with more reliance 
on experience and judgement for setting variable parameters and also the use of 
qualitative  frameworks and  investment committees  (Hutchinson et al.,  ). 






used  by  property  development  organisation,  and  the  following  section  will 







which  underpin  the  very  basis  of  viability  and  form  the  key  indicators  of 
uncertainty for a given project. French and Loizou ( ) found that uncertainty 
is  an  integral  part  of  the  overall  development  process  and  also  needs  to  be 
reflected in the development appraisal. As traditional feasibility analysis models 









forecasts  are  over‐optimistic,  then  the  residual  value  of  the  land  and  the 
expected profitability of the project will be overestimated, thereby reducing the 
expected  risk  in  the project  (MacFarlane,  ).   Methods commonly used  to 
help assess the impact of a change in variables include single variable sensitivity 





development  process  involves  dealing  with  many  uncertainties  that  are 
problematic when approached  from the standard  industry‐accepted  feasibility 
analysis methods.  Commonly  accepted models  give  equal  weighting  to  the 



















The  occurrence  of  a  risk  event  may  be  measurable  and  the  likelihood  of 
occurrence very small, but the impact of the event can have a major impact on 
the key project hurdle rates (Havard,  ; Huston,  ).   This effect  is also 
magnified  by  the  heavy  use  of  leverage  in  development  projects  due  to  the 
characteristic of very high capital costs  involved  (Rowley et al.,  ; Bryant, 
). Property development projects are subjected to inputs with a high level 









































their performance. (Byrne,  , pp.  ‐  ) 
Table 4.5.1: Single variable sensitivity analysis 
 











$ Sales Value $ GST $ Net Sales % Change $ Development Cost $ Profit MDC %
$5,775,000 $525,000 $5,250,000 5.00% ‐$4,092,089 $1,157,911 28.30%
$5,720,000 $520,000 $5,200,000 4.00% ‐$4,092,089 $1,107,911 27.07%
$5,665,000 $515,000 $5,150,000 3.00% ‐$4,092,089 $1,057,911 25.85%
$5,610,000 $510,000 $5,100,000 2.00% ‐$4,092,089 $1,007,911 24.63%
$5,500,000 $500,000 $5,000,000 0.00% ‐$4,092,089 $907,911 22.19%
$5,390,000 $490,000 $4,900,000 ‐2.00% ‐$4,092,089 $807,911 19.74%
$5,335,000 $485,000 $4,850,000 ‐3.00% ‐$4,092,089 $757,911 18.52%
$5,280,000 $480,000 $4,800,000 ‐4.00% ‐$4,092,089 $707,911 17.30%
$5,225,000 $475,000 $4,750,000 ‐5.00% ‐$4,092,089 $657,911 16.08%







Table  . .  demonstrates a simple single‐variable sensitivity for a hypothetical 
project analysing a change in sales from ‐ % to + % in pre‐determined  . % 
increments. This sensitivity analysis demonstrates that the hypothetical project 
demonstrates that even a relatively small change in the sales values forecasted 













able  to address  the  interdependence of many  input variables.    It  is generally 
accepted  that  there are  two  types of  scenario analysis commonly used  in  the 
development  industry  and  these  are  simple  or  basic  what‐if  scenarios  and 
probability linked scenarios (Mun,  ). Basic scenarios attempt to measure the 
impacts  of  two  variables  which  may  move  together,  upon  the  project’s 
profitability or residual land value and also measure the variables’ influence on 
the required project hurdle rates. Basic scenario analysis is illustrated in Figure 
. .  and Tables  . . a and  . . b. Common variables for basic scenario analysis 









In  probability‐linked  scenario  analysis,  the  analyst  attempts  to  assign  a 
probability  to  the  likelihood of  a  given  scenario occurring  (Havard,  ). A 
common output of probabilistic scenario‐analysis is to generate an estimate of 
three  outcomes  which  are  optimistic,  neutral  and  pessimistic  for  the 
development project (Mun,  ). These probabilities and scenarios are usually 
subjectively based on the analyst’s intuition but are a useful tool for decision‐
makers  (Havard  ). A  probability‐linked  scenario  can  also  be  used  as  an 
additional analysis to add depth to feasibility analysis or as a method of input 










fixed  change  from  an  input  variable  that  has  already  been  calculated.  For 
Simple 'what if' scenario analysis
Original Variables
Gross Income (inc GST) 5,560,000$    
GST 478,182$       
Net Income (after GST) 5,081,818$    + ‐ 10% Construction Cost
Construction Cost 3,173,288$    
Land Cost (Asking Price) 525,000$       and/or
Interest Cost 108,031$       
Professional Fees 150,750$       + ‐ 10% Net Sales Income
Marketing & Other Costs 255,000$       
Total Development Cost 4,212,069$    










example,  the construction cost  for a building may have been estimated  to be 
$ , , .  A  probability  distribution would  place  the  probability  of  this 
pricing as being the final price based on the expert opinion of a project manager.  











scheme.   Seeking  a number of opinions will give  a  range of  values based on 
current conditions  in  the  industry. The development analyst, after consulting 
expert opinion, must make  a  final prediction of  the  likelihood of  each  input 
assumptions and the outcome of the entire development process.   During the 



















                Source: Author,   
% Value % Value
Variables Original Base Case Optimistic Optimistic Pessimistic Pessimistic
Gross Income (inc GST) 12,122,500$          3.00% 12,486,175$   ‐5.00% 11,516,375$  
GST 1,052,045$            1,135,107$      1,046,943$     
Net Income (after GST) 11,070,455$          11,351,068$   10,469,432$  
Construction Cost 7,058,483$            ‐5.00% 6,705,559$      7.00% 7,552,577$     
Land Cost (Asking Price) 550,000$                ‐5.00% 522,500$         10.00% 605,000$        
Acquisition Costs 27,500$                  0.00% 27,500$           0.00% 27,500$          
Markeing $ Sales 482,205$                0.00% 482,205$         0.00% 482,205$        
Interest Cost 135,906$                ‐5.00% 129,111$         10.00% 149,497$        
Professional Fees 494,094$                ‐5.00% 469,389$         10.00% 543,503$        
Contingency Allowance 352,924$                0.00% 352,924$         0.00% 352,924$        
Infrastructure & Other Costs 831,278$                0.00% 831,278$         15.00% 955,969$        
Less: GST Input Credits 765,701‐$                728,189‐$         811,928‐$        
Total Development Cost 9,166,689$            8,792,277$      9,857,247$     
Profit 1,903,765$            2,558,791$     612,185$        














high  levels  of  uncertainty  exist  in  many  input  assumptions  in  a  financial 
feasibility analysis for a property development project. 
 
Risk  analysis  through  the  use  of Monte  Carlo  stochastic  simulations  can  be 
defined as the following: 
 
Risk  analysis  or  ‘probabilistic  simulation’  based  on  the  Monte‐Carlo 





Monte Carlo  simulation  incorporates  the  identified  inputs  that  represent key 
risk  and  completes  a  large  number  of  iterations  to  give  a  comprehensive 
probability distribution of  the expected change  in key project hurdle rates by 
changes  in  the key  inputs  (Savvides,  ).  In order  to  incorporate  statistical 












of  risk  factors, many of which will be  correlated  (Tziralis  et al.,  ).   This 
complexity  can  be  addressed  by  using  stochastic  processes  and  estimation 
generated by Monte Carlo simulations (Baroni et al.,  ). 
 
Monte  Carlo  simulations  have  been  shown  in  the  literature  to  be  useful  in 
estimating  uncertain  cash‐flows  and  thereby  land  value  in  a  development 
appraisal (Quigg,  ; Li,  ; Glicksman & Greden,  ; Baroni et al.,  ).  
Historically, Monte Carlo  simulations  have not  been not  readily  available  in 
many of the proprietary feasibility analysis software programs and were usually 
found by installing Excel‐based add‐ins such as Oracle Software’s Crystal Ball or 
Palisade Software’s @RISK (Byrne,  ; Havard,  ; Atherton et al.,  ).  
In more recent times Argus Estate Master has added Monte Carlo simulations to 















                Source: Author,   
Figure  . . a illustrates the use of Oracle software’s Crystal Ball on a hypothetical 
development project  that was originally presented  in  the  scenario analysis  in 
Table  . . b  in  section  . .   Scenario  analysis.    The  probability  distribution 
places  the  originally  forecasted  $ , ,   profit  as  having  the  highest 




Figure  . . a also indicates another important behavioural aspect of feasibility 
analysis in allowing the analyst to move away from a fixed‐point feasibility model 
and to view potential outcomes in a broader sense as discussed in section  . . .  


























































the  probability  of  an  asset  achieving  a  target  price  by  a  given  date.  The 
subsequent  addition  of  consistent  revenue  streams  tied  to  the  underlying 
Merton model  allowed  for  regular  dividends  to  form  part  of  the  valuation 
methodology. Later, Cukierman ( ), Greenley, Walsh and Young ( ) and 
Bernanke  ( )  adapted  option  theory  to  the  application  of  business 
management decision processes as a valuation methodology  for a business or 
project. Any action a decision‐maker makes  that has  the effect of adjusting a 





















projects  the  further out  in  time  from  the start of a demand cycle  (Grenadier, 
).  
 
In  the  application  of  real  option  theory  to  property  development  decision 
making,  the  option  to  commence  a  development  project  is  treated  as  the 
developer  holding  a  call  option  over  the  site,  the  construction/development 
costs equalling  the  strike price and  the  finished building/s as  the underlying 
asset (Leahy,  ; Grenadier  ). 
 
Real options provide a  framework  for analysing the  flexibility  in development 




more a property developer  is able  to  influence  risk  (Huchzermeier and Loch, 
). Additionally, the type of product to be constructed, such as residential, 
commercial,  industrial  or  retail  real  estate,  is  commonly  referred  to  as  a 
development parcel’s  site usage and  the density  refers  to  the  intensity of  the 
physical and economic activity of  the project or a project’s density yield. The 
potential for a change of use and the increase in density is equivalent to a call 









The  valuation  of  land  has  a much  longer  history  in  the  literature  including 
(Quigg,  ) and (Sing & Patel,  ). The application to the staging of more 









 Cunningham ( ,  ) found that increases in volatility of one 
standard deviation  reduced development  activity by  . %. This 
finding was  repeated by Bulan, Mayer  and  Sommerville  ( ) 
who examined  ,   residential development projects  in Canada 
and  found  and  increases  in  systematic  and  idiosyncratic  risk 






 Zhi  and  Sing  ( )  found  that  stronger  developers with  lower 
marginal costs have the ability to exercise options much earlier in 
the  cycle  and  therefore  gain  an  advantage  over weaker/smaller 
developers 


















no  adoption  of  this  technique.    It  is  anticipated  that  there  is  an  increasing 
divergence between  academic  theory  and  industry practice  in  relation  to  the 
application of real option theory  in preliminary  feasibility analysis (Barman & 
Nash  ). This research aims to investigate the adoption and use of real option 







and  analyses  concerning  the  uptake  and  acceptance  of  the  various  risk 
measurement and mitigation techniques applied by property developers in the 
Australian markets.    This  research  aims  to  investigate which  techniques  are 
being  incorporated  into  the  decision‐making  process  during  the  pre‐
commitment  stage of  the development process and how property developers 
adjust their decision‐making processes in light of a predicted change in project 















A  review  of  relevant  literature  and  past  studies  shows  there  exists  a  gap  in 
knowledge regarding the selection and setting of hurdle rates and benchmarks 
for Australian real estate development projects in the pre‐commitment stages of 
the development process. The primary  focus  of  this  research  is  to  inform  in 
relation  to  the  gaps  identified  by  gaining  an  understanding  of  the  decision‐
making practices utilised within the development industry in Australia. In order 
to  achieve  the  research  objectives,  it was  essential  to  gain  a  comprehensive 
insight into two major attributes of current decision‐making practices. Firstly, 
identifying the practices utilised  in the  industry, and secondly, to explore the 






have  sought  to  make  a  thorough  survey  of  the  practices  used  within  the 
development industry. Surveys conducted include Newell and Steglick ( ), 
Civan ( ), Atherton et al. ( ), Costello & Preller ( ), Loizou & French 
( ), Wiegelmann ( ), Coleman et al. ( ), Crosby et al. ( ), Garner 
( ), Hutchison et al. ( ) and Crosby et al. ( a &  b) outlined key 








However,  these  studies did not  identify  the  level of adoption or use of  these 
methods within  the development  industry. Weigelmann  ( )  analysed  risk 
management  within  European  development  companies  but  did  not  fully 
examine how these models are used in decision‐making processes. Other studies 
within Australia have been narrow  in  focus,  surveying only one  sector of  the 
industry  or  one  geographical  area.  For  example,  Preller  ( )  surveyed 
Queensland  residential  developers,  and  Newell  &  Steglick  ( )  sampled 













results  from  surveys,  tests  and  experiments  (Creswell & Creswell,  ). The 
process  of  following  this  formula  for  carrying  out  quantitative  research  is 
referred  to  as  logical  positivism  (Stainback  &  Stainback,  ,  p.  ).  The 
gathering  of quantitative  empirical  evidence using  such  a  formula  facilitated 
comparison of the decision tools used in feasibility analysis in the various sectors 
of the property industry and various company types.  It also facilitated the testing 










that  focuses on people’s  experience  from  their  individual perspective  (Lewis, 
;  Collis & Hussey,  ).  Enquiry  begins with  a  specific  plan  –  a  set  of 
detailed questions about  the area under  investigation  (Tashakkori & Teddlie, 
). Qualitative research is more likely to incur bounded rationality due, in 
part,  to  a  lack  of  information,  experience,  cognitive  ability  and  impaired 














Quantitative  and  qualitative  methods  in  research  practice  each  exhibit 
distinctive  strengths  and weaknesses  (Morgan,  ). Mixed method  design 
studies  incorporate  the use of quantitative and qualitative methods  in a pre‐
determined and planned structure as part of the research process (Creswell & 
Clark,  ). Tashakkori & Creswell ( ) advise the use of combining these 
two methods  into a single study  to allow  the strengths of each method  to be 

















Research  on  which  the  investigator  collects  and  analyses  data, 
integrates the findings, and draws inferences using both qualitative and 
quantitative  approaches  or methods  in  a  single  study  or program  of 
enquiry.    
 





design  was  outlined  by  Greene  et  al.  ( )  to  include  triangulation, 
complementarity,  development,  initiation  and  expansion.  Additionally,  this 
research aims to ‘assess trends and relationships with quantitative data but also 
be  able  to  explain  the  mechanism  or  reasons  behind  the  resultant  trends’ 
(Creswell & Clark,  , p.  ).  In consideration of Bryman’s  ( )  findings 












 Process  –  refers  to when quantitative  research provides  an  account of 
structures  in  social  life,  but  qualitative  research  provides  a  sense  of 
process. 
 Explanation  –  refers  to when one  is used  to help  explain  the  findings 
generated by the other.  





The  choice  of  research  design  for  this  thesis was  originally  a mixed‐method 
explanatory sequential design where a quantitative survey would be conducted 
then  followed  up with  qualitative  interviews.    Explanatory  sequential  design 
typically occurs in two distinct interactive phases and involves the use of both 
post‐positivist and constructivist paradigm foundations (Creswell & Clark,  , 









to be  conducted  through  a  single  survey  rather  than  through  a mixed‐mode 
instrumental  approach  to  take  advantage  of  the  strengths  of  a  combined 
instrument  (Curran  &  Blackburn,  ).  The  rationale  for  the  change  in 
methodology was based on three primary reasons.  First, by having quantitative 









organisations,  hurdle  rate  selection  and  usage  and  then  be  allowed  to 
immediately reflect or give a reason for their choice of hurdle rate in a qualitative 





than  would  have  been  practical  using  primarily  qualitative  data  collection 




Figure  .   illustrates  the  research design which  includes  the quantitative and 










qualitative  in  nature.  The  initial  quantitative  section  of  the  survey  gave  a 
snapshot of the current practices within the Australian development industries 























tested draft versions of  the  survey, and  their  feedback was  incorporated  into 
subsequent versions.  The purpose of a pre‐test is to gauge the effectiveness of a 












The pilot  test  resulted  in a number of pathway problems within  the decision 
structure of  the  survey, allowing  for  rectification.   Additionally,  the pilot  test 
highlighted a concern from industry participants in relation to the disclosure of 
project‐specific financial information and outcomes as this could be a violation 
of  common workplace  confidentiality  agreements  generally  prevalent  in  the 
industry.   Taking  into consideration  the desired  sample  size and  the primary 
research focus to uncover decision and hurdle rate selection practices, specific 
project financial disclosure was omitted from the final survey. The pre‐test also 
confirmed  that  a  motivated  respondent  would  be  able  to  complete  the 



























quantitative  and  qualitative  questions  that were  given  to  industry  decision‐
makers  involved  in  the  pre‐commitment  go/no‐go  decision‐making  process 
within the overarching development process. The purpose of this survey was to 
gain  an  understanding  of  the  key  feasibility  analysis  decision matrix  being 
incorporated  and  applied.  The  empirical  data  generated  from  the  survey 
provided  insight  into  the  practices  being  used  by  property  development 
organisations, as there is very little research demonstrating how different sectors 
of  the  industry  select and  incorporate hurdle  rates  into  the pre‐commitment 
stages. In addition to the property type, the survey allowed for an examination 






currently  being  applied.  Additionally,  phase  two  of  the  research  provided  a 




allowed  for  ‘the  progression  from  theory  to  hypotheses  to  data;  to  add  or 
contradict theory’ (Creswell & Clark,  , p.  ). 
 













In  the  survey  instrument, qualitative questions based on constructivism were 
adopted  to  gain  an  understanding  or  meaning  of  phenomena  through  the 
participant’s subjective views.  Researching from the bottom up to understand 







investigation  and  sorting  and  interpreting  data  to  give  meaning. 
(Bryman,  , p.  ) 
 




amounts  of  data  and  reach  generalisations  based  on  statistical  projections’ 





























the  difference  between  the  sample  statistics  and  the  true  population 
mean. (Yin,  ; Kumar & Phrommathed,  )  
 
















Kumar  ( )  advises  the  use  of  purposive  sampling when  research  aims  to 
describe a phenomenon or develop something about which little is known. Here 
the primary  factor  is  the  researcher making  judgements  to  identify who  can 
provide  the  best  information  to  accomplish  the  objectives  of  the  research. 
Research  is  focused on  those  individuals  selected who  are  likely  to have  the 
required  information  and be willing  to  share  it. May  ( )  advised  that  an 
opportunistic  sampling  strategy  is not  appropriate  in qualitative  strands, but 
rather the sample needs to relate in some systematic manner to the social world 
and  phenomena  that  the  study  seeks  to  enlighten. Here  the  criterion most 
commonly proposed for sampling is diversity, where researchers seek to recruit 
‘participants who represent a variety of positions in relation to the research topic, 
of a kind  that might be expected  to  throw  light on meaningful differences  in 
experience’ (King & Horrocks,  , p.  ). 
 
In consideration of  the  literature, non‐random probability  sampling methods 
adopting quota and homogenous sampling methods were adopted. The terms 
purposeful and theoretical sampling are often defined synonymously and used 
interchangeably  in many  research  studies  (Coyne,  ; Charmaz & Belgrave, 
). Purposeful sampling in quantitative and qualitative research means that 
‘researchers intentionally select participants who have experienced the central 




subgroup with distinctive characteristics  (Patton,  ; Teddlie & Yu,  ). 
Both homogeneous and purposeful sampling were applied  to  this research by 
approaching decision‐makers within property development companies as a basis 










 Geographic  areas  including  New  Zealand,  South‐East  Queensland, 
Northern‐Queensland, Sydney, Melbourne, Adelaide, Canberra, Darwin 
and Perth 
 Property  type  including  residential,  commercial,  retail,  industrial, 
tourism, aged care, childcare and mixed‐use development 










The  population  consisted  of  decision‐makers  within  property  development 
companies  that  conduct  development  appraisal  and  feasibility  analysis  to 
determine the viability of a potential project, as well as the site acquisition in the 
pre‐commitment  stages  of  the  development  process.  There  is  a  significant 
emphasis in this research on the Australian property development industry, but 
as  property  developers  are  becoming  increasingly  international,  other 
geographical  areas  were  also  included  (Squires  &  Heurkens,  ).  The 
population  of  decision‐makers  is  unknown  and  an  estimate  determined  by 
evaluating the client sizes of leading proprietary feasibility software companies 
and allowing for at least  % industry use of bespoke models gives a population 














the  sample  size  desired necessitated  the  assistance  of  industry  organisations 
such  as  Estate Master,  now  owned  by Altus Group, which  assisted with  the 
distribution  of  the  survey  to  property  developers  at  training  sessions  and 
facilitated in the collection of   surveys or approximately  % of the   total 
responses. Additionally, participants were purposefully sampled by utilising the 



























degree  to which  the  instrument  accurately measures  the  variables  that were 
intended  to  be  measured.    Reliability,  is  where  ‘the  degree  to  which  the 
instrumentation consistently measures a variable and is repeated over multiple 
periods’ (Roberts,  , p.  ). The design of the survey  instrument  included 
questions  with  response  categories  including  rating  scales,  checklists  and 
ranking,  as  well  as  open‐ended  questions  to  allow  participants  to  provide 
subjective  interpretation.  The  initial  questions  in  the  survey  were  used  to 
determine consent  to participation  in  the research project and also  to qualify 
respondents that they are involved in the decision‐making process of selecting 
and  acquiring  property  development  projects.  Within  the  online  survey 
instrumentation, potential respondents that did not meet the minimum qualifier 
requirements were thanked for their time and were not permitted to begin the 









and  submitted  the  written  survey.  First,  the  survey  instrument  included 
demographic questions designed to measure characteristics of decision‐makers 
and  the organisation  in which  they are employed.   These  included questions 









decision  structure  and  project  selection  including  the  specific  hurdle  rates 
utilised, the choice of  financial metrics  for project evaluation, the methods of 
changing project hurdle rates and structural issues in the decision process.  Third, 









Strategies  adopted  to  increase  the  instrument  response  rate  included  the 
following methods: 
 



























  responses  out  of  the    property  developers  approached  leading  to  an 









of  the  industry. Additionally,  this  research  aimed  to make  a  contribution  to 
inform  regarding  the  gaps within  the  literature  and  other  prior  studies. The 
research  questions  were  designed  to  address  each  of  the  research  aims, 





Determine  the  role  of  feasibility  analysis  and  development  appraisals  in 













a. Do  Australian  property  development  firms  use  specific  go/no‐go 
hurdle rate mechanisms as a decision basis for proceeding beyond the 
pre‐commitment stages of the development process?  





















f. Are  there  significant  differences  in  hurdle  rate  selection  and  use 
between different geographic regions of Australia and New Zealand? 











Examine  the  relationship  between  bounded  rationality,  heuristic  bias  and 
management decision‐making  in  the presence of  volatile  externalities with  a 
view to measuring the extent of variable interdependence over time. 
 
 RQ : Development  company processes  and methods  for  altering  and 
adapting hurdle rates and benchmarks. 

















decision making  as  instruments  for  providing  flexibility  and managing  risk, 
uncertainty and change. 
 
 RQ :  Australian  property  development  companies  use  of  sophisticated 
theory led structured quantitative analysis in the feasibility models used in 
their  decision‐making  processes  in  the  pre‐commitment  stages  of  the 
development process. 
a. RQ a:  Do  Australian  property  development  companies  use 
  sophisticated  theory  led  structured  quantitative  analysis  in  the 
feasibility   models used in the decision‐making processes in the pre‐
commitment  stages of the development process?  
b. RQ b: Do Australian development firms use   Monte  Carlo 














within  the major  property  sectors  and  company  types within  the Australian 
property development industries. This empirical quantitative data was useful in 
making comparisons between the theoretical models and processes and actual 














































Projects by  industry types  including residential, commercial, retail,  industrial, 
retirement, infrastructure and mixed‐use projects? 
RQ 2b 















































Consider  the  use  of  Monte  Carlo  simulations,  Bayesian  models  and  option 
theory,  real  and embedded options  in  long‐term property development  and 
investment  decision  making  as  instruments  for  providing  flexibility  and 
managing risk, uncertainty and change. 
RQ7 











Are  Australian  property  development  companies  confident  in  their 













The  research  questions  were  addressed  through  the  use  of  statistical  tests 
including  factor analysis, decision trees, artificial neural networks, binary and 



















research  where  the  distance  between  numbers  is  meaningful  is  when 










observations. Additionally,  this  technique  is useful when data  is measured  in 
nominal and ordinal ranked scales as well as categorical variables (Pallant,  ). 
Additionally,  non‐parametric  techniques  make  no  assumptions  about  the 
population from which the sample has been drawn. Examples of non‐parametric 
tests used  in  this  research  include  tests  of  independent  samples  such  as  the 










the  relationship between  two categorical variables’  (Pallant,  , p  ). Chi‐
square  tests  are  useful  in  determining  if  there  is  a  statistically  significant 





Mann‐Whitney  U  Test  is  useful  for  examining  the  differences  between  two 
independent  groups  on  a  continuous  measure  and  is  the  ‘non‐parametric 









The use  of  recursive partitioning  is  a  statistical method  that  can  be used  to 
conduct multivariate  analysis.    Recursive  partitioning models  as  a  statistical 
technique provide a substitute to and often a superior outcome to traditional 
parametric  regression models by dividing data  sets  into groups based on  the 
relationships of nodes (Zhang & Singer,  ). Examples of techniques that use 
recursive  partitioning  models  include  Stochastic  Gradient  Boosting, 
Classification  and  Regression  Trees  (CART)  and  Decision  Trees  including 






















(Gepp  et  al.,  ,  p.  ). A major  advantage  in  the use  of DT  is  that  the 
statistical technique is non‐parametric, which removes the requirement of not 










ANNs  were  later  shown  to  have  been  a  useful  technique  for  testing  the 









predictor  of  commercial  property  values  (Connellan & Howard,  ). ANN 
analysis using Multilayer Perceptron is used within this research to determine 







method  is  being  used more  frequently  in  recent  times  as  it  often  produces 
superior  results  to  traditional  regression  methods  when  describing  the 
relationship between response variables and one or more explanatory variables 
(Hosmer et al.,  ). The binary form is used to predict a categorical variable 
with only  two possible outcomes.   The multinomial  form of LR  is used when 
there are more than two possible outcomes (Anderson et al.,  ). In statistics, 





linearity  within  the  distribution  of  independent  variables  that  is  present  in 
discriminant based  linear regression. Logistical regression was used to predict 













inappropriately  affect  the  results’  (Price  &  Murnan,  ,  p.  ).  For  the 
quantitative  study,  these  are  the  factors  that  limit  generalisation.  For  the 
qualitative study, these are the factors that limit the relevance of the study to 
other  populations  or  individuals  (Roberts,  ).  ‘Generalisation means  the 
sample results accurately represent the results of what you would get if you were 
able to assess the entire target population’ (Price & Murnan,  , p.  ). Also, 








discussed  in Chapters   and  , the results of surveys of property development 







prima  facie,  on  the  social  rate  of  return  (Campbell,  ).  This  research  is 
primarily focused on the go/no‐go decision making hurdle rates incorporated in 











questions  with  the  requirement  of  respondent  property  development 
organisations having,  and using, pre‐determined  financial metrics  for project 
selection and the determination of the go/no‐go decision. 
 
There  exist  several  additional  significant  questions  regarding  property 
development and development projects as to whether they should proceed or 







considerations  are,  they  are not  the primary  focus of  this  research which,  in 
principle, is focused on looking at how uncertainty is addressed by businesses in 




respondent  organisations  including  the  types  of  property  developed,  the 
developer  typologies  discussed  in Chapter  ,  the  ownership  structure  of  the 
respondent organisations as well as the distinct geographical areas of operation 
of the participants in the study. However, it is anticipated that the results will 
give  rise  to  a better understanding  of how  the decision‐making processes  of 
property  development  organisations,  in  choosing  to  commence  projects,  has 
changed  as  a  result  of  the  GFC  and  how  different  property  types  and/or 









This  research  makes  no  attempt  to  develop  a  universal  model  or 
recommendation of the best method for project evaluation or of the optimal rate 
to  be  chosen.  However,  insights  into  the  evolution  of  the  decision‐making 
processes of successful developers and property investors may provide lessons 
for  wider  application.  The  investigation  of  uncertainty  and  forecasting  in 
decision‐making  processes  in  complex  development  and  investment  projects 
gives rise to a large number of dependent and independent variables so that it is 
not  possible  to  fully  investigate  them  all.    Investigation  of  macro  and 
microeconomic  factors,  including  the  impact  of  severe  supply  restrictions  in 
property markets within Australia, which  influence  the  property  and/or  real 
estate market have only been considered at the secondary level. It is considered 
that  an  independent  examination  of  these  factors  would  not  lead  to  a 
significantly better decision‐making process.  
 










cross‐sectional  in  nature  and  conducted  over  a  specific  period  of  time. 
Additionally, the survey instrument is limited to the self‐reported perceptions, 
beliefs  and  experiences  of  decision‐makers  within  property  development 
organisations  who  primarily  conduct  projects  in  Australia.  Furthermore, 







Estate Master  at  a  feasibility  analysis  training  event. Although,  these  specific 
responses did not demonstrate any significant statistical difference in response 
to  their  choice, usage or  alteration of hurdle  rates  in  relation  to  the  % of 
responses sourced from other means (See Appendix G). Therefore, the possibility 
exists of bias by research participants because of their employment within the 
property development  industry  and/or  their participation  in  an Argus Estate 
Master Training event. A particular area that may incur bias is in the traditional 









the  research  questions.  A  parallel  mixed  method  design  methodology  was 
adopted to undertake the data collection and analysis in a single‐mode survey 
instrument.  The  literature  review  conducted  in  Chapters  ,    and   
demonstrated  that  there  has  been  limited  research  conducted  outlining  the 
hurdle rate selection and decision processes used by property developers in the 
pre‐commitment stages of the development process. The research methodology 




























As  identified  in Chapter  ,  the primary aim of  this research  is  to examine  the 
feasibility analysis decision‐making practices of real estate development firms in 
Australia and obtain information regarding hurdle rate selection and techniques 
commonly  utilised  to  determine  project  viability.  It  is  common  practice  for 
decision‐makers  to use generic hurdle  rates and  industry  rules of  thumb and 
benchmarks when deciding to proceed with a project  in the pre‐commitment 







It  is  important  to  ascertain which  hurdle  rates  are  currently  being  used  by 
industry,  and  what  are  the  minimum  financial  metrics  incorporated  into 
decision processes. Hurdle  rate  selection  is commonly believed  to  include an 
allowance  for  the developer’s  cost of  capital over  time  as well  as  a premium 
commensurate with  a  subjective  assessment  of  a  project’s  unsystematic  risk 
(Sharpe,  ). This research examines the current levels of specific hurdle rates 
being utilised by  industry participants and also seeks  insight  into how hurdle 











Survey  question  response  rates  and  descriptive  statistics  demonstrating  the 
characteristics  of  the  sample  are  outlined  below.  This  chapter  has  been 
structured  on  the  basis  of  describing  the  demographic  characteristics  of 







The  data  collection  for  the  quantitative  and  qualitative  empirical  survey,  as 
described  in  section  . , began  in October   and concluded  in  June  . 
Over this period, purposeful homogenous sampling was incorporated to increase 
the  response  rate.   During  the  data  collection  period,    individuals were 
contacted/approached and invited to participate in the quantitative survey. Of 
those approached,   potential participants were contacted via  telephone or 
email, with    completing  the  survey  yielding  a  . %  response  rate.  This 
response  rate  is  considered  high  in  terms  of  survey  participation.  Baruch  & 





completed written surveys yielding a  . %  response rate.   Overall of  the   
potential participants approached,   completed the quantitative survey which 
yielded  an  overall  response  rate  of  . %  which  is  above  the  minimum 
recommended  response  rate as  suggested by Cook et al.,  ( ) and Roth & 
BeVier  ( )  to  reduce non‐response  bias.  It  should  also  be noted  that  the 














questions within  the survey  instrument. As discussed  in Chapter  , questions 
one  to  three of  the  survey were qualifying questions  that  sought  to gain  the 
respondent’s  consent  for  participation  in  the  research  and  to  determine 
respondent  eligibility.  For  respondents  to  be  eligible  to  participate  in  the 
research and complete the survey, it was important to qualify their role within 
the organisation where they are employed.  The purposeful sampling aimed to 
select  potential  participants who  are  involved  in  the  design,  preparation  or 
utilisation of feasibility analysis, site valuation or the decision‐making processes 
in relation to their firm's or client’s property development projects. Additionally, 
a qualifying question  at  the beginning of  the  survey  required participants  to 
indicate that they do meet the specified requirements, with regard to their role 
within the organisation they are employed. It should also be noted that in several 
questions within  the  survey,  the comparison  is made  to  surveys  that covered 















within  the  organisation  for which  they  are  employed  and  also  classified  the 
internal decision‐making processes adopted. 
 
The  term  real estate development was previously defined  in Chapter   as  the 
‘product of a change of land use and/or a new or altered building in a process 
that combines land, labour, materials and finance’ (Wilkinson & Reed,  , p. 











regard  to  the  development  process  but  not  to  the  ultimate  purpose  for 
development  in the  first place. The act of construction and the completion of 
buildings  come  together  to  create  a  structure  or  space  that will  benefit  the 




Therefore,  it  was  important  to  ascertain  from  respondents  their  primary 
motivation for assessing feasibility and hurdle rate selection by categorising their 
motivation  by  Developer  Type.  Section  .   in  Chapter    demonstrated  that 
property  development  organisations  could  be  classified,  and  the  types  of 












Developer  Category:  Which  of  the  following  best  describes  your 
company's business activities? 
 
Participants were  asked  to provide details  of  the  type  of business  activity  in 










Figure  . . a demonstrates  the distribution profile of  the Developer Type of 
respondents. Within the survey, the two most frequent responses included  % 
identifying their organisation as a ‘Trader Developer’ and  % as Development 
Management. The combined  %  total comprising  these  two developer  types 
demonstrates a predominate motivation for engaging in property development 
activity  to  derive  economic  profit,  and  the majority  of  development  activity 
undertaken also being of a speculative nature. The ‘Investor Developer’ type at 













                Source: Author,   
 
As indicated in section  . . , the two main methods of deriving economic profit 
from property development activities include obtaining a capital gain through 
speculation  and  receiving  rental  income  through  property  investment. 
‘Valuation Firms’  as  respondents  constituted  % of  survey  responses  and  are 
included in this survey because these firms are involved in actively facilitating 
an  important  link  in  the  procurement  of  capital  for  development  firms  to 
undertake projects and also form an integral part of the decision to commit to a 
project.   Development  finance  lenders require  independent valuation  firms to 
prepare a feasibility analysis report on a proposed development project prior to 
a project’s commencement and generally determines the loan gearing on a Loan 
to  Cost  Ratio  (LCR)  (Bryant,  ).  Therefore,  it  is  important  to  gain  an 








were  included  to  gauge  their  required  hurdle  rates  and  risk  perceptions  in 






It  is  important  to understand  the motivation of  the respondent  in relation  to 
their developer type. It was found that  % of respondents indicated they work 
for a government‐owned entity, charity or other organisation. There exist wholly 
and  partially  government‐owned  development  companies.   These  companies 
may require economic profit as an over‐arching objective but, often, have other 
objectives as the primary motivations for engaging  in real estate development 






public  to  identify,  plan,  facilitate  and  deliver  property  development  and 






















Table  . .   identifies  the  respondent  organisations’  global  geographic 
distribution  of  projects.  A  total  of    different  participants  indicated  the 





one  geographic  area  in  which  they  conduct  property  development  projects 




were  specifically  targetted  in  the  selective  purposeful  sampling  process 
described in Chapter  . In total,   of respondents indicated that they conduct 
development projects in Australia, and   respondents indicated New Zealand 












Zealand,  Australian  states  and  territories  and/or  other  nations.  Figure  . .  









It  is  interesting  to  note  that  the  dispersion  distribution  for  smaller  (by 
transaction volume) markets attract more of a local focus, and the larger more 
economically  complex  markets  demonstrate  a  more  diverse  distribution  of 
activity.  Further  analysis  concerning  the  differences  between  developers  in 









































  respondents answered  this question, and  the  results are demonstrated  in 
Figure  . . . 
 
The predominate corporate/ownership  structures  included private companies 
( %,  n  =  )  and  public  companies  listed  on  the  ASX  or  an  international 
exchange  ( %,  n  =  ).  Government  organisations  totalled    per  cent  of 
responses, unlisted public structures equalled   per cent of responses and ‘Other’ 
equalled    per  cent  of  responses  forming  the  remaining  constituents  of  the 
ownership structure matrix. There exists a paucity of information available on 
the ownership structure of property development organisations in Australia, but 
the  few studies that have addressed this  issue  indicate the generally accepted 
view  that  the predominant structure  for property development organisations, 
not listed on a stock exchange, is a private company structure with an associated 
trust structure due to the high levels of risk and return volatility attributed to 























This  result  is  similar  to  the  results  other  studies  reported  and  reflected  the 
generally  accepted  belief  regarding  property  development  organisational 




ownership  structures  regarding  the  selection  and  use  of  specific  hurdle  rate 





Please provide the property type distribution percentage based on 
the monetary value of your organisation’s property development 
projects. 
  
Figure  . . a  gives  an  overview  of  the  percentage  of  each  type  of  property 
representation which respondents indicated their organisation undertake within 
the overall  level of development projects. Table  . .   illustrates the dominant 
type  of  property  that  a  respondent’s  company  undertakes  for  their  property 
development projects.   A property development  type category was defined as 
dominant  if that company completes at  least  % of their projects  in a single 
property type.  Many companies did not have a dominant property type ( % of 
respondents)  and were  then  classified  as  a mixed‐use developer. The  largest 
classification of property  type was  residential developers, constituting  % of 
respondents. This  result was as expected given  that  the majority of buildings 



































dominant  property  type  of  development  project  completed.  The majority  of 
these  non‐dominant  commercial  property  developers  listed  residential 
development as their majority property type.  
 
Further  analysis  concerning  the  differences  between  the  development  of 
different property types and the selection and use of specific hurdle rate metrics 










and the results are summarised in Figure  . .  and Table  . . . A total of   
( %) of participants responded to this question in the survey. 
 
The  sample  characteristics  indicate  an  even  spread  across  the  experience 
brackets  with    per  cent  of  the  respondents  having more  than  ten  years’ 
experience,   per cent having five to ten years’ experience,   per cent having 
two  to  five years’  experience  and   per  cent with  relatively  little  experience 














































project. Sah et al. ( )  found that some differences do exist  in the decision 
making  of  experienced  decision‐makers  versus  novices  when  analysing  real 
estate investment decisions (Sah et al.,  ). Their research found that more 
experienced decision‐makers made use of a broader range of information to form 
a basis  for  their decisions where novices  tended  to  fall back on more specific 














Further  analysis  concerning  the differences between  respondents of differing 
experience in years and the selection and use of specific hurdle rate metrics are 





































The project  sizes were  chosen  to  classify  respondents  as  either  small,  small‐
medium, medium‐large or  large developers regarding the size of projects that 














Prior surveys of property developers  in Australia have  tended  to  focus on  the 
larger developers (see Newell & Steglick,   and Preller,  ), but the break‐











The distribution  frequency of Figure  . . b demonstrates that  larger property 
development projects  are generally  taken on by  larger property development 








Respondents were asked  to  indicate  the highest  level of education completed 
and also whether they have a formal qualification in a property‐related course.  




















The  response  rate  to  this question was n=   ( %) with  the  overwhelming 
majority  of  respondents  indicating  having  a  university  degree  ( . %).  This 
result indicates an overall high‐level of qualification for decision‐makers at the 
project level.  Additionally,   per cent of respondents also had a post‐graduate 





























education.  Figure  . . b  summarises  the  responses  to  this  question.  Further 
analysis  concerning  the  differences  between  the  educational  level  of  survey 
respondents or if they have a property related degree and the selection and use 
of  specific  hurdle  rate  metrics  are  given  in  the  determination  of  research 







Section  .   provided  a  narrative  of  the  characteristics  and  demographic 
attributes of respondents. These attributes allow for the creation of descriptive 
filters in areas of the developer motive and type of property developer, the type 
of  property  respondent  organisation’s  development  projects,  ownership 
structure,  the  geographic  distribution  of  projects,  respondent  experience, 
education  levels and preferred project size.   These  filters can now be used  to 



















of  the  industry.  An  analysis  was  conducted  on  respondent  organisations 
decision‐making  structures  including  the  approval  process  within  the 










In  the pre‐commitment  stage  of  the  project development  process,  the 
company applies a consistent decision‐making methodology. 
 
Respondents were asked  to  indicate  if  they  strongly agree, agree, disagree or 
strongly disagree with the statement that the company they work for applies a 
consistent decision‐making methodology. The results of this question, shown in 



















A decision  tree analysis was conducted as a preliminary  investigation  to  find 
strong  predicters  regarding  the  decision‐making  methodology  of  survey 
respondents. This analysis revealed a strong association with the use of the MDC 
hurdle  rate with  a  consistent  decision‐making methodology  and  the CHAID 

























No  0  42  0.0% 
Yes  0  145  100.0% 















If  yes,  what  is  the  type  of  specialised  board,  senior management  or 












Figure  . . d demonstrates that  % (n =  ) of responses indicate a single level 


















































































(Development  Manager  /  Medium‐Small  Project  Size/  Primary 
Residential Type/ Private Company/  ‐  years experience) 
 
Example  :  We  have  a  unique  structure  where  we  have  an 
acquisition/development company that sits separately to a property trust.  % 
of sites that we find will inevitably be  'developed' and owned by the property 














































deciding  to proceed with a project beyond  the pre‐commitment stages of  the 



































Please  nominate  the specific fixed  financially  based  hurdle  rates  used 




Respondents were  asked  if  they  incorporate  specific  financially  based hurdle 
rates to decide whether to proceed with a development project. A large majority 
( %) of responses indicated that they do use specific financial hurdle rates and 










; Wiegelmann,  ; IPD ( ), Crosby et al.,  a; Hutchison et al.,  ). 
 
The most commonly used hurdle rate, at  % usage, was MDC which can also 
be  referred  to  as  return on  cost  (ROC). The  values  specified by  respondents 
ranged from  % to  % with respondents able to indicate a lower and higher 
percentage range for their projects.  The results also indicated a median MDC 














are  applied  to  decision  making  on  property  investment  and  property 
development decisions.  
 




acceptable MDC  percentage  for  a  project. The  second most  commonly  used 
hurdle rate was IRR at  % usage, and this result was interesting given recent 



















median was  %.   The minimum  IRR percentage  indicated was  %  and  the 
maximum was  %, and the standard deviation was a very narrow  . %. This 

























A TIRR  is often used when there  is a requirement for the use of residual  land 
value calculations at the site acquisition stage of a project. The project analyst 
will  calculate  the  required  profit  on  a  project  and  solve  the  development 
equation to determine the residual land value using one or more of the methods 
described  in Chapter  .  If an  IRR  is used as  the project hurdle  rate,  then  the 
desired project IRR is set as a target internal rate of return (TIRR) which must 
be given to calculate the maximum bid price for the land. However, it should be 






40% 19.30% 20.00% 10.00% 30.00% 1.41




15% 19.93% 20.00% 15.00% 30.00% 4.03
Return on Equity (ROE) 10% 36.67% 25.00% 10.00% 100.00% 25.56
Net Present Value (NPV) 7%
Minimum $ Project Size 5% 46,777,778$    20,000,000$    2,000,000$      300,000,000$  78,103,742
Return on Investment (ROI) 5% 26.67% 20.00% 10.00% 80.00% 21.65
Minimum $ Profit 4% 3,162,500$     1,000,000$     300,000$         10,000,000$   4,235,542
Minimum Payback Period 3% 8.33 5.00 5.00 20.00 6.05
Margin on Revenue (MOR) / 
Return on Revenue (ROR)










the  IRR  and MDC  results,  the  standard deviation was  . % with  the mean 













There  was  a  total  of  eight  responses  to  the  open‐ended  questions  asking 
respondents to list additional hurdle rates used to make a decision to proceed or 
not proceed with a project. The responses which allowed respondents to list and 
describe  hurdle  rates  different  to  those  described  in  Figure  . . b  were 
predominately focused on the needs of clients of Developer Managers who are 
undertaking  investment  development  projects,  or  for  not‐for‐profit 
organisations  where  economic  profit  is  not  the  primary  project  objective. 
Specific examples of comments provided include the following: 
 









Annual  distributions  or  total  annual  distributions  depending  on  their 
investment mandate. For example, a client looking for core income producing 
properties  with  a  long‐term  hold  will  likely  focus  on  average  annual 
distribution. 
(Development  Manager  /  Large  Development  Project  Size/  Primary 
Commercial Type/ Publicly Listed Company/   –   years experience) 
 
Example  : Peak Equity  / Debt plus a project’s  required  to deliver a  target 
margin with minimal to zero price escalation. Peak equity and peak debt are 
large considerations to equity investors. 




determines  the allocation of  investment.  If any metrics are used  it’s an  'on 
going' analysis of operational costs that gets calculated. 
(Development Manager / Medium‐Small Development Project Size/ Primary 
Other  Development  Type  (non‐profit)/  Private  Company/    –    years 
experience) 
 






specific  go/no‐go  hurdle  rate  mechanisms  as  a  decision  basis  for 













to  proceed  with  a  project  beyond  the  pre‐commitment  stages  of  the 
development process. Of those developers who do use specific go/no‐go hurdle 
rates, approximately half ( %) use the Margin on Development Cost (MDC) as 
a decision‐making hurdle rate as illustrated in Figure  . . a. 
 
A Chi‐square test of independence was conducted and demonstrated at the  % 
statistical  significance  level  that  there  is  an  association between  respondents 
who use hurdle rates as a decision tool and the use of MDC as a basis of that 
decision, 𝜒  ( , n= ) =  . , p<. ;  (see Appendix H‐ ). The second most 
frequently used ( %) metric for go/no‐go hurdle rates was the Internal Rate of 
Return (IRR). Like the MDC, a Chi‐square test of independence was conducted 
and  demonstrated  at  the  %  statistical  significance  level  that  there  is  an 
association between respondents who use hurdle rates as a decision tool and the 







the  %  statistical  significance  level,  that  private  company  structured 
development organisations were more likely to use this hurdle rate (Md =  . , 
n =  , U =  . , z = ‐ . , p = . , r =  . ) versus other forms of organisational 
















likely  ( %)  to  use  a  qualitative  framework  approach  as  a  basis  of  decision‐
making. A Chi‐square test for independence was conducted and demonstrated, 







respondents who do not use hurdle  rates as a decision  tool and  the use of a 












minimal  differences  in  the  choice,  use  and  number  of  hurdle  rates  between 



























Australian based  respondents.  (Minimum Profit; 𝜒  ( , n= ) =  . , p<. ; 
Minimum Project Size 𝜒  ( , n= ) =  . , p<. ; see Appendix H‐ ). 
 
Figure  . . b  represents  the  frequency of  the number of  specific hurdle  rate 
metrics used by respondent organisations in their deciding whether to proceed, 
or  not  proceed,  with  projects  beyond  the  pre‐commitment  stages  of  the 






Australian  and  New  Zealand  based  property  development  organisations  do 
utilise  specific  go/no‐go  hurdle  rates  mechanisms  as  a  decision  basis  for 






















RQ  : What  are  the  differences  in  the  hurdle  rates  and  benchmarks 











type developer category was analysed  to determine whether  they use  specific 
























quantitative  or  qualitative  basis  for  project  decisions  at  the  acquisition  or 
commencement  stages  of  the  property  development  process.  The  dominant 
property  type  categories  were  then  condensed  to  allow  for  residential, 
commercial,  retail, mixed‐use  and  other  property  categories  to  be  tested  for 
association using a Chi‐Square test for independence regarding the use of key 







Chi-Square Test for Independence 
p-
value 
  df n =  
Residential Dominant Developer Type 0.563 Chi-square no association 1 188 
Commercial Dominant Developer Type 0.240 Fisher's Exact no association 1 188 
Retail Dominant Developer Type 0.777 Chi-square no association 1 188 
Industrial Dominant Developer Type 0.405 Fisher's Exact no association 1 188 
Tourism Dominant Developer Type 0.713 Fisher's Exact no association 1 188 
Mixed-Use Dominant Developer Type 0.271 Chi-square no association 1 188 


















Respondent  developers  who  indicated  that  they  utilise  a  specific  go/no‐go 
decision  process  and  also  specific  hurdle  rates  were  asked  to  indicate  the 
minimum acceptable project hurdle rate for each of the metrics listed in section 
. .  and Figure  . . . The specific minimum percentage as a financial metric of 







A  one‐way  analysis  of  variance  (ANOVA) was  conducted  between‐groups  to 
investigate the required level of MDC percentage between different categories of 
dominant  property  type.  There  was  found  to  be  no  statistically  significant 
difference between the differing dominant property type categories: F( ,  ) = 





to the industry standard  % MDC hurdle rate discussed in section  . . . Only 








This  result,  regarding  property  developers  in  Australia,  is  in  line with  prior 
studies from other geographic regions that found a heavy reliance on intuition 
and rules of thumb in the decision‐making practices of property developers and 





















eta squared calculation, was equal to  . , and according to Cohen ( , p.  ) 





    Tukey’s HSD Comparisons  
Group n Mean SD Residential Commercial Retail 
Mixed-
Use 
Residential 36 19.85 4.56   .004 .027 
Commercial 3 15.67 4.04     
Retail 8  13.69 3.65 .004    
Mixed-Use 11  15.36 3.44 .027    
Other 8 20.12 4.48   .030  
 
The mean difference is significant at the 0.05 level 
 
 








benchmark  for  proceeding  with  a  project  and  reflect  a  higher  required 
risk/reward  trade‐off  than  for  retail  and  commercial  property  development 








































dependent  variables  to  determine  differences  in  hurdle  rate  usage  and 
specification.    No  significant  results  were  found  among  respondents  when 
dominant property type categories were investigated for differences in whether 
the category used a specific go/no‐go decision process.  This result demonstrated 
that  the  various  dominant  property  type  categories  of  respondents  had  no 
significant differences  in  the adoption of primarily quantitative or qualitative 
methods  for making  project  decisions  at  the  acquisition  or  commencement 
stages  of  the  property  development  process.  Specific  hurdle  rate  metrics 
including  MDC,  IRR,  ROE  an  NPV  were  tested  to  ascertain  if  significant 
differences existed  in  their usage among  the categories of dominant property 
type  categories.    A  significant  difference  was  found  in  that  the  residential 
dominant developer category was more likely to use MDC as a hurdle rate metric, 
and  no  other  significant  results were  found  among  the  remaining  dominant 






















dominant  category.  These  results  demonstrate  the  respondent  developers’ 















for  public  versus  private  respondent  developers  and  also  along  the  basis  of 
respondent developers’ preferred project sizes. As discussed in Chapter  , large 
project  sizes  are defined  as  those where  the  end value or gross  realisation  is 

















are  significantly  different  practices  in  the  selection  of  hurdle  rate,  go/no‐go 
decision  processes  and  the  risk  analysis  techniques  adopted  in  determining 
which  projects  should  proceed  beyond  the  pre‐commitment  stages  of  the 
development process. Specifically, the practices of private company developers 





the  larger  size,  access  to more  resources, higher  reporting  requirements  and 
market scrutiny. Table  . . c lists the response numbers and percentages of each 
ownership  category  of  survey  respondents.  For  the  purposes  of  statistical 
analysis this variable was also condensed  into an alternative variable, entitled 
Condensed  Ownership  Structure,  by  combining  the  public  unlisted  and 
government categories with the other category in order to increase the minimum 
number of  responses  for each category and  focus on  the differences between 
property developer organisations which use a public or private structure. As the 
majority  of  respondents  ( %)  were  private  companies,  the  results  may 
demonstrate a bias towards  less sophisticated decision‐making methodologies 


























IRR as a hurdle rate for publicly listed developers (Md =  . , n =  ) than for 
non‐publicly listed property developers (Md =  . , n =  , U =  , z = ‐ . , 
p = . , r =  . ; see Appendix F‐ ). 
 
Inversely,  when  private  company  structured  property  development 
organisations  were  analysed  it  was  found  that  there  exists  a  statistically 
significant difference ( %) for the use of IRR as a hurdle rate for non‐private 
company developers (Md =  . , n =  ) than for private company structured 




general than for non‐private structured companies.   This result  is in  line with 
that found by Hutchison et al. ( ) in that small and private companies were 








lower use of specific hurdle rates in decision making (Md =  . , n =  , U = 
, z = ‐ . , p = . , r =  . ; see Appendix F‐ ). 
 
As discussed in section  . .  it was anticipated that the use of NPV as a decision‐
making hurdle rate would be high due to the prevalent recommendation and use 
of  this  financial‐metric  in  the  financial  investment  literature  as  discussed  in 







preferred project size and the use of NPV as a hurdle rate, 𝜒  ( , n =  ), p = . ; 
see Appendix H‐ . Likewise, a Chi‐square test of independence was performed, 
with the result indicating no significant association between the use of NPV as a 
hurdle  rate  and  a  condensed  ownership  variable  including public, private  or 






the basis of preferred project  size. The  results of  these  tests are presented  in 
tables  . . d  and  . . e  respectively. A  statistically  significant difference was 
found between groups for the number of specific hurdle rates used, and also for 


















Small 25 1.40           1.26           0.25          
Medium 60 1.17           1.20           0.15          
Large 97 1.81           1.54           0.16          
Total 182 1.54           1.42           0.11          
Small 12 19.00        2.89           0.83          
Medium 25 20.28        3.98           0.80          
Large 43 18.79        2.97           0.45          
Total 80 19.29        3.34           0.37          
Small 7 18.57        3.82           1.45          
Medium 11 17.05        5.31           1.60          
Large 47 18.37        4.94           0.72          
Total 65 18.17        4.85           0.60          
Small 3 75.00        25.00         14.43        
Medium 6 42.50        29.79         12.16        
Large 12 24.17        9.00           2.60          













Between Groups 16.16           2 8.08           4.14    0.02   
Within Groups 348.99         179 1.95          
Total 365.15         181
Between Groups 36.23           2 18.12         1.65    0.20   
Within Groups 844.16         77 10.96        
Total 880.39         79
Between Groups 16.96           2 8.48           0.35    0.70   
Within Groups 1,490.68     62 24.04        
Total 1,507.64     64
Between Groups 6,487.50     2 3,243.75   8.87    0.00   














results are given in Table  . . f demonstrating that the mean required number 
of hurdle rates used  for  larger project sizes was greater than that of medium‐
sized projects at a statistically significant level. The mean number of hurdle rates 





















opportunities exist (Sharam, Bryant, & Alves,  ).   One explanation  for this 
result  is  smaller  projects  have  more  access  to  debt  capital  which  would 
necessarily drive up the ROE percentage required given the use of other hurdle 
rates such as MDC and IRR which are not as heavily influenced by project gearing. 




levels of hurdle rates used: F( ,  ) =  . , p <  .  See Appendix J‐ .   For 
respondents who use ROE, the mean number of specific hurdle rates was equal 
to  .  versus  .   for respondents who do not use  this metric as  illustrated  in 























Small  Medium  0.23  0.33  0.76 
Large  ‐0.41  0.31  0.38 
Medium  Small  ‐0.23  0.33  0.76 
Large  ‐.648*  0.23  0.01 
Large  Small  0.41  0.31  0.38 
Medium  .648*  0.23  0.01 
MDC percentage  Small  Medium  ‐1.28  1.16  0.52 
Large  0.21  1.08  0.98 
Medium  Small  1.28  1.16  0.52 
Large  1.49  0.83  0.18 
Large  Small  ‐0.21  1.08  0.98 
Medium  ‐1.49  0.83  0.18 
IRR percentage  Small  Medium  1.53  2.37  0.80 
Large  0.20  1.99  0.99 
Medium  Small  ‐1.53  2.37  0.80 
Large  ‐1.33  1.64  0.70 
Large  Small  ‐0.20  1.99  0.99 
Medium  1.33  1.64  0.70 
ROE percentage  Small  Medium  32.50  13.52  0.07 
Large  50.83*  12.34  0.00 
Medium  Small  ‐32.50  13.52  0.07 
Large  18.33  9.56  0.16 
Large  Small  ‐50.83*  12.34  0.00 






















(>  million dollars).   The  interaction  effect between  respondent developers 
who undertake  large project  sizes  and whether  they  are public  or private  in 
nature was not statistically significant, F( ,  ) = . , p =  .  (See Appendix 
J‐ ). However, a statistically significant result was found, at the p < .  level, for 
developers who undertake  large projects  and  the use  of  a higher number  of 
hurdle  rates  as  a basis  for proceeding with  a project, but  the  effect  size was 
considered small, F( ,  ) =  . , p =  . , partial ETA Squared = .  (See 

















As  discussed  in  section  . . ,  there  has  been  very  little  research  conducted 
regarding  the  decision‐making  practices  of  small  property  development 
organisations.    One‐way  ANOVA’s  were  conducted  to  test  for  differences 
between groups of small developers (project size <=   million dollars) and the 





projects  would  incorporate  more  sophisticated  and  complex  quantifiable 
decision‐making methodologies for deciding whether to proceed with a project. 
The model contained ten independent variables (Q  Specialised Board or Other 







Processes; Q  Utilises  Specific Hurdle Rates; Q a Number of Hurdle Rates 
Incorporated;  Q _   Utilises  Qualitative  Frameworks;  Q _   ‐    Types  of 
Feasibility Methods Adopted; Q  Number of Risk Analysis Methods; Q  Risk 
Tolerance Scale). The model was completed over   steps to incorporate all the 
predictors,  χ   ( , N =  ) =  . , p <  . ,  indicating  that  the model was 
statistically  significant  and was  able  to  distinguish  between  developers  that 
undertake  large projects  (>=  $  million)  and developers whose projects  are 
smaller (< $  million). The model as a whole explained between  . % (Cox 
and  Snell  R  square)  and  . %  (Nagelkerke  R  Squared)  of  the  variance  in 
developer project size, and correctly classified  . % of cases.  
 
As demonstrated  in Table  . . g   and  in Appendix  I‐ ,   of  the  independent 
variables  made  a  unique  statistically  significant  ( %  confidence  level) 
contribution to the model (Q  Specific Go‐No Go Processes; Q _  No Decision 
Maker; Q _  Other Approval Type; Q _  Board Approval; Q  Utilises Specific 
Hurdle  Rates;  Q _   Utilises  Qualitative  Frameworks;  Q _   Feasibility 
Method – residual accumulation cash flow method). All but one of the significant 
variables had  a positive B  value,  except  the  for use of  the  residual  cash  flow 
accumulation method indicating that larger project developers are less likely to 
use this  indicator. The strongest  indicator as a predictor of  larger project size 
was whether board approval is required to commit to a project ( .  odds ratio) 
indicating just under   times more likely, controlling for all other factors in the 













Given  the overall  significance of  the model  at  the  %  confidence  level,  the 
results  demonstrate  property  developers who  undertake  larger  projects  have 







  B  S.E.  Wald  df  Sig.  Exp(B) 
Step 5e  Q18 GO/NO‐GO Decision Basis  1.417  .707  4.014  1  .045  4.125 
Q14_1BoardorOther_R      14.370  2  .001   
Q14_1BoardorOther_R(1)  2.025  .746  7.376  1  .007  7.576 
Q14_1BoardorOther_R(2)  2.548  .682  13.939  1  .000  12.780 
Q19 Specific hurdle rate use  1.358  .554  6.012  1  .014  3.889 
Q20 ‐11 Qualitative Hurdle 
Rate Approach 
2.464  .837  8.656  1  .003  11.748 
Q23‐Residual Cashflow 
Accumulation Method 
‐1.605  .753  4.547  1  .033  .201 






The  results of  the  analysis demonstrate  that developers who undertake  large 















more  specific  financial metrics,  both  in number  and  complexity,  in  order  to 
determine project  viability, but  this was not  found  to be  true  for  the  survey 
respondents.  The  results  also  demonstrate  that  developers  who  undertake 
smaller  projects  adopt  a  higher  percentage  of  ROE  as  a  hurdle  rate.   One 




of ROE  as  a hurdle  rate  and using multiple hurdle  rates  in decision‐making, 
indicating this was a secondary hurdle rate metric in addition to the use of MDC 
or IRR. For respondents that use ROE, the mean number of specific hurdle rates 



























discussed in section  . .  were condensed to remove the effect of valuation firms 
and  other  organisations  leaving  the  typologies  of  trader  developer,  investor 
developer  and  development  managers.  The  developer  typologies  were  also 
investigated to ascertain key differences in the number of hurdle rates used and 
the use of use of MDC, IRR and ROE as well as the specific percentages adopted. 
Table  . . h lists the results of thirteen Chi‐Square tests for independence which 
were conducted to test for association between developer typologies and the use 






 Development managers  have  a  statistically  significant  higher  usage  of 
MDC as a hurdle rate than do investor developers. 
 Investor  developers  have  a  statistically  significant  higher  usage  of 
payback  period  as  a  hurdle  rate  than  do  trader  developers  and 
development managers. 
 














Chi‐Square Test for Independence  p‐value     df  n =  











Q20:2 IRR hurdle rate usage  0.180  Chi‐square no association  2  154 
Q20:3 TIRR hurdle rate usage  0.585  Chi‐square no association  2  153 
Q20:4 ROE hurdle rate usage  0.324  Chi‐square no association  2  153 
Q20:5 NPV hurdle rate usage  0.33  Chi‐square no association  2  153 
Q20:6 Minimum dollar profit usage  0.835  Cramer's V no association  2  153 
Q20:7 Minimum dollar project size  0.685  Cramer's V no association  2  153 





Q20:10 MOR hurdle rate usage  0.641  Chi‐square no association  2  153 
Q20:11 Qualitative hurdle rate 
approach 




developer  typologies  and  the  selection  and  use  of  hurdle  rates  in  decision‐
making, the results of which are presented in Table  . . i, Table  . . j and Table 



















Trader Developer  71  1.66  1.07  0.127 
Investor Developer  31  1.71  1.87  0.335 
Development 
Manager 
51  1.22  1.47  0.206 
Total  153  1.52  1.41  0.114 
MDC 
percentage 
Trader Developer  40  19.93  3.81  0.602 
Investor Developer  12  18.67  3.77  1.089 
Development 
Manager 
17  18.71  1.99  0.483 
Total  69  19.41  3.45  0.416 
IRR 
percentage 
Trader Developer  31  19.48  4.93  0.885 
Investor Developer  11  15.23  4.36  1.313 
Development 
Manager 
13  17.96  4.82  1.338 
Total  55  18.27  4.99  0.673 
ROE 
percentage 
Trader Developer  8  39.38  27.05  9.564 
Investor Developer  5  34.00  31.50  14.089 
Development 
Manager 
3  41.67  24.66  14.240 





























Between Groups  7.27  2  3.63  1.86  0.16 
Within Groups  292.90  150  1.95 
   
Total  300.17  152          
MDC percentage  Between Groups  25.67  2  12.83  1.08  0.35 
Within Groups  784.97  66  11.89 
   
Total  810.64  68          
IRR percentage  Between Groups  148.75  2  74.38  3.23  0.05 
Within Groups  1196.65  52  23.01 
   
Total  1345.41  54          
ROE percentage  Between Groups  135.21  2  67.60  0.09  0.92 
Within Groups  10308.54  13  792.96 
   






























Trader Developer  ‐1.52  1.59  0.605 
   




















the  higher  level  of  risk  inherent  in  the  more  speculative  nature  of  the 
development process for Trader Developers than for Investor Developers.  It is 






As discussed  in  section  . . ,  further  analysis was  conducted  concerning  the 
differences  between  respondents  of  differing  experience  in  years  and  the 
selection and use of specific hurdle rate metrics. The four levels of experience as 
shown  in  Table  . .   included  respondents  having  more  than  ten  years’ 
experience, having   ‐   years’ experience, having   –   years’ experience and 
having  fewer  than  two  years’  experience.  The  years  of  experience  does  not 
indicate workforce or industry experience but is concerned with the experience 
in the decision‐making process of deciding whether to proceed with potential 
projects.  It was  anticipated  that  experience would  demonstrate  a  significant 
difference among respondents in their choice and specific levels of hurdle rates 
adopted. Due  to  the experience  levels being divided  into  four groups, a non‐
parametric  Kruskal‐Wallis  H  test  was  performed,  and  this  test  revealed  no 







experience  levels and whether  they use a go/no‐go decision basis,  the use of 
specific hurdle rates or  in the usage of the MDC, IRR, or ROE hurdle rates as 

















n = 43  n = 49  n = 43  n = 53  4.38  3  0.223 
Q19 Use of specific 
hurdle rates 
0.00  0.000  0.000  0.00  0.42  3  0.935 
MDC Usage  0.00  0.000  0.000  0.00  1.44  3  0.697 
IRR Usage  0.00  0.000  0.000  0.00  1.63  3  0.652 
ROE Usage  0.00  0.000  0.000  0.89  0.78  3  0.855 
Total n = 188                      
Source: Author,   
Additional tests were conducted using a series of one‐way ANOVAs to determine 




the basis  as  illustrated  in  Figure  . . g  and  Figure  . . h  showing  the mean 
number of hurdle rates used as well as the mean number of variables forecasted 













may  indicate  that  property  development  organisation  respondents  have  a 
defined method of conducting a  feasibility analysis and making decisions  in a 








































do  not  have  a  property  qualification  (see  Appendix  H‐ ).  However,    an 
association was found, at the p < .  level, between groups of survey respondents 
with a property qualification, demonstrating they are more likely to use specific 












between  survey  respondents’  education  level  and  having  a  property  related 
qualification.  A  Chi‐square  test  for  independence  was  conducted  and 
demonstrated, at the p < .  level, an association between education level and 
obtaining  a  property  degree  qualification, 𝜒  ( ,  n= )  =  . ,  p<. ;  (see 
Appendix H‐ ). The  analysis demonstrates  that decision‐makers  for potential 
projects within property development organisations who do have a university 
degree are more likely to have a property‐specific qualification. This result would 
support  the common  industry view, held over  the past  two decades,  that  the 




respondents  having  a  property  degree  qualification  and  those  without.  The 
result  of  the  test  revealed  no  statistically  significant  result,  at  the  p  <  .  




The  results  of  the  analysis  demonstrate  that,  that  in  terms  of  hurdle  rate 
selection and usage,  there was  little difference  in  respondent developers who 
have a property qualification and those who do not, except for being more likely 
to use  specific hurdle  rates  in  their decision‐making processes. A  statistically 
significant  result was  found between  survey  respondents  education  level and 
having  a  property  qualification.  Likewise,  the  association  between  the mean 






























they use  specific hurdle  rates as part of  their decision process, but  the  small 

























developers (Md =  . ,    ) than for developers who operate in a single nation 
(Md =  ‐ . , n =  , U =  , z =  ‐ . , p =  . ,  r = . ). As discussed  in 
Chapter  , the MDC or ROC has been found to be the most common hurdle rate 
used for project evaluation in many prior studies including Crosby et al. ( a), 
Hutchison,  , IPD ( ), Costello and Preller ( ). 
 
Additionally,  it was  found  that multinational developers were more  likely  to 
utilise a qualitative hurdle rate approach (Md =  . , n =  ) than for developers 
who operate in a single nation (Md = ‐ . , n =  , U =  , z = ‐ . , p = . , 
r = . ). The usage of all other hurdle rates and  feasibility methods were not 
found  to  be  different  at  the  %  statistically  significant  level.  This  result 

















New  Zealand  survey  respondents  operating  in  their  domestic  markets. 
Additionally,  this  result  demonstrates  that  those  firms  that  operate  across 









they will be discussed in section  .  prior to considering research questions RQ 




RQ  : Do  development  companies have a  pre‐determined  process  and 
method of altering or adapting the chosen hurdle rates and benchmarks? 
How  do  Australian  and  New  Zealand  property  development 
















process as illustrated in Figure  . . a. 
 
Survey  respondents who  indicated  that  they  specify and  change  the  required 
hurdle  rates  and  benchmarks  as  a  basis  of  a  go/no‐go  decision  in  light  of 
increased risk and uncertainty were asked to specify the mechanisms used for 
altering  financial‐based hurdle rates  in their decision‐making practices. There 




















As discussed in section  .  and described in Sunders et al. ( ) the qualitative 































































various  scenarios  i.e.  if  back  end  sales  drop  $ /sqm,  $ /sqm  or 
$ /sqm,  or  similarly,  if  the  build  cost  blows  out,  and make  an 
informed decision accordingly. 









Example  : Anticipated  changes  in market  conditions may  alter  our 









Example  : Dependent on  investor  return  requirements and elements 
such as liquidity, forecast market growth, investment hold period, entry 
and exit strategy. We work with an independent Risk and Quantitative 
analysis  team  who  would  assist  in  setting  the  thresholds  of  this 
alteration. 
(Development Manager  /  Large  Development  Project  Size/  Primary 
Commercial Type/ Publicly Listed Company/   –   years experience) 
 


















Do we  feel  the markets will  soften at all  (sales  rates or  revenues per 
product)?  If  so, we will  increase  our hurdles  to  try  and mitigate  the 
perceived risks. 
(Senior Development Manager  / Medium‐Large Development Project 




proceeded with projects providing sub  %  returns,  if we perceive  the 
project to be particularly low risk.  For example, if it is a small project 
that  we  know  we  can  sell  quickly,  has  relatively  straightforward 
planning requirements and can be completed  in a short space of time 




























(Senior  Development  Manager  /  Large  Development  Project  Size/ 












(Development Manager  / Medium‐Small  Development  Project  Size/ 
Primary Residential Type/ Private Company/   ‐  years experience) 
 
Example  : Adopting  lower  hurdle  rates  dependent  on  the  status  of 
approvals, the volume of pre‐sales, completed stages/balance land etc. 
When the risk profile  falls, then  it  is reasonable  for the risk premium 
applied to a financial model to also fall. 


















can be  found  in Appendix E‐ .   The results  indicate  that  the most  important 
variables as predictors of having a specific mechanism for altering hurdle rates 
includes  the developer  type,  type of property developed,  education  level and 
whether the respondents use MDC and IRR as a hurdle rate, and the normalised 

















As demonstrated in Appendix E‐ ,  . % of cases used to create the ANN model 
were  classified  correctly  and  . % of  cases used  in  the  training model were 













The majority  of  respondent  developers  ( %)  do  not  have  a  pre‐determined 
process  and  method  of  altering  or  adapting  the  chosen  hurdle  rates  and 
benchmarks, even in the presence of an expected change in uncertainty and risk 
to a potential project.   Of  the  % of  survey  respondents who do alter  their 
hurdle rates, the primary basis for that change can be considered under three 
themes  which  are  altering  hurdle  rates  on  the  basis  of  risk  analysis  and 
forecasted  market  conditions,  altering  hurdle  rates  based  on  qualitative 
frameworks or intuition, and altering hurdle rates based on the project’s status 
of  planning  approvals  or  along  the  lines  of  altering  hurdle  rates  for  specific 
geographic regions. The most important variables in predicting whether survey 









heavily  upon  intuition  and  individual  experience  rather  than  upon  more 
sophisticated  quantitative  and  qualitative  methods  to  make  decisions  on 











specific  property market.    Both  the  hurdle  rates  chosen  and  the minimum 
acceptable financial metrics are broadly in line with those traditionally required 
by  financial  capital  providers  and  have  changed  little  over  time  or  across 



















The  property  development  organisations  surveyed  demonstrated  a  heavy 
reliance  on  industry‐accepted  rules  of  thumb  for  selecting  and  setting  the 
specific  level of hurdle rate metrics when deciding whether to proceed with a 













narrow range of MDC (median  % and standard deviation of  . %) and IRR 





of  property  development  organisations  when  deciding  to  proceed  with  a 





motive  of  the  development  organisations,  respondent  education  levels, 
experience and qualifications. The following section outlines the analysis which 
was  completed  regarding  the  practices  and  methods  used  by  respondent 



















The  variables  used  as  inputs  in  conducting  feasibility  analysis  are  highly 
important  in understanding  the outcome  regarding  the viability of a project. 
Figure  . .  displays information concerning key variables (including frequency 
of  use)  that  respondents  indicated  their  organisation  commonly  utilise  in 
determining a go/no‐go decision for a potential property development project. 
In  relation  to  the  context  of  the  pre‐commitment  stages  of  the  property 
development  process,  Figure  . .   ranks  the  frequency  of  use  of  forecasted 
variables  of  respondent  organisations  in  the  decision‐making  process.  An 
analysis of variables that are ‘always’ or ‘very often’ forecasted demonstrates the 
priority of the projection of project revenue followed by variables for comparable 




Variables  including  gross  sales  in dollar per  square metre  ( . %, n =  ), 
supply  of  comparable  property  (sales  value)  ( . %),  yield  of  comparable 
properties ( . %), the percentage market capture of sales (demand) ( . %), 
capitalisation rates ( . %) and interest rates ( . %) are the most frequent 
variables forecasted.  These variables are followed by other indicators concerning 
rental and sales characteristics within the micro‐property market within which 

















timeframe of  two  to  ten years and  the analyst  is  forced  to decide whether  to 
proceed with a potential project which may enter the market several years in the 
future.  Also, longer‐term measures such as rental escalation and sales growth 
escalation  were  less  frequently  used.  It  is  also  significant  to  note  that 
macroeconomic  indicators are rarely  forecasted with the exception of  interest 
rates.  This result is similar to the study conducted by Wiegelmann ( ), where 

















within  the  industry. Participants were asked  to provide details of  their use of 
proprietary property development  feasibility programs  to aid  in  the decision‐
making process in the organisation where they are employed.   % (n =  ) of 
respondents indicate they use proprietary feasibility analysis software and  % 
indicated  that  their  organisation did not.  It  is  generally  accepted within  the 
property development industry that a feasibility study is conducted with the aid 
of  Microsoft  Excel,  proprietary  feasibility  analysis  software  or,  on  the  rare 
occasion as a manual calculation. Participants who  indicated  they do not use 







greater  detail  of  how  they  practically  complete  a  feasibility  analysis.    The 
responses were then coded into the three categories including Microsoft Excel, 
their organisation having developed a custom model, or the reliance on outside 







frequency  of  responses  are  included  in  Table  . .   below.  Participants  that 
indicated that they utilise proprietary feasibility analysis software programs were 









used for  decision‐making  in  whether  to  proceed  with  property 
development projects? 
 
The results of these questions are displayed in Table  . .  and Figure  . .  and 
demonstrate that Microsoft Excel is the most commonly used software for the 





































































statistical  tests  were  conducted  including  independent‐sample  t‐tests,  Chi‐
Square tests of independence and Mann‐Whitney U tests of independence. 
 






p <  .   level  in  in the mean number of specific hurdle rates used  in decision‐
making at the pre‐commitment stages of the development process for those who 
use proprietary feasibility analysis software (M =  . , SD =  . ) and those who 







(M =  . , SD =  . ) as higher than those who do not (M =  . , SD =  . ; t 




















A number of Chi‐Square  tests of  independence were conducted  to assess  the 
association between the use of proprietary feasibility programs and the use of 
specific  hurdle  rate  metrics  including MDC,  IRR  and  ROE.  An  association 
between the use of a proprietary feasibility program and Q  regarding the use 
of specific hurdle rates as part of a decision‐making process was demonstrated 
at  the  %  statistical  significance  level, 𝜒   ( ,  n= )  =  . ,  p<. ;  (see 
Appendix H‐ ) and is illustrated in Figure  . . a. Additionally, an association 
with the use of MDC as a hurdle rate was demonstrated, 𝜒  ( , n= ) =  . , 
p<. ) which is illustrated in Figure  . . b. 
 
Figure  . . c  illustrates  an  additional  association  at  the  %  statistically 
significance level that was demonstrated by a Chi‐Square test of independence 
between those who use a proprietary feasibility program and adapting or altering 
hurdle rates based on a change in uncertainty or risk, 𝜒  ( , n= ) =  . , p<. ; 
(see  Appendix H‐ ).  This  result  is  interesting,  as  the  advent  of  proprietary 





































in  a  cross‐sectional  analysis which  is  summarised  in Table  . . . The  results 
demonstrate that development organisations which have developed a bespoke 
feasibility  analysis  program  are more  likely  to  be  publicly  listed, have  larger 
project sizes (> $  million), undertake projects in the tourism sector, use IRR 























level  adopted.  Fourth,  survey  respondents  who  use  proprietary  feasibility 
programs use a higher percentage of IRR as a hurdle rate but are no more likely 











Respondents  were  asked  if  they  have  changed  the  variables  forecasted  for 





























Figure  . .   presents  the  results  of  the  question  regarding  respondents 
retrospectively  checking  their  forecasts  post  project  completion,  which  is 
considered  an  important  step  in  improving  an  organisations  practices  in 
determining  project  viability.  The  results  demonstrate  that  the majority  of 
respondents  ( %)  retrospectively check  their  forecasts  in  their analysis. The 
retrospective checking of forecasted variables within a feasibility analysis is an 

































of Null  n =   r =   Result  Sig % 
Private company structure  398.00  ‐3.105  0.002  0.11  0.63  9  0.224  Less likely to use  95% 
Large project developer size  447.00  ‐1.978  0.048  0.88  0.52  8  0.147  More likely to use  95% 
Trader Developer  648.00  ‐2.096  0.036  0.00  0.33  9  0.143  Less likely to use  95% 
Tourist Developer  787.50  ‐2.841  0.004  0.22  0.03  9  0.189  More likely to use  95% 
Publicly listed  306.50  ‐3.995  0.000  0.89  0.27  9  0.290  More likely to use  95% 
Use of IRR hurdle rate  565.50  ‐2.351  0.019  0.67  0.30  9  0.163  More likely to use  95% 
Alters HR on planning/geo basis  473.50  ‐2.229  0.026  0.29  0.06  7  0.166  More likely to use  95% 
Uses DCF methodology  373.00  ‐1.968  0.049  0.56  0.48  7  0.147  More likely to use  95% 
Years of experience  530.00  ‐1.788  0.074  3.38  2.52  9  0.130 
Use increases w/ 
years  90% 
Use specific go/no‐go decision  567.00  ‐1.921  0.055  1.00  0.70  9  0.136  More likely to use  94.5% 
Has mechanism for HR altering  405.00  ‐1.775  0.076  0.71  0.38  7  0.132  More likely to use  90% 
Alters hurdle rate based on risk  432.50  ‐1.648  0.099  0.57  0.28  7  0.122  More likely to use  90% 




















valuation methods,  as  discussed  in Chapter  , were  used  in  their  feasibility 




methods,  being  the  residual  cashflow  accumulation  method  (RACFM  as 
discussed  in  section  . . )  and  the  market  comparison  method,  had  a 
surprisingly  low  level of usage  at  %  each,  and  it  should  also be noted  that 
respondents  were  able  to  choose  more  than  one  response.    The  result  is 
















more experience  (Md =  . , n =  )  than respondents who do not use  this 
method (Md =  . , n =  , U =  , z = ‐ . , p = . ). The discounted cash 
flow  method,  residual  cash  flow  accumulation  method  and  the  market 




































more  likely  to  use  the  residual  land  value method  than  lesser  experienced 
respondents. Experience did not play a significant factor in whether the users 
used  the discounted  cash  flow method,  the  residual  cash  flow  accumulation 














The purpose of  this  section  is  to examine  the  risk analysis and management 
practices of respondent property developers and gain an understanding of the 
cultural  aspects  of  the  organisation  regarding  their  risk  tolerance  and 
confidence. Respondents were asked questions to gauge their perception of risk 
appetite, confidence in preparing for significant risks and about their employer’s 
risk management policies  and  culture. Additionally,  respondents were  asked 













Participants were  asked  to  rate  their perception of  the  risk  appetite of  their 
organisation  against  their  competitors  by  indicating  either more  risk‐averse 
culture, having a risk‐taking culture similar to competitors or more risk‐taking 




































structures (M = ‐ . , SD =  . ) and public structures (M = ‐ . , SD =  . ; 
















were found and the results are presented in Table  . . b and Table  . . c. There 
was a  statistically  significant difference at  the p <  .   level  in  the mean  risk 
tolerance perception score based on project size. Prior studies have found that 
small development organisations take on more risk early in order to grow and 
achieve  greater  economies  of  scale  (Whitehead,  ).    The  organisations 
generally grow larger if successful and undertake increasingly large project sizes 
or  fail  along  the way.  This  analysis  found  that  respondent  developers who 
undertake small project sizes had a higher mean risk tolerance perception than 



















4.273  2  2.136  4.352  0.014 
Within Groups  79.521  162  0.491 
   










                
Small  25  0.08  0.759  0.152   
Medium  57  ‐0.35  0.668  0.088   
Large  83  ‐0.06  0.705  0.077   






Table  . . d summarises the cases and grouped median of each developer type’s 














level) exists in the level of risk appetite perception of Trader (Md =  . , n =  ) 
and other developer types (Md = ‐ . , n =  ), U =  , z = ‐ . , p = . , 
r  =  .   with  a medium  effect  size;  See  Appendix  F‐ ).  Trader  developers 
specified a median risk appetite score that is risk‐neutral in comparison to their 











Other  10  ‐1.00  ‐0.70 
Trader Dev  64  0.00  0.00 
Investor Dev  29  0.00  ‐0.18 
Development Management  44  0.00  ‐0.27 
Valuation  17  0.00  ‐0.29 
Funds Management  6  0.00  ‐0.20 





















Risk  analysis  is  an  important  step  in  the process of determining  a potential 
project’s  viability.  Many  theoretical  examples  and  techniques  exist  in  the 
literature for the examination and analysis of project risk which are summarised 


































were  given  an  opportunity  to  list  and  describe  any  additional  risk  analysis 




respondents  indicating  the  use  of  this method.    This method  is  simple  to 
incorporate into a feasibility analysis and has been used within the industry for 





Within Microsoft Excel,  this  technique  becomes more  complex  to  complete 
than the calculation of a single variable sensitivity analysis. Scenario analysis of 
multiple  variables  has  become  a  common  feature  of  proprietary  feasibility 
analysis  software.  In  fact,  when  a  Mann  Whitney  U  test  was  completed 
comparing  the  median  score  of  respondents  who  use  Microsoft  Excel  for 
feasibility analysis and the risk analysis methods listed in the survey instrument, 
it was  found  that only  the use of  sensitivity analysis of a  single variable was 
statistically  significant  with  %  of  respondents  who  use  Microsoft  Excel 
indicating using this method (Md =  . , n =  , U =  , z = ‐ . , p = . , 



























some of which were described  in Chapter  .   Other  surveys have  reported a 
similarly  low  level of adoption of more quantitatively sophisticated methods. 

































adoption  of  probability models  in  a  survey  of    large ASX  listed  property 
development companies.    It  is commonly accepted  that  larger publicly  listed 
property  development  companies  would  use  more  sophisticated  highly 
quantified models because of their access to higher levels of resources including 
staff.  The  use  of  specific  risk  analysis methods was  investigated  concerning 
respondents’ indication of a consistently applied decision‐making methodology 



















sophisticated  quantitative  techniques  including  Monte  Carlo  Simulation, 
probability analysis, qualitative risk matrix, option theory all having less than  % 
usage by decision‐makers  in  the pre‐commitment  stages of  the development 



















   Uses MC, ROT or Prob B          




















                    
Source: Author,   
Notwithstanding  the  low  levels  of  use  of  the  above  risk  analysis methods 














use  Monte  Carlo  simulations,  real  option  theory  and  probability/Bayesian 
models.  The use of these risk analysis techniques was condensed into a single 
variable called Complex Quantitative Risk Analysis and the results of the tests 









     F  Sig.  t  df 
p = 
value 
                    
Experience years  Equal variances  0.01  0.94  0.96  173.00  0.34 
   Equal variances        0.96  52.31  0.34 
Number of approval levels  Equal variances  26.39  0.00  ‐2.82  144.00  0.01 
   Equal variances        ‐1.94  33.89  0.06 
Dominant Development size  Equal variances  0.27  0.60  ‐1.67  167.00  0.10 
   Equal variances        ‐1.68  53.80  0.10 
Number of specific hurdle rates  Equal variances  2.29  0.13  ‐0.40  173.00  0.69 
   Equal variances        ‐0.37  47.42  0.72 
Number of risk analysis  Equal variances  13.75  0.00  ‐6.91  173.00  0.00 
   Equal variances        ‐4.62  37.93  0.00 
Risk Tolerance Perception  Equal variances  0.33  0.57  ‐0.42  169.00  0.68 
   Equal variances        ‐0.40  47.73  0.69 
Source: Author,   
The results of the t‐tests of independence found a statistically significant result 
( %  confidence) between groups of  those who do and do not use  complex 
quantitative  risk  analysis  methods  and  the  number  of  approval  levels  for 
decision‐making, the number of risk analysis methods used. Additionally, a  % 














the  more  sophisticated  quantitative  techniques  including  Monte  Carlo 
simulation, probability analysis, qualitative risk matrix and Real option theory, 
with all having less than  % usage by decision‐makers in the pre‐commitment 








process  at  the pre‐commitment  stage  of  the  project development 
process.     
 



















Figure  . . a and a comparison to the results found in Wiegelmann ( ) are 








organisation’s overall  risk management process. This  result  is  similar  to  that 



































of  respondents, which were  ASX  publicly  listed  property  developers,  had  a 




















risk management  practices,  the  overall  level  of  confidence  is  reduced when 
expressed  in  terms of  the organisation's management and  its attitude  to  risk 
identification. Respondents were asked to evaluate the aspects/features of their 
organisation's project decision‐making process and the results are presented in 





































































process  at  the pre‐commitment  stage  of  the  project development 
process.     
 
Two  particular  areas  which  include  ‘the  company's  senior  management  is 
receptive to all communications about risks, including bad news reception to the 
levels of confidence  is reduced’, and  ‘the company's culture supports effective 
risk  management’  demonstrated  a  lower  level  of  confidence.    This  result 
indicates  that  even  though  respondent  organisations  believe  that  they  have 
systems in place to adequately identify and manage risks to their projects, the 





management  statements  on  risk management,  and  having  a  supportive  and 
effective  reporting  and  communication  process  and  the  company’s  culture 
supports effective  risk management. These  results appear  to contradict  those 
areas where there was a lower level of confidence displayed.  This result is not 
















their  company  identifying  and  preparing  for  potentially  significant  risks  in 
potential projects at the pre‐commitment stages of the development process,  % 
indicated absolute confidence,  % confidence,  % were more or less confident 
and only  % had no confidence. The results are illustrated in Figure  . .  and 









































employed have a  risk management  strategy  incorporated  into  their  feasibility 
analysis practices.  The results of this question are presented in table  . . a and 
demonstrate  that  the  majority  of  respondents  ( %)  indicated  that  a  risk 
management plan was in place, but  % indicated that improvement is needed.  














 Confident 76 45%
 More or less confident 71 42%












which  they  are  employed  has  a  risk management  plan,  were  also  asked  to 
indicate if the organisations’ risk management plan had changed as a result of 
the GFC.   This question  received  a  %  response  rate  from  the    eligible 
respondents, with  % indicating the organisation for which they are employed 







For  the    respondents  who  indicated  a  change  in  their  organisations  risk 
management  policy  as  a  result  of  the GFC, were  then  asked  to  describe  the 
changes  to  their  organisations  risk  management  policy  in  an  open‐ended 
































risk  register  and  risk  catalogue  to  allow  for  decision‐makers  to  plan  for 
mitigation  and  possible  transference  strategies  once  risks  were  identified.  
Specific examples of responses found within this theme are given as follows: 
 



































Example  : Payment of  land value  linked  to key milestones to de‐risk 
property.  Much  more  emphasis  on  demographic  information  and 
greater emphasis on quantity surveyor reports. 




















































Example  :  Typically  the  changes  have  been  around  the  funding 







(Development  Manager  /  Small  Project  Size/  Primary  Other 
Development Type/ Publicly Listed Company/   ‐   years experience) 
 



































diligence  process  to  liaise  with  potential  lenders  to  determine  their 























confident  in  their  organisation’s  risk  identification  and management 





Survey  respondents  demonstrated  a  high  level  of  confidence  in  their 
organisation's  ability  to  both  identify  and  manage  risks  that  could  be 





















identification  and management, were  given  including maintaining  a  live  risk 
register and risk catalogue to allow  for organisational risk mitigation and risk 
transference  strategies,  alternate  debt  and/or  equity  strategies  including 
securitisation of equity contributions to projects, the use of more sophisticated 







Section  .   provided  a  narrative  of  the  cultural  aspects  of  respondent 






the  data  collected  in  the  research  instrument  as  part  of  the  research 
methodology.   The  results were presented  in  terms of  the  survey  respondent 
organisations  in  describing  their  key  characteristics  and  demographics,  the 
organisation’s decision processes and hurdle  rate adoption,  the organisation’s 





  and make  a  contribution  to  the  limited  academic  research  that  has  been 
previously undertaken  concerning  the decision‐making, hurdle  rate  selection 




































































formation  of  target  return  rates  has  been  explored…  Many 








viability  through  feasibility  analysis within  real  estate  development  firms  in 
Australia  and  also obtaining  information  regarding hurdle  rate  selection  and 
techniques  commonly  utilised  to  determine  project  viability.  This  research 
investigates the drivers and decision‐making processes of property developers in 
Australia but also  touches on  the global practices of  the  industry as property 
development becomes increasingly internationalised.  
 




























concept and obtaining permissions  through  to completion, handover and  the 
managing  of  the  asset  over  its  lifecycle.  Additionally,  property  developer 
typologies were identified and defined; types of property development projects 
commonly undertaken were outlined; an overview of  the Australian property 
















Particular  methods  of  determining  site  value  were  discussed  including  the 





and  analyses  concerning  the  uptake  and  acceptance  of  the  various  risk 
measurement and mitigation techniques applied by property developers in the 
Australian markets.  Chapter   investigated the techniques being incorporated 




To  this end, a  literature review has been completed  in respect of  the broader 
property development process as well as the determination of project viability 




( );  Gehner  ( ),  Costello  &  Preller  ( );  Loizou  &  French  ( ); 
Wiegelmann ( ); Coleman et al. ( ), Crosby et al. ( a) which outlined 
key  decision  hurdle  rates  and  identified  innovative  practices  that  have  been 
developed  including the use of Monte‐Carlo simulation and Bayesian models. 
From  this  supportable  foundation,  and  generated  from  relevant  published 
sources, the status of informed, contemporary opinion on the decision models 
within the property development process have been illustrated. However, these 








decision  basis  within  the  property  development  industry  in  Australia.  As  a 
consequence, the merits of the views of Crosby, Devaney & Wyatt ( a) and 
other commentators concerning  the  limited knowledge  the manner  in which 
property  developers  determine  rates  of  return  or  the  viability  of  potential 
projects could  then be considered with greater  insight. As an outcome of  the 
literature review, it was appropriate to inquire further into the practices of the 






broad  level  of  understanding  of  industry  practice  and  answer  the  research 
questions  presented  in  Chapters    and  .    The  following  sections  provide  a 
summary of the results and findings for each research question. Notwithstanding 
the limitation of applying the results of respondents in a survey of the industry 








specific  go/no‐go  hurdle  rate  mechanisms  as  a  decision  basis  for 
proceeding  beyond  the  pre‐commitment  stages  of  the  development 
process.  
 















Differences  between  dominant  property  typologies  for  Australian  and  New 
Zealand  property  developers  were  examined  and  found  that  there  were  no 
significant  differences  between  typologies  in  the  use  of  specific  go/no‐go 
decision processes. Additionally, there were no differences in the use of primarily 
quantitative  or  qualitative  methods  as  a  basis  for  project  decisions  at  the 










or  percentage  adopted  was  also  examined  among  the  differing  property 
typologies. When the specific  level of MDC adopted was examined, there was 
found  to  be  no  statistically  significant  difference  between  the  individual 










mixed‐use dominant  categories.   Additionally,  the  ‘other’ property dominant 













developers  who  undertake  large  project  sizes  do  utilise more  sophisticated 
methods of feasibility analysis and have a higher number of specific hurdle rates 






However,  public  versus  private  ownership  structures  did  not  influence  the 
choice or the number of hurdle rates used as a decision basis. It was anticipated 
that publicly listed developers would use more specific financial metrics, both in 










more  access  to  debt  capital  which  would  necessarily  increase  the  ROE 
percentage required, given the use of other hurdle rates such as MDC and IRR 
which are not as heavily influenced by a project’s gearing.  Additionally, a strong 
















property  investment  through  the use of  securitisation methods have become 
more difficult to distinguish.  Additionally, the results show that the majority of 
development organisations  in  this  survey did not  rely purely on quantitative 
metrics of project viability to make decisions but also use qualitative methods 

























































Minimum  Project  Size  dollar  amount  than  were  Australian  based  property 
developers. 
 
Differences  between  a multi‐national  and  domestic  scope  of  property 
development  regarding  the  selection  and  usage  of  hurdle  rates  and 
decision‐making practices 
 
The  results  indicated  that multi‐national property development organisations 





more  flexible  and  complex  decision‐making  than  developers  operating  in  a 
single national market. 
 










in  terms of  the  variables  forecasted,  the  retrospective  checking of  forecasted 
variables, the use of Microsoft Excel in determining project viability, proprietary 
and bespoke feasibility analysis software and the methods of feasibility analysis 




of gross  sales  in dollars per  square metre,  the  supply of comparable property 
(sales value), the yield of comparable properties, the percentage market capture 
of  sales  (demand), capitalisation  rates and  interest  rates. The only  frequently 
forecasted variable that is a macro‐economic indicator was found to be interest 
rates with  all other  frequently  forecasted  variables being  concerned with  the 
microeconomic aspects of the property market. Additionally, the frequency of 
usage of variables  indicates  information  that  is either  from  the past  (such as 
comparable sales or leasing data) or variables that give a reflection of the current 
state  of  the  market.  In  terms  of  developers  retrospectively  checking  their 
forecasted  variables,  the majority  of  developers  do  go  back  and  check  their 
forecasts  in  order  to  learn  from  their  results  and  improve  their  forecasting 
practices. 
 
In  terms  of  developer  feasibility  analysis  practices  and  the  use  of  feasibility 
analysis programs, the two most frequently used tools included Microsoft Excel 
( %)  and  Argus  Estate Master DF  ( %), with  other  proprietary  feasibility 
analysis programs usage being  less  than or  equal  to   per  cent.    In  terms of 









decide  to  proceed with  a  project  beyond  the  pre‐commitment  stages  of  the 
development process. Second, they were more likely to utilise a specific hurdle 







years  of  experience  of  decision‐makers  were  not  found  to  be  significantly 
different. Finally, in terms of the use by developers who use bespoke property 
development programs and those who do not, differences were found based on 
both  the preferred project  size  and  also whether  the organisation  is publicly 
listed or not.   
 






primary  methods  used  included  the  residual  land  value  method  and  the 
discounted cash flow method to value a site.   The residual accumulation cash 
flow method (RACFM as discussed in section  . . ) and the market comparison 
method were not widely used. Additionally, developers with more than ten years’ 






















project.  It was  found  that  for developers who do alter  their hurdle  rates,  the 
primary  basis  for  that  change  can  be  categorised  by  three  themes  including 
altering  hurdle  rates  on  the  basis  of  risk  analysis  and  forecasted  market 
conditions, altering hurdle rates based on qualitative  frameworks or  intuition 
and altering hurdle rates based on the project’s status of planning approval. The 





















set  by  providers  of  capital  finance  to  the  property  development  industry.  
Residential developers and the typology of Trader Developers were more likely 
to rely on a narrow range of MDC (median  % and standard deviation of  . %) 








Do  Australian  and New  Zealand  property  developers  use  sophisticated 
theory‐led  structured  quantitative  analysis  in  the  feasibility  analysis 












Do  Australian  and  New  Zealand  property  developers  demonstrate 
confidence  in  risk  identification  and  management  practices  in  the 












may  be  encountered  in  a  potential  property  development  project.  This 
confidence  is  similar  to  that  found  in  other  studies;  however,  this  is  not 
supported  by  the  actual  risk  management  processes  used  by  property 
development organisations revealed by this research. The majority of property 
developers  ( %)  indicated  the  organisation which  they work  for  has  a  risk 
management plan, and  % indicated that the plan is implemented, with  % 







into  four  themes which are  increased qualitative  frameworks, an  increased  in 
methods of quantitative risk analysis analysis, an increase in risk awareness and 
associated quantitative analysis and a change in funding arrangements to debt 
and/or  equity.  Examples  of  changes  to  decision‐practices,  in  regards  to  risk 
identification  and management, were  given  including maintaining  a  live  risk 
register and risk catalogue to allow  for organisational risk mitigation and risk 
transference  strategies,  alternate  debt  and/or  equity  strategies  including 
securitisation of equity contributions to projects, the use of more sophisticated 














the perspectives of  the background  literature,  focused property development 
decision‐making literature and from the empirical data collected.  The synthesis 
and analysis of these elements, of which this study is comprised, has allowed the 
formulation  of  a  number  of  recommendations  for  the  Australian  and  New 











































independently  determined  project  hurdle  rates  as  an  aid  to  decision‐
making.  These  hurdle  rates  should  be  based  on  the  organisation’s 
opportunity cost, WACC and also an additional risk premium determined 
by  the  forecasted  risk  and uncertainty  of  the  key  variable  inputs  of  a 
potential project. 
 




















process  and method  of  adapting  hurdle  rates,  property  development 





 Property  development  organisations  should  incorporate more modern 
and  sophisticated models  of  risk  analysis  in  order  to  determine  the 
uncertainty of, and risk in, a change of input variables in their financial 
viability  appraisals.    In  recent  times  there  have  been  advances  in 
proprietary feasibility analysis programs and Microsoft Excel add‐ins that 
are readily available and which offer the use of Monte‐Carlo stochastic 
simulations  and  other  probability‐based  quantitative  techniques.  
Property  development  organisations  in  Australia  should  utilise  these 





pre‐commitment  stages  of  the  development  process,  property 








their  purposes  than  relying  on  the  %  finance  method  often 
represented  in  the  literature  and  employed  by  valuation  firms  to 
determine site value. 
 
 In conducting  feasibility analysis to determine  financial viability  in the 
pre‐commitment  stages  of  the  development  process,  property 
development organisations  should  incorporate qualitative  risk  analysis 













The  findings  and  results  of  the  empirical  survey  addressing  the  research 
questions in each of the research aims have revealed a degree of consensus from 
decision‐makers  in  property  development  organisation  in  Australia.    This 
consensus  in  the  use  and  application  of  hurdle  rate metrics  and  feasibility 
analysis practices to determine project viability of potential projects is greater 
than that expected from the review of relevant literature. Differences of opinion 













to  the  property  development  process,  feasibility  analysis  practices  and  risk 
management practices of the industry to provide clear identification of the issues 






Phillips and Pugh  ( , p.   –  ), building on  the work of Francis  ( ), 





o The  survey  of  decision‐makers  in  property  development 
organisations  within  Australia  which  elicited  details  of  their 
education,  experience, motivation,  feasibility  analysis  practices, 
hurdle  rate  selection  and  risk  analysis  practices.  The  survey 
identified  opinions  on  specific  aspects  regarding  the 
determination of a potential project’s viability,  including hurdle 

















o An  original  definition  of  property  development  was  given  as 
follows: 
Property development can be defined as a sequence of steps 
that  take  a  property  development  project  from  inception 
through  to  construction  and  completion  including  the 
management of the asset over its lifecycle in order to derive 
value and achieve the objectives of the project. 




o The  extension  and  updating  of  the  surveys  of  property 
development organisations undertaken in the following areas: 
 Concerning  hurdle  rate  selection  and  use  in  feasibility 
analysis practices: 
 Hutchinson et al. ( ), Crosby et al. ( ), Preller 
( ),  and  Preller  and  Costello  ( )  and 
Coleman et al. ( ). 
 Concerning the risk analysis in feasibility analysis: 









 Undertaking original  research  in Australia, which previously, has only 
been found in other countries: 
o The  investigation  into  heuristic  bias  and  bounded  rationality 
through  the use of  rules of  thumb  for hurdle  rate selection and 
usage  by  Australian  and  New  Zealand  property  development 






 Generating  findings  concerning  aspects  of  the  property  development 
process not previously reported in the literature: 
o This  study  was  the  first  to  examine  the  alteration  and  the 






























 The  results  of  the  analysis  demonstrate  that  respondent  development 






 It was  found that the same heuristic bias can be  found across  industry 
property types, developer typologies and differing ownership structures 
and project sizes. It would be beneficial to conduct further research into 
small  to  medium  size  development  organisations’  decision‐making 
practices  and,  in  particular,  should  these  organisations  use  different 
metrics  in  project  selection  than  those  currently  adopted    when 
undertaking larger projects?   
 
 The  survey  results  indicated  a  very  low  level  of  adoption  and  use  of 
sophisticated quantitative techniques including Monte Carlo simulation, 
probability  analysis,  qualitative  risk  matrix  and  real  option  theory. 
Hutchinson  et  al.  ( ,  p. )  also  found  very  low  levels  of  use  of 








These  include  the  perceived  difficulty  in  applying  models  to 
heterogeneous  assets,  senior  management  reluctance  to  accept  new 






project  outcomes  and  developer  success  ratings  is  an  area  that  also 
warrants  further research.   This could be achieved by the creation of a 
























adopted  by  industry. Additionally, material  and  responses  from  other 
research studies and professional bodies, especially from the UK and USA, 
could form the basis for a comparative study of other geographic regions 
as well  from other  industries  such as  infrastructure projects and  long‐
term property investing. 
 
 The  inclusion  of  project  outcome  information  could  also  allow  for  a 
greater understanding of policy outcomes that interject into the broader 
property market  and  upon  the  property  development  industry which 
forms  a  significant  contributor  to  both  GDP  and  employment  in  an 









In  conclusion,  this  study has been  successful  in achieving  its primary aim of 
investigating  the  techniques  that  are  being  incorporated  into  the  decision‐
making process during the pre‐commitment stage of the development process 
and  how  property  development  organisations  adjust  their  decision‐making 
processes  in  the  light  of  a  predicted  change  in  project  uncertainty  and  risk.  
Firstly,  this  study has provided  clarification  of  the  types  of hurdle  rates  and 
decision‐making processes used by Australian property developers  in order to 
make a go/no‐go project decision.   Secondly,  this  study has provided a more 
detailed view of  the decision‐making practices of property developers  from a 
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of  the decision‐maker. Other  factors  that may  impair  rational decision‐
making  include poor advice, cultural and peer group  influences,  limited 
understanding of the  issues through poor education or training, cultural 
and organisational value systems and emotional states (Regan,  , p.  ). 
Capital  Asset  Pricing  Model  ‐  CAPM  builds  upon  modern  portfolio  theory 
developed by Markowitz ( ) and aims to discount future cash flows by 
a minimum market  return and a  risk‐premium  commensurate with  the 
expected volatility of returns. 
Code  assessment  –  an  assessment  that  must  be  carried  out  only  against  the 
assessment benchmarks in a categorising instrument for the development; and 
having  regard  to any matters prescribed by  regulation.  (Planning Act QLD, 
, p.  ). 














Development  value  ‐ The  estimated  value of  a property development  scheme 
once completed (adapted from Crosby et al.,  a, p.  ) 
A  discount  rate  is  a  required  rate  of  return  on  a  real  estate 




inflows and outflows by  taking  into account  the time value of money of 
future value (FV) inputs (Moorhead & Armitage,  ) 
Due diligence‐ a period of time where a contract is not unconditional to allow for 
the  purchaser  to  review  the  feasibility  of  the  potential  project  and 




interpretation  to  the new  space,  spanned by  a  reduced number  of new 
dimensions which are supposed to underlie the old ones’ (Rietveld & Van 
Hout,  , p.  ). 





















subgroup  with  distinctive  characteristics  (Patton,  ;  Teddlie  &  Yu, 
). 




a  required  return  less  the  forecasted  long‐term  growth  in  income  after 
allowing for depreciation. (Hutchison et al.,  , p.  )  
Impact Assessment ‐ is an assessment that must be carried out against the assessment 
benchmarks  in  a  categorising  instrument  for  the  development;  and  having 
regard to any matters prescribed by regulation may be carried out against, or 
having  regard  to,  any  other  relevant matter,  other  than  a  person’s  personal 
circumstances, financial or otherwise (Planning Act QLD,  , p.  ). 



















Marketability  analysis  ‐  can  be  described  as  a  process  where  the  analyst 
‘investigates how a particular piece of property will be absorbed, sold, or 
leased under current or anticipated market conditions’ (Reed,  , p.  ). 
Mixed‐methods  research  involves  the  use  of  strands  which  represents  those 
components of the study that encompasses the basic process of conducting 
quantitative  or  qualitative  research:  posing  a  question,  collecting  data, 
analysing  data,  and  interpreting  results  based  on  that  data  (Teddlie  & 
Tashakkori,  ). 
Monte‐Carlo simulation stochastic simulations ‐are a methodology by which the 















element that  is critical  in the development process  is time’. (Atherton & 
French,  , p.  ; Bell et al.,  ) 
Pearson Chi‐square test – is a non‐parametric test of independence that is ‘used 











Project  viability  ‐  refers  to  the  outcome  of  a  feasibility  analysis  forecasting 
whether a potential development project is anticipated to meet or exceed 
the  required  hurdle  rates,  and  therefore, warrants  further  investigation 
(Havard,  ). 










Purposeful  sampling  in  quantitative  and  qualitative  research  means  that 















Validity  is  the  degree  to  which  your  instrument  accurately  measures  the 
variables that were intended to be measured. (Roberts,  , p.  ). 
Confirmatory  Factor  Analysis  (CFA)  is  a  type  of  factor  analysis  statistical 
technique  that  is  used  to  confirm  or  reject  the  null‐hypothesis  (Child, 
). 
Exploratory Factor Analysis (EFA) is a type of factor analysis statistical technique 





























Target  Internal Rate of Return  (TIRR)  ‐  is a  required  IRR set by  the decision‐




the  form  of  volcanic  eruptions  and  earthquakes.  Uncertain  events  of 
catastrophic dimension are termed black swans (Regan,  , p. ). 







































you with  the  questionnaire  “Feasibility  analysis  in  the  pre‐commitment  stages  of  the  development 
process”.  This questionnaire forms an essential part of my Ph.D. thesis with the objective of gaining a 
greater understanding of the decision making processes currently being used by property development 
















































































































































































































Dependent Variable - Q18 – Do you have a go / no-go decision making… 






























































Q20_11QUALHRINDICATEDAQUALITATIVEHURDLERATEAPPROACH$ 56.99 ||||||||||||||||||||||||||| 
Q20_2_2IRRHURDLERATEINTERNALRATEOFRETURNIRR_PERCENT 48.17 ||||||||||||||||||||||| 
Q19HURDLERATEUSEDOESYOURCOMPANYINCORPORATESPECIFICF$ 33.51 |||||||||||||||| 
Q10DEVSIZEDOMINANTSIZEOFPROJECTIN_ORIFMORETHANONE$ 25.82 |||||||||||| 
Q20_1_2MDCHURDLERATEMARGINONDEVCOSTMDCORROC_PERCENT 17.03 |||||||| 
Q5_DEVELOPER_TYPE$ 16.73 |||||||| 
Q9_STATE_DEVELOPMENT_R$ 16.38 ||||||| 
Q8_JOB_ROLE_R$ 13.22 |||||| 
Q14_1BOARDOROTHER$ 12.49 ||||| 
Q14_1BOARDOROTHER_R$ 12.49 ||||| 
Q29FEASOVARCHNGHAVETHEVARIABLESFORECASTEDINPROJECT$ 11.79 ||||| 
Q14DECISIONMAKERISTHEREASPECIALISEDBOARDSENIORMANAG$ 10.46 ||||| 
Q7_PROPERTY_TYPE$ 10.06 |||| 
Q27_B_NO_OF_RISK_ANALYSIS_METHODS 9.39 |||| 
_20_3_2TIRRHURDLERATETARGETIRR_PERCENT 8.95 |||| 
Q10BINARYSIZELARGEORSMALL 8.95 |||| 
Q27_1SENANALYSISDOESYOURCOMPANYUSESENSITIVITYANALYSISO$ 8.70 |||| 
HURDLERATENUMNUMBEROFSPECIFICHURDLERATESINDICATED 8.63 |||| 
Q24RISKMANPLANDOESYOURCOMPANYHAVEARISKMANAGEMENTST$ 7.25 ||| 
Q27_7OTHERANALYSISOTHERPLEASESPECIFYASARISKANALYSIS$ 5.91 || 
Q20_1_1MDCDOYOUUSEMDCROCASAHURDLERATE$ 5.75 || 
Q23_2DCFDOESYOURCOMPANYUTILISETHEDISCOUNTEDCASHFLOWM$ 5.32 || 
Q17_4ARGUSDEVDOESYOURCOMPANYUSEARGUSDEVELOPERFEASIBILI$ 5.08 || 
_20_4_1ROEDOYOUUSEROEASHURDLERATE$ 4.07 | 
Q12_EDCUCATION_LEVEL_R$ 3.60 | 
Q6OWNERSHIPPLEASEPROVIDEDETAILSONTHEOWNERSHIPSTRUCTU$ 3.38 | 
Q26_IFYESTORISKPOLICYCHANGE_WHAT$ 2.82 | 
Q11EXPERIENCEPLEASEINDICATEYOURLEVELOFEXPERIENCEINT$ 2.76 | 
Q6_1_ASXPUBLICLISTED 2.61 | 

















Variable Score   
Q20_11QUALHRINDICATEDAQUALITATIVEHURDLERATEAPPROACH$ 100.00 |||||||||||||||||||||||||||||
||||||||||||| 
Q19HURDLERATEUSEDOESYOURCOMPANYINCORPORATESPECIFICF$ 45.11 |||||||||||||||||| 
Q7_PROPERTY_TYPE$ 44.99 |||||||||||||||||| 
Q5_DEVELOPER_TYPE$ 42.76 ||||||||||||||||| 
Q9_STATE_DEVELOPMENT_R$ 40.79 ||||||||||||||||| 
Q27_7OTHERANALYSISOTHERPLEASESPECIFYASARISKANALYSIS$ 37.31 ||||||||||||||| 
Q10DEVSIZEDOMINANTSIZEOFPROJECTIN_ORIFMORETHANONE$ 34.79 |||||||||||||| 
Q29FEASOVARCHNGHAVETHEVARIABLESFORECASTEDINPROJECT$ 34.29 |||||||||||||| 
Q21HRALTERDOESYOURCOMPANYUTILISEASPECIFICMECHANISMF$ 33.46 ||||||||||||| 
Q8_JOB_ROLE_R$ 26.78 ||||||||||| 
Q12_EDCUCATION_LEVEL_R$ 24.42 |||||||||| 
Q17_4ARGUSDEVDOESYOURCOMPANYUSEARGUSDEVELOPERFEASIBILI$ 22.78 ||||||||| 
Q26_IFYESTORISKPOLICYCHANGE_WHAT$ 22.20 ||||||||| 
Q6OWNERSHIPPLEASEPROVIDEDETAILSONTHEOWNERSHIPSTRUCTU$ 20.23 |||||||| 
Q11EXPERIENCEPLEASEINDICATEYOURLEVELOFEXPERIENCEINT$ 19.92 |||||||| 
Q25RISKPOLCHNGHASYOURCOMPANYSRISKMANAGEMENTPOLICITY$ 17.02 |||||| 
Q31_RISK_TOLERANCE_SCALE$ 16.66 |||||| 
Q24RISKMANPLANDOESYOURCOMPANYHAVEARISKMANAGEMENTST$ 16.53 |||||| 
Q30BACKCHECKDOYOURETROSPECTIVELYCHECKYOURFORECASTS$ 16.29 |||||| 
Q13PROPERTYQUALWEREANYOFYOURQUALIFICATIONSINAPROPER$ 15.61 |||||| 
Q27_1SENANALYSISDOESYOURCOMPANYUSESENSITIVITYANALYSISO$ 15.00 ||||| 
Q14_1BOARDOROTHER$ 14.05 ||||| 
Q3_2NZDEVDOYOUCONDUCTPROPERTYDEVELOPMENTSINNEWZEALAND$ 13.11 ||||| 
Q20_2_1IRRDOYOUUSEIRRASAHURDLERATE$ 11.13 |||| 
Q23_4MARKCOMPDOESYOURCOMPANYUTILISETHEMARKETCOMPARIS$ 9.85 ||| 
Q17_1EMDFDOESYOURCOMPANYUSEESTATEMASTERDFDEVELOPMENT$ 9.54 ||| 
Q20_2_2IRRHURDLERATEINTERNALRATEOFRETURNIRR_PERCENT 9.52 ||| 
Q3_1AUSDEVDOYOUCONDUCTPROPERTYDEVELOPMENTSINAUSTRALIA$ 9.01 ||| 
HURDLERATENUMNUMBEROFSPECIFICHURDLERATESINDICATED 8.50 ||| 
Q14DECISIONMAKERISTHEREASPECIALISEDBOARDSENIORMANAG$ 8.22 ||| 
Q22_3ALTERHRQUALFRAMEALTERSHURDLERATESONQUALITATIVE$ 8.22 ||| 
Q23_2DCFDOESYOURCOMPANYUTILISETHEDISCOUNTEDCASHFLOWM$ 6.74 || 
Q22_1HRALTERRAALTERSHURDLERATESONRISKANALYSISIEMA$ 6.72 || 
Q20_1_2MDCHURDLERATEMARGINONDEVCOSTMDCORROC_PERCENT 6.62 || 
Q27_B_NO_OF_RISK_ANALYSIS_METHODS 5.96 || 
Q16FEASOPROGRAMDOESYOURCOMPANYUSEAPROPRIETARYDEVELOPME$ 5.72 | 
Q17_2EXCELDOESYOURCOMPANYUSEMICROSOFTEXCEL$ 5.33 | 









Q20_7_1MINPROJDOYOUUSEMINIMUM_PROJECTSIZEASAHURDLE$ 4.50 | 
Q10BINARYSIZELARGEORSMALL 4.33 | 
Q23_1RLVDOESYOURCOMPANYUTILISETHERESIDUALLANDVALUEM$ 4.19 | 
_20_3_1TIRRDOYOUUSETARGETIRRASAHURDLERATE$ 4.04 | 
Q27_3MCANALYSISMONTECARLOSIMULATIONSASARISKANALYSISM$ 3.96 | 
Q20_5NPVDOYOUUSENPVASAHURDLERATENPVGTTHAN_0$ 3.92 | 
Q24RISKMANPLAN_YES_NO_COND$ 3.74 | 
Q27_6ROANALYSISREALOPTIONMODELSASARISKANALYSISMETHOD$ 3.39  
Q23_3RESACCFLOWDOESYOURCOMPANYUTILISETHERESIDUALACC$ 2.70  
















 No 4 100.00% 4 0 
 Yes 25 52.00% 12 13 
 Total: 29    
 Average:  76.00%   
 Overall % 
Correct: 
 58.62%   
      
      
 Specificity  52.00%   
 Sensitivity/Re
call 
 100.00%   
 Precision  25.00%   
















 No 53 92.45% 49 4 
 Yes 135 20.74% 107 28 
 Total: 188    
 Average:  56.60%   
 Overall % 
Correct: 
 40.96%   
      
      
 Specificity  20.74%   
 Sensitivity/Re
call 
 92.45%   
 Precision  31.41%   
















Variable Score   
Q20_11QUALHRINDICATEDAQUALITATIVEHURDLERATEAPPROACH$ 15.32 |||||||||||||||||||||||||||||
||||||||||||||||||| 
Q19HURDLERATEUSEDOESYOURCOMPANYINCORPORATESPECIFICF$ 8.74 ||||||||||||||||||||||||||| 
Q20_1_1MDCDOYOUUSEMDCROCASAHURDLERATE$ 5.53 ||||||||||||||||| 
Q9_STATE_DEVELOPMENT_R$ 4.03 |||||||||||| 
Q5_DEVELOPER_TYPE$ 3.82 ||||||||||| 
Q7_PROPERTY_TYPE$ 3.36 |||||||||| 
_20_3_1TIRRDOYOUUSETARGETIRRASAHURDLERATE$ 3.19 ||||||||| 
Q8_JOB_ROLE_R$ 3.13 ||||||||| 
Q14_1BOARDOROTHER_R$ 2.75 |||||||| 
Q11EXPERIENCEPLEASEINDICATEYOURLEVELOFEXPERIENCEINT$ 2.66 |||||||| 
HURDLERATENUMNUMBEROFSPECIFICHURDLERATESINDICATED 2.52 ||||||| 
Q10DEVSIZEDOMINANTSIZEOFPROJECTIN_ORIFMORETHANONE$ 2.47 ||||||| 
Q26_IFYESTORISKPOLICYCHANGE_WHAT$ 2.36 ||||||| 
Q20_2_1IRRDOYOUUSEIRRASAHURDLERATE$ 2.10 |||||| 
Q24RISKMANPLANDOESYOURCOMPANYHAVEARISKMANAGEMENTST$ 2.10 |||||| 
Q14_1BOARDOROTHER$ 1.87 ||||| 
Q21HRALTERDOESYOURCOMPANYUTILISEASPECIFICMECHANISMF$ 1.86 ||||| 
Q12_EDCUCATION_LEVEL_R$ 1.85 ||||| 
Q31_RISK_TOLERANCE_SCALE$ 1.84 ||||| 
Q30BACKCHECKDOYOURETROSPECTIVELYCHECKYOURFORECASTS$ 1.58 |||| 
Q27_2SCENANALYSISDOESYOURCOMPANYUSESCENARIOANALYSISOF$ 1.56 |||| 
Q6OWNERSHIPPLEASEPROVIDEDETAILSONTHEOWNERSHIPSTRUCTU$ 1.53 |||| 
Q29FEASOVARCHNGHAVETHEVARIABLESFORECASTEDINPROJECT$ 1.41 |||| 
Q20_5NPVDOYOUUSENPVASAHURDLERATENPVGTTHAN_0$ 1.30 |||| 
Q22_3ALTERHRQUALFRAMEALTERSHURDLERATESONQUALITATIVE$ 1.15 ||| 
Q22_1HRALTERRAALTERSHURDLERATESONRISKANALYSISIEMA$ 1.12 ||| 
Q27_7OTHERANALYSISOTHERPLEASESPECIFYASARISKANALYSIS$ 1.03 ||| 
Q17_8PROPRIETARYPROGRAMDIDYOURCOMPANYHAVEITSOWNPROGRAM$ 1.02 ||| 
Q27_3MCANALYSISMONTECARLOSIMULATIONSASARISKANALYSISM$ 0.81 || 
_20_4_1ROEDOYOUUSEROEASHURDLERATE$ 0.78 || 
Q23_1RLVDOESYOURCOMPANYUTILISETHERESIDUALLANDVALUEM$ 0.77 || 
Q20_8_1ROIDOYOUUSEROIASAHURDLERATE$ 0.77 || 
Q20_2_2IRRHURDLERATEINTERNALRATEOFRETURNIRR_PERCENT 0.75 || 
Q20_1_2MDCHURDLERATEMARGINONDEVCOSTMDCORROC_PERCENT 0.74 || 
Q20_7_1MINPROJDOYOUUSEMINIMUM_PROJECTSIZEASAHURDLE$ 0.74 || 
Q27_B_NO_OF_RISK_ANALYSIS_METHODS 0.72 || 
Q27_1SENANALYSISDOESYOURCOMPANYUSESENSITIVITYANALYSISO$ 0.70 || 
Q17_2EXCELDOESYOURCOMPANYUSEMICROSOFTEXCEL$ 0.65 || 
_20_3_2TIRRHURDLERATETARGETIRR_PERCENT 0.63 | 
Q17_1EMDFDOESYOURCOMPANYUSEESTATEMASTERDFDEVELOPMENT$ 0.61 | 
Q3_2NZDEVDOYOUCONDUCTPROPERTYDEVELOPMENTSINNEWZEALAND$ 0.58 | 
Q22_3ALTERHRPLANALTERSHURDLERATESONPLANNINGORGEOGRA$ 0.54 | 
Q23_2DCFDOESYOURCOMPANYUTILISETHEDISCOUNTEDCASHFLOWM$ 0.52 | 
Q3_1AUSDEVDOYOUCONDUCTPROPERTYDEVELOPMENTSINAUSTRALIA$ 0.50 | 
Q23_4MARKCOMPDOESYOURCOMPANYUTILISETHEMARKETCOMPARIS$ 0.49 | 
Q14DECISIONMAKERISTHEREASPECIALISEDBOARDSENIORMANAG$ 0.48 | 
Q25RISKPOLCHNGHASYOURCOMPANYSRISKMANAGEMENTPOLICITY$ 0.44 | 
Q27_5PROPANALYSISPROBABILITYANALYSISBAYESIANMODELSASA$ 0.40 | 
Q20_6_1MINPROFITDOYOUUSEMINIMUM_PROFITASAHURDLERAT$ 0.38 | 
Q24RISKMANPLAN_YES_NO_COND$ 0.36 | 
Q16FEASOPROGRAMDOESYOURCOMPANYUSEAPROPRIETARYDEVELOPME$ 0.36 | 
Q27_6ROANALYSISREALOPTIONMODELSASARISKANALYSISMETHOD$ 0.35 | 
Q10BINARYSIZELARGEORSMALL 0.34 | 
Q20_4_2ROEHURDLERATERETURNONEQUITYROE_PERCENT 0.34 | 
Q17_4ARGUSDEVDOESYOURCOMPANYUSEARGUSDEVELOPERFEASIBILI$ 0.34 | 
Q27_4QUALMATRIXQUALITATIVERISKMATRIXASARISKANALYSISM$ 0.29  
Q13PROPERTYQUALWEREANYOFYOURQUALIFICATIONSINAPROPER$ 0.28  
Q17_6FEASTUDYDOESYOURCOMPANYUSEFEASTUDYFEASIBILITYPROGR$ 0.26  









Q20_9_1PBDOYOUUSEPAYBACKPERIODYEARSASAHURDLERATE$ 0.18  
Q6_1_ASXPUBLICLISTED 0.18  
Q20_7_2MINPROJ_HURDLERATEMINIMUM_PROJECTSIZE 0.09  
Q17_5ARGUSDCFDOESYOURCOMPANYUSEARGUSDCFFEASIBILITYPRO$ 0.07  
Q20_10_1MORDOYOUUSEMARGINONREVENUEASAHURDLERATE$ 0.05  




























No  0  42  0.0% 
Yes  0  145  100.0% 



















Case Processing Summary 
 N  Percent 
Sample  Training  104  68.9% 
Testing  47  31.1% 
Valid  151  100.0% 
Excluded  79   





















Training  Trader Developer  30  2  15  63.8% 
Investor Developer  11  7  9  25.9% 
Development Manager  9  6  15  50.0% 
Overall Percent  48.1%  14.4%  37.5%  50.0% 
Testing  Trader Developer  20  1  2  87.0% 
Investor Developer  3  0  1  0.0% 
Development Manager  8  2  10  50.0% 























































































































Residential  Commercial  Retail  Mixed‐Use  Other 
Percent 
Correct 
Training  Residential  69  0  0  0  0  100.0% 
Commercial  6  0  1  0  0  0.0% 
Retail  15  0  0  0  0  0.0% 
Mixed‐Use  24  0  0  0  0  0.0% 
Other  22  0  0  0  0  0.0% 
Overall 
Percent 
99.3%  0.0%  0.7%  0.0%  0.0%  50.4% 
Testing  Residential  25  0  0  0  0  100.0% 
Commercial  1  0  0  0  1  0.0% 
Retail  3  0  0  0  0  0.0% 
Mixed‐Use  13  0  0  0  0  0.0% 
Other  7  0  0  0  0  0.0% 
Overall 
Percent 

























Case Processing Summary 
 N  Percent 
Sample  Training  83  74.1% 
Testing  29  25.9% 
Valid  112  100.0% 
Excluded  118   



















Training  No  41  7  85.4% 
Yes  12  23  65.7% 
Overall Percent  63.9%  36.1%  77.1% 
Testing  No  15  2  88.2% 
Yes  6  6  50.0% 



































































 N  Mean  Std. Deviation  Minimum  Maximum 
Q11_Experience_Years  188  2.56  1.129  1  4 
Q27 Uses Monte Carlo, Real 
Option or Probability/Bayesian 




Option or Probability/Bayesian  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  140  89.81  12574.00 
Yes  35  80.74  2826.00 



























 N  Mean  Std. Deviation  Minimum  Maximum 
Q20_1_1MDC_Usage  205  .40  .491  0  1 
Q20_2_1IRR_Usage  209  .31  .464  0  1 
@20_4_1ROE_Usage  205  .10  .304  0  1 
Q20_11QualitativeHurdleRateA
pproach 
205  .16  .364  0  1 
Q5_1TRADERDEVIsyourcompan
yaTraderDeveloper 
225  .32  .468  0  1 
Ranks 
 Q5_1TRADERDEVIsyourcompan
yaTraderDeveloper  N  Mean Rank  Sum of Ranks 
Q20_1_1MDC_Usage  No  134  94.13  12613.00 
Yes  71  119.75  8502.00 
Total  205    
Q20_2_1IRR_Usage  No  137  99.20  13590.00 
Yes  72  116.04  8355.00 
Total  209    
@20_4_1ROE_Usage  No  134  102.44  13727.50 
Yes  71  104.05  7387.50 
Total  205    
Q20_11QualitativeHurdleRateA
pproach 
No  134  105.36  14118.00 
Yes  71  98.55  6997.00 













Mann‐Whitney U  3568.000  4137.000  4682.500  4441.000 
Wilcoxon W  12613.000  13590.000  13727.500  6997.000 
Z  ‐3.467  ‐2.387  ‐.351  ‐1.244 















 N  Mean  Std. Deviation  Minimum  Maximum 
Q20_1_1MDC_Usage  205  .40  .491  0  1 
Q20_10_1MOR_Usage  205  .02  .139  0  1 
Q20_11QualitativeHurdleRateA
pproach 
205  .16  .364  0  1 




 Q4_1Multiple_Countires  N  Mean Rank  Sum of Ranks 
Q20_1_1MDC_Usage  No  190  104.27  19811.50 
Yes  13  68.81  894.50 
Total  203    
Q20_10_1MOR_Usage  No  190  102.14  19406.00 
Yes  13  100.00  1300.00 
Total  203    
Q20_11QualitativeHurdleRateA
pproach 
No  190  100.42  19080.50 
Yes  13  125.04  1625.50 











Mann‐Whitney U  803.500  1209.000  935.500 
Wilcoxon W  894.500  1300.000  19080.500 
Z  ‐2.478  ‐.527  ‐2.316 
















 N  Mean  Std. Deviation  Minimum  Maximum 
Q20_1_1MDC_Usage  205  .40  .491  0  1 
Q20_2_1IRR_Usage  209  .31  .464  0  1 
NPV used  205  .07  .261  0  1 
Q6_1 ASX Listed Public  190  .2947  .45713  .00  1.00 
 
Ranks 
 Q6_1 ASX Listed Public  N  Mean Rank  Sum of Ranks 
Q20_1_1MDC_Usage  No  134  97.54  13070.00 
Yes  56  90.63  5075.00 
Total  190    
Q20_2_1IRR_Usage  No  134  91.15  12214.00 
Yes  56  105.91  5931.00 
Total  190    
NPV used  No  134  96.51  12932.00 
Yes  56  93.09  5213.00 








Mann‐Whitney U  3479.000  3169.000  3617.000 
Wilcoxon W  5075.000  12214.000  5213.000 
Z  ‐.922  ‐2.061  ‐.836 

















 N  Mean  Std. Deviation  Minimum  Maximum 
Q18_B_Binary_Consisten_Decis
ion_Methodology 
170  .81  .392  0  1 
Q19 Company uses specific 
hurdle rates 
187  .78  .418  0  1 
Q20_1_1MDC_Usage  205  .40  .491  0  1 
Q20_2_1IRR_Usage  209  .31  .464  0  1 
@20_4_1ROE_Usage  205  .10  .304  0  1 
NPV used  205  .07  .261  0  1 
Q22_1HRALTERRAAltersHurdler
atesonriskanalysisieMa 
181  .29  .456  0  1 
Q22_3ALTERHRQUALFRAMEAlt
ersHurdleratesonQualitative 
181  .09  .285  0  1 
Q22_3ALTERHRPLANAltersHurd
leratesonPlanningorGeogra 
181  .07  .259  0  1 
Q23_1RLVDoesyourcompanyuti
lisetheresiduallandvaluem 
178  .74  .439  0  1 
Q23_2DCFDoesyourcompanyut
ilisetheDiscountedCashflowM 
179  .49  .501  0  1 
Q23_3RESACCFLOWDoesyourc
ompanyutilisetheResidualAcc 




177  .07  .262  0  1 





















Q18_B_Binary_Consisten_Decision_Methodology  0  61  90.35  5511.50 
1  109  82.78  9023.50 
Total  170    
Q19 Company uses specific hurdle rates  0  74  99.84  7388.00 
1  113  90.18  10190.00 
Total  187    
Q20_1_1MDC_Usage  0  76  91.55  6958.00 
1  117  100.54  11763.00 
Total  193    
Q20_2_1IRR_Usage  0  76  105.13  7990.00 
1  117  91.72  10731.00 
Total  193    
@20_4_1ROE_Usage  0  76  90.31  6863.50 
1  117  101.35  11857.50 
Total  193    
NPV used  0  76  95.85  7284.50 
1  117  97.75  11436.50 
Q22_1HRALTERRAAltersHurdleratesonriskanalysisieMa  0  70  96.82  6777.50 
1  111  87.33  9693.50 
Total  181    
Q22_3ALTERHRQUALFRAMEAltersHurdleratesonQualitative  0  70  90.76  6353.00 
1  111  91.15  10118.00 
Q22_3ALTERHRPLANAltersHurdleratesonPlanningorGeogra  0  70  96.14  6729.50 
1  111  87.76  9741.50 
Q23_1RLVDoesyourcompanyutilisetheresiduallandvaluem  0  67  87.72  5877.50 
1  110  89.78  9875.50 
Q23_2DCFDoesyourcompanyutilisetheDiscountedCashflowM  0  68  99.16  6743.00 
1  110  83.53  9188.00 
Q23_3RESACCFLOWDoesyourcompanyutilisetheResidualAcc  0  67  87.78  5881.50 
1  110  89.74  9871.50 
Q23_4MARKCOMPDoesyourcompanyutilisetheMarketComparis  0  67  86.46  5793.00 





















































































3477.500  3868.000  3525.500  3599.500  3083.000  3603.500  3515.000 






9693.500  6353.000  9741.500  5877.500  9188.000  5881.500  5793.000 
Z  ‐1.420  ‐1.651  ‐1.275  ‐1.991  ‐2.487  ‐.49
8 
‐1.506  ‐.101  ‐2.342  ‐.343  ‐2.271  ‐.546  ‐1.138 
Asymp. Sig. (2‐
tailed) 














 N  Mean  Std. Deviation  Minimum  Maximum 
Q20_10_1MOR_Usage  205  .02  .139  0  1 




 Q6_1 ASX Listed Public  N  Mean Rank  Sum of Ranks 
Q20_10_1MOR_Usage  No  134  94.21  12624.00 
Yes  56  98.59  5521.00 





























 N  Mean  Std. Deviation  Minimum  Maximum 
Q20_7_1MINPROJ$_Usage  205  .05  .226  0  1 
Q20_6_1MINPROFIT$_Usage  205  .04  .205  0  1 




 Q6_Private_Company  N  Mean Rank  Sum of Ranks 
Q20_7_1MINPROJ$_Usage  0  76  92.77  7050.50 
1  117  99.75  11670.50 
Total  193    
Q20_6_1MINPROFIT$_Usage  0  76  93.77  7126.50 
1  117  99.10  11594.50 









































Score Z ‐ Score p ‐ vlaue Median Value Vs Median of Null n =  r =  Result Sig %
Private Company Structure 398.00 ‐3.105 0.002 0.11 0.63 9 0.224 Less likely to use 95%
Large Project Developer Size 447.00 ‐1.978 0.048 0.88 0.52 8 0.147 More likely to use 95%
Trader Developer 648.00 ‐2.096 0.036 0.00 0.33 9 0.143 Less likely to use 95%
Tourist Developer 787.50 ‐2.841 0.004 0.22 0.03 9 0.189 More likely to use 95%
Publicly Listed 306.50 ‐3.995 0.000 0.89 0.27 9 0.290 More likely to use 95%
Use of IRR hurdle rate 565.50 ‐2.351 0.019 0.67 0.30 9 0.163 More likely to use 95%
Alters HR on Planning/Geo basis 473.50 ‐2.229 0.026 0.29 0.06 7 0.166 More likely to use 95%
Uses DCF Methodology 373.00 ‐1.968 0.049 0.56 0.48 7 0.147 More likely to use 95%
Years of Experience 530.00 ‐1.788 0.074 3.38 2.52 9 0.130 Use increases w/ years 90%
Use specific Go/No‐Go Decision 567.00 ‐1.921 0.055 1.00 0.70 9 0.136 More likely to use 94.5%
Has mechanism for HR Altering 405.00 ‐1.775 0.076 0.71 0.38 7 0.132 More likely to use 90%










































Mann‐Whitney U  398.000  306.500  648.000  814.500  675.000  832.500  927.000  913.500  306.000 
Wilcoxon W  443.000  16777.500  693.000  24250.500  24111.000  24268.500  972.000  958.500  351.000 
Z  ‐3.105  ‐3.995  ‐2.096  ‐1.243  ‐2.037  ‐1.514  ‐.659  ‐.757  ‐3.677 
Asymp. Sig. (2‐
tailed) 






































Mann‐Whitney U  530.000  738.000  405.000  432.500  574.500  473.500  543.500  705.500 
Wilcoxon W  16640.000  783.000  15630.000  15657.500  15799.500  15698.500  13909.500  16636.500 














































810.500  820.500  565.500  787.500  814.5
00 
841.500  832.500  855.000  864.000  492.500  373.000  553.000  552.000 








Z  ‐.426  ‐.416  ‐2.351  ‐1.034  ‐.860  ‐.656  ‐.729  ‐.531  ‐.432  ‐1.046  ‐1.968  ‐.756  ‐.716 
Asymp. Sig. 
(2‐tailed) 












Q17_BESPOKE FEASIBILITY PROGRAM  N  Mean Rank  Sum of Ranks 
Q6_Private_Company  No  184  99.34  18278.00 
Yes  9  49.22  443.00 
Total  193    
Q6_1 ASX Listed Public  No  181  92.69  16777.50 
Yes  9  151.94  1367.50 
Total  190    
Q5_1TRADERDEVIsyourcompanyaTrad
erDeveloper 
No  216  114.50  24732.00 
Yes  9  77.00  693.00 
Total  225    
Q5_2INVESTORDEVIsyourcompanyaIn
vestorDeveloper 
No  216  112.27  24250.50 
Yes  9  130.50  1174.50 
Total  225    
Q5_3DEVMANIsyourcompanyinvolvedi
nDevelopmentManagement 
No  216  111.63  24111.00 
Yes  9  146.00  1314.00 
Total  225    
Q5_4VALFIRMIsyourcompanyavaluatio
nfirm 
No  216  112.35  24268.50 
Yes  9  128.50  1156.50 
Total  225    
Q5_5FUNDSADVISORIsyourcompanyaf
undsmanageradvisor 
No  216  113.21  24453.00 
Yes  9  108.00  972.00 
Total  225    
Q5_6OTHERDEVIsyourcompanysomet
hingotherthantheoptions 
No  216  113.27  24466.50 
Yes  9  106.50  958.50 
Total  225    
Q6OWNERSHIPPleaseprovidedetailson
theownershipstructu 
No  184  99.84  18370.00 
Yes  9  39.00  351.00 

















 Q17_BESPOKE FEASIBILITY PROGRAM  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  179  92.96  16640.00 
Yes  9  125.11  1126.00 
Total  188    
Q20_11QualitativeHurdleRateA
pproach 
No  196  103.73  20332.00 
Yes  9  87.00  783.00 
Total  205    
Q21HRALTERDoesyourcompany
utiliseaspecificmechanismf 
No  174  89.83  15630.00 
Yes  7  120.14  841.00 
Total  181    
Q22_1HRALTERRAAltersHurdler
atesonriskanalysisieMa 
No  174  89.99  15657.50 
Yes  7  116.21  813.50 
Total  181    
Q22_3ALTERHRQUALFRAMEAlt
ersHurdleratesonQualitative 
No  174  90.80  15799.50 
Yes  7  95.93  671.50 
Total  181    
Q22_3ALTERHRPLANAltersHurd
leratesonPlanningorGeogra 
No  174  90.22  15698.50 
Yes  7  110.36  772.50 
Total  181    
Q18_B_Binary_Consisten_Decis
ion_Methodology 
No  163  85.33  13909.50 
Yes  7  89.36  625.50 
Total  170    
Q19 Company uses specific 
hurdle rates 
No  178  93.46  16636.50 
Yes  9  104.61  941.50 
Total  187    
 
Ranks 
 Q17_BESPOKE FEASIBILITY PROGRAM  N  Mean Rank  Sum of Ranks 
Number of specific hurdle rates  No  196  103.36  20259.50 
Yes  9  95.06  855.50 
Total  205    
Q20_1_1MDC_Usage  No  196  103.31  20249.50 









Total  205    
Q20_2_1IRR_Usage  No  200  103.33  20665.50 
Yes  9  142.17  1279.50 
Total  209    
@20_4_1ROE_Usage  No  196  103.48  20282.50 
Yes  9  92.50  832.50 
Total  205    
NPV used  No  196  103.34  20255.50 
Yes  9  95.50  859.50 
Total  205    
Q20_6_1MINPROFIT$_Usage  No  196  103.21  20228.50 
Yes  9  98.50  886.50 
Total  205    
Q20_7_1MINPROJ$_Usage  No  196  103.25  20237.50 
Yes  9  97.50  877.50 
Total  205    
Q20_9_1PaybackPeriodYears_Usage  No  196  103.14  20215.00 
Yes  9  100.00  900.00 
Total  205    
Q20_10_1MOR_Usage  No  196  103.09  20206.00 
Yes  9  101.00  909.00 
Total  205    
Q23_1RLVDoesyourcompanyutilisetheresidualla
ndvaluem 
No  171  90.12  15410.50 
Yes  7  74.36  520.50 
Total  178    
Q23_2DCFDoesyourcompanyutilisetheDiscount
edCashflowM 
No  172  88.67  15251.00 
Yes  7  122.71  859.00 
Total  179    
Q23_3RESACCFLOWDoesyourcompanyutiliseth
eResidualAcc 
No  171  89.77  15350.00 
Yes  7  83.00  581.00 
Total  178    
Q23_4MARKCOMPDoesyourcompanyutilisethe
MarketComparis 
No  170  88.75  15087.00 
Yes  7  95.14  666.00 
















useMicrosoftExcel  N  Mean Rank  Sum of Ranks 
Q27_b_No_of_Risk_Analysis_M
ethods 
No  135  109.99  14849.00 
Yes  90  117.51  10576.00 
Total  225    
Q27_1SENANALYSISDoesyourco
mpanyuseSensitivityAnalysiso 
No  93  101.18  9409.50 
Yes  86  77.91  6700.50 
Total  179    
Q27_2SCENANALYSISDoesyour
companyuseScenarioAnalysisof 
No  92  90.59  8334.50 
Yes  83  85.13  7065.50 
Total  175    
Q27_3MCANALYSISMonteCarlo
Simulationsasariskanalysism 
No  92  90.16  8294.50 
Yes  83  85.61  7105.50 
Total  175    
Q27_4QUALMATRIXQualitative
RiskMatrixasariskanalysism 
No  92  89.36  8221.50 
Yes  83  86.49  7178.50 
Total  175    
Q27_5PROPANALYSISProbabilit
yAnalysisBayesianModelsasa 
No  92  87.21  8023.00 
Yes  83  88.88  7377.00 
Total  175    
Q27_6ROANALYSISRealOption
Modelsasariskanalysismethod 
No  92  87.26  8027.50 
Yes  83  88.83  7372.50 
Total  175    
Q27_7OTHERANALYSISOtherple
asespecifyasariskanalysis 
No  92  86.91  7996.00 
Yes  83  89.20  7404.00 






















































Mann‐Whitney U  5669.000  2959.500  3579.500  3619.500  3692.500  3745.000  3749.500  3718.000 
Wilcoxon W  14849.000  6700.500  7065.500  7105.500  7178.500  8023.000  8027.500  7996.000 
Z  ‐.905  ‐3.719  ‐.842  ‐1.550  ‐.653  ‐.480  ‐.487  ‐.493 
Asymp. Sig. (2‐
tailed) 



















 Q6_1 ASX Listed Public  N  Mean Rank  Sum of Ranks 
Q27_b_No_of_Risk_Analysis_M
ethods 
No  134  98.80  13239.00 
Yes  56  87.61  4906.00 
Total  190    
Q27_1SENANALYSISDoesyourc
ompanyuseSensitivityAnalysiso 
No  127  91.22  11584.50 
Yes  50  83.37  4168.50 
Total  177    
Q27_2SCENANALYSISDoesyour
companyuseScenarioAnalysisof 
No  127  85.19  10819.50 
Yes  46  91.99  4231.50 
Total  173    
Q27_3MCANALYSISMonteCarlo
Simulationsasariskanalysism 
No  127  85.91  10910.00 
Yes  46  90.02  4141.00 
Total  173    
Q27_4QUALMATRIXQualitative
RiskMatrixasariskanalysism 
No  127  84.85  10776.50 
Yes  46  92.92  4274.50 
Total  173    
Q27_5PROPANALYSISProbabilit
yAnalysisBayesianModelsasa 
No  127  85.95  10915.50 
Yes  46  89.90  4135.50 
Total  173    
Q27_6ROANALYSISRealOption
Modelsasariskanalysismethod 
No  127  86.95  11042.50 
Yes  46  87.14  4008.50 
Total  173    
Q27_7OTHERANALYSISOtherple
asespecifyasariskanalysis 
No  127  89.98  11428.00 
Yes  46  78.76  3623.00 

















































Mann‐Whitney U  3310.000  2893.500  2691.500  2782.000  2648.500  2787.500  2914.500  2542.000 
Wilcoxon W  4906.000  4168.500  10819.500  10910.000  10776.500  10915.500  11042.500  3623.000 
Z  ‐1.408  ‐1.139  ‐.930  ‐1.242  ‐1.622  ‐1.005  ‐.053  ‐2.175 
Asymp. Sig. (2‐
tailed) 




















 N  Mean  Std. Deviation  Minimum  Maximum 
Q27_b_No_of_Risk_Analysis_M
ethods 
225  1.20  .893  0  5 
Q27_1SENANALYSISDoesyourc
ompanyuseSensitivityAnalysiso 
179  .68  .467  0  1 
Q27_2SCENANALYSISDoesyour
companyuseScenarioAnalysisof 
175  .39  .490  0  1 
Q27_3MCANALYSISMonteCarlo
Simulationsasariskanalysism 
175  .05  .222  0  1 
Q27_4QUALMATRIXQualitative
RiskMatrixasariskanalysism 
175  .13  .332  0  1 
Q27_5PROPANALYSISProbabilit
yAnalysisBayesianModelsasa 
175  .07  .263  0  1 
Q27_6ROANALYSISRealOption
Modelsasariskanalysismethod 
175  .06  .243  0  1 
Q27_7OTHERANALYSISOtherpl
easespecifyasariskanalysis 
175  .14  .351  0  1 
Q18_B_Binary_Consisten_Decis
ion_Methodology 





ion_Methodology  N  Mean Rank  Sum of Ranks 
Q27_b_No_of_Risk_Analysis_M
ethods 
Disagree or Strongly Disagree  32  80.97  2591.00 
Strongly Agree or Agree  138  86.55  11944.00 
Total  170    
Q27_1SENANALYSISDoesyourco
mpanyuseSensitivityAnalysiso 
Disagree or Strongly Disagree  32  83.09  2659.00 
Strongly Agree or Agree  137  85.45  11706.00 
Total  169    











Strongly Agree or Agree  138  86.38  11920.00 
Total  170    
Q27_3MCANALYSISMonteCarlo
Simulationsasariskanalysism 
Disagree or Strongly Disagree  32  83.66  2677.00 
Strongly Agree or Agree  138  85.93  11858.00 
Total  170    
Q27_4QUALMATRIXQualitative
RiskMatrixasariskanalysism 
Disagree or Strongly Disagree  32  85.13  2724.00 
Strongly Agree or Agree  138  85.59  11811.00 
Total  170    
Q27_5PROPANALYSISProbabilit
yAnalysisBayesianModelsasa 
Disagree or Strongly Disagree  32  84.81  2714.00 
Strongly Agree or Agree  138  85.66  11821.00 
Total  170    
Q27_6ROANALYSISRealOption
Modelsasariskanalysismethod 
Disagree or Strongly Disagree  32  87.97  2815.00 
Strongly Agree or Agree  138  84.93  11720.00 
Total  170    
Q27_7OTHERANALYSISOtherple
asespecifyasariskanalysis 
Disagree or Strongly Disagree  32  89.44  2862.00 
Strongly Agree or Agree  138  84.59  11673.00 











































Mann‐Whitney U  2063.000  2131.000  2087.000  2149.000  2196.000  2186.000  2129.000  2082.000 
Wilcoxon W  2591.000  2659.000  2615.000  2677.000  2724.000  2714.000  11720.000  11673.000 
Z  ‐.656  ‐.311  ‐.571  ‐.606  ‐.082  ‐.198  ‐.739  ‐.833 
Asymp. Sig. (2‐
tailed) 





































Kruskal‐Wallis H  4.383  0.423  1.435  1.634  0.779 
df  3  3  3  3  3 
Asymp. Sig.  0.223  0.935  0.697  0.652  0.855 
a. Kruskal Wallis Test 
b. Grouping Variable: Q11_Experience_Years 














187  0.78  0.418  0  1 
Q20_1_1MDC_Usage  205  0.40  0.491  0  1 
Q20_2_1IRR_Usage  209  0.31  0.464  0  1 
@20_4_1ROE_Usage  205  0.10  0.304  0  1 

























          
Ranks     
Q11_Experience_Years  N  Mean Rank     
Q18GONOGODECISION  1 ‐ 2 years experience  43  86.02     
2 ‐ 5 years experience  49  97.98     
5 ‐ 10 years experience  43  103.51     
10+ years experience  53  90.85     
Total  188        
Q19SPECIFIC HURDLE 
RATES USED 
1 ‐ 2 years experience  43  93.26     
2 ‐ 5 years experience  49  95.92     
5 ‐ 10 years experience  43  91.08 
10+ years experience  52  95.22 
Total  187        
Q20_1_1MDC_Usage  1 ‐ 2 years experience  43  88.48     
2 ‐ 5 years experience  49  95.70     
5 ‐ 10 years experience  43  92.85     
10+ years experience  53  99.61     
Total  188        
Q20_2_1IRR_Usage  1 ‐ 2 years experience  43  90.42     
2 ‐ 5 years experience  49  92.69     
5 ‐ 10 years experience  43  92.60     
10+ years experience  53  101.02     
Total  188        
@20_4_1ROE_Usage  1 ‐ 2 years experience  43  92.74     
2 ‐ 5 years experience  49  97.43     
5 ‐ 10 years experience  43  92.74     
10+ years experience  53  94.64     





























   
 
Descriptive Statistics 
 N  Mean  Std. Deviation  Minimum  Maximum 
Q31 b Risk Tolerance Perception  171  ‐.16  .717  ‐1  1 
Q5_1TRADERDEVIsyourcompanya
TraderDeveloper 





mpanyaTraderDeveloper  N  Mean Rank  Sum of Ranks 
Q31 b Risk Tolerance Perception  No  107  79.98  8558.00 
Yes  64  96.06  6148.00 










































 N  Mean  Std. Deviation  Minimum  Maximum 
Q11_Experience_Years  188  2.56  1.129  1  4 
Q23_1RLVDoesyourcompanyuti
lisetheresiduallandvaluem 





lisetheresiduallandvaluem  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  45  72.41  3258.50 
Yes  132  94.66  12494.50 
























 N  Mean  Std. Deviation  Minimum  Maximum 
Q11_Experience_Years  188  2.56  1.129  1  4 
Q23_2DCFDoesyourcompanyut
ilisetheDiscountedCashflowM 




ilisetheDiscountedCashflowM  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  90  86.73  7806.00 
Yes  88  92.33  8125.00 
























Q11_Experience_Years  188  2.56  1.129  1  4 
Q23_3RESACCFLOWDoesyourc
ompanyutilisetheResidualAcc 




ompanyutilisetheResidualAcc  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  164  89.87  14738.00 
Yes  13  78.08  1015.00 














 N  Mean  Std. Deviation  Minimum  Maximum 
Q11_Experience_Years  188  2.56  1.129  1  4 
Q23_4MARKCOMPDoesyourcomp
anyutilisetheMarketComparis 





is  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  164  89.61  14695.50 
Yes  13  81.35  1057.50 













































Null n  =  df Result Sig %
Group 1: 0 ‐ 2 years experience 43 3
Q18 go/no‐go decision basis 0.25 0.00 0.22 127.00 46.00 No association 95%
Q19 Use of specific hurdle rates 0.35 0.00 0.00 85.91 91.99 No association 95%
0.00 No 127.00 46.00 173 3
MDC Usage 0.10 0.00 0.00 0.00 0.00 No association 95%
IRR Usage 0.00 0.00 0.00 0.00 0.00 No association 95%
ROE Usage 0.03 0.00 0.00 0.89 0.27 No association 95%
Group 2: 2 ‐ 5 years experience 49 3
Q18 go/no‐go decision basis Yes No 0.22 127.00 46.00 No association 95%
Q19 Use of specific hurdle rates 50.00 127.00 46.00 85.95 92.92 No association 95%
MDC Usage 4168.50 10819.50 4231.50 0.00 0.00 No association 95%
IRR Usage 0.00 0.00 0.00 0.00 0.00 No association 95%
ROE Usage 0.00 0.00 0.00 0.89 0.27 No association 95%
Group : ‐5 ‐ 10 years experience 43 3
Q18 go/no‐go decision basis Yes No 0.22 127.00 46.00 No association 95%
Q19 Use of specific hurdle rates 46.00 127.00 46.00 89.98 87.14 No association 95%
MDC Usage 4141 10777 4275 0.00 0.00 No association 95%
IRR Usage 0.00 0.00 0.00 0.00 0.00 No association 95%
ROE Usage 0.00 0.00 0.00 0.89 0.27 No association 95%
Group 4: +10 years experience 53 3
Q18 go/no‐go decision basis Yes No 0.22 0.00 0.00 No association 95%
Q19 Use of specific hurdle rates 46.00 127.00 46.00 0.00 0.00 No association 95%
MDC Usage 4136 11043 4009 0.00 0.00 No association 95%
IRR Usage 0.00 0.00 0.00 0.00 0.00 No association 95%

























No  88  1.22  1.351  .144 
Yes  100  1.78  1.411  .141 
MDC percentage  No  30  19.6000  3.84708  .70238 
Yes  52  19.1346  2.96403  .41104 
IRR percentage  No  28  16.8036  4.31693  .81582 
Yes  38  19.2237  4.96841  .80598 
ROE percentage  No  6  31.6667  29.09754  11.87902 
Yes  15  38.6667  24.81839  6.40808 
Q28_Forecast_Var_Num  No  69  9.09  4.562  .549 
Yes  86  9.47  4.332  .467 
Num_Levels_Approve_Pro
ceed 
No  69  1.42  1.006  .121 
Yes  86  1.35  .716  .077 
Q11_Experience_Years  No  88  2.60  1.078  .115 

























Equality         











1.518  0.220  ‐2.789  186  0.006  ‐0.564 
   Equal variances 
not assumed 
      ‐2.797  184.655  0.006  ‐0.564 
MDC percentage  Equal variances 
assumed 
0.046  0.830  0.613  80  0.542  0.46538 
   Equal variances 
not assumed 
      0.572  48.997  0.570  0.46538 
IRR percentage  Equal variances 
assumed 
0.277  0.600  ‐2.065  64  0.043  ‐2.42011 
   Equal variances 
not assumed 
      ‐2.110  62.192  0.039  ‐2.42011 
ROE percentage  Equal variances 
assumed 
0.002  0.963  ‐0.557  19  0.584  ‐7.00000 
   Equal variances 
not assumed 
      ‐0.519  8.089  0.618  ‐7.00000 
Q28_Forecast_Var_Num  Equal variances 
assumed 
0.837  0.362  ‐0.527  153  0.599  ‐0.378 
   Equal variances 
not assumed 
      ‐0.524  142.368  0.601  ‐0.378 
Num_Levels_Approve_Proceed  Equal variances 
assumed 
1.704  0.194  0.516  153  0.607  0.071 
   Equal variances 
not assumed 
      0.498  118.772  0.620  0.071 
Q11_Experience_Years  Equal variances 
assumed 
2.617  0.107  0.437  186  0.663  0.072 
   Equal variances 
not assumed 





















Aus  171  1.37  1.250  .096 
NZ  14  1.93  1.940  .518 
Q28_Forecast_Var_Num  Aus  134  9.21  4.430  .383 
NZ  11  10.64  3.355  1.012 
MDC percentage  Aus  71  19.4507  3.35001  .39757 
NZ  7  17.4286  3.35942  1.26974 
IRR percentage  Aus  56  18.6071  4.94305  .66054 
NZ  4  17.5000  2.88675  1.44338 
ROE percentage  Aus  16  35.3125  25.13091  6.28273 












F  Sig.  t  df  Sig. (2‐tailed) 
Number of specific 
hurdle rates 
Equal variances assumed  9.247  0.003  ‐1.537  183  0.126 
Equal variances not 
assumed 
      ‐1.062  13.898  0.306 
Q28_Forecast_Var_Num  Equal variances assumed  2.142  0.145  ‐1.043  143  0.299 
Equal variances not 
assumed 
      ‐1.320  13.048  0.210 
MDC percentage  Equal variances assumed  0.801  0.374  1.523  76  0.132 
Equal variances not 
assumed 
      1.520  7.228  0.171 
IRR percentage  Equal variances assumed  0.489  0.487  0.440  58  0.661 
Equal variances not 
assumed 
      0.697  4.378  0.521 
ROE percentage  Equal variances assumed  0.096  0.760  ‐1.335  17  0.200 
Equal variances not 
assumed 



















Public  50  ‐.12  .689  .097 

















0.269  0.605  ‐0.090  158  0.928 
Equal variances not 
assumed 

















 N  Mean  Std. Deviation  Minimum  Maximum 
Q11_Experience_Years  188  2.56  1.129  1  4 
Q11 Experience > 5 years  188  .51  .501  0  1 
Q13_Property_Qualification  182  .84  .372  0  1 
 
Ranks 
 Q13_Property_Qualification  N  Mean Rank  Sum of Ranks 
Q11_Experience_Years  No  30  89.27  2678.00 
Yes  152  91.94  13975.00 
Total  182    
Q11 Experience > 5 years  No  30  90.00  2700.00 
Yes  152  91.80  13953.00 


















































































































































































































































No  29  19.2759  2.41863  .44913 
Yes  53  19.3208  3.71470  .51025 
Q20_2_2IRRHurdleRateIntern
alRateofReturnIRR_percent 
No  30  16.2167  4.42501  .80789 
Yes  36  19.8472  4.55885  .75981 
@20_3_2TIRRHurdleRateTarg
etIRR_percent 
No  13  18.6154  3.94838  1.09508 
Yes  17  20.9412  3.89664  .94507 
Q20_4_2ROEHurdleRateRetur
nonEquityROE_percent 
No  8  29.3750  25.13357  8.88606 
Yes  13  41.1538  25.75152  7.14219 
Q20_6_2MINPROFIT$HurdleR
ateMinimum$Profit 
No  2  10000000.000  .0000  .0000 
Yes  6  883333.333  426223.7284  174005.1085 
Q20_7_2MINPROJ$HurdleRat
eMinimum$ProjectSize 
No  3  113333333.333  118462370.9594  68394281.7623 
Yes  6  13500000.000  12660963.6284  5168816.7569 
Q20_8_2ROIHurdleRateRetur
nonInvestmentROI 
No  7  20.0000  9.57427  3.61873 
Yes  2  50.0000  42.42641  30.00000 
Q20_9_2PBYRSHurdleRatePay
backPeriodYears 
No  6  8.333  6.0553  2.4721 
Yes  0a  .  .  . 
Q20_10_2MORHurdleRateMa
rginonRevenue 
No  0a  .  .  . 
Yes  2  25.0000  .00000  .00000 
Q27_b_No_of_Risk_Analysis_
Methods 
No  127  1.10  1.030  .091 



















Probability/Bayesian  N  Mean  Std. Deviation 
Std. Error 
Mean 
Q11_Experience_Years  No  140  2.61  1.142  .097 
Yes  35  2.40  1.143  .193 
Num_Levels_Approve_Pr
oceed 
No  115  1.29  .659  .061 




No  134  51996268.66  40084239.129  3462750.855 
Yes  35  64642857.14  39459318.483  6669842.181 
Number of specific hurdle 
rates 
No  140  1.58  1.368  .116 
Yes  35  1.69  1.586  .268 
Q27_b_No_of_Risk_Analy
sis_Methods 
No  140  1.38  .487  .041 
Yes  35  2.20  1.023  .173 
Q31 b Risk Tolerance 
Perception 
No  137  ‐.18  .706  .060 














   F  Sig.  t  df 
Sig. (2‐
tailed) 
                    
Q11_Experience_Years  Equal variances 
assumed 
0.01  0.94  0.96  173.00  0.34 
   Equal variances 
not assumed 
      0.96  52.31  0.34 
Num_Levels_Approve_Proceed  Equal variances 
assumed 
26.39  0.00  ‐2.82  144.00  0.01 
   Equal variances 
not assumed 
















      ‐1.68  53.80  0.10 
Number of specific hurdle rates  Equal variances 
assumed 
2.29  0.13  ‐0.40  173.00  0.69 
   Equal variances 
not assumed 





13.75  0.00  ‐6.91  173.00  0.00 
   Equal variances 
not assumed 





0.33  0.57  ‐0.42  169.00  0.68 
   Equal variances 
not assumed 






































Pearson Chi-Square 12.065a 4 .017 
Likelihood Ratio 9.196 4 .056 
Linear-by-Linear Association .030 1 .863 
N of Valid Cases 182   
a. 4 cells (40.0%) have expected count less than 5. The minimum expected 
count is .66. 
 
 
Q12_Edcucation_Level_R * Q13PROPERTYQUALWereanyofyourqualificationsinaproper Crosstabulation 




Total No Yes 
Q12_Edcucation_Level_R Diploma or Trade Certificate 2 6 8 
Master’s Degree 9 52 61 
Post Graduate Diploma 1 17 18 
Professional Degree (JD, MD) 3 1 4 
University Bachelor’s Degree 15 76 91 











Pearson Chi-Square 14.212a 5 .014 
Likelihood Ratio 15.670 5 .008 
Linear-by-Linear Association .292 1 .589 
N of Valid Cases 193   
a. 2 cells (16.7%) have expected count less than 5. The minimum expected 
count is 3.40. 
 
Q20_1_1MDCDoyouuseMDCROCasahurdlerate * Q5_Developer_Type Crosstabulation 

















No 12 31 19 34 10 5 111 
Yes 1 40 12 17 9 3 82 














Pearson Chi-Square 13.204a 1 .000   
Continuity Correctionb 12.043 1 .001   
Likelihood Ratio 13.886 1 .000   
Fisher's Exact Test    .000 .000 
Linear-by-Linear Association 13.134 1 .000   
N of Valid Cases 188     
a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 23.12. 














Pearson Chi-Square 6.232a 1 .013   
Continuity Correctionb 5.410 1 .020   
Likelihood Ratio 6.588 1 .010   
Fisher's Exact Test    .017 .009 
Linear-by-Linear Association 6.198 1 .013   
N of Valid Cases 188     
a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 18.32. 

































Pearson Chi-Square 81.874a 1 .000   
Continuity Correctionb 78.018 1 .000   
Likelihood Ratio 78.175 1 .000   
Fisher's Exact Test    .000 .000 
Linear-by-Linear Association 81.439 1 .000   
N of Valid Cases 188     
a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 9.02. 







Case Processing Summary 
 
Cases 
Valid Missing Total 
N Percent N Percent N Percent 
Geography Condensed to Australia New 
Zealand or Other * 
Q18_B_Binary_Consisten_Decision_Metho
dology 
157 68.3% 73 31.7% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Q19 Company uses 
specific hurdle rates 
172 74.8% 58 25.2% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Q20_1_1MDC_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Q20_2_1IRR_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * @20_3_1TIRR_Usage 









Geography Condensed to Australia New 
Zealand or Other * @20_4_1ROE_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * NPV used 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * 
Q20_6_1MINPROFIT$_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Minimum project size 
8 3.5% 222 96.5% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Q20_8_1ROI_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * 
Q20_9_1PaybackPeriodYears_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * Q20_10_1MOR_Usage 
185 80.4% 45 19.6% 230 100.0% 
Geography Condensed to Australia New 
Zealand or Other * 
Q20_11QualitativeHurdleRateApproach 


















Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 28 115 143 
Expected Count 28.2 114.8 143.0 
NZ Count 3 11 14 
Expected Count 2.8 11.2 14.0 
Total Count 31 126 157 
Expected Count 31.0 126.0 157.0 



















Pearson Chi-Square .027a 1 .868   
Continuity Correctionb .000 1 1.000   
Likelihood Ratio .027 1 .870   
Fisher's Exact Test    1.000 .550 
Linear-by-Linear 
Association 
.027 1 .869 
  
N of Valid Cases 157     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is 2.76. 









Q19 Company uses specific 
hurdle rates 
Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 30 128 158 
Expected Count 32.2 125.8 158.0 
NZ Count 5 9 14 
Expected Count 2.8 11.2 14.0 
Total Count 35 137 172 












Pearson Chi-Square 2.220a 1 .136   
Continuity Correctionb 1.308 1 .253   









Fisher's Exact Test    .164 .128 
Linear-by-Linear 
Association 
2.207 1 .137 
  
N of Valid Cases 172     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is 2.85. 
b. Computed only for a 2x2 table 
 






Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 100 71 171 
Expected Count 98.9 72.1 171.0 
NZ Count 7 7 14 
Expected Count 8.1 5.9 14.0 
Total Count 107 78 185 















Pearson Chi-Square .382a 1 .537   
Continuity Correctionb .113 1 .737   
Likelihood Ratio .377 1 .539   
Fisher's Exact Test    .582 .365 
Linear-by-Linear 
Association 
.379 1 .538 
  
N of Valid Cases 185     
a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 5.90. 


















Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 116 55 171 
Expected Count 116.5 54.5 171.0 
NZ Count 10 4 14 
Expected Count 9.5 4.5 14.0 
Total Count 126 59 185 
Expected Count 126.0 59.0 185.0 
 
Chi-Square Tests 








Pearson Chi-Square .077a 1 .782   
Continuity Correctionb .000 1 1.000   
Likelihood Ratio .078 1 .780   
Fisher's Exact Test    1.000 .521 
Linear-by-Linear 
Association 
.076 1 .782 
  
N of Valid Cases 185     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is 4.46. 
b. Computed only for a 2x2 table 
 
 






Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 155 16 171 
Expected Count 153.4 17.6 171.0 
NZ Count 11 3 14 
Expected Count 12.6 1.4 14.0 









Expected Count 166.0 19.0 185.0 
Chi-Square Tests 








Pearson Chi-Square 2.046a 1 .153   
Continuity Correctionb .946 1 .331   
Likelihood Ratio 1.650 1 .199   
Fisher's Exact Test    .161 .161 
Linear-by-Linear 
Association 
2.035 1 .154 
  
N of Valid Cases 185     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is 1.44. 
b. Computed only for a 2x2 table 
 





Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 160 11 171 
Expected Count 159.9 11.1 171.0 
NZ Count 13 1 14 
Expected Count 13.1 .9 14.0 
Total Count 173 12 185 
Expected Count 173.0 12.0 185.0 
 
Chi-Square Tests 








Pearson Chi-Square .011a 1 .917   
Continuity Correctionb .000 1 1.000   
Likelihood Ratio .010 1 .919   
Fisher's Exact Test    1.000 .623 
Linear-by-Linear 
Association 
.011 1 .918 
  









a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is .91. 
b. Computed only for a 2x2 table 







Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 166 5 171 
Expected Count 163.6 7.4 171.0 
NZ Count 11 3 14 
Expected Count 13.4 .6 14.0 
Total Count 177 8 185 
Expected Count 177.0 8.0 185.0 
 
Chi-Square Tests 








Pearson Chi-Square 10.710a 1 .001   
Continuity Correctionb 6.704 1 .010   
Likelihood Ratio 6.181 1 .013   
Fisher's Exact Test    .016 .016 
Linear-by-Linear 
Association 
10.652 1 .001 
  
N of Valid Cases 185     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is .61. 









Nominal by Nominal Phi .241 .001 
Cramer's V .241 .001 




































Aus Count 0 0 0 1 1 1 1 1 5 
Expected Count .6 .6 .6 .6 .6 .6 .6 .6 5.0 
NZ Count 1 1 1 0 0 0 0 0 3 
Expected Count .4 .4 .4 .4 .4 .4 .4 .4 3.0 
Total Count 1 1 1 1 1 1 1 1 8 




























Pearson Chi-Square 8.000a 7 .333 
Likelihood Ratio 10.585 7 .158 
Linear-by-Linear 
Association 
1.256 1 .262 
N of Valid Cases 8   
a. 16 cells (100.0%) have expected count less than 5. The 
minimum expected count is .38. 
 






Total No Yes 
Geography Condensed to 
Australia New Zealand or 
Other 
Aus Count 166 5 171 
Expected Count 166.4 4.6 171.0 
NZ Count 14 0 14 









Total Count 180 5 185 
Expected Count 180.0 5.0 185.0 
 
Chi-Square Tests 








Pearson Chi-Square .421a 1 .517   
Continuity Correctionb .000 1 1.000   
Likelihood Ratio .798 1 .372   
Fisher's Exact Test    1.000 .672 
Linear-by-Linear 
Association 
.418 1 .518 
  
N of Valid Cases 185     
a. 2 cells (50.0%) have expected count less than 5. The minimum expected count is .38. 



























Pearson Chi-Square 10.710a 1 .001   
Continuity Correctionb 6.704 1 .010   
Likelihood Ratio 6.181 1 .013   
Fisher's Exact Test    .016 .016 
Linear-by-Linear Association 10.652 1 .001 
  
N of Valid Cases 185     
a. 1 cells (25.0%) have expected count less than 5. The minimum expected count is .61. 
 





Total No Yes 
Dominant type of 
property Developed 
consdensed 
Residential Count 25 70 95 
Expected Count 26.8 68.2 95.0 
% of Total 13.3% 37.2% 50.5% 
Commercial Count 1 8 9 
Expected Count 2.5 6.5 9.0 
% of Total 0.5% 4.3% 4.8% 
Retail Count 5 13 18 
Expected Count 5.1 12.9 18.0 
% of Total 2.7% 6.9% 9.6% 
Mixed-Use Count 13 24 37 
Expected Count 10.4 26.6 37.0 
% of Total 6.9% 12.8% 19.7% 
Other Count 9 20 29 
Expected Count 8.2 20.8 29.0 
% of Total 4.8% 10.6% 15.4% 
Total Count 53 135 188 
Expected Count 53.0 135.0 188.0 














Pearson Chi-Square 2.461a 4 .652 
Likelihood Ratio 2.678 4 .613 
Linear-by-Linear Association .881 1 .348 
N of Valid Cases 188   
a. 1 cells (10.0%) have expected count less than 5. The minimum 









Total No Yes 
Dominant type of property 
Developed consdensed 
Residential Count 25 70 95 
Expected Count 26.8 68.2 95.0 
% of Total 13.3% 37.2% 50.5% 
Commercial Count 1 8 9 
Expected Count 2.5 6.5 9.0 
% of Total 0.5% 4.3% 4.8% 
Retail Count 5 13 18 
Expected Count 5.1 12.9 18.0 
% of Total 2.7% 6.9% 9.6% 
Mixed-Use Count 13 24 37 
Expected Count 10.4 26.6 37.0 
% of Total 6.9% 12.8% 19.7% 
Other Count 9 20 29 
Expected Count 8.2 20.8 29.0 
% of Total 4.8% 10.6% 15.4% 
Total Count 53 135 188 
Expected Count 53.0 135.0 188.0 
















Pearson Chi-Square 2.461a 4 .652 
Likelihood Ratio 2.678 4 .613 
Linear-by-Linear 
Association 
.881 1 .348 
N of Valid Cases 188   
a. 1 cells (10.0%) have expected count less than 5. The minimum 



























































Dominant type of property Developed consdensed * Q20_1_1MDC_Usage Crosstabulation 
 
Q20_1_1MDC_Usage 
Total No Yes 
Dominant type of 
property Developed 
consdensed 
Residential Count 45 53 98 
Expected Count 58.8 39.2 98.0 
% of Total 22.0% 25.9% 47.8% 
Commercial Count 7 3 10 
Expected Count 6.0 4.0 10.0 
% of Total 3.4% 1.5% 4.9% 
Retail Count 12 6 18 
Expected Count 10.8 7.2 18.0 
% of Total 5.9% 2.9% 8.8% 
Mixed-Use Count 24 13 37 
Expected Count 22.2 14.8 37.0 
% of Total 11.7% 6.3% 18.0% 
Other Count 35 7 42 
Expected Count 25.2 16.8 42.0 
% of Total 17.1% 3.4% 20.5% 
Total Count 123 82 205 
Expected Count 123.0 82.0 205.0 
% of Total 60.0% 40.0% 100.0% 
 
Chi-Square Tests 




Pearson Chi-Square 18.740a 4 .001 
Likelihood Ratio 19.780 4 .001 
Linear-by-Linear 
Association 
16.708 1 .000 
N of Valid Cases 205   
a. 1 cells (10.0%) have expected count less than 5. The minimum expected 









Q7_1RESDEVResidentialDeveloper4160orabove * Q20_1_1MDC_Usage Crosstabulation 
 
Q20_1_1MDC_Usage 
Total No Yes 
Q7_1RESDEVResidentialD
eveloper4160orabove 
No Count 78 29 107 
Expected Count 64.2 42.8 107.0 
% of Total 38.0% 14.1% 52.2% 
Yes Count 45 53 98 
Expected Count 58.8 39.2 98.0 
% of Total 22.0% 25.9% 47.8% 
Total Count 123 82 205 
Expected Count 123.0 82.0 205.0 
% of Total 60.0% 40.0% 100.0% 
 
Chi-Square Tests 








Pearson Chi-Square 15.513a 1 .000   
Continuity Correctionb 14.409 1 .000   
Likelihood Ratio 15.696 1 .000   
Fisher's Exact Test    .000 .000 
Linear-by-Linear Association 15.437 1 .000   
N of Valid Cases 205     
a. 0 cells (0.0%) have expected count less than 5. The minimum expected count is 39.20. 

























Dominant type of property Developed consdensed * Q20_2_1IRR_Usage Crosstabulation 
 
Q20_2_1IRR_Usage 
Total No Yes 
Dominant type of property 
Developed consdensed 
Residential Count 62 36 98 
Expected Count 67.5 30.5 98.0 
% of Total 29.7% 17.2% 46.9% 
Commercial Count 7 3 10 
Expected Count 6.9 3.1 10.0 
% of Total 3.3% 1.4% 4.8% 
Retail Count 10 8 18 
Expected Count 12.4 5.6 18.0 
% of Total 4.8% 3.8% 8.6% 
Mixed-Use Count 26 11 37 
Expected Count 25.5 11.5 37.0 
% of Total 12.4% 5.3% 17.7% 
Other Count 39 7 46 
Expected Count 31.7 14.3 46.0 
% of Total 18.7% 3.3% 22.0% 
Total Count 144 65 209 
Expected Count 144.0 65.0 209.0 








Pearson Chi-Square 8.401a 4 .078 
Likelihood Ratio 9.028 4 .060 
Linear-by-Linear 
Association 
5.301 1 .021 
N of Valid Cases 209   
a. 1 cells (10.0%) have expected count less than 5. The minimum 













Dominant type of property Developed consdensed * @20_4_1ROE_Usage Crosstabulation 
 
@20_4_1ROE_Usage 
Total No Yes 
Dominant type of property 
Developed consdensed 
Residential Count 85 13 98 
Expected Count 88.0 10.0 98.0 
% of Total 41.5% 6.3% 47.8% 
Commercial Count 8 2 10 
Expected Count 9.0 1.0 10.0 
% of Total 3.9% 1.0% 4.9% 
Retail Count 15 3 18 
Expected Count 16.2 1.8 18.0 
% of Total 7.3% 1.5% 8.8% 
Mixed-Use Count 36 1 37 
Expected Count 33.2 3.8 37.0 
% of Total 17.6% 0.5% 18.0% 
Other Count 40 2 42 
Expected Count 37.7 4.3 42.0 
% of Total 19.5% 1.0% 20.5% 
Total Count 184 21 205 
Expected Count 184.0 21.0 205.0 








Pearson Chi-Square 6.477a 4 .166 
Likelihood Ratio 7.249 4 .123 
Linear-by-Linear 
Association 
3.867 1 .049 
N of Valid Cases 205   
a. 4 cells (40.0%) have expected count less than 5. The minimum 










Dominant type of property Developed consdensed * Q20_5NPV_Usage Crosstabulation 
 
Q20_5NPV_Usage 
Total No Yes 
Dominant type of property 
Developed consdensed 
Residential Count 90 8 98 
Expected Count 90.8 7.2 98.0 
% of Total 43.9% 3.9% 47.8% 
Commercial Count 9 1 10 
Expected Count 9.3 .7 10.0 
% of Total 4.4% 0.5% 4.9% 
Retail Count 15 3 18 
Expected Count 16.7 1.3 18.0 
% of Total 7.3% 1.5% 8.8% 
Mixed-Use Count 35 2 37 
Expected Count 34.3 2.7 37.0 
% of Total 17.1% 1.0% 18.0% 
Other Count 41 1 42 
Expected Count 38.9 3.1 42.0 
% of Total 20.0% 0.5% 20.5% 
Total Count 190 15 205 
Expected Count 190.0 15.0 205.0 























Pearson Chi‐Square  .333a  1  .564    
Continuity Correctionb  .078  1  .780    
Likelihood Ratio  .342  1  .559    
Fisher's Exact Test        .767  .398 
Linear‐by‐Linear Association  .331  1  .565    










Medium  Count  56  <5  60 
% within NPV used  38.9%  n<5  38.2% 
Large  Count  88  9  97 
% within NPV used  61.1%  69.2%  61.8% 
Total  Count  144  13  157 





















NPV used  No  Count  60  107  3  170 
% within Ownership Public, 
Private or Other 
93.8%  91.5%  100.0%  92.4% 
Yes  Count  4  10  0  14 
% within Ownership Public, 
Private or Other 
6.3%  8.5%  0.0%  7.6% 
Total  Count  64  117  3  184 
% within Ownership Public, 
Private or Other 







Pearson Chi‐Square  .562a  2  .755 
Likelihood Ratio  .794  2  .672 
































181  78.7%  49  21.3%  230  100.0% 
Q13_Property_Qualification 
* Q20_1_1MDC_Usage 
182  79.1%  48  20.9%  230  100.0% 
Q13_Property_Qualification 
* Q20_2_1IRR_Usage 
182  79.1%  48  20.9%  230  100.0% 
Q13_Property_Qualification 
* @20_4_1ROE_Usage 















Pearson Chi‐Square  2.036a  1  .154    
Continuity Correctionb  1.350  1  .245    
Likelihood Ratio  1.872  1  .171    
Fisher's Exact Test     .185  .124 
Linear‐by‐Linear Association  2.023  1  .155    























Pearson Chi‐Square  2.151a  1  .142    
Continuity Correctionb  1.602  1  .206    
Likelihood Ratio  2.138  1  .144    
Fisher's Exact Test     .162  .103 
Linear‐by‐Linear Association  2.139  1  .144    









Q13_Property_Qualification  No  13  17  30 
Yes  88  64  152 
Total  101  81  182 
 
Q13_Property_Qualification * Q20_2_1IRR_Usage 











Pearson Chi‐Square  .036a  1  .850    
Continuity Correctionb  .000  1  1.000    
Likelihood Ratio  .035  1  .851    
Fisher's Exact Test     .837  .503 
Linear‐by‐Linear Association  .035  1  .851    

















Q13_Property_Qualification  No  19  11  30 
Yes  99  53  152 














Pearson Chi‐Square  1.184a  1  .277    
Continuity Correctionb  .591  1  .442    
Likelihood Ratio  1.071  1  .301    
Fisher's Exact Test     .334  .214 
Linear‐by‐Linear Association  1.177  1  .278    










Q13_Property_Qualification  No  25  5  30 
Yes  137  15  152 
Total  162  20  182 
 
 




















No  58  30  88 
Yes  48  52  100 











Pearson Chi‐Square  6.105a  1  .013    
Continuity Correction  5.398  1  .020    
Likelihood Ratio  6.154  1  .013    
Fisher's Exact Test     .018  .010 
Linear‐by‐Linear Association  6.072  1  .014    






















No  28  60  88 
Yes  14  85  99 











Pearson Chi‐Square  8.359a  1  .004    
Continuity Correctionb  7.375  1  .007    
Likelihood Ratio  8.442  1  .004    
Fisher's Exact Test     .005  .003 
Linear‐by‐Linear Association  8.314  1  .004    



























No  53  31  84 
Yes  75  22  97 











Pearson Chi‐Square  4.399a  1  .036    
Continuity Correctionb  3.738  1  .053    
Likelihood Ratio  4.401  1  .036    
Fisher's Exact Test     .049  .027 
Linear‐by‐Linear Association  4.374  1  .036    



















  Score  df  Sig. 
Step 0  Variable
s 


























































Q12_Edcucation_Level_R  3.118  4  .538 
Q12_Edcucation_Level_R(1)  .948  1  .330 
Q12_Edcucation_Level_R(2)  .160  1  .690 
Q12_Edcucation_Level_R(3)  .402  1  .526 








































































  B  S.E.  Wald  df  Sig.  Exp(B) 
Step 5e  Q18 GO/NO‐GO Decision Basis  1.417  .707  4.014  1  .045  4.125 
Q14_1BoardorOther_R      14.370  2  .001   
Q14_1BoardorOther_R(1)  2.025  .746  7.376  1  .007  7.576 
Q14_1BoardorOther_R(2)  2.548  .682  13.939  1  .000  12.780 
Q19 Specific hurdle rate use  1.358  .554  6.012  1  .014  3.889 
Q20 ‐11 Qualitative Hurdle Rate 
Approach 
2.464  .837  8.656  1  .003  11.748 
Q23‐Residual Cashflow 
Accumulation Method 
‐1.605  .753  4.547  1  .033  .201 












.00  43  38  53.1 
1.00  20  63  75.9 
Overall Percentage      64.6 
Step 2  Q10BinaryLarge Size is 
$50 mill or more 
.00  53  28  65.4 
1.00  29  54  65.1 
Overall Percentage      65.2 
Step 3  Q10BinaryLarge Size is 
$50 mill or more 
.00  49  32  60.5 
1.00  19  64  77.1 
Overall Percentage      68.9 
Step 4  Q10BinaryLarge Size is 
$50 mill or more 
.00  52  29  64.2 
1.00  21  62  74.7 
Overall Percentage      69.5 
Step 5  Q10BinaryLarge Size is 
$50 mill or more 
.00  46  35  56.8 
1.00  12  71  85.5 














Omnibus Tests of Model Coefficients 
 Chi‐square  df  Sig. 
Step 1  Step  22.961  2  .000 
Block  22.961  2  .000 
Model  22.961  2  .000 
Step 2  Step  4.253  1  .039 
Block  27.214  3  .000 
Model  27.214  3  .000 
Step 3  Step  5.540  1  .019 
Block  32.754  4  .000 
Model  32.754  4  .000 
Step 4  Step  4.482  1  .034 
Block  37.236  5  .000 
Model  37.236  5  .000 
Step 5  Step  4.653  1  .031 
Block  41.889  6  .000 








1  204.366a  .131  .174 
2  200.113a  .153  .204 
3  194.574a  .181  .241 
4  190.092a  .203  .271 























Q20_1_2MDCHurdleRate_percent   
 N Mean 
Std. 
Deviation Std. Error 








Residential 53 19.3208 3.71470 .51025 18.2969 20.3447 10.00 30.00 
Commercial 3 18.0000 3.46410 2.00000 9.3947 26.6053 14.00 20.00 
Retail 6 20.8333 2.04124 .83333 18.6912 22.9755 20.00 25.00 
Industrial 1 12.0000 . . . . 12.00 12.00 
Mixed Use/No 
Dominant 
13 19.0769 1.89128 .52455 17.9340 20.2198 15.00 20.00 
Other 4 20.0000 .00000 .00000 20.0000 20.0000 20.00 20.00 




Q20_1_2MDCHurdleRate_percent   
 Sum of Squares df Mean Square F Sig. 
Between Groups 75.084 5 15.017 1.380 .242 
Within Groups 805.304 74 10.882   

















Q20_2_2IRRHurdleRate_percent   
 N Mean 
Std. 
Deviation Std. Error 







Residential 36 19.8472 4.55885 .75981 18.3047 21.3897 12.50 30.00 
Commercial 3 15.6667 4.04145 2.33333 5.6271 25.7062 12.00 20.00 
Retail 8 13.6875 3.65413 1.29193 10.6326 16.7424 10.00 20.00 
Mixed-Use 11 15.3636 3.44304 1.03812 13.0506 17.6767 10.00 20.00 
Other 8 20.1250 4.48609 1.58607 16.3745 23.8755 15.00 30.00 
Total 66 18.1970 4.82133 .59346 17.0117 19.3822 10.00 30.00 
 
ANOVA 
Q20_2_2IRRHurdleRate_percent   
 Sum of Squares df Mean Square F Sig. 
Between Groups 397.974 4 99.493 5.453 .001 
Within Groups 1112.966 61 18.245   






























Dependent Variable:   Q20_2_2IRRHurdleRate_percent   
Tukey HSD   
(I) Dominant type of 
property developed 
consdensed 





(I-J) Std. Error Sig. 





Residential Commercial 4.18056 2.56683 .485 -3.0349 11.3960 
Retail 6.15972* 1.66958 .004 1.4665 10.8530 
Mixed-Use 4.48359* 1.47156 .027 .3470 8.6202 
Other -.27778 1.66958 1.000 -4.9710 4.4155 
Commercial Residential -4.18056 2.56683 .485 -11.3960 3.0349 
Retail 1.97917 2.89179 .959 -6.1498 10.1081 
Mixed-Use .30303 2.78217 1.000 -7.5178 8.1238 
Other -4.45833 2.89179 .540 -12.5873 3.6706 
Retail Residential -6.15972* 1.66958 .004 -10.8530 -1.4665 
Commercial -1.97917 2.89179 .959 -10.1081 6.1498 
Mixed-Use -1.67614 1.98478 .916 -7.2554 3.9032 
Other -6.43750* 2.13573 .030 -12.4411 -.4339 
Mixed-Use Residential -4.48359* 1.47156 .027 -8.6202 -.3470 
Commercial -.30303 2.78217 1.000 -8.1238 7.5178 
Retail 1.67614 1.98478 .916 -3.9032 7.2554 
Other -4.76136 1.98478 .129 -10.3407 .8179 
Other Residential .27778 1.66958 1.000 -4.4155 4.9710 
Commercial 4.45833 2.89179 .540 -3.6706 12.5873 
Retail 6.43750* 2.13573 .030 .4339 12.4411 
Mixed-Use 4.76136 1.98478 .129 -.8179 10.3407 
















Dependent Variable:   Number_Specific_Hurdle Rates   
Ownership Public, Private or 
Other 
Q10 Project Size is $50 mill 
or more Mean Std. Deviation N 
Public No 1.17 .718 12 
Yes 1.49 1.249 47 
Total 1.42 1.163 59 
Private No 1.35 1.283 66 
Yes 2.07 1.776 45 
Total 1.64 1.536 111 
Total No 1.32 1.211 78 
Yes 1.77 1.549 92 
Total 1.56 1.418 170 
 
Tests of Between-Subjects Effects 
Dependent Variable:   Number_Specific_Hurdle Rates   
Source 
Type III Sum 
of Squares df Mean Square F Sig. 
Partial Eta 
Squared 
Corrected Model 16.592a 3 5.531 2.841 .040 .049 
Intercept 259.602 1 259.602 133.337 .000 .445 
Q6b_Ownership_Condens
ed 
4.059 1 4.059 2.085 .151 .012 
Q10ProjectSizeLargeorSm
all 





1.102 1 1.102 .566 .453 .003 
Error 323.196 166 1.947    
Total 756.000 170     
Corrected Total 339.788 169     


































Between Groups  7.27  2  3.63  1.86  0.16 
Within Groups  292.90  150  1.95 
   
Total  300.17  152          
MDC percentage  Between Groups  25.67  2  12.83  1.08  0.35 
Within Groups  784.97  66  11.89 
   
Total  810.64  68          
IRR percentage  Between Groups  148.75  2  74.38  3.23  0.05 
Within Groups  1196.65  52  23.01 
   
Total  1345.41  54          
ROE percentage  Between Groups  135.21  2  67.60  0.09  0.92 
Within Groups  10308.54  13  792.96 
   







Difference  Std. Error  Sig.   
IRR 
percentage 










Trader Developer  ‐1.52  1.59  0.605 





Trader Developer  71  1.66  1.07  0.127 














51  1.22  1.47  0.206 
Total  153  1.52  1.41  0.114 
MDC 
percentage 
Trader Developer  40  19.93  3.81  0.602 
Investor Developer  12  18.67  3.77  1.089 
Development 
Manager 
17  18.71  1.99  0.483 
Total  69  19.41  3.45  0.416 
IRR 
percentage 
Trader Developer  31  19.48  4.93  0.885 
Investor Developer  11  15.23  4.36  1.313 
Development 
Manager 
13  17.96  4.82  1.338 
Total  55  18.27  4.99  0.673 
ROE 
percentage 
Trader Developer  8  39.38  27.05  9.564 
Investor Developer  5  34.00  31.50  14.089 
Development 
Manager 
3  41.67  24.66  14.240 































No  67  19.3582  3.24598  .39656  18.5665  20.1500  10.00  30.00  
Yes  13  18.9231  3.90430  1.08286  16.5637  21.2824  12.00  25.00  
Total  80  19.2875  3.33828  .37323  18.5446  20.0304  10.00  30.00  
Mod
el 
Fixed Effects      3.35568  .37518  18.5406  20.0344      




No  58  18.3190  5.03906  .66166  16.9940  19.6439  10.00  30.00  
Yes  7  16.9286  2.83473  1.07143  14.3069  19.5503  12.50  20.00  
Total  65  18.1692  4.85354  .60201  16.9666  19.3719  10.00  30.00  
Mod
el 
Fixed Effects      4.87228  .60433  16.9616  19.3769      
Random Effects        .60433a  10.4905a  25.8480a     ‐.93370 
No  17  34.4118  23.10860  5.60466  22.5304  46.2931  10.00  90.00  












Total  21  36.6667  25.56039  5.57773  25.0317  48.3016  10.00  100.00  
Mod
el 
Fixed Effects      25.76500  5.62238  24.8989  48.4345      






Squares df Mean Square F Sig. 
Q20_1_2MDCHurdleRat
e_percent 
Between Groups 2.061 1 2.061 .183 .670 
Within Groups 878.326 78 11.261   
Total 880.388 79    
Q20_2_2IRRHurdleRate
_percent 
Between Groups 12.075 1 12.075 .509 .478 
Within Groups 1495.563 63 23.739   
Total 1507.638 64    
Q20_4_2ROEHurdleRate
_percent 
Between Groups 453.799 1 453.799 .684 .419 
Within Groups 12612.868 19 663.835   





















No  184  1.15  1.120  .083  .99  1.32  0  5 
Yes  21  3.48  1.940  .423  2.59  4.36  1  9 




  Sum of Squares  df  Mean Square  F  Sig. 
Between Groups  101.803  1  101.803  67.763  .000 
Within Groups  304.977  203  1.502    




















Squares  df  Mean Square  F  Sig. 
Q28_Forecast_Var_Num  Between Groups  29.727  3  9.909  .501  .682 
Within Groups  2986.622  151  19.779    
Total  3016.348  154      
Number of specific 
hurdle rates 
Between Groups  .766  3  .255  .127  .944 
Within Groups  370.186  184  2.012    
Total  370.952  187      
MDC percentage  Between Groups  32.620  3  10.873  .999  .398 
Within Groups  848.758  78  10.882    
Total  881.378  81      
IRR percentage  Between Groups  50.127  3  16.709  .709  .550 
Within Groups  1460.812  62  23.561    
Total  1510.939  65      
ROE percentage  Between Groups  1342.560  3  447.520  .649  .594 
Within Groups  11724.107  17  689.653    











Descriptives           
   N  Mean  Std. Deviation  Std. Error 
Q28_Forecast
_Var_Num 
1 ‐ 2 years experience  37  9.30  4.743  0.780 
2 ‐ 5 years experience  34  9.32  5.007  0.859 
5 ‐ 10 years experience  38  8.63  4.290  0.696 
10+ years experience  46  9.83  3.855  0.568 




1 ‐ 2 years experience  43  1.44  1.297  0.198 
2 ‐ 5 years experience  49  1.47  1.569  0.224 
5 ‐ 10 years experience  43  1.53  1.594  0.243 
10+ years experience  53  1.60  1.198  0.165 
Total  188  1.52  1.408  0.103 
MDC 
percentage 
1 ‐ 2 years experience  16  19.3125  3.84220  0.96055 
2 ‐ 5 years experience  22  20.2273  3.99919  0.85263 
5 ‐ 10 years experience  18  19.2222  2.94170  0.69337 
10+ years experience  26  18.5769  2.40288  0.47124 
Total  82  19.3049  3.29867  0.36428 
IRR 
percentage 
1 ‐ 2 years experience  14  16.6429  3.36514  0.89937 
2 ‐ 5 years experience  16  18.1563  5.43973  1.35993 
5 ‐ 10 years experience  14  18.5000  6.53688  1.74705 
10+ years experience  22  19.0227  3.86830  0.82472 
Total  66  18.1970  4.82133  0.59346 
ROE 
percentage 
1 ‐ 2 years experience  4  37.5000  35.23729  17.61865 
2 ‐ 5 years experience  7  27.1429  10.35098  3.91230 
5 ‐ 10 years experience  4  36.2500  22.86737  11.43369 
10+ years experience  6  47.5000  34.02205  13.88944 


























Q31_B_Risk_Tolerance_Numerical   



















$0 - $5 million 25 .08 .759 .152 -.23 .39 -1 1  
$5 - $10 million 23 -.39 .722 .151 -.70 -.08 -1 1  
$10 - $50 million 34 -.32 .638 .109 -.55 -.10 -1 1  
$50 - $100 million 29 .07 .753 .140 -.22 .36 -1 1  
$100 million + 54 -.13 .674 .092 -.31 .05 -1 1  
Total 165 -.14 .715 .056 -.25 -.03 -1 1  
Model Fixed Effects   .701 .055 -.25 -.03    
Random 
Effects 
   






Levene's Test of Equality of Error Variancesa,b 
 Levene Statistic df1 df2 Sig. 
Q20_2_1IRR_Usage Based on Mean 16.303 3 166 .000 
Based on Median 4.403 3 166 .005 
Based on Median and with 
adjusted df 
4.403 3 159.119 .005 
Based on trimmed mean 16.303 3 166 .000 
Tests the null hypothesis that the error variance of the dependent variable is equal across groups. 
a. Dependent variable: Q20_2_1IRR_Usage 




















Q31_B_Risk_Tolerance_Numerical   
 Sum of Squares df Mean Square F Sig. 
Between Groups 5.080 4 1.270 2.581 .039 
Within Groups 78.714 160 .492   




Dependent Variable:   Q31_B_Risk_Tolerance_Numerical   











(I-J) Std. Error Sig. 





$0 - $5 million $5 - $10 million .471 .203 .142 -.09 1.03 
$10 - $50 million .404 .185 .191 -.11 .91 
$50 - $100 million .011 .191 1.000 -.52 .54 
$100 million + .210 .170 .731 -.26 .68 
$5 - $10 million $0 - $5 million -.471 .203 .142 -1.03 .09 
$10 - $50 million -.068 .189 .996 -.59 .45 
$50 - $100 million -.460 .196 .135 -1.00 .08 
$100 million + -.262 .175 .565 -.74 .22 
$10 - $50 million $0 - $5 million -.404 .185 .191 -.91 .11 
$5 - $10 million .068 .189 .996 -.45 .59 
$50 - $100 million -.392 .177 .180 -.88 .10 
$100 million + -.194 .154 .714 -.62 .23 
$50 - $100 million $0 - $5 million -.011 .191 1.000 -.54 .52 
$5 - $10 million .460 .196 .135 -.08 1.00 
$10 - $50 million .392 .177 .180 -.10 .88 
$100 million + .199 .161 .734 -.25 .64 
$100 million + $0 - $5 million -.210 .170 .731 -.68 .26 
$5 - $10 million .262 .175 .565 -.22 .74 
$10 - $50 million .194 .154 .714 -.23 .62 




















Between Groups  4.273  2  2.136  4.352  0.014 
Within Groups  79.521  162  0.491 
   
Total  83.794  164          







                
Small  25  0.08  0.759  0.152 
 
Medium  57  ‐0.35  0.668  0.088 
 
Large  83  ‐0.06  0.705  0.077 
Total  165  ‐0.14  0.715  0.056 
 
 
