Prediction of future observations is a fundamental problem in statistics. Here we present a general approach based on the recently developed inferential model (IM) framework. We employ an IM-based technique to marginalize out the unknown parameters, yielding prior-free probabilistic prediction of future observables. Verifiable sufficient conditions are given for validity of our IM for prediction, and a variety of examples demonstrate the proposed method's performance. Thanks to its generality and ease of implementation, we expect that our IM-based method for prediction will be a useful tool for practitioners.
Introduction
The prediction of future observations based on the information available in a given sample is a fundamental problem in statistics. For example, in engineering applications, such as computer networking, one might want to predict, to some degree of certainty, the time at which the current system might fail in order to have resources available to fix it. Despite this being a fundamental problem, the available literature does not seem to give any clear guidelines about how to approach a prediction problem in general. From a frequentist point of view, there are a host of techniques available for constructing prediction intervals in specific examples; see, for example, the book by Hahn and Meeker (1991) and papers by Fertig and Mann (1977) , Bhaumik and Gibbons (2004) , Krishnamoorthy et al. (2008) , and Wang (2010) . Some general approaches to the frequentist prediction problem are presented in Beran (1990) and Lawless and Fredette (2005) . From a Bayesian point of view, if a prior distribution is available for the unknown parameter, then the prediction problem is conceptually straightforward. The Bayesian model admits a joint distribution for the observed data and future data, so a conditional distribution for the latter given the former-the Bayesian predictive distribution-is the natural tool. Hamada et al. (2004) presents some applications of Bayesian prediction. The catch is that often there is no clear choice of prior. Default, or non-informative priors can be used but, in that case, it is not clear that the resulting inference will be meaningful in either a personal probabilistic or frequentist sense. Wang et al. (2012) propose a fiducial approach for prediction which, at a high-level, can be viewed as a sort of compromise to the frequentist and Bayesian approaches. They propose a very natural predictive distribution that obtains from the usual fiducial distribution for the parameter (Hannig 2009 (Hannig , 2013 . They show that the prediction intervals obtained from the fiducial predictive distribution are asymptotically correct and perform well, in examples, compared to existing prediction intervals.
The fiducial approach is attractive because no prior distributions are required. However, like Bayesian posterior or predictive distributions based on default priors, fiducial distributions may not be calibrated for meaningful probabilistic inference, except possibly in the limit (Liu and Martin 2014) . Recently, Martin and Liu (2013a) proposed a general framework for prior-free probabilistic inference, called inferential models (IMs) . This framework has some parallels with fiducial (e.g., Fisher 1959; Hannig 2009 Hannig , 2013 and Dempster-Shafer theory (e.g., Dempster 2008; Shafer 1976) in that work is carried out in terms of unobservable auxiliary variables. The key difference between IMs and these other frameworks is the way that the auxiliary variables are handled. A brief review of the IM approach is in Section 2. The important feature is that IMs provide probabilistic summaries of the information in data concerning the quantity of interest, and that these summaries are provably meaningful, not just in a limiting sense.
In this paper, we provide a IM-based solution to the problem of predicting future observations. The critical observation that drives the approach here is that predicting future observations is a marginal inference problem, one in which the full parameter itself is a nuisance parameter to be marginalized out. With this view, in Section 3.2 we apply the general marginalization principles in Martin and Liu (2013b) to eliminate the nuisance parameter, directly providing a marginal IM for the future observations. In Section 3.4 we give general conditions under which the resulting IM for prediction is valid, and discuss under what circumstances these conditions hold, in what cases they can be weakened, and other consequences. The key point is that the plausibility function obtained from a valid IM provides a probabilistic summary of the information in the observed data concerning the future data to be predicted; this function can be plotted to provide some visual summary. Moreover, the validity theorem demonstrates that the predictive plausibility interval, defined in (8), has the nominal frequentist coverage for all finite samples, not just in the limit. A number of examples of prediction in the IM context are worked out in Section 4. To compare our IM-based solution to other existing methods, we focus on frequentist performance of our prediction intervals. In all the examples we consider, the IM intervals are competitive with the existing methods. R code for these examples is provided at www.math.uic.edu/~rgmartin. The take-away message is that the IM approach provides an easily implementable and general method for constructing meaningful prior-free probabilistic summaries of the information in observed data for inference or prediction; that these summaries can be converted to frequentist procedures with fixed-n performance guarantees and comparable efficiency compared to existing methods is an added bonus.
Review of inferential models
Let Y ∈ Y be the observable data. The sampling model P Y |θ , indexed by a parameter θ ∈ Θ, is a probability measure that encodes the distribution of Y . For the moment, the goal is to make valid, prior-free, probabilistic inference on θ. A critical component of the IM framework is an association between Y , θ, and an unobservable auxiliary variable U ∈ U. For this, we express the sampling model Y ∼ P Y |θ as follows:
This association is considered in Martin and Liu (2013a) , and is similar to the structural equation in Fraser (1968) and Hannig (2009) . Martin and Liu (2013a) propose a three-step strategy to construct an IM. The A-step associates the observed data Y = y and parameter θ for each value u of the auxiliary variable U. This results in a collection of subsets of Θ:
The fiducial strategy proceeds to make inference on θ by considering the distribution of Θ y (U) as a function of U ∼ P U . The IM approach is based on the idea that there is a "true" unobserved value u 0 of U that corresponds to the true θ, so the goal ought to be predicting u 0 rather than sampling new U values. The P-step predicts u 0 with a random set S having distribution P S . As discussed below, certain properties of S determine the quality of the corresponding IM. Finally, the C-step combines Θ y (·) with S to get
Then, for any assertion/hypothesis A ⊆ Θ, summarize the statistical evidence in Y = y supporting the truthfulness of A with the belief and plausibility functions,
If Θ y (S) = ∅ with positive P S -probability, then some adjustment to the formulas in (2) are needed (Ermini Leaf and Liu 2012). We will not encounter this problem here. To summarize, an IM starts with an association and a valid predictive random set S. Its output is the pair of mappings (bel y , pl y ) which are used for inference about θ. For example, if pl y (A) is small, then there is little evidence in the data supporting the claim that θ ∈ A (Martin and Liu 2014b) . In this sense, the IM output gives a meaningful probabilistic summary of the evidence in favor of A given Y = y. Under certain conditions on S, these quantities are also meaningful for fixed A as functions of Y ∼ P Y |θ . Consequently, the plausibility function pl y (θ) ≡ pl y ({θ}) can also be used to construct a 100(1 − α)% plausibility region {θ : pl y (θ) > α}, α ∈ (0, 1).
The validity property of the IM is a coverage probability property of the the predictive random set. Assume that S is nested in the sense that, for any two possible realizations S, S ′ of S, either S ⊆ S ′ or S ′ ⊆ S. Also, assume that the contour function f S (u) = P S (S ∋ u), discussed in Martin (2014) , satisfies
where ≥ st means "stochastically no smaller than." Martin and Liu (2013a) show that, if S is nested, (4) holds, and Θ y (S) is non-empty with P S -probability 1 for all y, then
One consequence is that the plausibility region for θ, in (3), achieves the nominal coverage probability. More importantly, validity provides an objective scale on which the IM belief and plausibility function values can be interpreted, i.e., the Unif(0, 1) scale determines what values of bel y and pl y are small/large. Also, this calibration property is not asymptotic and does not depend on the particular model. Predictive random sets satisfying the above conditions are easy to obtain, but efficient choices for moderate-to high-dimensional U are more difficult. So, an important consideration in the IM framework is reducing the dimension of U as much as possible before constructing a predictive random set. Two strategies are available for this. The first, discussed in Martin and Liu (2014a) , is based on the fact that, in many cases, some feature of the auxiliary variable is actually observed. Consequently, a dimension reduction is achieved because that observed feature need not be predicted. The second strategy, discussed in Martin and Liu (2013b) , uses the fact that only some component of the parameter is of interest, allowing for further auxiliary variable dimension reduction, thereby simplifying the construction of good predictive random set. Both of these strategies will be used in the prediction problem described in Section 3.
3 Inferential models for prediction
Preview
Before getting into the general details, we present a relatively simple example as a preview of our proposed IM approach. Consider a homogeneous Poisson process {N(t) : t ≥ 0} with rate θ > 0. The arrival times T 0 , T 1 , T 2 , . . . are such that T 0 ≡ 0 and the inter-arrival times T i − T i−1 , i ≥ 1, are independent exponential random variables with rate θ.
If the sampling scheme is to wait for the n-th arrival, then the sufficient statistic for θ in this model is Y = T n , the last arrival time. Based on the arguments in Martin and Liu (2014a) , the conditional association for θ is
where G n is the Gamma(n, 1) distribution function. Suppose the goal is to predictỸ = T n+k , the time of the (n + k)-th arrival, for some fixed integer k ≥ 1. In other words, θ itself is a nuisance parameter, and the quantity of interest isỸ . From the conditional association above, we can easily solve for θ in terms of (Y, U), i.e.,
SinceỸ = T n+k , for given Y = T n , equals Y plus an independent gamma random variable with shape k and rate θ, following Martin and Liu (2013b) , we have a marginal association forỸ given byỸ
Write R for the ratio in the right-hand side above. Then R has a generalized gamma ratio distribution (Coelho and Mexia 2007) with density function f (r) ∝ (1 + r) −(n+k) , r > 0. If F is the corresponding distribution function, then we may rewrite this marginal association forỸ asỸ
Thus, we have successfully marginalized out the unknown parameter, directly associating the quantity to be predicted,Ỹ , to the observed data, Y , and an auxiliary variable, W . Then, the general IM principles discussed above, and the P-and C-steps, can be applied directly to this marginal association forỸ , resulting in prior-free probabilistic prediction of the future arrival time. The next two subsections will describe the proposed approach in more detail, and our examples in Section 4 will demonstrate its generality, its quality performance, and its simplicity in applications.
General setup and the A-step
In the prediction problem, there is observed data Y and future dataỸ to be predicted.
Here we assume thatỸ is a scalar, though it could be a function of several future observations. Write Y = a(θ, U) for the association connecting observable data Y , unknown parameter θ, and auxiliary variable U ∼ P U . Following Martin and Liu (2014a) , we assume that this original association can be re-expressed as
for functions (T, H) and (τ, η) such that y → (T (y), H(y)) and u → (τ (u), η(u)) are one-to-one. By conditioning on the observed value, H(Y ), of η(U), this association can then be reduced as follows:
For simplicity, we assume here that τ (U) and η(U) are independent, so the conditioning can be dropped, i.e.,
. This assumption holds for many problems, including regular exponential families with T (Y ) the minimal sufficient statistic; see Section 4. The key requirement is that there is a solution θ = θ(y, v) to the equation (y, v) . In some problems, such as curved exponential families, the minimal sufficient statistic has dimension greater than that of the parameter. In such cases, the conditioning above may be needed to reduce the dimension of V so that a solution for θ can be found. This conditioning does not change anything conceptually and it will not be needed in our examples, so we do not consider it any further. For the observed data Y and the future dataỸ , write a joint association:
where (V,Ũ ) ∼ P (V,Ũ ) . When Y andỸ are independent, V andŨ are likewise independent, but in time series problems, for example, the auxiliary variables will be correlated. Solving for θ in the first equation and plugging in to the second gives
Since prediction is a marginal inference problem, where θ itself is the nuisance parameter, it follows from the general theory in Martin and Liu (2013b) that the first equation in the above display can be ignored. This leaves a marginal association forỸ :
This marginalization has some similarities to the Bayesian and fiducial predictive distributions. That is, the model forỸ in (6) is that of a mixture of the distribution of θ(Y, V ), for fixed Y , with the distribution ofã(θ,Ũ) for fixed θ. This, of course, is not the "true" distribution ofỸ given Y ; the idea is that the future observableỸ is being modeled as a Y -dependent function of (V,Ũ). We claim that equation (6) describes a sort of predictive distribution ofỸ for a given Y , similar to the frequentist predictive distributions in, e.g., Lawless and Fredette (2005) . To see this better, let G Y be the distribution of the right-hand side of (6) as a function of (V,Ũ ) for fixed Y . Then, in the case this is an absolutely continuous distribution, (6) can be rewritten as
so G Y plays the role of a predictive distribution forỸ . This completes the A-step in the construction of the IM for prediction. That is, (7) is the association that links the observable data Y , the unobservable auxiliary variable (U,Ũ), and the future dataỸ .
P-and C-steps
The A-step is given by (7). The P-step requires specification of a suitable predictive random set S ∼ P S for W . Martin and Liu (2013a) argue that the choice of predictive random set ought to depend on the assertion A of interest. There are three kinds of assertions that will be of interest here: two one-sided assertions, and a singleton assertion. Next we discuss, in turn, the P-and C-steps for each of these kinds of assertions.
• Right-sided. A right-sided assertion is of the form A = {Ỹ >ỹ} for a fixedỹ. For this assertion, by Theorem 4 in Martin and Liu (2013a) , the optimal predictive random set is also one-sided, i.e., S = [0, W ] for W ∼ Unif(0, 1). In this case, the C-step gives plausibility function
• Left-sided. A left-sided assertion is of the form A = {Ỹ ≤ỹ} for a fixedỹ. Similar to the right-sided case, the optimal predictive random set is S = [W, 1] for W ∼ Unif(0, 1). Then the C-step gives plausibility function
• Singleton. A singleton assertion is of the form A = {Ỹ =ỹ} for a fixedỹ. The optimal predictive random set worked out in Martin and Liu (2013a) for this assertion is complicated, but a natural choice that is suitable in most cases (and optimal in some cases) is the "default" predictive random set S = {w : |w − 0.5| ≤ |W − 0.5|}, for W ∼ Unif(0, 1). Then the C-step gives the plausibility function
The kind of assertion determines the shape of the plausibility function. For example, with a right-sided assertion A = {Ỹ >ỹ}, the plausibility function is a decreasing function ofỹ; see Figure 1 (a). This is desirable if upper prediction bounds are desired. Similarly, if lower or two-sided prediction bounds are desired, then left-sided or singleton assertions, respectively, should be used. Throughout, we will write pl y (ỹ) for the plausibility function, letting the kind of assertion be determined by the context.
The next section presents some relevant properties of this plausibility function. The key point is that, if S is valid, then pl Y gives a meaningful probabilistic summary of the information in Y concerning the future valueỸ , and this is without a prior distribution for θ. In addition, the plausibility function above can be used to construct prediction intervals forỸ ; see (8) . The examples in Section 4 demonstrate that our IM-based plausibility intervals are good general tools for the prediction problem.
Prediction validity
For W ∼ Unif(0, 1), let S be a valid predictive random set. That is, the contour function f S (w) is such that, if W ∼ Unif(0, 1), then f S (W ) is stochastically no smaller than Unif(0, 1). Next is the main prediction validity theorem. Theorem 1. For the marginal association (7) forỸ , let S ∼ P S be a valid predictive random set for V ∼ Unif(0, 1), which is non-empty with P S -probability 1. If
This holds whether pl Y (Ỹ ) is based on right-sided, left-sided, or singleton assertions.
Proof. Since pl y (ỹ) = f S (G y (ỹ)), the result follows from the assumed validity of S and the assumption that G Y (Ỹ ) ∼ Unif(0, 1) as a function of (Y,Ỹ ).
The following sequence of remarks discusses the assumptions and various extensions of Theorem 1, as well as how to interpret the result.
Remark 1. As argued in Martin and Liu (2013a) , the importance of validity is to give the plausibility function a scale on which the numerical values can be interpreted, and the uniform scale is a natural choice. Therefore, like in the familiar case of p-values, if the plausibility function is small, e.g., pl y (ỹ) < 0.05, then, for the given Y = y, the valuẽ y is not a plausible prediction; see, also, Remark 2.
Remark 2. A consequence of Theorem 1 is that the set
is a 100(1 − α)% prediction plausibility region, i.e., the probability that the new observationỸ falls inside the region (8) is at least 1 − α under the joint distribution of (Y,Ỹ ) for any parameter value θ. For the case in Remark 3, the prediction coverage probability of (8) is exactly 1 − α. Then, for the three kinds of assertions, namely, right, left, and singleton, discussed in Section 3.3, one gets exact 100(1 − α)% upper, lower, and two-sided prediction intervals, respectively. Moreover, the region (8) has the following desirable interpretation: each pointỹ it contains is individually sufficiently plausible. No frequentist, Bayes, or fiducial prediction intervals assign any such meaning to the elements they contain. Remark 3. Suppose that the predictive random set S is efficient, i.e., f S (V ) ∼ Unif(0, 1) for V ∼ Unif(0, 1). In this case, pl Y (Ỹ ) ∼ Unif(0, 1) as a function of (Y,Ỹ ) ∼ P (Y,Ỹ )|θ for all θ. These conditions hold in many examples (Section 4) and implies that the plausibility region in (8) has exact coverage, not just conservative. Remark 4. The key assumption is that G Y (Ỹ ) ∼ Unif(0, 1), and it is natural to ask under what conditions this holds. An important example is the case we shall call "separable," where the effect of Y on the right-hand side of (6) can be separated from the auxiliary variables, i.e., (6) can be rewritten as p(Y,Ỹ ) = ϕ(V,Ũ) for some functions p and ϕ.
In the language of Lawless and Fredette (2005) , the quantity p(Y,Ỹ ) is an exact pivot. Many problems with a group transformation structure (e.g. Eaton 1989 ) are separable and, therefore, covered by Theorem 1. See some of the examples in Section 4. Remark 5. Outside the separable class, or in cases whereỸ is a non-linear function of several future observables, the theory of prediction validity is more challenging. However, our examples in Section 4 demonstrate that the uniformity assumption holds at least approximately. To justify this claim, we write Y n = (Y 1 , . . . , Y n ) for data consisting of n iid components. Suppose that the solution θ(Y n , V ) is a consistent estimator of θ, as a function of (Y n , V ); this usually is easy to arrange, see the examples in Section 4. IfỸ has a continuous distribution, then, without loss of generality, we can write G Y n (Ỹ ) = F θ(Y n ,V ) (Ỹ ), whereF θ is the true distribution ofỸ . Trivially, we have (θ(Y n , V ),Ỹ ) → (θ,Ỹ ) in distribution so, if (θ,ỹ) →F θ (ỹ) is continuous, then the continuous mapping theorem implies that
Therefore, we can generally be sure that the distribution of G Y n (Ỹ ) will be approximately Unif(0, 1) when the sample size n is large. This argument holds even ifỸ is some scalar function of several future observations. Remark 6. The uniformity condition in Theorem 1 can be relaxed to a stochastic ordering condition, but then the conclusion holds for certain predictive random sets and certain assertions. For example, suppose G Y (Ỹ ) is stochastically no smaller than Unif(0, 1). Then the conclusion of Theorem 1 holds for the one-sided predictive random set S = [0, W ], W ∼ Unif(0, 1). In this case, by taking assertions A = {Ỹ >ỹ}, the lower plausibility bounds obtained via (8) have the nominal frequentist coverage probability as described in Remark 2. Similar conclusions hold if G Y (Ỹ ) is stochastically no larger than Unif(0, 1), with obvious changes to the predictive random set and assertion.
Examples

Normal
Let Y = (Y 1 , . . . , Y n ) be an iid sample from a N(µ, σ 2 ) population, where θ = (µ, σ) is unknown. Our first goal is to predict the next independent observationỸ = Y n+1 . To start, consider the baseline association involving the original data
where Z 1 , . . . , Z n are iid N(0, 1). Based on the arguments in Martin and Liu (2014a) , a conditional IM for θ = (µ, σ) has association Y = µ + σn −1/2 U 1 and S = σU 2 ,
2 is the sample variance, U 1 ∼ N(0, 1), and (n − 1)U 2 2 ∼ ChiSq(n − 1), with U 1 and U 2 independent. Then it is easy to see that
For the next observationỸ = Y n+1 , the association is just like the baseline association above, i.e.,Ỹ = µ + σŨ , whereŨ is independent of (U 1 , U 2 ). As discussed above, we can insert θ(Y, U) in place of θ in this association to get a marginal association forỸ :
This is clearly one of those separable cases as described in Remark 4. Also,
is distributed as (n −1 + 1) 1/2 t(n − 1), with distribution function F n . Then the marginal association (9) can be written asỸ =Ȳ + SF −1 n (W ), with W ∼ Unif(0, 1). If we are interested in a two-sided prediction interval, then, as in Section 3.3, we take a singleton assertion A = {Ỹ =ỹ} and get the following plausibility function:
Then the corresponding two-sided 100(1 − α)% plausibility interval (8) forỸ is
where t ⋆ ν,p is the 100pth percentile of the t-distribution with ν degrees of freedom. This is exactly the classical Student-t prediction interval discussed in, e.g., Geisser (1993) .
The ideas just discussed extend quite naturally to the case of normal linear regression. The details of the IM calculations would be similar to those presented in Wang et al. (2012) for the fiducial case and, hence, omitted here.
As a more sophisticated illustration, letỸ = max{Y n+1 , . . . , Y n+m }, the maximum of m independent future normal samples. The corresponding association forỸ is Y = µ + σŨ , whereŨ = max{U n+1 , . . . , U n+m }, and U n+1 , . . . , U n+m are iid N(0, 1). Then the marginal association forỸ can be written exactly as in (9) and the problem is still separable. The only difference here is that V = (n −1/2 U 1 −Ũ )/U 2 has a non-standard distribution. As before, writeỸ =Ȳ + SF −1 n,m (W ), where F n,m is the distribution function of V , and W ∼ Unif(0, 1). The distribution F n,m can be simulated and, therefore, for a given predictive random set, one can easily get a Monte Carlo approximation of the plausibility function forỸ . IM plausibility intervals forỸ in this problem are the same as the fiducial intervals in Wang et al. (2012) , which are the same as those frequentist intervals in Fertig and Mann (1977) .
Log-normal
Let Y = (Y 1 , . . . , Y n ) be an iid sample from a log-normal population, with unkown parameter θ = (µ, σ). Log-normal models are frequently used in environmental statistics (Ott 1995) . In this case, X = (X 1 , . . . , X n ), with X i = log(Y i ), will be an iid N(µ, σ 2 ) sample, and the prediction problem can proceed as in Section 4.1 above. In particular, predicting the next observationỸ = Y n+1 is straightforward, so we focus here on something more challenging. Consider, as in Bhaumik and Gibbons (2004) , the problem of finding the upper prediction limit for the arithmetic mean of m future log-normal observations, i.e.,Ỹ = m −1 m j=1 Y n+j . Working on the log-scale, with the X i 's, we can first reduce dimension according to sufficiency and then solve for θ as follows:
, and (n − 1)U 2 2 ∼ ChiSq(n − 1), with U 1 , U 2 being independent. The marginal association forỸ , the arithmetic mean of m future log-normal observations, is
. . ,Ũ n+m ) are iid N(0, 1), independent of U 1 and U 2 . Here we use this association forỸ to construct an upper plausibility prediction limit. The above association is not of the separable form in Remark 4. However, for a given Y , if G Y is the distribution of the right-hand side in the previous display, then the marginal association forỸ can be written in the formỸ = G −1 Y (W ), for W ∼ Unif(0, 1), just like in (7). This completes the A-step. Since we are after an upper prediction limit, the focus is on right-sided assertions as discussed in Section 3.3.
For illustration, we revisit the problem of predicting the average of future data on lead concentration in soil, presented in Bhaumik and Gibbons (2004) . The lead concentration in soil samples from a particular site are assumed to follow a log-normal distribution, and the goal is to use the n = 15 soil samples to predict the lead concentration of the arithmetic meanỸ of m = 5 future soil samples. The plausibility function forỸ , for assertions A = {Ỹ >ỹ} for varyingỹ, is shown in Figure 1(a) . Thoseỹ values with plausibility function exceeding 0.05 provide an upper prediction bound forỸ which, in this case, is 136.16. This is a more precise, i.e., smaller, prediction bound compared to 152.26 given by the frequentist Gram-Charlier approximation method in Bhaumik and Gibbons (2004) . Also, Kim (2007) has derived a Bayesian upper prediction limits using a joint non-informative prior on θ = (µ, σ). For the lead concentration data discussed above, his method provides 139.30 as the 95% upper prediction bound forỸ , which is less precise than our IM-based bound.
To check the prediction coverage for a setting similar to that in the soil example, we take 5000 samples of size n = 15 from a log-normal distribution with µ = 2.173 and σ 2 = 2.3808, the maximum likelihood estimates in the Bhaumik and Gibbons (2004) example. A Monte Carlo estimate of the distribution function of G Y (Ỹ ) is shown in Figure 1(b) . From this plot, it is apparent that G Y (Ỹ ) is Unif(0, 1), so the plausibility function for prediction is valid, by Theorem 1.
For further comparison, we performed a simulation study similar to the one presented in Bhaumik and Gibbons (2004) . We considered three values for µ (2, 3, 10), six values for σ 2 (0.0625, 0.2, 0.5, 1, 2, 10), five values for n (5, 10, 20, 30, 100), and three values for m (1, 5, 10). For each combination, we evaluated the coverage probability of both the lower and upper 90% prediction intervals. In all cases, the coverage probability equals the nominal level, up to Monte Carlo error; these estimates are based on 10,000 Monte Carlo samples. Unlike the Gram-Charlier approximation method in Bhaumik and Gibbons (2004) , our IM-based interval method does not need technical tools for derivation, and achieves the nominal coverage probability even when σ 2 > 3. Moreover, the other two frequentist approximation methods reported in Bhaumik and Gibbons (2004) do not achieve the nominal coverage probability.
Gamma
Let Y = (Y 1 , . . . , Y n ) be an iid sample from a gamma distribution with shape parameter θ 1 > 0 and scale parameter θ 2 > 0, both unknown. Gamma models are often used in system reliability applications. Following Martin and Liu (2014a, Sec. 5 .3), a conditional association for (θ 1 , θ 2 ) based on sufficient statistics is given by
where U = (U 1 , U 2 ) are iid Unif(0, 1), Gamma(a, 1) distribution function, and F b is a distribution function without a familiar form. First, suppose the goal is to predict the next (independent) observatioñ Y = Y n+1 , with the following association:
Specifically, we want to give a lower prediction limit forỸ . The general strategy is to solve for θ = (θ 1 , θ 2 ) in the conditional association, and then plug this solution in for θ in the association for the new observation. In particular, for a given U = (U 1 , U 2 ), write
for this solution; it depends on Y only through (T 1 , T 2 ). The solution exists and is unique, though there is no closed-form expression. A proof of this claim, along with some details about computing the solution in (11), are given in Appendix A. Plugging (11) in to the association forỸ gives the marginal associatioñ
This association is not of the separable form in Remark 4. In any case, if G Y denotes the distribution function of the quantity on the right-hand side of (12), then we can writẽ
. This completes the A-step for IM prediction. Since we are interested in lower prediction limits, we follow the P-and C-steps in Section 3.3 for left-sided assertions.
In some system reliabilities applications, like in Hamada et al. (2004) and Wang et al. (2012) , interest may be in the largest among a collection of m future observations. In that case, we have an association that looks exactly like (12), except thatỸ = max{Y n+1 , . . . , Y n+m } is a maximum of m future gamma observations andŨ is the maximum of m independent uniforms, independent of U. This involves the same solution θ(Y, U) as before, so nothing changes except the distributions being used in the Monte Carlo simulation of the plausibility function.
For illustration, consider the data Y = (Y 1 , . . . , Y n ) on the first breakdown times of n = 20 machines given in Hamada et al. (2004) . The goal is to give a lower prediction bound onỸ , the maximum of m = 5 future breakdown times. Proceeding as described above, the plausibility function ofỸ is given by pl y (ỹ) = G y (ỹ), which can be easily evaluated via Monte Carlo. For these data, a plot of this plausibility function for A = {Ỹ ≤ỹ}, as a function ofỹ, is given in Figure 2 hours. Our lower bound is bigger, i.e., more precise, than the Bayesian lower bound (71.8 hours) in Hamada et al. (2004) and slightly smaller than the fiducial lower bound (74.36 hours) in Wang et al. (2012) . The IM bound, remember, has a clearer interpretation; see Remark 2. To assess the performance of the method in problems similar to this one, we simulate 2000 data sets based on the maximum likelihood estimates based on the failure time data. A Monte Carlo estimate of the distribution function of G Y (Ỹ ) is shown in Figure 2 (b) . This distribution function is sufficiently close to that of Unif(0, 1), so we can conclude our one-sided IM-based 90% prediction interval has exact coverage. For further illustration, we consider a simulation experiment, similar to that in Wang et al. (2012) , with three values of the sample size n (10, 25, 125), four values of the shape parameter θ 1 (0.5, 1, 5, 10), and two values of m (1, 5); we keep the scale parameter θ 2 fixed at 1. For each combination, we evaluated the coverage probability of both the lower and upper 90% prediction intervals based on 10,000 Monte Carlo samples. In all cases, the coverage probability is within an acceptable range of the target 0.90.
Binomial
Let Y ∼ Bin(n, θ) andỸ ∼ Bin(m, θ) be independent binomial random variables, where n and m are known. The goal is to predictỸ based on observing Y . There is considerable literature on this fundamental problem: see, e.g., Wang (2010) for frequentist prediction intervals and Tuyl et al. (2009) for Bayesian prediction intervals. The starting point for our IM-based analysis is the following joint association for Y andỸ ,
where U andŨ are independent uniforms, and F n,θ is the Bin(n, θ) distribution function. To marginalize over θ, we need a known identity linking the binomial and beta distribution functions, i.e., F n,θ (y) = 1−G y+1,n−y (θ), where G a,b is the Beta(a, b) distribution function. Now rewrite the first expression in the joint association as a θ-interval:
Next, rewrite theỸ association as
m,θ (1 −Ũ). Klenke and Mattner (2010) show that F −1 m,θ (v) is an increasing function of θ for all v, so we can "plug in" the Y -dependent interval for θ in to this latter inequality, to get
where θ 1 (Y, U) and θ 2 (Y, U) are, respectively, the left and right endpoints of the interval in (13). This completes the A-step. We are interested in two-sided prediction intervals here; see the P-and C-steps for singleton assertions in Section 3.3. Note that this association is an interval, compared to the singletons in the previous examples. This is a consequence of the discreteness of the binomial, not a limitation of the IM approach; but see below. Some minor adjustments to the C-step in Section 3.3 is needed to handle this discreteness.
Since we can easily get a a Monte Carlo approximation for the distribution of the two endpoints, constructing a plausibility function forỸ is no problem. As a first illustration, consider the example in Section 5 of Wang (2010) . The total number of newborn babies with permanent hearing loss is Y = 23 out of n = 23061 normal nursery births over a two-year period. The goal is to predictỸ , the number of newborns with hearing loss in the following year, based on m = 12694 normal births. For a two-sided, IM-based 90% prediction interval forỸ , we compute the 5th and 95th percentiles of the Monte Carlo distribution of the lower and upper endpoints, respectively, in (14). The interval obtained is (6, 21), which contains the trueỸ = 20 and is essentially the same as all the intervals reported in Wang (2010) ; again, see Remark 2.
The plausibility function obtained based on the above construction is a bit conservative. One possible adjustment, based on an idea presented by Wang et al. (2012) in the fiducial context, is to eliminate the interval association forỸ by first eliminating the interval association (13) for θ in terms of the limits θ 1 (Y, U) and θ 2 (Y, U). The idea is to sample a value,θ(Y, U), of θ at random from the interval (θ 1 (Y, U), θ 2 (Y, U)). This results in a modified association forỸ :
The intuition is that the uncertainty due to the interval association has been replaced by the uncertainty from sampling. Since the sampled point is "less extreme" than both of the endpoints, this modified association gives a more efficient plausibility function for prediction, which we now demonstrate. Consider binomial samples of size n = m = 100 over a range of θ values. Here we compare the coverage probability and average lengths of 95% upper prediction limits based on the modified IM, fiducial, and Jeffreys prior Bayes methods. We simulated 2500 data sets, and each computation of the prediction interval (modified IM, fiducial, and Bayes) used 10,000 Monte Carlo samples. In Figure 3 , we see that all three methods have coverage slightly above the nominal level over the entire range of θ; this is to be expected, given the discreteness of the binomial model. The modified IM intervals based on (15) tend to have slightly higher coverage probability than the others, but with no perceptible difference in length. 
Conclusion
In this paper, we have proposed a method for prediction of future observables based on the recently developed IM framework. The key to the IM approach in general is the association of data and parameters with unobservable auxiliary variables, and the use of random sets on the auxiliary variable space to construct belief and plausibility functions on the parameter space. In the context of prediction of future observables, all the model parameters are nuisance, and an extreme form of marginalization technique described in Martin and Liu (2013b) is required, which allows us to reduce the dimension of the auxiliary variables, increasing efficiency. We give conditions which guarantee that the IM for prediction is valid, and we argue that this notion of IM validity translates to frequentist coverage guarantees for our plausibility intervals for future observables. A sequence of examples demonstrates the quality performance of the proposed method, along with its generality and overall simplicity. The methodology described here covers both discrete and dependent-data problems. However, these problems present unique challenges. For example, in the binomial example in Section 4.4, our standard IM approach was valid but conservative. A modified and more efficient IM was proposed, and its validity was confirmed numerically, but a theoretical basis for this modification is required. For dependent data problems, marginalization to reduce the dimension of auxiliary variables as described here is possible, but the details would be more challenging. These are topics for future research.
To conclude, recall the take-away message from Section 1. The IM approach provides a general and easy-to-implement method for constructing valid prior-free probabilistic summaries of the information in observed data relevant for inference or prediction. The fact that these summaries can be converted to frequentist procedures with fixed-n performance guarantees and comparable efficiency compared to existing methods is an added bonus. We expect further developments and applications of IMs in years to come.
When n is large, the variance in the normal approximation is O(n −1 ), so the distribution function F x will have a steep slope in the neighborhood of the solution to the equation t 2 = ψ(x) − log(x) and, therefore, the root for r(x) will be in that same neighborhood, no matter the value of u 2 . The solution to the equation t 2 = ψ(x) − log(x) is the maximum likelihood estimator of θ 1 (e.g., Fraser et al. 1997) , which is consistent. Therefore, when n is large, (12) and (10) are essentially the same, so the approximate validity of the corresponding prediction plausibility function is clear.
One last modification that we found to be helpful was to modify that normal approximation discussed above by replacing the normal distribution function with a gamma. That is, find solutions for the mean and variance of the normal approximation as before, but then use a gamma distribution function with mean and variance matching those obtained for the normal. See the R code available at the first author's website.
