The Support Vector Data Description (SVDD) 
Introduction
Hyperspectral imagery can express the physical character of observed object based on high spectral resolution, and are widely used to monitor environment, monitor and assess crop and forest, and explore resource. Therefore, it has good prospect in the aspect of deep-space detection, military spy and earth observation. The higher spectral resolution provides the condition for target detection. Based on the spectral libraries for various materials, target detection algorithms exploring the known target signature by match with the spectral signature in libraries have been widely investigated. To avoid the complications from the mismatch between the spectral libraries and the spectra observed and conversion from reflectance values to the radiance spectra, anomaly detection algorithms shows an advantage and becomes the focus of research.
Anomaly in hyperspectral imagery generally refers to spectral anomaly in whole field or local field. Anomaly detection algorithms over whole scenes always base on spectral mixing technology, such as Low Probability Detection (LPD) method [1] . The complex of species of objects and spectral mixing manner leads to a high false-alarm rate (FAR), when the method detects some kinds of anomalies under complicated background. While local anomaly detection method generally bases on whole pixel model, so it has efficiency and utility. The Reed-Xiaoli (RX) [2] algorithm uses the local Gaussian model, in which the background pixels are assumed to be independent identically distributed Gaussian random variables. It has been shown that the local normal model provides an inadequate representation of the underlying distribution and leads to poor false alarm performance. To avoid this problem, Amit Banerjee [3] proposed the Support Vector Data Description (SVDD) method that incorporates a nonparametric background model, which improved performance and reduced the false alarm rate. The SVDD method was researched combined with neighboring clustering segmentation which used the spatial information of hyperspectral imagery [4] . The negative examples were enjoined to SVDD to detect anomalies and the experiment showed that the high dimension character of hyperspectral imagery increased the calculating amount [5] . The original SVDD method was used to detect local anomalies, while De-rong CHEN used SVDD to detect global anomalies [6] . Then spectral unmixing technology was applied to anomaly detection of hyperspectral imagery with SVDD method [7] .
Active learning is proposed by Lewis and Gale [8] , which changed the traditional methods that select the samples passively. It selects the best samples according to the learning process actively, thereby it can effectively reduce the number of samples required [9, 10] . Formally, active learning studies the closed-loop phenomenon of a learner with selecting actions or making queries that influence what data are added to its training set. Active learning introduces interactive ability for supervised learning, by cyclic process [11] . The main idea of active learning [12, 13, 14] is that firstly a small number of samples are selected according to the prior knowledge or randomly and marked their categories; then the initial training sample set is constructed, therefore an initial classifier is trained; next the unlabeled samples which are most beneficial to the classifier are selected, and annotated with categories and added to the training set, then retrain the classifier; the above process is repeated until the candidate sample set is empty or the specified loop time is reached.
Active learning firstly had been successfully applied in text classification, Tong and Koller obtained positive result in text classification using active learning with support vector machine method [15] . Baldridge and Osborne proved that it can save about 73% workload for tagging the samples for HPSG parse selection [16] . Recently, active learning is used to classification of remote sensing images [17, 18] , and applied to hyperspectral image segmentation combined with Bayesian approach [19] . This paper presented ALSVDD method which combines with neighboring clustering segmentation to solve the anomaly detection task. Active learning has a big advantage in reducing sample complexity, it's a method to choose samples which are used to train distinguish function for classification. The active learning method provides an effective sample selection method for SVDD; and it reduces the number of samples that are needed in the process of the algorithm. The method chooses the most informative sample for the optimized minimal hypersphere, which greatly decreases the calculatingamount.
This paper is organized as follows. Section 2 provides an overview of the ALSVDD method; the algorithm to detect hyperspectral anomalies using the ALSVDD is presented in Section 3; the experiments are provided in Section 4 to evaluate the SVDD and ALSVDD anomaly detectors. Finally, conclusions are given in Section 5.
ALSVDD

Support Vector Data Description
The idea of SVDD method is that a minimal enclosing hypersphere is modeled to contain the data in the original input space. Using mapping function, data set is mapped from data space to feature space, which is Kernel-Based SVDD.
The training set is 
The test pixel is y , decision rule is (2)
In the above expression, the inner products of the mapping function 
Active learning
Active learning algorithm is described as bellow :
Input: unlabeled training data set U.
Step 1: Select i samples from the unlabeled data set, and construct the initial training sample set T.
Step 2: Training the classifier f, according to the training sample set T.
Step 3: Using the classifier f to mark the samples in the data set U.
Step 4: Selecting the samples that nearest to the hypersphere, which is that most beneficial to the performance of the classifier. Then add the samples to the data set T, delete those samples from the data set U at the same time.
Step 5: If the candidate sample set U is empty or reach the specified index, then terminate the algorithm, output f, otherwise, return to the step 2.
Output: the classifier f.
ALSVDD for anomaly detection in hyperspectral imagery
Neighboring Clustering Segmentation
The most significant characteristics of hyperspectral imagery are that the spectral feature information combines with the feature geometry. Image information reflects the spatial relationship of the different features. While spectral information reflects the features of physical attributes. Many existed algorithms usually use only spectral information, but ignore the spatial information. In SVDD algorithm, spectral information is one of the feature space data elements, only from the point of view of the characteristics of data processing, ignored the space information. This paper introduces spatial information of the hyperspectral image in anomy detection algorithm, which takes full advantage of the spatial information of the hyperspectral image [4] . This algorithm firstly combines with the space information and spectral information effectively, and uses features of space continuity to study practical hyperspectral image space segmentation algorithm, at last, combines with ALSVDD algorithm.
The steps of anomaly detection
The steps for the ALSVDD combining with neighboring clustering segmentation anomaly detection are as follows.
(1) Use neighborhood cluster segmentation to extract potential anomaly target.. 
The simulation data includes background spectrum and anomalies spectrum, adopting sea water as background and seacoast (Figure2 (b) ) respectively. The size of imagery is 100×100 and the number of bands is 113. The background is pieced together by 25 little blocks with 20×20 (Figure2 (a) ). The 32nd band imagery of simulation data shows in Figure 3 . The simulation data is detected by SVDD combining with neighboring clustering segmentation and ALSVDD combining with neighboring clustering segmentation method respectively. The result of anomaly detection is as follows. 
AVIRIS data and the result of the experimental
This AVIRIS data is obtained from the online pubic AVIRIS hyperspectral image data, without the field investigation. Because background is simple, anomaly targets are more prominent (as shown in Figure6).
Figure6. The 16th band image of AVIRIS Data
The AVIRIS data is detected by SVDD combining with neighboring clustering segmentation and ALSVDD combining with neighboring clustering segmentation method respectively. The result of anomaly detection is as follows.
Figure7. Result of SVDD method on AVIRIS data
Figure8. Result of ALSVDD method on AVIRIS data
The Figure7 and Figure8 show that in SVDD algorithm combining with neighboring clustering segmentation method, leakage alarm is serious; however ALSVDD method got a better result. The former method needs 302 seconds, but ALSVDD only needs 98 seconds, with time reducing by two-thirds. Processing time decreased to half or even less using ALSVDD combining with neighboring clustering segmentation method compared to SVDD.
Conclusion
In this paper, ALSVDD method is presented which combing with neighboring clustering segmentation to detect the anomalies in hyperspectral imagery. The experiment on the simulation data and AVIRIS data shows the validity, efficient and practicability of the method. Processing time decreased to half or even less using ALSVDD combining with neighboring clustering segmentation method compared to SVDD.
