ABSTRACT
INTRODUCTION
With the progress in genome sequencing projects, an enormous amount of raw sequence data accumulates databanks. This raises the challenge of understanding the functions of many genes from large-scale sequencing projects. Protein localization data are a valuable information resource helpful in elucidating protein functions (Chou and Elrod, 1999a,b; Chou, 2000b) . Experimental determination of subcellular location is mainly accomplished by three approaches: cell fractionation, electron microscopy and fluorescence microscopy (Murphy et al., 2000) . By immunolocalization of epitope-tagged gene products, Kumar et al. (2002) have determined the localization of 2744 yeast proteins. However, currently it is still time-consuming and costly to acquire the knowledge solely based on experimental measures. It is highly * To whom correspondence should be addressed. desirable to predict a protein's subcellular locations automatically from its sequence. Since the pioneering efforts of Nakai and Kanehisa (1991, 1992) , there have been several attempts in systematically predicting subcellular locations from protein sequence.
Most of the existing prediction methods fall into two categories: one is based on prediction of individual sorting signals; the other is based on amino acid composition (Nakai, 2000) . Nakai and Kanehisa (1991, 1992) were the first who proposed to predict the subcellular location of proteins based on their N-terminal sorting signals. This approach was integrated eventually into PSORT prediction system (Nakai and Horton, 1999) . Von Heijne (1992) and Nielsen et al. (1997 Nielsen et al. ( , 1999 worked extensively on identifying individual sorting signals using neural networks. Then, they combined these individual predictions into an integrated system-TargetP (Emanuelsson et al., 2000) for subcellular location prediction. A review of prediction of protein signal sequences can be found in Chou (2002a) . However, in systematic annotation of open reading frames found in a genome, the assignments of 5 -regions are often unreliable. Therefore, the prediction based on sorting signals is problematic when signals are missing or only partially included (Reinhardt and Hubbard, 1998) .
Prediction based on amino acid composition was suggested by Nakashima and Nishikawa (1994) . They proposed an algorithm to discriminate between intracellular and extracellular proteins by amino acid composition. Subsequently, there are many ways to use amino acid composition for subcellular location. Cedano et al. (1997) proposed an algorithm called ProtLock using the Mahalanobis distance (Chou, 1995) . Reinhardt and Hubbard (1998) used neural networks. Elrod (1998, 1999a,b) proposed a covariant discrimination algorithm (Zhou and Assa-Munt, 2001 ). Zhou and Doctor (2003) also used it for subcellular location prediction of apoptosis proteins. Other methods were based on Markov chain models (Yuan, 1999) and support vector machine (SVM) (Hua and Sun, 2001) .
Predictions based only on amino acid composition may lose some sequence-order information, but incorporating this information may improve prediction performance. Chou (2000a) was the first who proposed an augmented covariant discrimination algorithm to incorporate quasi-sequence-order effect, and a remarkable improvement in prediction quality was achieved. Subsequently, Chou (2001) has further introduced a novel concept, the so-called pseudo-amino acid composition to reflect the protein sequence-order effect in term of a set of discrete numbers. Recently, Cai et al. (2002) used SVM incorporating quasi-sequence-order effect. A novel concept, the so-called functional domain composition was also introduced by Chou and Cai (2002) for representation of protein sequence.
We introduced fuzzy k-NN method in this paper to predict protein's subcellular locations based on dipeptide composition. Dipeptide composition can be considered as another representative form of proteins incorporating neighborhood information. High prediction accuracy has been obtained in a jackknife test. The current approach cannot only play an important complementary role to previous powerful methods (Chou, 2000a (Chou, , 2001 Cai et al. 2002) , but also be helpful for this new branch of proteomics (Chou, 2002b) . Finally, we applied our method to annotate six entirely sequenced eukaryotes proteomes.
MATERIALS AND METHODS

Sequence data
The data were selected from all eukaryotic proteins with annotated subcellular location in SWISS-PROT release 41.0 (Boeckmann et al., 2003) . All proteins with ambiguous words, such as 'PROBABLE', 'POTENTIAL', 'POSSIBLE' and 'BY SIMILARITY', and proteins with multiple annotations of locations were excluded. The transmembrane proteins were also excluded for they could be predicted quite reliably by some known methods (Rost et al., 1996; Hirokawa et al., 1998; Lio and Vannucci, 2000; Krogh et al., 2001) . The remaining 12 865 proteins compose our raw data set (Data_SWISS). To reduce bias and investigate the relation between prediction accuracy and sequence identity in the data set, we also established two subsets of Data_SWISS on the basis of database search technique BLAST (Altschul et al., 1990 (Altschul et al., , 1997 . They are Data_80 and Data_50 with pairwise sequence identity (the number of identical residues in an alignment of two proteins divided by alignment length, which can be obtained directly by using BLAST) less than 80 and 50%, respectively. The numbers of proteins and their distributions in 11 categories are listed in cerevisiae, Arabidopsis thaliana and Oryza sativa) from SWISS-PROT+TREMBL databank for entire-proteome predictions.
Algorithm
Instead of using amino acid composition, we use protein's dipeptide composition (van Heel, 1991) to represent protein sequences with fix-length feature vector. Dipeptide composition representation can be considered as a sort of n-gram method, which was first proposed by Wu et al. (1992) for sequence encoding. This method extracts and counts the occurrences of n consecutive residues (n-gram) from a sequence string in a sliding window fashion. So the count of all 2-gram patterns is a 400 dimension vector, which can be used to represent the protein sequence. Dipeptide composition (2-gram method) has been used to predict protein family (Wang et al., 1998) . Using dipeptide composition method for sequence coding, we can incorporate some sequence-order information, while the dimension of the feature vector is still not very high.
The k-nearest neighbors (k-NN) algorithm is a simple non-parametric classification algorithm (Duda et al., 2000) . Despite its simplicity, it can give competitive performance compared to many other methods. It is widely used in machine learning and has numerous variations. Given a test sample of unknown label, it finds the k-NN in the training set and assigns a label to the test sample according to the labels of those neighbors. In biological and medical data classification problems, combining fuzzy set theory with k-NN algorithm can often improve classification performance (Keller et al., 1985; Bezdek et al., 1993; Leszczynski et al., 1999) . Zhang et al. (1995) has also used fuzzy clustering to predict protein structural class. Therefore, we used the fuzzy k-NN algorithm to predict subcellular locations. This method assigns fuzzy memberships of samples to different categories rather than a particular class as in 'k-NN'. Here class memberships are assigned to the test sample, according to the following relationship:
(1) where m is a fuzzy strength parameter, which determines how heavily the distance is weighted when calculating each neighbor's contribution to the membership value. The variable k is the number of nearest neighbors, u i (x) is the membership of the test sample x, to class i. x − x (j ) is the distance between the test sample x and its nearest training samples x (j ) . Various distance measures can be used, such as Euclidean, absolute and Mahalanobis distance measures. In the present study, we used the Euclidean distance measure. u i (x (j ) ) is the membership value of the j -th neighbor to the i-th class, it can be assigned in several way. The 'crispest' way is to assign 1 if x (j ) belongs to i-th class otherwise assign 0. A more 'fuzzy' alternative is to assign the training samples' memberships based on the k-NN rule. In our analysis, we define the membership via 'crispest' way. After calculating the memberships for the test sample, it is assigned to the class with highest membership value.
Measurement accuracy
We use jackknife test for cross-validation. In comparison with subsampling test or independent data set test, the jackknife test is thought to be more rigorous and reliable (Mardia et al., 1979) . Chou and Zhang (1995) also provided a comprehensive discussion about this problem. During the process of jackknife test, each protein is singled out in turn as a test sample, the remaining proteins are used as training set to calculate test sample's membership and predict the class. The prediction quality was evaluated by the overall prediction accuracy and prediction accuracy for each location.
where N is the total number of sequences, k is the class number, obs(s) is the number of sequences observed in location s and p(s) is the number of correctly predicted sequences in location s. The other measure of prediction accuracy is Matthew's correlation coefficients (MCC) (Matthews, 1975) between the observed and predicted locations over a data set, as given by: 
RESULTS AND DISCUSSION
Prediction accuracy of fuzzy k-NN Method
Tests have been done with various values of the fuzzy strength parameter m and the number of nearest neighbor k. Using leave-one-out cross-validation, we found the best result was achieved when m = 1.05. We then calculated the overall prediction accuracy with fuzzy strength parameter m = 1.05. For Data_80, the dependence of the total prediction accuracy on the number of nearest neighbors, k, is shown in Figure 1 . It can be seen that the prediction accuracy does not change significantly when k is greater than or equal to 15 while m = 1.05. Therefore, we selected k = 15 and m = 1.05 for the subsequent analysis. The similar result was obtained on Data_50, which can be found in Supplementary Figure 4 .
Performance related to thresholds of similarity
Our method relies on sequence information, so predictive accuracy is closely related to pairwise sequence identity in the data set. In order to investigate the influence of pairwise sequence identity on the prediction performance, we performed our method to two different sequence identity data sets, Data_80 and Data_50. The jackknife testing resulting for Data_80 and Data_50 are listed in Table 2 . The prediction applied to different data sets resulted in different overall predictive accuracy. For Data_80, our method achieved overall accuracy 80.1% . There are 3572 sequences in Data_50, which is about 50% of Data_80. For this data set, the predictive accuracy is 58.1%. A drop in the accuracy of cytoplasmic proteins (from 70.2% to 35.4%) is a main reason for the decrease. Mitochondrial and chloroplast proteins also have low predictive accuracy. However, the predictive accuracy of extracellular proteins changed from 93.7 to 81.6% . It is not very bad. The prediction accuracy of nuclear proteins also remains 71.5% in Data_50. Therefore, the influence of pairwise similarity on predictive accuracy varies with different compartments. This may indicate that sequence conservations are different in these groups. Such result is worthy of a deeper investigation.
Confusion matrix analysis
To evaluate our approach in detail, a confusion matrix is constructed according to the result of jackknife test and shown in Table 3 . (Confusion matrix on Data_50 can be found in Supplementary Table 6.) We can see from Tables 2 and 3 that predictive accuracy varies substantially with subcellular locations. Nuclear and extracellular proteins can be inferred more reliably than other classes. On the other hand, performance for cytoplasmic and mitochondrial proteins is not very Fig. 1 . The dependence of the overall prediction accuracy on the number of nearest neighbors, k, used in the fuzzy k-NN classification (fuzzy strength parameter m = 1.05). These results were obtained on Data_80 using the Euclidean distance measure. Table 3 that cytoplasmic proteins are often confused with nuclear and extracellular proteins, and proteins from mitochondria are most often assigned incorrectly to extracellular space. Accuracy for the minor classes that contained too few proteins (Golgi, endoplasmic reticulum, cytoskeleton, vacuole, peroxisome and lysosome) are not very good as well. About 30% of vacuole proteins are classified as extracellular; perhaps they are involved in the secretory pathway. 
Reliability index calculation
When neural network is used for subcellular location prediction, the difference between the highest and the next highest network output scores is used as a reliability index (RI) for a prediction (Reinhardt and Hubbard, 1998; Emanuelsson et al., 2000). As fuzzy k-NN method assigns class memberships to an input pattern x rather than a particular class, the membership values of an input pattern would provide a level of confidence to the resultant classification. We can define a RI in the same way. The assignment of RI is based on the difference between the highest and the next highest membership value for a prediction. RI is defined as
The RI assignment can give some information about the certainty of the classification decision. Figure 2 shows the expected prediction accuracy and the fractions of sequences with given RI value (similar figure for Data_50 can be found in Figure 5 of Supplementary material). We can find about 60% of all sequences has a RI index 10 with expected prediction accuracy >95%. Average prediction accuracy was also calculated with RI above a given threshold, as shown in Figure 3 (similar figure for Data_50 can be found in Figure 6 of Supplementary material). For example, about 80% of sequences have RI ≥ 5, and of these sequences about 90% were correctly predicted by fuzzy k-NN method.
Entire proteome annotation
Using our method and sequences from SWISS-PROT+ TREMBL databank, we obtained subcellular location annotations for six proteomes. Because we excluded membrane proteins in our prediction, so we first discriminated sequences without annotated subcellular location using TMHMM (Krogh et al., 2001 , http://www.cbs.dtu.dk/services/ TMHMM). Sequences with TMHMM prediction result 'PredHel=0' were considered to be soluble proteins and predicted with our fuzzy k-NN classifier. Predicted distributions for six major subcellular locations are listed in Table 4 , and the annotation for individual protein can be found at http://166.111.30.65/hying/fuzzy_loc.htm. Because we included chloroplast sequences in prediction, some proteins of YEAST (HOMO, CAEEL and DROME) were also predicted as chloroplast proteins. This minor mistake could be revised by excluding plant proteins for prediction in further research.
This prediction result could give us a rough estimate of protein distribution in cell. It can be found that fractions of cytoplasmic and mitochondrial proteins in total proteomes do not have significant change over organisms. However, fraction of nuclear proteins in YEAST and DROME proteomes are larger than other proteomes. Is such phenomenon just prediction bias, or does it reflect some difference in these proteome's organization? In a recent study of YEAST proteomes (Kumar et al., 2002) , 2452 soluble cytoplasmic proteins have been estimated. The result is different from their previous study (Drawid and Gerstein, 2000) , and also different from our prediction. The difference may be caused by using different training set and protein features. It also indicates that such genome-wide analysis would be more reliable by integrating different experimental and prediction methods. 
Comparison with other methods
We also applied our method to the data set used by other groups (Reinhardt and Hubbard, 1998; Yuan, 1999; Hua and Sun, 2001) , so that we can make direct comparison with other methods. There are 2427 eukaryotic proteins in their data set, 684 cytoplasmic, 325 extracellular, 1097 nuclear and 321 mitochondrial proteins. Reinhardt and Hubbard (1998) first used neural network approach to achieve 66% accuracy for this data set. Yuan (1999) used Markov chain models to achieve 73% accuracy, while Hua and Sun (2001) used SVM approach to achieve 79.4% accuracy. We achieved 85.2% accuracy in a jackknife test. The details of the comparison can be found in Table 5 . Reinhardt-Hubbard data set may be old and include only four subcellular locations. However, the result can demonstrate the applicability of this relative simple method and possible improvement of prediction accuracy for the protein subcellular locations.
CONCLUSION
In this paper, fuzzy k-NN method based on protein's dipeptide composition was proposed for prediction of subcellular locations. An advantage of the new method is its incorporating sequence-order effects into prediction. This method was performed to a new data set derived from version 41.0 SWISS-PROT databank, and high predictive accuracy has been achieved in a jackknife test. This indicates that extracting more useful information within the primary sequences can be helpful in subcellular location prediction. This method just needs raw sequence data, so we can apply it to infer subcellular locations of protein that has only sequence information.
As a demonstration, we have used it to annotate six eukaryotic proteomes. Integrating with other powerful algorithms (Chou, 2000a (Chou, , 2001 Cai et al., 2002) this method is anticipated to contribute to systematic analysis of great amounts of genome data.
