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Abstract 
The research presented herein is a mix of meteorological and wind engineering disciplines. In 
many cases, there is a gap between these two fields and this thesis is an attempt to bridge that 
gap through multiscale wind modelling approaches. Data and methods used in this study cover 
a multitude of spatial and temporal scales. Applications are in the fields of sustainability and 
resilience. This relationship between multiscale wind modelling and sustainability and 
resilience is investigated examining several case studies of three different developments: 
urban, rural and coastal. 
An urban wind modelling methodology is proposed and applied for a specific development in 
downtown Toronto, Canada. Micro-scale wind energy maps are created using computational 
fluid dynamics, analytical models, and the Canadian Wind Energy Atlas. It is demonstrated 
that urban wind energy projects are currently not feasible/sustainable due to decoupling 
between urban wind turbine power curves and wind speed histograms. Wind climatology for 
Toronto is calculated using the reanalysis data for the period 1948-2015. A trend analysis 
reveals statistically significant positive trends of the most frequent wind directions. Low-
frequency wind spectra shows three distinguished peaks. The lowest frequency peak has the 
period of 11 year and it is linked to solar activity. The first methodology for microscale 
modelling of urban winds in changing climate is developed. Maximum wind speeds are more 
affected by climate change than the means. 
A wind sustainability study is performed for a unique development in South Central Kansas, 
United States. The analyses are conducted on the wind data obtained from the closest weather 
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station and for the period 1984-2015. The WAsP package is used to calculate the wind atlas 
and wind resources at the site. Five locations suitable for installation of wind turbines are 
determined. 
A downburst that struck Livorno, Italy, on October 1, 2012 is analyzed from the wind resilience 
perspective. The analyses are conducted by gathering all available and relevant meteorological 
data. This research allowed for better understanding of downbursts, created a reference broad-
band of information for the future calibration of analytical, physical and numerical models, 
and highlighted the potential of merging wind engineering and meteorology. 
Keywords 
Wind, sustainability, resilience, multiscale modelling, multidisciplinary approach, CFD, 
WAsP, wind energy, downbursts, meteorology.  
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Chapter I  
 
1 Introduction 
This thesis is an attempt to address wind sustainability and wind resilience aspects from a 
multi-scale perspective while at the same time bridging the gap between atmospheric 
science and wind engineering approaches. The thesis is therefore structured as a collection 
of studies addressing multiscale aspects of urban wind sustainability (Chapter II, Chapter 
III and Chapter IV), mixed sustainability and resilience aspects related to new types of non-
urban developments (Chapter V), as well as resilience (storm related) aspects of coastal 
urban areas (Chapter VI). 
The Introduction of the thesis has been divided into five sections. General introduction in 
Section 1.1 familiarizes the reader with sustainability and resilience concepts, provides the 
main definitions, and describes how wind phenomena relates to these two concepts. Section 
1.2 is dedicated to the literature review describing the studies that have investigated the 
connection between the sustainable development in urban environments and wind. 
Similarly, Section 1.3 discusses the latest advancements concerning the importance of 
wind-related research for the resilience of cities. Consequently, Section 1.4 establishes the 
main objectives and motivations behind this research. 
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1.1 General introduction 
Wind can be defined as a horizontal movement of air. It is driven by the horizontal pressure 
gradients between two points above ground. These pressure gradients, on the other hand, 
are caused by the temperature differences between two areas; with warm air being light 
(low pressure) and cold air being heavy (high pressure). The other three forces that dictate 
the movement of air in a horizontal plane are the Coriolis force, which is an apparent force 
caused by the Earth’s rotation, the centrifugal force and the friction force. The latter one is 
caused by the presence and roughness of Earth’s surface and therefore the friction force 
diminishes as the air moves away from the surface. The region of atmosphere directly or 
indirectly influenced by the surface friction is called the atmospheric boundary layer (ABL) 
and its height is roughly the first 1000 m from the surface. For a more detailed description 
of wind dynamics the reader is referred to Zdunkowski and Bott (2003).  
The wind, therefore, has kinetic energy (𝐾); which can be expressed as:  
 𝐾 =  
1
2
𝑚𝑈2, (1-1) 
where 𝑚 is the mass of air and 𝑈 is the wind speed. Expressing the power in the wind as 
𝑃 = 𝑑𝐾 𝑑𝑡⁄  where 𝑡 is time, and expanding the flow rate 𝑑𝑚 𝑑𝑡⁄  in terms of air density 
(𝜌), an area perpendicular to the wind (𝐴), and wind speed (𝑈), Eq. (1-1) reads:  
 𝑃 =  
1
2
𝜌𝐴𝑈3. (1-2) 
The above equation shows that wind power is proportional to wind speed cubed, which is 
particularly important for the cost-effectiveness of wind energy projects. Wind energy is 
considered to be sustainable, where sustainability in this context is defined as meeting 
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society's current needs without harming the next generations (United Nations 1987, Welch 
and Venkateswaran 2009). A similar definition is provided in Girardet (2008). Sustainable 
development requires a progressive transformation of both economy and society. This 
transformation has begun in the energy sector several decades ago. By the end of 2014, 
renewables (wind, solar, hydro) supplied approximately 23% of global electricity (REN21 
2015), which is more than ever before in modern history. In an ideally sustainable world, 
the energy market should achieve a 100% penetration of renewables. This objective is not 
an easy task and the research presented in this doctoral dissertation will hopefully make a 
modest contribution towards this overarching goal.  
Wind energy is sustainable because it generates neither emissions nor waste (although one 
could argue it takes energy and materials to build the turbines and associated infrastructure 
and these eventually generate waste when being upgraded/replaced) and for all practical 
purposes it is inexhaustible. Thanks to many technological advancements in the last several 
decades, wind energy efficiency is now comparable to traditional fossil fuels (Jacobson 
and Delucchi 2011, Delucchi and Jacobson 2011). For these reasons, wind is currently one 
of the fastest growing types of power in the world. The Global Wind Energy Council 
(GWEC) forecasts that the world wind energy production will almost double by 2020 
(GWEC 2016). The leading country in 2015 was China, installing 30.8 GW of wind 
capacity, followed by Europe and the United States. It is expected that these countries will 
continue to be the leaders in wind energy. The on-going climate change will be the main 
factor to drive the growth of wind energy in the future. In accordance, representatives of 
186 countries gathered in Paris in November and December of 2015 at the Paris Climate 
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Change Conference and called for a 100% carbon emissions free power sector by 2050 at 
the latest. This decision most certainly aims toward a more sustainable society, but at the 
same time requires large reductions in global emissions in order to achieve the above goal 
(United Nations 2016a). It is expected that wind and solar energy will be the most exploited 
renewables that meet this challenging objective.  
Although wind energy itself is perfectly sustainable, the harvesting process and technology 
of extracting the energy from the wind is not. One of the biggest challenges of wind power 
is that the sites having higher wind resources are often located far from cities, which are 
the biggest energy consumers. In order to overcome this difficulty, transmission lines have 
to be built to bring the produced electricity from the wind turbines located in remote 
locations to the urban environments. Building transmission lines, however, increases the 
cost of a wind energy project. A more sustainable solution would be to have wind turbines 
located close to the cities or installed inside cities if possible. In this regard, the possibility 
of installing small-scale wind turbines in an urban environment is investigated in this study. 
A new development, the 2015 Pan American Games Athletes’ Village in the city of 
Toronto is used as a base for this study that follows three main steps. 
First, a new methodology for urban wind modelling is introduced. This methodology is a 
first attempt to couple the Canadian Wind Energy Atlas, computational fluid dynamics tool 
and analytical models in order to model urban winds. The proposed methodology is wind 
direction dependent and in this study it is tested for two wind directions (southwest winds 
and east winds). However, the method can be applied to any number of wind directions or 
wind sectors. Here, it is important to highlight that the proposed methodology has a wide 
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range of applicability, such as in the fields of wind engineering and calculation of wind 
loads on buildings, dispersion of pollutants, investigation of urban heat islands, urban 
ventilation and channeling effects, and pedestrian comfort. In this study, feasibility of an 
urban wind energy project in the 2015 Pan American Games Athletes’ Village is analyzed. 
Second, the proposed methodology is placed in the framework of the current climate 
change and the microscale urban wind modelling is performed taking into account the long-
term wind trends on regional scales. For that reason, long-term wind speed trends (1948-
2015) above Toronto are analyzed in great detail. The proposed methodology that couples 
urban wind modelling and long-term wind trends, however, does not take into account any 
changes in urban planning and urban topology during the same period of time. Third, some 
of the technological limitations and challenges for the use of vertical axes urban wind 
turbines in cities are discussed and new concepts are suggested. 
One of the classifications of wind turbines is whether they are horizontal axis or vertical 
axis devices (HAWT and VAWT, respectively). Small wind turbines are typically 
considered to be those with capacities below 100 kW. In many cases, these turbines use 
the VAWT technology and usually they are off-grid and used to supply individual homes, 
buildings and farms. These small-scale wind turbines are difficult to connect to grid 
because when spinning at low rates, they only produce power that can charge a battery. 
Namely, due to the lack of a gearing system in small wind turbines, the generator shaft 
cannot be augmented to higher speed at the expense of torque, such as the possibility in 
large scale wind turbine technologies. Intermediate size wind turbines have generation 
capacity of 100 kW to 250 kW and they can power a small village or a group of houses, a 
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complex of buildings, etc. They can be either off-grid or on-grid. Large wind turbines 
(capacity above approximately 0.5 MW) are typically grid-connected, HAWT technology 
and with rotor diameters of about 80 to 100 m. In this thesis, small-scale VAWT wind 
turbines are considered in urban environments, whereas the five locations suitable for 
installation of large wind turbines (HAVT) are analyzed in a rural environment. In remote 
locations, such as the rural development in Kansas, United States, that is analyzed in this 
study, stand-alone systems can be more cost-effective than extending a power line to the 
electricity grid. The cost of building a new transmission line can range from $US 15,000 
to $US 50,000 per mile (Wind Energy Foundation, 2016). The cost effectiveness of small-
scale wind turbines in many cases is second tier compared to large wind turbines. The main 
reasons are technological and some of them are discussed here (gearbox), while others are 
further addressed in Section 2.4.3. To conclude this paragraph on wind turbine technology, 
it is important to note that wind power is proportional to the wind speed cubed (Eq. (1-2)) 
and since urban environments are characterized with higher wind speeds than urban 
environments, wind energy in rural areas is overall more cost-effective than the urban wind 
energy projects. This study has confirmed the feasibility of rural wind power projects and 
current unfeasibility of wind power projects in cities. 
The set of three studies (Chapter II, Chapter III, and Chapter IV) performed for Toronto at 
one of its blocks (i.e., 2015 Pan American Games Athletes’ Village) spans over several 
orders of spatial scale magnitudes. The wind speed and occurrence trends have been 
investigated using the NCEP/NCAR reanalysis 1 data (Kalnay et al. 1996), which are given 
on a grid representative for the meso-α scales (200-2000 km). Then, a methodology is 
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proposed to zoom in from these regional scales (reanalysis data) to the level of wind flows 
around individual buildings in the downtown core (local scales). The transition from the 
largest scales to the smallest scales is achieved through the new approach described in 
Chapter II.  
In climatology and meteorology, this concept is known as downscaling; a procedure 
developed to take information known at large scales and use it to make predictions at local 
scales. The two main approaches to downscaling are dynamical and statistical (e.g. Fowler 
et al. 2007, Flint and Flint 2012, Rockel 2015, Mandal et al. 2016). Dynamical downscaling 
is defined as running high-resolution meteorological models on mesoscales, using lower-
resolution climate model output as boundary and initial conditions. These models use 
physical principles to reproduce local climates, hence the name dynamic downscaling. 
Statistical downscaling, on the other hand, relies on different statistical relationships 
between local micro-climate and large-scale climate. A combination of dynamical and 
statistical downscaling also exist (Mengelkamp et al. 1997). The approach applied to the 
Toronto case described in Chapter II falls into the one-way dynamic downscaling category. 
The proposed method has three major steps: (1) the input wind speeds obtained from the 
Canadian Wind Energy Atlas at three different heights and (far) upwind from the site of 
interest (2) evaluation of wind and turbulence intensity profiles (close) upwind from the 
site of interest using analytical relationships and surface roughness data, and (3) urban wind 
modelling using a computational fluid dynamics tool. The methodology relies on the so-
called one-way coupling in which larger scale information are projected to smaller scales 
(i.e. the Canadian Wind Energy data to local scales), but not vice versa. One-way coupling 
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is widely used in meteorological analysis and the differences between one-way and two-
way coupling are discussed elsewhere (Harris and Durran 2010). The developed 
methodology is described in detail in Chapter II. 
The reanalysis data used in this study (NCEP/NCAR reanalysis 1 dataset) represents the 
weather forecast model simulations of the past that include data assimilation of historical 
observations. That is, observations and a numerical model are combined objectively to 
generate a synthesized estimate of the recent weather and climate. To a limited extent, 
reanalysis data could be thought of as modified observations given on a rectangular grids. 
Reanalysis products are extensively used in climate research studies as well as in a number 
of commercial projects. Urban environments in reanalysis data are crudely represented 
using slab models in which urban environments are treated as surfaces with different 
roughness length, albedo and thermal characteristics compared to the surrounding regions. 
Complexity of three-dimensional urban geometry and multitude of meteorological 
processes typical for urban environments are neglected. Changing in urban development 
are therefore not accounted for accordingly. 
Chapter V presents an example in which wind sustainability concepts are considered 
together with wind resilience aspects. The analyzed rural development is called the Kansas 
Project, which is a unique development in the design stage and located in remote, rural area 
of Central South Kansas, United States (The Kansas Project 2015). The purpose of the 
studies conducted as part of this project is to address the question: how can design foster a 
more symbiotic relationship between sustainability and resilience aspects and between 
people and weather? One of the goals of the project will be to compel the dweller to safely 
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be able to see, hear, feel and experience the weather first-hand with clarity and intensity as 
never before while another goal is to find ways to harness wind in this rather harsh 
environment. Keeping in mind that the site is located at the global epicenter of extreme 
weather (i.e., “Tornado Alley”), the project will critically examine how to design a safe 
and resilient modern development (The Kansas Project 2015; see Figure 1-1). 
The project objectives listed in Figure 1-1 can be regarded as a sustainability checklist for 
a modern development. In order to convert this innovative idea to realization, a number of 
numerical and physical simulations have been applied to connect the weather of Tornado 
Alley with human sensory experience. In accordance with that, a comprehensive 
meteorological analysis has been conducted in order to determine the climatology of the 
site including a wind resource assessment study. These studies are of key importance for 
designing sustainable and resilient development such as the Kansas Project site. The 
numerical wind resource assessment study is performed at several spatial scales. It starts at 
meso-β scales (20-200 km), downscales to meso-γ scales (2-20 km) and goes further to the 
wind resource assessment for several discrete points (local scales of few meters). 
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Figure 1-1. Guiding objectives of the Kansas project. Source: The Kansas Project (2015). 
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Finally, Chapter VI presents a study primordially related to wind resilience aspects 
examining the meteorological and physical characteristics of one non-synoptic wind 
phenomena capable of creating extreme wind speeds – the phenomena of downburst. 
As discussed by Solari et al. (2015), it seems there is a gap and a lack of communication 
between meteorology and its related fields, on one side, and wind engineering as well as 
other branches of wind-related engineering, on the other side. This lack of interaction is 
particularly noticeable in the research areas concerning non-synoptic winds. Research 
presented in this study, once again, tends to be multidisciplinary and multi-scale and 
therefore aims at connecting large meteorological scales and local field measurements of a 
downburst that struck the shore of Livorno, Italy, on October 1, 2012. This downburst is 
selected for several reasons. First, this is one of the very few downbursts that were recorded 
in the Mediterranean region approaching the land from the sea and therefore which is a 
rather unique downburst event. While the overall downburst footprint in wind 
measurements is evident, the anemometer records of this event seem to differ in certain 
parts from the downburst measurements conducted in the inland parts of United States 
(Goldman and Sloss 1969, Charba 1974, Wakimoto 1982, Gast and Schroeder 2004, 
Holmes et al. 2008). Therefore, it is interesting to analyze these differences. Second, this 
downburst was not coupled with strong background surface winds in the atmosphere, 
which simplifies the description of this event. Third, the investigation of this downburst is 
of particular importance for the safety and resilience of Mediterranean ports and cities 
along the Mediterranean shore (Solari et al. 2012, De Gaetano et al. 2014, Solari et al. 
2015a). Thunderstorms in the Mediterranean (and Gulf of Genoa) are very frequent due to 
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large number of cyclones that form in that geographical region. Since downburst are 
closely related to thunderstorms, these severe wind events are relatively common in the 
western Mediterranean. 
All in all, this research presents a great mix of meteorology and wind engineering 
disciplines. In many cases, there is a gap between these two fields. In this thesis, an attempt 
is made to merge these two fields through the multiscale wind modelling approaches. Used 
data and applied methods cover a multitude of spatial and temporal scales. The applications 
are in the fields of sustainability and resilience. This relationship between multiscale wind 
modelling, on one hand, and sustainability and resilience, on the other hand, is investigated 
examining several specific case studies. In order to maximize the contributions to these 
fields, three different developments are considered: (1) urban, (2) rural and (3) coastal. 
In order to address these subjects, the thesis has five results chapters. The first four chapters 
containing results are related to wind sustainability and they cover two subjects: (1) urban 
sustainability and winds (the city of Toronto, Canada) and (2) rural sustainability and winds 
(a unique development in remote regions of Kansas, United States). The last result chapter 
in the thesis analyzes the phenomena of downburst. This part is related to the resilience of 
a coastal city in Italy. 
1.2 Urban wind sustainability – literature review 
This sub-chapter addresses the overall literature review pertinent to Chapter II, Chapter III 
and Chapter IV. Specific literature review sections are part of each of these Chapters 
(papers).  
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Sustainable urban development is a wide subject that includes economics, social, cultural, 
environmental, health, and political sciences among others (Girardet 2008, Leon-Garcia et 
al. 2016). This literature review is limited to wind-related studies in urban environments. 
The review will include studies on urban wind resource assessment, urban wind 
climatology, flow dynamics around building-like obstacles, as well as a few applications 
of weather forecasting in urban environments. Although this doctoral dissertation is 
focused around urban wind resource assessment and urban climatology, all of the above-
listed fields are of direct or indirect importance in urban wind sustainability. Furthermore, 
many recent studies are interdisciplinary and it is rather difficult to uniquely classify them 
under a single category.  
1.2.1 Dynamics and complexity of flows in urban environments 
Flows in urban environments have been historically investigated using field (in situ) 
measurements as well as multi-scale multi-disciplinary numerical modeling or physical, 
laboratory simulations. 
The first scientifically documented temperature measurements in urban environments are 
conducted in London by Luke Howard, back in 1818 (Howard 1833). Yet another 
pioneering endeavored on urban measurements dates back to 1918 and the work of Taylor 
(1918), who measured the temperature profiles on the Eiffel Tower, Paris, France, in order 
to compare heat diffusivity between urban and rural environments. In 1946, a first set of 
measurements of urban turbulence was carried out in Tokyo, Japan (Shiotani and 
Yamamoto 1949). The goal was to measure the stream-wise velocity and its fluctuations 
using hot-wire anemometers. Similar measurements were also carried out in Uppsala, 
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Sweden (Högström et al. 1982). Most of the studies from the 1950s to the 1970s 
investigated the mean properties of the urban boundary layer (Roth 2000). In the following 
years, the work has mainly been focused around the fluctuating components of wind 
velocity, urban turbulence, and the interaction between the atmosphere and surface (e.g. 
Davenport 1967, Sadeh et al. 1971, Raupach et al. 1980, Roth et al. 1989, Cheng and Castro 
2002, Rotach et al. 2005, Hicks et al. 2011). An extensive review of urban wind studies 
with particular emphasis on urban turbulence before 2000 can be found in Roth (2000).  
The overall conclusion is that cities strongly affect the upstream boundary layer and result 
in the development of urban boundary layer (Cermak et al. 2013). The influence is twofold: 
(1) an abrupt change in aerodynamic roughness and (2) emission of thermal heat. The 
portion of the urban boundary layer closest to the ground is known as the urban canopy 
layer. This layer exists between buildings and other obstacles inside urban environments. 
It directly depends on the geometry, shape and orientation of obstacles, and indirectly on 
the flow characteristics aloft. The layer is highly turbulent due to the flow separation from 
buildings and thermal convection. Boundary layer transition from open country to urban 
boundary layer is depicted in Figure 1-2. 
 15 
 
 
Figure 1-2. The urban boundary layer under neutral atmospheric stratification. Source: 
(Cermak et al. 2013). 
It can be seen that the inner part of the boundary layer is characterized by a logarithmic 
wind profile, whereas the outer part is best described using the power law. In meteorology, 
the inner boundary layer is typically defined as the layer in which the wind direction does 
not change with height. In most wind engineering studies, wind direction dependency on 
height is not considered and the vertical wind profile is portrayed assuming the constant 
wind direction. Different models of the mean wind speed profiles over urban-like 
environments have been analyzed in many studies (Cionco 1965, Garratt 1990, Macdonald 
2000, Sabatino et al. 2007, Xie et al. 2008, Zhang et al. 2016). In general, it has been found 
that an exponential wind profile inside the urban canopy layer is a good representation of 
the spatially averaged velocity profile in that layer. Similarly, the logarithmic profile is a 
good representation of the spatially averaged velocity profile in the roughness sublayer and 
above (Cheng and Castro 2002). Holmes (2007) argues that in strong wind conditions the 
logarithmic law is the most accurate representation of the wind profile in urban 
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environments. However, this profile is sometimes difficult to implement due to the 
mathematical limitation of logarithm function (not defined for negative numbers) and 
therefore the power law is often preferred by wind engineers to avoid some of these 
problems (Lateb et al. 2016). Holmes (2007) concludes that the power law is quite adequate 
for engineering purposes. A more detailed description of the vertical structure of the urban 
boundary layer is provided in Sections 2.1 and 2.4.1 of this document and for a 
comprehensive discussion on this subject, the reader is referred to Cermak et al. (2013).  
Most of these analytical models are developed assuming some kind of ideal form of urban 
environments (e.g. buildings represented as cubes, regular shapes, staggered, etc.). Urban 
environments are largely irregular. For that reason, in-situ measurements of urban 
boundary layer properties are of great importance. Some of the large full-scale 
measurement campaigns of urban boundary layer characteristics are, for instance, the 
Regional Air Pollution Study in St. Louis Missouri/Illinois Metropolitan area, United 
States, (Schiermeir 1978); METROMEX St. Louis, United States, (Auer Jr 1981); Roth 
and Oke (1995) in Vancouver, BC, Canada; URBAN 2000 and Joint URBAN 2000 in Salt 
Lake City, Utah, United States, (Allwine et al. 2002, Allwine et al. 2004); the UBL/CLU 
in Marseille, France (Mestayer et al. 2005); the BUBBLE in Basel City, Switzerland, 
(Rotach et al. 2005); 3D Wind in northern Indiana, United States, (Barthelmie et al. 2013); 
Wind and Ports project in several cities along the Mediterranean cost in Italy and France 
(Solari et al. 2012); and the 2015 Pan Am and Para-Pan Am Legacy Observational Data in 
Toronto, ON, Canada, (DMF 2016).  
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For example, the BUBBLE (The Basel UrBan Boundary Layer Experiment) was a year-
long experiment that used a variety of measurement techniques (sonic anemometers, 
sodars, lidars, tethered balloons, etc.) at several locations (urban, suburban and rural sites) 
to investigate the structure of the urban boundary layer. They found that the mean wind 
speed profile in the canopy layer (up to the average building height) is rather constant and 
not exponential as previously documented in theoretical studies. Their values are point 
measurements (i.e., at few specific locations in city), whereas the theoretical profiles refer 
to the spatially averaged profile. Interestingly, they detected the exponential profile in a 
small layer above the average building height. The highest drag coefficient is observed to 
be around the average building height and the drag coefficient for the flow perpendicular 
to the canyon is found to be two times larger than for the flow parallel to the canyon. The 
BUBBLE campaign is interesting since the measurements were conducted not only in 
highly urban environment, but suburban and rural areas too. In this thesis, urban and rural 
environments are analyzed and differences in the obtained results are later discussed in the 
concluding chapter.  
Computational studies have gained large popularity in the scientific community in the last 
several years (Richards and Hoxey 1993, Murakami 1997, Cermak et al. 2013, Rasouli et 
al. 2014a, Cai et al. 2014, Rasouli et al. 2014b, Aboshosha et al. 2015a, Abdi and 
Bitsuamlak 2016). Coceal et al. (2007) used highly computationally demanding direct 
numerical simulations (DNS) to analyze the turbulence statistics over regular arrays of 
building-like cubes. The spatial variability of the turbulence statistics are shown to be very 
significant in comparison with their spatial averages within the arrays. They also found that 
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the flow immediately behind a building is considerably more heterogeneous than elsewhere 
in the canopy. Xie et al. (2008) performed large-eddy simulation (LES) of flow over 
uniform, but staggered cubes and analyzed the mean and turbulent characteristics of the 
flow. They noticed that there is a pronounced difference between turbulence characteristics 
inside the canopy layer and immediately above it. Aboshosha et al. (2015a) developed a 
new and robust method for modelling the surface roughness combining surface gradient 
drag and canopy models. They showed that the model is effective at simulating the mean 
and fluctuating velocity profiles in urban environments. In a very recent study, Liu and Niu 
(2016) compared performances of Reynolds Averaged Navier-Stokes (RANS), LES and 
Detached Eddy Simulation (DES) against wind tunnel tests for a case of the wind flow 
around an isolated building. They showed that the modelled mean velocity profile on the 
windward side in all three cases was in good agreement with the physical experiments. 
However, LES and DES performed much better than RANS in the leeward regions of the 
building.  
1.2.2 Urban wind resource assessment 
Much of the recent research on urban wind resource has been performed in the United 
Kingdom (Peacock et al. 2008, Sharpe and Proven 2010, Millward-Hopkins et al. 2012, 
Weekes and Tomlin 2013). For example, Millward-Hopkins et al. (2013a) mapped the 
wind speed potential over four major cities in the United Kingdom, which is an improved 
version of their previous study (Millward-Hopkins et al. 2013b). They concluded that there 
is a large wind energy potential above Edinburgh, Leeds, Manchester and Nottingham that 
is currently not exploited. Adam et al. (2016) used the logarithmic profile to predict long-
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term average wind speed above Leeds, United Kingdom. Surface parameters are derived 
from high-resolution three-dimensional building data. They identified 51 sites with 
promising wind potential and showed that at least 75% of the sites showed a positive net 
pre present value (the difference between the present value of cash inflows and the present 
value of cash outflows). Emejeamara and Tomlin (2016) introduce a concept of excess 
energy content in gusty urban winds based on measurements from 8 urban and suburban 
sites. They used the method to map turbulence intensities and the total kinetic energy 
available at different heights above Leeds.  
In other parts of the world, Mithraratne (2009) evaluated the roof-top wind energy potential 
of urban houses in New Zealand. Their results show that the potential of wind farms in 
New Zealand using large turbines is more than 7 times the generating potential of roof-top 
turbines mounted on urban houses. However, they noticed that the roof-top turbines have 
a large potential to reduce the energy and carbon footprint of New Zealand electricity. A 
similar analysis in Singapore has been performed by Karthikeya et al. (2016). Walker 
(2011) made a review of several methods used for urban wind resource assessment and 
assessed their performances against full-scale measurements in urban Göteborg, Sweden, 
(Eliasson et al. 2006). Her findings are mostly negative as she noticed that methods which 
rely on simple extrapolation from existing large-scale datasets (e.g. Millward-Hopkins et 
al. (2013a)) are inaccurate. Furthermore, she reported low capacity factors for urban sites 
and highlighted the importance of accurate power curves of small urban turbines; a subject 
that has gained large research interest for large scale units, but has not been deeply 
investigated for urban wind turbines. Using a CFD tool developed particularly for urban 
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wind resource assessment (UrbaWind software) and measure-correlate-predict (MCP) 
methodology, Kalmikov et al. (2010) analyzed the available wind resources for the 
Massachusetts Institute of Technology (MIT) campus. Estimated power densities at 20 m 
above ground for two sites on campus were under-predicted compared to the 
measurements. Simões and Estanqueiro (2016) performed wind resource assessment for an 
urban environment proposing a novel concept of urban digital terrain model. In essence, 
the model treats buildings as orography, hence the name urban digital terrain model. They 
tested the method for Estoril and São Domingos, Portugal, and found that the maximum 
discrepancy between their CFD simulations of wind power density and measurements is 
below 20%. A CFD model is combined with the Wind Atlas Analysis and Application 
Program (WAsP) in order to evaluate the available wind potential above a warehouse in an 
urban area of Port-Kennedy, Australia (Tabrizi et al. 2014). The WAsP is used to supply 
the inlet conditions for CFD. It is important to note here that due to the flow separation 
from buildings and other nonlinear flow phenomena, linear models (such as WAsP) cannot 
be used for accurate urban wind simulations (such as it was used in Alcoforado et al. 2009). 
A review discussion on urban wind resource assessment and related topics such as several 
proposed concepts for urban wind turbines can be found in Ishugah et al. (2014). 
A possibility of coupling numerical weather prediction models with CFD in order to 
evaluate wind potential in urban environments was investigated by Zajaczkowski et al. 
(2011). It is difficult to evaluate the precision of their findings as they only made a 
comparison between the results obtained using coupled models against the mesoscale 
model. However, it can be said that such methodology is not dependent on the availability 
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of local wind measurements and could easily be applied to any urban site around the world. 
The integration of Weather Research and Forecasting (WRF) model into urban 
environments is discussed in Chen et al. (2011). They integrated three urban models of 
different degrees of sophistication into WRF and tested their performance. Chen and his 
colleagues pointed out that one of the main goals of such a multiscale modelling approach 
is to analyze emerging environmental challenges in urban areas. Solazzo et al. (2010) 
coupled WRF with the urban model of Sabatino et al. (2007), in which the buildings are 
not explicitly modelled but implicitly introduced as a source of drag on airflow (the model 
is previously discussed in Section 1.2.1), to investigate the spatially averaged flow 
characteristics and heat island over Lisbon, Portugal. Their nested simulations were 
computationally efficient and provided fairly accurate wind and temperature profiles. An 
interesting approach to model urban areas is proposed by Lundquist et al. (2012). They 
implemented the immersed boundary algorithm into WRF model and compared their 
simulations with observations from the Joint URBAN campaign (Allwine et al. 2004; see 
Section 1.2.1). It is important to mention that they ran WRF in LES mode with one-way 
nesting in order to provide fully-developed inflow turbulence for the LES domain. The 
nested Oklahoma City domain had a horizontal resolution of 2 m and a time step of 1 60⁄  
s. Unfortunately, WRF currently does not allow nesting in vertical direction, but the 
vertical resolution in the parent domain in their simulations was very high (1 m in the first 
10 m and 3 m above 150 m above ground). Tewari et al. (2010) also investigated the 
possibility of coupling WRF and CFD to analyze transport of pollutants in Salt Lake City, 
Utah, United States. They validated their analysis against the URBAN 2000 measurements 
(see Section 1.2.1) and found quantifiably good agreement.  
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A novel approach for the investigation of urban winds is proposed by Romanic and Hangan 
(2015). Instead of coupling the mesoscale and CFD models, the mesoscale models could 
be coupled with physical simulators. A 3D physical model of an urban environment can be 
placed inside the new generation of large multi-fan wind tunnels or 3D and time-dependent 
testing chambers such as the Wind Engineering, Energy and Environment (WindEEE) 
Dome (Hangan 2010) at Western University. Then, the incidence wind and turbulence 
profiles (i.e., profiles at the edge of the urban environment) determined from mesoscale 
modelling can be physically modeled as inflow conditions. The advantage of the physical 
micro-scale modeling resides in their demonstrated capacity to simulate a large spectra of 
flow scales from the top of the urban layer to the level of the detailed flow patterns around 
buildings and structure. For instance, for wind engineering problems the physical (wind 
tunnel) simulators are preferred as they can model peak values of both flow and surface 
pressures which are essential for determining design loads. Furthermore, wind energy, 
pollution dispersion, pedestrian comfort and any other urban wind environment studies also 
benefit from the same capacity of reproducing a large spectra of scales. Similar coupling 
methodology has recently been proposed for the simulation of downbursts (Romanic et al. 
2016; see Section 1.3). 
Most certainly, the capacity of todays’ supercomputers open new possibilities in 
performing a complete set of multiscale simulations from mesoscale (or even global scales) 
to the level of buildings in a short period of time. Today, there are many supercomputers 
installed in all large weather research centers (e.g. NOAA’s Weather and Climate 
Operational Supercomputing System running on 3748 nodes with 84512 cores and 8.124 
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PB of storage (NCEP 2016)), as well as on university networks (e.g. SHARCNET: 
https://www.sharcnet.ca). The result of combining mesoscale and microscale simulations 
is the capacity of providing wind and other meteorological fields at the micro-level of 
buildings and their components in hours. This advancement opens the possibility of 
adaptation of cities both from a sustainability and resilience perspective. 
1.2.3 Urban climatology 
Although urban climatology in general terms and urban weather forecasting are not the 
main focus of this research, these topics are quintessential from the urban sustainability 
and resilience points of view and therefore they deserve a brief review in this dissertation.  
A recent review of urban climatology studies can be found in Mills (2014). According to 
Mills (2014), approaches to study urban climate can be chronologically categorized into 6 
groups (Figure 1-3).  
 
Figure 1-3. Timeline of phases characterized with different approaches to study urban 
climate; after Mills (2014).  
Measurements of basic meteorological variables (e.g. temperature, wind, humidity) and 
their traditional interpretation had been the main approach used to represent urban climate 
in the period before the 1960s (see also Section 1.2.1). In the following approximately 10 
years (1960-1970), there was a shift toward measurements of fluxes such as radiation, 
sensible and latent heat exchanges. Statistical methods were used to analyze and present 
1900-1960
1960-1970
1970-1980
1980-1990
1990-2000
2000-onwards
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data. Application of conventional micrometeorological theories to urban climates, such as 
the Monin-Obukhov similarity theory (Monin and Obukhov 1954), as well as use of energy 
budget concept is introduced in the period 1970-1980. This era is also important because 
of the first use of computer modelling techniques in urban studies. In the period 1980-1990, 
experimental studies of common urban features such as idealized urban canyons gained 
popularity. This decade is the time period when the wind tunnel scaled-physical models 
were used to investigate wind flows in urban environments. For example, Wind Tunnel II 
of the Boundary Layer Wind Tunnel Laboratory (BLWTL) at Western University 
(formerly the University of Western Ontario) was constructed in 1984 and used in a number 
of research and commercial projects. The last decade of the 20th century is the period when 
the real urban forms started to be tested in both computer models and wind tunnels. This 
period also saw a significant increase in the number of published research papers. After 
2000, mesoscale numerical weather prediction models (e.g. WRF) are coupled with urban 
microscale models in order to investigate urban climatology at different scales. The 
emphasis is put on real urban areas and new observing technologies and techniques (e.g. 
Grimmond et al. 2010, Krayenhoff and Voogt 2010, Chen et al. 2012). This is also the time 
period when some of the new-generation of modern wind simulators were built with the 
goal to examine urban climate (e.g. WindEEE Dome, “Wall of Wind” at the Florida 
International University, etc.). The subject of urban climatology including a number of 
individual case studies and the background theory can be found in Hutchison (2010) and 
Ng and Ren (2015). 
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1.3 Urban resilience and downbursts – literature review 
Downbursts are vigorous downdrafts of cold air originating from thunderstorms which 
upon reaching the ground create high-intensity diverging winds. A schematic drawing of 
an idealized downburst is depicted in Figure 1-4. Downbursts can come in various sizes, 
including very intense small ones called microbursts. Damaging winds in microbursts 
extend up to approximately 4 km in horizontal direction. Individual microbursts are a short-
lived phenomenon, with a typical duration of less than 20 minutes.  
 
Figure 1-4. Schematic of a cross-section of a downburst. Source: Modified by the Federal 
Aviation Administration (ed. D. C. Beaudette) after Fujita (1985). 
Microbursts are typically associated with very strong thunderstorms, i.e., cumulonimbus 
clouds. Wet microbursts occur in the portion of a thunderstorm containing the heaviest rain 
(Atkins and Wakimoto 1991). Dry microbursts, on the other hand, are not coupled with 
precipitation, they typically occur in high plains and desert areas, and are not necessarily 
produced in thunderstorms (Wakimoto 1985). Note that virga (Figure 1-4) is precipitation 
that evaporates before reaching the ground. Dry downbursts can appear together with virga. 
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Microbursts are dangerous because of their high intensities and difficulty in predicting 
them. The downdraft of a microburst is typically concentrated in an area of less than 1.5 
km in diameter. Localized horizontal outbursts sometimes exceed 75 m s-1. According to 
Wakimoto (1982), a downburst evolves through four main stages: (1) formative, (2) early 
mature, (3) late mature and (4) dissipative. 
From a historical perspective, downbursts were first investigated after several commercial 
air plane crashes in the 1970s (Fujita 1976, Fujita 1981, Fujita 1985). Since then, the 
investigation of downbursts has been carried out through field measurements (e.g. 
Hjelmfelt 1988, Kareem and Fujita 1990, Solari et al. 2012, Gunter and Schroeder 2015), 
numerical simulations (e.g. Knupp 1989, Kim and Hangan 2007, Anabor et al. 2011, Orf 
et al. 2012, Sim et al. 2016) and wind tunnel experiments (e.g. Letchford et al. 2002, Xu 
and Hangan 2008). Analytical models of downbursts have also been developed (e.g. 
Oseguera and Bowles 1988, Vicroy 1991, Holmes and Oliver 2000). Although much 
progress has been made in understanding downbursts since the 1970s, there are still many 
aspects of the phenomena which are unknown at the present. Compared to the number of 
articles addressing other severe weather events associated with thunderstorm clouds, the 
body of literature on downbursts is most scarce. For example, in August of 2016, Google 
Scholar lists more than 300,000 articles on the subject of tornados, beyond 900,000 studies 
on lightning, and only 6,150 papers on downbursts. For sure, downbursts are not about 50 
times less frequent or important than tornadoes, as literature might suggest. On the 
contrary, downbursts are more common than tornados. This discrepancy is most likely 
caused by the fact that tornadoes and lightning are easier to visually observe, when 
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compared to downbursts which are usually “camouflaged” behind the storm front and do 
not have a pronounced visual appearance (at least to an untrained eye). Recall that 
downbursts were not even known as a meteorological phenomenon until the 1970s. 
There are not many studies addressing the specific subject of urban resilience and 
downburst winds. For that reason, certain characteristics of downbursts which might be of 
importance for urban resilience will be discussed in this section. A brief historical 
retrospective of downburst-related research led by Prof. Theodore Fujita and the main 
feature of this non-synoptic phenomenon are given in Section 1.1. Urban resilience 
incorporates atmospheric science, engineering and socio and economic aspects. 
Meteorological and engineering studies on urban resilience will be reviewed herein.  
Full-scale measurement campaigns of downburst winds in urban environments, such as the 
European project “Wind and Ports” (Solari et al. 2012), contributed largely to the 
understanding of potential effects of downbursts in urban areas. Keeping in mind that this 
measurement campaign is still on-going and the dataset of anemometric measurements is 
growing, many studies in the future will use these data to investigate downburst winds. 
Wind-excited response of structures are of particular importance for urban resilience. 
Recently, Solari et al. (2015b) and Solari (2016) developed a response spectrum technique 
to calculate the downburst-excited response of structures. A summary of the procedure is 
as follows. Firstly, the wind velocity of downburst record is decomposed into the sum of a 
slowly-varying mean part and a remaining fluctuation. The fluctuation represents a non-
stationary random process. Secondly, the fluctuation is decomposed into slowly varying 
standard deviation and a reduced turbulence component, which is represented as a rapidly 
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varying stationary Gaussian random process with a zero mean and a standard deviation of 
one. Solari et al. (2015b) demonstrated that downburst duration, turbulence intensity of 
surface winds, the power spectral density, and the integral length scale are relevant 
characteristics of downburst winds to the loading of structures.  
There are few detailed full-scale observations of downburst winds (e.g. Holmes et al. 2008, 
Gunter and Schroeder 2015) reported wind profile measurements from three downbursts 
obtained using a novel dual-Doppler wind profile technique. A large complexity of outflow 
structure was noted. Namely, they observed large variations between outflows of different 
events. The differences are probably due to the highly transient nature of the phenomena, 
which makes it difficult to compare the outflows in the same development stage of the 
storm.  
When it comes to numerical modelling of downbursts, three conceptually different 
numerical approaches are used in literature. First, cloud models use the set of dynamics 
and thermodynamics equations to resolve flow dynamics and microphysical processes 
within and outside the parent cloud (e.g. Knupp 1989, Proctor and Bowles 1992, Straka 
and Anderson 1993, Orf et al. 2012). Using this approach, Knupp (1989) demonstrated that 
commencement of the downdraft in the cloud is associated with the precipitation initiation 
and the advection. The environmental wind shear also plays an important role. Orf et al. 
(2012) showed that wind gusts in the starburst near the surface are short lived and as such, 
not likely to be captured by meteorological radars. However, the exact physical processes 
behind these pronounced wind speed fluctuations are still unknown. Although these models 
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are the closest representation of real downburst, they are computationally expensive, have 
limited resolution near the surface, and thus unaffordable for many practical applications.  
Sub-cloud models represent the second approach for the numerical investigation of 
downbursts. These models initiate the downburst as a negatively buoyant downdraft 
without explicitly modeling the parent cloud (e.g. Orf and Anderson 1999, Mason et al. 
2009, Anabor et al. 2011). Instead of simulating many complex physical processes inside 
the cloud, the sub-cloud models typically use some kind of analytical function to represent 
the spatial and time characteristics of the negatively buoyant downburst source. This 
numerical approach significantly reduces the computational time in comparison to the 
cloud models since a large number of thermodynamic processes and the highly turbulent 
cloud environment are not modeled. Using this approach, Mason et al. (2010) investigated 
the influence of topography on the starburst winds and Orf et al. (1996) and Orf and 
Anderson (1999) analyzed the colliding and traveling downbursts, respectively. It has been 
noticed that due to inability to properly scale Froude number (Zhang et al. 2013, Orf et al. 
2014), the results obtained using cloud and sub-cloud models are difficult to physically 
reproduce in test chambers (Alahyari and Longmire 1994). This issue might be resolved in 
the new generation of wind testing chambers, such as WindEEE Dome at Western 
University where downbursts can be physically generated at the sales of about 1:200. 
The third class of models are the impinging jet downburst models (e.g. Nicholls et al. 1993, 
Letchford and Chay 2002, Kim and Hangan 2007, Aboshosha et al. 2015b, Sim et al. 2016). 
This concept was originally proposed by Fujita (1985). The downdraft in impinging jet 
models is initiated as a circular jet flowing downwards from a cylinder placed at some 
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height above the ground. Kim and Hangan (2007) noticed that the maximum velocities are 
found in a zone that is less than 0.05 jet diameters from the surface immediately after the 
touchdown of the main ring-vortex. They related their numerical results to wind loading 
on structures which is of particular importance for urban resilience. A comparison of 
impinging jet methods using k-ε, k-ω and LES turbulence models and their performance 
against physical experiments are investigated by Sengupta and Sarkar (2008). They 
concluded that LES and realizable k-ε models provided the best match with experimental 
data. Aboshosha et al. (2015b) used LES to study turbulent characteristics of downburst 
winds above several land covers synthetically generated using the method of fractal 
surfaces (Aboshosha et al. 2015a). They found that vertical length scales are smaller than 
the circumferential length scales (which are 9 times the jet diameter), whereas the radial 
length scales are similar to the jet diameter. Turbulent characteristics of downburst winds 
are of particular importance for urban resilience and wind loading. According to full-scale 
measurements by Gunter and Schroeder (2015), the mean outflow profiles seem to go 
through a transition from being uniform to an impinging jet shape over the course of 1 
minute.  
A new approach for coupling an analytical model of downburst winds with a physical 
simulator capable of reproducing non-synoptic winds has recently been proposed by 
Romanic et al. (2016a). The main application of the methodology is the improvement of 
resilience of cities to sustain severe winds. A modified version of an analytical model of 
downburst winds is considered. The physical simulator considered in their study is the 
WindEEE Dome at Western University. In the first step, an existing analytical model (Chay 
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et al. 2006) is adapted to reconstruct a downburst event and the main flow parameters are 
obtained (e.g. jet diameter, maximum radial velocity, the height of the maximum radial 
velocity and its distance from the jet center). In the second step, these parameters are used 
to set up the physical simulations of downburst in WindEEE Dome. Lastly, the scaled 
model of an urban environment can be placed inside the testing chamber and the downburst 
effects on the urban environment can be evaluated. Several applications of the proposed 
coupled method can be envisaged. The methodology can be used to investigate and provide 
improvements to the resistance of cities, city blocks and individual buildings and structures 
to severe thunderstorm winds. It could be used to investigate the propagation of surface 
downburst winds over various roughness of the underlying urban surfaces and therefore 
help define and improve numerical parametrization of surface thunderstorm wind fields.  
1.4 Objectives and motivations 
This thesis is an attempt to tackle some of the knowledge gaps related to wind sustainability 
and wind resilience. Most of these gaps are either at the interface between scales of motion 
or at the interface between traditional disciplines of atmospheric science and wind 
engineering. Therefore the thesis attempts to address from a multi-scale perspective aspects 
related to urban sustainability (Chapter II to Chapter IV), new non-urban development 
mixed sustainability and resilience aspects (Chapter V) as well as coastal-urban resilience 
aspects related to storm events (Chapter VI).  
Cities are growing in size in all parts of the world. Percentage of urban dwellers is high in 
economically developed countries (80-90%), whereas the urbanization process is currently 
pronounced in the developing countries where people are increasingly migrating from rural 
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areas into cities. The main motivation for this study is to conduct research that will 
contribute to urban sustainability and resilience. Being home for more than 50% of people, 
modern cities must strive to be more sustainable and resilient, especially in the framework 
of the on-going climate change. Sustainability and resilience are interdisciplinary fields. 
Meteorological analyses in this study are multiscale, spanning from the regional and 
mesoscales to the local scales. They rely on field measurements from weather stations and 
high-precision measurement masts, mesoscale meteorological simulations as well as 
reanalysis data. Even astrophysical measurements of solar activity (i.e., sunspots) are 
included retrieved and used. Engineering analysis relates mostly to the surface layer both 
in terms of resilience (wind engineering) and sustainability (wind energy) and relies on a 
different set of micro-scale simulations (CFD and WAsP), analytical models or physical 
simulations (wind tunnels) correlated with surface measurements such as meteorological 
towers and anemometers. A great motivation for this study was also to present high-quality 
research based on variety of input data. Moreover, the research is conducted using a variety 
of computational tools (e.g. CFD, WAsP, analytical models). 
This thesis research work has also practical applications for sectors such as urban planning, 
wind energy, air quality, pedestrian comfort, sea transportation, to mention few. The 
imminent applications of this research are presented in Chapter II and Chapter V. The 
results can be used to assess sustainability of analyzed urban developments. Furthermore, 
there was a high motivation to conduct this research in such a way that can be directly 
implemented into commercial projects such as the Kansas Project (Chapter V). Distinct 
practical applications are discussed in the other three result chapters of this thesis. 
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Pioneering work on urban wind resource assessment in changing climate and a possible 
link between winds at regional scales and solar activity are expected to be further 
investigated by many researchers in these fields. The examination of downburst data 
collected in several Mediterranean cities (“Wind and Ports” project (Solari et al. 2012)) 
will continue in the future and the methodology for their analysis is presented in Chapter 
VI. 
The specific objectives of this study are:  
 Sustainability 
o To develop a new methodology for urban wind modelling combining wind 
atlas data and a CFD tool. 
o To analyze long-term trends of urban winds using globally available 
reanalysis data. 
o To develop the first methodology for urban wind modelling under changing 
climate. 
o To design a research framework and conduct a wind sustainability study of 
a modern self-sustainable development in a remote area. 
 Resilience 
o To combine wind engineering practice and meteorological analysis in order 
to investigate the spatiotemporal characteristics of a severe downburst 
event. 
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1.5 Organization of the thesis 
This thesis is written in the “integrated article” format as specified by the Faculty of 
Graduate Studies at Western University.  
Chapter I provides a general introduction to the subject of wind sustainability and 
resilience. Comprehensive literature review on studies covering a wide range of 
sustainability- and resilience- related topics is given in Sections 1.2 and 1.3, respectively. 
These sections highlight the current progress in the wind sustainability and resilience 
topics. The introductory section also contains the main objectives and motivation for 
conducting this research. Chapter II presents a wind sustainability analysis of an urban 
block in downtown Toronto. The main features of urban boundary layer (e.g. flow 
separation, channeling effects) are also discussed. Chapter III contains detailed wind 
climatology of Toronto calculated based on a reanalysis dataset. Building up on the results 
from the previous two chapters, Chapter IV investigates the urban wind flows above 
Toronto in a changing climate. Chapter V is a wind sustainability analysis of a modern 
development situated in “Tornado Alley” (Central South Kansas, United States). Wind 
climatology and wind resource assessment studies are performed on the measurements 
obtained from the nearby automated weather station. Chapter VI describes the 
meteorological characteristics at different scales of a downburst event that struck Livorno, 
Italy, on October 1, 2012. Furthermore, the same chapter provides the main transient wind 
statistics of this downburst event that are of importance for wind-excited response of 
structures. This chapter, therefore, addresses the subject of wind resilience. At the end, 
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conclusions, contributions and recommendations for future research are provided in 
Chapter VII  
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Chapter II  
 
2 Wind resource assessment in complex urban environment 
2.1 Introduction 
The urban community is a quintessential cell of the future society. Accommodating about 
50% of the world’s population, cities consume more than 65% of the world’s energy and 
produce more than 60% of the total greenhouse gas emissions (Munich Re 2004). 
According to the World Demographics Profile 2013 report (Index Mundi 2013), 50.5% of 
the global population lived in cities. The percentage is even higher for the North American 
countries, where more than 80% of their population in 2010 inhabited urban areas. 
Moreover, the urbanization is only set to increase. In the context of climate and economic 
changes and new demographics, sustainable urbanization is one of the present and future 
global challenges that need to be addressed by adopting specific and innovative renewable 
energy solutions. The aim is to create future “Smart Cities” sustained by new forms of 
renewable energy: wind, solar, and geothermal. While solar and geothermal have gained 
some building and urban implementation grounds during the last years, wind energy 
production in urban environment seems to be termed as economically not viable given its 
intermittent availability and the lack of urban-specific wind devices capable to extract it.  
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City blocks generate complex and turbulent wind fields due to a large spatial heterogeneity 
of the urban morphology. The mean flow profiles, unsteadiness of the flow as well as the 
turbulence characteristics in urban environments have all been investigated in many wind 
tunnel experiments (e.g. Raupach et al. 1980, Cheng and Castro 2002), numerical 
simulations (e.g. Kanda et al. 2004, Xie et al. 2008), and full scale measurements (e.g. 
Allwine et al. 2004, Rotach et al. 2005). The research conducted so far indicates that the 
urban boundary layer (UBL) can be divided into several sub-layers (Oke 1988), as 
schematically indicated in Figure 2-1. The first layer from the top of the UBL is the mixed 
layer (ML). The lower base of this layer is at about 10% of the height of the UBL. 
Turbulence characteristics in ML are not directly influenced by the surface roughness, but 
turbulence is rather generated by the convective air motions (e.g. Rayleigh – Taylor 
instability). The near-surface layer can be subdivided into three sublayers, each with 
different flow and turbulence characteristics. At the top of the near-surface layer is the 
inertial sublayer (ISL, or constant – flux layer). In this layer, the mean velocity profiles, 
𝑈(𝑧), tend to follow the semi-logarithmic law (log law) and the Monin-Obukhov theory 
applies, i.e.:  
 𝑈(𝑧) =  
𝑢∗
𝑘
ln (
𝑧−𝑑
𝑧0
+  Ψ(𝑧, 𝑧0, 𝐿)), (2-1) 
where 𝑢∗ is the friction velocity, 𝑑 is the displacement height, 𝑧0 is the roughness height, 
𝑘 is the von Kármán constant, and Ψ(𝑧, 𝑧0, 𝐿) is a stability term that depends on height (𝑧), 
𝑧0 and the Monin-Obukhov stability parameter 𝐿. Under neutral atmospheric conditions 
(which are assumed throughout this paper), 𝐿 → ∞, hence resulting in Ψ(𝑧, 𝑧0, 𝐿) being 
equal to zero.  
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A common issue associated with the application of Eq. (2-1) in urban environments is how 
to determine the surface parameters (𝑢∗, 𝑧0, and 𝑑). This is not an easy task. Cheng and 
Castro (2002) showed that the most accurate method is to estimate 𝑢∗ from drag 
measurements and then to use Eq. (2-1) to calculate 𝑑 and  𝑧0. However, the drag 
measurements are usually not readily available, and thus the surface parameters are often 
determined using the geometrical (morphological) characteristics of the surface 
(Macdonald et al. 1998).  
The layer below the ISL is commonly known as the roughness sublayer (RSL, see Figure 
2-1). The upper boundary of the RSL is still a matter of debate in the scientific community 
(Tennekes 1973, Garratt 1978, Raupach et al. 1980, Garratt 1980). This layer is particularly 
important in urban wind resource assessment studies because most of wind turbines 
mounted on the rooftops would be located within it. The RSL is a highly turbulent region. 
Christen et al. (2007) showed that turbulence at roof heights is characterized by fairly small 
length scales, but with the increase of distance from the roof (in any direction – up or 
down), the length scales increase. Although the spatial variations of turbulent fluxes are a 
function of 𝑧, 𝑧0, 𝐿, lateral wind fluctuations, and time (Schmid et al. 1991), Cheng and 
Castro (2002) and Millward-Hopkins et al. (2012) demonstrated in their studies that if 𝑢∗ 
is known and accurate, then the spatially averaged mean velocity profiles can be fairly well 
described by a single log law simultaneously applied for both RSL and ISL.  
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Figure 2-1. Sketch of the urban boundary layer structure: a) the mesoscale perspective, b) 
the near-surface layer. Modified after Oke (1988) and Rotach (1993). The geometry is a 
side cross-section of some of the buildings in the Pan American Games Athletes’ Village 
block. 
The lowest layer within the UBL is called the urban canopy layer (UCL, see Figure 2-1). 
This layer extends approximately up to approximately the mean building height (𝐻). The 
morphological properties of the urban surface determine the flow characteristics inside the 
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UCL. Flows in this region are very complex. Conducting wind tunnel measurements on a 
simple array of obstacles, Cionco (1965, 1972) and Macdonald (2000) derived an equation 
for the wind profile inside the UCL, viz.  
 𝑈(𝑧) = 𝑈𝐻𝑒
𝑎(
𝑧
𝐻−1). (2-2) 
In the above equation, 𝑈𝐻 is the mean wind speed at height 𝐻, as given by the log law (Eq. 
(2-1)), and 𝑎 is a constant that depends on building geometry. For an array of cubes, 𝑎 ≈
9.6𝜆𝑓, where 𝜆𝑓 is the frontal area index defined as:  
 𝜆𝑓 =
𝐴𝑓
𝐴𝑑
, (2-3) 
where 𝐴𝑓 is the frontal area of each obstacle exposed to the wind and 𝐴𝑑 is the total area 
divided by the number of obstacles.  
The complex structure of the UBL makes the wind resource assessment in urban 
environments very challenging. The most detailed way to assess the wind potential in cities 
is to perform long-term (several years long) measurement campaigns at the proposed 
location for the wind turbine(s) installations. The obvious drawbacks of this method are 
related to the complexity and the length of such campaigns. A popular option with the 
industry is to use a commercial software (e.g. WAsP, GH WindFarmer, WindSim) and 
wind resource assessment tools (μ-wind modeling (Bahaj et al. 2007), RETScreen, AWS 
Truepower, etc.). However, most of these software are developed and designed for the 
wind resource assessment in rural areas with smooth to mild complexity of the surface. 
Due to the non-linearity of the flows in cities, these methodologies are therefore not 
suitable for urban wind resource assessment. Millward-Hopkins et al. (2012) showed that 
if a simple wind resource assessment tool is used for wind resource assessment in urban 
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environments, the uncertainties in the estimated wind resources are around 30%. An 
interesting option is to use wind atlas data to calculate the local wind speed at rooftop 
height (Mertens 2003, Heath et al. 2007). The edge of the urban area was treated as an 
abrupt change in the surface roughness in these studies. Mertens (2003) detected a region 
of accelerated flow with large vertical angles close to the leading edge of an isolated 
building. However, he noticed that the accelerated flow region is more attenuated if the 
building is located within urban areas. On the other hand, Heath et al. concluded that the 
accelerated region does not exist if the building is located in suburban areas. Millward-
Hopkins et al. (2012) used numerical data by Xie et al. (2008) and wind tunnel data by 
Cheng and Castro (2002) to analyze the rooftop mean flow characteristics of an idealized 
urban environment made out of cubes with heterogeneous and uniform heights. They found 
that the accelerated region (Mertens 2003, Heath et al. 2007) is up to about 20% of the 
mean height of the blocks, and the region increases moving away downstream from the 
leading edge. Sunderland et al. (2013) used measurement from several sites located close 
to Dublin, Ireland to perform urban wind resource assessment study. Similar to Cheng and 
Castro (2002) and Millward-Hopkins et al. (2012), Sunderland et al. (2013) also concluded 
that the log law is suitable for characterization of the mean velocity profiles in urban 
environments under the assumption that the surface parameters are known and accurate.  
The objective of the present work is to define a new resource assessment methodology for 
wind energy implementation in urban environments. Computational Fluid Dynamics 
(CFD) is used for the first time as microscale simulation in conjunction with the Canadian 
Wind Energy Atlas (Environment Canada 2003) to produce detailed wind energy 
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assessment at the individual building level in the city of Toronto, Canada. The energy 
consumption of individual buildings is compared with maximum harvestable wind energy 
in the area. The actual energy production using generic wind turbines is estimated and the 
need of new wind turbines adapted to urban environment is discussed. 
2.2 Inflow urban boundary layer 
2.2.1 Site 
The wind assessment study is performed on a city block covering approximately 14 
hectares of land in the south of the city of Toronto, ON, Canada. The area is planned to 
serve as the 2015 Pan American Games Athletes’ Village (PanAm Village, Figure 2-2).  
 
Figure 2-2. a) The 2015 Pan American Games Athletes’ Village site location in Toronto, 
Canada (Google Earth® maps) b) A closer 3D view of the development blocks (source: 
(Urban Design Associates 2006)). The wind resource assessment study is performed for 
blocks 1, 8, 19, 20, 21 and 22. 
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The PanAm Village will contain 22 building blocks positioned along the existing streets. 
Blocks selected for the sustainability analysis in this study are marked in Figure 2-2. The 
main reasons for selecting these six blocks are: i) they have the highest wind energy 
potential (as demonstrated in Section 2.4.2), and ii) they will contain both commercial and 
residential building types, which presents an interesting combination from the resource 
planning point of view. The total areas of commercial and residential buildings for each of 
the selected blocks are given in Table 2-1.  
Table 2-1. Areas of residential and commercial buildings for each of the selected blocks. 
Source: (Urban Design Associates 2006).  
Block number 
Area of the 
block (acres) 
Residential 
area (m2) 
Non-residential 
area (m2) 
Total area (m2) 
1 2.01 47,200 3,280 50,480 
8 4.20 60,000 5,000 65,000 
19 0.46 10,400 0 10,400 
20 1.18 31,380 0 31,380 
21 1.98 10,500 1,430 11,930 
22 2.34 38,800 1,600 40,400 
2.2.2 Mean wind and turbulence intensity profiles 
Annual wind data for the site location are obtained from the Canadian Wind Energy Atlas 
(Environment Canada 2003). The atlas was created following the statistical-dynamical 
downscaling methodology (Frey-Buness et al. 1995). In short, the method is based on 
mesoscale numerical modelling and an appropriate post-processing of the results. Table 
2-2 shows the simulated wind conditions at a height of 80 m above ground level at the 
PanAm Village location (LAT: 43°39’06.82” N; LON: 79°21’26.63” W). The mean wind 
speed, power density and wind speed probability distribution function (PDF) are provided 
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seasonally and annually. As expected, the wind speeds are highest in winter and lowest in 
summer. The wind speed PDF is expressed by the following relation: 
 𝑝(𝑈) = (
𝑘
𝐴
) (
𝑈
𝐴
)
𝑘−1
𝑒−(
𝑈
𝐴)
𝑘
, (2-4) 
where 𝑈 is the mean wind speed, 𝑘 and 𝐴 are the Weibull shape and scale parameters, 
respectively. Figure 2-3a is a histogram of the annual average wind speeds while the annual 
average wind rose is depicted in Figure 2-3b. The present study is based on the annual 
average wind data. Figure 2-3b suggests that the winds blowing in from southwest (heading 
of 240° and coming in from Lake Ontario) have the highest probability of occurrence. 
Interesting to note is that the winds coming in from east (90°) have a similar percentage of 
occurrence as the northwest winds (coming in from 330° and 300°). The numerical 
simulations as well as the wind resource assessment for PanAm Village are performed for 
winds coming in from 240° and 90° directions. 
Table 2-2. Wind data at a height of 80 m at the PanAm Village location. Source: 
(Environment Canada 2003). 
Period 
Mean wind speed 
(m s-1) 
Power density 
(W m-2) 
Weibull 
shape 
parameter 
Weibull scale 
parameter(m s-1) 
Annual 5.45 169.88 1.83 6.13 
Winter 
(DJF) 
6.41 248.25 2.02 7.23 
Spring 
(MAM) 
5.47 167.38 1.88 6.16 
Summer 
(JJA) 
4.34 78.69 1.98 4.89 
Fall (SON) 5.61 177.38 1.91 6.33 
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Figure 2-3. Annual averaged wind data at 80 m from the Canadian Wind Atlas: a) wind 
histogram, b) wind rose. 
To modify the wind atlas data in order to account for the local effects (such as a step change 
in the surface roughness and consequential development of an internal boundary layer 
(IBL)), the upstream wind conditions, and not the wind profiles above the PanAm Village, 
are extracted from the Canadian Wind Energy Atlas. The modification of wind atlas data 
is performed in four steps, as schematically depicted in Figure 2-4. 
 
Figure 2-4. Schematic sketch of the internal boundary layer developed as a consequence 
of an abrupt change in surface roughness. See text for details. 
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In step one, the wind speed at a height of 80 m and upstream from the PanAm Village site 
is obtained from the Canadian Wind Energy Atlas. Then, the gradient wind speed has been 
calculated using the power law, i.e.:  
 𝑈𝑔 = 𝑈𝑧 (
𝑧𝑔
𝑧
)
𝛼
. (2-5) 
Here, 𝑈𝑔 is the gradient wind speed at a height 𝑧𝑔 = 500 m, 𝑈𝑧 is the wind speed at a 
height 𝑧 (in this step, 𝑧 = 80 m), and 𝛼 is the power law coefficient. In neutrally stable 
atmosphere, and above the water surfaces, 𝛼 is approximately 0.1 (Kaltschmitt et al. 2007).  
The second step is calculation of a height of the newly developed IBL. This layer develops 
as a response to an abrupt change in surface roughness. The calculations are based on 
Elliott’s formula (Elliott 1958):  
 𝛿 = 0.75𝑧02 (
𝑥
𝑧02
)
0.8
. (2-6) 
In Eq. (2-6), 𝛿 is the height of the developed IBL at a distance 𝑥 from the change in surface 
roughness, and 𝑧02 is the roughness length downwind from the roughness change.  
The third and the fourth steps include calculations of wind profile at the PanAm Village 
site. Knowing the height of the IBL at the PanAm Village site (Step 2), it is possible to 
calculate the wind profile within the IBL. First, using Eq. (2-5), the wind speed at the height 
𝛿 is calculated. Then, applying the same equation, but using the power law coefficient for 
the suburban area, the wind speed at the mean building height in suburban region of 
Toronto (𝐻𝑠𝑢𝑏 ≅ 10 m) is determined. Finally, utilizing Eq.’s (2-3) and (2-2), one can 
calculate the wind speed profile inside the suburban canopy layer (down to the height of 1 
m above ground, U1m). The results of these calculations are summarized in Table 2-3.  
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Table 2-3. Inlet velocity profile calculation. See text for further details.  
The turbulence intensity (𝐼𝑢) profiles have been calculated following the ESDU 83045 
guidelines (ESDU 2002b), i.e.: 
 𝐼𝑢 =
𝜎𝑢
𝑢∗
𝑢∗
𝑈(𝑧)
, (2-7) 
where 𝜎𝑢 is the standard deviation of the wind speed. The friction velocity, 𝑢∗, has been 
determined using the geostrophic drag law:  
 𝑢∗ = 𝐶𝑔𝑈𝑔, (2-8) 
where 
 𝐶𝑔 =
0.114
𝑅𝑜
0.07 , (2-9) 
Parameter Unit Reference 
Wind direction 
90° 
Wind direction 
240° 
Longitude 
deg min 
sec 
Maps 79°18’00.85” W 79°23’28.40” W 
Latitude 
deg min 
sec 
Maps 43°39’12.19” N 43°26’34.00” N 
𝑈80 m s
-1 Wind atlas 5.67 6.25 
𝛼𝑤 - 
Kaltschmitt et al. 
(2007) 
0.1 0.1 
𝑧𝑔 m Assumed 500 500 
𝑈𝑔 m s
-1 Eq. (2-5) 6.81 7.51 
𝑧0𝑧 m ESDU (2002a) 0.7 0.7 
𝑥 m Maps 2700 650 
𝛿 m Eq. (2-6) 388 124 
𝑈𝛿 m s
-1 Eq. (2-5) 6.64 6.53 
𝐻𝑠𝑢𝑏 m Maps 10 10 
𝛼𝑠 - 
Kaltschmitt et al. 
(2007) 
0.34 0.34 
𝑈𝐻𝑠𝑢𝑏  m s
-1 Eq. (2-5) 1.91 2.77 
𝜆𝐹 - 
Grimmond and Oke 
(1999) and maps 
0.15 0.15 
𝑎 - Eq. (2-3) 1.44 1.44 
𝑈1𝑚 m s
-1 Eq. (2-2) 0.52 0.76 
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 𝑅𝑜 =
𝑈𝑔
𝑓𝑧0
. (2-10) 
Here, 𝐶𝑔 is the geostrophic drag coefficient, 𝑅𝑜 is the Rossby number, and 𝑓 is the Coriolis 
parameter (𝑓 = 2Ω sin 𝜑, Ω is the earth’s angular velocity and 𝜑 is the latitude; for PanAm 
Village site, 𝑓 = 1.004 × 10−4s−1). After 𝑢∗ is obtained, parameters 
𝜎𝑢
𝑢∗
 and 
𝑢∗
𝑈(𝑧)
 can be 
calculated using the following equations:  
 𝐾𝑧𝑥 =
𝑈(𝑧)
𝑢∗
= 2.5 (ln (
𝑧
𝑧0
) + 34.5
𝑓𝑧
𝑢∗
), (2-11) 
 
𝜎𝑢
𝑢∗
=
7.5 (0.538 + 0.09 ln (
𝑧
𝑧0
))
𝜂16
1 + 0.156 ln (
𝑢∗
𝑓𝑧0
)
, (2-12) 
where 𝜂 = 1 −
6𝑓𝑧
𝑢∗
.  
Based on the methodology presented above, the inlet velocity and turbulence intensity 
profiles at the PanAm Village site were calculated and results are depicted in Figure 2-5.  
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Figure 2-5. Inlet velocity (blue lines) and turbulence intensity (yellow lines) profiles: a) 
90° wind direction, b) 240° wind direction. 
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2.3 Numerical setup 
2.3.1 The solver 
The CFD simulations are carried out using the STAR-CCM+ software developed by CD-
Adapco. The use of a numerical code and the Reynolds-averaged Navier-Stokes (RANS) 
models are motivated by the interest to establish the methodology and provide fast 
calculations to be further integrated in a mesoscale-microscale cycle. The governing 
equations for this problem are three-dimensional steady incompressible RANS equations 
without heat transfer and Coriolis effect(CD-Adapco 2014) , viz.:  
 ∯ 𝜌?⃗? ∙
𝐴
𝑑𝐴 = 0, (2-13) 
 ∯ 𝜌(?⃗? × ?⃗?) ∙
𝐴
𝑑𝐴 = − ∯(?⃗⃗? − 𝑝𝐼)
𝐴
∙ 𝑑𝐴 + ∭ 𝜌?⃗?𝑑𝑉
𝑉
. (2-14) 
In these equations, ρ is the air density (constant), ?⃗? is the velocity vector, 𝑑𝐴 is the cell 
area vector (𝑑𝐴 = ?⃗?𝑑𝐴, where ?⃗? the unit vector normal to the cell surface 𝑑𝐴),  ?⃗⃗? is the 
viscous stress tensor which includes the Reynolds stress tensor, p is the pressure, 𝐼 the 
identity matrix, V is the total volume and ?⃗? is the gravitational acceleration. Eq. (2-14) is 
discretized in the space domain with second-order accuracy and the pressure-velocity 
coupling is achieved using the segregated flow model with a predictor-corrector algorithm. 
The solution is updated according to the Semi-Implicit Method for Pressure-Linked 
Equations (SIMPLE) method (Pletcher et al. 1997). Shear stress transport (SST) k-ω 
turbulence model (Menter 1994) adjusted for a transitional flow is used. The turbulence 
model solves one equation for the turbulent kinetic energy (TKE) and one more equation 
for the specific dissipation (or turbulent frequency). The specific dissipation is a quantity 
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that can be related to the time scale of turbulence. The solver employs the k-ω turbulence 
model in the inner region of the boundary layer (where most of the flow complexity occurs) 
and switches to the standard k-ε turbulence model in the free shear flow (see e.g. Menter 
1994, Menter et al. 2003 and Versteeg and Malalasekera 2007). This approach has been 
adopted in many wind engineering studies (e.g. Yang and Luo 1996, Jubayer and Hangan 
2014, Rocha et al. 2014).  
The domain size is adjusted to meet the minimum size based on the COST guideline 
(Franke et al. 2011). Figure 2-6 shows a schematic sketch of the CFD model solution 
domain. The maximum height of the building is determined from the project 
documentation (h=100 m) and the domain is sized according to it.  
 
Figure 2-6. Solution domain and boundary conditions for the CFD model (sketch not to 
scale). 
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2.3.2 Boundary conditions 
The boundary conditions for the simulation are as follows: the top wall and side walls are 
specified as the symmetry planes. Boundary condition for ground and building’s surfaces 
is a no-slip wall without roughness. Minor details of buildings (windows, doors, etc.) were 
not taken into consideration. The inlet boundary is a velocity inlet with the velocity and 
turbulence intensity profiles as depicted in Figure 2-5. A pressure outlet boundary is used 
at 25h downstream from the inlet.  
2.3.3 Grid independency analysis 
The meshes for 90° and 240° directions have 4.75 (Figure 2-7) and 4.37 million polyhedral 
cells, respectively, with the prism layer mesh (orthogonal prismatic cells) close to the wall 
surfaces and boundaries. In order to improve the surface quality for meshing, the surfaces 
were retriangulated using the surface remesher tool (CD-Adapco 2014). The computational 
domain outside of PanAm Village is populated with cells that have a base size of 100 m 
and the domain has 4 prism layers close to the ground. The average cell size on faces of 
the buildings in PanAm Village is about 0.5 m while the average cell size inside the village 
is about 10 m; and 5 prism layers close to the ground. The fetch (the computational domain 
between the inlet and PanAm Village, see Figure 2-7) has a special high-resolution mesh 
close to the surface (average cell size of 20 m, and 8 prism layers).  
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Figure 2-7. Overall view of the generated mesh and the mesh on faces of the buildings 
(lower right corner). 
The grid independency analysis was performed for 90° direction, for which two additional 
meshes were created having 4.37 million cells and 5.74 million cells. The wind speed 
profiles at four different locations are presented in Figure 2-8. The percentage differences 
between the velocity profiles are calculated as:  
 𝑃𝐷𝑖𝑗 =
1
21
∑  
2(𝑉𝑖,𝑘 − 𝑉𝑗,𝑘)
𝑉𝑖,𝑘 + 𝑉𝑗,𝑘
∙ 100
21
𝑘=1
 [%], (2-15) 
where 𝑖 and 𝑗 are one of the grids (small (S), medium (M) or large (L); 𝑖 ≠ 𝑗), and 𝑉𝑘’s are 
velocity values for a particular velocity profile (k = 1, 2, 3, …, 21). Results portrayed in 
Figure 2-8 demonstrate good matching between profiles among all of the three grids. PD’s 
in the fetch are well below 0.5%, indicating almost perfect matching between incoming 
wind profiles. Due to the complex geometry of PanAm Village site, PD’s inside the village 
are somewhat higher, but are generally below 5%. This finding shows that the results are 
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grid independent. Close inspection of Figure 2-8b and Figure 2-8c reveals that the smallest 
grid generally tends to overpredict the velocities in PanAm Village. However, the 
difference is very small. 
 
Figure 2-8. Grid independency analysis at four locations indicated with the pink dot. The 
dot locations in the x-y plane are: a) [-500,0], b) [0,200], c) [0,0], and d) [0,-200]. See text 
for further details. 
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2.4 Results 
2.4.1 General characteristics of the urban boundary layer 
A multitude of studies, both experimental and numerical, have characterized the flow 
around single and multiple bluff bodies (e.g. Castro and Robins 1977, Rodi 1997). 
Although most of these previous studies focused on generic uniform or staggered arrays of 
cubes, some of the flow patterns can still be observed in a real urban environments (such 
as the one analyzed herein). A vertical slice of velocity field around the buildings for 
southwest winds (240°) is shown in Figure 2-9. Recirculation zones develop at several 
locations; before the first building, across the building roofs and in the canyons between 
the buildings. These recirculation regions are formed due to low pressure wakes 
downstream of the buildings. The first recirculation zone before the building B1 is about 
50 m long and 10 m tall (about 12% of the height of the building). This recirculation zone 
is always located below the stagnation point, but the characteristics of the flows and shape 
of the zone are mainly influenced by the approach wind characteristics. The region above 
the stagnation point (called upwash) occupies the upper one-quarter to one-third of the 
building face while the region below the stagnation point (lower one-half to two-thirds of 
the building face) is called the downwash (Parsons et al. 2005). The flow separation at the 
roof’s leading edge of B1 is followed by the reattachment on the surface of the roof at 
approximately 0.18HB1 downstream of the leading edge (HB1=78 m). The angle of the 
separation (the skew angle) is about 45° for B1, but the skewed angles at the edges of the 
buildings further downstream are considerably smaller. This finding confirms the 
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observations made by Mertens et al. (2003) that the skew angle depends on the roughness 
of the upwind area in such a way that it decreases with the increase of the roughness. 
Close to the separation point, and above the recirculation zone, the density of the 
streamlines increases creating the regions of high wind speeds. These regions are portrayed 
in Figure 2-9, and even more pronounced in Figure 2-10 (Figure 2-10b is the velocity field 
at the mean building height in PanAm Village (H=30 m)).  
 
Figure 2-9. Velocity profile around the buildings. Wind from right to left. 
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Figure 2-10. Velocity field on horizontal planes at: a) 10 m, b) 30 m, c) 50 m, and d) 100 
m above ground. Wind direction is along the x-axis. 
Figure 2-10 also depicts the flows inside canyons located between the buildings. Wind 
speeds within the canyons depend on the orientation of the canyon compared to the 
incoming wind direction. Namely, a canyon that is perpendicular to the incoming wind will 
have lower wind speeds. The buildings that are creating the canyon will at the same time 
elevate the flow above the canyon, and thus create a region of low wind speeds inside the 
canyon. The channeling of the flow occurred between the buildings B5 and B6 (especially 
evident in Figure 2-10b). Wind speeds in this canyon are about 2 m s-1 higher compared to 
the incoming wind. If close to ground, such phenomena can cause pedestrian discomfort, 
but may also be exploited by small street level wind turbines. 
An interesting flow pattern can be observed in Block 1, as portrayed in Figure 2-11. 
Buildings B1 and B5 are L-shaped buildings that channel the flow into the rectangular zone 
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(Z) located in between the buildings. The flow channeling at the entrance (C) results in 
wind speeds that are about 2.5 m s-1 larger than the incoming wind speeds, and about 4 m 
s-1 higher than the wind speeds in Z (note that Z is only about 30 m away from C), where 
a strong vortex forms due to the unique buildings layout. Figure 2-11 at the same time gives 
a closer look at the channeling zone that was discussed in the previous paragraph. 
 
Figure 2-11. The circulation vortex in Block 1. Velocity contours and vector field are at 
20 m above the ground. 
Figure 2-9 and Figure 2-10 show that the wind speed increases moving away from the 
surface and/or moving closer to the windward side of PanAm Village. Both increasing 
trends have the same physical explanation – loss of the momentum (and energy) in wind 
due to the drag caused by the surface. Even though the underlying surfaces in cities are 
usually smooth (concrete, asphalt, etc.), the total drag on irregularly spaced obstacles is 
larger than the overall drag of the underlying surface, resulting in the loss of momentum 
from the overhead flow (Macdonald 2000). The spatial irregularity of buildings creates 
non-uniform velocity fields in both horizontal and vertical directions. Therefore, a 
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generally accepted approach is to determine the area-averaged velocity profiles, rather than 
focus on single profiles at various locations. The area-averaged velocity profiles at PanAm 
Village in dimensional and non-dimensional forms, and for both wind directions, are 
presented in Figure 2-12. Figure 2-12b shows that quasi-exponential velocity profiles are 
present below the mean building height (H=30 m). However, some discrepancies from the 
exponential profile given by Eq. (2-2) are especially evident for 240° direction, where a 
slight increase in wind speed at the pedestrian level exists (1.75 m above the ground). 
The logarithmic profiles that exist above H (up to a certain height) have different slopes 
and offsets indicating that the friction velocity and the roughness height are wind direction 
dependent. Many morphological methodologies for estimation of the surface parameters 
use λF (Eq.(2-3)) and/or the plan area density 𝜆𝑃 = 𝐴𝑝 𝐴𝑑⁄  (𝐴𝑝 is the plan area of an 
obstacle as viewed from above) to find d and z0. With an estimate of one of these two 
parameters, Eq. (2-1) can further be used to calculate u*. However, while λF is generally 
dependent on the wind direction, 𝜆𝑃 is not, and therefore d and z0 estimates based on 𝜆𝑃 
will be independent of the incoming wind direction as well. 𝜆𝑃 for PanAm Village is 
calculated to be equal to 0.59, indicating that the site is highly urban. Using equations 𝑑 =
0.7𝐻 (Grimmond and Oke 1999) or 
𝑑
𝐻
= 1 + 𝛼−𝜆𝑃(𝜆𝑃 − 1) (Macdonald et al. 1998) (𝛼 =
4.42, an empirical parameter) to calculate the displacement height at PanAm Village, it is 
found that d=21 m or d=25 m, respectively. Besides giving different results, the above two 
formulas show that the resulting values of d are independent of the incoming wind 
directions, and therefore the morphology of the surface. The result that the surface 
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parameters are not a function of the incoming wind directions is not something that is 
necessarily fulfilled in reality, and hence this topic requires yet more research.  
 
Figure 2-12. Area-averaged velocity profiles over the PanAm Village site for 90° winds 
(dashed line) and 240° winds (full line): a) dimensional profiles and b) non-dimensional 
profiles. Heights and velocities are scaled using the mean building height, H, and the 
area-averaged velocity at H, UH, respectively. 
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2.4.2 Wind sustainability analysis 
Numerical simulation results for wind sustainability analysis performed in this study are 
presented as the wind and power density maps at a height of 8 m above the ground and 
building surfaces (Figure 2-13). The height of 8 m is selected as an approximate effective 
height for the present type of urban wind turbines. The highest wind speeds are observed 
at the roof of the tallest buildings. The available annual average power in the wind per unit 
area (𝑃𝑤) is calculated as (e.g. Romanić et al. 2014): 
 𝑃𝑤 =  
1
2
𝜌𝐴3Γ (1 +
3
𝑘
), (2-16) 
where Γ is the gamma function, 𝜌=1 kg/m3 is the air density, k=1.83 is the Weibull shape 
parameter (see Table 2-2) and the Weibull scale parameter A is calculated as: 𝐴 =
𝑈
Γ(1+
1
𝑘
)
; 
with U being the mean wind speed at the wind turbine height. Pw is directly proportional 
to the cube of wind speed, thus the areas with lower wind speeds in Figure 2-13c and Figure 
2-13d have a significantly lower  wind power compared to the areas with the higher wind 
speeds (Figure 2-13a and Figure 2-13b). The wind energy assessment is performed for the 
six blocks located in PanAm Village. The blocks 1, 8, 19, 20, 21 and 22 (see Figure 2-2) 
have the highest wind power density which makes them suitable for the present study. 
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Figure 2-13. Mean power density (upper panels) and wind speed (lower panels) above the 
buildings and ground for 90° direction (left panels) and 240° direction (right panels). 
Flow direction is along the x-axis. 
A generic 30 kW Darrieus type vertical axis wind turbine is selected for wind energy 
production analysis. Urban areas are highly turbulent regions and thus the horizontal axis 
wind turbines could not operate at their maximum efficiency in these environments. Table 
2-4 shows the technical specifications for the wind turbines selected for this study. In 
Figure 2-14, the wind turbine power curve is plotted against the wind speed PDF for the 
windiest site in PanAm Village (roof of B1; the mean annual wind speed of 6.07 m s-1 for 
winds coming in from 240°). The wind speeds between 3 and 5 m s-1 have the highest 
probability of occurrence. The wind turbine, however, starts to generate energy at the speed 
of approximately 4 m s-1. This de-coupling between the wind speed distribution and the 
wind turbine power curves is typical for present urban type wind turbines.  
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Table 2-4. 30 kW generic wind turbine specifications.  
Nominal Power 30 kW Nominal Speed 11.8 m s-1 
Rotor Diameter (D) 10 m Cut-in Speed 4 m s-1 
Rotor Length (L) 8 m Cut-out Speed 20 m s-1 
Hub height 8 m   
 
Figure 2-14. The wind probability distribution function and the power curve for the 
generic 30 kW wind turbine used in this study. 
An optimal number of the wind turbines for each of the selected blocks is determined 
(Table 2-5) based on the windiness of roof tops ( Figure 2-13a and Figure 2-13), the roof 
area of each block (extracted from the design documentation (Urban Design Associates 
2006)), and the wind turbine dimensions (Table 2-4). The minimum separation distance 
between wind turbines is set to be 2 m. Pw over the swept area of all wind turbines in a 
given block (𝑃𝑤𝑡) is calculated as:  
 𝑃𝑤𝑡,𝑖 = 𝐿 ∙ 𝐷 ∙ 𝑛 ∙ (∑ 𝑃𝑤,𝑖,𝑗
𝑛
𝑗=1
) , (2-17) 
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where i is one of the two wind directions (90° or 240°), L is the rotor length of the wind 
turbine, D is the rotor diameter and n is the number of wind turbines in a given block. 𝑃𝑤𝑡 
values represent the maximum extractable wind power contained within the swept area of 
all wind turbines. Considering only the two wind directions selected (90° and 240), it is 
possible to calculate the annual (maximum) wind energy (𝐸𝑎𝑚) for each of the blocks, viz.: 
 𝐸𝑎𝑚 = (𝑃𝑤𝑡,90° ∙ 𝑝(90°) + 𝑃𝑤𝑡,240° ∙ 𝑝(240°)) ∙
365 ∙ 24
106
    [
MWh
year
], (2-18) 
with 𝑝(90°) = 0.107 and 𝑝(240°) = 0.215; 𝑝(𝜃) is the probability of occurrence of 
winds coming in from the direction 𝜃. The estimated annual energy required for the 
selected blocks, Er, is calculated based on annual averages of 57.05 kWh m
-2 for residential 
spaces and 144.24 kWh m-2 for commercial (EIA, 2005; see Table 2-5). Areas allocated 
for the commercial and residential spaces are extracted from the design documentation 
(Table 2-1). The ratio 
 𝑅𝑚𝑟 =
𝐸𝑎𝑚
𝐸𝑟
∙ 100 (2-19) 
represents the theoretical maximum amount of energy at the wind turbine locations that 
these two wind directions could deliver to the selected blocks in PanAm Village over a 1 
year period. Therefore, this ratio is dependent on the wind turbine locations and their size. 
For instance, Rmr would be larger for wind turbines with larger D and/or L. However, Rmr 
is independent of the power curve characteristics for a given wind turbine. The maximum 
extractable wind energy to the required power for PanAm Village ranges from about 3%-
12% when only the two simulated wind directions 90° and 240° are considered. 
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Table 2-5. Results of the sustainability analysis for the selected blocks in PanAm Village 
based only on 90° and 240° wind directions. See text for details.  
 Block 1 Block 8 Block 19 Block 20 Block 21 Block 22 
Optimal number 
of wind turbines 
4 13 4 4 8 9 
𝑃𝑤𝑡 
(W) 
90° wind 
direction 
8547.60 27065.73 10483.60 19537.71 5143.06 30127.95 
240° 
wind 
direction 
52156.27 93903.22 24899.35 44965.13 49806.53 83549.85 
𝐸𝑎𝑚 (MWh/year) 106.24 202.23 56.72 103.00 98.63 185.60 
𝐸𝑟 (MWh/year) 3159.6 4136.3 592.0 1786.1 803.9 2439.2 
𝑅𝑚𝑟 (%) 3.36 4.89 9.58 5.77 12.27 7.61 
𝐸𝑎𝑑 (MWh/year) 33.51 64.96 18.83 33.52 32.44 61.45 
𝑅𝑑𝑟 (%) 1.06 1.57 3.18 1.88 4.03 2.52 
UCF 0.32 0.32 0.33 0.33 0.33 0.33 
Taking into account the wind turbine power curve, the combined hourly mean power, Ph 
(kWh/year) is calculated using the following relation: 
 𝑃ℎ = ∑ 𝑃𝑇(𝑈)
𝑈𝑐𝑢𝑡𝑜𝑢𝑡
𝑈=𝑈𝑐𝑢𝑡𝑖𝑛
𝑝(𝑈)Δ𝑈, (2-20) 
where, p(U) is the wind speed PDF (Eq. (2-4)) associated only with the two analyzed wind 
directions, and PT(U) is the wind turbine power at a wind speed of U. The power curve of 
a wind turbine can be also estimated using the following equation: 
 𝑃𝑇(𝑈) =
1
2
𝜌𝑆𝑈3𝐶𝑃, (2-21) 
with S being the swept area of the wind turbine blades, and CP is wind turbine power 
coefficient (it has a typical value of 0.3-0.4). In order to calculate the mean annual energy 
output for all wind turbines and for each wind direction analyzed in this study, it is 
necessary to account for the probability of the winds blowing in from these two wind 
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directions. Thus, the mean annual energy production for the two analyzed wind directions 
(𝐸𝑎𝑑) is: 
 𝐸𝑎𝑑 = (𝑃ℎ,90° ∙ 𝑝(90°) + 𝑃ℎ,240° ∙ 𝑝(240°)) ∙
365 ∙ 24
103
    [
MWh
year
]. (2-22) 
The methodology described above can be generalized for any number of wind sectors 
(wind directions) and therefore an estimate of the total extractable wind energy can be 
obtained. Eq.’s (2-18) and (2-22) in general forms are:  
 𝐸𝑎𝑚 =
365 ∙ 24
106
∑ 𝑃𝑤𝑡,𝜃𝑖 ∙ 𝑝(𝜃𝑖)
𝜃𝑚𝑎𝑥
𝑖=1
    [
MWh
year
], (2-23) 
where 𝜃𝑚𝑎𝑥 is the total number of wind sectors (directions). Similarly, Eq. (2-22) is now 
 𝐸𝑎𝑑 =
365 ∙ 24
103
 ∑ 𝑃ℎ,𝜃𝑖 ∙ 𝑝(𝜃𝑖)
𝜃𝑚𝑎𝑥
𝑖=1
   [
MWh
year
]. (2-24) 
Values of 𝐸𝑎𝑑 for each block, but only taking into consideration the two analyzed wind 
directions, are given in Table 2-5. The ratio between delivered and required energy, 𝑅𝑑𝑟, 
is now: 
 𝑅𝑑𝑟 =
𝐸𝑎𝑑
𝐸𝑟
∙ 100. (2-25) 
Note that 𝑅𝑑𝑟 < 𝑅𝑚𝑟 because the delivered (or produced) energy from a wind turbine is 
always smaller than the maximum available energy in the wind. 𝑅𝑑𝑟 values are presented 
in Table 2-5. Comparing them with Rmr, one can realize the present wind turbines with 
conventional rooftop installations are able to generate only a fraction of the maximum 
extractable wind energy. The values of 𝑅𝑑𝑟 are in the range from 1.1 to 4.0% which is 
approximately 1/3 of Rmr. 
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The ratio of the maximum extractable wind energy, Eam, to the delivered wind energy, Ead, 
can now be defined as an Urban Capacity Factor (UCF) for a block: 
 𝑈𝐶𝐹 =
𝐸𝑎𝑑
𝐸𝑎𝑚
.  (2-26) 
𝑈𝐶𝐹 in this study is defined on an annual basis, but it can be defined for any time period 
as well as for individual buildings or the whole city. The index is always less than unity. 
Note that 𝑈𝐶𝐹 = 𝑅𝑑𝑟 𝑅𝑚𝑟⁄  also holds. 𝑈𝐶𝐹 values for PanAm Village (Table 2-5) are 
calculated only for the two selected wind directions. The values are similar to the typical 
values of the Capacity Factors for wind farms in the rural and countryside regions. 
2.4.3 Urban wind turbines limitations 
Normally, the wind turbines are designed to start spinning and producing energy at wind 
speeds in the range of 3-5 m s-1 while their nominal speeds are typically 11-15 m s-1. To 
solve this problem, a different wind turbine design must be used for wind energy 
production in urban areas. Vertical axis wind turbines (VAWT) have certain characteristics 
(e.g. wind direction independency) that make them the most suitable for the urban areas. 
Lift based VAWTs, such as Darrieus wind turbine, are not as sensitive to turbulence 
compared to the conventional horizontal axis wind turbines. They create less vibration and 
the frequent change in wind direction does not affect their efficiency. However, the cut-in 
wind speed for lift based turbines is still not sufficiently low to achieve maximum energy 
production in urban setups. Drag based VAWTs, e.g. Savonius wind turbine, create less 
noise and vibration, are less sensitive to turbulence and change in wind direction. They 
also have the lowest cut-in speeds among all the other wind turbine designs. On the other 
hand, the drag based VAWTs, become very inefficient in higher wind speeds (Table 2-6). 
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Table 2-6. Advantages and disadvantages of HAWTs, Lift VAWTs, Drag VAWTs. Source: 
Wineur (2006). 
 HAWT Lift VAWT Drag VAWT 
Advantages 
Efficient. 
Proven product. 
Widely used. 
Most economic. 
Many products 
available. 
Efficient. 
Wind direction 
immaterial. 
Less sensitive to 
turbulence than 
HAWT. 
Less vibration. 
Proven product 
(globally). 
Silent. 
Reliable and robust. 
Wind direction 
immaterial. 
Can benefit from 
turbulent flows. 
Create fewer vibrations. 
Disadvantages 
Does not respond 
well to frequently 
changing wind 
direction. 
Does not cope 
well with 
buffeting. 
Not yet proven. 
More sensitive to 
turbulence than drag 
VAWT. 
Not efficient. 
Comparatively 
uneconomic. 
In order to achieve the maximum efficiency in an urban set up, the wind turbine must 
operate at highest efficiency in both low and high wind speed ranges in the presence of 
wind turbulence. A solution would be to have a combination of a lift based and drag based 
VAWT i.e. a combined Savonius-Darrieus wind turbine. The inner part (Savonius turbine 
blades) would start to spin the main shaft in low wind speeds, while the outer blades 
(Darrieus turbine) would create torque in higher wind speeds. Such wind turbine concepts 
exist already (e.g. Sharma et al. (2013)). However, there is a major design problem in this 
approach. The power available in the wind is proportional to the cube of the wind speed; 
therefore, if a wind turbine is designed to operate in lower wind speeds, the blades have to 
sweep a significantly larger area to extract more power from wind. But in the combined 
Savonius-Darrieus wind turbines, the Savonius wind turbine has to be smaller than the 
Darrieus turbine in order to fit inside the assembly. Since the Savonius turbine is intended 
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to extract the power of wind in lower speed, the available power is already less that the 
power available to the outer blades (Darrieus); the smaller size of the Savonius turbine will 
deteriorate the power output from it and therefore the combined turbine cannot effectively 
produce power in low wind speeds. Another downside to combined wind turbines are the 
losses created by the parts which passively disturb the flow and add mass when not 
operational.  
The best solution will be designing a single wind turbine that operates as a drag based 
turbine in low wind speeds and changes into a lift based design in higher wind speeds. This 
can be done by using specially designed flexible blades that can shape into different 
profiles to create airfoils or drag sails. The swept area by the blades in low-speed and high-
speed configuration stays nearly constant and the wind turbine can operate efficiently in 
both wind flow regimes (Gavaldà et al. 1990). 
2.5 Concluding remarks 
An urban boundary layer analysis and wind energy assessment is performed for the 
particular case of the Pan-American Games Athletic Village (PanAm Village) planned to 
be built in an area near the shore of Lake Ontario south of the city of Toronto. The PanAm 
Village is representative of a new urban development. Detailed wind energy maps are 
created using the available mesoscale wind simulations (herein Canadian Wind Atlas) as 
boundary conditions for a micro-scale CFD model. 
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The flow dynamics is analyzed at the scale of the entire village as well as at scales of 
individual buildings. Most of the flow characteristics typical for flows around bluff bodies 
are detected and qualitatively analyzed (flow separation, wake, and reattachment).  
The numerical results are also used to calculate the maximum extractable wind energy 
within the PanAm Village. The annual power required for the buildings are estimated using 
statistical data available for residential and commercial spaces. Results based on only two 
wind directions show that the extractable wind power ratio to the required power ranges 
from 3%-12% depending on the building height, location in the village, wind flow pattern 
around the buildings, size of the building and the purpose it is designed for. 
Annual energy production for some of the blocks of the PanAm Village are calculated 
using an optimal deposition of generic 30 kW wind turbines and compared to the maximum 
extractable wind energy. The approach is conservative as it only includes the probabilities 
associated with only two dominant wind directions. However, the method can be 
generalized to any number of wind sectors (directions). Based on this approach, the overall 
energy production is found to be three times smaller compared to the maximum 
extractable/potential wind energy. The nominal speed and power curve of the available 
wind turbines demonstrate an important gap between the required rated speed for urban 
wind energy production and the specifications of the current designs. 
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Chapter III  
 
3 Wind climatology of Toronto based on the NCEP/NCAR 
reanalysis 1 data and its potential relation to solar activity 
3.1 Introduction 
Rapid urbanization is a global phenomenon. In 2014, 54% of the world’s population 
inhabited urban areas (United Nations 2014). The same study reported that the percentage 
has been even higher in Canada, where 82% of Canadians in 2014 were urban dwellers. In 
2015, the Toronto, Montréal and Vancouver regions were home to more than one in three 
Canadians (Statistics Canada 2015a). Therefore, urban climatology studies are of great 
public interest worldwide. From dynamic and thermodynamic points of view, urban 
environments represent rough surfaces that contain many sources and sinks of heat and 
aerosols. Cities have a large influence on climate conditions at different meteorological 
scales. For example, the process of urbanization is changing the albedo of Earth’s surface 
and thus the reflectivity of the whole Earth-atmosphere system (IPCC 2013), in addition to 
the albedo change due to conversion of natural areas to agriculture in rural areas. One of 
the results of this process is the formation of heat islands above cities (Niino et al. 2006; 
He et al. 2007; McCarthy et al. 2010). Air flows in urban environments are very complex. 
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This complexity is due large number of irregularly located, shaped, and spaced objects 
(Cheng and Castro 2002; Rotach et al. 2005) that act as obstacles to the incoming wind. 
For that reason, compared to rural areas, winds in cities are generally characterized by 
higher values of turbulence intensity and smaller mean speeds. 
From a practical point of view, urban wind studies are important in urban planning and 
design (Grimmond et al. 2010). As described by Katzschner (1998), urban climate studies 
covering different spatial scales have different applications in urban planning. Local- and 
micro-scale wind studies, for example, are important in analysis of urban climate diversity, 
quality of living inside and outside, pedestrian comfort, wind loads on buildings as well as 
urban wind resource assessment. Most of the studies of this type are wind engineering 
analyses based either on computational fluid dynamics (Clifford et al. 1997; Araújo et al. 
2012; Gagliano et al. 2013; Romanić et al. 2015b) or wind tunnel tests (Kozmar 2009; 
Cheng and Castro 2002; Klein et al. 2010). On the other side, urban wind studies focusing 
at the regional scales have their practical application in the municipality and city planning 
(VDI 1997; Baumüller et al. 2012), as well as in the urban development planning 
(Katzschner 1998; Ren et al. 2011). These studies are typically carried out utilizing 
mesoscale numerical models (Best 2005) and in-situ and remote sensing meteorological 
measurements (Grimmond 2005). There are also urban wind studies which cover a broad 
range of spatial scales simultaneously, i.e. from large scales all the way down to micro-
scales (Rotach et al. 2005; Zajaczkowski et al. 2011). A comprehensive overview of urban 
climate studies can be found in Ren et al. (2011) and Mills (2014). 
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The body of literature on urban climatology and wind trends is vast (Best 2005; McVicar 
et al. 2012; Hebbert and Mackillop 2013; Mills 2014). Most studies show that the near-
surface winds are slowing down across the globe (McVicar et al. 2012). Vautard et al. 
(2010) reported that wind speeds in the northern middle latitudes declined between 5% and 
15% in the period 1979-2008. They concluded that 25-60% of these negative trends were 
due to the increase of surface roughness, which in turn is a consequence of the intense 
urbanization in the last several decades. When it comes to wind climatology studies of 
Canada, Wan et al. (2010) performed a trend analysis over homogenized wind data 
obtained from 117 weather stations located across Canada. They reported a negative annual 
trend of the surface wind speeds in the province of Ontario (-0.058 m s-1 over 10 years). 
Holt and Wang (2012), however, showed that the winter westerlies at 80 m level in the 
Great Lake region had large and positive trends in the period from 1979 to 2009 
(approximately 0.15 m s-1 over 10 years). A similar trend has also been noticed for 
southerly winds and it was particularly pronounced in the winter and spring seasons. 
Potential reasons for the large differences between the results obtained in these two studies 
are: (1) geographical regions covered in these studies were similar, but not the same, (2) 
Holt and Wang (2012) analyzed winds at 80 m above ground, whereas Wan et al. (2010) 
investigated surface data, (3) Wan et al. (2010) used homogenized measurements and Holt 
and Wang (2012) based their study on the reanalysis data, and (4) the studies did not cover 
the same time period. Interestingly, an absence of pronounced wind speed trend in the Lake 
Ontario region is reported by Li et al. (2010). Their analysis is based on a 30-year period 
of data (1979-2008). A nice overview of wind trend studies can be found in McVicar et al. 
(2012). The wind trend analysis performed in this paper is based on the National Center 
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for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) 
reanalysis 1 dataset (Kalnay et al. 1996). The analyzed data cover the period from 1948 to 
2014 (67 years). 
An additional objective of this study is to analyze the low-frequency spectrum of the wind 
speed over Toronto. Figure 3-1 is a schematic plot of the wind spectra. The peaks in the 
spectra correspond to a significant wind speed changes or, more precisely, they represent 
the time periods at which most of the energy that drives wind is produced. The energy is 
afterwards transferred to other scales through the process of energy cascade. An important 
feature in the spectrum is the spectral gap. Its existence enables independent analysis of 
high-frequency wind fluctuations from the low-frequency wind variability (Jensen 1999). 
Low-frequency variations are associated with the climatology of the site, while the high-
frequency fluctuations are due to localized turbulence (Van der Hoven 1957; Harris 2008). 
The largest peak in spectra, with an approximate period of 4 days, is caused by the passage 
of the large-scale pressure systems over the measuring site. Namely, it can be seen 
investigating synoptic charts that the typical period of cyclone passages in mid-latitudes is 
2-4 days (Trigo et al. 1999). The 12-hour peak is associated with the diurnal temperature 
pattern. However, this local maximum is not always present as it is largely site-specific 
(Harris 2008). The lowest frequency peak with the period of 1 year had not been originally 
detected in the paper published by Van der Hoven (1957) since it was unobtainable from 
his data that covered 1 year of wind measurements. Instead, the existence of the peak is 
noticed for the first time in the study by Gomes and Vickery (1977). This annual pattern is 
due to the change of seasons thorough the year and, as such, it usually ceases to exist in the 
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tropical regions and close to the equator. The present study focuses on investigation of the 
macrometeorological wind spectrum with periods larger than 1 day. 
 
Figure 3-1. A schematic sketch of the wind energy spectrum. Modified after Van der 
Hoven (1957) and Harris (2008). 
The goal of this paper is to investigate the wind climatology of the city of Toronto, Ontario, 
Canada from the regional scale perspective. To be more specific, the study is focused on 
the following topics: (1) wind speed and wind direction climatology, (2) wind power 
analysis, (3) wind speed and wind occurrence trends (4) spectral analysis of wind speed 
time series in low-frequency domain, and (5) wind speed autocorrelation analysis. The 
results could have practical implications in various areas of urban sustainability and 
resilience of Toronto. First, a straightforward application of the first two research goals is 
in the field of the urban wind resource assessment. In a recent study, Romanić et al. (2015b) 
analyzed the wind energy potential for the 2015 Pan American Games Athletes’ Village, 
located in downtown Toronto. Defining the Urban Capacity Factor as the ratio of the 
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maximum extractable wind energy to the delivered wind energy for a city block, they 
concluded that two wind directions (240° and 90°) can supply up to 5% of the total required 
energy of this urban development. Second, wind trend analyses have important applications 
in wind power sector not only on a city scale, but on the larger scales too (Romanić et al. 
2015a). Lastly, the results presented in this study can be used to improve planning and 
design of the City of Toronto. For instance, wind direction analysis contributes to better 
understanding of the ventilation and pollutant dispersion patterns in Toronto (Sabaliauskas 
et al. 2015). 
3.2 Data and methodology 
3.2.1 Study area 
Toronto, the provincial capital of Ontario, Canada, is located on the northwest shore of 
Lake Ontario. The city had a population of 2,826,498 people in July of 2015 (Statistics 
Canada 2015b). This figure makes Toronto the fourth most populous city in North America 
and the largest city in Canada. The City of Toronto stretches over an area of 630 km2. 
From the socio-economic point of view, Toronto represents a global center for business 
and it is one of the most multicultural cities around the world. 
Based on the Köppen-Geiger climate classification, Toronto sits in a Dfa climate zone (Peel 
et al. 2007). This continental type of climate is characterized by hot and humid summers 
accompanied with cold winters that are consequence of the large influence of the 
continental surface. However, the presence of Lake Ontario brings generally mild winters 
compare to other continental cities in Canada. 
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3.2.2 Data 
The wind data used in this study are obtained from the NCEP/NCAR reanalysis 1 dataset 
(Kalnay et al. 1996). These data are the product of an advanced analysis and forecast 
system which performs data assimilation starting from 1948 to the present. The data cover 
the whole globe with a 2.5° latitude by 2.5° longitude spatial resolution and with 4 times a 
day, daily, and monthly temporal availabilities. This study is conducted using the mean 
daily values for two wind components (zonal, u, and meridional, v) above Toronto for the 
time period from January 1, 1948 to December 31, 2014. 
The NCEP/NCAR reanalysis have been used in a large number of meteorological studies 
(over 20,000 peer-reviewed articles) and the number of wind-related studies based on this 
dataset is large (e.g. Troccoli et al. 2012; Dadaser-Celik and Cengiz 2014; Romanić et al. 
2015a). Inhomogeneities in the dataset are small and constant over time in the Northern 
Hemisphere (Sterl, 2004). The constant inhomogeneities, if any, therefore do not influence 
intensities of calculated trends. The high-quality of the reanalysis dataset in the Northern 
Hemisphere is due to high density of the meteorological observational network in these 
parts of the world. Although this dataset has been used in numerous trend analysis studies 
around the globe, it has not yet been used for wind trend analysis in the Toronto area. 
Figure 3-2 shows the locations of weather stations in the wide region around Toronto 
obtained from Environment and Climate Change Canada (2014) for Canada and NOAA 
(2015) for the United States. The weather station network around Toronto is very dense 
with the total of 51 weather stations in the reanalysis cell in which Toronto is located. There 
are around 10 urban weather station in the Greater Toronto area. The weather stations in 
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Buffalo and Rochester in the United States are also representatives of urban climate in the 
area. The largest part of Lake Ontario and a part of Lake Erie are situated in the considered 
reanalysis cell. This diversity of land cover is important since the climate of Toronto is 
highly influenced by the presence of the surrounding lakes. It is important to note here that 
reanalysis data are created using an unchanged data assimilation scheme and numerical 
models which incorporate all available observations every 6 to 12 hours over the analyzed 
period. The unchanging methodology ensures that the climatological outputs are 
dynamically consistent at each time step. Over the time, however, more data from new 
sources are added in assimilation.  
The main reasons behind using the NCEP/NCAR reanalysis 1 dataset in this study instead 
of observations or some other reanalysis data are the following. First, some aspects of wind 
climatology based on surface measurements and observations have already been 
investigated by other researchers, such as Wan et al. 2010, and there is no need to repeat 
these comprehensive analyses. Second, the NCEP/NCAR reanalysis 2 and the North 
American Regional Reanalysis (NARR) datasets go back to the 1970s, while reanalysis 1 
data are from 1948. A longer dataset is more suitable for a long-term trend analysis. 
Furthermore, a trend analysis using NARR data has already been performed by Li et al. 
(2010). Lastly, it will be insightful to compare the results of this study with the findings 
reported by other researchers who used different datasets to conduct their studies. 
Therefore, this paper nicely fills the gap in the literature providing a comprehensive 
Toronto wind climatology analysis based on reanalysis 1 data. 
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3.2.3 Methodology 
3.2.3.1 Data processing and statistical analyses 
Wind characteristics above Toronto are calculated from the four nearest reanalysis grid 
points applying the bilinear interpolation as shown in Figure 3-2 and mathematically 
represented as: 
𝑓(𝑥, 𝑦) = 𝑓𝑃(1,1)(1 − 𝑑𝑥)(1 − 𝑑𝑦) + 𝑓𝑃(1,2)𝑑𝑥(1 − 𝑑𝑦) + 𝑓𝑃(2,1)𝑑𝑦(1 − 𝑑𝑥)
+ 𝑓𝑃(2,2)𝑑𝑥𝑑𝑦. 
(3-1) 
Here 𝑓 is any variable calculated at the point (𝑥, 𝑦) in Cartesian coordinates (see Figure 
3-2 for further details). Nearest neighbor method was also used to obtain the wind data 
above Toronto. Although the results are not shown, they are briefly discussed in Section 
3.4.1 in relation to the wind trend results presented in this study. Nearest neighbor 
interpolation method assigns the value from the nearest grid point and therefore it is more 
appropriate for categorical data (e.g. land use categories). For that reason this study relies 
on the bilinear method of spatial interpolation. More complex interpolation methods also 
exist, such as the cubic spline. One of the advantages of bilinear method is that it 
interpolates the data in a predictable way. That is, the interpolated value is always within 
the range of the values in the four neighboring points. Keeping in mind that the goal of this 
paper is to investigate winds above an urban environment, it is not reasonable to expect 
that the interpolated urban wind speeds should exceed wind speeds in the reanalysis grid 
points that are positioned in rural areas or above water surfaces (Figure 3-2). Such outcome, 
however, would be possible using higher-order interpolation methods. Bilinear 
interpolation has been used in many climatological and downscaling studies (e.g. Bergant 
and Kajfež-Bogataj 2006; Benestad 2010; Kumar et al. 2015; Haan et al. 2015). 
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Furthermore, the bilinear method is computationally more efficient than the cubic spline. 
This factor can play an important role in the studies that use large sets of data, such as this 
study. 
 
Figure 3-2. Schematics of bilinear interpolation method used in this study with 
geographic coordinates of Toronto: LON 280.545°E, LAT 43.653°N. The four nearest 
reanalysis grid points to Toronto are indicated with the red circles: P(1,1), P(1,2), P(2,1), 
P(2,2). The distances from the meridional and zonal grid lines are dx and dy, 
respectively. The nearest reanalysis grid point to Toronto is P(2,1) with the distance of 
about 140 km. The purple dots depict the positions of weather stations in the considered 
area. 
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The extracted wind data are at the sigma-995 level (𝜎995). Sigma is a vertical pressure-
based coordinate frequently employed in meteorology. It is defined as a ratio of the 
pressure at a given point in the atmosphere to the surface pressure beneath; thus 𝜎 = 1 at 
the surface and 𝜎 = 0 at the top of the atmosphere. It follows that 𝜎 = 0.995 represents a 
level in the atmosphere where the pressure is 99.5% of the surface pressure. The mean 
daily wind speed at 𝜎995 level is calculated from the two wind components as: 
 𝑉𝜎995(𝑢𝜎995, 𝑣𝜎995) = √𝑢𝜎995
2 + 𝑣𝜎995
2 . (3-2) 
The mean daily wind direction at 𝜎995 is also obtained through 𝑢𝜎.995 and 𝑣𝜎.995 
components i.e.: 
 𝐷𝜎995(𝑢𝜎995, 𝑣𝜎995) =
180
𝜋
(2 tan−1
√𝑢𝜎995
2 + 𝑣𝜎995
2 − 𝑣𝜎995
𝑢𝜎995
+ 𝜋). (3-3) 
The height of the 𝜎995 level (𝑧𝜎995) is calculated using the barometric equation: 
 𝑧𝜎995 =
𝑅∗?̅?
𝑀𝑔
ln (
𝑝𝑠
𝑝𝜎995
), (3-4) 
where, 𝑅∗ = 8.314 J (mol K)-1 is the universal gas constant, 𝑀 = 0.029 kg mol-1 is the 
molar mass of air, 𝑔 = 9.81 m s-2 is the gravitational acceleration, 𝑝𝜎995 = 0.995 ∙ 𝑝𝑠 is the 
pressure at the 𝜎995 level, 𝑝𝑠 is the surface pressure and ?̅? = 0.5(𝑇2𝑚 + 𝑇𝜎995) is the 
average temperature in the layer between the surface and the σ995 level. In order to calculate 
𝑧𝜎995 using Eq. (3-4), the following variables have also been obtained from the reanalysis 
dataset: 𝑝𝑠, 𝑇2𝑚, and 𝑇𝜎995. The air density (𝜌𝜎995) is afterwards calculated from the ideal 
gas law. 
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Weibull distribution is used to describe the observed wind speed distribution. It has the 
probability density function (𝑓𝑊𝐷) defined as: 
 𝑓𝑊𝐷(𝑉𝜎995) = (
𝑘
𝐴
) (
𝑉𝜎995
𝐴
)
𝑘−1
𝑒−(
𝑉𝜎995
𝐴 )
𝑘
, (3-5) 
where parameters 𝑘 and 𝐴 are the Weibull shape and scale parameters, respectively. The 
parameters are estimated from wind data using the maximum likelihood method (Harris 
and Stöcker 1998). 
Wind power density (𝑃𝜎.995) is then calculated as (Troen and Petersen 1989): 
 𝑃𝜎995 =  
1
2
𝜌𝜎995𝐴
3Γ (1 +
3
𝑘
), (3-6) 
where Γ is the gamma function which represents a generalization of the factorial function. 
The mean wind speed, Weibull parameters and wind power density are calculated for 12 
wind directions as well as on the seasonal and annual bases.  
The Mann-Kendall non-parametric test for trend (Mann 1945; Kendall 1970) and Sen’s 
slope technique (Sen 1968) are used to detect and estimate trends in data. These two 
methods are widely used in climatological studies (e.g. Liuzzo et al. 2014; Romanić et al. 
2015a; Romanic et al. 2016). The two-tailed Mann-Kendall test inspects the null hypothesis 
of the absence of trend in the time series at an 𝑠 significance level. Rejection of the null 
hypothesis at the significance level of 𝑠 = 0.1, 0.05, 0.01, and 0.001 is indicated as 𝐻 = 1, 
2, 3 and 4 in this study, respectively. For instance, if 𝑠 = 0.001 there is only a 0.1% chance 
that the observed trend is random and therefore the existence of a monotonic and 
statistically significant trend is very likely. The acceptance of the null hypothesis and the 
absence of trend is indicated as 𝐻 = 0. Sen’s slope method applies the median slope (Q) 
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among all the slopes determined by all pairs of data points. The trend analyses in this study 
are performed over 12 wind directions and they are also conducted on seasonal and annual 
bases. The trend analysis is performed over 12 wind directions and the study is conducted 
on seasonal and annual bases. 
Lastly, this study also uses a moving average method to inspecting the variability of data 
series as well as a cross-correlation analysis to quantify the statistical similarity between 
two sets of data. For a time series 𝑎𝑖 (𝑖 =1, 2, …, N), an n-moving average, 𝑠𝑖, is defined 
as: 
 𝑠𝑖 =
1
𝑛
∑ 𝑎𝑗
𝑖+𝑛−1
𝑗=1
. (3-7) 
The cross-correlation of two functions 𝑓(𝑡) and 𝑔(𝑡), where 𝑡 is time, is defined as:  
 𝑓 ⋆ 𝑔 = 𝑓(̅−𝑡) ∗ 𝑔(𝑡), (3-8) 
where ∗ represents the convolution operation and 𝑓(̅𝑡) is the complex conjugate of 𝑓(𝑡). 
If the time series are real, such as the one used in this paper, the cross-correlation analysis 
Eq. (3-8) can be written as: 
 𝑓 ⋆ 𝑔 = ∫ 𝑓(𝜏)𝑔(𝑡 + 𝜏)𝑑𝜏
∞
−∞
, (3-9) 
where 𝜏 is the time lag. For two finite time series and in the discrete domain Eq. (3-9) 
reads: 
 𝑓 ⋆ 𝑔 = ∑ 𝑓𝑛𝑔𝑛+𝑚
𝑁−𝑚−1
𝑛=0
. (3-10) 
Here, 𝑁 is the lengths of the time series (i.e. number of elements) and 𝑚 is the time lag in 
the discrete domain. In this paper, Eq. (3-10) is normalized so that the autocorrelations at 
zero lag equal 1 (Stoica and Moses, 2005): 
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 𝑐(𝑚) =
1
√𝑅𝑓𝑓(0)𝑅𝑔𝑔(0)
𝑓 ⋆ 𝑔, (3-11) 
where 𝑅𝑓𝑓 and 𝑅𝑔𝑔 represent the autocorrelation functions of 𝑓 and 𝑔, respectively, and 
𝑐(𝑚) is the cross-correlation coefficient at time lag 𝑚. Note that the autocorrelation is 
nothing more but cross-correlating a function with itself; that is: 𝑓 ⋆ 𝑓 or 𝑔 ⋆ 𝑔 in Eq. (3-9). 
A value of 𝑐(𝑚) = 1 would indicate that at time lag 𝑚 the two time series have identical 
shape, however the magnitudes might differ. On the other hand, 𝑐(𝑚) = −1 depicts two 
time series that have the same shape, but opposite signs. Lastly, 𝑐(𝑚) = 0 indicates the 
complete lack of correlation, i.e. time series are uncorrelated. Cross-correlation coefficients 
above approximately 0.75 indicate a strong correlation between the two records. 
3.2.3.2 Spectral analysis 
Spectral analysis of wind signal describe the distribution of harmonic content in wind over 
the range of frequencies. This paper uses the non-parametric Welch method (Welch 1967) 
to calculate the power spectral density. The method is widely used in engineering and 
signal processing studies as it reduces the noise in estimated power spectra compared to 
the standard methods of averaged periodograms. Namely, the Welch method partitions a 
time series (𝑋) into 𝐾 batches (𝑋𝑘, 𝑘 =  1, 2, … , 𝐾), each of length 𝐿, and calculates a 
modified periodogram for these segments through the finite Fourier transforms 𝐴𝑘(𝑛): 
 𝐴𝑘(𝑛) =
1
𝐿
∑ 𝑋𝑘(𝑗)
𝐿−1
𝑗=0
𝑊(𝑗)𝑒−
2𝑘𝑖𝑗𝑛
𝐿 . (3-12) 
Here, 𝑛 = 0, 1, … , 𝐿 2⁄ , 𝑖 = √−1 is the imaginary unit 𝑊(𝑗), (𝑗 = 0, 1, … , 𝐿 − 1) is the 
Hamming window used to multiply the periodograms in order to produce a clearer spectra; 
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hence the name modified pereiodograms. Repeating this procedure for each segment, one 
obtains 𝐾 modified periodograms: 
 𝐼𝑘(𝑓𝑛) =
𝐿
𝑈
|𝐴𝑘(𝑛)|
2, (3-13) 
where 𝑓𝑛 = 𝑛 𝐿⁄  and the noise gain, 𝑈: 
 𝑈 =
1
𝐿
∑ 𝑊2(𝑗)
𝐿−1
𝑗=0
. (3-14) 
Lastly, an average of modified periodograms produces the estimate of the power spectral 
density:  
 𝑆(𝑓𝑛) =
1
𝐾
∑ 𝐼𝑘(𝑓𝑛)
𝐾
𝑘=1
. (3-15) 
Due to the underlying assumption that the process is stationary and Welch's method uses 
power spectral density estimates of different segments of the time series, the modified 
periodograms represent approximately uncorrelated estimates of the true power spectral 
density and therefore averaging reduces the variability. The Hamming window in Eq. 
(3-12) is defined as: 
 𝑊(𝑗) = 0.54 − 0.46 cos (2𝜋
𝑗
𝑁
). (3-16) 
The data is divided into 8 segments with 50% overlap between them. The described 
methodology is applied to generate the macrometeorological wind speed power spectra. 
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3.3 Results 
3.3.1 Wind climatology 
Seasonal and annual wind climatology for Toronto based on the NCEP/NCAR reanalysis 
1 data (Kalnay et al., 1996) at the σ995 level is presented in Figure 3-3. It can be observed 
that winds coming in from the third quadrant are the most frequent in summer, fall and 
winter and thus on the overall annual basis. Together they occur about 45% of the time in 
year. Dominant wind direction in these seasons is 240° (𝑉𝜎995
240°). In fall, the frequency of 
occurrence of the 𝑉𝜎995
240° winds is very similar to the occurrence of the 𝑉𝜎995
210° winds. The 
occurrence of the 𝑉𝜎995
240° winds on annual basis is approximately 18% of the time. The most 
frequent winds in spring are the 𝑉𝜎995
270° winds (18% of the time), closely followed by the 
𝑉𝜎.995
240°  and 𝑉𝜎995
300°° winds (each present in 17% of the time). Winds coming in from the first 
and the fourth quadrants were rare. For example, the 𝑉𝜎995
90°  winds were present only 4% of 
the time in year. It can be observed that wind rose in spring is more omnidirectional 
compared to the other seasons and the annual case. Figure 3-3 also shows the distribution 
of wind speeds for each of 12 wind directions. The strongest winds are observed in winter 
(?̅?𝜎995=5.61 m s
-1) and the strongest winds are coming in from 240° direction. Interestingly, 
the winter 𝑉𝜎995
240° winds in the 8-10 m s-1 interval have the similar occurrence as the winds 
in 6-8 m s-1 range; each wind speed bin being present in approximately 5% of the time in 
winter. The weakest winds are observed in summer with speeds rarely exceeding 8 m s-1, 
i.e. in only about 2% of the time. 
The mean annual wind speed over Toronto at the σ995 level is 4.83 m s-1. Inter-annual 
variability of wind speed is such that the spring and summer seasons have lower wind 
 118 
 
speeds compared to the fall and winter seasons. Standard deviation of the inter-annual wind 
speed oscillation is 0.63 m s-1, which in relative terms is equal to 13% of the mean annual 
wind speed. This value of variation is typical for the extra-tropical latitudes. The same 
values of k, but different values of A Weibull parameters are observed in spring and fall 
seasons. A larger value of A in fall results in the probability density function (PDF) being 
more stretched out compared to the PDF in spring. Consequentially, the peak of the PDF 
for the fall season is smaller. The mean power density over Toronto at the σ995 level is equal 
to 123.2 W m-2. The inter-annual standard deviation is 48.4 W m-2 (38.6% of the mean 
value). Difference between wind power density in winter (190.7 W m-2) and summer (56.3 
W m-2) is very pronounced (134.4 W m-2). Detailed wind statistics per direction and for 
each season, as well as on the annual basis, are given in Table 3-1. 
The strongest winds in all seasons are from the 240° direction. The overall largest mean 
wind speed is observed in winter for the 𝑉𝜎995
240° winds (6.62 m s-1). The smallest wind speeds 
are reserved for the 90° direction in summer (2.82 m s-1). The second windiest directions 
are the two adjacent directions to the 240° direction. From the wind energy point of view, 
these three wind directions alone contribute to 60% of the overall annual power density 
presented in Figure 3-3. The smallest variability of the Weibull k parameter is observed in 
spring and the largest in winter season. This variability of k parameter indicates that wind 
speeds in spring are more uniformly distributed among all wind directions, whereas winds 
in winter are mostly associated with a few wind directions. This pattern is also evident 
examining Figure 3-3. 
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Figure 3-3. Seasonal and annual wind climatology for Toronto at the 𝜎995 level. ?̅? - mean 
wind speed, A and k – Weibull scale and shape parameters, respectively, and 𝑃𝑤- mean 
wind power density 
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Table 3-1. Sector-wise wind statistics for Toronto for each season and on an annual basis. All values are given at the 𝜎995 level.  
Wind 
direction 
(°) 
Spring Summer Fall Winter Annual 
?̅? (m 
s-1) 
A (m 
s-1) 
k 
Pw (W 
m-2) 
?̅? (m 
s-1) 
A (m 
s-1) 
k 
Pw (W 
m-2) 
?̅? (m 
s-1) 
A (m 
s-1) 
k 
Pw (W 
m-2) 
?̅? (m 
s-1) 
A (m 
s-1) 
k 
Pw (W 
m-2) 
?̅? (m 
s-1) 
A m 
s-1) 
k 
Pw (W 
m-2) 
0 3.97 4.49 2.32 64.93 3.28 3.70 2.22 35.85 4.08 4.58 1.96 79.54 4.25 4.79 2.11 89.48 3.87 4.36 2.10 64.44 
30 4.37 4.92 2.12 92.09 3.26 3.68 2.21 35.50 4.06 4.58 1.88 83.31 4.39 4.95 2.01 103.68 4.05 4.57 1.99 78.40 
60 4.18 4.72 2.10 81.42 3.22 3.64 2.24 34.00 4.04 4.56 2.01 76.52 4.16 4.68 1.99 88.91 3.94 4.45 2.03 70.93 
90 3.97 4.48 2.17 67.48 2.82 3.19 2.32 22.02 3.59 4.05 2.07 51.92 4.15 4.69 2.08 84.71 3.69 4.17 2.05 57.43 
120 4.00 4.52 2.09 71.11 2.84 3.20 2.20 23.34 3.70 4.17 2.17 54.06 4.02 4.53 2.01 78.37 3.69 4.17 2.03 57.68 
150 4.32 4.88 2.07 89.57 3.11 3.51 2.06 32.44 4.64 5.25 2.25 103.38 4.66 5.26 2.26 108.89 4.24 4.78 2.06 85.25 
180 4.52 5.11 2.23 96.18 3.73 4.20 2.42 48.58 5.20 5.85 2.55 130.84 5.79 6.51 2.61 185.61 4.84 5.46 2.29 115.22 
210 5.23 5.90 2.33 142.34 4.35 4.89 2.72 71.04 5.60 6.31 2.54 163.75 6.09 6.85 2.61 217.94 5.29 5.97 2.41 144.38 
240 5.47 6.16 2.27 167.99 4.42 4.97 2.66 75.43 5.96 6.72 2.35 210.85 6.62 7.44 2.63 280.27 5.61 6.33 2.30 180.27 
270 5.26 5.93 2.34 147.49 4.22 4.74 2.64 66.22 5.80 6.54 2.36 195.69 6.26 7.04 2.50 246.46 5.40 6.09 2.29 162.78 
300 4.92 5.56 2.34 123.24 3.89 4.39 2.37 56.66 5.03 5.69 2.25 134.05 5.53 6.23 2.54 170.98 4.85 5.48 2.27 120.19 
330 4.62 5.22 2.24 105.40 3.39 3.83 2.12 41.46 4.42 4.99 2.25 90.42 4.75 5.36 2.26 118.90 4.31 4.86 2.13 88.67 
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3.3.2 Wind trends 
3.3.2.1 Wind speed trends 
Figure 3-4 shows the direction-wise wind speed trends over Toronto at the σ995 level and 
the quantitative details of the observed trends are given in Table 3-2. Only winds coming 
in from the 90°, 150°, 180°, and 330° directions had negative trends. However, these trends 
are not statistically significant, as indicated by the zero values of H and near-zero Z 
statistics. The strongest positive trends with Sen’s slope equal to 0.021 m s-1 year-1 and 
0.015 m s-1 year-1 are detected for the 𝑉𝜎995
30°  and 𝑉𝜎995
60°  winds, respectively. Therefore, the 
𝑉𝜎995
30°  winds have increased their speed for 1.41 m s-1 in the period from 1948 to 2014 (0.21 
m s-1 per decade).The windiest directions, 𝑉𝜎995
240° and 𝑉𝜎995
270°, have also experienced 
statistically significant upward trends. Sen’s slope of the trend for these two winds is the 
same and equal to 0.008 m s-1 year-1. Therefore, the 𝑉𝜎995
240° winds have increased for 0.54 m 
s-1 in the analyzed 67-year period. It is important to note that the positive trends of the 
𝑉𝜎995
240° and 𝑉𝜎995
270° winds are significant at the 99% confidence level, as indicated by H=3 
values in Table 3-2. The positive trend of northern winds is also fairly significant (H=1). 
The moving averages in Figure 3-4, however, seem to indicate that the windiest directions 
(210°, 240° and 270°) were fairly trendless after about year 2000. The strong upward trends 
for 𝑉𝜎995
0° , 𝑉𝜎995
30°  and 𝑉𝜎995
60°  are also noticeable in the moving average trend. 
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Figure 3-4. Mean annual wind speeds for each wind direction. The blue lines are Sen’s 
slope (m s-1 year-1) and the red dashed lines are trends at the 95% confidence intervals 
and the green lines are a 5-year moving average. See Table 3-2 for additional details. 
The trend analysis of the omnidirectional mean annual wind speed series is presented in 
Figure 3-5 and in the last row in Table 3-2. A positive and statistically significant trend at 
the 95% confidence level (H = 2) is observed. Sen’s slope is equal to 0.003 m s-1 year-1. 
This trend reflects as a wind speed increase of 0.2 m s-1 in the period 1948-2014. The most 
important contributors to this small wind speed increase are positive trends of the 𝑉𝜎995
30° , 
𝑉𝜎995
60° , 𝑉𝜎995
240° and 𝑉𝜎995
270° winds, as described in the previous paragraph. Note, however, that 
the trend of the mean annual wind speed at the lower 99% confidence level is trendless 
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(Qmin99 = 0). The 5-year moving average series in Figure 3-5 has an increasing trend until 
the 1990s and is relatively trendless afterwards. A periodicity in the moving average line 
can be observed. The first six peaks (in years 1952, 1961, 1969, 1977, 1985 and 1991) have 
the period between 7 and 9 years, whereas the periodicity of the last three peaks is 11 years 
(years 1991, 2003 and 2014). This result shows the presence of the interdecadal variability 
of the mean annual wind speeds above Toronto. Figure 3-4 further depicts that the strongest 
winds above Toronto were present in the early 1990s and the late 1980s. 
Table 3-2. Trend analysis of the mean seasonal wind speeds and the mean annual wind 
speeds for each wind direction and overall (last row). Subscripts denote different 
significance level, B is the offset of the linear trend line (m s-1), Q is the slope of the trend 
(m s-1 year-1) and the meaning of other symbols is given in the text. All values are given at 
the σ995 level. Graphical representations of these trends are shown in Figure 3-4, Figure 
3-5 and Figure 3-6. 
Wind speed 
series 
Z H Q Qmin99 Qmax99 Qmin95 Qmax95 B Bmin99 Bmax99 Bmin95 Bmax95 
0° 1.83 1 0.007 -0.003 0.016 -0.001 0.013 3.54 3.91 3.27 3.85 3.30 
30° 5.26 4 0.021 0.011 0.031 0.014 0.028 3.28 3.66 2.91 3.57 3.02 
60° 4.05 4 0.015 0.006 0.025 0.007 0.022 3.32 3.59 3.05 3.53 3.14 
90° -0.34 0 -0.001 -0.011 0.010 -0.008 0.007 3.67 4.01 3.34 3.86 3.43 
120° 0.32 0 0.001 -0.007 0.010 -0.005 0.008 3.53 3.83 3.31 3.75 3.37 
150° -0.23 0 -0.001 -0.010 0.008 -0.008 0.006 4.24 4.53 3.88 4.44 3.97 
180° -0.80 0 -0.003 -0.011 0.005 -0.009 0.003 4.88 5.15 4.69 5.11 4.73 
210° 1.50 0 0.004 -0.003 0.010 -0.001 0.009 5.11 5.36 4.95 5.28 4.98 
240° 2.74 3 0.008 0.001 0.017 0.003 0.015 5.37 5.59 5.12 5.55 5.18 
270° 2.59 3 0.008 0.000 0.015 0.002 0.014 5.08 5.37 4.87 5.31 4.89 
300° 0.36 0 0.001 -0.005 0.007 -0.004 0.005 4.74 4.97 4.60 4.91 4.65 
330° -0.14 0 -0.001 -0.009 0.008 -0.006 0.006 4.29 4.53 4.03 4.46 4.10 
Spring -0.95 0 -0.002 -0.006 0.003 -0.005 0.002 4.77 4.89 4.68 4.87 4.71 
Summer -0.52 0 -0.001 -0.005 0.004 -0.004 0.003 3.91 4.09 3.77 4.05 3.79 
Fall 4.21 4 0.012 0.006 0.019 0.007 0.017 4.65 4.89 4.46 4.81 4.51 
Winter 1.67 1 0.004 -0.002 0.011 -0.001 0.009 5.46 5.66 5.21 5.61 5.28 
Annual 2.45 2 0.003 0.000 0.007 0.001 0.006 4.71 4.86 4.59 4.83 4.61 
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Figure 3-5. Mean annual wind speeds for all wind directions and the associated trends. 
See Figure 3-4 and Table 3-2 for nomenclature and further details. 
Further analysis is conducted in order to determine the seasonal wind speed trends. The 
results presented in Figure 3-6 and Table 3-2 highlight some interesting findings. Namely, 
wind speeds in the warm half of the year (spring and summer) have almost negligible and 
statistically not significant trends with slightly negative Sen’s slopes. On the other hand, 
wind speeds in the cold part of the year (fall and winter) have experienced a strong and 
positive trend of 0.08 m s-1 per decade on average (0.54 m s-1 over the whole analyzed 
period). The positive trend in fall season is significant at the 99.9% confidence level (H = 
4) while the winter wind speed trend is significant with the 95% statistical confidence. It 
can also be seen that the trend of mean annual wind speed is similar to the trend of winter 
winds. Furthermore, trend in the annual winds is half of the average of the winter and fall 
trends. This result is somewhat expected, since an average of the seasonal trends should 
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approximately, but not necessarily identically, result in the observed trend of the annual 
wind. The observed positive trends of the winter and fall winds, as well as the positive 
trends of the windiest directions, are for example important in wind energy. Namely, these 
positive trends might contribute to long-term stability and sustainability of urban wind 
energy projects in the Toronto and nearby regions as the future positive trends in surface 
wind speeds in this region are predicted by climate change models (McInnes et al. 2011). 
Similar to the moving average trend in Figure 3-4, there seem to be an absence of moving 
average trends in the summer, fall and winter seasons after approximately the year 2000. 
On the contrary, a negative trends in the last about 15 years is noticed in the spring season. 
 
Figure 3-6. Mean annual wind speeds per season. See Figure 3-4 and Table 3-2 for 
nomenclature and further details. 
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3.3.2.2 Wind occurrence trends 
Overall windiness of the Toronto area has not changed over time as shown in Figure 3-7 
and Table 3-3. The same figure, however, indicates that a redistribution of wind directions 
has occurred in the analyzed 67-year period. It can be seen that the occurrence of winds in 
the first quadrant has increased, while the winds in the other three quadrants have 
experienced downward trends of their occurrence.  
 
Figure 3-7. Trends of the annual number of days per decade for each wind direction. 
The strongest upward trends have been detected for the frequency of occurrence of the 
𝑉𝜎995
60°  and 𝑉𝜎995
30°  winds. In these two cases, their incidence has increased for 1.54 days per 
decade and 1.43 days per decade, respectively. Statistically significant, but negative trends 
are observed for the 300° and 240° wind directions. The number of days with the 𝑉𝜎995
300° 
winds has declined by 1.5 days per decade, whereas the occurrence of the 𝑉𝜎995
240° winds is 
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reduced for 1.28 days per decade. The occurrence trends for other wind directions are not 
statistically significant. 
Table 3-3. Trend analysis of the annual number of days with winds coming in from 
different directions. All values are given at the σ995 level. See Figure 3-7 for more details. 
Explanation of symbols is given in the text and Table 3-2. 
Wind direction (°) Z H Q Qmin99 Qmax99 Qmin95 Qmax95 B Bmin99 Bmax99 Bmin95 Bmax95 
0 1.88 1 0.059 0.000 0.133 0.000 0.115 14.82 17.00 12.47 17.00 12.81 
30 3.76 4 0.143 0.047 0.233 0.074 0.214 12.14 14.73 9.50 13.89 9.93 
60 4.43 4 0.154 0.071 0.239 0.091 0.222 10.38 13.21 7.46 12.36 7.78 
90 0.99 0 0.023 -0.038 0.095 -0.021 0.079 13.98 15.85 11.71 15.42 11.97 
120 0.78 0 0.020 -0.055 0.102 -0.036 0.083 14.76 17.62 12.16 17.11 12.75 
150 0.37 0 0.000 -0.077 0.102 -0.053 0.077 20.00 22.62 16.57 21.68 17.08 
180 -1.26 0 -0.064 -0.188 0.058 -0.154 0.029 34.68 38.88 29.54 38.39 30.39 
210 -0.59 0 -0.032 -0.188 0.118 -0.143 0.077 55.29 57.88 51.00 57.29 51.54 
240 -2.03 2 -0.128 -0.291 0.036 -0.250 0.000 65.09 72.26 61.21 70.50 62.00 
270 -0.97 0 -0.048 -0.171 0.086 -0.143 0.055 52.33 56.81 48.60 55.86 49.47 
300 -3.26 3 -0.150 -0.263 -0.033 -0.239 -0.067 42.50 46.53 38.86 45.57 39.73 
330 -1.55 0 -0.038 -0.115 0.025 -0.098 0.000 26.50 28.92 24.60 28.21 25.00 
3.3.3 Low-frequency wind spectrum 
Figure 3-8 shows the wind speed spectrum in the low-frequency domain at the σ995 level 
over Toronto. Three pronounced peaks are noticeable. The peak associated with the highest 
frequency has a period of 2 to 4.5 days. This local maximum in the spectrum has previously 
been reported in a number of wind studies (see discussion in Introduction and Figure 3-1). 
The passage of large scale pressure systems, such as depressions and cyclones, is associated 
with the energy production with the period of 3-4 days (Estoque 1955; Van der Hoven 
1957). The Great Lake region is an area where two major North American cyclonic tracks 
merge (Zishka and Smith 1980) and afterwards take northeasterly trajectories. The same 
study reported that these cyclones are most frequent in winter, which has been later 
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confirmed in the study by Zhang et al. (2004). Their findings are in a good agreement with 
the presented results that winter is the windiest month in Toronto. 
 
Figure 3-8. Low-frequency wind speed spectrum for Toronto based on the mean daily 
wind speeds. 
The second pronounced peak in the spectra possesses a period of 1 year. This peak is 
associated with alternation of seasons throughout the year. As already demonstrated, winds 
over Toronto are the strongest in winter and weakest in summer. The existence of a 1-year 
peak is reported by many researchers (Gomes and Vickery 1977; Harris 2008; Belu and 
Koracin 2013). The autocorrelation function of the wind speed series also resembles the 1-
year periodicity, as shown in Figure 3-9.  
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Figure 3-9. Autocorrelation of the mean daily wind speed. The horizontal red lines 
represent the 95% confidence intervals. Note that the x-axis starts at the time lag of 1. 
A striking feature in the spectrum, however, is the presence of the third peak corresponding 
to the 11-year period. This finding required further investigation. To begin with, it should 
be noticed that very low frequencies correspond to very long time periods, which 
consequentially means that the lowest frequency oscillations often lack statistical 
significance. For example, the left end of the spectrum in Figure 3-7 corresponds to a period 
of approximately 22 years. Knowing that the input data cover only 67 years, such a 
(hypothetical) process could not occur more than three times in the timespan of the dataset. 
Thus, the presence of this last peak is not yet conclusive. Nevertheless, an astronomical 
process that possesses an 11-year period is the solar activity (Hathaway et al. 1994). 
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Since the observed 11-year peak in wind spectrum has the same period as the maximum of 
solar activity, combining these two time series seems to be a logical step. Data representing 
the monthly mean total sunspot number are obtained from the World Data Center SILSO 
at the Royal Observatory of Belgium, Brussels, Belgium (SILSO World Data Center, 
1948), at: http://sidc.be/silso/. As we are not concerned with the inter-annual oscillations 
of the number of sunspots, the mean monthly wind speed as well as the total monthly 
number of sunspots were smoothed by applying a moving average with a 13-month low-
pass filter (n), as described by Eq. (3-7). 
The results of the moving average procedure are depicted in Figure 3-10. It can be observed 
that there were seven solar cycles in the analyzed period. The wind speed time series, 
although noisier, also contains some major peaks in 1958, 1977, 1989, as well as lower 
peaks in 1981 and 2002. An absolute wind speed minimum in 2005 is also evident. The 
same peaks, but not that pronounced, have been observed in the mean annual wind speed 
data series presented in Figure 3-5. The overlaps between the solar activity, on one side, 
and wind speed peaks, on the other side, can easily be observed in the years 1958, 1981, 
1989 and 2002. It seems, however, that the absolute maximum in the wind speed series, 
recorded in 1977, does not directly coincide with a solar maximum. A peak in solar activity 
rather occurred some 8 years prior to the 1977 wind speed peak. 
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Figure 3-10. 13-month moving average of the mean monthly wind speeds above Toronto 
(black line) and the total monthly number of sunspots (red line) 
An interesting occurrence is that this solar maximum has been the weakest maximum in 
the 1949 to 2002 period. In order to statistically quantify the strength of the observed 
relationship between the mean annual wind speed and the solar activity, a cross-correlation 
analysis between the two data sets is carried out. The results are portrayed in Figure 3-11. 
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Figure 3-11. Cross-correlation between the 13-month moving averages of the mean 
monthly wind speed above Toronto and total monthly number of sunspots 
The cross-correlation analysis confirms that there is a significant similarity between the 
two time series. The highest correlation is observed at zero time lag and reaches 0.82. A 
second and less pronounced peak in the correlation curve is located around 8.5 years in the 
direction of the positive lags; at the time lag equal 100 months. This may indicate that the 
response in wind speed maximum is considerably delayed after the period of the maximum 
solar activity. Examining Figure 3-10 again, it can be seen that the time lag between the 
peaks in the monthly number of sunspots in 1969 and the wind speed peak in 1977 occurred 
with the 8-year time shift in between them. Another example is the solar minimum that 
 133 
 
took place in 1997 and the most pronounced wind speed minimum recorded in 2005. The 
8-year periodicity is also noticeable in the 5-year moving average series of mean annual 
wind speeds in Figure 3-4. However, the last three peaks in the moving average series in 
Figure 3-4 are 11 years apart. The above results seem to indicate that the solar activity 
either has instantaneous or time-delayed impact on the monthly wind speed over Toronto 
area. 
3.4 Discussion 
3.4.1 Wind trends 
A trend analysis of several meteorological variables at the σ995 level is performed and the 
results are given in Table 3-4. Local variables that could have a direct or indirect 
implication on the observed wind trends are: (1) height of the σ995 level (𝑧𝜎995), (2) air 
density at the σ995 level (𝜌𝜎995), and (3) temperature at σ995 level (𝑇𝜎995).  
Table 3-4. Trend analysis of the height of the mean annual height of 𝜎995 level (𝑧𝜎995), 
mean annual air density at 𝜎995 level (𝜌𝜎995) and mean annual temperature at the 𝜎995 level 
(𝑇𝜎995). Slopes are given in units of m year
-1, kg m-3 year-1 and K year-1, respectively. 
Explanation of symbols is given in the text and Table 3-2. 
Time series Z H Q Qmin99 Qmax99 Qmin95 Qmax95 B Bmin99 Bmax99 Bmin95 Bmax95 
𝑧𝜎.995 -0.41 0 0.000 -0.002 0.002 -0.002 0.001 41.13 41.18 41.09 41.17 41.10 
𝜌𝜎.995 -0.41 0 0.000 0.000 0.000 0.000 0.000 1.22 1.22 1.22 1.22 1.22 
𝑇𝜎.995 0.29 0 0.001 -0.011 0.015 -0.009 0.012 280.36 280.77 279.99 280.69 280.08 
It seems that local conditions at Toronto were not contributing to the observed wind trends. 
Namely, a possible trend in 𝑧𝜎995 could have a pronounced impact on the observed wind 
trends as a negative trend of 𝑧𝜎995 would result in the negative wind speed trends, whereas 
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an upward trend of 𝑧𝜎995 would cause an increase of wind speeds. However, the value of 
𝑄 = 0 as well as negligible values of 𝑄 even at the 99% confidence intervals remove this 
possibility. The average height of the σ995 level above Toronto is 41.1 m above ground. A 
trend in 𝑇𝜎995 could also impact wind speeds at the σ995 level (Dai and Deser 1999; Pirazzoli 
and Tomasin 2003; Dadaser-Celik and Cengiz 2014). However, a statistically significant 
temperature trend at the σ.995 level is not detected in this study. Air density above Toronto 
was trendless too and the mean air density is 1.22 kg m-3. The trend analysis has also been 
performed on the wind data obtained using the nearest-neighbor interpolation from the 
closest NCEP/NCAR reanalysis grid point (see Figure 3-2) and the outcomes were similar 
to the presented results (not shown). 
Temperature in all regions of Canada rose in the period from 1948 to 2014 (Environment 
and Climate Change Canada, 2015). This resulted in a temperature increase for the country 
as a whole by 1.6 K in the same period. The average annual temperature in the northern 
region of Ontario has increased for 0.8 K in the analyzed 67-year period. In the same 
period, the temperature increased by only 0.6 K in the most southeastern region of Ontario. 
These uneven temperature increases across Ontario may result in an augmentation of the 
pressure gradients between these two geographical regions, which in turn would result in 
the positive wind speed trends. The Canadian Centre for Climate Modelling and Analysis 
reported a non-uniform increase of the surface temperature across the whole Canada 
(Vincent et al. 2012; Vincent et al. 2015). The strongest positive trends in the minimum 
and maximum temperatures occurred in winter season, in which the west coast experienced 
stronger positive trends than the east coast of Canada. The largest non-uniformity of 
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temperature trends across Canada, however, is detected in the fall season. Interestingly, 
Table 3-2 shows that the strongest positive wind speed trends above Toronto were detected 
in the fall season. It should be mentioned that the same non-uniformity of temperature 
trends across Ontario and surrounding provinces could, if in the right direction, diminish 
the pressure gradients and result in downward wind speed trends. However, such negative 
wind speed trends were not detected in this study. Many climate change models indicate 
an increase in surface wind speeds in the Toronto region in coming decades (IPCC 2007; 
McInnes et al. 2011), but different results have also been reported (Yao et al. 2012). 
Results in this paper are similar, in certain aspects, to the results reported by Holt and Wang 
(2012). Namely, they found considerably stronger positive wind speed trends at 80-m level 
above ground and smaller, but nevertheless positive, trends at 10 m above ground. It seems 
that the intensity of wind speed trends increases with the height. They concluded that the 
increase of the westerly winds is due to the strengthening of the mid-latitude jet stream. 
Our results, however, are not in accordance with the findings reported by Wan et al. (2010). 
We observed upward trends of the mean annual wind speed, while they reported negative 
wind speed trends. The downward wind speed trends found in this study (wind speeds in 
the spring season as well as a few wind directions in the fourth quadrant) are negligible 
and statistically not significant (Table 3-2). The discrepancies between the two studies 
could be due to different input data. Wan et al. (2010) used station data and homogenized 
wind series. However, it is not likely that the homogenization process that they performed 
on the raw data is the reason behind the discrepancy, since their trend analysis on raw 
dataset also resulted in the negative wind speed trends. It should also be mentioned that 
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they used different statistical method to estimate trends. Last but not least, data used in our 
study are given at the σ995 level (≈ 41 m above ground), while they used weather station 
data at 10 m above ground. As demonstrated by Holt and Wang (2012), trend intensities 
tend to increase with height. Therefore, the difference between the Wan et al. (2010) 
findings and the results of this study could most likely be due to the differences in height 
at which the wind speed trends were analyzed. Interestingly, there seem to be one similarity 
between the Wan et al. (2010) and our study in the wind data after the 1990s. Namely, both 
studies suggest that the mean annual wind speeds after the 1990s are trendless. Li et al. 
(2010) in their study on wind climatology of the Great Lakes, on the other hand, did not 
find any significant trend of the 80-m mean annual wind speeds in the period 1979-2008. 
Their study was based on the NARR dataset. The trends captured from the reanalysis data 
usually differ from the trends calculated using the observations alone (Pryor et al. 2009) 
and therefore the results should be interpolated and compared with caution (Li et al. 2010). 
It is important to mention that the research in this paper is the first wind trend study based 
on the NCEP/NCAR reanalysis 1 dataset for the Toronto area.  
3.4.2 Solar activity and climate 
The solar constant as measured by satellites since the 1980s has a value of approximately 
1366 W m-2 with an absolute uncertainty of ±2 W m-2. The measurements further show that 
the solar output is increased for about 1.1 W m-2 during the solar maximum periods (Barry 
and Chorley 2009). The solar activity has the largest influences on the high frequency 
spectrum of solar radiation with wavelengths below 300 nm (Lean and Rind 1998). These 
alterations in shortwave spectrum primarily affect the stratosphere, where the ozone layer 
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absorbs UV light (Hood et al. 1993). Directly, and indirectly through the thermal-wind 
relation, this thermodynamic change in stratosphere can alter the temperature gradients and 
winds at both higher and lower altitudes. 
So far there is no satisfactory analytical relationship found between solar activity and 
climatological variables. For that reason, most studies report statistical relations between 
the solar activity and the earth’s climate. Landsberg (1975) found a strong statistical 
relationship between the annual number of sunspots and rainfall in Dakar, Senegal, during 
the Sahel drought from 1970 to 1972. One of the best known connections between solar 
activity and a hydro-meteorological phenomenon is the oscillation of the water level in the 
lakes in Central Africa in the period from 1902 to 1921 (Henry 1924). The correlation 
coefficient between the water level in the lakes and the number of sunspots was 0.87. In 
our study, the cross-correlation coefficient between smoothed wind speed and solar activity 
series is 0.82. Hansen and Lacis (1990) demonstrated that a decrease in the Sun’s output 
of 0.1% in the period 1980-1986 was accompanied by a 0.2 K global temperature decrease. 
The same study further argues that on time scales less than a decade, solar activity can 
match the influence of greenhouse gasses on the global climate. An overview of literature 
on solar variability and its relation to the weather and climate can be found in Haigh (2007) 
and Gray et al. (2010). 
After the works of Van der Hoven (1957) and Davenport (1965), the existence of the 11-
year peak in wind spectrum was speculated by Houghton and Carruthers (1976). A 
connection between solar activity and winds was reported for the quasi-biennial oscillation 
of equatorial wind (Salby and Callaghan 2000). They found the 11-year peak in the 
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frequency spectrum of the equatorial zonal winds at 45 hPa level. Using the European 
Center for Medium range Weather Forecasting (ECMWF) reanalysis data, Crooks and 
Gray (2005) demonstrated that broadening of the Hadley cell follows the 11-year solar 
activity pattern. They found that one of the consequences of this broadening is the increased 
strength of the mid-latitude winds in the northern hemisphere between 40°N and 70°N. Our 
study also found a positive correlation between wind speed and solar activity in the same 
geographical region (43.653°N). Shindell et al. (2001) hypothesized how the solar activity 
influences the surface winds and pressure gradients. They argue that a modulation of the 
meridional temperature gradients, caused by the different absorption of the solar UV 
radiation in the meridional direction, is affecting the planetary (Rossby) wave activity, as 
well as the stratospheric thermal structure. These modifications influence the stratospheric 
winds, which in turn affects the wind shear. The upward propagating planetary waves are 
refracted equatorward in the zone of increased wind shear. This equatorward refraction of 
the planetary waves is balanced by a transfer of angular momentum towards the North Pole, 
which consequentially augments the westerlies. Furthermore, Shindell et al. (2001) 
detected the positive wind speed trends of the surface westerlies over the North Atlantic 
(approximately 0.19 m s-1 in the period 1951-1997). They attributed these positive wind 
speed trend to the positive trend of Arctic Oscillation, which, in turn, is altered by 
combining effects of global warming and the solar activity. Our study showed that the near-
surface westerlies above Toronto increased for 0.4 m s-1 in the period 1951-1997, as shown 
in Table 3-2. Several solar influences on tropospheric winds and mid-latitude jet stream 
locations obtained from the NCEP/NCAR reanalysis data have been reported in the works 
by Haigh (2003), Haigh et al. (2005) and Haight and Blackburn (2006). Several mostly 
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qualitative mechanisms proposed to explain the relationship between solar activity and 
earth’s climate are discussed in Gray et al. (2010), but the future work in this field needs 
to be concentrated around the development of physical-mathematical models that would 
describe these mechanisms in a rigorous way. Such a work, however, is beyond the scope 
of this study in which the relationship is statistically described. 
3.5 Conclusions 
This study represents a comprehensive analysis of the wind climatology above Toronto 
based on the NCEP/NCAR reanalysis 1 data acquired for the period from 1948 to 2014. 
The mean daily wind speed and direction are given at the sigma-995 level, which is 
calculated to be positioned at 41.1 m above ground. The paper is focused on the three 
aspects of the wind climatology: (1) wind speed and direction distributions, (2) long-term 
wind trends, and (3) low-frequency wind spectrum. In addition, a possible relationship 
between solar activity and wind characteristics at Toronto is also discussed. 
Winds coming in from 240°, 270° and 210° were the most frequent. On an annual basis, 
these three wind directions were present in about 50% of the time. The windiest season is 
winter with an average wind speed of 5.61 m s-1 and the wind power density of 190.7 W 
m-2. The mean annual wind speed above Toronto is found to be 4.83 m s-1. Besides being 
the most frequent, the 240° wind direction is also associated with the strongest winds. The 
windiest season after winter is fall, followed by spring and summer, respectively. 
Mean annual wind speeds above Toronto increased for 0.2 m s-1 in the period 1948-2014. 
The positive trend is statistically significant at the 95% confidence level. The strongest 
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positive trends are observed in the fall and winter seasons. The fall winds increased their 
speed for 0.8 m s-1 in the 67-year-long period. Negative wind speed trends in the summer 
and spring seasons are statistically not significant with very small values of Sen’s slope. 
The windiest directions, 240° and 270°, have also experienced statistically significant 
upward wind speed trends. The positive wind speed trends are potentially beneficial for 
urban wind power projects as well as ventilation of the city and removal of pollutants. Our 
results are in a good agreement with the findings published by Holt and Wang (2012) and 
present some discrepancies with the results obtained by Wan et al. (2010). These 
similarities and discrepancies are discussed in Section 3.4.1. Lastly, it is important to note 
that a redistribution between different wind directions took place in such a way that winds 
in the first quadrant increased their frequency of occurrence, while the winds in the other 
three quadrants have been less frequent. 
Spectral analysis of wind speed series in the low-frequency domain reveals three 
distinguished peaks. One of the peaks corresponds to the passage of the low pressure 
systems (cyclones and depressions) with a period of 2 to 4.5 days. The second peak has a 
period of 1 year and corresponds to the annual cycle of seasons. This peak is also evident 
in the autocorrelation analysis which resembles 1-year statistically significant periodicity. 
The striking feature, however, is the existence of the third peak with the period of 11 years. 
Cross-correlation analysis between smoothed wind speed series and the total monthly 
number of sunspots indicates that the 11-year peak in wind spectrum might be due to the 
solar activity that manifest as the famous 11-year solar cycle. The highest correlation 
between these two time series is observed at zero time lag and reaches 0.82. It should be 
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noted that our analysis between wind speed and solar activity is purely statistical and 
without an attempt to develop analytical theory of it. Comprehensive literature review 
confirms that solar activity can have a profound influence on earth’s climate; directly in 
the stratosphere and indirectly in the troposphere. 
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Chapter IV  
 
4 Urban wind resource assessment in changing climate: 
Case study 
4.1 Introduction 
An accurate, and rather simple definition of climate is that it represents the average of 
weather over time and space. The Earth’s climate has always been changing. Although 
defining climate is easy, understanding the causes as well as the effects of climate changes 
is challenging indeed. This difficulty is caused by variety of terrestrial and extra-terrestrial 
climate factors that constantly interact among each other. As over 99% of the Earth’s 
energy comes from solar radiation (Black and Flarend 2010), the astronomical climate 
factors, such as the shape of Earth’s orbit around the Sun, tilt of Earth’s axis, and precession 
are the main drivers of the Earth’s climate, as described in 1920 by Milanković’s theory of 
ice age cycles (Milanković 1920; 1930). These astronomical factors influence the amount 
of the Sun’s energy reaching the Earth. However, these factors have large return periods 
and hence can be considered as being constant over the time periods of several hundreds 
of years or so (for example, the period for precession of Earth’s orbit is around 23,000 
years while the other two factors have even larger periods). 
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Changes in the concentration of greenhouse gases and the reflectivity of Earth’s 
atmosphere and surface are the most important terrestrial factors which can disrupt the 
Earth’s energy balance. Changes in concentration of the greenhouse gasses (water vapor 
(H2O), carbon dioxide (CO2), methane (CH4), and chlorofluorocarbons (CFCs)) affect the 
amount of heat retained by Earth’s atmosphere. Numerous studies (e.g. Trenberth 2009; 
Hansen et al. 2011; Cook et al. 2013) suggest that human activities have altered the 
concentration of CO2 in the atmosphere and thus resulted in the on-going climate change. 
Reflectivity of Earth’s atmosphere and surface has also been changing due to changes in 
land use and land cover such as deforestation, desertification, and urbanization. 
Rapid urbanization is a global phenomenon. In 2014, 54% of the world’s population 
inhabited urban areas (United Nations 2014). The same study reported that the percentages 
have been even higher in economically developed countries. Therefore, estimating the 
effects of climate change in urban environments is of great interest. 
From mechanics and thermodynamics points of view, urban environments represent rough 
surfaces with a variety of sources and sinks of heat. Air flows in urban environments are 
very complex due to a large number of irregularly located and spaced obstacles. Compared 
to rural areas, the winds in cities are characterized by larger values of turbulence intensity 
and smaller mean wind speed. Climate change analysis in urban environments are very 
challenging mainly due to three factors. First, complicated climate change feedback loops 
and mechanisms, as well as the relationship between different feedbacks, are not very well 
understood. For example, the role of clouds in different climate change scenarios is not 
fully know. However, this difficulty concerning the representation of clouds in climate 
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models is not restricted only to urban environments, but to the climate change modelling 
in general. The second factor has already been mentioned and it is the complexity of wind 
fields in cities. Namely, it is difficult to perform any wind resource assessment study in 
urban environments due to large number of buildings and other objects which act as 
obstacles to the incoming wind. For that reason, the urban boundary layers are very 
complex and highly turbulent close to the surface. Lastly, an additional factor which 
complicates climate change analysis in cities is the change in the city landscape as well as 
the fact that cities are growing in size, population and built-up surface. What is a park or a 
field today might be a built-up area in the future. We, here, presume to only consider the 
climate change aspects and not the changes in the city landscape. 
Wind is one of the meteorological variables mostly influenced by climate change. A 
number of studies has shown that the near-surface winds are slowing down across the globe 
(McVicar et al. 2012; Romanić et al. 2015). Vautard et al. (2010) reported that wind speeds 
in the northern mid-latitudes declined between 5% and 15% in the period 1979-2008. They 
further concluded that 25% to 60% of these negative trends are caused by the increase of 
surface roughness, which is mostly due to increased urbanization in the last several 
decades. Holt and Wang (2012), however, showed that the westerly winds at 80 m level in 
the Great Lake region had pronounced positive trends in the period from 1979 to 2009 
(~0.24 m s-1 over 10 years). 
The present study investigates a potential influence of climate change on wind resources 
in an urban environment. To the authors’ knowledge, this is the first study that aims to 
relate the urban wind resource assessment with the long-term wind speed trends. The 
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proposed method is based on combining microscale Computational Fluid Dynamics (CFD) 
simulations with the long-term wind speed trends calculated from the National Centers for 
Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) 
Reanalysis 1 data (Kalnay et al. 1996). 
The detailed description of data, test site and methodology used to relate long-term wind 
speed trends to available wind resources is presented in Section 4.2. The results and critical 
discussion are given in Section 4.3. The concluding remarks follow in the last section of 
this chapter. 
4.2 Data, methodology and numerical setup 
4.2.1 Site 
The analysis of urban wind resource assessment in changing climate is conducted on a city 
block located in Toronto, Ontario, Canada. The site had been used as the 2015 Pan 
American Games Athletes’ Village (PanAm Village, Figure 4-1). The construction work 
on the site were finished in the first half of 2015. PanAm Village is located between 
Bayview Avenue and Cherry Street and from north of Front Street to a rail corridor north 
of the shores of Lake Ontario (Lat 43°39ʹ12ʺ N, Lon 79°21ʹ16ʺ W). The PanAmVillage is 
bounded by the urban area from the north and east sides while the southern and western 
sides are mostly exposed to land with low terrain roughness neighboring the lake. The 
athletic village is composed of 22 building blocks positioned along the existing streets. 
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Figure 4-1. Location of PanAm Village in Toronto. Winds coming in from southwest 
direction (240°) are shown. The arrow in the lower-left corner indicates the North 
direction. 
4.2.2 Data 
The wind data used in this study are extracted from the global NCEP/NCAR Reanalysis 1 
dataset (Kalnay et al. 1996). The reanalysis data are the result of an advanced 
analysis/forecast system that performs data assimilation using past data from 1948 to the 
present. The data have 2.5° latitude by 2.5° longitude spatial resolution over the whole 
globe and are available at three different temporal resolutions (4 times a day, daily and 
monthly). The mean daily values for the two wind components (zonal, u, and meridional, 
v) are extracted for the PanAm Village site from the entire global database. The extracted 
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data cover the time period from January 1, 1948 to January 1, 2015 (67 years of data which 
corresponds to 24,473 data records). 
The wind data are given at the sigma-.995 level (also known as the near-surface level, σ.995). 
Sigma, σ, is a vertical coordinate used in many meteorological weather forecast models. 
The coordinate is defined as a ratio of the pressure at a given point in the atmosphere to the 
surface pressure underneath it. Thus, σ = 1 at the surface and σ = 0 at the top of the 
atmosphere. A level where σ is equal to 0.995 therefore represents the level in the 
atmosphere where the pressure is 0.995 times the surface pressure. Wind speed at σ.995 level 
is calculated from the wind components as 𝑉𝜎.995 = √𝑢2 + 𝑣2. Note that σ.995 actually 
represents σ0.995 level, but the zero in the symbol is omitted for simplicity. Wind direction 
at the σ.995 level (Dσ.995) is obtained from the two wind components using the four-quadrant 
inverse tangent, viz.:  
 𝐷𝜎.995(𝑢, 𝑣) =
180
𝜋
(2 tan−1
√𝑢2 + 𝑣2 − 𝑣
𝑢
+ 𝜋), (4-1) 
where the factor 180/π is used to convert radians to degrees.  
Wind rose of direction and intensity, as well as histograms of the wind probability density 
function (PDF) for the PanAm Village site are shown in Figure 4-2. It can be observed that 
winds coming in from the third quadrant are the most frequent. These winds were active 
more than 50% of the time. Southwest winds (240° direction, 𝑉𝜎.995
240° ) were blowing 
approximately 18% of the time. The orientation of this wind direction with respect to the 
PanAm Village is portrayed in Figure 4-1. It can be seen that the southwest winds are 
coming in to the PanAm Village from Lake Ontario. Winds blowing from the first and 
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fourth quadrant were rare. Besides being the most frequent winds, Figure 4-2a and 
histograms in Figure 4-2b,c show that the 𝑉𝜎.995
240°  winds were also the strongest winds (50% 
of the time 𝑉𝜎.995
240°  > 6.04 m s-1). 
 
Figure 4-2. a) Wind rose with speed distribution, b) Wind histogram for all wind 
directions, c) Wind histogram for southwest winds (𝑉𝜎.995
240° ). All data are for the PanAm 
Village and at the the σ.995 level. 
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Due to the dominance of the 𝑉𝜎.995
240°  winds over the PanAm Village site, we chose to perform 
the wind resource assessment analysis for this wind direction. The methodology described 
in this paper, however, can be extended and applied to any number of wind directions. 
Hereafter the following notation will be used. 𝑋𝜎.995
240°  will represent any variable X given at 
σ.995 level when 𝑉𝜎.995
240°  winds were observed. Geometric height of the σ.995 level (zσ.995) is 
computed utilizing the barometric formula rearranged to be solved for the height, i.e.: 
 𝑧𝜎.995 =
𝑅∗?̅?
𝑀𝑔
ln (
𝑝𝑠
𝑝𝜎.995
). (4-2) 
Here, 𝑅∗ = 8.3145 J mol-1 K-1 is the universal gas constant, M = 0.029 kg mol-1 is the molar 
mass of air, 𝑔 = 9.81 m s-2 is the gravitational acceleration, pσ.995=0.995∙ps is the pressure 
at the σ.995 level (in Pa), ps is the surface pressure (in Pa), and ?̅? =
𝑇2𝑚+𝑇𝜎.995
2
 (in K) is the 
average temperature in the layer between the surface and σ.995 level. In order to calculate 
𝑧𝜎.995 from Eq. (4-2), the following variables have also been obtained from the reanalysis 
dataset: ps, T2m, and 𝑇𝜎.995. All downloaded data are stored in the self-describing NetCDF 
files and the total size of the downloaded data is 13.5 MB 
Lastly, the air density (𝜌𝜎.995) is calculated from the ideal gas law as: 
 𝜌𝜎.995 =
𝑝𝜎.995
𝑅𝑇𝜎.995
, (4-3) 
where R = 286.9 J kg-1 K-1 is the gas constant for dry air. 
4.2.3 Methodology and numerical setup 
The methodology to estimate the climate change influences on available wind resources in 
PanAm Village is based on the magnitude and sign of the linear trend of the 𝑉𝜎.995
240°  winds 
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(Figure 4-3a). Recall, however, that wind speeds are given at the σ.995 level, which has a 
variable geometric height (see Section 4.2.2) that depends on the surface pressure. For that 
reason, the trend of 𝑧𝜎.995
240°  had to be calculated as well (Figure 4-3b) in order to properly 
interpret the observed trend of 𝑉𝜎.995
240° . The trend in air density, 𝜌𝜎.995
240° , is shown in Figure 
4-3c. 
 
Figure 4-3. Time series and calculated trend lines of: a) 𝑉𝜎.995
240° , b) 𝑧𝜎.995
240° , c) 𝜌𝜎.995
240° , and d) 
𝑇𝜎.995
240° . 
The Mann-Kendall non-parametric test for trend (Mann 1945; Kendall 1970) and Sen’s 
slope estimator (Sen 1968) are used to detect and estimate strength of trends in the time 
series. These two methods are widely used in many meteorological, climatological as well 
as wind trend analysis studies (e.g. Tyrlis and Lelieveld 2013; Romanić et al. 2015). The 
two-tailed Mann-Kendall test inspects the null hypothesis of the absence of trend in the 
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time series at the s significance level (in this study, s = 0.05). Sen’s slope estimator 
calculates and applies the median slope among all the slopes determined by all pairs of data 
points. The linear equations of the trend lines are given in figures in which trends are 
analyzed.  
The trend lines are used as the inputs for the CFD analysis. Namely, one CFD analysis of 
wind resources in PanAm Village is performed using the values of 𝑉𝜎.995
240° , 𝑧𝜎.995
240° , and 𝜌𝜎.995
240°  
at the beginning of each of these three trend lines. In other words, the offset values on the 
trend lines are used as inputs for the first CFD simulation. The values at the end points on 
the trend lines are used as the numerical inputs for the second CFD analysis. Difference in 
the computed wind resources between the first and the second CFD simulation is an 
estimate of the climate change influence on the wind resources over the PanAm Village. 
The employed methodology therefore links the long-term wind speed changes over the 
PanAm Village site with the complexity of flows in that urban environment without taking 
into consideration the changes in urban planning during the same period of time. 
The numerical simulations of wind resources in PanAm Village are performed using a CFD 
software STAR-CCM+® (Version 9.04), developed by CD-adapco. The numerical setup of 
the model used in this study is described in Romanić et al. (2015). Namely, the steady-state 
Reynolds-averaged Navier-Stokes (RANS) equations with the k-ω SST (shear stress 
transport) turbulence model (Menter et al. 2003) are used to simulate turbulent flow over 
PanAm Village. The k-ω SST turbulence model has been used in many wind engineering 
studies (e.g. Jubayer and Hangan 2014; Romanić et al. 2015). The domain is set to be 
thermally homogeneous with constant air density and the Coriolis effect is neglected. The 
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discretization of the RANS equations is achieved applying second-order accuracy with 
pressure-velocity coupling through the segregated flow model. The SIMPLE method 
(Semi-Implicit Method for Pressure-Linked Equations) (Pletcher et al. 2011) is utilized to 
update the solution between successive iterations. 
The inflow velocity profiles are calculated applying the power law on 𝑉𝜎.995
240°  values at the 
σ.995 level, viz.:  
 𝑉𝑔𝑟
240° = 𝑉𝜎.995
240° (
𝑧𝑔
𝑧𝜎.995
240° )
𝛼𝑠
. (4-4) 
Here, 𝑉𝑔𝑟
240° is the gradient wind speed for the 240° wind direction. Boundary layer height 
of 𝑧𝑔 = 500 m is selected. The power law exponent, 𝛼𝑠, for suburban environment is set to 
be 0.34 (Kaltschmitt et al. 2007). Turbulence intensity profiles are calculated following the 
ESDU 83045 guidelines (ESDU 2002), as implemented in Romanić et al. (2015). The 
inflow velocity and turbulence intensity profiles are presented in Figure 4-4. 
 
Figure 4-4. a) Inlet velocity profiles and b) inlet turbulence intensity profiles. 
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The generated polyhedral mesh contains 4.37 million cells in the computational domain 
sized according to the COST guideline (Franke et al. 2004) (see Figure 4-5). The 
computational domain is sized in respect to the height of the tallest building in PanAm 
Village (h = 100 m). Detailed description of the mesh as well as the grid independency 
analysis are given in Romanić et al. (2015).  
 
Figure 4-5. Extension of the computational domain with boundary conditions (Romanić 
et al. 2015). 
4.3 Results and discussion 
4.3.1 Observed trends 
Figure 4-3 shows that 𝑉𝜎.995
240°  winds at the PanAm Village site increased by 0.8 m s-1 in the 
period from 1948 to 2015. This speed-up corresponds to a 14.2 % increase of the offset 
wind speed. The observed trend is statistically significant with the p-value bellow 10-4 (see 
Table 4-1). Important to note is that Sen’s slopes of 𝑉𝜎.995
240°  are statistically significant even 
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at the 95% confidence level. 𝑧𝜎.995
240° , 𝜌𝜎.995
240° , and 𝑇𝜎.995
240° , on the other hand, were all trendless 
during the same time period. 
Table 4-1. Evaluation statistics of the trend analysis study. 
Variable 
Mann-
Kendall 
coefficient 
Hypothesis 
test 
p-value 
Sen’s 
slope (m 
s-1 per 
record) 
Sen’s slope with 95 % 
confidence intervals 
(m s-1 per record) 
Lower Upper 
𝑉𝜎.995
240°  0.0533 1 <10-4 1.7·10-4 1.1·10-4 2.3·10-4 
𝑧𝜎.995
240°  -0.0091 0 0.3536 -1.6·10-5 -5.0·10-5 1.8·10-5 
𝜌𝜎.995
240°  0.0029 0 0.7634 1.5·10-7 -8.4·10-7 1.1·10-6 
𝑇𝜎.995
240°  -0.0056 0 0.5670 -6.8·10-5 -3.0·10-4 -1.6·10-4 
𝑢𝜎.995
240°  0.0492 1 <10-4 1.4·10-4 8.4·10-5 1.9·10-4 
𝑣𝜎.995
240°  0.0487 1 <10-4 8.6·10-5 5.2·10-5 8.6·10-4 
Meridional 
∆𝑇𝜎.995
240°  
0.0415 1 <10-4 1.1·10-4 5.7·10-5 1.6·10-4 
Zonal ∆𝑇𝜎.995
240°  0.0319 1 0.0011 1.0·10-4 4.1·10-5 1.6·10-4 
Trend analysis of the wind speed components (zonal, 𝑢𝜎.995
240° ), and meridional, 𝑣𝜎.995
240° ) is 
further performed in order to better understand the observed trend of the 𝑉𝜎.995
240°  winds. The 
results are depicted in Figure 4-6 and Table 4-1. Both wind components have statistically 
significant positive trends. The positive trend in zonal wind speeds (1.4×10-4 m s-1 per 
record) is considerably stronger than the trend in meridional wind speeds (8.6×10-5 m s-1 
per record). Holt and Wang (2012) concluded that the increase of zonal wind speed 
components in the Great Lake region is due to the positive trend of the westerly winds. 
They also noticed that the strength of mid-latitude jet stream increased over the last several 
decades. The westerly belt and the mid-latitude jet stream are the key elements of the 
general circulation of the atmosphere. 
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Figure 4-6. Trend analysis of a) zonal and b) meridional components of the 𝑉𝜎.995
240°  winds. 
The long-term trends of wind speeds could also be caused or altered by the trends of the 
horizontal temperature gradients. The relationship between trends of wind speed and trends 
of temperature is relatively straightforward. Namely, winds are caused by differences in 
temperature which in turn result in pressure differences (i.e. pressure gradients). A long-
term trend of temperature gradients would therefore be accompanied with the 
corresponding wind speed changes. For that reason, the meridional and zonal temperature 
gradients over 5° latitude and 5° longitude are calculated at the PanAm Village site (Figure 
4-7 and Table 4-1). The positive trend in the period 1949-2015 is statistically significant 
for both meridional and zonal temperature gradients. The meridional temperature gradient, 
however, is more pronounced than the zonal temperature gradient. This result is in 
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accordance with the previous finding that the zonal wind component (𝑢𝜎.995
240° ) has 
experienced stronger positive trend in the analyzed 67-year long period. 
 
Figure 4-7. Trend analysis of a) meridional and b) zonal temperature gradients. 
4.3.2 Wind resource assessment study 
The results of the wind resource assessment analysis at the PanAm Village site are shown 
in Figure 4-8. As previously explained in Section 4.2.2, flow fields in Figure 4-8a,b are 
based on the 𝑉𝜎.995
240°  values from the first and the last point on the trend line in Figure 4-3a, 
respectively. Wind speeds in Figure 4-8 are given at 5 m above all surfaces (roads, roofs, 
and walls) in PanAm Village. The height of 5 m is chosen for the reason that most urban 
wind turbines are either Vertical Axes Wind Turbines (VAWT) or Horizontal Axis Wind 
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Turbines (HAWT) with low hub heights which are typically below 10 m above the roof 
surface. 
 
Figure 4-8. Velocity field at 5 m above building and ground surfaces calculated using the 
trend line in Figure 3a). Wind fields based on a) the first (i.e. the offset) value of the 
𝑉𝜎.995
240°  trend line and b) the last points on the trend line. Flow is along x-axis. 
 171 
 
The resulting wind field portrayed in Figure 4-8 can be compared with the long-term wind 
speed trend in Figure 4-3a. It can be seen that the difference between the area-averaged 
speeds on the isosurface positioned at 5 m above all surfaces is 0.25 m s-1 smaller than the 
corresponding long-term increase of the 𝑉𝜎.995
240°  winds (see Figure 4-3a and Table 4-1). The 
spatial average of velocities is the standard method to address the problem of horizontal 
inhomogeneity of flows in urban environments (Cheng and Castro 2002; Kastner-Klein 
and Rotach 2004; Romanić et al. 2015). These results lead to the conclusion that the long-
term increase of the 𝑉𝜎.995
240°  winds above PanAm Village is a function of complexity of the 
urban environment. The influence of urban environment on the flow is incorporated 
twofold. First, the nonlinearity of the power law (Eq. (4-4)) and the adequate values of the 
power law exponent for urban or sub-urban environments are necessary to vertically 
extrapolate velocities from one height to another. Due to the non-linearity of the power law 
and the requirement of no-slip condition at the surface, the calculated wind speed trends 
will be a function of the height above ground. Second, small scale features of urban 
environments (e.g. buildings, trees, cars) are not directly accounted for in the reanalysis 
data. The presented CFD analysis, on the other hand, is capable of capturing some of these 
features and therefore their non-linear effects on the flow field in the analysed urban block. 
The above discussion and the presented results indicate that an accurate modelling of the 
complex nature of urban winds is an important prerequisite for adequate urban wind 
resource assessment in changing climate. 
The difference between surface averaged velocities between the two model runs is 0.55 m 
s-1, as indicated in Figure 4-8a,b. The maximum (peak) velocities, on the other hand, differ 
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by 1.2 m s-1. This observation is in accordance with literature. Namely, Cheng et al. (2012) 
investigated a possible impact of climate change on wind gusts in Ontario, Canada. They 
concluded that the hourly wind gusts above 28 m s-1 in the period 2081-2100 are expected 
to be 10% to 15% greater than the observed gusts for the period 1994-2007. It seems that 
the peak velocities are more influenced by climate change than the mean velocities. 
The observed long-term increase of the mean wind speed could be beneficial for the urban 
wind energy utilization. Wind turbines employed in urban environments are typically 
vertical axis wind turbines (Romanić et al. 2015). For this reason, the observed increase in 
the peak wind speed and hence turbulence intensity should not considerably affect their 
performances. 
Increased ventilation effect due to higher wind speeds results in better air quality in cities. 
Namely, higher wind speeds carry away the pollutants from their origin faster and more 
efficient. The increase of the turbulence intensity contributes in diluting pollutants. The 
observed increase in peak winds, however, could have negative effects on the wind turbine 
performance and building design from a structural point of view. Higher peak speeds and 
increased turbulence intensity lead to more pronounced wind loadings and wind-induced 
dynamic responses. 
Lastly, it should be noted here that the presented analysis takes into account only one wind 
direction and no changes in urban coverage. For the complete picture of the connection 
between climate change and urban winds, actual and planned changes to the urban surface 
with time as well as all wind directions should be considered. These factors shall be 
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investigated in the next step of this research. Furthermore, future work should include the 
thermal effects, atmospheric stability and increased vertical air flow due to local heating. 
4.4 Concluding remarks 
This study analysed the long-term wind speed trend above the 2015 Pan American Games 
Athletes’ Village (PanAm Village), located in Toronto, Ontario, Canada. Based on the 
NCEP/NCAR Reanalysis 1 data (Kalnay et al. 1996), it is shown that the speed of the 
predominant winds at PanAm Village, the southwest winds, increased by 0.8 m s-1 in the 
period from 1948 to 2015.  
The increase of the zonal wind component was larger than the increase of the meridional 
wind component. Air temperature and air density, on the other hand, were trendless. An 
additional analysis showed that both zonal and meridional temperature gradients above the 
PanAm Village had positive trends during the same period. This finding indicates that the 
observed positive trends of wind speeds might be caused by the positive trends of the 
temperature gradients.  
A wind resource assessment analysis based on the velocity data obtained from the trend 
analysis is performed using the CFD tool. The results show that the long-term wind speed 
changes do not affect the mean velocity field at PanAm Village as much as they influence 
the peak values. It has been demonstrated that randomly spaced and located objects in 
urban environments are factors which have to be accounted for in urban wind resource 
studies in changing climate. 
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Chapter V  
 
5 Wind climatology and wind resource modelling for a 
modern development situated in “Tornado Alley” 
5.1 Introduction 
Environmental sustainability is one of the main goals of a modern society. Meteorology, 
being the science that investigates the atmosphere and its phenomena, is therefore a key 
factor in the field of environmental sustainability. Most of the current research dealing with 
the meteorological applications in sustainability is focused on wind and solar resource 
assessments (Welch and Venkateswaran 2009, Jacobson and Delucchi 2011, Delucchi and 
Jacobson 2011). In fact, these two renewable sources of energy are the main combatants 
against the on-going climate changes.  
This paper presents a comprehensive wind climatology analysis, as well as a wind resource 
assessment study with applications to sustainability and resilience of a modern 
development, called the Kansas Project (KP; Figure 1; http://kansasproject.com/), located 
in the heart of Tornado Alley; South Central Kansas, United States (US). This one-of-a-
kind project investigates puzzling questions such as how to design a resilient building(s) 
that will realistically evoke relationship between people and weather in a safe environment, 
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as well as how can a design foster a more symbiotic relationship between people and 
weather? In essence, these are the quintessential questions behind the concept of 
sustainable developments. Answering these questions, however, requires a number of 
engineering and meteorological analysis to be performed. A series of numerical and 
experimental simulations are designed and executed by the Wind Engineering, Energy and 
Environment (WindEEE) Research Institute (Hangan 2010) at Western University to 
develop a place that is equal parts laboratory, house, theatre, playground and shelter. 
Herein, we present a part of the research that focuses only on wind-related aspects which 
are of practical importance for sustainability of the KP. In an accompanying study, tornado 
climatology along with aerodynamic wind loads experienced by this development under 
atmospheric boundary layer and tornadic flows will be studied. This project, for the first 
time, links the weather of Tornado Alley with human sensory experience through a 
multidisciplinary approach and therefore, can act as a guide for future attempts of this kind. 
A number of recent case studies have investigated the feasibility and benefits of wind 
power projects in rural (Weekes et al. 2015, Sharma and Ahmed 2016, Watts et al. 2016), 
offshore (Oh et al. 2012, Castro-Santos et al. 2016a, Castro-Santos et al. 2016b), and urban 
(Romanić et al. 2015b, Weekes et al. 2015, Sharma and Ahmed 2016, Romanic et al. 
2016a) environments. Furthermore, the growth of renewable energy share in the overall 
production is set only to increase in the next several decades (Johansson et al. 1993). For 
all practical purposes, wind energy is inexhaustible and presents a clean source of 
electricity with zero emissions. Potentially harmful ecological effects of wind energy are 
discussed in Saidur et al. (2011) and Mann and Teilmann (2013). According to the 2015 
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Global Wind Report (GWEC 2016), the US installed more than 74 GW of wind power 
capacity in 2015. As of 2016, the installed wind capacity in the US increased by an 
additional 65 GW (AWEA 2016). Moreover, the same study shows that 23.9% of the 
overall electricity consumed in 2015 in Kansas was generated from the wind. Interestingly, 
Kansas could annually yield an amount of wind generated electricity that is more than 75% 
of the total electricity produced in the US in 2011 (Lopez et al. 2012).  
The Kansas wind resource at 50 m height shows a large spatial variability (NREL 2009). 
The western and central regions are characterized by the highest wind energy potential, 
which typically lies between 400 and 600 W m-2. The lowest wind energy potential is found 
in the eastern parts of the state, where it generally falls below 300 W m-2. These values are 
more conservative than the one previously reported in the Wind Energy Resource Atlas of 
the US (Elliott et al. 1986). Although the large-scale wind potential maps, such as NREL 
(2009) and Elliott et al. (1986), are valuable materials to locate potential regions suitable 
for wind farms, they have limited precision due to the interpolation of data with low spatial 
resolution. For that reason, results obtained using wind resource assessment software 
packages, such as the Wind Atlas Analysis and Application Program (WAsP), are more 
reliable for estimating the wind potential of a particular site due to the higher resolution of 
orography and roughness used in these simulations.  
Herein, WAsP is employed to assess the wind potential of the KP site. In addition, this 
study provides wind climatology analysis for the region around the site. The climatological 
analysis is conducted with the goal of understanding the overall wind conditions around 
the project site. The KP site is located in “Tornado Alley”; an area well-known for extreme 
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weather conditions such as tornados and droughts. Hence, an additional goal of the project 
is to design a safe environment for inhabitants.  
The shape of the KP site roughly resembles a backwards C (Figure 5-1). The project site is 
680 acres (2.75 km2) of pasture, meadows and buttes, nestled in the rugged Gypsum Hills 
of South Central Kansas (Figure 5-1). It is approximately 130 km southwest of Wichita 
and about 20 km west of the town of Medicine Lodge. In the other direction, Dodge City 
is located approximately 117 km to northwest of the site. 
 
Figure 5-1. The Kansas Project site (blue polygon) and the town of Medicine Lodge 
(location of the weather station KP28 indicated with the red circle). 
 182 
 
5.2 Methods and data 
5.2.1 WAsP methodology 
The numerical model used to assess the wind resource at the KP site is WAsP. This 
software package was developed at the Department of Wind Energy, the Risø National 
Laboratory, Technical University of Denmark, in order to create the European Wind Atlas 
(Troen and Petersen 1989). WAsP is a linear model composed of several individual 
modules that based on the well-established physical principles of atmospheric flows 
perform horizontal and vertical extrapolation of wind. The inputs for the WAsP flow model 
are: (1) elevation of terrain, (2) terrain roughness and (3) sheltering obstacles.  
The WAsP modelling concept is known as the wind atlas methodology. The wind atlas 
represents a hypothetical wind climate for an ideally smooth, featureless terrain with a 
uniform land cover assuming that the whole computational domain is under the same 
weather regime (Troen and Petersen 1989). In order to determine the wind atlas of the 
region from measurements in actual terrain, the WAsP flow model is used to remove the 
local terrain effects such as terrain elevation, roughness and sheltering obstacles. On the 
other side, in order to determine the local wind climate at the location of interest using the 
wind atlas created in the previous step, the WAsP flow model is used to incorporate the 
effects of terrain features, i.e. elevation, roughness and sheltering obstacles. This study uses 
the latest version of the WAsP software package: WAsP 11 (Version 11.05.0002), WAsP 
Map Editor 11 and WAsP Climate Analyst (Versions 2 and 3). 
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5.2.2 Wind data 
Raw wind data used for the wind resource assessment study are acquired from the nearest 
weather station situated in Medicine Lodge, Kansas (lat: 37° 17' 2"N, lon: 98° 33' 10" W, 
altitude: 468 m above sea level, Figure 5-1). This weather station is located approximately 
20 km east of the project site. Hereafter, the station will be referred to as KP28, which is 
the International Civil Aviation Organization (ICAO) Call Sign of this weather station. 
KP28 belongs to the Automated Surface Observations System (ASOS) network of stations. 
As such, data are collected and transmitted automatically and the site is not manned.  
ASOS continuously measures wind direction and speed once every second and then 5-
second wind direction and wind speed averages are computed from the 1-second 
measurements. These 5-second averages are rounded to the nearest degree and nearest knot 
and are retained for 2 minutes. The 5-second averages are the fundamental units used to 
compute reportable wind values in ASOS system. The ASOS algorithm uses a 2-minute 
period to obtain the current average wind direction from 24 5-second segments. The 2-
minute average is therefore updated every 5 s. Once each minute, the current 2-minute 
average wind is stored in memory for 12 hours and made available for hourly reports. The 
full description of the ASOS weather data is provided in NOAA (1998) and NCDC (2003). 
Table 5-1 lists the main specification of the anemometer and wind vane installed at KP28.  
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Table 5-1. Specification of the anemometer installed at the KP28 weather station. The units 
in this table are the one used in calibration of the instruments, whereas the units in the rest 
of this chapter are SI units. 
Element 
name 
Units Range Resolution 
Time average 
(min) 
Start date End date 
Wind speed knots 0 to 125 1 2 
1-Jan-
1984 
31-Dec-
2015 
Wind 
direction 
° 0 to 359 1 2 
1-Jan-
1984 
31-Dec-
2015 
There are three noticeable gaps in wind measurements from KP28. The first gap without 
data is between 25-Sep-1986 (07:00 UTC) and 03-Feb-1987 (15:00 UTC), with only few 
data points in between. The second period with missing data is from 26-Jul-1996 (06:48 
UTC) to 23-Aug-1996 (16:48 UTC). The third and last time interval without data is from 
02-Feb-2000 (15:56 UTC) to 03-May-2000 (00:56 UTC). 
Table 5-2 provides the statistical information of raw wind data, such as data coverage, 
number of recordings in the time series and calm threshold used during the pre-processing 
of raw wind data from KP28. Wind speeds below 0.5 m s-1 were flagged as calms. Namely, 
anemometer and wind vane readings for these small wind speeds are unreliable and, 
moreover, these small wind speeds have no practical importance in wind energy projects 
(Romanić et al. 2015a). These small velocities are below the cut-in wind speed of any wind 
turbine on the market. Recovery percentage (87.84%) is a figure which represents the 
number of successfully imported records as a percentage of the total number of records in 
the file.  
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Table 5-2. The import statistics of raw wind data from KP28 weather station used in wind 
resource assessment study.  
Name Wind speed Wind direction 
Recordings count 265899 265899 
Start time 1-Jan-1984 1-Jan-1984 
End time 29-Dec-2015 29-Dec-2015 
Lower limit 0 m s-1 1° 
Readings below lower limit None 19551 (7.35%) 
Upper limit for wind speed 64.3 m s-1 360° 
Reading above upper limit None None 
Calms threshold 0.5 m s-1 0.5 m s-1 
Calms 19248 (7.24%) 3234 (1.31%) 
Valid readings accepted 265899 (100%) 246348 (92.65%) 
Accepted values range 0-28 m s-1 0-350° 
Expected recording count: 280465 
Count of records in raw data 265889 (94.81%) 
Recordings in invalid values in one or more 
fields 
19551 (7.35%) 
Entirely valid recordings accepted 246348 (92.65%) 
Recovery percentage (vs. expected) 87.84% 
A Weibull distribution is often a good approximation for the wind speed distribution. This 
distribution is used in WAsP to represent the wind characteristics of each directional sector. 
The Probability Density Function (PDF) of a Weibull distribution is given by the following 
expression:  
 PDF(𝑈) =  
𝑘
𝐴
(
𝑈
𝐴
)
𝑘−1
𝑒−(
𝑈
𝐴)
𝑘
. (5-1) 
Where, A is the scale parameter (m s-1), k is the shape parameter, and U is the mean wind 
speed (m s-1). Note that A is proportional to the mean wind speed. Weibull-k parameter 
takes values between 1 and 3, where small values of k represent very variable winds and 
large k values correspond to rather constant winds. The omnidirectional wind statistics of 
the processed data is given in Table 5-3. 
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Table 5-3. All-sectors wind statistics of the processed raw data from the KP28 weather 
station used in the wind resource assessment study. 
Wind 
statistics 
Weibull-A (m s-1) Weibull-k Mean speed (m s-1) 
Power density 
(W m-2) 
Source data - - 4.16 102 
Fitted 4.8 1.69 4.31 108 
Emergent - - 4.38 108 
Combined 4.9 1.74 4.38 108 
In Table 5-3, the “Fitted” parameters are representative of a Weibull distribution that is 
fitted to an all-sector wind speed histogram. This distribution is used only in connection 
with the observed wind climate and is not further used for wind resource calculations. In 
WAsP, wind resources are calculated using the Emergent distribution (Mortensen et al. 
2014). The “Emergent” distribution represents the weighted sum of the Weibull 
distributions from all the directional sectors. In principle, this distribution does not have to 
be Weibull. Lastly, the “Combined” parameters are representative of a Weibull distribution 
matching the mean speed and power density with the weighted sum of the sector-wise mean 
speeds and power densities, respectively (Mortensen et al. 2014). For that reason, the 
Combined Weibull distribution has the same mean speed and power density as the 
Emergent distribution. The discrepancy between the source and Emergent mean wind 
speeds is 5.3%, whereas the discrepancy between the source and Emergent mean power 
densities is 5.2%.  
The omnidirectional Weibull distribution and wind rose are shown in Figure 5-2. The most 
frequent winds at the KP28 weather station are blowing from (in decreasing order) south, 
south-southeast and north directions. These winds were present about 50% of the time in a 
year. Bi-directionality of the site is very pronounced. There is a small discrepancy between 
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Emergent and Fitted Weibull distributions, which, however, is not further projected to the 
power densities.  
 
Figure 5-2. Wind rose and all-sector Weibull distribution based on the wind data from the 
KP28 weather station. 
Sector-wise mean wind speed, Weibull parameters and mean power density are given in 
Table 5-4. It can be seen that the strongest winds are associated with the 180° sector, for 
which the mean wind speed is 5.14 m s-1 and the power density is equal to 140 W m-2. The 
second and third windiest directions are 0° and 30°, with mean wind speeds of 5.08 m s-1 
and 5.00 m s-1, respectively. Interestingly, the 210° direction is characterized with strong 
winds (4.99 m s-1), but small windiness (only 5.3% of the time in a year). The least frequent 
wind directions are 240° and 270°. 
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Table 5-4. Sectors-wise wind statistics of the processed raw data from the KP28 weather 
station. A – Weibull-A parameter (m s-1); k – Weibull-k parameter; U – mean wind speed 
(m s-1); P – mean power density (W m-2), f – frequency of occurrence of winds from a given 
sector (%). 
 0° 30° 60° 90° 120° 150° 180° 210° 240° 270° 300° 330° 
A 5.7 5.6 4.4 3.8 3.6 4.7 5.8 5.6 3.7 3.0 3.6 5.3 
k 1.70 1.96 1.89 2.06 2.50 2.27 2.16 1.99 1.36 1.28 1.28 1.57 
U 5.08 5.00 3.87 3.37 3.22 4.14 5.14 4.99 3.41 2.83 3.36 4.74 
P 174 141 68 41 31 70 140 138 73 47 77 157 
f 14.6 7.6 5.0 5.3 11.1 16.5 17.0 5.3 2.4 2.4 4.1 8.7 
5.2.3 Elevation and roughness maps 
The elevation map of the area around the project site and the weather station in Medicine 
Lodge (anemometer symbol) are shown in Figure 5-3. The map projection is Universal 
Transverse Mercator (UTM), Zone 14 and the datum is WGS-1984. The elevation map is 
obtained from the US Geological Survey (USGS) products at: 
http://eros.usgs.gov/elevation-products. The map is a Digital Elevation Model (DEM), 
developed under the 3D Elevation Program (3DEP) which uses light detection and ranging 
(Lidar) as the primary source of elevation data. The obtained elevation map has a grid 
spacing at 1/3 arc-second, which is approximately 10 m. The elevation contours are 
afterwards interpolated using the System for Automated Geoscientific Analyses (SAGA) 
software to meet the resolution of 5 m. 
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Figure 5-3. Elevation map of the area around the project site and KP28 weather station in 
Medicine Lodge. 
In order to represent elevation and roughness changes around the project site and the 
reference weather station, the elevation (Figure 5-3) and roughness (Figure 5-4) maps are 
extended approximately 15 km from each site. The distance between the project site and 
the weather station is about 20 km in the west-east direction. The whole region is fairly 
smooth with the elevation ranging between 420 m and 625 m above sea level. In total, there 
are 4153 elevation contours in Figure 5-3.  
The roughness map is presented in Figure 5-4. This map is created combining the available 
information from the National Land Cover Database 2011 (NLCD 2011, Homer et al. 
2015) obtained at: http://www.mrlc.gov/nlcd2011.php and Google Earth®. NLCD 2011 is 
the most recent US national land cover product created by the Multi-Resolution Land 
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Characteristics (MRLC) Consortium. NLCD 2011 has a 16-class land cover classification 
scheme that has been applied consistently across the US at a spatial resolution of 30 m. 
 
Figure 5-4. Roughness map of the area around the project site and KP28 weather station. 
Contour lines form closed areas with a constant value of roughness length inside. 
The land coverage categories are transformed into roughness lengths following the 
recommendations by the US Environmental Protection Agency (EPA 2013). In accordance 
with that study (EPA 2013) and after the detailed inspection of the Google Earth® maps, 
the following relationships between different land cover categories and roughness lengths 
have been established (Table 5-5).  
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Table 5-5. Values of surface length for the NCLD 2011 land use categories. 
Category number Category name Roughness length (m) 
11 Water 0 
71 Grasslands/Herbaceous 0.05 
82 Cultivated crops 0.09 
41/22 Deciduous forest/suburban 0.5 
42 Evergreen forest 0.9 
23 Urban (medium intensity) 1 
The whole region of interest is characterized with 6 different roughness lengths. Water 
surfaces have a roughness lengths of 0 m (although WAsP internally uses the value of 
0.0002 m), open terrain areas are given a roughness length of 0.05 m or 0.09 m (depending 
on exposure), small forest areas and some suburban zones are assigned a roughness length 
of 0.5 m, larger forests are characterized by a roughness length of 0.9 m and, finally, the 
urban parts of Medicine Lodge are given a roughness length of 1 m. In total, there are 1007 
roughness lines in Figure 5-4. There are no sheltering obstacles around the KP28 weather 
station and the KP site. 
5.2.4 Trend and extreme value analysis 
In this paper, the Mann-Kendall test for trend (Mann 1945, Kendall 1970) and Sen’s slope 
estimates (Sen 1968) are employed in the trend analysis of mean annual wind speeds. Both 
methods are well-examined and used in numerous climatological studies (Romanić et al. 
2015a, Romanic et al. 2016b). A two-tailed Mann-Kendall test inspects the null hypothesis 
of trend absence in the time series, against the alternative of the trend. In this case, the 
result of the test is returned as H1 = 1, 2, 3 or 4 indicating a rejection of the null hypothesis 
at the α significance level, where α = 0.1, 0.05, 0.01 and 0.001, respectively. H1 = 0 means 
that the null hypothesis is not rejected at α = 0.1.  
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The extreme value analysis on the annual basis is performed using the Gumbel method 
(Palutikof et al. 1999). The ordered annual maxima are first plotted against the estimated 
cumulative distribution function of the Gumbel distribution. Then, a line is fitted using the 
least squares method to obtain the regression line. The intercept and slope of the straight 
line correspond to the location and scale parameters of the Gumbel distribution. The 
plotting position of the fitted line relies on the Gringorten estimation of probability 
(Gringorten 1963).  
5.3 Results and discussion 
5.3.1 Wind climatology 
The climatological study is performed on the raw set of data without excluding calms from 
the wind measurements. The mean annual wind speed at the KP28 weather station is 4.45 
m s-1 (Figure 5-5b). The highest mean annual velocity is observed in 1998 and it was equal 
to 4.84 m s-1. Note, however, that the data coverage in this year is below 85%, which 
introduces an uncertainty to this value. The second maximum is recorded in 2002 and is 
equal to 4.77 m s-1. The lowest mean annual speed occurred in 1995 (3.88 m s-1). Wind 
speeds were below 4.5 m s-1 in 50% of the time during the period 1984-2015. The mode 
speed is equal to 3.88 m s-1, which together with the above mean and median values indicate 
the right-skewedness in the underlying distribution of the mean annual wind speeds. The 
yearly oscillations of the mean annual wind speeds are small. Namely, the standard 
deviation of the time series in Figure 5-5b is 0.25 m s-1. Small variability of mean annual 
wind speed is beneficial from the wind resource point of view, as it tends to decrease the 
uncertainty in the estimated annual wind resources at the site. 
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Figure 5-5. Mean monthly (a) and annual (b) wind speeds at KP28. Asterisks denote 
years with data coverage below 85%. 
Mean monthly wind speeds are shown in Figure 5-5a. The highest wind speeds are 
observed in January, February and July with mean values of 4.61 m s-1, 4.52 m s-1 and 4.51 
m s-1, respectively. The lowest mean wind speed (3.88 m s-1) is recorded in December. 
Figure 5-5a further indicates that the mean monthly wind speeds are characterized with an 
overall decreasing trend throughout the year, i.e. from January to December. January and 
July are the windiest months in the year, while the lowest wind speeds are observed in the 
transitional seasons (spring and fall).  
A 16-direction wind rose with the associated directional wind speed distribution is shown 
in Figure 5-6.  
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Figure 5-6. Wind rose with wind speed distribution for each month at KP28. 
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It can be seen that northerly and southerly winds are the most dominant wind directions at 
the site. North winds were present in about 13% of the time in year, whereas the south 
winds were observed in approximately 15% of the time. Winds from the fourth quadrant 
were also common, whereas the winds from the southwest and northeast directions were 
rare. It is important to note that the prevailing wind directions are also associated with the 
strongest winds, and the northerlies seem to be stronger than the southerlies. Weakest 
northerlies occur during the summer months, when they almost cease. The southerly winds, 
on the other hand, are present during the whole year, with a small decrease in their 
occurrence in December and January. Interestingly, northerlies in winter are approximately 
two times more frequent than southerlies. 
The fact that the most dominant winds are blowing from opposite directions (i.e. northerly 
and southerly) is advantageous from the wind resource point of view. Namely, the optimal 
layout of wind turbines highly depends on the prevailing wind directions at the site. If the 
prevailing wind directions are along the same line-of-sight, as it is in the analyzed case, the 
optimal layout of wind turbines for southerly winds is the same as the optimal layout for 
the northerly winds. That is, displacing the turbines in the west-east direction eliminates 
wake interference between them when either north or south winds are present. 
Figure 5-7 shows the diurnal wind cycle at the KP28 weather station. The strongest winds 
are observed in the afternoon, around 15:00 h. The mean hourly wind speeds above 5 m s-
1 are present between 10:00 h and 18:00 h. The lowest wind speeds, on the other hand, are 
recorded in the early morning, from 04:00 h to 07:00 h. These diurnal changes are part of 
the daily cycle driven by the sun. That is, during the afternoon, the sun's heating is at peak, 
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which results in destabilization of the atmosphere. The subsequent mixing of hot air close 
to the ground with cold air aloft results in bringing down stronger winds that are otherwise 
blowing at higher levels in the atmosphere. During the night, however, a temperature 
inversion creates a stable layer of air close to the surface. This stable layer of cool air 
prevents the winds higher up in the atmosphere from being mixing down to the surface. As 
the sun heats the ground in the morning, this inversion begins to break down and turbulence 
develops – all resulting in a well-mixed atmospheric boundary layer 
 
Figure 5-7. Diurnal wind speed variability at KP28. 
Figure 5-8 shows the trends in the mean annual wind speeds. The positive trends are 
statistically not significant (~0.008 m s-1 year-1). The exclusion of the four years with data 
coverage below 85% (1986, 1987, 1998 and 2000) has a negligible influence on the 
magnitude of these trends. In both cases, the estimated wind speed increase over the 
analyzed time period is below 0.2 m s-1. Although the observed trends are not statistically 
significant, more important, they are not negative. This finding contributes to the long-term 
stability of wind power projects in that region. Namely, it indicates that the estimated wind 
resources are not set to decrease in the future. 
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Figure 5-8. Long-term wind speed trends for the period 1984-2015. (a) All years being 
considered and (b) only years with the data coverage above 85% are considered. 
The extreme value analysis is performed on two sets of data: (1) maximum annual 5-second 
gusts and (2) maximum 2-minute mean wind speeds per annum (Figure 5-9). Note that the 
maximum 2-minute mean wind speeds are available for each year in the period 1984-2015, 
whereas the gusts are only available for the time period after 1998 (18 years in total). 
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Figure 5-9. Extreme wind speed analysis performed on (a) maximum yearly gusts and (b) 
maximum 2-minute mean wind speed per year. 
The Gumbel distribution represents a good fit of the observed extreme wind speeds. The 
coefficient of determination (R2) is above 0.9 in both cases. Note that R2 represents a 
measure of how well the linear regression lines: (a) 𝑦 = 2.2106𝑥 + 25.347 and (b) 𝑦 =
2.5682𝑥 + 18.483 fit the theoretical Gumbel distribution. The distribution parameters are 
determined through the following expressions: 𝜇 = −offset ∙ 𝜎; 𝜎 = 1 slope⁄ , and are 
equal to: (a) 𝜇 = −11.466, 𝜎 = 0.452 and (b) 𝜇 = −7.197, 𝜎 = 0.389. Extreme wind 
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speeds for five return periods (i.e. 5, 10, 50, 100 and 500 years) at KP28 are presented in 
Table 5-6. 
Table 5-6. Extreme wind speeds for different return periods. 
Wind speed series 
Return period (years) 
5 10 50 100 500 
Maximum gust (m s-1) 28.66 30.32 33.97 35.52 39.08 
Maximum 2-minute mean wind speed 
(m s-1) 
22.34 24.26 28.50 30.30 34.44 
The ratio between these two series, i.e. maximum gusts and maximum 2-minute mean wind 
speeds is between 1.2 and 1.7, with the mean value equal to 1.4. Similar relationships have 
been found elsewhere (Durst 1960). Consequently, the average ratio between the extreme 
wind speeds for different return periods (listed in Table 5-6) is 1.7.  
5.3.2 Wind resource assessment study 
The wind atlas contains data for 5 reference roughness lengths (0 m, 0.03 m, 0.05 m, 0.5 
m, 0.9 m) and 5 reference heights (10 m, 50 m, 80 m, 100 m, 150 m) above ground level. 
The regional wind climate is given in Table 5-7.  
As expected, wind potential growth is directly proportional to the increase in height above 
ground and/or to the decrease in terrain roughness. Note that the wind atlas data are site-
independent and the wind distributions have been reduced to a set of standard conditions; 
i.e. 5 standard roughness classes and 5 standard heights above ground level. Typical 
roughness lengths used in the WAsP wind atlas calculations are 0 m and 0.03 m. The other 
three roughness lengths (0.05 m, 0.5 m and 0.9 m) are also included in the analysis as these 
land covers are frequently found in the region (Section 5.2.3). The height of 10 m above 
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ground is always included in the wind atlas calculations, whereas the other four heights are 
selected in order to have at least three levels in the layer between 80 m and 150 m above 
ground. This is the typical range for hub height of modern wind turbines. 
Table 5-7. Regional wind atlas. 
The wind resource grids depict the power density above the project site and they are 
calculated at four different heights above ground (50 m, 80 m, 100 m and 150 m). The grid 
resolution is 10 m in all cases. The resulting maps are shown in Figure 5-10. 
The power density, as expected, increases with height above ground. It is relatively 
straightforward to determine the areas within the KP site favorable for installing a wind 
turbine or a couple of wind turbines. Namely, the best wind resource is found in the 
Height (m) Parameter 
Roughness lengths 
0 m 0.03 m 0.05 m 0.5 m 0.9 m 
10 
A (m s-1) 8.0 5.7 5.4 3.7 3.2 
k 1.99 1.79 1.80 1.81 1.82 
U ( m s-1) 7.05 5.11 4.84 3.31 2.81 
P (W m-2) 390 166 141 45 27 
50 
A (m s-1) 9.3 7.9 7.6 6.0 5.5 
k 2.10 2.08 2.07 2.03 2.01 
U ( m s-1) 8.26 6.96 6.71 5.33 4.89 
P (W m-2) 595 359 324 166 129 
80 
A (m s-1) 9.8 8.7 8.4 6.8 6.3 
k 2.08 2.25 2.25 2.17 2.15 
U ( m s-1) 8.68 7.70 7.45 6.05 5.61 
P (W m-2) 697 454 410 227 182 
100 
A (m s-1) 10.0 9.2 8.9 7.3 6.8 
k 2.06 2.25 2.26 2.25 2.24 
U ( m s-1) 8.90 8.12 7.85 6.42 5.98 
P (W m-2) 757 531 479 263 213 
150 
A (m s-1) 10.5 10.2 9.8 8.1 7.6 
k 2.03 2.22 2.23 2.25 2.26 
U ( m s-1) 9.33 9.00 8.70 7.18 6.73 
P (W m-2) 887 731 660 368 301 
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southwest regions of the site. This hilly area is covered with tall bushes and/or small trees. 
At 100 m above ground, for example, the power density on the top of the hill in the 
southwest part of the site is approximately 400 W m-2. Going up to 150 m above the ground, 
the power density reaches 560 W m-2. Comparing these values with the data presented in 
the NREL wind resource maps (NREL 2009), it seems that the site falls into “fair” wind 
resources category. 
 
Figure 5-10.Wind resource maps at 50 m, 80 m, 100 m and 150 m above ground showing 
the power density in W m-2. 
Most of the modern wind turbines have hub heights over 80 m tall. For that reason, the 
analysis of wind resources at 80 m, 100 m and 150 m above ground is more relevant for 
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practical purposes. The wind potential and the size of the project site are suitable for 
installing two to three units. For instance, one turbine can be installed in the southwest part 
of the site and the second wind turbine could be located in the southeast part of the site. 
Both locations have adequate wind potential and are situated at the top of the hills. Equally 
important, the locations are displaced in the west-east direction (i.e. perpendicular to the 
prevailing wind directions), thus minimizing the wake interference between the wind 
turbines.  
Good wind potential is also found in the northwest corner of the site. The power density at 
100 m above ground in that area reaches 378 W m-2. The hills situated in the south region 
of the site are characterized by a power density of approximately 420 W m-2 at the 100 m 
level. The difference in wind potential between the hilly south part of the site and the flat 
northwest corner of the site is approximately 40 W m-2.  
Five reference sites are placed across the KP site (Figure 5-11). Reference sites, similar to 
turbine sites, are used to calculate a predicted wind climate for a particular point, but 
without calculating the electricity production (power and thrust curves are not needed). 
Therefore, a reference site can be thought of as a virtual weather station. Reference sites 
are situated 100 m above ground and their location is shown in Figure 5-11. 
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Figure 5-11. Locations of five reference sites placed across the project site.   
The first four reference sites are placed in the rugged area of the site covered with tall 
vegetation (bushes and small trees). Reference site 5 is situated in the northwest corner of 
the site. These five locations mark potential sites for one or more wind turbines. It can be 
seen in Table 5-8 that Reference sites 1 and 3 have the best wind potential with the mean 
annual power density of 423 W m-2 and 420 W m-2, respectively, at 100 m above ground. 
Reference sites 2 and 4 have a similar wind potential of approximately 400 W m-2. Lastly, 
Reference site 5 is characterized by the lowest wind potential. To be more precise, the 
mean annual power density at Reference site 5 is 6.25% lower in comparison with 
Reference sites 2 and 4. 
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Table 5-8. (Emergent) wind resources at the five reference sites indicated in Figure 5-11. 
Reference site number U (m s-1) P (W m-2) 
1 7.44 420 
2 7.33 401 
3 7.48 423 
4 7.38 404 
5 7.19 377 
5.3.2.1 Ruggedness Index 
WAsP is a linear model that requires smooth terrains with orography slopes of less than 
approximately 30° (Troen and Petersen 1989, Mortensen et al. 2006). In these situations, 
the flow is attached to the surface without separating from it. In order to estimate the 
topographic complexity of the site, Ruggedness Index (RIX) is introduced as the fractional 
extent of the surrounding terrain which is steeper than a critical slope (Bowen and 
Mortensen 2004), and therefore susceptible to flow separation. Such flow regime is outside 
of the WAsP performance envelope. In addition, ΔRIX is defined as the difference in the 
percentage fractions between the predicted and reference sites (Bowen and Mortensen 
2004). For a transition from a smooth site (such as the reference weather station KP28) to 
a rugged site (such as, to some extent, the KP site), the WAsP predictions will be over-
estimated and present a positive error (Bowen and Mortensen 2004). This uncertainty can 
be partially addressed by having several reference stations around the site and cross-
referencing the results between them. However, such measurements are not available as 
the KP28 weather station in Medicine Lodge is the only source of wind data in that region.  
The ruggedness of terrain around the KP28 weather station and the KP site is shown in 
Figure 5-12. 
 205 
 
 
Figure 5-12. The terrain around weather station site and Reference site 1 as seen in the 
WAsP Map Editor. Terrain steeper than a 30° angle is indicated by the thick red (radial) 
lines. 
The RIX calculations are performed for 12 directional sectors and for the radial distance of 
3.5 km around the sites. RIX threshold is set to 0.3 (i.e. 30° slope). It can be seen that the 
terrain around the KP28 weather station is completely smooth. The terrain around the 
Reference site 1, on the other hand, is rugged as indicated by the radial red lines. Keeping 
in mind that ΔRIX is the difference between RIX at predicted site (the KS site) and weather 
station (KP28), and taking into account that RIX around KP28 is zero, it can be concluded 
that ΔRIX is equal to RIX around the KP site. Therefore, all ΔRIX values at the project 
site are positive and consequentially indicate potential over-estimations of WAsP 
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predictions. Figure 5-13 demonstrated the magnitude of ΔRIX at the project site, calculated 
as the mean of the sector-wise ΔRIX values. 
 
Figure 5-13. ΔRIX values at 100 m above the project site. 
ΔRIX at the project site varies between 0.1% in the northwest parts of the site and 2.6% in 
the hilly south parts of the site. At this point, although the ΔRIX magnitude at the project 
site is known, it is impossible to quantitatively estimate the uncertainty of WAsP 
simulations. There are few empirical relationships established between ΔRIX values and 
the error in predicted wind speeds (Bowen and Mortensen 2004, Mortensen et al. 2006). 
According to the equation provided in the work of Mortensen and his colleagues 
(Mortensen et al. 2006), the over-predictions for each of the five Reference sites should be 
below 0.5 m s-1. However, the reported dependency between ΔRIX and estimation errors 
is highly empirical and might be limited to only the site in Portugal for which it was 
originally derived. However, keeping in mind that ΔRIX values at the KP site are small 
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(below 2.5%), it can be argued that WAsP is not largely outside of its performance 
envelope. Furthermore, Berge et al. (2006) have shown that in some cases WAsP produces 
more reliable results in complex terrains than some computational fluid dynamics (CFD) 
models. Similar results showing the increased accuracy of WAsP over CFD have also been 
reported in a few other studies (Van Luvanee et al. 2009, Periera et al. 2010, Sumner et al. 
2010). 
5.3.2.2 Roughness map uncertainties 
Note that evaluation of roughness length values, and consequently creating roughness 
maps, is subjective and user dependent. For instance, it is easy to distinguish between 
farmland and forest area or water area, but differentiating between two different types of 
forest might be challenging. Some of the existing empirical relationships for roughness 
length estimations are in many circumstances difficult to implement as they require precise 
knowledge of many input parameters (Raupach 1992, Hryama et al. 1996). Moreover, these 
methods also possess a certain degree of uncertainty (Conder 1999).  
When it comes to the consistency of the roughness lengths in Figure 5-4, the largest source 
of uncertainty is associated with the roughness length of 0.9 m for the forests areas. For 
that reason, an uncertainty analysis is carried out in order to estimate what influence 
changing the roughness length from 0.9 m to 0.5 m would have on the calculated wind 
potential above the region. The underlying assumption behind this check is that the forest 
areas in the computational domain might have smaller density and height of trees, as well 
as smaller leaf density in the crown. A change of roughness length from 0.9 m to 0.5 m is 
not a negligible modification to the roughness map. The regional wind atlas and wind 
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resources at the five reference sites are estimated using this new roughness map and the 
results are shown in Table 5-9 and Table 5-10, respectively.  
The comparison of values reported in Table 5-9 with the corresponding values given in 
Table 5-7, verifies that the described change in roughness map values had a small influence 
on the estimated wind resources in the region. For instance, the mean power density at 100 
m above ground for the roughness length of 0.5 m in Table 5-9 is 260 W m-2, while the 
corresponding value in Table 5-7 is 1.15% higher (263 W m-2). Those discrepancies are 
negligible. 
Table 5-9. Wind atlas generated after changing the roughness length of forest areas from 
0.9 m to 0.5 m. 
Height (m) Parameter 
Roughness lengths 
0 m 0.03 m 0.05 m 0.5 m 0.9 m 
10 
A (m s-1) 7.9 5.7 5.4 3.7 3.1 
k 2 1.8 1.8 1.81 1.82 
U ( m s-1) 7.03 5.09 4.83 3.3 2.8 
P (W m-2) 384 164 139 44 27 
50 
A (m s-1) 9.3 7.8 7.6 6 5.5 
k 2.1 2.09 2.08 2.03 2.03 
U ( m s-1) 8.23 6.94 6.7 5.32 4.88 
P (W m-2) 588 355 320 164 127 
80 
A (m s-1) 9.8 8.7 8.4 6.8 6.3 
k 2.08 2.27 2.26 2.18 2.16 
U ( m s-1) 8.65 7.69 7.43 6.04 5.59 
P (W m-2) 689 449 406 224 180 
100 
A (m s-1) 10 9.2 8.8 7.2 6.7 
k 2.07 2.26 2.27 2.27 2.25 
U ( m s-1) 8.87 8.11 7.84 6.41 5.97 
P (W m-2) 748 526 474 260 211 
150 
A (m s-1) 10.5 10.2 9.8 8.1 7.6 
k 2.04 2.23 2.24 2.26 2.27 
U ( m s-1) 9.31 8.99 8.7 7.17 6.71 
P (W m-2) 877 727 656 365 298 
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Table 5-10. Comparison between the all-sector Emergent mean wind speed and power 
density values at the five reference sites reported in Table 5-8 against the corresponding 
values obtained after changing the roughness length of forests from 0.9 m to 0.5 m. 
Reference site 
number 
Original values (from Table 5-8) Altered values 
U (m s-1) P (W m-2) U (m s-1) P (W m-2) 
1 7.44 420 7.54 433 
2 7.33 401 7.44 414 
3 7.48 423 7.58 437 
4 7.38 404 7.48 418 
5 7.19 377 7.28 387 
Table 5-10 shows that changing the roughness length of forests from 0.9 m to 0.5 m does 
not have a significant influence on the estimated wind potential at the KP site. The overall 
wind speed increase is 1.36%, which is based on the average value over the five reference 
sites. Due to the cubic relationship between wind speed and its power, the power density 
increase is more pronounced (3.15%). The largest increase of wind resources (3.47%) is 
observed at Reference site 4, while the smallest increase (2.62%) is detected at Reference 
site 5.  
To summarize, changing the roughness length for forest areas from 0.9 m to 0.5 m had a 
slight influence on the calculated wind potential for the whole region, as well as for the KP 
site. This result is important as it significantly reduces the uncertainty in estimated wind 
resources. 
5.4 Summary and conclusions 
A complete wind climatology and a detailed wind resource assessment study were 
performed for a modern development, planned to be built in “Tornado Alley”, in South 
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Central Kansas (named the Kansas Project). The project aims at the highest sustainability 
and resilience standards. The entire analysis was carried out on wind data obtained from 
the nearest automated weather station located in the town of Medicine Lodge.  
The wind climatology study shows that the mean wind speed at 10 m above ground is 4.45 
m s-1. The highest winds occur in January and July, whereas the lowest wind speeds are 
observed in December and transitional seasons. The two prevailing wind directions at the 
site are from south and north. These directions are also associated with the strongest winds. 
The diurnal wind speed cycle shows that the strongest winds blow around 15:00 h, while 
the weakest winds occur during the night. Statistically insignificant, but nevertheless 
positive trends of the mean annual wind speeds are found for the period 1984-2015 (0.2 m 
s-1 over the analyzed period). The extreme value analysis is performed on the annual 
maximum 5-second gusts and annual maximum 2-minute mean wind speeds.  
The wind resource assessment analysis performed using WAsP package demonstrates good 
wind potential at the project site, particularly in the hilly south region of the site. The three 
tentative locations were identified for installing wind turbines on the site. The estimated 
mean wind speed at 100 m above ground is above 7 m s-1. The power density at two 
reference sites exceeds 420 W m-2.  
Uncertainties in estimated wind resources caused by the ruggedness of the site were 
analyzed through the concept of the Ruggedness Index (RIX). Based on the conducted 
analysis and literature review, it seems that WAsP is marginally outside of its performance 
envelope. Uncertainties associated with the roughness map were investigated by 
comparing the wind resources before and after altering the roughness length of forest areas 
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from 0.9 m to 0.5 m. This change has small repercussions to the estimated wind potential 
at the site. 
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Chapter VI  
 
6 Field data analysis and weather scenario of a downburst 
event in Livorno, Italy on October 1, 2012 
6.1 Introduction 
The Gulf of Genoa is a well-known cyclogenesis area. Moreover, the Mediterranean basin 
has the highest frequency of occurrence of cyclones around the globe. Ground-breaking 
studies on this subject are those by Petterssen (1956) and Klein (1957). These hand-made 
analysis performed on hemispheric-scale synoptic charts demonstrated that the 
Mediterranean, and the Western Mediterranean in particular, are areas characterized by a 
very high cyclonic activity in winter. The studies in the late 1980s (Radinović 1987, 
Genoveś and Jansà 1989) used the same subjective method for detection of cyclones, but 
on the mesoscale synoptic charts, and reported that the number of cyclones in the Western 
Mediterranean is larger than previously documented in the hemispheric studies. 
Furthermore, Radinović (1987) demonstrated that Mediterranean cyclones are one of the 
major climate and weather factors in Mediterranean. These findings were later refined 
using a number of objective methods for cyclone detection and tracking (e.g. Maheras et 
al. 2001, Flocas et al. 2010, Kouroutzoglou et al. 2011, Romanić et al. 2016a). Although 
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Mediterranean cyclones should not be confused with extratropical cyclones that form in 
North Atlantic (Trigo et al. 1999), they are nevertheless associated with a number of severe 
weather phenomena in the Mediterranean and close-by regions (Lionello et al. 2006).  
There is a wide body of literature on the subject of extreme weather events in the 
Mediterranean basin, as well as on the relationship between severe weather and the 
Mediterranean cyclones. For example, Jansa et al. (2001) and Maheras and 
Anagnostopoulou (2003) reported that more than 90% of heavy rains in the Western 
Mediterranean are associated with the presence of a cyclone, but not necessarily a strong 
cyclone. A statistical relationship between Mediterranean cyclones and hazardous 
torrential rains, however, is still unclear (Alpert et al. 2002). On the other hand, a 
connection between Mediterranean cyclones and local winds in the Mediterranean basin is 
generally well known. Namely, local winds in Mediterranean, such as Libeccio, Sirocco, 
Mistral, Tramontana, Bora, Koshava and Etesian (Burlando 2009), are a mutual product of 
a low-pressure system situated somewhere in Mediterranean and the unique orography of 
this basin (Campins et al. 1995, Grisogono and Belušić 2009, Romanić et al. 2016a). Other 
types of severe weather are also present in Mediterranean, such as wind storms (Nissen et 
al. 2010), storm surges (Lionello 2005) and lightning (Kotroni and Lagouvardos 2016). 
Lastly, detailed investigations of extreme weather patterns in Mediterranean is of particular 
importance since this region is identified as one of the two most susceptible regions for the 
predicted climate changes (Giorgi 2006).  
Downbursts, although being an extreme weather phenomena, have not been extensively 
researched in the Mediterranean region. These weather phenomena are defined as strong 
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downdrafts originating from thunderstorm (cumulonimbus) or other cumuliform clouds 
(e.g. altostratus or cumulus) (Byers and Braham 1949) which result in vigorous starburst 
outflows at or near the surface (Fujita 1981). Based on the horizontal scale of diverging 
winds, downbursts are divided into macrobursts (outburst winds exceeding 4 km in 
horizontal dimension) and microburst (outburst winds below 4 km in horizontal dimension) 
(Fujita 1985). Damaging winds in intense microbursts can be as high as 75 m s-1 (Fujita 
1990), which for example corresponds to EF3 tornados, based on the forensic Enhanced 
Fujita Scale (EF) for tornadoes (Wind Science and Engineering Centre 2006). Yet another 
classification of downbursts is as wet or dry depending on whether downburst events are 
accompanied with precipitation or not, respectively. It has been observed that dry 
downbursts are typically produced in weak cumulonimbus or altocumulus clouds 
(Wakimoto 1985) whereas wet downbursts are usually associated with well-developed 
thunderstorms (Atkins and Wakimoto 1991). Most of downburst-related studies are based 
on or validated against the meteorological data obtained above the continental parts of the 
United States (e.g. the above-mentioned pioneering studies performed by Byers, Braham, 
and Fujita, and many others carried out by Goff 1976, Wakimoto 1985, Hjelmfelt 1988, 
Holmes et al. 2008, Lombardo et al. 2014, Gunter and Schroeder 2015) or Asia-Pacific 
(Gomes and Vickery 1976, Sherman 1987, Choi 1999, 2004, Geerts 2001, Rowcroft 2011), 
while none have used meteorological data in the Mediterranean. Therefore, while greatly 
contributing to understanding the downburst phenomena, the results presented in these 
studies may have limited geographical applicability. Namely, it is known in meteorology 
that the microphysics of cumuliform clouds sometimes significantly vary from one 
geographical region to another (You et al. 2016). Since downburst are closely coupled with 
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the existence of cumuliform clouds, it is important to understand the geographical 
precursors for these non-synoptic storm systems through comprehensive research over 
different areas around the globe. The Mediterranean region, being the “hot-spot” for 
different types of severe weather, is therefore of particular importance and the present study 
aims at bringing new insights on downburst meteorological and surface wind aspects 
related to this region. 
A systematic research on downbursts in an area of the Mediterranean region, the Ligurian 
and Northern Tyrrhenian Sea, has recently began thanks to the creation of an extensive and 
high quality wind monitoring network (Section 6.2) realized for two European Union (EU) 
Projects, “Wind and Ports” (WP) (Solari et al. 2012) and “Wind, Ports and Sea” (WPS) 
(Burlando et al. 2015), which took place in the period between 2009 and 2015. WP has 
produced, while WPS is still generating a uniquely wide dataset of measurements that 
represent an unprecedented patrimony to carry out broad band research in manifold 
scientific fields. 
The Wind Engineering and Structural Dynamics (Windyn) research group at the University 
of Genoa, which realized these two EU Projects and the monitoring network, initially used 
wind measurements to evaluate wind actions and effects on structures due to 
thunderstorms. A semi-automatic procedure has been first implemented that separates 
intense wind events (Gomes and Vickery 1977/1978) into three families (De Gaetano et al. 
2014): (1) stationary Gaussian records, basically related to synoptic phenomena; (2) 
transient non-stationary non-Gaussian records, potentially caused by thunderstorm and 
convective events; and, (3) intermediate records, endowed with typical stationary non-
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Gaussian features. Processing a huge amount of data made necessary the adoption of a 
separation criterion based on a few synthetic parameters (Riera and Nanni 1989, Twisdale 
and Vickery 1992, Choi and Tanurdjaja 2002, Kasperski 2002, Cook et al 2003, Duranona 
et al 2006, Lombardo et al 2009), without carrying out systematic and prohibitive 
meteorological surveys of the weather scenarios out of which events took place. Thanks to 
this tool a unique set of transient wind records has been gathered and submitted to statistical 
evaluations aiming to define the main characteristics of thunderstorms relevant to the wind 
loading of structures (Solari et al. 2015a). These characteristics have formed the base upon 
which a novel method to determine the dynamic response of structures to thunderstorm 
downbursts has been formulated (Solari et al. 2015b, Solari 2016). 
Despite its merits, this approach clearly suffers two main shortcomings. The first is the lack 
of systematic analyses of the meteorological conditions that occur during phenomena 
classified as thunderstorms without recognizing precisely their actual nature. The second 
relates to the refined knowledge of the local time structure of the detected phenomena while 
lacking a description of their space structure. Both these aspects contribute to the relevant 
gap that still exists between wind engineering and atmospheric sciences (Solari 2014), and 
the unexplored potential of filling such gap. 
The first aspect relates to the different approaches in these two disciplines. In wind 
engineering, which is mainly oriented to evaluate aerodynamic loads on structures, the data 
is usually collected and processed in statistical form, focusing on the limited portion of the 
atmosphere that houses the built environment; thus it does not usually perform a 
comprehensive study of the larger weather parent phenomena out of which the data results. 
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Atmospheric sciences, oriented towards the analysis of the genesis, morphology and life-
cycle of thunderstorms, concentrates on the larger scales of atmospheric processes, with 
winds being just one of the variables, and with the surface layer being treated through 
integral parameters only. As a result, the scales of motion with which the two disciplines 
are concerned are different and the measurements and characterization methodologies are 
also different. Wind engineering mainly aims to detect wind speed time-series with a broad 
energy content, so it uses ultrasonic anemometers with a high frequency rate located at the 
ground. Atmospheric sciences base their analysis, instead, on a variety of tools (e.g. 
satellites, Doppler radar, radio-sounding, thunderstorms and lightning detection networks, 
classic weather stations); while ground surface data is used in prediction models, high 
resolution wind data at the ground surface are obviously welcome but not indispensable. 
This near ground data, which is difficult to measure mostly in localized thunderstorm type 
events, can be rather physically or numerically simulated. 
Traditionally downbursts have been physically simulated by creating an impinging jet over 
the floor of a test chamber (Wood et al. 2001, Chay and Letchford 2002, Letchford and 
Chay 2002, Mason et al. 2005, Xu and Hangan 2008, Sengupta and Sarkar 2008, 
McConville et al. 2009) or tentatively by reproducing only the downburst outflow with a 
wall-jet by modifying the axial flow of a wind tunnel (Lin et al. 2007). In any case these 
facilities generate small-scale downbursts in which capturing details of the outflows and 
especially the turbulence structure is almost impossible (Zhang et al 2013). The emergence 
of new larger and more complex facilities like the Wind Engineering Energy and 
Environment (WindEEE) Dome at the Western University gradually allows the simulation 
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and reproduction of large-scale downburst events (Hangan 2014, Jubayer et al. 2016). It 
also offers the unique opportunity to clarify the crucial role of scale effects (Xu and Hangan 
2008, McConville et al. 2009) through the comparison with the results obtained in other 
laboratories and ultimately with field data. 
Computational Fluid Dynamics (CFD) simulations have also been applied through full-
cloud, sub-cloud and impinging wall jet models. The full-cloud model (Orf et al. 2012) 
offers a comprehensive representation of the whole phenomenon, but fails in allowing a 
fine resolution close to the ground. Therefore while it is an important tool for atmospheric 
sciences, at least by now, cannot provide relevant information to wind engineering. Thus 
wind engineering adopts sub-cloud (Orf and Anderson 1999, Lin et al. 2007, Mason et al. 
2010, Vermeire et al. 2011) and impinging jet (Letchford and Chay 2002, Kim and Hangan 
2007, Sengupta and Sarkar 2008, Sim et al. 2016) models making recourse to the Reynolds 
Averaged Navier-Stokes (RANS) and Large Eddy Simulations (LES). However, RANS 
models suffer from the inherent modelling of Reynolds stresses and their results in terms 
of turbulence are essentially filtered. LES, on the other hand, simulates a wider range of 
turbulence scales, but it is numerically very demanding at the encompassing downburst 
relevant scales. The use of LES in sub-cloud models is highly promising but still far from 
being well-established.  
From a meteorology and weather forecasting perspective, mesoscale numerical models are 
used to simulate atmospheric processes on scales much larger than the downburst-specific 
models (Lorente-Plazas et al. 2016). For example, computational domains in the Weather 
Research and Forecasting (WRF) model might vary from several hundreds of kilometers 
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in longitudinal and latitudinal directions to a large as the whole globe. Under these 
circumstances, the grid size typically varies between a few hundreds of meters up to about 
10 km in horizontal direction and more than 30 vertical levels (Romanić et al. 2016b). If 
the horizontal grid size is of the order of 2 km or larger, it is common practice to 
parameterize the whole cumulus convection inside the domain. In these situations, the 
cumulus convection and thus the downbursts are all sub-grid processes which are not 
directly resolved during the computations, but rather are indirectly parameterized.  
A new approach for coupling an analytical model of downburst winds with a physical 
simulator capable of reproducing non-synoptic winds has recently been proposed by 
Romanic et al. (2016c). Firstly, the analytical model is used to reconstruct a downburst 
event and the main flow parameters are obtained (e.g. jet diameter, maximum radial 
velocity, the height of the maximum radial velocity and its distance from the jet center). 
Secondly, these parameters are used to set up the physical simulations of downburst in the 
WindEEE Dome. Lastly, the scaled model of an urban environment can be placed inside 
the testing chamber and the downburst effects on the urban environment can be evaluated. 
Overall, both physical and numerical simulations of thunderstorms suffer from the 
difficulty of representing the large complexity and multitude of physical processes at 
different scales involved in their life cycle. The huge amount of field measurements 
provided by the WP and WPS wind monitoring network generates a unique opportunity to 
analyze these events from a multi-scale perspective as well as to provide a database that 
can serve the calibration of both physical and CFD simulations, clarifying their inherent 
limits and advancing these tools towards a better representation of reality. This data base 
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can also be used as a basis for storm reconstruction (either numerically or laboratory based) 
and therefore open new venues in damage and forensic studies of relevance to other sectors 
such as the insurance industry. 
The present work is part of a longer collaboration between Windyn (University of Genoa) 
and WindEEE (Western University) carried out as an interdisciplinary effort between two 
groups involving atmospheric scientists and wind engineers, with the objective to conduct 
a comprehensive analysis of field measurements and weather scenarios related to non-
synoptic wind systems in the Mediterranean. In this paper, the downburst event that struck 
the Livorno coast on October 1, 2012 at about 12:10 UTC (i.e. 1.10 pm local Italian time) 
is investigated as a test-case.  
Firstly, the field measurements provided by the WP and WPS monitoring network are 
reported in Section 6.2, where Section 6.2.1 analyzes the data in order to investigate the 
large scale weather precursors related to the downburst event. Section 6.2.2 examines the 
wind velocity records, decomposes them and describes their main features in the 
framework of statistical analyses extended to the whole dataset. Then, 6.3 provides a broad 
investigation of the weather scenario in the following order: Section 6.3.1 illustrates a 
synoptic analysis with the aim of presenting the meteorological conditions that, at the 
macro- and meso-scale, determined the onset of the event, whereas Section 6.3.2 shows 
that the classical measurements available at a smaller scale are useful to demonstrate the 
convective nature of this phenomenon and, finally, Section 6.3.3 investigates a couple of 
instability indices associated with this event. The concluding remarks follow in the last 
section of this chapter, together with some prospects for future research. 
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6.2 Field measurements 
6.2.1 Monitoring network, dataset, and test-case event 
WP 2009-2012 and WPS 2013-2015 were two European Projects carried out by Windyn 
at the University of Genoa in co-operation with the Port Authorities of the main 
commercial ports in the Ligurian and Northern Tyrrhenian Sea, namely Genoa, Savona, La 
Spezia, Livorno, and Bastia (Figure 6-1a, magenta squares). These projects handled the 
wind and wave forecast in port areas through an integrated system made up of an extensive 
in-situ monitoring network, the numerical simulation of wind and wave fields, the statistical 
analysis of wind climate, and algorithms for medium- (1-3 days) and short-term (0.5-2 
hours) forecasting. The anemometric monitoring network is made up of 28 ultra-sonic 
anemometers, 3 weather stations (each one including an additional ultra-sonic anemometer, 
a barometer, a thermometer and a hygrometer), and 3 LiDAR (Light Detection And 
Ranging) wind profilers. This monitoring network constitutes a unique opportunity to 
detect high-resolution thunderstorm records, to analyze these on a statistical basis, and to 
select specific events of particular interest. 
De Gaetano et al. (2014) implemented a semi-automated procedure to extract a selective 
database of strong wind events that could be considered to a reasonable extent 
thunderstorm-related. Using this procedure Solari et al. (2015a) identified 64 independent 
thunderstorms based on 9 anemometric datasets between 2011 and 2012. These 
thunderstorm events were analyzed in order to study their main characteristics relevant to 
the wind loading of structures. More recently the analysis has been extended to 14 
anemometers between 2011and 2015, and over 200 transient non-stationary events that can 
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be considered as independent thunderstorms or strongly convective events have been 
identified (Zhang et al. 2016). However, so far no single event has been analyzed 
individually from a meteorological point of view. 
 
Figure 6-1. (a) Map of the Northern Mediterranean Basin with the international 
nomenclature of its sub-basins, position where waterspouts occurred on October 1 (blue 
triangles), location of the meteorological radar in Elba Island (red circle), and position of 
Livorno City (magenta square). (b) Map of Livorno City with the position of 
anemometers LI.01, LI.03, LI05 (yellow circles) and the LaMMA meteorological station 
(orange circle). See Table 6-1 for anemometers’ coordinates. 
In the present study, one of the events, identified by Solari et al. (2015a) in the area of the 
Port of Livorno, has been selected for a comprehensive phenomenological investigation. 
This choice was mainly based on the fact that this is the only monitored area which is not 
topographically complex. Moreover, an event measured by more than two anemometers at 
the same time was selected, in order to have information about its evolution in time and 
space, as well. According to these criteria, the event that occurred on October 1, 2012 was 
chosen as a test case used to calibrate a general procedure to link field measurements with 
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the parent weather scenario in order to identify any link between transient non-stationary 
anemometric records and convective phenomena. 
The selected event was recorded by three of the five anemometers monitoring the Livorno 
site (Table 6-1), as two instruments were out of order at that time. All the instruments are 
three-axial ultra-sonic anemometers with sampling rate 10 Hz, which detect the wind 
velocity and direction with a precision of 0.01 m s-1 and 1°, respectively. The position of 
the three anemometers, i.e. LI.01, LI.03, and LI.05, which recorded the event of October 1 
is shown in Figure 6-1b. Their position was selected in order to register undisturbed wind 
velocity time histories. 
Table 6-1. Full composition of the anemometric monitoring network in the Port of Livorno 
in 2012. The position of anemometers LI.01, LI.03, and LI.05 is indicated in Figure 6-1b. 
Code 
Geographical coordinates (, , 
h) (°E, °N, m ASL) 
Position 
Height above 
ground (m) 
LI.01 (10.301, 43.570, 20.0) Tower 20 
LI.02 (10.307, 43.583, 20.0) Tower 20 
LI.03 (10.290, 43.558, 20.0) Tower 20 
LI.04 (10.294, 43.541, 20.0) Tower 20 
LI.05 (10.319, 43.580, 75.0) Building1 75 
1The anemometer is at the top of an antenna mast, 2.5 m above the building roof. 
Figure 6-2 shows the time series of the wind speed v and direction  recorded by the 
anemometers LI.03 (top), LI.01 (centre), and LI.05 (bottom) for the time interval between 
11:30 and 12:30 UTC of October 1, 2012. The order (from top to bottom) of the time series 
has been chosen to follow the chronological occurrence of this meteorological event. The 
anemometer LI.03, which is the closest to the sea, was the first to measure the wind speed 
increase that occurred at around 12:09 UTC, as indicated by the vertical dashed line in 
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Figure 6-2a while anemometers LI.01 and LI.05, which are gradually farther from the coast 
(see Figure 6-2b), measured the same ramp and peak at about 12:11 (Figure 6-2c) and 12:15 
UTC (Figure 6-2e), respectively. The maximum value of the peak slightly decreases from 
the sea to the inland, i.e. from LI.03 to LI.05. The wind direction, which was approximately 
from the north until 11:50 UTC, backed 90°, i.e. from west, at the peak occurrence and 
then veered to the original direction. The entire event lasted about 20-30 minutes.  
This description resembles a non-stationary event, like a downdraft-induced gust front, that 
seems to come from the sea, where it probably originated, and move east or 
northeastwardly. Besides, a spike stronger than the main peak occurred a few minutes after 
(in LI.03 and LI.05) or concurrent to the peak itself (in LI.01), which may be interpreted 
as a small-scale jet-like microburst embedded into the larger scale main downdraft (Fujita 
1986, Hjelmfelt 1988). Most likely the spike is not caused by a local random fluctuation of 
wind speed since it is observed at all three stations and it is associated with an abrupt 
clockwise change in wind direction, as clearly illustrated in Figure 6-2b and Figure 6-2f. 
The wind direction shifts between the first peak and the spike are approximately 90º and 
130º at LI.03 and LI.05, respectively. 
 232 
 
 
Figure 6-2. Wind speed (left) and direction (right) measured by the anemometers LI.03 
(top), LI.01 (center), and LI.05 (bottom) of the Port of Livorno monitoring network from 
11:30 to 12:30 UTC on October 1, 2012. Vertical dashed lines show the approximate 
time of the gust front passage. 
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While the wind records shown in Figure 6-2 are not overall representative of all situations 
detected by the WP and WPS monitoring network they provide a basis to analyze the trends 
of such a non-stationary event. It is important to notice a difference between the records 
reported in Figure 6-2 and the typical downburst wind time series measured across the 
United States and elsewhere. The wind records from the United States (Goldman and Sloss 
1969, Charba 1974, Wakimoto 1982, Fujita 1985, Gast and Schroeder 2004, Holmes et al. 
2008) and Singapore (Choi 2004) seem to have either a constant background wind speed 
or a sudden drop in wind speed prior the downburst. On the other hand, the wind records 
in Figure 6-2a and Figure 6-2c are characterized by a steady increase of wind speed before 
reaching the downburst ramp-up. In these two cases, wind speed increased by 
approximately 5 m s-1 between 11:45 and 12:05 UTC and from 12:00 to 12:10 UTC, 
respectively. Simultaneously, the wind direction steadily shifted in counterclockwise 
direction reaching approximately 280º-290º before the ramp-up at both anemometers 
Figure 6-2b and Figure 6-2d). The anemometer records in Figure 6-2, however, look very 
similar to the graphs of a weak downburst measured at a suburban area of Brisbane, 
Australia (Sherman 1987). Sherman noticed that the spike was most pronounced close to 
the surface and diminished moving upwards. The reported measurements in Figure 6-2 
seem to differ from downbursts measured across the continental parts of Europe (Järvi et 
al. 2007, Pistotnik et al. 2011). The downburst recorded in Southern Finland (Järvi et al. 
2007) was characterized by an intense gust front prior to the downburst, but it lacks the 
secondary peak in two out of three wind speed records. Field measurements from Austria 
(Pistotnik et al. 2011) show two pronounced peaks in both mean and peak wind speeds, but 
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the wind speed seem to rapidly decrease prior the downburst – a signature that is typical 
for downbursts observed in the United States, as discussed above.  
Wakimoto (1982) analyzed several data records of weak downbursts measured outside of 
Chicago, United States, using a Doppler radar, radiosondes and a network of surface 
measurements. He classified the life cycle of a downburst into four stages (formative, early 
mature, late mature and dissipative) and presented measurements for each of these stages. 
Applying his conceptual classification to the wind direction in Figure 6-2, it seems that the 
reported downburst resembles downbursts at stages II and III, which are characterized by 
sudden shifts in wind directions before, during and after the downbursts as well as wind 
speeds between 10 and 30 m s-1. However, his analysis also suggests a noticeable decrease 
in wind speed prior to the arrival of the downburst with the first peak being always the 
most pronounced (also noticed in a number of other downburst measurements). None of 
these two features have been observed in the presented case. Instead, these measurements 
seem to be among the first wind time series of a microburst embedded in a macroburst in 
the Mediterranean region.  
The pronounced spike after the first well-defined peak, such as the ones measured by the 
LI.03 and LI.05 anemometers, has been numerically simulated by (Orf et al. 2012). Their 
results, obtained using a non-hydrostatic LES cloud model (Bryan and Fritsch 2002), show 
a steady increase of wind speed prior to the non-steady and highly fluctuating downburst 
peaks, similar to anemometer records in Figure 6-2. They reported the existence of a 
pronounced spike after the first downdraft at a reference point situated on the east flank of 
the downdraft, whereas the same pattern has not been observed on the west flank of the 
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downdraft. The assumption that LI.03 and LI.05 anemometers were on the opposite sides 
of the downdraft, however, does not match with the wind directions at these two measuring 
stations that approximately coincide with each other 
6.2.2 Signal analysis 
To inspect the characteristics of the wind speed records shown in Figure 6-2, the classical 
decomposition rule of transient wind velocity signals (Choi and Hidayat 2002, Chen and 
Letchford 2004, Holmes et al. 2008, Kwon and Kareem 2009, Solari et al. 2015a) is herein 
applied: 
 𝑣(𝑡) = ?̅?(𝑡) + 𝑣′(𝑡) (6-1) 
where  0 t , T  is the time, T  = 1 hour is the period in which the signals are examined, 
v  is the slowly-varying mean wind velocity, related to the low frequency content of v, and 
v  is the residual fluctuation, related to the high frequency content of v. 
The slowly-varying mean wind velocity is driven by the large scale flow. It is often 
modelled as deterministic and is filtered from the initial signal by a moving average 
process. The residual fluctuation is induced by the small scale turbulence and is usually 
dealt with as a non-stationary random process defined as: 
 𝑣′(𝑡) = 𝜎𝑣(𝑡)𝑣 ′̃(𝑡) (6-2) 
where v  is the slowly-varying standard deviation of v , and 𝑣′̃ is referred to as the reduced 
turbulent fluctuation. Chen and Letchford (2004) conceptually related the slowly-varying 
standard deviation to the medium scales of motion: on one hand, it is a property of the 
fluctuation at the turbulence scale; on the other hand, it is driven by the mean wind velocity 
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at the large scale and it is thus often modelled as deterministic. This interpretation refers to 
the process of defining and extracting the slowly varying mean. The reduced turbulent 
fluctuation is then related to the small scales of turbulence and is until now modelled as a 
rapidly-varying stationary Gaussian random process with zero mean and unit standard 
deviation (Chen and Letchford 2004, Holmes et al. 2008, Kwon and Kareem 2009, Solari 
et al. 2015a). 
The extraction of v  from v and of v  from v  is herein carried out by a moving average 
filter (Choi and Hidayat 2002, Holmes et al 2008) with period T = 30 s (Solari et al 2015a). 
Other methods are available (McCullough et al 2014). Inserging Eq. (6-2) into Eq. (6-1) 
yields: 
 𝑣(𝑡) = ?̅?(𝑡)[1 + 𝐼𝑣(𝑡)𝑣 ′̃(𝑡)] (6-3) 
where: 
 𝐼𝑣(𝑡) =
𝜎𝑣(𝑡)
?̅?(𝑡)
 (6-4) 
is the slowly-varying turbulence intensity. Since it is usually a weakly-dependent function 
of time, several authors approximate it by its average value over a suitable averaging time 
period (Chen and Letchford 2004, 2007, Chay et al 2006, Holmes et al 2008). Zhang et al. 
(2016) pointed out that this approximation is questionable and may give rise to some 
shortcomings. 
Figure 6-3 shows the diagrams of the slowly-varying mean wind velocity v  (top), the 
residual fluctuation v  (centre), and the slowly-varying standard deviation v  (bottom), 
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as extracted from the LI.03 (a, d, and g), LI.01 (b, e, and h), and LI.05 (c, f, and i) wind 
speed records shown in Figure 6-2. 
 
Figure 6-3. Slowly-varying mean wind velocity (top), residual fluctuation (center), and 
slowly-varying standard deviation (bottom), as extracted from the records detected by the 
anemometers LI.03 (a, d, and g), LI.01 (b, e, and h), and LI.05 (c, f, and i) of the Port of 
Livorno monitoring network from 11:30 to 12:30 UTC on October 1, 2012. Vertical 
dashed lines show the approximate time of the gust front passage. 
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Figure 6-4 shows the diagrams of the slowly-varying turbulence intensity Iv over T  = 1 
hour (top) and the 10-min interval centred around the time instant at which maxv  occurs 
(bottom), as extracted from LI.03 (a, d), LI.01 (b, e), and LI.05 (c, f). 
 
Figure 6-4. Slowly-varying turbulence intensity over T  = 1 hour (top) and the 10-min 
interval centred around the time instant at which 
maxv  occurs (bottom), as extracted from 
the records detected by the anemometers LI.03 (a, d), LI.01 (b, e), and LI.05 (c, f) of the 
Port of Livorno monitoring network from 11:30 to 12:30 UTC on October 1, 2012. 
Vertical dashed lines show the approximate time of the gust front passage. 
Figure 6-5 shows the diagrams of the rapidly-varying reduced turbulent fluctuation 𝑣′̃ (top), 
𝑓𝑣′̃ of their histogram compared with a reference Gaussian probability density function 
(PDF) (thick line) (centre), and of their power spectral density (PSD) 𝑆𝑣′̃ (bottom), n being 
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the frequency, as extracted from LI.03 (a, d and g), LI.01 (b, e and h), and LI.05 (c, f and 
i). 
 
Figure 6-5. Rapidly-varying reduced turbulence fluctuation (top), histogram compared 
with a reference Gaussian PDF (thick line) (center), and PSD (bottom), as extracted from 
the records detected by the anemometers LI.03 (a, d, and g), LI.01 (b, e, and h), and LI.05 
(c, f, and i) of the Port of Livorno monitoring network from 11:30 to 12:30 UTC on 
October 1, 2012. 
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Table 6-2 shows some synthetic parameters of the wind velocity records. In this table, vˆ , 
maxv , and  maxˆG v / v  are the 1-s peak wind velocity, the maximum value of the slowly-
varying mean wind velocity, and the gust factor associated with the primary peak whereas the 
values related to the secondary peak, if present, are put in parentheses;  1 hrvI   and 
 10 minvI   are the average values of Iv over T  = 1 hour and the 10-min interval centered 
around the time instant at which maxv  occurs;  ,  ,  ,  , and vL  are, respectively, the 
mean value, the standard deviation, the skewness, the kurtosis, and the integral length scale of 
the reduced turbulent fluctuation v . 
Table 6-2. Synthetic parameters of the wind velocity records. 
Parameter LI.03 LI.01 LI.05 
vˆ  (m s-1) 19.98 (15.81) 18.00 15.45 (17.27) 
maxv  (m s
-1) 14.55 (13.89) 15.66 13.93 (12.46) 
G  1.30 (1.14) 1.15 1.11 (1.39) 
 1 hrvI   0.052 0.074 0.114 
 10 minvI   0.071 0.065 0.083 
  -0.003 0.000 0.000 
  1.003 1.003 1.000 
  -0.032 -0.059 -0.125 
  2.914 2.863 3.178 
vL  (m) 26.52 28.88 27.12 
The joint analysis of Figure 6-3 to Figure 6-5 and Table 6-2 shows that the slowly-varying 
mean wind velocity v  provides a very clear picture of the movement of the gust front 
from the sea to the inland. It is worth noting that the moving average does not filter out the 
secondary peak in the LI.03 and LI.05 records, confirming that such peak represents a 
dominant feature of the large scale flow. As opposed to the typically adopted wind tunnel 
modelling approaches, it is clear that the residual fluctuation v  shows nonstationary 
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random properties with large intensities and intermittency strongly correlated to the largest 
values of v . This trend is confirmed by the slowly-varying standard deviation v , which 
exhibits very large values corresponding to the secondary peak detected by the LI.03 and 
LI.05 anemometers. This observation does not alter the fact that this peak is a dominant 
feature of the large scale flow, but points out that its large intensity is significantly 
enhanced by strong random fluctuations. 
The diagrams of the slowly-varying turbulence intensity Iv and its average values vI  over 
different time intervals confirm that this quantity is not strongly time dependent, unless for 
the presence of some spurious large values that occur when v  is very small (Eq. (6-4)), like, 
for instance, the spike over 0.3 of LI.01 in correspondence of an almost null v  value. 
Coherently with Solari et al. (2015a) and Zhang et al. (2016), vI  = 0.05-0.12. Note that on the 
shorter time scales T  = 10-min, vI  does not show any significant growth from the sea to 
the inland, whereas vI  doubles from LI.03 to LI.05 on the larger time scale T  = 1 hour. 
This provides a partial confirmation that the time evolution of a downburst is so rapid and short 
that its wind field does not reach an equilibrium condition over the roughness of the terrain, 
thus turbulence intensity is not much affected by this parameter. 
The diagrams of the rapidly-varying reduced turbulent fluctuation v  exhibit the classical 
random stationary Gaussian features supported by many authors in literature (Chen and 
Letchford 2004, Holmes et al. 2008, Solari et al. 2015a). The Gaussian property of the three 
signals overall is confirmed by the good agreement between the histogram of v  and the 
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reference Gaussian PDF with 0   and 1  ; the partial detachment, observed mostly 
for the middle and right hand side (RHS) signal correlates with skewness values   not 
exactly equal to 0 and kurtosis values   not exactly equal to 3. Also the PSD of v  matches 
overall the results provided by Solari et al. (2015a). vS   shows a relative maximum around 
T = 30 s, just the moving average period: on its left the PSD clearly falls down; on its right 
it decreases with a slope nearly proportional to the curve n-5/3 that is typical of the inertial 
sub-range vS   of synoptic-type winds. The integral length scale of turbulence vL  has been 
determined by fitting the experimental PSD by the model proposed by Solari and Piccardo 
(2001); it is almost invariant from signal to signal and is fully coherent with the data 
reported by Solari et al. (2015a). Also the gust factor G, between 1.11 and 1.39, is coherent 
with the data reported by Solari et al. (2015a). 
However, take note that mostly for the middle signal but also for the RHS signal these 
slopes differ from the typical -5/3. This type of departure from the local universal 
equilibrium has been previously observed in flows that have sharp interfaces and high 
intermittency (Braza et al. 2006), similar to the downburst event analyzed herein.  
6.3 Weather scenario and meteorological precursors 
6.3.1 Synoptic dynamics 
Figure 6-6 (panels a-b) depicts the synoptic condition over Europe on October 1, 2012, 
showing the position of cyclones and anticyclones at 00:00 UTC (a) and 12:00 UTC (b). 
The data are obtained from the National Center for Environmental Prediction (NCEP) 
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Global Forecast System (GFS) analyses, available on a 0.5º by 0.5º geographical grid and 
acquired from the National Centers for Environmental Information database.  
 
Figure 6-6. Top panels (a-b): mean sea level pressure (contours) and tropopause height 
(shaded contours) over Europe from GFS analyses (the green contour corresponds to the 
minimum of the tropopause anomaly cut-off over the western Alps). Bottom panels (c-d): 
cloud top height from MSG data. Left (right) panels correspond to October 1, at 00:00 
(12:00) UTC. 
The meteorological situation over Europe was dominated by the presence of the extra-
tropical cyclone Marianne (following the names given by the Institute of Meteorology of 
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the Freie Universität Berlin, Germany) southeast of Iceland, with a surface low pressure 
minimum below 985 hPa and a trough aloft extending southward to the western Alps. To 
the east, the occluded front of the extra-tropical cyclone Lulu, which was born on 
September 25 in the Labrador Sea, extended from north-western Russia to the north of the 
Sea of Azov. Finally, the anticyclone Harald, which was situated over central Europe a few 
days before, at this point had moved its high-pressure maximum of 1025 hPa over Poland 
and Ukraine, indicating a blocking situation (Rex 1950). 
At 00:00 UTC, the tropopause anomaly cut-off had a relative minimum of 9870 m and it 
was located in the Northern Mediterranean over the Gulf of Lion (France). The anomaly 
cut-off moved westward over the Gulf of Genoa at midday. This situation is depicted by 
the position of the 10000 m height (green contour reported in Figure 6-6 (a-b)). In fact, 
according to GFS analyses, at 12:00 UTC the tropopause height showed an abrupt 
discontinuity along a distance of about 100 km, spanning from less than 10 km over the 
Gulf of Genoa to more than 13 km over the Corsican Sea (i.e. to the west of Corsica, see 
Figure 6-1a), denoting the existence of a frontal zone beneath. 
The distribution of cloud top heights obtained from the cloud analysis performed by 
Eumetsat (EUMETSAT 2013, Derrien et al. 2013 ), based on infrared measurements 
collected by SEVIRI (Spinning Enhanced Visible & Infrared Imager) on board the 
Meteosat Second Generation (MSG) satellites, also shows the presence of a smaller 
cyclone in the Eastern Padan Plain at 00:00 UTC (Fig. 6c). The cyclone, which developed 
on September 29, as a secondary cyclogenesis event in the Gulf of Genoa (Trigo et al. 
2002), at 12:00 UTC had moved over the Balkans. Figure 6-6d shows, however, that a 
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meso-scale convective system, which was only in its embryonic stage at 00:00 UTC, 
developed rapidly over the Gulf of Genoa during the morning. This cloud system is the 
main contributor responsible for the strong wind event described in Section 6.2. 
Both an upper-level trough upstream of the Alps, like the one of cyclone Marianne, and a 
low-level frontal system impinging on the Alps, as denoted by the tropopause discontinuity 
mentioned above, are considered indispensable meteorological precursors of lee 
cyclogenesis. These factors play a fundamental role especially during the rapid trigger 
phase due to the interaction between frontal zone and mountains (Buzzi and Tibaldi 1978). 
During this stage, the cyclone deepens while remaining quasi-stationary, the upper-level 
trough fills north of the Alps and deepens to the south, and the jet stream splits northwest 
of the Alps into a secondary branch over the Mediterranean, which reconnects to the main 
branch to the north of the Black sea (Figure 6-7).  
 
Figure 6-7. Wind speed (shaded contours) and streamlines at 300 hPa. Left (right) panels 
correspond to October 1, at 00:00 (12:00) UTC, respectively. 
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Many different and partially concurrent mechanisms have been proposed for lee 
cyclogenesis during the trigger phase (Buzzi and Tibaldi 1978, McGinley 1982, Mattocks 
and Bleck 1986, Bluestein 1995, McTaggart-Cowan et al. 2009a, McTaggart-Cowan et al. 
2009b). For example, Bluestein (1995) analyzed the role of cyclonic vorticity advection 
that occurs downstream from the maxima in absolute vorticity aloft, which is typically 
located along the trough axis. Due to the vorticity advection, a rising motion occurs 
downstream from the upper-level trough, which contributes to the surface pressure fall, as 
theoretically demonstrated by Sutcliffe (1947). The field of absolute vorticity at the 300 
hPa level over Italy on October 1 at 00:00 UTC and 12:00 UTC is depicted in Figure 6-8a 
and b, respectively. Only contours higher than 0.00025 s-1 are drawn, to indicate the 
position of the trough (see also Figure 6-6a-b) that moves from upstream the Alps to the 
lee side where secondary cyclogenesis took place. 
According to Bluestein (1995), the rising motions should occur ahead the through, where 
the cold front occurs as well. Moreover, Mattocks and Bleck (1986) concluded that the 
rapid intensification of lee cyclones during their trigger phase, which is characterized by 
strong vertical motions, starts before the cold air reaches the lee side of the Alps, namely 
in the Gulf of Genoa, where cyclones usually continue growing because of baroclinic 
instability. These conditions seem to be present on October 1, when relative humidity at 
700 hPa (Figure 6-8a-b, shaded contours) took values greater than 99% over the Corsican 
Sea at 00:00 UTC and over the Ligurian Sea at 12:00 UTC. The spatial distribution of 
cloud-top heights reported in Figure 6-8c-d, however, shows that early in the morning the 
vertical extension of the cloud cover is limited to the middle troposphere (grey to black 
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colors over the Corsican Sea in Figure 6-8c). Later at midday, high clouds covered the 
whole Ligurian Sea and a deep convective system with cloud-top heights above 10000 m 
formed and extended from the north-east of Corsica to the coast of Tuscany. 
 
Figure 6-8. Top panels (a-b): relative vorticity (contours) at 300 hPa, relative humidity 
(shaded contours) at 700 hPa, and mean storm motion (vectors) from GFS analyses. 
Bottom panels (c-d): cloud top height from MSG data. Left (right) panels correspond to 
October 1, at 00:00 (12:00) UTC. 
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Figure 6-8a-b also show the mean storm motion (vectors), which is calculated as an integral 
measure of the wind velocity variation between 0 and 6000 m above sea level (ASL). This 
information, which is related to the vertical wind shear, is very useful to predict the spatial 
evolution of thunderstorms inside complex convective systems. In the present case, the 
mean storm motion at 12:00 UTC in the eastern Ligurian and Northern Tyrrhenian Sea 
(Fig. 8b) was almost purely zonal with an average magnitude of about 6 m s-1 to the east. 
This value is the result of the wind field shift from south-southeast in the lower troposphere 
(at 925 hPa) to southwest aloft (at 400 hPa). Updrafts turn clockwise as they rise and their 
corresponding gust fronts occur prevailingly to the eastern side of the convective cells, 
where new updrafts form. The multicell system is driven by the lifting of warm air along 
the gust front and the system shifts eastward under such wind shear conditions. The storm-
relative helicity (SRH), calculated in a layer from 0 to h=3000 m ASL, is another important 
parameter that helps determine the type of thunderstorm to develop. This parameter 
measures the vertical transfer of energy by the shear of the wind: 
 SRH = − ∫ 𝒌 ∙ (𝑽 − 𝑪) ×
𝑑𝑽
𝑑𝑧
𝑑𝑧,
ℎ
0
 (6-5) 
where V is the environmental wind vector, C is the storm’s translation velocity, k×dV/dz 
is the horizontal vorticity with k being the unit vector in the vertical (z) direction. This 
index reached the maximum value of 116 m2 s-2 (not shown) 25 km to the west-southwest 
of Livorno. According to Rasmussen and Blanchard (1998), who reported a statistical 
analysis of the values of shear-related parameters for supercells with tornadoes, supercells 
without tornadoes, and non-supercell thunderstorms, the calculated values of the mean 
storm motion and storm-relative helicity correspond to non-supercell thunderstorm 
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conditions. It is worth noting, however, that the maximum SRH is above the 75th percentile 
of the SRH distribution of non-supercell thunderstorms and very close to the median (i.e. 
124 m2 s-2) of the SRH distribution of supercells without tornadoes. Therefore, the 
possibility of supercell-like thunderstorms off the coast of Livorno cannot be a priori 
completely excluded. The SRH, however, should always be interpreted with caution since 
the values above 350 m2 s-2 were observed in intense low-level jets and stable stratification 
(Romanić et al. 2016b). 
In conclusion, it seems reasonable to claim that the strong wind event that occurred on 
October 1 in Livorno a few minutes after 12:00 UTC was due to the meso-scale convective 
system described above, which represented the initial evolution of a cyclone in the lee of 
the Alps during its trigger stage. This cyclone did not grow to a mature extra-tropical-like 
cyclone afterwards, as it collided with the lee cyclone previously formed that had not 
moved far eastward due to the presence of the quasi-stationary anticyclone Harald. The 
two cyclones mixed completely in the evening 
6.3.2 Local-scale observations 
According to satellite images (not shown), the deep convective system shown in Figure 
6-8d started growing to the northeast of Corsica between 09:00 and 10:00 UTC on October 
1. As reported in the European Severe Weather Database (Dotzek et al. 2009), operated by 
the European Severe Storms Laboratory, two waterspouts were observed at 09:00±15 min 
UTC and 10:00±15 min UTC at Pietracorbara and Santa Maria di Lota (Corsica), 
respectively. The position of the waterspouts is shown in Figure 6-1a (blue triangles). Later 
on, the convective system grew as a multicell thunderstorm along a rather straight line 
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developed along the mean storm motion. Figure 6-9 shows the reflectivity measured by the 
meteorological radar installed in Elba Island (east of Corsica, the position is shown by a 
red circle in Figure 6-1a), which spans a circular area with radius of about 108 km: panels 
(a-d) show the time evolution of the convective system from 11:00 UTC to 12:30 UTC 
with a 30-minute time step.  
 
Figure 6-9. Reflectivity (dBz, Vertical Maximum Intensity) measured by the 
meteorological X-band radar, installed at Cima di Monte (Elba Island) at 480 m ASL, at 
11:00 (a), 11:30 (b), 12:00 (c), and 12:30 UTC (d). Courtesy LaMMA Consortium. 
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At 11:00 UTC, the values of radar reflectivity around 30 dBz show the position of scattered 
thunderstorms organized along a straight line from Corsica to Tuscany, which slightly 
shifts to the northeast in the next hour. Such an arrangement of thunderstorm clouds is 
known as the squall line. This observation seems to be coherent with the mean storm 
motion obtained from the GFS analyses mentioned in the previous section, as the 
thunderstorms develop new cells to the right of the mean flow, which is about northward. 
At 11:30 UTC (Figure 6-9b) a roughly circular blob appears to the west-southwest of 
Livorno, in the same position where the maximum SRH value was observed. This 
convective thunderstorm landed at 12:00 UTC in Livorno (Figure 6-9c) and, in the authors’ 
opinion, it is responsible for the strong wind event depicted in Section 6.2. However, an a 
priori exclusion of a supercell-like thunderstorm is not possible since the radar images 
show a small hook-shaped appendage to the east. At 12.30 UTC (Figure 6-9d), the 
convective cell had already moved to the north of Livorno. The recorded wind directions 
during the downburst event (Figure 6-2 b,d,f) supplemented with the results in Figure 6-9c-
d suggest that the downburst was spawned in the north part of the convective system. 
Interestingly, this region is not characterized with the highest radar reflectivity. 
The intense convective activity that occurred over the area from Corsica and Tuscany in 
the morning of October 1 is confirmed by the great number of lightning strikes registered 
by the Blitzortung network for lightning and thunderstorms, as reported in Figure 6-10 
where panel (a) shows the strike occurrence from 11:00 to 12:30 UTC and panel (b) refers 
to the period from 12:00 to 12:30 UTC. Lightning strikes were localized in the south part 
of the convective system, which is the area populated with the deepest (Figure 6-6d and 
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Figure 6-8d) and most intensive (Figure 6-9c) clouds. Lightning strikes were observed in 
Livorno during this event.  
 
Figure 6-10. Strikes recorded on October 1, from 11:00 to 12:30 UTC (left) and from 
12:00 to 12:30 UTC (right), by means of the Blitzortung network for lightning and 
thunderstorms, retrieved through the online archive. Courtesy Blitzortung.org. 
Finally, the weather station located in the city center (see the orange circle in Fig. 1b) and 
operated by the meteorological office in Tuscany (LaMMA Consortium) measured several 
important parameters during the thunderstorm with a record sampling of 15 minutes. The 
records of wind speed and direction, temperature, solar radiation, and precipitation are 
reported in Figure 6-11. During the whole day, the station measured quite a low mean (i.e. 
15 minutes averaged, black line) and maximum (grey line) wind speed and a rather regular 
prevailing (black line) and gust (grey line) wind direction from the northern sector, as 
shown in Figure 6-11a and b.  
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Figure 6-11. Measurements of the LaMMA meteorological station in Livorno: mean 
(black) and maximum (grey) wind speed in m s-1 (a); prevailing (black) and gust (grey) 
wind direction in degrees (b); temperature (black) and its variability (grey) in Celsius 
degrees (c); maximum solar radiation (black) in W m-2 (d); precipitation (black) and daily 
cumulated rain (grey) in mm. Data are available every 15 minutes. Courtesy LaMMA 
Consortium. 
As far as the wind velocity is concerned, the only anomaly was registered at 12:15 UTC, 
when both the mean and maximum wind speeds spiked to 8.5 and 15.8 m s-1, respectively. 
Around noon, the temperature also decreased for more than 3º from 21.9°C at 12:00 to 
18.6°C at 12:30 UTC. At the same time, solar radiation dropped from its daily maximum 
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of 1082 W m-2 at 11:00 UTC to 11.2 W m-2 at 12:15 UTC, and the rain gauge registered 
10.6 mm of precipitation at 12:15 UTC and 5.6 mm at 12:30 UTC. The local observations 
combined with the anemometer records in Figure 6-2 indicate that the studied downburst 
should be classified as a wet downburst (Atkins and Wakimoto 1991). The sequence of 
meteorological events follows the qualitative scheme proposed by Wakimoto (1982). 
Furthermore, the pronounced decrease in solar radiation indicates the existence of well-
developed and deep thunderstorm clouds in the area. 
6.3.3 Instability indices 
In case of small scale convective phenomena, many instability indices exist that are 
intended to provide some deterministic or probabilistic information about the occurrence 
of severe weather conditions, such as the Lifted Index, Showalter Index, Total Totals, K 
Index, SWEAT, Bulk Richardson number, CAPE, etc. These indices can be used alone or 
jointly and they can be calculated by means of the thermodynamic diagrams obtained from 
radiosoundings used for nowcasting or numerical simulations used for weather forecasting 
purposes. In the present study, we have analyzed two instability indices that can be 
considered specific of wet downdrafts: the so-called WINDEX, which can be interpreted 
as a direct measure of downdraft instability, in contrast to the more popular Lifted Index 
(LI), which is widely used as a measure of updraft instability in weather forecasting. 
McCann (1994) developed an empirical index for estimating the potential of a 
thunderstorm to spawn a downburst. Following the works of Proctor (1988) and Wolfson 
(1990), he proposed the following expression for the WINDEX (WI): 
 255 
 
 WI = 5√𝐻𝑀𝑅𝑄(Γ2 − 30 + 𝑄𝐿 − 2𝑄𝑀), (6-6) 
where 𝐻𝑀 is the height of the melting level above ground (in km), 𝑅𝑄 = min(𝑄𝐿 12⁄ , 1), 
𝑄𝐿is the mixing ratio in the first 1 km above the surface, Γ is the temperature lapse rate 
from the surface to the melting point (in ºC km-1) and 𝑄𝑀 is the mixing ratio at the melting 
level.  
The WINDEX values, calculated at 12 UTC from GFS data over the Ligurian and Northern 
Tyrrhenian Sea, are shown in Figure 6-12a. Note that, as reported by McCann (1994), the 
index is missing where the lapse rate is lower than about 5.5 C km-1, which occurs 
especially over the Alps and the eastern Ligurian Apennines. In Livorno, the WINDEX is 
between 35 and 40, which is quite similar to the peak velocities (in knots) presented in 
Figure 6-2. The LI available at 12 UTC from GFS data is shown in Figure 6-12b. Values 
of this index greater than 2 correspond to no significant convective activity, whereas 
thunderstorms are possible if some kind of forced lifting occurs in which case the LI ranges 
from 0 to 2. If, on the other hand, the LI ranges from 0 to -2, thunderstorms are possible 
due to unforced convection, while thunderstorms are very probable if LI is lower than -2. 
According to the GFS data, severe thunderstorms were expected to occur over Corsica, the 
Central Tyrrhenian Sea, the south-western Alps, and the Eastern Padan Plain. 
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Figure 6-12. Top panels: WINDEX (a) and lifted index (b) from GFS analyses. Bottom 
panels: skewT-logP thermodynamic diagrams at Ajaccio (c), Milan (d), and Rome (e). 
All panels refers to October 1, at 12:00 UTC. Diagrams courtesy of the University of 
Wyoming. 
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The atmospheric soundings for the closest available places around Livorno are obtained 
for October 1 at 12 UTC. The locations of these three sounding stations are indicated in 
Figure 6-12a and b and they are: station LFKJ (number 7761, the airport of Ajaccio), station 
LIML (number 16080, the Milan Linate airport) and station LIRE (number 16245, Pratica 
di Mare, is an Air Force base close to Rome). The skewT-logP thermodynamic diagrams 
from these stations are reported in Figure 6-12(c-e). The WINDEX evaluated from the 
corresponding TEMP messages is 39.5 and 33.5 for LIML and LIRE, respectively, whereas 
it is nil in Ajaccio as the lapse rate there is equal to -5.37°C km-1. The LI based on 
radiosoundings is -0.74, -0.70, and -2.07 for LFKJ, LIML, and LIRE, respectively. 
6.4 Conclusions and some prospects 
This study provides a comprehensive description and a detailed interpretation of the field 
measurements and weather scenario associated with a transient event, preliminarily 
classified as a thunderstorm downburst, which struck the Livorno coast on October 1, 2012 
at about 12:10 UTC (i.e. 1.10 p.m. local Italian time). In the framework of a wide research 
program dealing with downbursts, this event has been chosen as a test case aiming at 
establishing a better link between complementary approaches in wind engineering and 
atmospheric sciences, with the prospect of improving the understanding, characterization 
and modeling of non-synoptic wind events such as downbursts.  
The wind speed records detected by three ultrasonic anemometers of the monitoring 
network created for the European Projects “Wind and Ports” and “Wind, Port and Sea” 
have been analyzed and decomposed into component parts to inspect the main features of 
this event. A statistical analysis for non-stationary wind events has been applied for this 
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case and the resulting components have been discussed both individually and together. 
Especially the joint analysis of different decomposed signals provides some interesting 
remarks. 
Despite some peculiar aspects of this event, first of all the double peak registered by two 
of three sensors, its properties match rather closely the basic features of the whole database 
generated by the monitoring network. In particular the set of the slowly-varying mean wind 
velocity components provides, in its whole, a clear picture of the movement of the gust 
front from the sea to the inland; in addition it supports a robust separation between the 
dominant features of the large scale flow and the random turbulent fluctuations. Despite 
the residual fluctuation has strongly nonstationary random properties, the set of the 
diagrams of the slowly-varying turbulence intensity confirms that this quantity is not 
strongly time dependent; it also provides a partial confirmation that the time evolution of a 
downburst is so rapid and short that its wind field does not reach an equilibrium condition over 
the roughness of the terrain, thus turbulence intensity is not much affected by this parameter. 
The probability density functions of the rapidly-varying reduced turbulent fluctuation 
exhibit classical Gaussian features as many other authors observed in literature; moreover, 
its power spectral density tends to decrease in the high frequency range with a slope that is 
typical of the inertial sub-range of synoptic-type winds. 
The analysis of the meteorological conditions concurrent with this event has been carried 
out by gathering all the meteorological data available in this area, making use of model 
analyses, standard in-situ measurements (stations and radio-soundings), remote sensing 
techniques (radar and satellite), proxy data (lightning), and direct observations (from the 
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European Severe Weather Database). All this information contributed to reconstruct the 
comprehensive weather scenario that occurred on October 1, 2012, over the City of 
Livorno, confirming that the strong wind event detected by the high-sampling rate 
anemometers of the local monitoring network was most probably a wet downburst. 
This is an important result as it demonstrates the role of specific synoptic-scale conditions 
over the western Europe, e.g. the formation of a secondary cyclone in the lee of the Alps, 
as a necessary meteorological prerequisite and precursor to the occurrence of local-scale 
convectively-forced strong wind events in the northern Mediterranean Basin. Moreover, 
the downburst position seems to be detectable, at least in the present case, by some local 
signals like higher values of storm-relative helicity, as well as using standard storm-specific 
indexes, like the WINDEX and the Lifted Index.  
It is worth noting the interest in bringing together the two different viewpoints provided by 
wind engineering and atmospheric sciences. In this case, the high-sampling rate wind speed 
records detected in a typical wind engineering framework have proven to be an excellent 
tool which can correlate to a meteorological event further investigated through a typical 
meteorological approach. Several outcomes from the atmospheric science framework 
evaluations were later refined using the information provided by the local anemometric 
network and signal analysis. 
The present study may therefore form the basis for an extended analysis of non-stationary 
events in the Mediterranean region using this mixed approach in correlation with the 
extensive data base gathered by the WP and WPS campaigns.  
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A first implication of this kind of analysis will be its extension to a selection of the strongest 
wind events recorded by the anemometric network, aiming to distinguish, on a statistical 
basis, the events related to convection (wet and dry) with respect to the ones due to a 
different forcing, like downslope winds in complex topography areas. Subsequently, based 
upon the identification of a statistically-relevant set of convectively-forced strong wind 
events, research will be carried out in order to check systematically whether the 
aforementioned local signals can be considered recurrent footprints of wet and dry 
downbursts, for forecast purposes. 
A second implication of this research program is strengthening the link between field 
measurements and analytical models, physical and numerical simulations through the 
systematic statistical analysis of a broad range of transient events for which high quality 
measurements are made available. Overall this kind of study may greatly contribute to 
improve the quality of simulation tools, as well as to refine our knowledge of the multi-
scale space-time structure of thunderstorm events in general and downbursts in particular. 
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Chapter VII  
 
7 Concluding remarks and recommendations 
7.1 Summary  
Sustainable and resilient developments are among the top priorities of modern society. 
Moreover, these two fields are highly interdisciplinary and interconnected. A sustainable 
development should in general be resilient and vice versa. In this document, these two 
subjects have been analyzed from meteorological and wind engineering points of view. 
Multiscale wind sustainability and resilience oriented analysis have been performed at 
various locations around the globe for an urban block located in downtown Toronto 
(Ontario, Canada), a remote site in the Central South Kansas (United States) and the coastal 
city of Livorno (Italy).  
The main focus of the Toronto case studies was sustainability, particularly assessing the 
wind resources for the 2015 Pan American Games Athletes’ Village (PanAm Village). For 
the first time, the Canadian Wind Energy Atlas (Environment Canada 2003) has been 
coupled with a CFD tool in order to estimate available urban wind resources. Using the 
methodology described in Chapter II, the wind energy atlas was used to provide the inlet 
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conditions for direction-dependent CFD simulations. The employed CFD software were 
Star-CCM+ (CD-Adapco 2014). The results were used to analyze some of the main 
features of flows in highly complex urban environment, such as flow channeling, 
separation, reattachment and wake. Wind energy sustainability analysis of the PanAm 
Village was conducted using a generic 30 kW wind turbine and estimated energy demands 
of that block. It was demonstrated that two wind directions (90° and 240°) can supply 
between 3% and 12% of the total energy demand of PanAm Village.  
In the next step (Chapter III), wind climatology of Toronto was computed using the 
NCEP/NCAR reanalysis 1 data (Kalnay et al. 1996). This freely available dataset covers 
the whole globe with temporal coverage from 1848 to present. Data are available at three 
temporal resolutions: 4-times daily, daily and monthly values. The analysis was performed 
at the sigma-995 level (~41.1 m above ground), which is the level above surface where 
pressure is 99.5% of the surface pressure. It was shown that the winds coming in from 
240°, 270° and 210° had the highest frequency of occurrence. The windiest season is winter 
with an average wind speed of 5.61 m s-1 and the wind power density of 190.7 W m-2. 
Long-term wind speed and occurrence trends have also been analyzed. The same study also 
investigated the low-frequency wind spectra and the three pronounced peaks were detected. 
The periods of these peaks are: (1) 2-4.5 days, (2) 1 year and (3) 11 years.  
Combining these results, Chapter IV investigates the long-term stability of urban wind 
resources in changing climate. That is, a new methodology is developed in order to quantify 
the impact of the observed long-term wind speed trend on the available wind energy in 
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PanAm Village. It was shown that the positive trends in wind speed have a negligible 
implications to the urban wind energy sector.  
Chapter V is a comprehensive wind sustainability analysis of a new development that is 
planned to be built at a remote site located in “Tornado Alley” in Central South Kansas 
(the Kansas Project). The site is envisioned to be the state-of-the-art when it comes to self-
sustainability and resilience to tornadoes and downbursts. The following wind analysis was 
conducted: (1) wind climatology, (2) extreme wind analysis and (3) wind resource 
assessment study. Data used in these analysis were obtained from the nearby automated 
weather station. The anemometric records are 2-minute means, whereas the extreme wind 
analysis is performed on both 2-minute means and 5-second gusts. Regional wind atlas and 
wind resource maps are created using the WAsP software package (Troen and Petersen 
1989). Uncertainties of these simulations were also addressed.  
Meteorological and wind engineering aspects of a downburst event that struck 
Mediterranean coastal city Livorno on October 1, 2012 are investigated in detail employing 
both atmospheric science (meteorology) and wind engineering approaches. The downburst 
winds were measured in the framework of the European project “Wind and Ports” (Solari 
et al. 2012) and the event is captured by three sonic anemometers. The peak speed 
measured at 20 m above ground by the anemometer LI.03 was 28.76 m s-1. This peak was 
a very short gust that was weaker at the location of anemometers LI.01 and LI.05. The 
wind direction shifts between the first peak and the spike are approximately 90º and 130º 
at LI.03 and LI.05, respectively. From meteorological point of view, it was demonstrated 
that the downburst was spawn in cumulonimbus cloud(s) located southwest of Livorno. In 
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turn, these clouds were a result of a mesoscale system, which represented the initial 
evolution of a cyclone in the lee of the Alps during its trigger stage. From wind engineering 
point of view, the whole phenomena is analyzed based anemometric records. It has been 
shown that the event is non-stationary and non-Gaussian, i.e., pronouncedly different than 
the synoptic wind records. 
7.2 Conclusions 
The major specific conclusions from this study are listed below.  
Urban sustainability and winds: 
 The Canadian Wind Energy Atlas can be used together with a CFD to assess the 
available wind resources in urban environments. The methodology for this coupling 
is developed in this study and presented step-by-step using as frame the 2015 Pan 
American Games Athletes’ Village (PanAm Village) in downtown Toronto, 
Ontario, Canada. 
 The most frequent wind direction and an intermediate frequent wind direction 
combined can supply between 3% and 12% of energy demands several building 
blocks in PanAm Village. The approach is conservative as it only includes the 
probabilities associated with two wind directions however, the method can be 
generalized for any number of wind directions.  
 The delivered energy is found to be 3 times smaller compared to the maximum 
extractable wind energy. This discrepancy is due to lack of optimally design wind 
turbines for urban environments. The nominal speed and power curve of the 
available wind turbines demonstrate an important gap between the required rated 
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speed for urban wind energy production and the specifications of the current 
designs. 
 Mean annual wind speed above Toronto is 4.83 m s-1 and the mean wind power 
density is 123.2 W m-2 at the sigma-995 level located at 41.1 m above ground. Mean 
annual winds speed above Toronto have positive and statistically significant trend. 
In the period 1948-2014, the annual wind speed increased for 0.2 m s-1. This 
positive trend is statistically significant at the 95% confidence level.  
 The strongest positive trends are observed in the fall and winter seasons. The results 
are in good agreement with the findings of Holt and Wang (2012), but some 
differences are found with the results published by Wan et al. (2010). 
 These positive trends seem to be caused by an uneven temperature increases across 
Ontario. The differences in temperature increase result in augmentation of the 
pressure gradients, which in turn would lead to the positive wind speed trends.  
 Spectral analysis of Toronto wind speed series in the low-frequency domain reveals 
three distinguished peaks. The peaks with the period of 2-4.5 days and 1 year are 
typical. The existence of the peak with the period of 11-years is the striking feature.  
 Cross-correlation analysis between smoothed wind speed series and the total 
monthly number of sunspots indicates that the 11-year peak in wind spectrum might 
be due to the solar activity that manifest as the famous 11-year solar cycle. The 
correlation between these two series is 0.82 at zero time lag. 
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Rural sustainability and winds: 
 The mean annual wind speed at the weather station close to the Kansas Project site 
(South Central Kansas, United States) is 4.16 m s-1 with power density of 102 W 
m-2, both at 10 m above ground. Wind bi-directionality at the site is very 
pronounced with north and south winds being present in more than 50% of the time 
in a year. Diurnal wind cycle shows that the strongest winds occur in the afternoon.  
 The extreme value analysis shows that the annual maximum 2-minute average wind 
speed with the return period of 50 years is 28.50 m s-1, whereas the annual 
maximum 5-second gust is 33.97 m s-1 at 10 m above ground.  
 Wind resource maps for the Kansas Project site are created for 50, 80, 100 and 150 
m levels above ground. Wind power density at 100 m is approximately 400 W m-2 
at the locations most suitable for installation of wind turbines. At 150 m above 
ground, wind power density reaches 560 W m-2. The site has “fair” wind resources 
compared to the rest of Kansas. 
Downburst resilience of a coastal city in the Mediterranean: 
 The records of a downburst that struck Livorno, Italy, on October 1, 2012, are one 
of the first anemometric records of a downburst in Mediterranean. Furthermore, 
this is a unique events as the downburst was approaching the coast coming from 
the sea which is different from the usual downburst measurements presented in 
literature corresponding to inland parts in Untied States.  
 The anemometric record of this event is characterized by two well-defined humps, 
which is a typical downburst signature. The striking feature, however, is the 
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existence of a pronounced spike short after the first peak (hump). Based on 
literature, it seems that this spike might be a short-lived microburst embedded in 
the larger downdraft.  
 The existence of the gust front that preceded the downburst event is notable. The 
same pattern is not observed in the downburst records from the United States.  
 Satellite observations, numerical simulations and local measurements from nearby 
weather stations demonstrate the convective nature of the cluster of cumulonimbus 
clouds that generated the downburst. Local observations of wind, temperature, 
precipitation and solar radiation from the weather station in Livorno also captured 
the phenomena. Based on these observations, the downburst is classified as a wet 
downburst.  
 A classical transient wind stochastic decomposition is applied to the Livorno 
downburst signal. The slowly-varying mean wind velocity provides a very clear 
picture of the movement of the gust front from the sea to the inland. The slowly-
varying turbulence intensity is not strongly time dependent. The rapidly-varying 
reduced turbulent fluctuation exhibit some classical random stationary Gaussian 
features but for one of the stations they also show weak non-Gaussian 
characteristics.  
 Power spectral density of rapidly-varying reduced turbulent fluctuation matches 
overall the results provided earlier in literature. However, one of the stations shows 
a departure from the typical -5/3 inertial slope which seems to be a particularity of 
intermittent flow phenomena. 
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 Anemometric records of the Livorno downburst event can be further used for 
validation of numerical and analytical models of downbursts.  
The more general, i.e., conceptual conclusions that can be drawn from this doctoral 
dissertation are as follows.  
 Wind-related studies are of practical importance for sustainability and resilience of 
modern developments whether they are situated in urban environments or not.  
 Wind sustainability and resilience analysis require a multiscale modelling approach 
and processing of data from variety of sources. 
 There is a large gap between meteorological and wind engineering analysis of non-
synoptic wind phenomena.  
 The present thesis therefore is an attempt to treat wind phenomena from a multi-
scale, interdisciplinary and global perspective. 
7.3 Contributions 
The unique contributions from this study to the scientific knowledge are the following:  
 A new methodology for urban wind modelling that combines Canadian Wind 
Energy Atlas and a CFD tool. The methodology was for the first time applied to an 
urban development in Toronto, Ontario, Canada. As most countries (even whole 
continents) nowadays have wind atlases, the methodology can be applied to any 
urban (or rural) area. 
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 For the first time, a potential peak with the period of 11 years is detected in the low-
frequency domain of wind spectra obtained from reanalysis data for an urban 
environment.  
 A simple methodology for assessing the influence of changing climate on urban 
winds is introduced for the first time in literature. The methodology combines wind 
trend analysis and a CFD tool.  
 Combining the results of urban and rural wind resource assessment studies, this 
study demonstrated the feasibility of rural wind power project and the current 
unfeasibility of urban wind power projects. The technological issue of decoupling 
between urban wind turbine power curves and wind speed probability density 
functions is highlighted as the main cause of inefficiency of urban wind turbines. 
 First detailed multiscale meteorological analysis of a downburst event that occurred 
above water surface and propagated to the shore. The combination of atmospheric 
science (meteorological) concepts and tools with engineering surface 
measurements allows for a unique full characterization of such an event.  
7.4 Future recommendations 
This study opens the perspective of wind studies from both wind sustainability and 
resilience perspectives. Based on the foregoing findings of the study, the following are 
recommended for future enhancement in the fields of wind sustainability and resilience.  
 Testing the developed methodology for urban wind resource assessment for the 
whole wind rose and not just two wind direction. This exercise would certainly 
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increase the calculated percentages of delivered vs. needed electricity for urban 
blocks. 
 Urban CFD simulations in this study are done for one average wind inflow 
condition. This approach might impact results over Weibull distribution in terms of 
local flow changes with mean inflow speed. Therefore, it would be interesting to 
investigate how different the results would be if multiple CFD runs are performed 
at different inflow conditions over several wind speed bins. 
 Comparison between calculated urban wind energy resources using the 
methodology developed in this study and in-situ measurements would be of 
particular importance for the validation of the proposed method. 
 The methodology for urban wind modelling in changing climate needs to be 
improved taking into account local scale influences as well as changes in urban 
development over time. 
 Coupling between a climate model and CFD could be investigated instead of wind 
atlas – CFD coupling that was analyzed in this study. This new method of coupling 
would require a new methodology that would bridge the gap between large scales 
in climate models and CFD domain(s). 
 The existence of 11-year peak in wind spectrum based on the reanalysis dataset 
should to be confirmed by using real wind measurements. Furthermore, other 
geographical locations should be considered as well. 
 There is no satisfactory theoretical relationship between the 11-year solar activity 
cycle and earth’s climate. Instead, studies report statistical relationships between 
these two. 
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 Governing parameters of the analyzed downburst (e.g. jet diameter, exact location 
of the touchdown, maximum radial velocity and its location, etc.) should be 
determined using microscale numerical modelling or analytical models, or both.  
 Upon obtaining the downburst parameters, the event can be physically 
reconstructed in the new generation wind tunnel facility such as the Wind 
Engineering, Energy and Environment (WindEEE) Dome at Western University. 
The coupling procedure between analytical models and the WindEEE Dome is 
described in Romanic and Hangan (2015) and Romanic et al. (2016). 
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Appendix A: RANS model – Fundamental equations 
Computational fluid dynamics (CFD) analysis in this study are based on Reynolds-
Averaged Navier-Stokes (RANS) equations with a steady solver. For an incompressible 
fluid and neglecting the Coriolis force in all three directions, the continuity equation and 
the equation of motion are, respectively: 
 
𝜕𝑢𝑖
𝜕𝑥𝑗
= 0 (A-1) 
 
𝜕𝑢𝑖
𝜕𝑡
+ 𝑢𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑝
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑗
(
𝜇
𝜌
𝜕𝑢𝑖
𝜕𝑥𝑗
) (A-2) 
where 𝑢𝑖 and 𝑢𝑗  are the instantaneous velocity components, 𝜌 is the air density, 𝑝 is the 
instantaneous pressure, 𝜇 is the dynamic viscosity and 𝑡 is time. Defining the Reynolds 
averaging as:  
 𝑢𝑖(𝑡) = 𝑈𝑖 + 𝑢𝑖
′(𝑡), (A-3) 
where 
 𝑈𝑖 = lim
∆𝑇→∞
∫ 𝑢𝑖(𝑡)𝑑𝑡
∆𝑇
0
. (A-4) 
Here, 𝑈𝑖 is the mean velocity in the averaging period ∆𝑇, and 𝑢𝑖
′ is the fluctuating 
component of the instantaneous velocity. It can be seen, for instance, that the main 
difference between Eq. (A-3) and Eq. (6-1) in Chapter VI (Section 6.2.2) is the time 
dependency of the mean component. Namely, the wind records of transient phenomena, 
such as the downbursts, require a mobile mean (i.e. moving average technique) to be 
extracted, instead of simpler averaging defined by Eq. (A-4). However, the Reynolds 
decomposition is suitable for analyzing the synoptic winds, especially on an annual basis 
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(Chapter II through Chapter V). As the mean flow filed is the most important flow pattern 
to be replicated in these simulations, the steady solver is employed instead of an unsteady 
solver.  
Applying Eq.’s (A-3) and (A-4) to Eq.’s (A-1) and (A-2) and after some mathematical 
manipulations, it reads:  
 
𝜕𝑈𝑖
𝜕𝑥𝑗
= 0 (A-5) 
 𝑈𝑗
𝜕𝑈𝑖
𝜕𝑥𝑗
= −
1
𝜌
𝜕𝑃
𝜕𝑥𝑗
+
𝜕
𝜕𝑥𝑗
(
𝜇
𝜌
𝜕𝑈𝑖
𝜕𝑥𝑗
) +
𝜕(−𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ )
𝜕𝑥𝑗
 (A-6) 
The additional term in Eq. (A-6) is known as the Reynolds stress components. For a three 
dimensional flow, this term is a 3×3 matrix (i.e., additional six terms). Therefore, the 
system of Eq.’s (A-5) to (A-6) is underdetermined. That is, additional equations need to be 
introduced in order to model the Reynolds stresses. This procedure is known as the “closure 
problem”. In this study, the turbulence is modelled using the Shear Stress Transport (SST) 
𝑘 − 𝜔 turbulence model. The transport equations in this model are (e.g. Menter 1993):  
 
𝜕𝜌𝑘
𝜕𝑡
+
𝜕
𝜕𝑥𝑗
(𝜌𝑈𝑗𝑘 − (𝜇 +
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
) = 𝑇𝑘 − 𝛽
∗𝜌𝜔𝑘, (A-7) 
 
𝜕𝜌𝜔
𝜕𝑡
+
𝜕
𝜕𝑥𝑗
(𝜌𝑈𝑗𝜔 − (𝜇 +
𝜇𝑡
𝜎𝜔
)
𝜕𝜔
𝜕𝑥𝑗
) = 
𝛼𝑛
𝜔
𝑘
𝑇𝑘 − 𝛽𝑛𝜌𝜔
2 + 2(1 − 𝐹1)
𝜌𝜎𝜔2
𝜔
𝜕𝑘
𝜕𝑥𝑗
𝜕𝜔
𝜕𝑥𝑗
. 
(A-8) 
Where, 𝑇𝑘 is the production of turbulent kinetic energy, 𝐹1 is the blending function and 𝜇𝑡 
is the eddy viscosity defined as: 
 𝜇𝑡 = 𝜌
𝑘
𝜔
. (A-9) 
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The parameters 𝛼𝑛, 𝛽𝑛, 𝜎𝜔2, and 𝛽
∗are model constants. The wall conditions are (Menter 
1993):  
 𝑘𝑤𝑎𝑙𝑙 = 0 (A-10) 
and 
 𝜔𝑤𝑎𝑙𝑙 = 10
6𝜈
𝛽1(∆𝑑1)2
 (A-11) 
where 𝛽1 is a constant and ∆𝑑1 is the distance to the next point away from the wall. A no-
slip wall forces all turbulent quantities, except 𝜔, to collapse to zero. 
The main shortcoming associated with the eddy viscosity models is in the background 
assumption that turbulence is fluid property and not the flow property. The SST model is 
a combination of the 𝑘 − 𝜖 model in the free stream and the 𝑘 − 𝜔 model near the walls. 
These two models are blended through the blending function (𝐹1). The SST 𝑘 − 𝜔 does 
not use wall functions and tends to be most accurate when solving the flow near the wall. 
The better performances of the SST 𝑘 − 𝜔 model over the 𝑘 − 𝜖 model in wind engineering 
applications are demonstrated elsewhere (e.g. Jubayer 2014). Note that equations in this 
appendix are given in a differential form, whereas the RANS equations in Chapter II are 
presented in an integral form. 
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Appendix B: WAsP model – Fundamental equations 
The process of estimating regional wind atlas can be mathematically expressed as (e.g. 
Mortensen et al. 2014, Zhang 2015):  
 W𝐴 = 𝑊𝑅 − 𝑂𝑅𝑂𝐴 − 𝑅𝑂𝑈𝐴 − 𝑂𝐵𝑆𝐴, (B-1) 
where W𝐴 is the observed wind at location A, 𝑊𝑅 is the general regional wind climate, and 
𝑂𝑅𝑂𝐴, 𝑅𝑂𝑈𝐴, 𝑂𝐵𝑆𝐴 are the effects of orography, roughness and obstacles at location A, 
respectively. The wind climate at an arbitrary location B is therefore obtained adding the 
effects of orography, roughness and obstacle to the general (common) wind climate.  
WAsP uses a spectral BZ model (Bessel Expansion on a Zooming Grid) to calculate 
orographic influences on the flow. The model belongs to the family of the Jackson–Hunt 
theory (Jackson and Hunt 1975) models. At height 𝑧 above ground, the relative velocity 
perturbations are calculated as (Walmsley 1990):  
 
∆𝒖(𝑧)
𝑢0(𝑧)
=
𝑢0
2(𝐿)
𝑢0
2(max(𝑧, 𝑙))
∇𝜒. (B-2) 
Here, 𝑢0 is the upstream wind speed, 𝜒 is the velocity potential, which for an inviscid flow 
in cylindrical coordinates (𝑟, 𝜙) is defined as:  
 𝜒 = 𝛼𝑛𝑎𝐽𝑛(𝑎𝑟)𝑒
𝑖𝑛𝜙𝑒−𝑎𝑧, (B-3) 
where 𝐽𝑛 is the 𝐽-th Bessel function of order 𝑛 and 𝑖 indicates the term in the Fourier-Bessel 
expansion. It can be shown that the solution for velocity perturbation is given by the 
following expression (Troen 1990):  
 𝒖 =
1
2𝑅
(1, 𝑖) ∑ 𝛼𝑗𝑐𝑗𝑒
(−𝑐𝑗
𝑧
𝑅)
𝑗
, (B-4) 
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where 𝑅 is the distance from the point of interest where perturbation is zero (i.e., ∇𝜒 = 0), 
𝑐𝑗 is the 𝑗-th zero of 𝐽1 and 𝛼𝑗 are the arbitrary expansion coefficients. Further in Eq. (B-
2), 𝐿 and 𝑙 are outer- and inner-layer scales, respectively, expressed as (Troen 1990):  
 𝐿 =
𝑅
𝑐𝑗
, (B-5) 
 
𝑙
𝑧0
= 𝛼 (
𝐿
𝑧0
)
0.67
. (B-6) 
The coefficient 𝛼 is equal to 0.3 and 𝑧0 is the roughness length. In WAsP, the radial spacing 
is focused near the centre and increases through a geometric progression as (Walmsley 
1990): ∆𝑟𝑘+1 = 1.06∆𝑟𝑘, where 𝑘 is the radius number. 
The roughness model in WAsP calculates the height of internal boundary layer (ℎ) formed 
due to the change in roughness from 𝑧01to 𝑧02 in the downwind direction as (Troen and 
Petersen 1989):  
 
ℎ
𝑧0
′ ln (
ℎ
𝑧0
′ − 1) = 0.9
𝑥
𝑧0
′  (B-7) 
where 𝑧0
′ = max (𝑧01, 𝑧02) and 𝑥 is the distance to the roughness change line.  
Lastly, the obstacle model in WAsP is very simple and it is based on the (Troen and 
Petersen 1989) theory. The velocity deficit (?̃?) due to the presence of the obstacle is:  
 ?̃? = 9.75𝜂(1 − 𝑃)𝑒−0.67𝜂
1.5. (B-8) 
Here, 𝑃 is the obstacle’s porosity and 𝜂 is defined as: 
 𝜂 =
𝑧
ℎ − 𝑑
(𝐾?̅?)−
1
𝑛+2 (B-9) 
where ℎ is the obstacle height, 𝑑 is the displacement height, ?̅? =
𝑥
ℎ−𝑑
, and parameters 𝐾 
and 𝑛 are defined in Troen and Petersen (1989). 
 295 
 
Appendix C: Copyright agreements  
 Wind resource assessment in complex urban environment:  
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 Urban wind resource assessment in changing climate: Case study:  
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