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Abstract
Let F be a ﬁeld of characteristic zero. In this paper we study the variety of Leibniz algebras
V˜1 deﬁned by the identity y1(y2y3)(y4y5) ≡ 0. We give a complete description of the space of
multilinear identities in the language of Young diagrams through the representation theory of the
symmetric group. As an outcome we show that the variety V˜1 has almost polynomial growth, i.e.,
the sequence of codimensions of V˜1 cannot be bounded by any polynomial function but any proper
subvariety of V˜1 as polynomial growth.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary 17A32, 16R10; secondary 16P99
1. Introduction
A Leibniz algebra L over a ﬁeld F is a nonassociative algebra with multiplication
(−,−): L× L −→ L,
where (−,−) is a bilinear form satisfying the Leibniz identity
(x, (y, z))= ((x, y), z)− ((x, z), y).
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In other words, the operator of right multiplication (−, z) is a derivation of the algebra.
Notice that in case (−,−) is skew-symmetric, the above identity is equivalent to the classical
Jacobi identity.
The free Leibniz algebra was described by Loday and Pirashvili [14] and in [7] the
systematic study of polynomial identities of Leibniz algebras was started.
LetFbe aﬁeld of characteristic zero and letAbe an (associative, Lie orLeibniz)F-algebra.
It is well known that in characteristic zero all polynomial identities of A are completely
determined by the multilinear ones. Hence let us denote by Id(A) the ideal of the free
(associative, Lie or Leibniz) algebra of polynomial identities of A and by Pn the space of
multilinear polynomials of degree n in the noncommutative variables y1, . . . , yn over F.
It is well known that in case of Lie or Leibniz algebras this space is spanned by the left
normed monomials. Then one studies the space Pn(A) = Pn/(Pn ∩ Id(A)) through the
ordinary representation theory of the symmetric group Sn. In fact, we let Sn act naturally
on Pn be setting f (y1, . . . , yn) = f (y(1), . . . , y(n)), for  ∈ Sn and f ∈ Pn and this
action extends naturally to Pn(A).
The investigation of the structure of Pn(A) as an Sn-module plays a signiﬁcant role
in the study of the polynomial identities of A. It is more convenient to use the language
of varieties. Let F 〈Y 〉 be the free (associative, Lie or Leibniz) algebra of countable rank
with set of generators Y = {y1, y2, . . .} and let V be a variety of (associative, Lie or
Leibniz) algebras. IfV= var(A) is the variety generated by the algebra A, then we write
Id(A) = Id(V), Pn(A) = Pn(V) and it is clear that Pn(V) is the space of multilinear
polynomials in the ﬁrst n variables of the relatively free algebra F 〈Y 〉/Id(V).
Denote by  the irreducible character of the symmetric group Sn corresponding to the
partition  of n and, for a varietyV, let n(V)= (Pn(V)) be the Sn-character of Pn(V),
called the nth cocharacter. By complete reducibility, n(V) decomposes into the sum of its
irreducible components
n(V)= (Pn(V))=
∑
n
m,
where m is the multiplicity of  in n(V). The integer cn(V) = dim Pn(V) is called
the nth codimension ofV and it is an important numerical invariant ofV. Another impor-
tant numerical sequence associated toV is the sequence of colengths {ln(V)}n1, where
ln(V)=∑n m.
It is well known that for any nontrivial variety of associative algebrasV, the sequence
of codimensions is exponentially bounded [19] and the colength sequence {ln(V)} is poly-
nomially bounded [3].
Let us recall that a varietyV has polynomial growth if there exist , t such that cn(V)
nt ; moreover V has almost polynomial growth if cn(V) cannot be bounded by any
polynomial function but any proper subvariety ofV has polynomial growth. Varieties of
associative algebras with almost polynomial growth were characterized in [11]. Analogous
results were obtained for algebras with involution (see [8,18]) and for Z2-graded algebras
(see [9,20]). In the theory of varieties of Lie algebras a complete description of the solvable
varieties with almost polynomial growth was given by the ﬁrst author (see [16,17]). So
far only one example of a non-solvable variety with almost polynomial growth has been
constructed: this is the variety generated by the 3-dimensional simple Lie algebra (see
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[5]). Recently in [1] the authors studied the variety of Leibniz algebras determined by the
identity x(y(zt)) ≡ 0. They proved that such variety has many properties similar to those
of the variety of abelian-by-nilpotent class 2 Lie algebras. In particular both varieties have
overexponential growth of the codimensions and subexponential growth of the colengths.
In this paper we shall extensively study the variety of Leibniz algebras V˜1 deﬁned by
the single polynomial identity
y1(y2y3)(y4y5) ≡ 0.
We shall study in detail the Sn-module structure ofPn(V˜1) by determining all multiplicities
in the nth cocharacter of V˜1. As a reward we shall be able to prove that the variety V˜1 has
almost polynomial growth.
We remark that the variety V˜1 shares many properties with the solvable variety of Lie
algebras deﬁned by the identity (x1x2)(x3x4)(x5x6) ≡ 0. In the search for a classiﬁcation
of the varieties of Leibniz algebras of almost polynomial growth, one could be inspired
by the analogous varieties of Lie algebras. But so far V˜1 is the only example explicitly
constructed.
2. The algebra UT 2
Throughout F will be a ﬁeld of characteristic zero and F 〈Y 〉 the free associative algebra
on the countable set Y = {y1, y2, . . .}. Recall that an algebra A is a PI-algebra if it satisﬁes
a non-trivial polynomial identity. Also, if f is a polynomial identity of A we usually write
f ≡ 0 on A.
The set Id(A) = {f ∈ F 〈Y 〉 | f ≡ 0 in A} of all identities of A is a T -ideal of F 〈Y 〉
i.e., an ideal invariant under all endomorphisms of F 〈Y 〉. IfV is a variety of algebras,V
determines uniquely a T -ideal I = Id(V) and, in caseV is generated by the algebra A, we
writeV= var(A)= var(I ) and I = Id(A)= Id(V).
Let I = Id(V) be the T-ideal of F 〈Y 〉 of identities ofV, then F 〈Y 〉/I is the relatively
free algebra ofV and cn(V) measures the space of multilinear polynomials in the ﬁrst n
variables of F 〈Y 〉/I ; hence, ifV= var(A), cn(A)= cn(var(A))= cn(V).
Let eij be the usual matrix units and letUT 2=UT 2(F )=Fe11+Fe12+Fe22 denote the
algebra of 2×2 upper triangular matrices overF . In the theory of associative algebras,UT 2
and the inﬁnite dimensional Grassmann algebra G play a basic role. In [11] Kemer charac-
terized the varieties of associative algebrasV having polynomial growth. He showed that
V has such property if and only if G /∈V and UT 2 /∈V. The sequences of codimensions
of the algebras G and UT 2 are well known (see [12,13]) and, as a consequence of Kemer’s
result, it follows that there exists no variety of associative algebras with intermediate growth
between polynomial and exponential. Also, the two algebras G and UT 2 generate the only
two varieties of associative algebras with almost polynomial growth.
We shall next recall some properties of the algebra UT 2. It is well known that the poly-
nomial [y1, y2][y3, y4] generates Id(UT 2), the T-ideal of identities of UT 2. (see [15]).
The description of the structure of the multilinear part of UT 2 follows, for example,
from [4].
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If 1 is an Sn-character and 2 is an Sm-character, let 1 ⊗ 2 denote their Kronecker
product. Recall that such product can be computed by the Littlewood–Richardson rule
(see [10, Theorem 2.8.2]). Let us recall the following result which allows to compute the
n-cocharacter of a product of T-ideals.
Theorem 2.1 (Berele and Regev [4, Theorem 1.1]). Let A,A1, A2 be associative PI-
algebras such that Id(A)= Id(A1)Id(A2). Then
n(A)= n(A1)+ n(A2)+ (1) ⊗
n−1∑
j=0
j (A1)⊗ n−j−1(A2)
−
n∑
j=0
j (A1)⊗ n−j (A2).
By using Theorem 2.1 it is easy to compute the Sn-cocharacter of Id(UT 2). Write
n(UT 2)=
∑
n
m, (2.1)
where  is the irreducible Sn-character associated to  and m0 is the corresponding
multiplicity. For any partition n we denote by h() the height of the diagram associated
to . We have the following:
Theorem 2.2. Let n(UT 2)=
∑
n m be the nth cocharacter ofUT 2. Thenm=q+1
if either
(1) = (p + q, p) for all p1, q0, or
(2) = (p + q + 1, p + 1, 1) for all p0, q0.
In all other cases m = 0, except the case m(n) = 1.
Proof. Since dimF UT 2=3 any polynomial alternating on four variables vanishes onUT 2.
It follows that if m = 0 then h()3. Since [y1, y2][y3, y4] ≡ 0 is a basis of Id(UT 2)
then Id(UT 2(F ))= Id(F )Id(F ). Since n(F )=(n), by applying Theorem 2.1 we obtain
n(UT 2(F ))= 2(n) + (1) ⊗
n−1∑
j=0
(j) ⊗ (n−j−1) −
n∑
j=0
(j) ⊗ (n−j). (2.2)
From this we deduce that m(n) = 2 + n − n − 1 = 1. Moreover the irreducible character
corresponding to = (p + q, p)n appears in the right end side of (2.2) only in the sum
(1) ⊗
p+q∑
j=p−1
(j) ⊗ (n−j−1) +
p+q−1∑
j=p
(j) ⊗ (n−j−1) −
p+q∑
j=p
(j) ⊗ (n−j)
andm(p+q,p)= ((p+q)− (p−1)+1)+ ((p+q−1)−p+1)− ((p+q)−p+1)=q+1.
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From (2.2) it also follows that the irreducible characters corresponding to  =
(1, 2, 3)n appear only if 3 = 1 and in this case the only sum involving these
terms is
(1) ⊗
1∑
j=2
(j) ⊗ (n−j).
It follows that m(1,2,1) = 1 − 2 + 1 and the proof is complete. 
In the next corollary we shall compute the nth codimension and the nth colength of
UT 2 for all n1. We recall that if n(A) =
∑
r m is the decomposition of the nth
cocharacter of A, then the nth colength of A is deﬁned as
ln(A)=
∑
r
m.
Corollary 2.3. (1) cn(UT 2)= 2n−1(n− 2)+ 2.
(2) ln(UT 2(F ))= 12n2 + 52n+ 4.
Proof. Let us consider the set of polynomials in Pn of the type
yi1 · · · yim [yk, yj1 , . . . , yjn−m−1], (2.3)
where {i1, . . . , im, j1, . . . , jn−m−1, k}={1, 2, . . . , n}, and i1< · · ·< im, j1< · · ·<jn−m−1,
k > j1, m = n − 1 (see [6]). Here we are using the left normed notation for the Lie com-
mutators [[y1, y2], . . . , yn] = [y1, . . . , yn], where [a, b] = ab − ba. It is well known that
such polynomials are a basis of Pn modulo Pn ∩ Id(UT 2).
We now count for any ﬁxed n, the total number of elements (2.3) i.e., the nth codimension
cn(UT 2). If 0mn− 2 then this number is equal to( n
m
)
(n−m− 1)=
(
n
n−m
)
(n−m− 1).
In case m= n we have exactly one monomial y1 · · · yn. Hence
cn(UT 2)=
n∑
j=2
(
n
j
)
(j − 1)+ 1=
n∑
j=2
j
(
n
j
)
−
n∑
j=2
(
n
j
)
+ 1
= n2n−1 −
(n
1
)
− 2n +
(n
1
)
+
(n
0
)
+ 1
= n2n−1 − 2n + 2= 2n−1(n− 2)+ 2.
This prove (1).
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Let us now prove (2). From Theorem 1 we have
ln(UT 2(F ))=
∑
n
m
=m(n) +
∑
1+2=n
m(1,2) +
∑
1+2=n−1
m(1,2,1)
= 1+
∑
1+2=n
(1 − 2 + 1)+
∑
1+2=n−1
(1 − 2 + 1)
= 1+
n∑
1=n/2
(1 − (n− 1)+ 1)+
n∑
1=n/2
(1 − (n− 1− 1)+ 1)
= 1+ 14 (n+ 2)2+ 14 (n+ 4)(n+ 2)= 12n2 + 52n+ 4.
We complete this section by recalling the following well known result [11]. 
Theorem 2.4. IfV is a variety of associative algebras such thatV⊂
=
var(UT 2), thenV
has polynomial growth.
3. Leibniz algebras
Recall that a Leibniz algebra L over a ﬁeld F is a non associative algebra with multipli-
cation satisfying the Leibniz identity
((xy)z)= ((xz)y)+ (x(yz)),
for all x, y, z ∈ L. If the Leibniz algebra L satisﬁes also the condition a2 = aa = 0, for
all a ∈ L, then L is a Lie algebra. The Leibniz identity allows us to express every product
of elements of L as a linear combination of left normed products and we shall tacitely
use this fact throughout the paper. Also we shall use the left normed notation and write
(((a1a2)a3) · · · an) = a1a2 · · · an, for all a1, . . . , an ∈ L. Let us observe that from the
Leibniz identity it follows that, for all a, b ∈ L, a(b2)= a(bb)= 0.
Let now F {Y } be the free Leibniz algebra on the countable set Y = {y1, y2, . . .} and let
V˜1 be the variety of Leibniz algebras deﬁned by the identity
y1(y2y3)(y4y5) ≡ 0.
We next want to construct a Leibniz algebra U lying in the variety V˜1.
Let us denote by UT 02 the algebra of 2× 2 upper triangular matrices with zero multipli-
cation, i.e., for all a01 , a
0
2 ∈ UT 02 then a01a02 = 0 and let
U = UT 02 ⊕ UT 2
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be the direct sum of the two vector spaces UT 02 and UT 2. We can give to U a structure of
Leibniz algebra by deﬁning the following multiplication:
(a01 + a1)(a02 + a2)= (a01a2)0 + [a1, a2],
where e0ij ehl =
{
eil if j = h
0 otherwise.
Notice that from the multiplication rule of U it follows by induction that for all a01 +
a1, . . . , a0n + an ∈ U ,
(a0n + an)(a01 + a1) · · · (a0n−1 + an−1)= (((a0na1)0a2)0 · · · an−1)0
+ [an, a1, . . . , an−1],
where we are using the left normed notation for the Lie commutators
[an, a1, . . . , an−1] = [[an, a1], . . . , an−1].
It is easy to check thatU is a Leibniz algebra and since (a01+a1)((a02+a2)(a03+a3))((a04+
a4)(a
0
5+a5))=((a01[a2, a3])0[a4, a5])0+[a1, [a2, a3], [a4, a5]]=0,U satisﬁes the identity
y1(y2y3)(y4y5) ≡ 0. Hence U ∈ V˜1.
Recall that Pn is the space of multilinear polynomials in y1, . . . , yn and if A is a Leib-
niz algebra or a variety of Leibniz algebras, Id(A) is the ideal of F {Y } of polynomial
identities of A. Denote Pn(A) = Pn/Pn ∩ Id(A). The symmetric group Sn acts on Pn: if
 ∈ Sn, f (y1, . . . , yn) ∈ Pn, f (y1, . . . , yn)=f (y(1), . . . , y(n)) and this in turn induces
a structure of Sn-module on Pn(A). Its character denoted n(A) is the nth cocharacter of A.
Throughout this paper we assume that the Leibniz algebra U and the Leibniz variety V˜1
have the following nth cocharacters:
n(U)=
∑
n
m˜, (3.1)
n(V˜1)=
∑
n
m˜′, (3.2)
where  is the irreducible Sn-character associated to  and m˜0, m˜′0 are the corre-
sponding multiplicities. Since U ∈ V˜1 we immediately obtain the following:
Remark 3.1. For all partitions n, m˜m˜′.
Proof. Since U ∈ V˜1 then Id(V˜1) ⊆ Id(U) hence
Pn/(Pn ∩ Id(U))Pn/Pn ∩ Id(V˜1)/(Pn ∩ Id(U)/Pn ∩ Id(V˜1)).
Then we have an embedding of FSn-modules Pn/Pn ∩ Id(U) ↪→ Pn ∩ Id(V˜1) and this
implies that m˜m˜′, for all n. 
We are next going to obtain polynomial identities for U out of associative polynomial
identities for UT 2. Throughout the paper, unless otherwise stated, all monomials and all
polynomials will be left-normed.
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Lemma 3.2. The associative polynomial∑
∈Sn−1
y(1) · · · y(n−1) (1′ )
is an identity for UT 2 if and only if the left-normed polynomial∑
∈Sn−1
yny(1) · · · y(n−1) (2′ )
is an identity for U.
Proof. Suppose that
∑
yny(1) · · · y(n−1) is not an identity of U. Thus there exist ele-
ments a01 + a1, . . . , a0n + an ∈ U such that∑

((a0na(1))
0 · · · a(n−1))0 +
∑

[an, a(1), . . . , a(n−1)] = 0.
Since by the multiplication rule deﬁned in U
∑

((a0na(1))
0 · · · a(n−1))0 =
(
a0n
(∑

a(1) · · · a(n−1)
))0
,
in case such sum is non-zero, we would get that
∑
a(1) · · · a(n−1) = 0 and the lemma
is proved in this case.
Therefore wemay assume that
∑
 [an, a(1), . . . , a(n−1)] = 0 for some a1, . . . , an ∈
UT 2.
Let UT (−)2 denote the Lie algebra UT 2 under the bracket operation [, ]. IfA2 denotes
the variety of Lie algebras deﬁned by the identity [[x, y], [z, t]] = 0, then we claim that
UT
(−)
2 generatesA
2
. In fact UT (−)2 is not Lie nilpotent and clearly lies inA
2
. But by [2,
4.7.1] any proper subvariety ofA2 is Lie nilpotent and the claim follows.
Let us consistently denote by Pn(A2) = Pn(UT (−)2 ) the space of multilinear Lie poly-
nomials in the variables y1, . . . , yn modulo the identity [[x, y], [z, t]] = 0. It is well known
(see [2, 4.8.6]) that under the usual left permutation action of the symmetric group Sn, the
space Pn(A2) is an (n− 1)-dimensional irreducible module corresponding to the partition
(n− 1, 1)n.
Since
∑
 [yn, y(1), . . . , y(n−1)] is not an identity ofUT (−)2 and, so, ofA2, this says
that there exists i ∈ {1, . . . , n} and an evaluation a1 = · · · = ai−1 = ai+1 = · · · = an = a
and ai = b, with a, b ∈ UT (−)2 , such that∑
∈Sn−1
[an, a(1), . . . , a(n−1)] = 0. (3′ )
Now, if i = n then (3′) becomes ∑ [b, a, . . . , a] = 0. Thus ∑  = 0 and we may
substitute e11 for all variables in (1′) in order to get the non-zero value (
∑
)e
n−1
11 =
(
∑
)e11, as wished.
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In case i = n, then (3′) becomes (∑ ∈Sn−1
(1)=i
)[a, b, a, . . . , a] = 0. Then in (1′) make
the substitution yi = e12 and yj = e22, for j = i. We obtain ∑
∈Sn−1
(1)=i

 e12e22 · · · e22 =
 ∑
∈Sn−1
(1)=i

 e12 = 0
and we are done also in this case.
Conversely if f (x1, . . . , xn−1) /∈ Id(UT 2) then the left-normed polynomial
ynf (y1, . . . , yn−1)
does not vanish in U. In fact if f (a1, . . . , an−1) = 0 for some a1, . . . , an−1 ∈ UT 2,
consider the evaluation yn = (e11 + e22)0 + 0, y1 = a01 + a1, . . . , yn−1 = a0n−1 + an−1
where a01=· · ·=a0n−1=0. Then the polynomial ynf (y1, . . . , yn−1) takes the value ((e11+
e22)
0f (a1, . . . , an−1))0 = f (a1, . . . , an−1)0 = 0 and we are done. 
In the next lemma we shall ﬁnd a relation between the multiplicities in n(UT 2) and
those in n(V˜1). As a consequence we shall derive a relation between the codimensions of
UT 2 and those of V˜1. For a partition  of n + 1, let − denote the set of partitions of n
obtained by erasing one box from the diagram of . Notice that one obtains a partition of
n − 1 only by erasing a suitable box from the rim of the diagram of . Let T be a Young
tableau of shape  and let eT be the corresponding minimal essential idempotent of the
group algebra FSn. Recall that eT = (
∑
∈RT )(
∑
∈CT (sgn )), where RT and CT
are the subgroups of Sn consisting of all permutations stabilizing the rows and the columns
of T, respectively.
Lemma 3.3. For all n1 we have that cn+1(V˜1)= (n+ 1)cn(UT 2).Moreover, if the nth
cocharacter of UT 2 has the decomposition
n(UT 2)=
∑
n
m
and the n-cocharacter n(V1) ofV1 has the decomposition given in (3.2), we have that
m˜′(V˜1)
∑
∈−
m
for all n+ 1.
Proof. Let f1(y1, . . . , yn), . . . , fm(y1, . . . , yn) be associative polynomials linearly inde-
pendent in Pn(UT 2). We want to prove that the (n+ 1)m left-normed polynomials
y1fi(ŷ1, y2, . . . , yn+1), . . . , yn+1fi(y1, . . . , ŷn+1), i = 1, . . . , m
are linearly independent in Pn+1(V˜1), wherêmeans that the corresponding element is
omitted.
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In fact suppose∑
i,j
ij yjfi(y1, . . . , ŷj , . . . , yn+1)= 0 (3.3)
in Pn+1(V˜1)with i0j0 = 0, for some i0 and j0. If we make the substitution yj0 =y20 , since
a(b2)= 0 holds in any Leibniz algebra, by (3.3) we have that
m∑
i=1
ij0y
2
0fi(y1, . . . , ŷj0 , . . . , yn+1)= 0
in Pn+2(V˜1). Since U ∈ V˜1, then also y20
∑m
i=1 ij0fi(y1, . . . , ŷj0 , . . . , yn+1) = 0 holds
in Pn+2(U). By Lemma 3.2, this implies that the associative polynomial
y0
m∑
i=1
ij0fi(y1, . . . , ŷj0 , . . . , yn+1)
is zero in Pn+1(UT 2).
Notice that if yf (y1, . . . , yt ) ∈ Id(UT 2), then by putting y=1 we obtain that f (y1, . . . ,
yt ) ∈ Id(UT 2). Applied to the above, this says that
m∑
i=1
ij0fi(y1, . . . , ŷj0 , . . . , yn+1)= 0
in Pn(UT 2). Since by hypothesis the polynomials f1, . . . , fm are linearly independent
over F we obtain that ij0 = 0, for all i. Hence i0j0 = 0 and this is a contradiction. Thus
cn+1(V˜1)(n+ 1)cn(UT 2).
Let nowM be an irreducible Sn+1-module associated to the partition n+1 which ap-
pears with non-zero multiplicity in Pn+1(V˜1). By embedding Sn into Sn+1 as the subgroup
of all permutations leaving n+ 1 ﬁxed, then we may regardM as an Sn-module.
By the branching rule of the symmetric group [10] we have
M =
⊕
∈−
M.
Moreover, since M is irreducible as an Sn-module, there exists a tableau T such that
Myn+1FSneT(y1, . . . , yn). Notice that if for some associative multilinear polynomial
f (y1, . . . , yn), eTf (y1, . . . , yn) /∈ Id(UT 2) for some tableau T, then, by Lemma 3.2, the
left-normed polynomial yn+1eTf (y1, . . . , yn) /∈ Id(U) ⊇ Id(V˜1).
Thus if FSneTf (y1, . . . , yn) appears in the decomposition of the Sn-module Pn(UT 2),
then yn+1FSneTf (y1, . . . , yn) appears in the decomposition of Pn+1(V˜1). It follows that
if M appears with multiplicity m˜′ in Pn+1(V˜1), i.e., n+1(V˜1) =
∑
n+1 m˜′, and
n(UT 2)=
∑
n m then
m˜′(V˜1)
∑
∈−
m (3.4)
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for all n+ 1. As a consequence,
cn+1(V˜1)=
∑
n+1
m˜′(1)
∑
n+1
∑
−
m
 (1)
(n+ 1)
∑
n
m(1)= (n+ 1)cn(UT 2),
where the last inequality holds since, for every  ∈ −, (1)(n + 1)(1). We have
proved that cn+1(V1)= (n+ 1)cn(UT 2). 
4. Some technical lemmas
In this section we shall prove a sequence of combinatorial lemmas giving us the multi-
plicities in the cocharacter of V˜1 for most partitions.
For n let + denote the set of partitions of n + 1 whose diagrams are obtained from
that of  by adding one box. Recall that − denotes the set of partitions of n− 1 obtained
from  by deleting one box. In particular if  = (1, . . . , t ), for every i = 1, . . . , t , such
that i > i+1, we denote by −i the partition of n− 1 whose diagram is obtained from that
of  by deleting the rightmost box of the ith row.
In the next lemmas we shall construct polynomials corresponding to essential idempo-
tents of the group algebra of Sn. More precisely, if eT ∈ FSn is the essential idempotent
corresponding to the tableau T, we shall identify eT with the polynomial eT(y1, . . . , yn)=
eTy1 · · · yn obtained by acting with eT on the left normed monomial y1 · · · yn. We shall
then identify all variables corresponding to each row of the tableau. In order to simplify the
notation we shall also use the following convention: a monomialM in which some variables
are marked with the same symbol, must be read as the polynomial in which those variables
are alternated.
We illustrate this procedure with an example. Let = (3, 2, 1, 1)7 and
Then
eT(y1, . . . , y7)=
 ∑
∈RT

∑
∈S′4
∈S′2
(sgn)(sgn )y(1)y(2)y(3)y(4)y(5)y(6)y7,
whereS′4 andS′2 are the symmetric groups actionon the sets {1, 3, 4, 5} and {2, 6}, respective-
ly.We then identify and rename the variables y3=y2=y7=x1, y4=y6=x2, y5=x3, y1=x4.
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Hence eT(y1, . . . , y7) becomes a scalar multiple of the polynomial
g(x1, . . . , x4)=
∑
∈S4
∈S2
(sgn )(sgn )x(4)x(1)x(1)x(2)x(3)x(2)x1.
We then write the polynomial g in the form
g(x1, . . . , x4)= x¨4x¯1x¨1x¨2x¨3x¯2x1,
where¨ and ¯ mean alternation on the corresponding variables.
Lemma 4.1. Let p0 and q0. If = (p + q + 1, p + 1, 1, 1) then m˜ = m˜′ = q + 1.
Proof. For every i = 0, . . . , q, we deﬁne the tableau T (i)
i + p + 2 i + 2 · · · i + p + 1 2 · · · i + 1 i + 2p + 5 · · · n
i + p + 3 i + p + 5 · · · i + 2p + 4
i + p + 4
1
and we associate to T (i) the left-normed polynomial
B(i)p,q(y1, y2, y3, y4)= y¯4yi1 y¨1 · · · y˜1︸ ︷︷ ︸
p
y¯1y¯2y¯3 y¨2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1 ,
where ,¯ ,¨ m˜ean alternation on the corresponding elements.
Notice that the polynomialB(i)p,q is obtained from the essential idempotent corresponding
to the tableau T (i) by identifying all the elements in each row of .
We start by proving that these polynomials are linearly independent overFmodulo Id(U).
Suppose not and let
∑q
i=0 iB
(i)
p,q=0 (mod Id(U)). If t=max{i: i = 0} let us substitute
y1 with y1 + y5, then we obtain
t y¯4(y1 + y5)t ¨(y1 + y5) · · · ˜(y1 + y5)︸ ︷︷ ︸
p
¯(y1 + y5)y¯2y¯3 y¨2 · · · y˜2︸ ︷︷ ︸
p
(y1 + y5)q−t
+
∑
i<t
i y¯4(y1 + y5)i ¨(y1 + y5) · · · ˜(y1 + y5)︸ ︷︷ ︸
p
× ¯(y1 + y5)y¯2y¯3 y¨2 · · · y˜2︸ ︷︷ ︸
p
(y1 + y5)q−i = 0.
Since |F | = ∞, all the homogeneous components are still identities for U and we look at
the homogeneous component of degree p + t + 1 in y1 and of degree q − t in y5. If we
make in such component the evaluation y1 = e11, y2 = y5 = e22, y3 = e12, y4 = e011 we
obtain−t e011=0 and so t=0, a contradiction.We have proved that the q+1 polynomials
B
(i)
p,q , i = 0, . . . , q, are linearly independent modulo Id(U).
Notice that, for every i, the complete linearization of B(i)p,q(y1, y2, y3, y4) is eT (i)
(y1, . . . , yn). Hence, from the above it follows that the polynomials eT (i)
, i = 0, . . . , q,
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are FSn independent modulo Id(U). Hence, in the module decomposition of Pn(U), they
generate distinct copies of the same irreducible module associated to the partition . This
implies that m˜q + 1.
On the other hand, by Theorem 2.2 and Lemma 3.3 we have that m˜′m−1 + m−2 +
m−4
= q + 1. It follows that m˜′ = m˜ = q + 1 and the proof is complete. 
The strategy of the proof of the following lemmas is similar to the one given above, and
we reproduce them for convenience of the reader.
Lemma 4.2. Let p0 and q0. If = (p + q + 2, p + 2, 2) then m =m′ = q + 1.
Proof. For every i = 0, . . . , q, let T (i) be the tableau
i + p + 3 i + p + 2 i + 2 · · · i + p + 1 2 · · · i + 1 i + 2p + 7 · · · n
i + p + 4 i + p + 6 i + p + 7 · · · i + 2p + 6
i + p + 5 1
and let
B¯(i)p,q(y1, y2, y3, y4)= y¨3yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y¨1y
∗
1y
∗
2y
∗
3 y¨2 y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1
be the left-normed polynomial associated to T (i) , where ,¯ ,¨ ,˜ ∗ mean alternation on the
corresponding elements.
We claim that these polynomials are linearly independent over F modulo Id(U). In fact
let
∑q
i=0 i B¯
(i)
p,q=0 and assume that t=max {i: i = 0}. Substitute y1 with y1+y4, and y3
with y3+y5 and consider the homogeneous component of degree 1 in y3 and y5. If wemake
the substitution y1= e11, y2 = y4= e22, y3= e12, y5= e011 we obtain t = 0 and this is a
contradiction. We have proved that the q + 1 polynomials B¯(i)p,q , i = 0, . . . , q are linearly
independent modulo Id(U). As in the previous lemma, by linearizing these polynomials,
we obtain m˜q + 1.
Since by Theorem 2.2 and Lemma 3.3, m˜′m−1 + m−2 + m−3 = q + 1, we have
m˜′ = m˜ = q + 1. 
Lemma 4.3. Let p0 and q0. If = (p + q + 1, p + 1, 1) then
m =m′ =
{
3q + 3 if p = 0,
2q + 1 if p = 0.
Proof. Suppose ﬁrst that p = 0 and denote by
A(i)p,q(y1, y2, y3)= y¨3yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y¨1y¨2 y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1 , i = 0, . . . , q,
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A¯(i)p,q(y1, y2, y3)=

y¨2y
i
1 y¯1 · · · y˜1︸ ︷︷ ︸
p−1
y∗1y∗2y∗3 y¯2 · · · y˜2︸ ︷︷ ︸
p−1
y¨1y
q−i
1 , i = 0, . . . , q,
y¨2y¨1y
q
1 y¯1 · · · y˜1︸ ︷︷ ︸
p−1
y∗1y∗2y∗3 y¯2 · · · y˜2︸ ︷︷ ︸
p−1
, i = q + 1,
¯¯A(i)p,q(y1, y2, y3)= y1yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y∗1y∗2y∗3 y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i−1
1 , i = 0, . . . , q − 1
the left-normed polynomials associated to the following tableaux
T
(i)
 :
i + p + 2 i + 2 · · · i + p + 1 2 · · · i + 1 i + 2p + 4 · · · n
i + p + 3 i + p + 4 · · · i + 2p + 3
1
T¯
(i)
 :
i + p + 1 i + 2 · · · i + p i + 2p + 3 2 · · · i + 1 i + 2p + 4 · · · n
i + p + 2 i + p + 4 · · · i + 2p + 2 1
i + p + 3
T¯
(q+1)
 :
q + p + 2 q + 3 · · · q + p + 1 2 · · · q+2
q + p + 3 q + p + 5 · · · n 1
q + p + 4
¯¯T (i) :
i + p + 2 i + 2 · · · i + p + 1 2 · · · i + 1 i + 2p + 5 · · · n 1
i + p + 3 i + p + 5 · · · i + 2p + 4
i + p + 4
respectively.
We claim that these polynomials are linearly independent (mod Id(U)). In fact let us
assume that
q∑
i=0
iA(i)p,q +
q+1∑
i=0
i A¯
(i)
p,q +
q−1∑
i=0
	i
¯¯A(i) = 0 (mod Id(U))
and suppose ﬁrst that for some i, i = 0. Let t= max{i : i = 0}. Let us substitute y1 with
y1+y4, and let us consider the homogeneous component of degree p+ t+1 in y1 and q− t
in y4 in the new polynomials. If we evaluate y1 = e11, y2 = e12 + e22, y3 = e011, y4 = e22
we obtain t = 0, a contradiction. So i = 0 for all i. Now let us assume that i = 0 for
some i and let t =max{i: i = 0}.
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As before let us substitute y1 with y1 + y4, and consider the homogeneous component
of degree p + t in y1 and q − t + 1 in y4. By making the evaluation y1 = e11, y2 = e011 +
e22, y3 = e12, y4 = e22 we obtain the contradiction t = 0. So i = 0 for all i.
Finally, if t = max{i: 	i = 0}, also in this case we have 	i = 0 and, so, as done in
the previous lemmas we obtain that m˜3q + 3. Now, by Theorem 2.2 and Lemma 3.3,
m˜′m−1 +m−2 +m−3 = q + (q + 2)+ (q + 1)= 3q + 3. Hence m˜
′
 = 3q + 3 and we
are done.
In case p = 0 we consider the polynomials
A
′(i)
p,q(y1, y2, y3)= y1yi1y¯1y¯2y¯3yq−i−11 , i = 0, . . . , q − 1
and
A¯′′(i)p,q (y1, y2, y3)= y¯3yi1y¯1y¯2yq−i1 , i = 0, . . . , q.
Also in this case it can be easily proved that m˜′ = m˜ = 2q + 1. 
Lemma 4.4. If = (p + q, p), with p, q0 then m =m′ =
{2q + 2 if p> 1,
q + 1 if p = 1,
1 if p = 0.
Proof. If  = (n) then clearly m = m′ = 1. In case p = 1 it is also easy to see that
the polynomials
C′(i)p,q(y1, y2)= yi1[y1, y2]yq−i1 , i = 0, . . . , q − 1
are linearly independent (mod Id(U)). It will follow that m =m′ = q + 1, in this case.
Let us now assume that p> 1 and consider the polynomials
C(i)p,q(y1, y2)= y1yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p−1
[y1, y2] y¯2 · · · y˜2︸ ︷︷ ︸
p−1
y
q−i−1
1 , i = 0, . . . , q − 1, q1
and
C¯(i)p,q(y1, y2)=

y¯2y
i
1 ŷ1 · · · y˜1︸ ︷︷ ︸
p−2
[y1, y2] ŷ2 · · · y˜2︸ ︷︷ ︸
p−2
y¯1y
q−i
1 , i = 0, . . . , q,
y¯2y¯1y
q
1 ŷ1 · · · y˜1︸ ︷︷ ︸
p−2
[y1, y2] ŷ2 · · · y˜2︸ ︷︷ ︸
p−2
, i = q + 1.
As in the previous lemmas it is possible to prove that these polynomials are F-linearly
independent (mod Id(U)). In fact let assume that
q−1∑
i=0
iC(i)p,q +
q+1∑
i=0
i C¯
(i)
p,q = 0 (mod Id(U))
for some i ,i ∈ F . If for some i, i = 0, let t= max{i : i = 0}. If we substitute y1 with
y1+y3, and we look at the homogeneous component of degree p+ t+1 in y1 and q− t−1
in y3, by evaluating y1 = e011 + e11, y2 = e12 + e22, y3 = e22 we obtain the contradiction
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t = 0. So i = 0 for all i. In the same way we obtain that i = 0. Hence it will follow that
m˜2q + 2.
On the other hand byTheorem 2.2 and Lemma 3.3, m˜′m−1 +m−2 =q+(q+2)=2q+2
and m˜′ = m˜ = 2q + 2 follows. 
5. Some numerical invariant of V˜1
In this section we shall compute the nth cocharacter and the nth colength of V˜1.
Theorem 5.1. Let n(V˜1)=
∑
n m˜
′
 be the nth cocharacter of V˜1. Then
m˜′ =

q + 1 if = (p + q + 1, p + 1, 1, 1), (p + q + 2, p + 2, 2)
or(q + 1, 1),
2q + 1 if = (q + 1, 1, 1),
2q + 2 if = (p + q, q), p2,
3q + 3 if = (p + q + 1, p + 1, 1), p > 0,
1 if = (n),
0 in all other cases.
Proof. By Theorem 2.2, m = 0 whenever h() the height of , is greater than 3. Hence,
since by Lemma 3.3, m˜′
∑
m− , it follows that m˜
′
 = 0 whenever h()> 4. Moreover a
close look at the multiplicities in n(UT 2) shows that actually if  = (1, 2, 3, 4) and
h()= 4, then m˜′ = 0 unless 3 = 4 = 1. Also, in case h()= 3 m˜′ = 0 if 3> 2. At the
light of this, now the conclusion follows from Lemmas 4.1, 4.2, 4.3, 4.4. 
If the sequence of codimensions, cn(V), of a varietyV is exponentially bounded then
one naturally deﬁnes the upper exponent and the lower exponent of the variety
Exp(V)= lim sup
n→∞
n
√
cn(V), Exp(V)= lim inf
n→∞
n
√
cn(V).
In case of equality, Exp(V)= Exp(V)= Exp(V) is called the exponent ofV. In the next
corollary we shall compute Exp(V˜1) and ln(V˜1) for all n1.
Corollary 5.2. (1) Exp(V˜1)= 2.
(2) For all n> 2, ln(V˜1)=
{
n2 − 72 n+ 6 if n is even,
n2 − 72 n+ 112 if n is odd.
Proof. The ﬁrst part follows from Lemma 3.3 since Exp(UT 2)= 2.
The second part of the Corollary is obtained by a direct calculation by making use of
Theorem 5.1. 
In the sequel we shall make use of the following very useful remark where xi, yi, z, zi ,
are noncommutative variables.
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Remark 5.3. (a) For all n0, z(z1z2)y1 · · · yn(z3z4) ∈ Id(V˜1).
(b) For all n0 and for all permutations  ∈ Sn we have
zy(1) · · · y(n)(z1z2)= zy1 · · · yn(z1z2) (mod Id(V˜1))
and
z(z1z2)y(1) · · · y(n) = z(z1z2)y1 · · · yn (mod Id(V˜1)).
(c) For all n,m0 and for all permutations  ∈ Sn,  ∈ Sm we have
(z1z2x(1) · · · x(n))(z3z4y(1) · · · y(m))
= (z1z2x1 · · · xn)(z3z4y1 · · · ym) (mod Id(V˜1)).
Proof. The ﬁrst statement follows from the basic relation zyx = z(yx) + (zx)y. Let now
w = zy1 · · · yi−1yi+1yiyi+2 · · · yn(z1z2). Since w can be written as
w = zy1 · · · yi−1yiyi+1 · · · yn(z1z2)+ zy1 · · · yi−1(yi+1yi) · · · yn(z1z2),
by (a) we obtain thatw= zy1 · · · yn(z1z2) (mod Id(V˜1)). This clearly implies the ﬁrst part
of (b). Similarly we can reorder the variables to the right of z(z1z2) proving this way the
second part of (b).
Part (c) follows from part (b). 
We conclude this paper by proving that V˜1 is a variety of Leibniz algebras with almost
polynomial growth.
Lemma 5.4. LetV be a subvariety of V˜1. IfV satisﬁes an identity of the form
z1z2x¯1 · · · x˜m(z3z4y¯1 · · · y˜m) ≡ 0,
for some m1, thenV has polynomial growth.
Proof. SinceV ⊆ V˜1, for every n and for every partition n,m(V)<m(V˜1). Clearly,
if m(V) = 0 then  has one of the shapes indicated in Lemmas 4.1, 4.2, 4.3, 4.4.
Let n be any integer such that n2m+ 6 and take any pair of positive integers p, q such
that pm+ 2 and a partition  as in Lemmas 4.1, 4.2, 4.3, 4.4 i.e., the second row of  has
length greater thanm+1. LetD be any one of the polynomialsA(i)p,q , A¯(i)p,q , ¯¯A
(i)
p,q ,B
(i)
p,q B¯
(i)
p,q ,
C
(i)
p,q and C¯(i)p,q .After multilinearizingD, since right multiplication is a derivation, we obtain
a linear combination of polynomials of the form (z1z2 . . . y˜11 . . . ¯y1t )(z3z4 . . . y˜21 . . . ¯y2t ).
SinceV satisﬁes a polynomial of the given type, we obtain that also D is an identity ofV.
We have shown that m(V)= 0 as soon as the second row of  has length greater than
m + 1. Recalling that m(V)<m(V˜1), by Theorem 5.1 we obtain that m(V) = 0
provided  has at most m+ 3 boxes below the ﬁrst row. But this condition says thatV has
polynomial growth and we are done.
Theorem 5.5. LetV be a variety of Leibniz algebras and suppose thatV⊂
=
V˜1. ThenV
has polynomial growth.
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Proof. Since V⊂
=
V˜1, there exists n and a partition n such that m(V)<m(V˜1).
Clearly  has one of the shapes indicated in Lemmas 4.1, 4.2, 4.3, 4.4. Suppose ﬁrst that
= (p + q + 1, p + 1, 1, 1). Then the polynomials B(i)p,q constructed in Lemma 4.1 must
be linearly dependent mod Id(V). Recall that for every i,
B(i)p,q = y¨4yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y¨1y¨2y¨3 y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1
and let
∑
i iB
(i)
p,q = 0 (mod Id(V), for some coefﬁcients i ∈ F not all zero.
Let us make the substitutions y4= z2 and y3= z3z4, then from the identity a(b2)= 0 we
obtain∑
i
∑
∈S2
z2yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y(1)y(2)(z3z4) y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1
−
∑
i
∑
∈S2
z2yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y(1)(z3z4)y(2) y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1
+
∑
i
∑
∈S2
z2yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
(z3z4)y(1)y(2) y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1 = 0.
By part (b) of Remark 5.3, it follows that∑
iz2yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p+1
(z3z4) y¯2 · · · y˜2︸ ︷︷ ︸
p+1
y
q−i
1 = 0. (5.1)
Let s be the least integer such that s = 0.
Substitute z = z1z2y11 · · · y1(p+q−s+1) + y1, y2 = y21 + · · · + y2(p+1) and y1 = y1 +
y2(p+2) + · · · + y2(p+q−s+1).
Look at the multilinear part on all variables except y1 and alternate y1j with y2j for
j = 1, . . . , (p + q − s + 1). By Remark 5.3 the relation (5.1) becomes
sz1z2y
p+s+2
1 y¯11 · · · y˜1(p+q−s+1)︸ ︷︷ ︸
p+q−s+1
(z3z4) y¯21 · · · y˜2(p+q−s+1)︸ ︷︷ ︸
p+q−s+1
=0.
Since right multiplication is a derivation we can rewrite this element in the following form:
(z1z2y
p+s+2
1 y¯11 · · · y˜1(p+q−s+1)︸ ︷︷ ︸
p+q−s+1
)(z3z4 y¯21 · · · y˜2(p+q−s+1)︸ ︷︷ ︸
p+q−s+1
)= 0.
Let us substitute z4 = y2(2p+q+3), z3 = z3z4y2(p+q−s+2) · · · y2(2p+q+2) and y1 =
y1(p+q−s+2) + · · · + y1(2p+q+3). Take the multilinear part and alternate it by the pairs
y1j , y2j for j = (p + q − s + 2), . . . , (2p + q + 3).
Finally by Remark 5.3 we get
(z1z2 y¯11 · · · y˜1m︸ ︷︷ ︸
m
)(z3z4 y¯21 · · · y˜2m︸ ︷︷ ︸
m
)= 0 (mod Id(V)) (5.2)
100 S. Mishchenko, A. Valenti / Journal of Pure and Applied Algebra 202 (2005) 82–101
for m= 2p + q + 3. But then, by Lemma 5.4,V has polynomial growth and we are done
in this case.
A proof similar to the one given above, works also in case  has one of the other allowed
shapes.
For instance, if = (p + q + 2, p + 2, 2), then the polynomials
B¯(i)p,q(y1, y2, y3, y4)= y¨3yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p
y¨1y
∗
1y
∗
2y
∗
3 y¨2 y¯2 · · · y˜2︸ ︷︷ ︸
p
y
q−i
1
constructed in Lemma 4.2 must be linearly dependent mod Id(V). Let
∑
i i B¯
(i)
p,q =
0 (mod Id(V˜1)), for some not all zero coefﬁcients j andmake the substitution y3=z2+y3.
Then we obtain∑
i
iz2yi1 y¯1 · · · y˜1︸ ︷︷ ︸
p+1
y∗1y∗2y∗3 y¯2 · · · y˜2︸ ︷︷ ︸
p+1
y
q−i
1 = 0.
If we now substitute y3 with z3z4, we have∑
i
iz2y
i+1
1 y¯1 · · · y˜1︸ ︷︷ ︸
p+2
(z3z4) y¯2 · · · y˜2︸ ︷︷ ︸
p+2
y
q−i
1 = 0.
This is a relation similar to (5.1) and we proceed as in the previous case. 
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