We present algorithms for topic modeling based on the geometry of cross-document word-frequency patterns. This perspective gains significance under the so called separability condition. This is a condition on existence of novel-words that are unique to each topic. We present a suite of highly efficient algorithms based on data-dependent and random projections of word-frequency patterns to identify novel words and associated topics. We will also discuss the statistical guarantees of the data-dependent projections method based on two mild assumptions on the prior density of topic document matrix. Our key insight here is that the maximum and minimum values of cross-document frequency patterns projected along any direction are associated with novel words. While our sample complexity bounds for topic recovery are similar to the state-of-art, the computational complexity of our random projection scheme scales linearly with the number of documents and the number of words per document. We present several experiments on synthetic and real-world datasets to demonstrate qualitative and quantitative merits of our scheme.
Introduction
We consider a corpus of M documents composed of words chosen from a vocabulary of W distinct words indexed by w = 1, . . . , W . We adopt the classic "bags of words" modeling paradigm widely-used in probabilistic topic modeling (Blei, 2012) . Each document is modeled as being generated by N independent and identically distributed (iid) drawings of words from an unknown W × 1 document word-distribution vector. Each document word-distribution vector is itself modeled as an unknown probabilistic mixture of K < min(M, W ) unknown W × 1 latent topic worddistribution vectors that are shared among the M documents in the corpus. Documents are generated independently. For future reference, we adopt the following notation. We denote by β the unknown W × K topicmatrix whose columns are the K latent topic worddistribution vectors. θ denotes the K × M weightmatrix whose M columns are the mixing weights over K topics for the M documents. These columns are assumed to be iid samples from a prior distribution. Each column of the W × M matrix A = βθ corresponds to a document word-distribution vector. X denotes the observed W × M word-by-document matrix realization. The M columns of X are the empirical word-frequency vectors of the M documents. Our goal is to estimate the latent topic word-distribution vectors (β) from the empirical word-frequency vectors of all documents (X).
A fundamental challenge here is that word-bydocument distributions (A) are unknown and only a realization is available through sampled word frequencies in each document. Another challenge is that even when these distributions are exactly known, the decomposition into the product of topic-matrix, β, and topic-document distributions, θ, which is known as Nonnegative Matrix Factorization (NMF), has been shown to be an N P-hard problem in general. In this paper, we develop computationally efficient algorithms with provable guarantees for estimating β for topic matrices satisfying the separability condition (Donoho & Stodden, 2004; Arora et al., 2012b) . Definition 1. (Separability) A topic matrix β ∈ R W ×K is separable if for each topic k, there is some word i such that β i,k > 0 and β i,l = 0, ∀l = k.
The condition suggests the existence of novel words that are unique to each topic. Our algorithm has three main steps. In the first step, we identify novel words by means of data dependent or random projections. A key insight here is that when each word is associated with a vector consisting of its occurrences across all documents, the novel words correspond to extreme points of the convex hull of these vectors. A highlight of our approach is the identification of novel words based on data-dependent and random projections. Our idea is that whenever a convex object is projected along a random direction, the maximum and minimum values in the projected direction correspond to extreme points of the convex object. While our method identifies novel words with negligible false and miss detections, evidently multiple novel words associated with the same topic can be an issue. To account for this issue, we apply a distance based clustering algorithm to cluster novel words belonging to the same topic. Our final step involves linear regression to estimate topic word frequencies using novel words.
We show that our scheme has a similar sample complexity to that of state-of-art such as (Arora et al., 2012a) . On the other hand, the computational complexity of our scheme can scale as small as O( √ M W + M N ) for a corpora containing M documents, with an average of N words per document from a vocabulary containing W words. We then present a set of experiments on synthetic and real-world datasets. The results demonstrates qualitative and quantitative superiority of our scheme in comparison to other stateof-art schemes.
Related Work
The literature on topic modeling and discovery is extensive. One direction of work is based on solving a nonnegative matrix factorization (NMF) problem. To address the scenario where only the realization X is known and not A, several papers (Lee & Seung, 1999; Donoho & Stodden, 2004; Cichocki et al., 2009; Recht et al., 2012) attempt to minimize a regularized cost function. Nevertheless, this joint optimization is non-convex and suboptimal strategies have been used in this context. Unfortunately, when N ≪ W which is often the case, many words do not appear in X and such methods often fail in these cases.
Latent Dirichlet Allocation (LDA) (Blei et al., 2003; Blei, 2012 ) is a statistical approach to topic modeling. In this approach, the columns of θ are modeled as iid random drawings from some prior distributions such as Dirichlet. The goal is to compute MAP (maximum aposteriori probability) estimates for the topic matrix. This setup is inherently non-convex and MAP estimates are computed using variational Bayes approximations of the posterior distribution, Gibbs sampling or expectation propagation.
A number of methods with provable guarantees have also been proposed. (Anandkumar et al., 2012) describe a novel method of moments approach. While their algorithm does not impose structural assumption on topic matrix β, they require Dirichlet priors for θ matrix. One issue is that such priors do not permit certain classes of correlated topics (Blei & Lafferty, 2007; Li & McCallum, 2007) . Also their algorithm is not agnostic since it uses parameters of the Dirichlet prior. Furthermore, the algorithm suggested involves finding empirical moments and singular decompositions which can be cumbersome for large matrices.
Our work is closely related to recent work of (Arora et al., 2012b) and (Arora et al., 2012a) with some important differences. In their work, they describe methods with provable guarantees when the topic matrix satisfies the separability condition. Their algorithm discovers novel words from empirical word co-occurrence patterns and then in the second step the topic matrix is estimated. Their key insight is that when each word, j, is associated with a W dimensional vector 1 the novel words correspond to extreme points of the convex hull of these vectors. (Arora et al., 2012a) presents combinatorial algorithms to recover novel words with computational complexity scaling as
, where ǫ is the element wise tolerable error of the topic matrix β. An important computational remark is that ǫ often scales with W , i.e. probability values in β get small when W is increased, hence one needs smaller ǫ to safely estimate β when W is too large. The other issue with their method is that empirical estimates of joint probabilities in the word-word co-occurrence matrix can be unreliable, especially when M is not large enough. Finally, their novel word detection algorithm requires linear independence of the extreme points of the convex hull. This can be a serious problem in some datasets where word co-occurrences lie on a low dimensional manifold.
Major Differences: Our work also assumes separability and existence of novel words. We associate each word with a M -dimensional vector consisting of the word's frequency of occurrence in the M -documents rather than word co-occurrences as in (Arora et al., 2012b; a) . We also show that extreme points of the convex hull of these cross-document frequency patterns are associated with novel words. While these differences appear technical, it has important consequences. In several experiments our approach appears to significantly outperform (Arora et al., 2012a) and mir-ror performance of more conventional methods such as LDA (Griffiths & Steyvers, 2004) . Furthermore, our approach can deal with degenerate cases found in some image datasets where the data vectors can lie on a lower dimensional manifold than the number of topics. At a conceptual level our approach appears to hinge on distinct cross-document support patterns of novel words belonging to different topics. This is typically robust to sampling fluctuations when support patterns are distinct in comparison to word cooccurrences statistics of the corpora. Our approach also differs algorithmically. We develop novel algorithms based on data-dependent and random projections to find extreme points efficiently with computational complexity scaling as O(M N + √ M W ) for the random scheme.
Organization: We illustrate the motivating Topic Geometry in Section 3. We then present our threestep algorithm in Section 4 with intuitions and computational complexity. Statistical correctness of each step of proposed approach are summarized in Section 5. We address practical issues in Section 6.
Topic Geometry
Recall that X and A respectively denote the W × M empirical and actual document word distribution matrices, and A = βθ, where β is the latent topic word distribution matrix and θ is the underlying weight matrix. Let A, θ and X denote the A, θ and X matrices after ℓ 1 row normalization. We set β = diag(A1) −1 β diag(θ1), so that A = β θ. Let X i and A i respectively denote the i − th row of X and A representing the cross-document patterns of word i. We assume that β is separable (Def. 1). Let C k be the set of novel words of topic k and let C 0 be the set of non-novel words.
The geometric intuition underlying our approach is formulated in the following proposition : Proposition 1. Let β be separable. Then for all novel words i ∈ C j , A i = θ j and for all non-novel words i ∈ C 0 , A i is a convex combination of θ j 's, for j = 1, . . . , K.
Proof: Note that for all i,
and for all i ∈ C j , β ij = 1. Moreover, we have Fig. 1 illustrates this geometry. Without loss of generality, we could assume that novel word vectors θ i are not in the convex hull of the other rows of θ. Hence, The problem of identifying novel words reduces to finding extreme points of all A i 's. Furthermore, retrieving topic matrix β is straightforward given all K distinct novel words : Proposition 2. If the matrix A and K distinct novel words {i 1 , . . . , i K } are given, then β can be calculated using W linear regressions.
Proof:
By Proposition 1, we have θ
So β i can be computed by solving a linear system of equations. Specifically, if we let β ′ = diag(A1) β = β diag(θ1) −1 , β can be obtained by column normalizing β ′ .
Proposition 1 and 2 validate the approach to estimate β via identifying novel words given access to A. However, only X, a realization of A, is available in the real problem which is not close to A in typical settings of interest (N ≪ W ). However, even when the number of samples per document (N ) is limited, if we collect enough documents (M → ∞), the proposed algorithm could still asymptotically estimate β with arbitrary precision, as we will discuss in the following sections.
Proposed Algorithm
The geometric intuition mentioned in Propositions 1 and 2 motivates the following three-step approach for topic discovery :
(1) Novel Word Detection: Given the empirical word-by-document matrix X, extract the set of all novel words I. We present variants of projection-based algorithms in Sec. 4.1.
(2) Novel Word Clustering: Given a set of novel words I with |I| ≥ K , cluster them into K groups corresponding to K topics. Pick a representative for each group. We adopt a distance based clustering algorithm. (Sec. 4.2).
(3) Topic Estimation: Estimate topic matrix as suggested in Proposition 2 by constrained linear regression. (Section 4.3). Fig. 1 illustrates the key insight to identify novel words as extreme points of some convex body. When we project every point of a convex body onto some direction d, the maximum and minimum correspond to extreme points of the convex object. Our proposed approaches, data dependent and random projection, both exploit this fact. They only differ in the choice of projected directions.
Novel Word Detection

A. Data Dependent Projections (DDP)
To simplify our analysis, we randomly split each document into two subsets, and obtain two statistically independent document collections X and X ′ , both distributed as A, and then row normalize as X and X ′ . For some threshold, d, to be specified later, and for each word i, we consider the set, J i , of all other words that are sufficiently different from word i in the following sense:
We then declare word i as a novel word if all words j ∈ J i are uniformly uncorrelated to word i with some margin, γ/2 to be specified later.
The correctness of DDP Algorithm is established by the following Proposition and will be further discussed in section 5. The proof is given in the Supplementary section.
Proposition 3. Suppose conditions P 1 and P 2 (will be defined in section 5) on prior distribution of θ hold. Then, there exists two positive constants d and γ such that if i is a novel word, for all j
with high probability (converging to one as M → ∞). In addition, if i is a non-novel word, there exists some j ∈ J i such that 
if ∀j ∈ J i : C i,i − C i,j ≥ γ/2 then 8:
end if 10: end for
The algorithm is elaborated in Algorithm 1. The running time of the algorithm is summarized in the following proposition. Detailed justification is provided in the Supplementary section. 
Proof Sketch. Note that X is sparse since N ≪ W . Hence by exploiting the sparsity 
I ← I ∪ {i max , i min } 8: end for and θ as M increases. Moreover, only for the extreme points i, A i d can be the maximum or minimum projection value. This provides intuition of consistency for RP. Since the directions are independent, we expect to find all the novel words using P = O(K) number of random projections.
C. Random Projections with Binning
Another alternative to RP is a Binning algorithm which is computationally more efficient. j ← the index of the i th largest value of (p 1 , . . . ,p W ) 15: 
In contrast with DDP, the RP algorithm is completely agnostic and parameter-free. This means that it requires no parameters like d and γ to find the novel words. Moreover, it significantly reduces the computational complexity : 
Novel Word Clustering
Since there may be multiple novel words for a single topic, our DDP or RP algorithm can extract multiple novel words for each topic. This necessitates clustering to group the copies. We can show that our clustering scheme is consistent if we assume that R =
converges to zero in probability whenever i and j are novel words of the same topic as M → ∞. Moreover, if i and j are novel words of different types, it converges in probability to some strictly positive value greater than some constant d .
The proof is presented in the Supplementary section. As the Proposition 6 suggests, we construct a bi-
c ← one of the indices of the j th connected component vertices in B
13:
J ← J ∪ {c} 14: end for nary graph with its vertices correspond to the novel words. An edge between word i and j is established if D i,j ≤ d/2. Then, the clustering reduces to finding K connected components. The procedure is described in Algorithm 4.
In Algorithm 4, we simply choose any word of a cluster as the representative for each topic. This is simply for theoretical analysis. However, we could set the representative to be the average of data points in each cluster, which is more noise resilient.
Topic Matrix Estimation
Given K novel words of different topics (J ), we could directly estimate (β) as in Proposition 2. This is described in Algorithm 5. We note that this part of the algorithm is similar to some other topic modeling approaches, which exploit separability. Consistency of this step is also validated in (Arora et al., 2012b) . In fact, one may use the convergence of extremum estimators (Amemiya, 1985) to show the consistency of this step.
Algorithm 5 Topic Matrix Estimation
Output: β, which is the estimation of β matrix
:
: end for 7: column normalize β
Statistical Complexity Analysis
In this section, we describe the sample complexity bound for each step of our algorithm. Specifically, we provide guarantees for DDP algorithm under some mild assumptions on the distribution over θ. The analysis of the random projection algorithm is much more involved and requires elaborate arguments. We will omit it in this paper.
We require following technical assumptions on the correlation matrix R and the mean vector a of θ :
(P 1) R is positive definite with its minimum eigenvalue being lower bounded by
(P 2) There exists a positive value ζ such that for i = j,
The second condition captures the following intuition : if two novel words are from different topics, they must appear in a substantial number of distinct documents. Note that for two novel words i and j of different topics,
should be fairly distant from the origin, which implies that the number of documents these two words cooccur in, with similar probabilities, should be small. This is a reasonable assumption, since otherwise we would rather group two related topics into one. In fact, we show in the Supplementary section (Section A.5) that both conditions hold for the Dirichlet distribution, which is a traditional choice for the prior distribution in topic modeling. Moreover, we have tested the validity of these assumptions numerically for the logistic normal distribution (with non-degenerate covariance matrices), which is used in Correlated Topic Modeling (CTM) (Blei & Lafferty, 2007) .
Novel Word Detection Consistency
In this section, we provide analysis only for the DDP Algorithm. The sample complexity analysis of the randomized projection algorithms is however more involved and is the subject of the ongoing research. Suppose P 1 and P 2 hold. Denote β ∧ and λ ∧ to be positive lower bounds on non-zero elements of β and minimum eigenvalue of R, respectively. We have: Theorem 1. For parameter choices d = λ ∧ β 2 ∧ and γ = ζa ∧ β ∧ the DDP algorithm is consistent as M → ∞. Specifically, true novel and non-novel words are asymptotically declared as novel and non-novel, respectively. Furthermore, for
where C 1 is a constant, Algorithm 1 finds all novel words without any outlier with probability at least 1 − δ 1 , where η = min 1≤i≤W β i a.
Proof Sketch. The detailed justification is provided in the Supplementary section. The main idea of the proof is a sequence of statements :
• Given P 1, for a novel word i, J i defined in the Algorithm 1 is a subset of J * i asymptotically with high probability, where J * i = {j : supp(β j ) = supp(β i )}. Moreover J i is a superset of J * i with high probability for a non-novel word with J * i = {j : | supp(β j )| = 1}.
• Given P 2, for a novel word i, C i,i − C i,j converges to a strictly positive value greater than γ for j ∈ J * i , and if i is non-novel, ∃j ∈ J * i such that C i,i − C i,j converges to a non-positive value.
These statements imply Proposition 3, which proves the consistency of the DDP Algorithm.
The term η −8 seems to be the dominating factor in the sample complexity bound.
Basically,
represents the minimum proportion of documents that a word would appear in. This is not surprising as the rate of convergence of
As these values are decreased, C i,j converges to a larger value and the convergence get slower. In another view, given that the number of words per document N is bounded, in order to have C i,j converge, a large number of documents is needed to observe all the words sufficiently. It is remarkable that a similar term p −6 would also arise in the sample complexity bound of (Arora et al., 2012b) , where p is the minimum non-zero element of diagonal part of β. It may be noted that although it seems that the sample complexity bound scales logarithmically with W , η and p would be decreased typically as W increases.
Novel Word Clustering Consistency
We similarly prove the consistency and sample complexity of the novel word clustering algorithm :
∧ , given all true novel words as the input, the clustering algorithm, Algorithm 4 (ClusterNovelWords) asymptotically (as M → ∞ recovers K novel word indices of different types, namely, the support of the corresponding β rows are different for any two retrieved indices. Furthermore, if
then Algorithm 4 clusters all novel words correctly with probability at least 1 − δ 2 .
Proof Sketch.
More detailed analysis is provided in the Supplementary section. We can show that C i,i − 2C i,j + C j,j converges to a strictly positive value d if i and j are novel words of different topics. Moreover, it converges to zero if they are novel words of the same topic. Hence all novel words of the same topic are connected in the graph with high probability asymptotically. Moreover, there would not be an edge between the novel words of different topics with high probability. Therefore, the connected components of the graph corresponds to the true clusters asymptotically. The detailed discussion of the convergence rate is provided in the Supplementary section.
It is noticeable that the sample complexity of the clustering is similar to that of the novel word detection. This means that the hardness of novel word detection and distance based clustering using the proposed algorithms are almost the same.
Topic Estimation Consistency
Finally, we show that the topic estimation by regression is also consistent.
Theorem 3. Suppose that Algorithm 5 outputs β given the indices of K distinct novel words. Then,
then for all i and j, β i,j will be ǫ close to β i,j with probability at least 1 − δ 3 , with ǫ < 1, C 3 being a constant, a ∧ = min i a i and η = min 1≤i≤W β i a.
Proof Sketch. We will provide a detailed analysis in the Supplementary section. To prove the consistency of the regression algorithm, we will use a consistency result for the extremum estimators : If we assume Q M (β) to be a stochastic objective function which is minimized at β under the constraint β ∈ Θ (for a compact Θ), and Q M (β) converges uniformly tō Q(β), which in turn is minimized uniquely in β * , then Amemiya, 1985) . In our setting, we may take Q M to be the objective function in Algorithm 5. Then,
, which satisfies the conditions of the optimization. Moreover, Q M converges to Q uniformly as a result of Lipschitz continuity of Q M . Therefore, according to Slutsky's theorem, (
hence the column normalization of β converges to β. We will provide a more detailed analysis of this part in the Supplementary section.
In sum, consider the approach outlined at the beginning of section 4 based on data-dependent projections method, and assume that β is the output. Then, Theorem 4. The output of the topic modeling algorithm β converges in probability to β element-wise. To be precise, if
then with probability at least 1 − 3δ, for all i and k, β i,k will be ǫ close to β i,k , with ǫ < 1, C ′ 1 and C ′ 2 being two constants.
The proof is a combination of Theorems 1, 2 and 3.
Topic Discovery through Data Dependent and Random Projections
Experimental Results
Practical Considerations
DDP algorithm requires two parameters γ and d. In practice, we can apply DDP without knowing them adaptively and agnostically. Note that d is for the construction of J i . We can otherwise construct J i by finding r < W words that are maximally distant from i in the sense of Eq. 1. To bypass γ, we can rank the values of min j∈Ji M X i ,
The clustering algorithm also requires parameter d. Note that d is just for thresholding a 0 − 1 weighted graph. In practice, we could avoid hard thresholding by using exp(−(C i,i − 2C i,j + C j,j )) as weights for the graph and apply spectral clustering. To point out, typically the size of I in Algorithm 4 is of the same order as K. Hence the spectral clustering is on a relative small graph which typically adds O(K 3 ) computational complexity.
Implementation Details: We choose the parameters of the DDP and RP in the following way. For DDP in all datasets except the Donoho image corpus, we use the agnostic algorithm discussed in section 6.1 with r = W/2. Moreover, we take s = 10 × K. For the image dataset, we used d = 1 and γ = 3. For RP, we set the number of projections P ≈ 50 × K in all datasets to obtain the results. In this section, we validate our algorithm on synthetic examples. We generate a W × K separable topic matrix β with W 1 /K > 1 novel words per topic as follows: first, iid 1×K row-vectors corresponding to nonnovel words are generated uniformly on the probability simplex. Then, W 1 iid Uniform[0, 1] values are generated for the nonzero entries in the rows of novel words. The resulting matrix is then column-normalized to get one realization of β. Let ρ := W 1 /W . Next, M iid K × 1 column-vectors are generated for the θ matrix according to a Dirichlet prior c
Synthetic Dataset
. Following (Griffiths & Steyvers, 2004) , we set α i = 0.1 for all i. Finally, we obtain X by generating N iid words for each document.
For different settings of W , ρ, K, M and N , we calculate the ℓ 1 distance of the estimated topic matrix to the ground truth after finding the best matching between two sets of topics. For each setting we average the error over 50 random samples. For RP & DDP we set parameters as discussed in the implementation details.
We compare the DDP and RP against the Gibbs sampling approach (Griffiths & Steyvers, 2004 ) (Gibbs), a state-of-art NMF-based algorithm (Tan & Févotte, in press) (NMF) and the most recent practical provable algorithm in (Arora et al., 2012a) (RecL2). The NMF algorithm is chosen because it compensates for the type of noise in our topic model. Fig. 2 depicts the estimation error as a function of the number of documents M (Upper) and the number of words/document N (bottom). RP and DDP have similar performance and are uniformly better than comparable techniques. Gibbs performs relatively poor in the first setting and NMF in the second. RecL2 perform worse in all the settings. Note that M is relatively small (≤ 1, 000) compared to W = 500. DDP/RP outperform other methods with fairly small sample size. Meanwhile, as is also observed in (Arora et al., 2012a), RecL2 has a poor performance with small M . In this section we apply our algorithm to the synthetic swimmer image dataset introduced in (Donoho & Stodden, 2004) . There are M = 256 binary images, each with W = 32 × 32 = 1024 pixels. Each image represents a swimmer composed of four limbs, each of which can be in one of 4 distinct positions, and a torso. We interpret pixel positions (i, j) as words. Each image is interpreted as a document composed of pixel positions with non-zero values. Since each position of a limb features some unique pixels in the image, the topic matrix β satisfies the separability assumption with K = 16 "ground truth" topics that correspond to 16 single limb positions.
Swimmer Image Dataset
Following the setting of (Tan & Févotte, in press), we set body pixel values to 10 and background pixel values to 1. We then take each "clean" image, suitably normalized, as an underlying distribution across pixels and generate a "noisy" document of N = 200 iid "words" according to the topic model. Examples are shown in Fig. 3 . We then apply RP and DDP algorithms to the "noisy" dataset and compare against Gibbs This dataset is a good validation test for different algorithms since the ground truth topics are known and unique. As we see in Fig. 4 , both Gibbs and NMF produce topics that do not correspond to any pure left/right arm/leg positions. Indeed, many of them are composed of multiple limbs. Nevertheless, as shown in Fig. 5 , no such errors are realized in RP and DDP and our topic-estimates are closer to the ground truth images. In the meantime, RecL2 algorithm failed to work even with the clean data. Although it also extracts extreme points of a convex body, the algorithm additionally requires these points to be linearly independent. It is possible that extreme points of a convex body are linearly dependent (for example, a 2-D square on a 3-D simplex). This is exactly the case in the swimmer dataset. As we see in the last row in Fig. 5 , RecL2 produces only a few topics close to ground truth. Its extracted topics for the noisy im-ages are shown in Fig. 4 . Results of RecL2 on noisy images are no close to ground truth as shown in Fig. 4 . In this section, we apply our algorithm on two different real world text corpora from (Frank & Asuncion, 2010) . The smaller corpus is NIPS proceedings dataset with M = 1, 700 documents, a vocabulary of W = 14, 036 words and an average of N ≈ 900 words in each document. Another is a large corpus New York (NY) Times articles dataset, with M = 300, 000, W = 102, 660, and N ≈ 300. The vocabulary is obtained by deleting a standard "stop" word list used in computational linguistics, including numbers, individual characters, and some common English words such as "the".
Real World Text Corpora
In order to compare with the practical algorithm in (Arora et al., 2012a), we followed the same pruning in their experiment setting to shrink the vocabulary size to W = 2, 500 for NIPS and W = 15, 000 for NY Times. Following typical settings in (Blei, 2012) and (Arora et al., 2012a), we set K = 40 for NIPS and K = 100 for NY Times. We set our parameters as discussed in implementation details.
We compare DDP and RP algorithms against RecL2 (Arora et al., 2012a) and a practically widely successful algorithm (Griffiths & Steyvers, 2004)(Gibbs). Table 1 and 2 2 depicts typical topics extracted by the different methods. For each topic, we show its most frequent words, listed in descending order of the estimated probabilities. Two topics extracted by different algorithms are grouped if they are close in ℓ 1 distance.
Different algorithms extract some fraction of similar topics which are easy to recognize. Table 1 indicates most of the topics extracted by RP and DDP are similar and are comparable with that of Gibbs. We observe that the recognizable themes formed with DDP or RP topics are more abundant than that by RecL2. For example, topic on "chip design" as shown in the first panel in Table 1 is not extracted by RecL2, and topics in Table 2 on "weather" and "emotions" are missing in RecL2. Meanwhile, RecL2 method produces some obscure topics. For example, in the last panel of Table 1 , RecL2 contains more than one theme, and in the last panel of Table 2 RecL2 produce some unfathomable combination of words. More details about the topics extracted are given in the Supplementary section.
Conclusion and Discussion
We summarize our proposed approaches (DDP, Binning and RP) while comparing with other existing methods in terms of assumptions, computational complexity and sample complexity (see Table 3 ). Among the list of the algorithms, DDP and RecL2 are the best and competitive methods. While the DDP algorithm has a polynomial sample complexity, its running time (Lee & Seung, 1999) . T imeW (L.P ), T imeK(L.R) stands for computation time for Linear Programming or Linear Regression for W and K number of variables respectively; The definition of the set of parameters can be found in the reference papers.
Method
Computational Complexity
Sample complexity(M ) Assumptions Remarks is better than that of RecL2, which depends on 1/ǫ 2 . Although ǫ seems to be independent of W , by increasing W the elements of β would be decreased and the precision (ǫ) which is needed to recover β would be decreased. This results in a larger time complexity in RecL2. In contrast, time complexity of DDP does not scale with ǫ. On the other hand, the sample complexity of both DDP and RecL2, while polynomially scaling, depend on too many different terms. This makes the comparison of these sample complexities difficult. However, terms corresponding to similar concepts appeared in the two bounds. For example, it can be seen that pa ∧ ≈ η, because the novel words are possibly the most rare words. Moreover, λ ∧ and γ which are the ℓ 2 and ℓ 1 condition numbers of R are closely related. Finally, a = a∨ a∧ , with a ∨ and a ∧ being the maximum and minimum values in a. 
Supplementary Materials
A. Proofs
Given β is separable, we can reorder the rows of β such that β = D β ′ , where D is diagonal. We will assume the same structure for β throughout the section.
A.1. Proof of Proposition 3
Proposition 3 is a direct result of Theorem 1. Please refer to section A.7 for more details.
A.2. Proof of Proposition 4
Recall that Proposition 4 summarizes the computational complexity of the DDP Algorithm 1. Here we provide more details.
Proposition 4 (in Section 4.1). The running time of Data dependent projection Algorithm DDP 1 is
Proof : We can show that, because of the sparsity of
First, note that C is a scaled word-word cooccurrence matrix, which can be calculated by adding up the co-occurrence matrices of each document. This running time can be achieved, if all W words in the vocabulary are first indexed by a hash table (which takes O(W )). Then, since each document consists of at most N words, O(N 2 ) time is needed to compute the co-occurrence matrix of each document. Finally, the summation of these matrices to obtain C would cost O(M N 2 ), which results in total O(M N 2 + W ) time complexity. Moreover, for each word i, we have to find J i and test whether C i,i − C i,j ≥ γ/2 for all j ∈ J i . Clearly, the cost to do this is O(W 2 ) in the worst case.
A.3. Proof of Proposition 5
Recall that Proposition 5 summarizes the computational complexity of RP ( Algorithm 2) and Binning (and see Section B in appendix for more details). Here we provide a more detailed proof. 
A.4. Proof of Proposition 6
Proposition 6 (in Section 4.2) is a direct result of Theorem 2. Please read section A.8 for the detailed proof.
A.5. Validation of Assumptions in Section 5
for Dirichelet Distribution
In this section, we prove the validity of the assumptions P 1 and P 2 which were made in Section 5.
For a Dirichlet prior Dir(α 1 , . . . , α K ):
1. The correlation matrix R is positive definite with minimum eigenvalue
Proof. The covariance matrix of Dir(α 1 , . . . , α K ), denoted as Σ, can be written as
Compactly we have Σ =
with α = (α 1 , . . . , α K ). The mean vector µ = 1 α0 α. Hence we obtain
Note that α i > 0 for all i, αα ⊤ and diag(α) are positive definite. Hence R is strictly positive definite, with eigenvalues λ i = αi α0(α0+1) . Therefore λ ∧ ≥ α∧ α0(α0+1) . The second property follows by directly plug in equation (3).
A.6. Convergence Property of the co-occurrence Matrix
In this section, we prove a set of Lemmas as ingredients to prove the main Theorems 1, 2 and 3 in Section 5. These Lemmas in sequence show :
• Convergence of C = M X X ′⊤ ; (Lemma 1)
• Convergence of C i,i − 2C i,j + C j,j to a strictly positive value if i, j are not novel words of the same topic; (Lemma 2) • Convergence of J i to J * i such that if i is novel, C i,i − C i,j converges to a strictly positive value for j ∈ J * i , and if i is non-novel, ∃j ∈ J * i such that C i,i − C i,j converges to a non-positive value (Lemmas 3 and 4).
Recall that in Algorithm 1, C = M X X ′⊤ . Let's fur-
and a be the correlation matrix and mean vector of prior distribution of θ.
Before we dig into the proofs, we provide two limit analysis results of Slutsky's theorem :
Proposition 7. For random variables X n and Y n and real numbers x, y ≥ 0, if Pr(|X n − x| ≥ ǫ) ≤ g n (ǫ) and
Proof. By the definition of C i,j , we have :
as M → ∞, where 1 = (1, 1, . . . , 1) ⊤ and the convergence follows because of convergence of numerator and denominator and then applying the Slutsky's theorem. The convergence of numerator and denominator are results of strong law of large numbers due to the fact that entries in X i and X ′ i are independent.
To be precise, we have:
To show the convergence rate explicitly, we use proposition 7. For simplicity, define
GiHj . Note that entries in X i and X ′ i are independent and bounded, by Hoeffding's inequality, we obtain:
Hence,
and Pr
Let η = min 1≤i≤W β i a ≤ 1. We obtain
The convergence rate is c 1 exp(−M c 2 ǫ 2 η 8 ) for ǫ error, with c 1 and c 2 being constants in terms of M . Recall that we define C k , k = 1, . . . , K to be the novel words of topic k, and C 0 to be the set of non-novel words. supp(β i ) denotes the column indices of nonzero entries of a row vector β i of β matrix.
Lemma 2. If i, j ∈ C k , (i, j are novel words of the same topic), then
Proof. It was shown in lemma 1 that
βj a , where R is the correlation matrix and a = (a 1 , . . . , a K )
⊤ is the mean of the prior. Hence
Note that we've assumed R to be positive definite with its minimum eigenvalue lower bounded by a positive value, λ ∧ > 0.
If i, j ∈ C k for some k, then βi βia − βj βja = 0 and hence
∧ , (note that β i a ≤ 1) which proves the first part of the lemma.
For the second part, note that if i ∈ C 0 and j / ∈ C 0 , the support of β i and β j is necessarily different. Hence, the previous analysis directly leads to the conclusion.
Recall that in Algorithm 1,
Lemma 3. J i converges in probability in the following senses:
∧ . According to the lemma 2, whenever supp(
for the novel word i. In another word, for a novel word i ∈ C k and j / ∈ C k , D i,j will be concentrated around a value greater than or equal to d. Hence, the probability that D i,j be less than d/2 will vanish. In addition, by union bound we have
) is a finite sum of vanishing terms given i ∈ C k , Pr(J i J * i ) also vanish as M → ∞ and hence we prove the first part.
For the second part, note that for a non-novel word i ∈ C 0 , D i,j converges to a value no less than d provided that j / ∈ C 0 (according to the lemma 2). Hence
vanishes for a nonnovel word i ∈ C 0 as M → ∞, Pr(J i J * i ) will also vanish and hence concludes the second part.
As a result of Lemma 1, 2 and 3, the convergence rate of events in Lemma 3 is :
And for a non-novel 
Proof. Let's reorder the words so that i ∈ C i . Using the equation (4)
Not that b k 's are non-negative and sum up to one.
By the assumption,
, and the first part of the lemma is concluded.
To prove the second part, note that for i ∈ C 0 and j / ∈ C 0 ,
βia . Now define :
We obtain,
≤ 0 and the proof is complete.
A.7. Proof of Theorem 1
Now we can prove the Theorem 1 in Section 5. To summarize the notations, let β ∧ be a strictly positive lower bound on non-zero elements of β, λ ∧ be the minimum eigenvalue of R, and a ∧ be the minimum component of mean vector a. Further we define η = min For parameter choices d = λ ∧ β 2 ∧ and γ = ζa ∧ β ∧ the DDP algorithm is consistent as M → ∞. Specifically, true novel and non-novel words are asymptotically declared as novel and non-novel, respectively. Furthermore, for
Proof of Theorem 1. Suppose that i is a novel word. The probability that i is not detected by the DDP Algorithm can be written as
The first and second term in the right hand side converge to zero according to Lemma 3 and 4, respectively. Hence, this probability of failure in detecting i as a novel word converges to zero.
On the other hand, the probability of claiming a nonnovel word as a novel word by the Algorithm DDP can be written as :
where j * i was defined in equation (6). We have shown in Lemma 3 and 4 that both of the probabilities in the right hand side converge to zero. This concludes the consistency of the algorithm.
Combining the convergence rates given in the Corollaries 1, 2 and 3, the probability that the DDP Algorithm fails in finding all novel words without any outlier will be bounded by W e 1 exp(−M e 2 min(d 2 , γ 2 )η 8 ), where e 1 and e 2 are constants and d and γ are defined in the Theorem.
A.8. Proof of Theorem 2
Theorem 2 (in Section 5.2) For d = λ ∧ β 2 ∧ , given all true novel words as the input, the clustering algorithm, Algorithm 4 (ClusterNovelWords) asymptotically (as M → ∞ recovers K novel word indices of different types, namely, the support of the corresponding β rows are different for any two retrieved indices.
Proof of Theorem 2. The statement follows using |I| 2 number of union bounds on the probability that C i,i − 2C i,j + C j,j is outside an interval of the length d/2 centered around the value it converges to. The convergence rate of the related random variables are given in Lemma 1. Hence the probability that the clustering algorithm fails in clustering all the novel words truly is bounded by e 1 W 2 exp(−M e 2 η 8 d 2 ), where e 1 and e 2 are constants and d is defined in the theorem.
A.9. Proof of Theorem 3
Theorem 3 (in Section 5.3) Suppose that Algorithm 5 outputs β given the indices of K distinct novel words.
Proof. We reorder the rows so that Y and Y ′ be the first K rows of X and X ′ , respectively. For the optimization objective function in Algorithm 5, if i < K, b = e i achieves the minimum, where all components of e i are zero, except its i th component, which is one. Now fix i, we denote the objective function as It is difficult and confusing to group four sets of topics. We simply show topics extracted by each algorithm individually. Tables 8 to 11 show the most frequent words in topics extracts by algorithms on NY Times dataset. There are M = 300, 000 documents. Average words per document is N ≈ 300. Vocabulary size is W = 15, 000. 
B.2. Sample Topics extracted on New York Times dataset
