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Abstract
Normalizer circuits [1, 2] are generalized Clifford circuits that act on arbitrary
finite-dimensional systems Hd1⊗· · ·⊗Hdn with a standard basis labeled by the elements
of a finite Abelian group G = Zd1 × · · · × Zdn . Normalizer gates implement operations
associated with the group G and can be of three types: quantum Fourier transforms,
group automorphism gates and quadratic phase gates. In this work, we extend the nor-
malizer formalism [1, 2] to infinite dimensions, by allowing normalizer gates to act on
systems of the form H⊗a
Z
: each factor HZ has a standard basis labeled by integers Z,
and a Fourier basis labeled by angles, elements of the circle group T. Normalizer circuits
become hybrid quantum circuits acting both on continuous- and discrete-variable sys-
tems. We show that infinite-dimensional normalizer circuits can be efficiently simulated
classically with a generalized stabilizer formalism for Hilbert spaces associated with
groups of the form Za × Tb × Zd1 × · · · × Zdn . We develop new techniques to track
stabilizer-groups based on normal forms for group automorphisms and quadratic func-
tions. We use our normal forms to reduce the problem of simulating normalizer circuits
to that of finding general solutions of systems of mixed real-integer linear equations [3]
and exploit this fact to devise a robust simulation algorithm: the latter remains efficient
even in pathological cases where stabilizer groups become infinite, uncountable and non-
compact. The techniques developed in this paper might find applications in the study
of fault-tolerant quantum computation with superconducting qubits [4, 5].
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1 Introduction
Normalizer circuits [1, 2] are a family of quantum circuits that generalize the so-called Clifford
circuits [6–9] to Hilbert spaces associated with finite Abelian groups G. Normalizer circuits
are composed of normalizer gates, important examples of which are quantum Fourier trans-
forms (QFTs) over finite Abelian groups, which play a central role in quantum algorithms
such as Shor’s factoring and discrete-log algorithms [10]. In Refs. [1, 2] it was shown that
every normalizer circuit can be efficiently classically simulated. This result can be regarded
as a natural generalization of the celebrated Gottesman-Knill theorem [6, 7], which asserts
that every Clifford circuit (i.e., a circuit composed of Hadamard, CNOT and π/2-phase gates
acting on qubit systems) can be efficiently classically simulated.
In this work we further generalize the normalizer circuit framework. In particular, we
introduce normalizer circuits where the associated Abelian group G can be infinite. We focus
on groups of the form G = F × Za, where F = Zd1 × · · · × Zdn is a finite Abelian group
(decomposed into cyclic groups) as in the normalizer circuit setting considered in [1, 2], and
where Z denotes the additive group of integers—the latter being an infinite group. The
motivation for adding Z is that several number theoretical problems are naturally connected
to problems over the integers. For example, it is well known that the factoring problem
is related to the hidden subgroup problem over Z [11–14]. Similarly to the finite Abelian
case, normalizer circuits over an infinite group G are composed of normalizer gates. These
gates come in three types, namely automorphism gates (which are generalizations of CNOT
gates), quadratic phase gates (which are generalizations of π/2-phase gates) and the quantum
Fourier transform. The main result of this paper is a proof that all normalizer circuits
over infinite groups G can be simulated classically in polynomial time, thereby extending
the classical simulation results obtained in [1, 2] for normalizer circuits over finite Abelian
groups.
In extending normalizer circuits to infinite groups G, several issues arise that are not
present in the finite group setting. First of all, the physical system associated with G is
a system with a standard basis vectors |g〉 where g ranges over all elements in G. This
implies that the Hilbert space is infinite-dimensional. Another important point is related
to the quantum Fourier transform (QFT). Roughly speaking, the QFT over a group G is
a transformation which relates two bases of the Hilbert space: namely, the standard basis
{|g〉} and the Fourier basis. The Fourier basis vectors are related to the character group of
G. If G were finite Abelian, it would be isomorphic to its own character group. This feature
is however no longer true for infinite groups such as Z. Indeed, the character group of Z is
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(isomorphic to) a different group, namely, the circle group T = [0, 1) with addition modulo 1.
This group represents the addition of angles in a circle, up to a constant rescaling of 2pi. As we
will see below, this phenomenon has important consequences for the treatment of normalizer
gates over G. In particular, in order to construct a closed normalizer formalism, we must in
fact consider groups of the more general form Za × Tb × F and their associated normalizer
circuits. Note that T is a continuous group, whereas Z is discrete (finitely generated).
To achieve an efficient classical simulation of normalizer circuits over Za × Tb × F
(theorem 1), we develop new stabilizer formalism techniques which extend the stabilizer
formalism for finite Abelian groups developed in [1, 2] (which was in turn a generalization
of the well-known stabilizer formalism for qubit/qudit systems [6–8, 15–18]) . The stabilizer
formalism is a paradigm where a quantum state may be described by means of a group of
unitary (Pauli) operators (the Pauli stabilizer group) which leave the state invariant. An
appealing feature of the stabilizer formalism for finite-dimensional systems is that each stabi-
lizer group is finite and fully determined by specifying a small list of group generators. This
list of generators thus forms a concise representation of the corresponding quantum state.
Furthermore, if a Clifford gate is applied to the state, the list of generators transforms in a
transparent way which can be efficiently updated. Performing such updates throughout the
computation yields a stabilizer description of the output state. Finally, one can show that
the statistics arising from a final measurement can be efficiently reproduced classically by
suitably manipulating the stabilizer generators of the final state.
In generalizing the stabilizer formalism to normalizer circuits over groups of the form
G = Za × Tb × F , several complications arise since the groups in question are no longer
finite nor even finitely generated. One immediate consequence is that the associated Pauli
stabilizer groups are no longer finitely generated either. This means that the paradigm of
representing the group in terms of a small list of generators no longer applies, and a different
method needs to be used. We will show how stabilizer groups can be efficiently represented
in terms of certain linear maps; these maps have concise matrix representations, which will
form efficient classical descriptions of the associated stabilizer group.
An important technical ingredient in our simulation is a proof that both quadratic func-
tions and homomorphisms on G have certain concise normal forms. The latter is a purely
group-theoretic result that may find interesting applications elsewhere in quantum informa-
tion. For instance, our normal form can be applied to describe the relative phases of stabilizer
states, since it was shown in [2] that such phases are quadratic1; as a result, one may use it
to generalize part of Gross’ discrete Hudson theorem [19] to our setting2.
A crucial ingredient in the last step of our simulation is a polynomial-time classical
algorithm that computes the support of a stabilizer state, given a stabilizer group that
describes it. This algorithm exploits a classical reduction of this problem to solving systems
of mixed real-integer linear equations [3], which can be efficiently solved classically.
To find this reduction, we make crucial use of the afore-mentioned normal forms and our
infinite-group stabilizer formalism (section 13).
Lastly, we mention a technical issue that arises in the simulation of the final measurement
1The result in [2] is for finite dimensional systems. However, adopting the definitions in section 12, it is
easy to check that the proof extends step-by-step to the infinite dimensional case.
2Gross’s theorem provides a normal form for odd-dimensional-qudit stabilizer states in terms of quadratic
functions. In addition, it states that a pure state is an odd-dim qudit stabilizer state iff it has non-negative
Wigner function [19]. The second statement cannot hold in our set-up, due to the presence of non-local
effects (cf. next section).
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of a normalizer computation: the basis in which the measurement is performed may be
continuous (stemming again from the fact that G contains factors of T). As a result, accuracy
issues need to be taken into account in the simulation. For this purpose, we develop ε-net
techniques to sample the support of stabilizer states.
Relationship to previous work
In the particular case when G is finite, our results completely generalize the results in [1]
and some of the results in [2]. Our normal forms for quadratic functions/stabilizer states
improve those in [2]. However, the simulations in [2] are stronger in the finite group case,
allowing non-adaptive Pauli measurements in the middle of a normalizer computation. It
should be possible to extend the techniques in [2] to our regime, which we leave for future
investigation. Normal forms for qudit stabilizer states based on quadratic functions were
also given in [16].
Prior to our work, an infinite-dimensional stabilizer formalism best-known as “the con-
tinuous variable (CV) stabilizer formalism” was developed for systems that can be described
in terms of harmonic oscillators [20–25], which can be used as “continuous variable” carriers
of quantum information. The CV stabilizer formalism is used in the field of continuous-
variable quantum information processing [20–28], being a key ingredient in current schemes
for CV quantum error correction [22, 29] and CV measurement-based quantum computation
with CV cluster states [30–32, 29]. A CV version of the Gottesman-Knill theorem [23, 24]
for simulations of Gaussian unitaries (acting on Gaussian states) has been derived in this
framework.
We stress that, although our infinite-group stabilizer formalism and the CV stabilizer
formalism share some similarities, they are physically and mathematically inequivalent and
should not be confused with each other. Ours is applied to describe Hilbert spaces of the
form H⊗aZ ⊗H⊗bT ⊗HN1 ⊗ · · · ⊗ HNc with a basis |g〉 labeled by the elements of Ta × Zb ×
ZN1 × · · · × ZNc : the last c registers correspond to finite-dimensional “discrete variable”
systems; the first a+ b registers can be thought of infinite-dimensional “rotating-variable”
systems that are best described in terms of quantum rotors3. In the CV formalism [23], in
contrast, the Hilbert space is HmR with a standard basis labeled by Rm (explicitly constructed
as a product basis of position and momentum eigenstates of m harmonic oscillators). Due
to these differences, the available families of normalizer gates and Pauli operators in each
framework (see sections 5, 11 and [23]) are simply inequivalent.
Furthermore, dealing with continuous-variable stabilizer groups as in [22, 23, 25] is some-
times simpler, from the simulation point of view, because the group Rm is also a finite-
dimensional vector space with a finite basis. In our setting, in turn, G is no longer a
vector space but a group that may well be uncountable yet having neither a basis nor a
finite generating set ; on top of that, our groups contain zero divisors and are not compact.
These differences require new techniques to track stabilizer groups as they inherit all these
rich properties. For further reading on these issues we refer to the discussion in [2], where
the differences between prime-qudit stabilizer codes [6, 7, 9] (which can described in terms
of fields and vector spaces) and stabilizer codes over arbitrary spaces Hd1 ⊗· · ·⊗Hdn (which
3The quantum states of a quantum fixed-axis rigid rotor (a quantum particle that can move in a
circular orbit around a fixed axis) live in a Hilbert space with position and momentum bases labeled by T
and Z: the position is given by a continuous angular coordinate and the angular momentum is quantized in
±1 units (the sign indicates the direction in which the particle rotates [33]).
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are associated to a finite Abelian group) are explained in detail.
Finally, we mention some related work on the classical simulability of Clifford circuits
based on different techniques other than stabilizer groups: see [34] for simulations of qubit
non-adaptive Clifford circuits in the Schrödinger picture based on the stabilizer-state nor-
mal form of [15]; see [35, 36] for phase-space simulations of odd-dimensional qudit Clifford
operation exploiting a local hidden variable theory based on the discrete Wigner function
of [37, 19, 42]; last, see [38] for phase-space simulations of qubit CSS-preserving Clifford
operations based on a Wigner function for rebits.
It should be insightful at this point to discuss briefly whether the latter results may
extend to our set-up. In this regard, it seems plausible to the authors that efficient simulation
schemes for normalizer circuits analog to those in [34] might exist and may even benefit from
the techniques developed in the present work (specifically, our normal forms, as well as those
given in [2]). Within certain limitations, it might also be possible to extend the results in
[35, 36] and [38] to our setting. We are aware that local hidden variable models for the full-
fledged normalizer formalism studied here cannot exist due to the existence of stabilizer-type
Bell inequalities [39–41], which can be violated already within the qubit stabilizer formalism
(the G = Zn2 normalizer formalism). Consequently, in order to find a hypothetical non-
negative quasi-probability representation of normalizer circuits with properties analogue to
those of the standard discrete Wigner function of [19, 42], one would necessarily need to
specialize to restricted normalizer-circuit models4 with, e.g., fewer types of gates, input
states or measurements; this, in fact, is part of the approach followed in [38], where the
positive Wigner representation for qubit CSS-preserving Clifford elements is given.
Currently, there are no good candidate Wigner functions for extending the results of
[35, 36] or [38] to systems of the form H⊗aZ : the proposed ones (see [43–45] and references
therein) associate negative Wigner values to Fourier basis states (which are allowed inputs
in our formalism and also in [35, 36, 38]) that we introduce in section 4; for one qubit, these
are the usual |+〉, |−〉 states. The existence of a non-negative Wigner representation for this
individual case has, yet, not been ruled out by Bell inequalities, up to our best knowledge.
Discussion and outlook
Finally, we discuss some open questions suggested by our work as well as a few potential
avenues for future research.
First, we mention an upcoming work [46] where we will draw a rigorous connection
between the normalizer circuit framework developed here and a large family of quantum
algorithms. This includes Shor’s factoring and discrete-log algorithms [10], Cheung-Mosca’s
algorithm for decomposing finite Abelian groups [47, 48], Deutsch’s algorithm [49], Simon’s
[50] and other algorithms for solving Abelian hidden subgroup problems [51–54, 11–14].
Note that these quantum algorithms achieve superpolynomial speed-ups over the best known
classical algorithms. In [46] we will consider normalizer circuits over groups G = Za×Tb×F ,
as in the present paper, with the important distinction that the finite group F need not
necessarily be presented in its canonical decomposition into cyclic groups Zd1 ×· · ·×Zdn . In
4Note that this might not be true for all quasi-probability representations. The locality of the hidden
variable models given in [37, 42, 35, 38] comes both from the positivity of the Wigner function and an
additional factorizability property (cf. [42] and [38] page 5, property 4): in principle, classical simulation
approaches that sample non-negative quasi-probability distributions without the factorizability property are
well-defined and could also work, even if they do not lead to local hidden variable models.
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particular, F may be a finite Abelian black-box group [55]. The resulting class of normalizer
circuits—which we call black-box normalizer circuits—can no longer be classically simulated.
In particular, we will show that each of the quantum algorithms mentioned above is in fact
an instance of a black box normalizer circuit. We will thus obtain a precise connection
between this class of powerful quantum algorithms, the framework of normalizer circuits
and the Gottesman-Knill theorem.
Also, we point out that, due to the presence of Hilbert spaces of the form HZ, our stabi-
lizer formalism over infinite groups yields a natural framework to study continuous-variable
error correcting codes for quantum computing architectures based on superconducting qubits.
Consider, for instance, the so-called 0-pi qubits [4, 5]. These are encoded qubits that, in our
formalism, can be written as eigenspaces of groups of (commuting) generalized Pauli opera-
tors associated to Z and T (cf. sections 11-12 and also the definitions in [4, 5]). Hence, we can
interpret them as instances of generalized stabilizer codes5 over the groups Z and T. The au-
thors believe that it should be possible to apply the simulation techniques in this paper (e.g.,
our generalized Gottesman-Knill theorem) in the study of fault-tolerant quantum-computing
schemes that employ this form of generalized stabilizer codes: we remind the reader that
the standard Gottesman-Knill theorem [6, 7] is often applied in fault-tolerant schemes for
quantum computing with traditional qubits, in order to delay recovery operations and track
the evolution of Pauli errors (see, for instance, [56–59]).
Also in relation with quantum error correction, it would interesting to improve our sta-
bilizer formalism in order to describe adaptive Pauli measurements; this would extend the
results in [2], where two of us showed how to do that for finite Abelian groups.
In connection with previous works, it would be interesting to study normalizer circuits
over the group Rm, to understand how they compare to the Gaussian formalism and to
analyze in a greater level of detail the full hybrid scenario H⊗aR ⊗ H⊗bZ ⊗ H⊗cT ⊗ HN1 ⊗
· · ·⊗HNd . We have left this question to future investigation. However, we highlight that the
formalism of normalizer circuits we present can be extended transparently to study this case,
by considering additional Hilbert spaces of the form H⊗mR with associated groups Rm; the
stabilizer formalism over groups that we develop, our normal forms and simulation techniques
can be applied to study that context with little (or zero) modifications.
Another question that remains open after our work is whether normalizer circuits over
finite Abelian groups constitute all possible Clifford operations (see a related conjecture in
[2], for finite dimensional systems).
Lastly, we mention that an important ingredient underlying the consistency of our nor-
malizer/stabilizer formalism is the fact that the groups associated to the Hilbert space fulfill
the so-called Pontryagin-Van Kampen duality [60–66]. From a purely-mathematical
point of view, it is possible to associate a family of normalizer gates to every group in such
class, which accounts for all possible Abelian groups that are locally compact Hausdorff
(often called LCA groups). Some LCA groups are notoriously complex objects and remain
unclassified to date. Hilbert spaces associated to them can exhibit exotic properties, such
as non-separability, and may not always be in correspondence with natural quantum me-
chanical systems. In order to construct a physically relevant model of quantum circuits, we
have restricted ourselves to groups of the form Za × Tb × ZN1 × · · · × ZNc , can be naturally
associated to known quantum mechanical systems. We believe that the results presented in
this paper can be easily extended to all groups of the form Za ×Tb × ZN1 × · · · ×ZNc ×Rd,
5A generalized notion of stabilizer code over an Abelian group was introduced in [2] by two of us.
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which we call “elementary”, and form a well-studied class of groups known as “compactly
generated Abelian Lie groups” [61]. Some examples of LCA groups that are not elementary
are the p-adic numbers Qp and the adele ring AF of an algebraic number field F [62].
2 Outline of the paper
Section 3 contains a non-technical summary of concepts and several examples of normal-
izer gates. We explain the more technical aspects of our setting in sections 4,5, where we
introduce normalizer circuits and the Hilbert spaces where they act in full detail.
In section 6 we state the main result (theorem 1).
In the remaining sections we develop the techniques we use to prove the main result.
Sections 7-10 contain classical techniques. The proofs of the theorem in this sec-
tion have been moved to appendices A-F, in order to give more attention to the quantum
techniques of the paper. Section 7 surveys some necessary notions of group and character
theory. In section 8 we develop a theory of matrix representations of group homomorphisms.
In section 9 we study systems of linear equations over groups (including systems of mixed
real-integer linear equations) and algorithms to solve these. In section 10 we present normal
forms for quadratic functions.
Sections 11-13 contain quantum techniques. In section 11 we study the properties of
Pauli operators over Abelian groups. In section 12 we present stabilizer group techniques
based on these operators. Finally, in 13, we prove our main result.
3 Summary of concepts
In this section we give a rough intuitive definition of our circuit model and provide examples
of normalizer gates to illustrate their operational meaning. Our model is presented in full
detail in section 5, after reviewing some necessary notions of group-theory in section 4.
The readers interested in understanding the proofs of our main results should consult these
sections.
3.1 The setting
In short, normalizer gates are quantum gates that act on a Hilbert space HG which has an
orthonormal standard basis {|g〉}g∈G labeled by the elements of an Abelian group G. The
latter can be finite or infinite, but it must have a well-defined integration (or summation)
rule6 so that the group has well-defined Fourier transform. We define a normalizer circuits
over G to be any quantum circuits built of the following normalizer gates:
1. Quantum Fourier transforms. These gates implement the (classical) Fourier trans-
form of the group ψ(x)→ ψˆ(p) as a quantum operation ∫ ψ(x)|x〉 → ∫ ψˆ(p)|p〉. Here,
ψ is a complex function acting on the group and ψˆ is its Fourier transform.
2. Group automorphism gates. These implement group automorphisms α : G → G,
at the quantum level |g〉 → |α(g)〉. Here, g and α(g) denote elements of G.
6All groups studied later have a well-defined Haar measure.
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3. Quadratic phase gates are diagonal gates that multiply standard basis states with
quadratic phases: |g〉 → ξ(g)|g〉. This means that g → ξ(g) is a quadratic (“almost
multiplicative”) function with the property ξ(g + h) = ξ(g)ξ(h)B(g, h), where B(g, h)
is a bi-multiplicative correcting term.
3.2 Examples
In order to illustrate these definitions, we give examples of normalizer gates for finite groups
and infinite groups of the form Za (integer lattices) and Tb (hypertori).
Normalizer circuits over finite groups
First we give a few examples of normalizer circuits over finite Abelian groups. (We also refer
the reader to [1, 2], where these circuits have been extensively studied.)
First consider G = Zmd . The Hilbert space in this case is H = Hmd , corresponding to
a system of m qudits. The following generalizations of the CNOT and Phase gates are
automorphism and quadratic phase gates, respectively [1]:
SUMd,a =
∑
x,y∈Zd
|x, x+ ay〉〈x, y|, Sd =
∑
x∈Zd
exp
(
pii
d x(x+ d)
)|x〉〈x|
where a ∈ Zd is arbitrary. The quantum Fourier transform can also be expressed similarly
as a gate:
Fd =
1√
d
∑
x,y∈Zd
exp
(
2piixy
d
)
|x〉〈y|
For the qubit case, d = 2, we recover the definitions of CNOT, phase gate S = diag(1, i) and
Hadamard gate, and our main result (theorem 1) yields the (non-adaptive) Gottesman-Knill
theorem [6, 7].
Another normalizer gate for qudits is the multiplication gate Md,a =
∑
x∈Zd |ax〉〈x|,
where a is coprime to d, which is an automorphism gate. This single-qudit gate acts non-
trivially only for d ≥ 2.
As an interesting subcase, we can choose the group to be of the form G = Z2n with
exponentially large d. Normalizer gates in this example are M2n,a, S2n , and F2n , as defined
above. The quantum Fourier transform in this case, F2n , corresponds to the standard discrete
QFT used in Shor’s algorithm for factoring [10].
The infinite case G = Zm
Let us now move to an infinite case, choosing the group G = Zm to be an integer lattice.
Examples of automorphism gates and quadratic phase gates are, respectively,
SUMZ,a =
∑
x,y∈Z
|x, x+ ay〉〈x, y|, Sp =
∑
x∈Z
exp (piipx2)|x〉〈x|
where a is an arbitrary integer and p is an arbitrary real number. The fact that these gates are
indeed normalizer gates follows from general normal forms for matrix representations group
homomorphisms (lemma 8) and quadratic functions (theorem 3) that we later develop.
The case of quantum Fourier transforms is more involved in this case, since the QFT
over Z can no longer be regarded as a quantum logic gate, i.e., a unitary rotation [67]. This
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happens because the QFT now performs a non-canonical change of the standard integer
basis {z}z∈Z of the space, into a new basis {t}t∈T labeled by the elements of the circle group
T = [0, 1). The latter property is due to the fact that the QFT over Z is nothing but the
quantum version of the discrete-time Fourier transform [68] (the inverse of the well-known
Fourier series) which sends functions over Z to periodic functions over the reals. In this
paper, we will understand the QFT over Z as change of basis between two orthonormal
bases of the Hilbert space HZ. We discuss these technicalities in detail in section 5.
The QFT over Z acts on quantum states as in the following examples (cf. section 5):
State before QFT over Z
|x〉∑
x∈Z
e2pii px|x〉
∑
x∈Z
|rx〉
State after QFT over Z∫
T
dp e2pii px|p〉
|p〉
1
r
∑
k∈Z:
k/r∈T
|k/r〉
These transformations can be found in standard signal processing textbooks [68].
The infinite case: G = Tm
Finally, we choose the group G = Tm be an m-dimensional torus. Two examples of auto-
morphism gates are the sum and sign-flip gates:
SUMT,b =
∑
p,q∈T
|p, q + bp〉〈p, q|, MT,s =
∑
p∈T
|sp〉〈p|
where b is an arbitrary integer and s = ±1 (again, these formulas come from lemma 8).
Unlike the previous examples we have considered, any quadratic phase gate over G is
purely multiplicative (i.e., the bi-multiplicative function B(g, h) is always trivial7). In the
case m = 1, this is equivalent to saying that any such gate is of the form∑
p∈T
exp (2πibp)|p〉〈p|
with b an arbitrary integer.
Lastly, we take a look at the effect of the quantum Fourier transform over T in some
examples. Similarly to the QFT over Z, this gate performs a non-canonical change of the
standard basis (now {t}t∈T changes to {z}z∈Z) and should be understood as a change of
basis that does not correspond to a gate. The QFT over T is the quantum version of the
Fourier series [68].
7This fact can be understood in the light of a later result, theorem 3 and it is related to nonexistence
of nontrivial group homomorphisms from Tm to Zm, the latter being the character group of Tm up to
isomorphism.
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State before QFT over T
|p〉∫
T
dp e2pii px|p〉
1
r
∑
k∈Z:
k/r∈T
|k/r〉
State after QFT over T∑
x∈Z
e2pii px|x〉
|−x〉∑
x∈Z
|rx〉 =
∑
x∈Z
|−rx〉
Comparing the effect of the QFT on HZ and the QFT on HT, we see that the former is
the “inverse” of the latter up to a change of sign of the group elements labeling the basis;
concatenating the two of them yields the transformation |x〉 to | − x〉. This is a general
phenomenon, which we shall observe again in the proof of some results (namely, theorem 4).
4 Preliminaries: the Hilbert space of a group
In this section we introduce Hilbert spaces associated with Abelian groups of the form
G = ZN1 × · · · × ZNa × Zb (1)
where ZN is the additive group of integers modulo N and Z is the additive group of integers.
4.1 The integers modulo N
First we consider ZN . With this group, we associate an N -dimensional Hilbert space HN
having a basis {|x〉 : x ∈ ZN}, henceforth called the standard basis of HN . A state in HN
is (as usual) a unit vector |ψ〉 =∑ψ(x)|x〉 with ∑ |ψ(x)|2 = 1, where ψ(x) ∈ C and where
the sum is over all x ∈ ZN .
4.2 The integers Z
An analogous construction is made for the group Z, although an important distinction with
the former case is that Z is infinite. We consider the infinite-dimensional Hilbert space
HZ = ℓ2(Z) with standard basis states |z〉 where z ∈ Z. A state in HZ has the form
|ψ〉 =
∑
x∈Z
ψ(x)|x〉 (2)
with
∑ |ψ(x)|2 = 1, where the (infinite) sum is over all x ∈ Z. More generally, any normal-
izable sequence {ψx : x ∈ Z} with
∑ |ψx|2 < ∞ can be associated with a quantum state in
HZ via normalization. Sequences whose sums are not finite can give rise to non-normalizable
states. These states do not belong to HZ and are hence unphysical; however it is often
convenient to consider such states nonetheless. Some examples are the plane-wave states,
|p〉 :=
∑
z∈Z
e2πizp|z〉 p ∈ [0, 1). (3)
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Define the circle group8 T to be the group consisting of all real numbers in the interval [0, 1)
with the addition modulo 1 as group operation. Even though the |p〉 themselves do not
belong to HZ, every state (2) in this Hilbert space can be re-expressed as
|ψ〉 =
∫
T
dp φ(p)|p〉 (4)
for some complex function φ : T → C, where dp denotes the Haar measure on T. Thus the
states |p〉 form an alternate basis9 of HZ which is both infinite and continuous; we call this
the Fourier basis. The Fourier basis is orthonormal in the sense that
〈p|p′〉 = δ(p − p′), (5)
where δ(·) is the Dirac delta function.
In the following, when dealing with the Hilbert space HZ, we will use both the standard
and Fourier basis. This is different from the finite space HN where we only use the standard
basis. The motivation for this is the following: note that, similarly to HZ, the space HN has
a Fourier basis, given by the vectors
|y˜〉 :=
∑
x∈ZN
e2πi
xy
N |x〉 for every y ∈ ZN . (6)
Since both the Fourier basis and the standard basis have equal cardinality, there exists a
unitary operation mapping |y〉 → |y˜〉. This operation is precisely the quantum Fourier trans-
form over ZN (see section 5). Thus, instead of working with both the standard and Fourier
basis, we may equivalently use the standard basis alone plus the possibility of applying this
unitary rotation (which is the standard approach). In contrast, the standard and Fourier
basis in the infinite-dimensional space HZ have different cardinality, since the former is in-
dexed by the discrete group Z and the latter is indexed by the continuous group T. Thus
there does not exist a unitary operation which maps one basis to the other. For this reason,
we will work with both bases.
4.3 Total Hilbert space
In general we will consider groups of the form (1). The associated Hilbert space has the
tensor product form
HG = HN1 ⊗ · · · ⊗ HNa ⊗HZ ⊗ · · · ⊗ HZ (7)
with b occurrences of the infinite-dimensional space HZ. For each finite-dimensional space
HNi we consider its standard basis as above. For each HZ we may consider either its standard
basis or its Fourier basis. The total Hilbert space has thus a total 2b possible choices that
are labeled by different groups: we call these bases the group-element bases of HG. For
example, choosing the standard basis everywhere yields the basis states
|x(1)〉 ⊗ · · · ⊗ |x(a)〉 ⊗ |y(1)〉 ⊗ · · · ⊗ |y(b)〉 x(i) ∈ ZNi ; y(j) ∈ Z, (8)
8Since the group Tn is nothing but an n-dimensional torus, T is sometimes referred as “the torus group”
[62]. T should not be confused with T2 the usual (two-dimensional) torus.
9Although we use this terminology, the |p〉 do not form a “basis” in the usual sense since these states
are unnormalizable and lie outside the Hilbert space HZ. Rigorously, the |p〉 kets should be understood as
Dirac-delta measures, or as Schwartz-Bruhat tempered distributions [69, 70]. The theory of rigged Hilbert
spaces [71–74] (often used to study observables with continuous spectrum) establishes that the |p〉 kets can
be used as a basis for all practical purposes that concern us.
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which is labeled by the elements of the group ZN1 ×· · ·×ZNa ×Zb. By choosing the Fourier
basis in the (a+ b)-th space we obtain in turn
|x(1)〉 ⊗ · · · ⊗ |x(a)〉 ⊗ |y(1)〉 ⊗ · · · ⊗ |y(b− 1)〉 ⊗ |p〉 x(i) ∈ ZNi ; y(j) ∈ Z; p ∈ T, (9)
which is labeled by the elements of ZN1 × · · · × ZNa × Zb−1 × T.
More generally, each of the 2b tensor product bases of (7) is constructed as follows.
Consider any Abelian group of the form
G′ = ZN1 ⊗ . . .ZNa ×G1 × · · · ×Gb Gi ∈ {Z,T}. (10)
The associated group-element basis of BG′ of HG is
BG′ := {|g〉 := |g(1)〉 ⊗ . . . |g(a + b)〉; g = (g(1), . . . , g(a+ b)) ∈ G′}. (11)
The notation Gi = T indicates that |g(i)〉 is a Fourier state of Z (3). The states |g〉 are
product-states with respect to the tensor-product decomposition of (7). There are 2b possible
choices of groups in (10) (all of them related via Pontryagin duality10) and 2b inequivalent
group-element basis of the Hilbert space.
Finally, we note that, relative to any basis BG, every quantum state (normalizable or
not) can be expressed as
|ψ〉 =
∫
X
dg ψ(g)|g〉, (12)
where the ψ(g) are complex coefficients and where X is a subset of X (if X is a discrete set,
the integral should be replaced by a sum over all elements in X).
5 Normalizer circuits
In this section we generalize the normalizer circuits [1, 2] to general infinite-dimensional
Hilbert spaces of the form (7).
We remind that, in previous works [1, 2], a finite Abelian group G determines both the
standard basis of HG and the allowed types of gates, called normalizer gates. A technical
complication that arises when one tries to define normalizer gates over infinite dimensional
groups of the form Z and T is that there are several group-elements basis that can be as-
sociated to the Hilbert space HG (see previous section). As a result, there is not a natural
preferred choice of standard basis11 in a normalizer circuit over an infinite Abelian group.
To deal with this aspect of the Hilbert space, we allow the “standard” basis of the computa-
tion to be time-dependent : at every time step t in a normalizer circuit there is a designated
“standard” basis BGt , which must be a group-element basis, and is subject to change along
the computation.
10From a mathematical point of view, all groups (10) form a family (in fact, a category) which is generated
by replacing the factors Gi of the group Z
a × ZN1 × · · · × ZNb × B with their character groups G
∗
i , and
identifying isomorphic groups. Pontryagin duality [60–66] then tells us that there are 2b different groups and
bases. Note that this multiplicity is a purely infinite-dimensional feature, since all finite groups are isomorphic
to their character groups; consequently, this feature does not play a role in the study of finite-dimensional
normalizer circuits (or Clifford circuits) [1, 2].
11In the usual sense of the word, which comes from the standard model of quantum circuits [67].
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Designated basis BG. Let G′ be a member of the family of 2b groups defined in (10)—note
that G thus generally contains factors ZNi , Z and T. We consider the corresponding group-
element basis BG′ = {|g〉 : g ∈ G′} as defined in (11). When we set BG′ to be the designated
basis of the computation, it is meant that the group G that labels BG′ will determine the
allowed normalizer gates (read below), and that BG′ will be the basis in which measurements
are performed.
5.1 Normalizer gates
We now define the allowed gates of the computation, called normalizer gates. These can
be of three types, namely automorphism gates, quadratic phase gates and quantum Fourier
transforms. To define these gates, we assume that the designated basis of the computation
is BG for some G of the form (10).
Automorphism gates. Consider a continuous group automorphism α : G → G, i.e. α is
an invertible map satisfying α(g + h) = α(g) + α(h) for every g, h ∈ G. Define a unitary
gate Uα by its action on the basis BG, as follows: Uα : |h〉 → |α(h)〉. Any such gate is called
an automorphism gate. Note that Uα acts as a permutation on the basis BG and is hence a
unitary operation.
Quadratic phase gates. A function χ : G → U(1) (from the group G into the complex
numbers of unit modulus) is called a character if χ(g+h) = χ(g)χ(h) for every g, h ∈ G and
χ is continuous. A function B : G×G→ U(1) is said to be a bicharacter if it is continuous
and if it is a character in both arguments. A function ξ : G→ U(1) is called quadratic if it
is continuous and if
ξ(g + h) = ξ(g)ξ(h)B(g, h), for every g, h ∈ G (13)
for some bicharacter B(g, h). A quadratic phase gate is any diagonal unitary operation
acting on BG as Dξ : |h〉 → ξ(h)|h〉, where ξ is a quadratic function of G.
Quantum Fourier transform. In contrast to both automorphism gates and quadratic
phase gates, which leave the designated basis unchanged, the quantum Fourier transform
(QFT) is a basis-changing operation: its action is precisely to change the designated basis BG
(at a given time) into another group-element basis BG′ , according to certain rules described
next.
Roughly speaking, the QFT realizes the unitary change of basis between standard and
Fourier basis (section 4). More precisely, there are different types of Fourier transforms,
which act on the individual spaces HN and HZ.
• QFT over ZN In the case of HN , both bases have the same cardinality (since the HN
is finite-dimensional) and such a change of basis can be actively performed by means
of a unitary rotation; the QFT over ZN (which we denote FN ) is precisely defined to
be this unitary operation. In the standard basis |x〉 with x ∈ ZN , the action of this
gate on a state |ψ〉 =∑ψx|x〉 is
FN |ψ〉 =
∑
y∈ZN
ψˆ(y)|y〉 with ψˆ(y) := 1√
N
∑
x∈ZN
e2πixyψ(x). (14)
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• Infinite-dimensional QFTs. Quantum Fourier transforms acting on spaces HZ have
more exotic features than their finite dimensional counterparts. In first palce, these
QFTs are not gates in the strict sense: since the standard basis {|x〉 : x ∈ Z} and
Fourier basis {|p〉 : p ∈ T} have different cardinality, they cannot be rotated into each
other (section 4.2); thus, the QFT is a change of basis between two orthonormal basis,
but it does not define a unitary rotation. In addition, due to this asymmetry, there
are two distinct types of QFTs, defined as follows.
QFT over Z. If the standard basis (Z basis) is the designated basis of HZ, states are
represented as
|ψ〉 =
∑
x∈Z
ψ(x)|x〉. (15)
Gates are defined according to this (integer) basis, which is also our measurement basis.
When we say that the QFT over Z is applied to |ψ〉, we mean that the designated basis
is changed from the standard basis to the Fourier basis. The state does not physically
change12, but normalizer gates applied after the QFT will be related to the circle group
T (and not Z); if we would measure the state right after the QFT, we would also do it
in the T basis. As a result, the relevant amplitude-expansion of |ψ〉 is
|ψ〉 =
∫
T
dp ψˆ(p)|p〉 with ψˆ(p) :=
∑
x∈Z
e2πipxψ(x). (16)
Some readers may notice, at this point, that the QFT over Z is nothing but the inverse
Fourier series, also commonly known as the discrete-time Fourier transform [68].
QFT over T. On the other hand, if the designated basis of HZ is the Fourier basis,
states are represented as
|ψ〉 =
∫
T
dp ψ(p)|p〉 (17)
When we say that the QFT over T is applied to |ψ〉, we mean that (i) the designated
basis is changed from the Fourier basis to the standard basis and, therefore, (ii) we
re-express the state |ψ〉 as
|ψ〉 =
∑
x∈Z
ψˆ(x)|x〉 with ψˆ(x) :=
∫
T
dp e2πipxψ(p). (18)
Note that the coefficients ψˆ(x) in (18) are the Fourier coefficients appearing in the
Fourier series [68]. Due to this fact, one can always regard ψ(p) as a periodic function
over the real numbers (with period 1), and identify the QFT over T as the quantum
version of the Fourier series [68].
Lastly, note that the QFT over Z may only be applied (as an operation in a quantum
computation) if the designated basis is the standard basis. Conversely, the QFT over
T may only be applied if the designated basis is the Fourier basis.
We now consider the total Hilbert space HG with designated basis BG, where G = G1 ×
· · · × Gm with each Gi being a group of the form ZN , Z or T. The total QFT over G is
obtained by applying the QFT over Gi, as defined above, to all individual spaces in the
12This somewhat metaphoric notation is chosen to be consistent with previously existing terminology [1, 2].
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tensor product decomposition of HG. In particular, application of the QFT over G implies
that the designated basis is changed from BG to BG′ , where G′ = G′i × . . . G′m is defined as
follows: if Gi has the form ZN then G
′
i = Gi: if Gi = Z then G
′
i := T and, vice versa, if
Gi = Z then G
′
i := T.
Similarly, one may perform a partial QFT by applying the QFT over Gi for a subset of the
Gi, and leaving the other systems unchanged. The designated basis is changed accordingly
on all subsystems where a QFT is applied.
5.2 Normalizer circuits
Roughly speaking, a normalizer circuit of size T is a quantum circuit C = UT · · ·U1 composed
of T normalizer gates Ui. More precisely, the definition is as follows.
A normalizer circuit over G = Za+b×ZN1×· · ·×ZNc acts on a Hilbert space of the form
HG = HaZ ⊗HbZ ⊗ (HN1 ⊗ · · · ⊗ HNc) ,
with arbitrary parameters a, b, c, Ni. At time t = 0 (before gates are applied), the designated
basis of the computation is the group-element basis BG(0) where G(0) is a group from the
family (10); without loss of generality, we set G(0) = Za×Tb×ZN1 × · · · ×ZNc . The input,
output, and gates of the circuit are constrained as follows:
• Input states. The input states are elements of the designated group basis BG(0), i.e.
|g〉 with g ∈ G(0). The registers13 HaZ and HbZ are initialized to be in standard-basis
|n〉, n ∈ Z and Fourier-basis states |p〉, p ∈ T, respectively14. It is assumed that Fourier
basis inputs can be prepared within any finite (yet arbitrarily high) level of precision
(cf. section 6).
• Gates. At time t = 1, the gate U1 is applied, which is either an automorphism gate,
quadratic phase gate or a partial QFT over G(0). The designated basis is changed
from BG(0) to BG(1), for some group G(1) in the family (10), according to the rules for
changing the designated basis as described in section 5.1.
At time t = 2, the gate U1 is applied, which is either an automorphism gate, quadratic
phase gate or a partial QFT over G(1). The designated basis is changed from BG(1) to
BG(2), for some group G(2).
The gates U3, . . . , Ut are considered similarly. We denote by BG(t) the designated basis
after application of Ut (for some group G(t) in the family (10)), for all t = 3, . . . , T .
Thus, after all gates have been applied, the designated basis is BG(T ).
• Measurement. After the circuit, a measurement in the final designated basis BG(T )
is performed.
For finite Abelian groups and their associated Hilbert spaces (i.e. the Hilbert space has
the form HN1 ⊗· · ·⊗HNa), the above definitions of normalizer circuits and normalizer gates
specialize to the previously defined notion of normalizer circuits over finite Abelian groups,
as done in [1, 2].
13In a quantum computation we call each physical subsystem in (7) a “register”.
14The results in this paper can be easily generalized to input states that are stabilizer states (section 12),
given that we know the stabilizer group of the state.
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6 Main result
In our main result (theorem 1 below) we show that any polynomial-size normalizer circuit
(cf. section 5.2 for definitions) associated to any group of the form (10) can be simulated
efficiently classically. Before stating the result, we will rigorously state what it is meant in
our work by an efficient classical simulation of a normalizer circuit, in terms of computational
complexity.
In short, the computational problem we consider is the following: given a classical
description of a normalizer quantum circuit, its input quantum state and the measurement
performed at the end of the computation (see section 5.2 for details on our computational
model), our task is to sample the probability distribution of final measurement outcomes
with a classical algorithm. Any classical algorithm to solve this problem in polynomial time
(in the bit-size of the input) is said to be efficient.
We specify next how an instance of the computational problem is presented to us.
First, we introduce standard encodings that we use to describe normalizer gates. Our
encodings are efficient, in the sense that the number of bits needed to store a description of
a normalizer gate scales as O(polym,polylogNi), where m is the total number of registers of
the Hilbert space (7) and Ni are the local dimensions of the finite dimensional registers (the
memory size of each normalizer gate in these encodings is given in table 1). This polynomial
(as opposed to exponential) scaling in m is crucial in our setting, since normalizer gates may
act non-trivially on all m registers of the Hilbert space (7)—this is an important difference
between our computational model (based on normalizer gates) and the standard quantum
circuit model [67], where a quantum circuit is always given as a sequence of one- and two-
qubit gates.
(i) A partial quantum Fourier transform Fi over Gi (the ith factor of G) is described by
the index i indicating the register where the gate acts non-trivially.
(ii) An automorphism gate Uα is described by what we call a matrix representation A of
the automorphism α (definition 2): an m×m real matrix A that specifies the action
of the map α.
(iii) A quadratic phase gate Dξ is described by an m×m real matrix M and an m-dim real
vector v. The pair (M,v) specifies the action of the quadratic function ξ associated to
Dξ. Here we exploit a normal form for quadratic functions given later in theorem 3.
In our work, we assume that all maps α and ξ can be represented exactly by rational matrices
and vectors A, M , v, which are explicitly given to us15.
Second, a normalizer circuit is specified as a list of normalizer gates given to us in their
standard encodings.
The efficiency of our standard encodings relies strongly on results presented in sections
8 and 10. In section 8, we develop a (classical) theory of matrix representations of
15Some automorphisms and quadratic functions can only be represented by matrices with irrational entries
(cf. the normal forms in sections 8,10). Restricting ourselves to study the rational ones allows us to develop
exact simulation algorithms. We believe irrational matrices (even with transcendental entries) could also be
handled by taking into account floating-point errors. We highlight that the stabilizer formalism in this paper
and all of our normal forms are developed analytically, and hold even if transcendental numbers appear in
the matrix representations of α and ξ. (It is an good question to explore whether an exact simulation results
may hold for matrices with algebraic coefficients.)
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group homomorphisms, proving their existence (lemma 7) and providing a normal form that
characterizes the structure of these matrices (lemma 8). In section 10, we develop analytic
normal forms for bicharacter functions (lemmas 10, 11) and quadratic functions (theorem
3). These results are also main contributions of our work.
We would like to highlight, in particular, that our normal form for quadratic func-
tions (theorem 3) should be of interest to a quantum audience. It was recently shown in [2]
that quadratic functions over an Abelian group describe the quantum wave-functions of the
so-called stabilizer states. Hence, our normal form can be used to characterize the complex
amplitudes of such states16.
Lastly, we mention that, in our work, we allow the matrices A, M and the vector v in
(i-iii) to contain arbitrarily large and arbitrarily small coefficients. This degree of generality
is necessary in the setting we consider, since we allow all normalizer gates to be valid
components of a normalizer circuit. However, the presence of infinite groups in (10) implies
that that there exists an infinite number of normalizer gates (namely, of automorphism
and quadratic gates, which follows from the our analysis in sections 8 and 10). This is in
contrast with the settings considered in [1, 2], where both the group (1) and the associated
set of normalizer gates are finite. As a result, the arithmetic precision needed to store the
coefficients of A, M , v in our standard encodings becomes a variable of the model (just like
in the standard problem of multiplying two integer matrices).
We state now our main result.
Theorem 1 (Main result). Let C be any normalizer circuit over any group G = Za×Zb×
ZN1 × · · · × ZNc as defined in section 5.2. Let C act on a input state |g〉 in the designated
standard basis at time zero, and be followed by a final measurement in the designated basis at
time T . Then the output probability distribution can be sampled classically efficiently using
epsilon-net methods.
We remind that, in theorem 1, both standard and Fourier basis states of HZ are allowed
inputs (cf. section 5.2).
In theorem 1, the state |g〉 is described by the group element g, which is encoded as a
tuple of m rational17 numbers of varying size (see table 1, row 1). The memory needed to
store the normalizer gates comprising C is summarized in table 1, row 2. By “classically
efficiently” it is meant that there exists a classical algorithm (theorem 5) to perform the
given task whose worst-time running time scales polynomially in the input-size (namely, in
the number of subsystems m, the number of normalizer gates of C) and of all other variables
listed in the “bits needed” column of table 1), and polylogarithmically in the parameters
1
ε , ∆ that specify the number of points in a (∆, ε)-net (read below) and their geometrical
arrangement.
Sampling techniques
We finish this section by saying a few words about the (∆, ǫ)-net methods used in the proof
of theorem 1. These techniques are fully developed in sections 13 and 13.3.
We shall show later (lemma 17) that the final quantum state |ψ〉 generated by a normalizer
circuit is always a uniform quantum superposition in any of the computational basis we
16As mentioned in the introduction, the result in [2] is for stabilizer states over finite dimensional Hilbert
spaces but it can be easily generalized.
17In this work we do not use floating point arithmetic.
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Input element Description needs to Bits needed
Input state |g〉 Specify element g(i) of infinite group Z, T variable
Specify element g(j) of finite group ZNj logNj
Normalizer circuit C
Specify quantum Fourier transform Fi logm
Specify automorphism gate Uα m
2‖A‖b
Specify quadratic phase gate Dξ m
2‖M‖b +m‖v‖b
Table 1: The input-size in theorem 1. ‖X‖b denotes the number of bits used to store one
single coefficient of X, which is always assumed to a rational matrix/vector. Formulas in
column 3 are written in Big Theta Θ notation and do not include constant factors (which
are anyway small).
consider (11): if G is the group associated to our designated basis, and if X is the set of
x ∈ G such that ψ(x) 6= 0, then |ψ(x)| = |ψ(y)| for all x, y ∈ X. As a result the final
distribution of measurement outcomes is always a flat distribution over some set X.
Moreover, we show in section that X is always isomorphic to a group of the form K×Zr
where K is compact, and that such isomorphism can be efficiently computed: as a result, we
see that, although X is not compact, the non-compact component of X has an Euclidean
geometry. Our sampling algorithms are based on this fact: to sample X in an approximate
sense, we construct a subset N∆,ε ⊂ X of the form
N∆,ε = Nε ⊕ P∆, (19)
where Nε is an ε-net (definition 4) of the compact component K of X and P∆ is a r-
dimensional parallelotope contained in the Euclidean component Zr, centered at 0, with
edges of length 2∆1, . . . , 2∆r. We call N∆,ε a (∆, ε)-net (definition 5). The algorithm in
theorem 1 can efficiently construct and sample such sets for any ε and ∆ := ∆1, . . . ,∆r of our
choice: its worse running-time is O(polylog 1ε ,polylog∆i), as a function of these parameters.
We refer the reader to section 13 and theorem 5 for more details.
Treatment of finite-squeezing errors
It follows from the facts that we have just dicussed that when G is not a compact group
(i.e. G contains Z primitive factors) the support X of the quantum state |ψ〉 can be an
unbounded set. In such case, it follows from the fact that |ψ〉 is a uniform superposition
that the quantum state is unphysical and that the physical preparation of such a state
requires infinite energy; in the continuous-variable quantum information community, states
like |ψ〉 are often called infinitely squeezed states [75]. In a physical implementation (cf.
[46]), these states can be replaced by physical finitely-squeezed states, whose amplitudes will
decay towards the infinite ends18 of the support set X. This leads to finite-squeezing errors,
compared to the ideal scenario.
In this work, we consider normalizer circuits to work perfectly in the ideal infinite-
squeezing scenario. Our simulation algorithm in theorem 1 samples the ideal distribution that
one would obtain in the infinite precision limit, neglecting the presence of finite-squeezing
errors. This is achieved with the (∆, ǫ)-net methods described above, which we use to
18The particular form of the damping depends on the implementation. These effects vanish in the limit of
infinite squeezing.
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discretize and sample the manifold X that supports the ideal output state |ψ〉; the output
of this procedure reveals the information encoded in the wavefunction of the state.
In our upcoming work [46], we make use of this simulation algorithm to study quantum
algorithms based on normalizer circuits. We also study in [46] how information can be
represented with finitely-squeezed states in a computation.
7 Group and Character Theory
7.1 Elementary Abelian groups
A group of the form
G = Za × Rb × ZN1 × · · · × ZNc × Td (20)
will be called an elementary Abelian group. We will often use the shorthand notation F =
ZN1 × · · · × ZNc for the finite subgroup in the above decomposition. Note that the Hilbert
space formalism introduced in section 4 does not refer to groups of the form Rb (i.e. direct
products of the group of real numbers). However for some of our calculations in later sections,
it will be convenient to include these types of groups in the analysis.
An elementary Abelian group of the form Z, R, T or ZN is said to be primitive. Thus
every elementary Abelian group can be written as G = G1×· · ·×Gm with each Gi primitive;
we will often use this notation. We will also use the notation GZ, GR, GF , GT to denote
elementary Abelian groups that are, respectively, integer lattices Za, real lattices Rb, finite
groups F and tori Td. We will also assume that the factors Gi of G are arranged so that
G = GZ ×GR ×GF ×GT.
Next we introduce the notion of group characteristic char(G) for primitive groups:
char(Z) := 0, char(R) := 0, char(ZN ) := N, char(T) := 1. (21)
Alternatively, we can also define the characteristic as follows: char(G) is the number that
coincides with (a) the order of 1 in G if 1 has finite order (which is the case for ZN and T);
(b) zero, if 1 has infinite order in G (which is the case for Z and R).
Consider an elementary Abelian group G = G1×· · ·×Gm where ci is the characteristic of
Gi. Each element g ∈ G can be represented as an m-tuple g = (g1, . . . , gm) of real numbers.
If x = (x1, . . . , xm) is an arbitrary m-tuple of real numbers, we say that x is congruent to g,
denoted by x ≡ g (mod G), if
xi ≡ gi (mod ci) for every i = 1, . . . ,m. (22)
For example, every string of the form x = (λ1c1, . . . , λmcm) with λi ∈ Z is congruent to
0 ∈ G.
7.2 Characters
Definition 1 (Character [60, 76]). Let G be an elementary Abelian group. A character of
G is a continuous homomorphism χ from G into the group U(1) of complex numbers with
modulus one. Thus χ(g + h) = χ(g)χ(h) for every g, h ∈ G.
If G is an elementary Abelian group, the set of all of its characters is again an elementary
Abelian group, called the dual group of G, denoted by Ĝ. Moreover, Ĝ is isomorphic to
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another elementary Abelian group, according to the following rule:
G = Ra × Tb × Zc × F −→ Ĝ ∼= Ra × Zb × Tc × F. (23)
Thus, in particular, R̂ is isomorphic to R itself and similarly F̂ is isomorphic to F itself;
these groups are called autodual. On the other hand, Ẑ is isomorphic to T and, conversely,
T̂ is isomorphic to Z. We also note from the rule (23) that the dual group of Ĝ is isomorphic
to G itself. This is a manifestation of the Pontryagin-Van Kampen duality [60–62].
We now give explicit formulas for the characters of any primitive Abelian group.
• The characters of R are
χx(y) := exp (2πixy), for every x, y ∈ R. (24)
Thus each character is labeled by a real number. Note that χxχx′ = χx+x′ for all
x, x′ ∈ R. The map x→ χx is an isomorphism from R to R̂, so that R is autodual.
• The characters of ZN are
χx(y) := exp
(
2πi
N
xy
)
, for every x, y ∈ ZN . (25)
Thus each character is labeled by an element of ZN . As above, we have χxχx′ = χx+x′
for all x, x′ ∈ ZN . The map x→ χx is an isomorphism from ZN to ẐN , so that ZN is
autodual.
• The characters of Z are
χp(m) := exp (2πipm), for every p ∈ T, m ∈ Z, (26)
Each character is labeled by an element of T. Again we have χpχp′ = χp+p′ for all
p, p′ ∈ T and the map p→ χp is an isomorphism from T to Ẑ.
• The characters of T are
χm(p) := exp (2πipm), for every p ∈ T, m ∈ Z; (27)
Each character is labeled by an element of Z. Again we have χmχm′ = χm+m′ for all
m,m′ ∈ Z and the map m→ χm is an isomorphism from Z to T̂.
If G is a general elementary Abelian group, its characters are obtained by taking products
of the characters described above. More precisely, if A and B are two elementary Abelian
groups, the character group of A×B consists of all products χAχB with χA ∈ Â and χB ∈ B̂,
and where χAχB(a, b) := χA(a)χB(b) for every (a, b) ∈ A×B. To obtain all characters of a
group G having the form (23), we denote
G∗ := Ra × Zb × Tc × F. (28)
Considering an arbitrary element
µ = (r1, . . . , ra, z1, . . . , zb, t1, . . . , tc, f1, . . . , fd) ∈ G∗, (29)
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the associated character is given by the product
χµ := χr1 . . . χra χz1 . . . χzb χt1 . . . χtc χf1 . . . χfd (30)
where the individual characters χri , χzj , χtk , χfl . . . of R,Z,T and ZNl are defined above.
The character group of G is given by
Ĝ = {χµ : µ ∈ G∗}. (31)
The rule (23) immediately implies that (G∗)∗ = G. This implies that the character group
of G∗ is {χg : g ∈ G}, where χg is defined in full analogy with (30). Two elementary but
important features are the following:
Lemma 1. For every g ∈ G and µ ∈ G∗ we have
χµ(g) = χg(µ). (32)
Lemma 2. For every µ, ν ∈ G∗ and every g ∈ G it follows that
χµ+ν(g) = χµ(g)χν(g) (33)
Both lemmas 1 follow from inspection of the characters of R,Z,T and ZN defined in
(24)-(27). The lemmas also reflect the strong duality between G and G∗.
Finally, the definition of every character function χa(b) as given in (24)-(27), which is
in principle defined for a in R,ZN ,Z,T and b in R,ZN ,T,Z, respectively, can be readily
extended to the entire domain of real numbers, yielding functions χx(y) with x, y ∈ R.
Consequently, the character functions (30) of general elementary Abelian groups G = G1 ×
· · · × Gm can also be extended to a larger domain, giving rise to functions χx(y) where
x, y ∈ Rm. With this extended notion, we have the following basic property:
Lemma 3. Let g ∈ G and µ ∈ G∗. For every x, y ∈ Rm such that x ≡ g (mod G) and y ≡ µ
(mod G∗), we have
χy(x) = χµ(g). (34)
The proof is easily given for primitive groups, and then extended to general elementary
Abelian groups.
7.3 Simplifying characters via the bullet group
Let G = G1 × · · · ×Gm be an elementary Abelian group where each Gi is of primitive type.
Recall that in section 7.2 we have introduced the definition of the elementary Abelian group
G∗, which is isomorphic to the character group of G. Here we define another group G•
(which is Abelian but not elementary), called the bullet group of G. The bullet group is
isomorphic to G∗ (and hence also to the character group of G) and is mainly introduced for
notational convenience, as working with G• will turn out to simplify calculations. The bullet
group is defined to be G• = G•1 × · · · ×G•m, where
Z•N :=
{
0,
1
N
,
2
N
, . . . ,
N − 1
N
mod 1
}
,
R• := R∗ = R; Z• := Z∗ = T; T• := T∗ = Z. (35)
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Thus the only difference between the groups G∗ and G• is in the ZNi components. The
groups G∗ and G• are isomorphic via the “bullet map”
µ ∈ G∗ → µ• := (µ•1, . . . , µ•m) ∈ G•, (36)
where µ•i := µi/N if µi ∈ ZN and µ•i = µi if µi belongs to either R,Z or T. The bullet map
is easily seen to be an isomorphism.
One of the main purposes for introducing the bullet group is to simplify calculations with
characters. In particular, for every g ∈ G and µ ∈ G∗ we have
χµ(g) = exp
(
2pii
m∑
i=1
µ•i gi
)
. (37)
7.4 Annihilators
Let G be an elementary Abelian group. Let X be any subset of G. The annihilator X⊥ is
the subset
X⊥ := {µ ∈ G∗ : χµ(x) = 1 for every x ∈ X}. (38)
We can define the annihilator Y ⊥ of a subset Y ⊆ G∗ analogously as
Y ⊥ := {x ∈ G : χµ(x) = 1 for every µ ∈ Y }. (39)
By combining the two definitions it is possible to define double annihilator sets X⊥ :=
(X⊥)⊥, which is a subset of the initial group G, for every set X ⊆ G. Similarly, Y⊥ ⊆ G∗
for every Y ⊆ G∗. The following lemma states that X and X⊥ are, in fact, identical sets iff
X is closed as a set, and related to each other in full generality:
Lemma 4 ([61]). Let X be an arbitrary subset of an elementary Abelian group G. Then the
following assertions hold:
(a) The annihilator X⊥ is a closed subgroup of G∗ (and X⊥ is a closed subgroup of G).
(b) X⊥ is the smallest closed subgroup of G containing X.
(c) If Y is a subset of G such that X ⊆ Y then X⊥ ⊇ Y ⊥ and X⊥ ⊆ Y⊥.
We mention that in the quantum computation literature (see e.g. [77, 78, 1, 2]) the
annihilator H⊥ of a subgroup H is more commonly known as the orthogonal subgroup of H.
Let α : G→ H be a continuous group homomorphism between two elementary Abelian
groups G and H. Then [60, proposition 30] there exists a unique continuous group homo-
morphism α∗ : H∗ → G∗, which we call the dual homomorphism of α, defined via the
equation
χα∗(µ)(g) = χµ(α(g)). (40)
Note that α∗∗ = α by duality.
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8 Homomorphisms and matrix representations
8.1 Homomorphisms
Let G = G1 × . . . × Gm and H = H1 × . . . ×Hn be two elementary finite Abelian groups,
where Gi, Hj are primitive subgroups. As discussed in section 7.1, we assume that the Gi
and Hj are ordered so that G = GZ ×GR ×GF ×GT and H = HZ ×HR ×HF ×HT.
Consider a continuous group homomorphism α : G → H. Let αZZ : GZ → GZ be the
map obtained by restricting the input and output of α to HZ. More precsiely, for g ∈ GZ
consider the map
(g, 0, 0, 0) ∈ G→ α(g, 0, 0, 0) ∈ H (41)
and define αZZ(g) to be the GZ-component of α(g, 0, 0, 0). The resulting map αZZ is a con-
tinuous homomorphism from Z to Z. Analogously, we define the continuous group homomor-
phisms αXY : GY → HX with X,Y = Z,R,T, F . It follows that, for any g = (z, r, f, t) ∈ G,
we have
α(g) =

αZZ(z) + αZR(r) + αZF (f) + αZT(t)
αRZ(z) + αRR(r) + αRF (f) + αRT(t)
αFZ(z) + αFR(r) + αFF (f) + αFT(t)
αTZ(z) + αTR(r) + αTF (f) + αTT(t)
↔

αZZ αZR αZF αZT
αRZ αRR αRF αRT
αFZ αFR αFF αFT
αTZ αTR αTF αTT


z
r
f
t
 (42)
α is therefore naturally identified with the the 4× 4 “matrix of maps” given in the r.h.s
of (42).
The following lemma (see e.g. [79] for a proof) shows that homomorphisms between
elementary Abelian groups must have a particular block structure.
Lemma 5. Let α : G→ H be a continuous group homomorphism. Then α has the following
block structure
α↔

αZZ 0 0 0
αRZ αRR 0 0
αFZ 0 αFF 0
αTZ αTR αTF αTT
 (43)
where 0 denotes the trivial group homomorphism.
The lemma shows, in particular, that there are no non-trivial continuous group homomor-
phisms between certain pairs of primitive groups: for instance, continuous groups cannot be
mapped into discrete ones, nor can finite groups be mapped into zero-characteristic groups.
8.2 Matrix representations
Definition 2 (Matrix representation). Consider elementary Abelian groups G = G1 ×
· · · × Gm and H = H1 × · · · × Hn and a group homomorphism α : G → H. A matrix
representation of α is an n×m real matrix A satisfying the following property:
α(g) ≡ Ax (mod H) for every g ∈ G and x ∈ Rm satisfying x ≡ g (mod G) (44)
Conversely, a real n×m matrix A is said to define a group homomorphism if there exists a
group homomorphism α satisfying (44).
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It is important to highlight that in the definition of matrix representation we impose that
the identity α(g) = Ax (mod H) holds in a very general sense: the output of the map must
be equal for inputs x, x′ that are different as strings of real numbers but correspond to the
same group element g in the group G. In particular, all strings that are congruent to zero
in G must be mapped to strings congruent to zero in H. Though these requirements are (of
course) irrelevant when we only consider groups of zero characteristic (like Z or R), they are
crucial when quotient groups are involved (such as ZN or T).
As a simple example of a matrix representation, we consider the bullet map19, which is
an isomorphism from G∗ to G• . Define the diagonal m×m matrix Υ with diagonal entries
defined as
Υ(i, i) =
{
1/Ni if Gi = ZNi for some Ni,
1 otherwise.
(45)
It is easily verified that Υ satisfies the following property: for every µ ∈ G∗ and x ∈ Rm
satisfying x ≡ µ (mod G∗), we have
µ• ≡ Υx (mod G•). (46)
Note that, with the definition of Υ, equation (37) implies
χµ(g) = exp
(
2pii
m∑
i=1
µ•(i)g(i)
)
= exp
(
2piiµTΥg
)
. (47)
Looking at equation (46) coefficient-wise, we obtain a relationship µ•(i) ≡ x(i)Ni (mod 1) for
each factor Gi of the form ZNi ; other factors are left unaffected by the bullet map. From
this expression it is easy to derive that Υ−1 is a matrix representation of the inverse of the
bullet map20, i.e. the group isomorphism µ• → µ (mod G∗).
The next lemma (see appendix A for a proof) summarizes some useful properties of
matrix representations.
Lemma 6 (Properties of matrix representations). Let G, H, J be elementary Abelian
groups, and α : G→ H and β : H → J be group homomorphisms with matrix representations
A, B, respectively. Then it holds that
(a) BA is a matrix representation of the composed homomorphism β ◦ α;
(b) The matrix A∗ := Υ−1G A
T ΥH is a matrix representation of the dual homomorphism
α∗, where ΥX denotes the matrix representation of the bullet map X∗ → X•.
As before, let G = G1 × · · · × Gm be an elementary Abelian group with each Gi of
primitive type. Let
ei = (0, . . . , 0, 1, 0, . . . , 0) (48)
19Strictly speaking, definition 2 cannot be applied to the bullet map, since G• is not an elementary Abelian
group. However the definition is straightforwardly extended to remedy this.
20We ought to highlight that the latter is by no means a general property of matrix representations. In
fact, in many cases, the matrix-inverse A−1 (if it exists) of a matrix representation A of a group isomorphism
is not a valid matrix representation of a group homomorphism. (This happens, for instance, for all group
automorphisms of the group ZN that are different from the identity.) In lemma 8 we characterize which
matrices are valid matrix representations. Also, in section 9.2 we discuss the problem of computing matrix
representations of group automorphisms.
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denote the i-th canonical basis vector of Rm. If we regard g ∈ G as an element of Rm, we
may write g =
∑
g(i)ei. Note however that ei may not belong to G itself. In particular, if
Gi = T then ei /∈ T (since 1 /∈ T in the representation we use, i.e. T = [0, 1)).
Lemma 7 (Existence of matrix representations). Every group homomorphism α :
G→ H has a matrix representation A. As a direct consequence, we have α(g) ≡∑i g(i)Aei
(mod H), for every g =
∑
i g(i)ei ∈ G.
The last property of lemma 7 is remarkable, since the coefficients g(i) are real numbers
when Gi is of the types R and T. We give a proof of the lemma in appendix A.
We finish this section by giving a normal form for matrix representations and character-
izing which types of matrices constitute valid matrix representations as in definition 2.
Lemma 8 (Normal form of a matrix representation). Let G = G1 × · · · × Gm and
H = H1×· · ·×Hn be elementary Abelian groups. Let cj , c∗j , di and d∗i denote the characteristic
of Gj , G
∗
j ,Hi and H
∗
i , respectively. Define Rep to be the subgroup of all n×m real matrices
that have integer coefficients in those rows i for which Hi has the form Z or Zdi. A real
n ×m matrix A is a valid matrix representation of some group homomorphism α : G → H
iff A is an element of Rep fulfilling two (dual) sets of consistency conditions:
cjA(i, j) = 0 mod di, d
∗
iA
∗(i, j) = 0 mod c∗j , (49)
for every i = 1, . . . , n, j = 1, . . . ,m, and being A∗ the m× n matrix defined in lemma 6(b).
Equivalently, A must be of the form
A :=

AZZ 0 0 0
ARZ ARR 0 0
AFZ 0 AFF 0
ATZ ATR ATF ATT.
 (50)
with the following restrictions:
1. AZZ and ATT are arbitrary integer matrices.
2. ARZ, ARR are arbitrary real matrices.
3. AFZ, AFF are integer matrices: the first can be arbitrary; the coefficients of the second
must be of the form
A(i, j) = αi,j
di
gcd (di, cj)
(51)
where αi,j can be arbitrary integers
21.
4. ATZ, ATR and ATF are real matrices: the first two are arbitrary; the coefficients of the
third are of the form A(i, j) = αi,j/cj where αi,j can be arbitrary integers
22.
The result is proven in appendix A.
21Since AFZ, AFF multiply integer tuples and output integer tuples modulo F = ZN1 ×· · ·×ZNc , for some
Nis, the coefficients of their ith rows can be chosen w.l.o.g. to lie in the range [0, Ni) (by taking remainders).
22Due to the periodicity of the torus, the coefficients of ATZ, ATF can be chosen to lie in the range [0, 1).
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9 Systems of linear equations over Abelian groups
Let α : G → H be a continuous group homomorphism between elementary Abelian groups
G, H and let A be a rational matrix representation of α. We consider systems of equations
of the form
α(x) ≡ Ax ≡ b (mod H), where x ∈ G, (52)
which we dub systems of linear equations over (elementary) Abelian groups. In this section
we develop algorithms to find solutions of such systems.
Systems of linear equations over Abelian groups form a large class of problems, contain-
ing, as particular instances, standard systems of linear equations over real vectors spaces,
Ax = b, A ∈ Rn×m, x ∈ Rm,b ∈ Rn, (53)
as well as systems of linear equations over other types of vector spaces, such as Zn2 , e.g.
By = c, B ∈ Zn×m2 , y ∈ Zm2 , c ∈ Zn2 . (54)
In (53) the matrixA defines a linear map from Rm to Rn, i.e. a map that fulfillsA(ax+by) =
A(ax)+A(by), for every a, b ∈ R, x,y ∈ Rn and is, hence, compatible with the vector space
operations; analogously, B in (54) is a linear map between Z2 vector spaces.
We dub systems (52) “linear” to highlight this resemblance. Yet the reader must beware
that, in general, the groups G and H in problem (52) are not vector spaces (primitive factors
of the form Z or Zd, with non-prime d, are rings yet not fields; the circle T is not even a
ring, as it lacks a well-defined multiplication operation23), and that the map A is a group
homomorphism between groups, but not a linear map between vector spaces.
Indeed, there are interesting classes of problems that fit in the class (52) and that are
not systems of linear equations over vectors spaces. An example are the systems of linear
equations over finite Abelian groups studied in [2]. Another example are systems of mixed
real-integer linear equations [3, 80], that we introduce later in this section (equation 56).
Input of the problem We only consider systems of the form (52) where the matrix A is
rational. In other words, we always assume that the group homomorphism α has a rational
matrix representation A; the latter is given to us in the input of our problem. Exact integer
arithmetic will be used to store the rational coefficients of A; floating point arithmetic will
never be needed in our work.
Of course, not all group homomorphisms have rational matrix representations (cf. lemma
8). However, for the applications we are interested in this paper (cf. [46]) it is enough to
study this subclass.
General solutions of system (56) Since A is a homomorphism, it follows that the set
Gsol of all solutions of (52) is either empty or a coset of the kernel of A:
Gsol = x0 + kerA (55)
The main purpose of this section is to devise efficient algorithms to solve system (52) when
A, b are given as input, in the following sense: we say that we have solved system (52) if we
manage to find a general solution of (52) as defined next.
23Recall that T is a quotient group of R and that the addition in T is well-defined group operation between
equivalence classes. It is, however, not possible to define a multiplication ab for a, b ∈ T operation between
equivalence classes: different choices of class representatives yield different results.
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Definition 3 (General solution of system (52)). A general solution of a system of
equations Ax ≡ b (mod H) as in (52) is a duple (x0, E) where x0 is a particular solution of
the system and E is a continuous group homomorphism (given as a matrix representation)
from an auxiliary group X := Rα × Zβ into G, whose image im E is the kernel of A.
Although it is not straightforward to prove, general solutions of systems of the form (52)
always exist. This is shown in appendix B.
9.1 Algorithm for finding a general solution of (52)
Observe that if we know a general-solution (x0, E) of system (52) then we can conveniently
write the set of all solutions simply as Gsol = x0+ im E . This expression suggests us a simple
heuristic to sample random elements in Gsol— which will be an important step in our proof
of our main classical simulation result—based on the following approach:
(1) Choose a random element v ∈ X using some efficient classical procedure. This step
should be feasible since this group has a simple structure: it is just the product of a
conventional real Euclidean space Ra and an integer lattice Zb.
(2) Apply the map v → x0 + E(v), yielding a probability distribution on Gsol.
A main contribution of our work is a deterministic classical algorithm that finds a general
solution of any system of the form (52) in polynomial time. This is the content of the next
theorem, which is one of our main technical results.
Theorem 2 (General solution of system (52)). Let A, b define a system of linear equa-
tions (over elementary Abelian groups) of form (52), with the group G as solution space
and image group H. Let m and n denote the number of direct-product factors of G and
H respectively and let ci, dj denote the characteristics of Gi and dj . Then there exist effi-
cient, deterministic, exact classical algorithms to solve the following tasks in worst-case time
complexity O(poly(m,n, log ‖A‖b, log ‖b‖b, log ci, log dj):
1. Decide whether system (52) admits a solution.
2. Find a general solution (x0, E) of (52).
A rigorous proof of this theorem is given in appendix C. The main ideas behind it are
discussed next.
In short, we show that the problem of finding a general solution of a system of the form
(52) reduces in polynomial time to the problem of finding a general solution of a so-called
system of mixed real-integer linear equations [3].
A′x′ +B′y′ = c, where x′ ∈ Za, y′ ∈ Rb, (56)
where A′ and B′ are rational matrices and c is a rational vector. Denoting by Rb
′
the given
space in which c lives, we see that, in our notation,
(
A B
)
w = c, where w ∈ Za × Rb is a
particular instance of a system of linear equations over elementary locally compact Abelian
groups that are products of Z and R. Systems (56) play an important role within the class
of problems (52), since any efficient algorithm to solve the former can be adapted to solve
the latter in polynomial time.
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The second main idea in the proof of theorem 2 is to apply an existing (deterministic)
algorithm by Bowman and Burdet [3] that computes a general solution to a system of the
form (56). Although Bowman and Burdet did not prove the efficiency of their algorithm in
[3], we show in appendix D that it can be implemented in polynomial-time, completing the
proof of the theorem.
9.2 Computing inverses of group automorphisms
In section 8.2 we discussed that computing a matrix representation of the inverse α−1 of a
group automorphism α cannot be done by simply inverting a (given) matrix representation
A of α. However, the algorithm given in theorem 2 can be adapted to applied to solve this
problem.
Lemma 9. Let α : G→ G be a continuous group automorphism. Given any matrix represen-
tation A of α, there exists efficient classical algorithms that compute a matrix representation
X of the inverse group automorphism α−1.
A proof (and an algorithm) is given in appendix E.
10 Quadratic functions
In this section we study the properties of quadratic functions over arbitrary elementary
groups of the form G = Ra × Ta × Zb × ZN1 × · · · × ZNc . Most importantly, we give
normal forms for quadratic functions and bicharacters. We list results without proof, since
all techniques used throughout the section are classical. Yet, we highlight that the normal
form in theorem 1 should be of quantum interest, since it can be used to give a normal form
for stabilizer states over elementary groups.
All results in this section are proven in appendix F.
10.1 Definitions
Let G be an elementary Abelian group. Recall from section 5 that a bicharacter of G is a
continuous complex function B : G×G→ U(1) such that the restriction of B to either one
of its arguments is a character of G. Recall that a quadratic function ξ : G → U(1) is a
continuous function for which there exists a bicharacter B such that
ξ(g + h) = ξ(g)ξ(h)B(g, h) for all g, h ∈ G. (57)
We say that ξ is a B-representation.
A bicharacter B is said to be symmetric if B(g, h) = B(h, g) for all g, h ∈ G. Symmetric
bicharacters are natural objects to consider in the context of quadratic functions: if ξ is a
B-representation then B is symmetric since
B(g, h) = ξ(g + h)ξ(g)ξ(h) = ξ(h+ g)ξ(h)ξ(g) = B(h, g). (58)
10.2 Normal form of bicharacters
The next lemmas characterize bicharacter functions.
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Lemma 10 (Normal form of a bicharacter). Given an elementary Abelian group G,
then a function B : G×G→ U(1) is a bi-character iff it can be written in the normal form
B(g, h) = χβ(g)(h) (59)
where β is some group homomorphism from G into G∗.
This result generalizes lemma 5(a) in [1].The next lemma gives a explicit characterization
of symmetric bicharacter functions.
Lemma 11 (Normal form of a symmetric bicharacter). Let B be a symmetric bichar-
acter of G in the form (59) and let A be a matrix representation of the homomorphism β.
Let Υ denote the default matrix representation of the bullet map G∗ → G• as in (45), and
M = ΥA. Then
(a) B(g, h) = exp (2pii gTMh) for all g, h ∈ G.
(b) M is a matrix representation of the homomorphism G
β→ G∗ •→ G•.
(c) If x, y ∈ Rm and g, h ∈ G are such that x ≡ g (mod G) and y ≡ h (mod G), then
B(g, h) = exp (2pii xTMy). (60)
(d) The matrix M is symmetric modulo integer factors, i.e. M = MT mod Z.
(e) The matrix M can be efficiently symmetrized: i.e. one can compute in classical poly-
nomial time a symmetric matrix M ′ = M
′T that also fulfills (a)-(b)-(c).
10.3 Normal form of quadratic functions
Our final goal is to characterize all quadratic functions. This is achieved in theorem 3. To
show this result a few lemmas are needed.
Lemma 12. Two quadratic functions ξ1,ξ2 that are B-representations of the same bichar-
acter B must be equal up to multiplication by a character of G, i.e. there exists µ ∈ G∗ such
that
ξ1(g) = χµ(g)ξ2(g), for every g ∈ G. (61)
Proof. We prove that the function f(g) := ξ1(g)/ξ2(g) is a character, implying that there
exists µ ∈ G∗ such that χµ = f :
f(g + h) :=
ξ1(g)
ξ2(g)
ξ1(h)
ξ2(h)
B(g, h)
B(g, h)
= f(g)f(h). (62)
We highlight that a much more general version of lemma 12 was proven in [81], using
projective representation theory24.
Our approach now will be to find a method to construct a quadratic function that is a
B-representation for any given bicharacter B. Given one B-representation, lemma 12 tells
24Precisely, the authors show (see theorem 1 in [81]) that if D1, D2 are finite-dimensional irreducible
unitary projective representations of a locally compact Abelian group G, possessing the same factor system
ω, then there exists a unitary transformation U and a character χh such that U
−1D1(g)U = χh(g)D2(g).
In our set-up quadratic functions are one-dimensional projective irreps of G and bicharacters are particular
examples of factor systems.
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us how all other B-representation look like. We can exploit this to characterize all possible
quadratic functions, since we know how symmetric bicharacters look (lemma11).
The next lemma shows how to construct B-representations canonically.
Lemma 13. Let be a bicharacter B of G. Consider a symmetric real matrix M such that
B(g, h) = exp (2pii gTMh). Then the following function is quadratic and a B-representation:
Q(g) := epii (g
TMg+CTg), (63)
where C is an integer vector dependent on M , defined component-wise as C(i) = M(i, i)ci,
where ci denotes the characteristic of the group Gi.
Finally, we arrive at the main result of this section.
Theorem 3 (Normal form of a quadratic function). Let G be an elementary Abelian
group. Then a function ξ : G→ U(1) is quadratic if and only if
ξ(g) = epii (g
TMg + CTg + 2vTg) (64)
where C, v, M are, respectively, two vectors and a matrix that satisfy the following:
• v is an element of the bullet group G•;
• M is the matrix representation of a group homomorphism from G to G•; and
• C is an integer vector dependent on M , defined component-wise as C(i) = M(i, i)ci,
where ci is the characteristic of the group Gi.
As discussed in the introduction, theorem 3 may be used to extend part of the so-called
“discrete Hudson theorem” of Gross [19], which states that the phases of odd-qudit stabilizer
states are quadratic.
The normal form in theorem 3 can be very useful to perform certain calculations within
the space of quadratic functions, as illustrated by the following lemma.
Lemma 14. Let ξM,v be the quadratic function (64) over G. Let A be the matrix representa-
tion of a continuous group homomorphism α : G→ G. Then the composed function ξM,v ◦α
is also quadratic and can be written in the normal form (64) as ξM ′,v′ , with
M ′ := ATMA, v′ := ATv + vA,M , vA,M := ATCM − CATMA, (65)
where CM is the vector C associated with M in (64).
This lemma will be used to prove theorem 1 (in the proof of lemma 21.)
11 Pauli operators over Abelian groups
In this section we introduce Pauli operators over groups of the form G = Za × Tb × F
(note that we no longer include factors of Rd because these groups are not related to the
Hilbert spaces that we study in this paper), discuss some of their basic properties and finally
show that normalizer gates map any Pauli operator to another Pauli operator. The latter
property is a generalization of a well known property for qubit systems, namely that Clifford
operations map the Pauli group to itself.
Note on terminology. Throughout the rest of the paper, sometimes we use the symbol
HT as a second name for the Hilbert space HZ. Whenever this notation is used, we make
implicit that we are working on the Fourier basis of HZ, which is labeled by the circle group
T. Sometimes, this basis will be called the T standard basis or just T basis.
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11.1 Definition and basic properties
Consider an Abelian group of the form G = Za×Tb×F and the associated Hilbert space HG
with the associated group-element basis {|g〉 : g ∈ G} as defined in section 4 . We define two
types of unitary gates acting on HG, which we call the Pauli operators of G. The first type
of Pauli operators are the X-type operators XG(g) (often called shift operators in generalized
harmonic analysis):
XG(g)ψ(h) := ψ(h− g), for every g, h ∈ G, (66)
where the ψ(h) are the coefficients of some quantum state |ψ〉 in HG. These operators can
also be written via their action on the standard basis, which yields a more familiar definition:
XG(g)|h〉 = |g + h〉, for every g, h ∈ G. (67)
In representation theory, the map g → XG(g) is called the regular representation of the
group G. The second type of Pauli operators are the Z-type operators ZG(µ):
ZG(µ)|g〉 := χµ(g)|g〉, for every g ∈ G, µ ∈ G∗. (68)
We define a generalized Pauli operator of G to be any unitary operator of the form
σ := γZG(µ)XG(g) (69)
where γ is a complex number with unit modulus. We will call the duple (µ, g) and the
complex number γ, respectively, the label and the phase of the Pauli operator σ. Furthermore
we will regard the label (µ, g) as an element of the Abelian groupG∗×G. The above definition
of Pauli operators is a generalization of the notion of Pauli operators over finite Abelian
groups as considered in [1, 2], which was in turn a generalization of the standard notion
of Pauli operators for qubit systems. An important distinction between Pauli operators
for finite Abelian groups and the current setting is that the ZG(µ) are labeled by µ ∈ G∗.
For finite Abelian groups, we have G∗ = G and consequently the Z-type operators are also
labeled by elements of G.
Using the definition of Pauli operators, it is straightforward to verify the following com-
mutation relations, which hold for all g ∈ G and µ ∈ G∗:
XG(g)XG(h) = XG(g + h) = XG(h)XG(g)
ZG(µ)ZG(ν) = ZG(µ+ ν) = ZG(ν)ZG(µ) (70)
ZG(µ)XG(g) = χµ(g)XG(g)ZG(µ)
It follows that the set of generalized Pauli operators of G form a group, which we shall call
the Pauli group of G.
11.2 Evolution of Pauli operators
The connection between normalizer gates and the Pauli group is that the former “preserve”
the latter under conjugation, as we will show in this section. This property will be a gen-
eralization of the well known fact that the Pauli group for n qubits is mapped to itself
under the conjugation map σ → UσU †, where U is either a Hadamard gate, CNOT gate
or (π/2)-phase gate[6, 7]—these gates being normalizer gates for the group G = Z2 × . . .Z2
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[1, 2]. More generally, it was shown in [1] that normalizer gates over any finite Abelian group
G map the corresponding Pauli group over G to itself under conjugation. In generalizing
the latter result to Abelian groups of the form G = Za × Tb × F , we will however note an
important distinction. Namely, normalizer gates over G will map Pauli operators over G
to Pauli operators over a group G′ which is, in general, different from the initial group G.
This feature is a consequence of the fact that the groups Za and Tb are no longer autodual
(whereas all finite Abelian groups are). Consequently, as we have seen in section 5.1, the
QFT over G (or any partial QFT) will change the group that labels the designated basis of
H from G to G′. We will therefore find that the QFT maps Pauli operators over G to Pauli
operators over G′. In contrast, such a situation does not occur for automorphism gates and
quadratic phase gates, which do not change the group G that labels the designated basis.
Before describing the action of normalizer gates on Pauli operators (theorem 4), we
provide two properties of QFTs.
Lemma 15 (Fourier transforms diagonalize shift operators). Consider a group of the
form G = Za×Tb×F . Then the X-type Pauli operators of G and the Z-type operator of G∗
are related via the quantum Fourier transform FG over G:
ZG∗(g) = FGXG(g)F†G. (71)
Proof. We show this by direct evaluation of the operator XG(h) on the Fourier basis states
(section 4 definition). Using the definitions introduced in section 7.2 we can write the vectors
in the Fourier basis of G in terms of character functions (definition 1): letting |µ〉 be the
state
|µ〉 =
∫
G
dhχµ(h)|h〉 =
∫
G
dhχ−µ(h)|h〉, (72)
then the Fourier basis of G is just the set {|µ〉, µ ∈ G∗}. Now it is easy to derive
XG(g)|µ〉 = XG(g)
(∫
G
dhχµ(h)|h〉
)
=
∫
G
dhχµ(h)|g + h〉 =
∫
G
dh′χµ(h′ − g)
∣∣h′〉
= χµ(−g)
(∫
G
dh′χµ(h′)
∣∣h′〉) = χg(µ)|µ〉 = ZG∗(g)|µ〉. (73)
In the derivation we use lemmas 1, 2 and equation (68) applied to the group G∗.
The next theorem shows that normalizer gates are generalized Clifford operations, i.e.
they transform Pauli operators into Pauli operators under conjugation and, therefore, they
normalize the group of all Pauli operators within the group of all unitary gates25.
Theorem 4 (Normalizer gates are Clifford). Consider a group of the form G = Za ×
Tb×F . Let U be a normalizer gate of the group G. Then U corresponds to an isometry from
HG to HG′ for some suitable group G′, as discussed in section 5. Then the conjugation map
σ → UσU † sends Pauli operators of G to Pauli operators of G′. We say that U is a Clifford
operator.
Proof. We provide an explicit proof for Pauli operators of type XG(g) and ZG(µ). This is
enough to prove the lemma due to (70). As before, G = G1 × · · · × Gm where the Gi are
groups of primitive type.
We break the proof into three cases.
25It is usual in quantum information theory to call the normalizer group of the n-qubit Pauli group “the
Clifford group” because of a “tenuous relationship” [82, Gottesman] to Clifford algebras.
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• If U is an automorphism gate Uα : |h〉 → |α(h)〉 then
UαXG(g)U
†
α|h〉 = |α(α−1(h) + g)〉 = |h+ α(g)〉 = XG(α(g))|h〉, (74)
UαZG(µ)U
†
α|h〉 = χµ(α−1(h))|h〉 = χα∗-1 (µ)(h)|h〉 = ZG
(
α∗
-1
(µ)
)
|h〉. (75)
• If U is a quadratic phase gate Dξ associated with a quadratic function ξ then
DξXG(g)D
†
ξ |h〉 = ξ(g + h)ξ(h)|g + h〉 = ξ(g)B(g, h)|g + h〉
= ξ(g)χβ(g)(h)|g + h〉 = ξ(g)X(g)Z(β(g))|h〉, (76)
where, in the second line, we use lemma 10. Moreover DξZG(µ)D
†
ξ = ZG(µ) since
diagonal gates commute.
• If U is the Fourier transform FG on the HG then
FGXG(g)F
†
G = ZG∗(g), FGZG(µ)F
†
G = XG∗(−µ). (77)
The first identity is the content of lemma 15. The second is proved in a similar way:
ZG(µ)|ν〉 = ZG(µ)
(∫
G
dhχ−ν(h)|h〉
)
=
∫
G
dhχ−ν(h)χµ(h)|h〉 =
∫
G
dhχ−(ν−µ)(h)|h〉
= |ν − µ〉 = XG∗(−µ)|ν〉, (78)
where we apply (72), lemma 2 and (67,68). These formula also apply to partial Fourier
transforms FGi , since Pauli operators decompose as tensor products.
12 Stabilizer states
In this section we develop a stabilizer framework to simulate normalizer circuits over infinite
Abelian groups of the form G = Za × Tb × ZN1 × · · · × ZNc . As explained in section
1, our techniques generalize methods given in [1, 2] (which apply to groups of the form
F = ZN1 × · · · × ZNc) and is closely related to the (more general) monomial stabilizer
formalism [83].
12.1 Definition and basic properties
A stabilizer group S over G is any group of commuting Pauli operators of G with a nontrivial
+1 common eigenspace. Here we are interested in stabilizer groups where the +1 common
eigenspace is one-dimensional, i.e. there exists a state |ψ〉 such that σ|ψ〉 = |ψ〉 for all
σ ∈ S, and moreover |ψ〉 is the unique state (up to normalization) with this property. Such
states are called stabilizer states (over G). This terminology is an extension of the already
established stabilizer formalism for finite-dimensional systems [6–9, 1, 2].
We stress here that stabilizer states |ψ〉 are allowed to be unnormalizable states; in other
words, we do not require |ψ〉 to belong to the physical Hilbert space HG. In a more precise
language, stabilizer states may be tempered distributions in the Schwartz-Bruhat space S×G
[69, 70]. This issue arises only when considering infinite groups, i.e. groups containing Z or
T. An example of a non-physical stabilizer state is the Fourier basis state |p〉 (3) (we argue
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below that this is indeed a stabilizer state). Note that not all stabilizer states for G = T
must be unphysical; an example of a physical stabilizer state within HG is∫
T
dp|p〉. (79)
The stabilizer group of this state is {XT(p) : p ∈ T}, which can be alternatively written as
{ZZ(p) : p ∈ T} (lemma 15). Similar examples of stabilizer states within and outside HG
can be given for G = Z. Note, however, that in this case the standard basis states |x〉 with
x ∈ Z (which are again stabilizer states) do belong to HZ.
Next we show that all standard basis states are stabilizer states.
Lemma 16. Consider G = Za×Tb×F with associated Hilbert space HG and standard basis
states {|g〉 : g ∈ G}. Then every standard basis state |g〉 is a stabilizer state. Its stabilizer
group is
{χµ(g)ZG(µ) : µ ∈ G∗}. (80)
The lemma implies that the Fourier basis states and, in general, any of the allowed
group-element basis states (11) are stabilizer states.
Proof. Let us first prove the theorem for g = 0, and show that |0〉 is the unique state that is
stabilized by S = {ZG(µ) : µ ∈ G∗}. It is easy to check that a standard-basis state |h〉 with
h ∈ G is a common +1-eigenstate of S if and only if χµ(h) = 1 for all µ ∈ G∗ or, equivalently,
iff h belongs to G⊥, the annihilator of G. It is known that G⊥ coincides with the trivial
subgroup {0} of G∗ [61, corollary 20.22], and therefore |0〉 is the unique standard-basis state
that is also a common +1 eigenstate of S. Since all unitary operators of S are diagonal in
the standard basis, |0〉 is the unique common +1 eigenstate of S.
For arbitrary |g〉 = XG(g)|0〉, the stabilizer group of |g〉 is XG(g)SXG(g)†, which equals
{χµ(g)ZG(µ) : µ ∈ G∗} (see equation (70)).
Let |ψ〉 be a stabilizer state with stabilizer group S. We define the following sets, all of
which are easily verified to be Abelian groups:
L := {(µ, g) ∈ G∗ ×G : S contains a Pauli operator of the form γZ(µ)X(g)};
H := {g ∈ G : S contains a Pauli operator of the form γZ(µ)X(g)};
D := {µ ∈ G∗ : S contains a Pauli operator of the form γZ(µ)} (81)
The groups L, D and H contain information about the labels of the operators in S. We
highlight that, although D and H are subsets of very different groups (namely G and G∗,
respectively), they are actually closely related to each other by the relation
H ⊆ D⊥ (or, equivalently, D ⊆ H⊥), (82)
which follows from the commutativity of the elements in S and the definition of orthogonal
complement (recall section 11.1).
Finally, let D be the subgroup of all diagonal Pauli operators of S. It is easy to see that,
by definition, D and D are isomorphic to each other.
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12.2 Support of a stabilizer state
We show that the support of a stabilizer state |ψ〉 (the manifold of points where the wave-
function ψ(x) is not zero) can be fully characterized in terms of the label groups H, D.
Our next result characterizes the the structure of this wavefunction.
Lemma 17. Every stabilizer state |ψ〉 over G is a uniform quantum superposition over some
subset of the form s+ H, where H is a subgroup of G. Equivalently, any stabilizer state |ψ〉
can be writen in the the form
|ψ〉 =
∫
H
dhψ(h)|s+ h〉 (83)
where all amplitudes have equal absolute value |ψ(h)| = 1. We call the s+H the support of
the state.
This lemma generalizes corollary 1 in [1].
Proof. Let |ψ〉 be an arbitrary quantum state |ψ〉 = ∫X dg ψ(g)|g〉. The action of an arbitrary
Pauli operator U = γZG(µ)XG(h) ∈ S on the state is
U |ψ〉 = γ
∫
X
dg χµ(g + h)ψ(g)|g + h〉 =
∫
X
dg ψ(g)|g〉 = |ψ〉. (84)
Recall the definition of H in (81). Comparing the two integrals in (84), and knowing that
|χµ(x)| = 1 for every x ∈ G, we find that the absolute value of ψ cannot change if we shift
this function by an element of H; in other words,
for every g ∈ X it holds |ψ(g)| = |ψ(g + h)| for every h ∈ H. (85)
Now let Y ⊂ X denote the subset of points y ∈ X for which ψ(y) 6= 0. Eq. (85) implies that
Y is a disjoint union of cosets of H, i.e.
Y =
⋃
ι∈I
sι +H, (86)
where I is a (potentially uncountable) index set, and that |ψ〉 is of the form
|ψ〉 =
∫
Y
dy ψ(y)|y〉 =
∫
I
dι α(ι)|φι〉, (87)
where the states |φι〉 are non-zero linearly-independent uniform superpositions over the cosets
xι +H:
|φι〉 =
∫
H
dhφι(h)|sι + h〉 (88)
and |φι(h)| = 1 for every h. Putting together (87) and (88) we conclude that, for any U ∈ S,
the condition U |ψ〉 = |ψ〉 is fulfilled if and only if U |φι〉 = |φι〉 for every |φι〉: this holds
because U leaves invariant the mutually-orthogonal vector spaces Vι := span{|sι + h〉 : h ∈
H}. Consequently, every state |φι〉 is a (non-zero) common +1 eigenstate of all operators
in S. Finally, since we know that |ψ〉 is the unique +1 common eigenstate of S, it follows
from (87, 88) that I has exactly one element and Y = s + H; as a result, |ψ〉 is a uniform
superposition of the form (88). This proves the lemma.
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Lemma 18. An element x ∈ G belongs to the support s+ H of a stabilizer state |ψ〉 if and
only if
D|x〉 = |x〉 for all D ∈ D. (89)
Equivalently, using that every D is of the form D = γµZG∗(µ) for some µ ∈ D and that γµ
is determined given µ,
supp(|ψ〉) = {x ∈ G : χµ(x) = γµ for all µ ∈ D}. (90)
Lemma 18 was proven for finite groups in [1], partially exploiting the monomial stabilizer
formalism (MSF) developed in [83]. Since the MSF framework has not been generalized to
finite dimensional Hilbert spaces, the techniques in [83, 1] can no longer be applied in our
setting26. Our proof works in infinite dimensions and even in the case when the Pauli
operators (66,68) have unnormalizable eigenstates.
Proof. Write |ψ〉 as in (83) integrating over X := s + H. Then, the “if” condition follows
easily by evaluating the action of an arbitrary diagonal stabilizer operator D = γµZG∗(µ)
on a the stabilizer state |ψ〉: indeed, the condition
D|ψ〉 = |ψ〉 ⇐⇒
∫
X
dx (γµχµ(x))ψ(x)|x〉 =
∫
X
dxψ(x)|x〉, (91)
holds only if γµχµ(x) = 1, which is equivalent to D|x〉 = |x〉 (here, we use implicitly that
ψ(x) 6= 0 for all integration points).
Now we prove the reverse implication. Take x ∈ G such that D|x〉 = |x〉 for all D ∈ D.
We want to show that |x〉 belongs to the set s+H. We argue by contradiction, showing that
x /∈ s+H implies that there exists a nonzero common +1 eigenstate |φ〉 of all S that is not
proportional to |ψ〉, which cannot happen.
We now show how to construct such a |φ〉.
Let Y := {ξ(µ, g)ZG∗(µ)XG(g)} be a system of representatives of the factor group
S/D. For every h ∈ H, we use the notation Vh to denote a Pauli operator of the form
ξ(νh, h)ZG∗(νh)XG(h). It is easy to see that the set of all such Vh forms an equivalence class
in S/D, so that there is a one-to-one correspondence between H and S/D. Therefore, if to
every h ∈ H we associate a Uh ∈ Y (in a unique way), written as Uh := ξ(νh, h)ZG∗(νh)X(h),
then we have that:
(a) any Pauli operator V ∈ S can be written as V = UxD for some Ux ∈ Y and D ∈ D;
(b) UgUh = Ug+hDg,h for every Ug, Uh ∈ Y and some Dg,h ∈ D.
With this conventions, we take φ to be the state
|φ〉 :=
(∫
Y
dU U
)
|x〉 =
(∫
H
dhUh
)
|x〉 =
∫
H
dh ξ(νh, h)χνh(x+ h)|x+ h〉dh. (92)
The last equality in (92) shows that |φ〉 is a uniform superposition over x+H. As a result,
|φ〉 is non-zero. Moreover, |φ〉 linearly independent from |ψ〉 if we assume x /∈ supp(ψ), since
26The authors believe that the MSF formalism in [83] should be easy to extend to infinite dimensional
systems if one looks at monomial stabilizer groups with normalizable eigenstates. However, dealing with
monomial operators with unnormalizable eigenstates—which can be the case for (66,68)—seems to be noto-
riously harder.
37
this implies that supp(φ) = x+ H and supp(ψ) = s+ H are disjoint. Lastly, we prove that
|φ〉 is stabilized by all Pauli operators in S. First, for any diagonal stabilizer D we get
D|φ〉 = D
(∫
Y
dU U
)
|x〉 =
(∫
Y
dU U
)
D|x〉 =
(∫
Y
dU U
)
|x〉, (93)
due to commutativity and the promise that D|x〉 = |x〉. Also, any stabilizer of the form Ux
from the set of representatives Y fulfills
Ux|φ〉 = Ux
(∫
H
dhUh
)
|x〉 =
(∫
H
dhUxUh
)
|x〉 =
(∫
H
dhUx+h
)
Dx,h|x〉 (94)
=
(∫
H
dh′ Uh′
)
|x〉 = |φ〉 (95)
Hence, using property (a) above, it follows that any arbitrary stabilizer V stabilizes |φ〉 as
well.
Corollary 1. The sets H and supp(|ψ〉) = s+H are closed.
Proof. It follows from (90) that supp(|ψ〉) is of the form x0+D⊥. Putting this together with
(83) in lemma 17 it follows that H = D⊥. Since any annihilator is closed (lemma 4), H is
closed. Since the group operation of G is a continuous map27, s+H is closed too.
13 Proof of theorem 1
In this section we prove our main result (theorem 1). As anticipated, we divide the proof
in three parts. In section 13.1, we show that the evolution of the quantum state during
a normalizer computation can be tracked efficiently using stabilizer groups (which we
introduced in the previous section). In section 13.2 we show how to compute the support
of the final quantum state by reducing the problem to solving systems of linear equations
over an Abelian group, which can be reduced to systems of mixed real-integer linear
equations [3] and solved with the classical algorithms presented in section 9. Finally, in
section 13.3, we show how to simulate the final measurement of a normalizer computation
by developing net techniques (based, again, on the algorithms of section 9) to sample the
support of the final state.
13.1 Tracking normalizer evolutions with stabilizer groups
As in the celebrated Gottesman-Knill theorem [6, 7] and its existing generalizations [9, 16,
18, 1, 2], our approach will be to track the evolution of the system in a stabilizer picture.
Since we know that the initial state |0〉 is a stabilizer state (lemma 16) and that normalizer
gates are Clifford operations (lemma 19), it follows that the quantum state at every time
step of a normalizer computation is a stabilizer state. It is thus tempting to use stabilizer
groups of Abelian-group Pauli operators to classically describe the evolution of the system
during the computation; this approach was used in [1, 2] to simulate normalizer circuits over
finite Abelian groups. (We remind the reader at this point that qubit and qudit Clifford
circuits are particular instances of normalizer circuits over finite Abelian groups [2].)
27This is a fundamental property of topological groups. Consult e.g. [61, 62] for details.
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However, complications arise compared to all previous cases where normalizer circuits
are associated to a finite group G. We discuss these issues next.
Stabilizer groups are infinitely generated. A common ingredient in all previously
known methods to simulate Clifford circuits and normalizer circuits over finite Abelian groups
can no longer be used in our setting: traditionally28, simulation algorithms based on sta-
bilizer groups keep track of a list of (polynomially many) generators of a stabilizer group,
which can be updated to reflect the action of Clifford/normalizer gates. In our set-up, this
is a futile approach because stabilizer groups over infinite Abelian groups can have an in-
finite number of generators. Consider for example the state |0〉 with G = Z, which has a
continuous stabilizer group {ZG(p)|p ∈ T} (lemma 16); the group that describes the labels
of the Pauli operators is the circle group T, which cannot be generated by a finite number
of elements (since it is uncountable).
Fourier transforms change the group G. In previous works [1, 2], the group G asso-
ciated to a normalizer circuits is a parameter that does not change during the computation.
In section 11.2 we discussed that our setting is different, as Fourier transforms can change
the group that labels the designated basis (theorem 4, eq. 77; this reflects that groups (1,10)
are not autodual.
In this section we will develop new methods to track the evolution of stabilizer groups,
that deal with the issues mentioned above.
From now on, unless stated otherwise, we consider a normalizer circuit C comprising T
gates. The input is the |0〉 state of a group G, which we denote by G(0) to indicate that
this group occurs at time t = 0. The stabilizer group of |0〉 is {ZG(µ) : µ ∈ G(0)∗}. The
quantum state at any time t during the computation will have the form |ψ(t)〉 = Ct|0〉 where
Ct is the normalizer circuit containing the first t gates of C. This state is a stabilizer state
over a group G(t). The stabilizer group of |ψ(t)〉 is S(t) := {CtZG∗(µ)C†t , µ ∈ G(0)∗}.
Throughout this section, we always assume that normalizer gates are given in the stan-
dard encodings defined in section 6.
Tracking the change of group G
First, we show how to keep track of how the group G that labels the designated basis changes
along the computation. Let G = G1 × · · · ×Gm with each Gi of primitive type. Define now
the larger group Γ := G∗ ×G. Note that the labels (µ, g) of a Pauli operator γZG(µ)XG(g)
can be regarded as an element of Γ, so that the transformations of these labels in theorem 4
can be understood as transformations of this group. We show next that the transformations
induces on this group by normalizer gates are continuous group isomorphisms, that can be
stored in terms of matrix representations. This will give us a method to keep track of G and
G∗ at the same time. Studying the transformation of Γ as a whole (instead of just G) will
be useful in the next section, where we consider the evolution of Pauli operators.
First, note that both automorphism gates and quadratic phase gates leave G (and thus
28As discussed in section “Relationship to previous work”, there are a few simulation methods [34–36] for
Clifford circuits that are not based on stabilizer-groups, but they are more limited than stabilizer-group
methods: the Schrödinger-picture simulation in [34] is for non-adaptive qubit Clifford circuits; the Wigner-
function simulation in [35, 36] is for odd-dimensional qudit Clifford circuits (cf. also section 1).
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Γ) unchanged (theorem 4). We can keep track of this effect by storing the 2m× 2m identiy
matrix I2m (the matrix clearly defines a group automorphism of Γ). Moreover, (77) shows
that Fourier transforms just induce a signed-swap operation on the factors of Γ. We can
associate a 2m × 2m matrix Si to this operation, defined as follows: Si acts non-trivially
(under multiplication) only on the factors G∗i and Gi; in the subgroup G
∗
i × Gi formed by
these factors Si acts as
(µ(i), g(i)) ∈ G∗i ×Gi −→ (g(i),−µ(i)) ∈ Gi ×G∗i . (96)
By construction, Γ′ = SiΓ. Manifestly, Si defines a group isomorphism Si : Γ→ Γ′.
Lastly, let G(t) denote the underlying group at time step t of the computation. Define
Γ(t) := G∗(t)×G(t) and let V1, . . . , Vt be the matrices associated to the first t gates describing
the transformations of Γ. Then, we have Γ(t) = VtVt−1 · · ·V1Γ(0), so that it is enough to
store the matrix VtVt−1 · · ·V1 to keep track of the group Γ(t).
Tracking Pauli operators
We deal next with the fact that we can no longer store the “generators” of a stabilizer group.
We will exploit a crucial mathematical property of our stabilizer groups: for any stabilizer
group S arising along the course of a normalizer circuit, we will show that there always exists
a classical description for S consisting of a triple (Λ,M, v) where Λ and M are real matrices
and v is a real vector. If we have G = Ta × Zb × ZN1 × · · · × ZNc with m = a+ b+ c, then
all elements of the triple (Λ,M, v) will have O(polym) entries. As a result, we can use these
triples to describe the stabilizer state |ψ〉 associated to S efficiently classically. Moreover,
we shall show (lemmas 19, 21) that the description (Λ,M, v) can be efficiently transformed
to track the evolution of |ψ〉 under the action of a normalizer circuit.
Let Γ(t) be the group G∗(t) ×G(t). Recalling the definition of the group L in (81), we
denote by L(t) ⊆ Γ(t) this group at time t. We want to keep track of this group in a way
that does not involve storing an infinite number of generators. As a first step, we consider
the initial standard basis state |0〉, where
L(0) = {(µ, 0) : µ ∈ G(0)∗}. (97)
A key observation is that this group can be written as the image of a continuous group
homomorphism
Λ0 : (µ, g) ∈ Γ(0)→ (µ, 0) ∈ Γ(0); (98)
it is easy to verify L(0) = imΛ0. Therefore, in order to keep track of the (potentially
uncountable) set L(0) it is enough to store a 2m × 2m matrix representation of Λ0 (which
we denote by the same symbol):
Λ0 =
(
I 0
0 0
)
(99)
Motivated by this property, we will track the evolution of the group L(t) of Pauli-operator
labels by means of a matrix representation of a group homomorphism: Λt : Γ(0) → Γ(t)
whose image is precisely L(t). The following lemma states that this approach works.
Lemma 19 (Evolution of Pauli labels). There exists a group homomorphism Λt from
Γ(0) to Γ(t) satisfying
L(t) = imΛt. (100)
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Moreover, a matrix representation of Λt can be computed in classical polynomial time, using
O(poly(m, t)) basic arithmetic operations.
Proof. We show this by induction. As discussed above, at t = 0 we choose Λ0 as in (99).
Now, given the homomorphism Λt at time t, we show how to compute Λt+1 for every type
of normalizer gate. The proof relies heavily on the identities in the proof of theorem 4. We
also note that the equations below are for groups of commuting Pauli operators but they
can be readily applied to any single Pauli operator just by considering the stabilizer group
it generates.
• Automorphism gate Uα: Let A be a matrix representation of α; then equations (74)-
(75) imply
Λt+1 =
(
A∗
-1
0
0 A
)
Λt. (101)
The matrix A∗
-1
can be computed efficiently due to lemmas 9 and 6.(b).
• Quadratic phase gate Dξ: suppose that ξ is a B-representation for some bicharacter
B (recall section 10). Let M be a matrix representation of the homomorphism β that
appears in lemma 10. Then (76) implies
Λt+1 =
(
I M
0 I
)
Λt. (102)
• Partial Fourier transform FGi : recalling (77), we simply have
Λ(t+ 1) = SiΛ(t), (103)
with
Si =

1
0
1
0
1
0
0
−1
0
1
0
1
 (104)
where the
(
0 1
−1 0
)
subblock in Si corresponds to the i-th entries of G
∗ and G.
We now show how the phases of the Pauli operators in S(t) can be tracked.
Suppose that there exists (µ, g) ∈ L and complex phases γ and β such that both
σ := γZ(µ)X(g) and τ := βZ(µ)X(g) (105)
belong to S. Then σ†τ must also belong to S, where σ†τ = γβI with I the identity operator.
But this implies that γβ|ψ〉 = |ψ〉, so that γ = β. This shows that the phase of σ is uniquely
determined by the couple (µ, g) ∈ L. We may thus define a function γ : L→ U(1) such that
S = {γ(µ, g)Z(µ)X(g) : (µ, g) ∈ L}. (106)
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Lemma 20. The function γ is a quadratic function on L.
Proof. By comparing the phases of two stabilizer operators σ1 = γ(µ1, g1)ZG(µ1)XG(g1)
and σ2 = γ(µ2, g2)ZG(µ2)XG(g2) to the phase γ((g1, h1)+(g2, h2)) of their product operator
σ2σ1, we obtain
γ((µ1, g1) + (µ2, g2)) = γ(µ1, g1)γ(µ2, g2)χµ2(g1), (107)
which implies that γ is quadratic.
Although it does not follow from lemma 20, in our setting, the quadratic function γ
will always be continuous. As a result, we can apply the normal form given in theorem 3
to describe the phases of the Pauli operators of a stabilizer group. Intuitively, γ must be
continuous in our setting, since this is the case for the allowed family of input states (lemma
16) and normalizer gates continuously transform Pauli operators under conjugation; this is
rigorously shown using induction in the proof of theorem 21.
We will use that these phases of Pauli operators are described by quadratic functions on
L(t) (recall lemma 20). In particular, theorem 3 shows that every quadratic function can be
described by means of an m ×m matrix M and a m-dimensional vector v. For the initial
state |0〉, we simply set both M , v to be zero. The next lemma shows that M , v can be
efficiently updated during any normalizer computation.
Lemma 21 (Evolution of Pauli phases). At every time step t of a normalizer circuit,
there exists a 2m× 2m rational matrix Mt and a m-dimensional rational vector vt such that
the quadratic function describing the phases of the Pauli operators in S(t) is ξMt,vt (as in
theorem 3). Moreover, Mt and vt can be efficiently computed classically with O(poly(m,n))
basic arithmetic operations.
Proof. The proof is similar to the proof of lemma 19. We act by induction. At t = 0 we
just take M0 to be the zero matrix and v0 to be the zero vector. Then, given Mt and
vt at time t, we show how to compute Mt+1, vt+1. In the following, we denote by A the
matrix that fulfills Λt+1 = AΛt in each case of lemma 19 and write (µ
′, g′) = A(µ, g) for
every (µ, g) ∈ Γt. Finally, let ξt and ξt+1 denote the quadratic phase functions for S(t) and
S(t+ 1), respectively.
• Automorphism gate Uα. Let A, A∗-1 be matrix representations of α, α∗-1 . Using
(74, 75) we have
ξt(µ, g)ZG(µ)XG(g)
Uα−−→ ξt(µ, g)ZG(µ′)XG(g′) (108)
with (µ′, g′) = A(µ, g) and A =
(
A∗
-1
0
0 A
)
. The matrix A∗
-1
can be computed using
lemmas 9 and 6.(b). The phase ξt(µ, g) of the Pauli operator can be written now as a
function ξt+1 of (µ
′, g′) defined as
ξt+1(µ
′, g′) := ξt(A−1(µ′, g′)) = ξt(µ, g). (109)
The function is manifestly quadratic. By applying lemma 14 we obtain
Mt+1 = A
−TMtA−1, vt+1 = A−Tvt + vA−1,Mt, (110)
where vA−1,Mt is defined as vA,M in lemma 14.
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• Partial Fourier transform FGi . The proof is analogous using that A = Si. Since
the Fourier transform at the register ith exchanges the order of the X and Z Pauli
operators acting on the subsystem HGi (77), we locally exchange the operators locally
using (70), gaining an extra phase. Assume for simplicity that i = 1 and re-write
G = G1 × · · · × Gm as G = A × B; let g = (a, b) and µ = (α, β). Then FG1 acts
trivially on HG′ and we get
ξt(µ, g)ZG1(α)XG1(a)⊗ U
FG1+reorder−−−−−−−−→ (ξt(µ, g)χ(α,0)(a, 0))ZG∗
1
(a)XG∗
1
(−α)⊗ U.
In general, for arbitrary i, we gain a phase factor χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)).
Using the change of variables (µ′, g′) = A(µ, g) = Si(µ, g), we define ξt+1 to be function
that carries on the accumulated phase of the operator. For arbitrary i we obtain
ξt+1(µ
′, g′) := ξt(µ, g)χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)). (111)
The character χ(0,...,µ(i),...,0)((0, . . . , g(i), . . . , 0)) can be written as a quadratic function
ξMF ,vF (µ, g) with vF = 0 and
MF :=

0
0
ΥG(i, i)
0
0
ΥG(i, i)
0
0

, (112)
where ΥG(i, i) is the ith diagonal element of ΥG (37). Applying lemma 14 we obtain
Mt+1 = A
−T (Mt +MF )A−1, vt+1 = A−Tvt + vA−1,Mt+MF . (113)
• Quadratic phase gate Dξ. Let ξ = ξMQ,vQ be the quadratic function implemented
by the gate andMβ be the matrix representation of β as in (10). We know from lemma
11 that MQ = ΥGMβ. Using (76) and reordering Pauli gates (similarly to the previous
case) we get
ξt(µ, g)ZG(µ)XG(g)
Dξ+reorder−−−−−−−→
(
ξt(µ, g)ξMQ ,vQ(g)χβ(g)(g)
)
ZG(µ + β(g))XG(g)
The accumulated phase can be written as a quadratic function ξM ′,v′ with
M ′ := Mt +
(
0 0
0 MQ
)
−
(
0 0
0 2MQ
)
, v′ := v +
(
0
vQ
)
(114)
Using lemma 14 and A =
(
I Mβ
0 I
)
(from the proof of lemma 19) we arrive at:
Mt+1 = A
−TM ′A−1, v′ = A−Tv′ + v′
A−1,M ′ (115)
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Combining lemmas 19 and 21, we find that the triple (Λt,Mt, vt), which constitutes a
classical description of the stabilizer state |ψ(t)〉, can be efficiently computed for all t. This
yields a poly-time algorithm to compute the description (ΛT ,MT , vT ) of the output state
|ψT 〉 of the circuit. Henceforth we continue to work with this final state and drop the
reference to T throughout. That is, the final state is denoted by |ψ〉, which is a stabilizer
state over G with stabilizer is S. The latter is described by the triple (Λ,M, v), the map
from Γ(0) to Γ is described by Λ, etc.
13.2 Computing the support of the final state
Given the triple (Λ,M, v) describing the final state |ψ〉 of the computation, we now consider
the problem of determining the support of |ψ〉. Recall that the latter has the form x + H
where the label group H was defined in (81) and x ∈ G is any element satisfying conditions
(89). Since L = ΛΓ(0) and Λ is given, a description of H is readily obtained: the m × 2m
matrix P = (0 I) is a matrix representation of the homomorphism (µ, g) ∈ Γ → g ∈ G. It
easily follows that H = PΛΓ(0). Thus the matrix PΛ yields an efficient description for H.
To compute an x in the support of |ψ〉, we need to solve the equations (89). In the case of
finite groups G, treated in previous works [1, 2], the approach consisted of first computing
a (finite) set of generators {D1, . . . ,Dr} of D. Note that x ∈ G satisfies (89) if and only
if Di|x〉 = |x〉 for all i. This gives rise to a finite number of equations. In [1, 2] it was
subsequently showed how such equations can be solved efficiently. In contrast with such
a finite group setting, here the group G, and hence also the group D, can be continuous,
so that D can in general not be described by a finite list of generators. Consequently, the
approach followed for finite groups does no longer work. Next we provide an alternative
approach to compute an x in the support of |ψ〉 in polynomial time.
13.2.1 Computing D
We want to solve the system of equations (90). Our approach will be to reduce this problem
to a system of linear equations over a group of the form (52) and apply the algorithm in
theorem 2 to solve it. To compute D it is enough to find a compact way to represent D,
since we can compute the phases of the diagonal operators using the classical description
(Λ,M, v) of the stabilizer group. To compute D we argue as follows. An arbitrary element
of L has the form Λu with u ∈ Γ(0). Write Λ in a block form
Λ =
(
Λ1
Λ2
)
(116)
so that Λu = (Λ1u,Λ2u) with Λ1u ∈ G∗ and Λ2u ∈ G. Then
D = {Λ1u : u satisfies Λ2u ≡ 0 mod G.}
The equation Λ2u ≡ 0 mod G is of the form (52). This means we can compute in polynomial
time a description for D of the form
D = {EDw : w ∈ Ra × Zb}, (117)
where ED is a group homomorphism ED : Ra × Zb → G∗ whose image is precisely D.
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13.2.2 Computing the support x0 +H
Recalling the support equations (90) and the fact that |ψ〉 is described by the triple (Λ,M, v),
we find that x0 belongs to the support of |ψ〉 if and only if
ξM,v(µ, 0)χµ(x0) = 1, for all µ ∈ D. (118)
We will now write the elements µ ∈ D in the form µ = EDw where w is an arbitrary element
in Ra × Zb. We further denote E :=
(ED
0
)
. We now realize that
• ξM,v(EDw, 0), as a function of w only, is a quadratic function of Ra × Zb, since ξM,v is
quadratic and ED is a homomorphism. Furthermore
ξM,v(EDw, 0) = ξM ′,v′(w) with M ′ := ETME , v′ := ETv. (119)
• χEDw(x0), as a function of w only, is a character function of Ra × Zb which can be
written as χ̟ with ̟ := ED∗(x0).
It follows that x0 satisfies (118) if and only if the quadratic function ξM ′,v′ is a character
and coincides with χ̟. Using lemma 11 and theorem 3, we can write these two conditions
equivalently as:
wT1M
′w2 = 0 (mod Z), for all w1, w2 ∈ Ra × Zb (120)
E∗D(x0) = ETv (mod Ra × Tb). (121)
The first equation does not depend on x0 and it must hold by promise: we are guaranteed
that the support is not empty, so that the above equations must admit a solution. The
second equation is a system of linear equations over groups of the form given in section 9,
and it can be solved with the techniques given in that section.
13.3 Sampling the support of a state
Back in section 9 we formulated a fairly simple heuristic to sample the solution space of a
linear system of equations over elementary Abelian groups (52,55) that exploited our ability
to compute general solutions of such systems (theorem 2). Unfortunately, this straightfor-
ward method does not yield an efficient algorithm to sample such solution spaces, which
would allow us to efficiently simulate classically quantum normalizer circuits. In the first
place, the heuristic neglects two delicate mathematical properties of the groups under con-
sideration, namely, that they are continuous and unbounded. Moreover, the second step of
the heuristic involves the transformation of a given probability distribution on a space X by
the application of a non-injective map E : X → G; this step is prone to create a wild number
of collisions, about which the heuristic gives no information.
In this section we will present an efficient classical algorithms to sample solution space
of systems of linear equations over groups. Our algorithm applies appropriate techniques to
tackle the previously mentioned issues. The algorithm relies on a subroutine to construct
and sample from a certain type of epsilon net that allows the collision-free sampling from a
subgroup of an elementary group, where the subgroup is given as the image of a homomor-
phism. This algorithm is sufficient for our purposes, since the solution-space (55) of (52) is
exactly x0 + im E for some homomorphism E and group element x0.
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Input of the problem and assumptions
Again let G be of the form
G = Ta × Zb × ZN1 × · · · × ZNc (122)
with m = a+ b+ c. We are given a matrix representation E of a group homomorphism from
Rα×Zβ to G such that H is the image of E . The matrix E and the numbers α, β provide a
description of the subgroup H.
Throughout the entire section, H is assumed to be closed (in the topological sense).
The word “subgroup” will be used as a synonym of “closed subgroup”. This is enough for our
purposes, since the subgroup H that defines the support of a stabilizer state (and we aim to
sample) is always closed (corollary 1).
Norms
There exists a natural notion of 2-norm for every group of the form G := Za × Rb × ZN1 ×
· · · ×ZNc ×Td analogous to the standard 2-norm ‖ · ‖2 of a real Euclidean space (we denote
the group 2-norm simply by ‖ · ‖G): given g = (gZ, gR, gF , gT) ∈ G,
‖g‖G :=
∥∥(gZ, gR, g	F , g	T )∥∥2 (123)
where g	F (resp. g
	
T ) stands for any integer tuple x ∈ Za (resp. real tuple y ∈ Rd) that is
congruent to gF (resp. gT) and has minimal two norm ‖ · ‖2. The reader should note that,
although g	F , g
	
T may not be uniquely defined, the value of ‖g‖G is always unique.
The following relationship between norms will later be useful:
if ‖g‖2 ≤ 12 then ‖g‖G = ‖g‖2 ≤ 12 ; (124)
or, in other words, if an element g ∈ G has small ‖ · ‖2 norm as a tuple of real numbers, then
its norm ‖g‖G as a group element of G is also small and equal to ‖g‖2.
Net techniques
Groups of the form (122) contain subgroups that are continuous and/or unbounded as sets.
These properties must be taken into account in the design of algorithms to sample subgroups.
We briefly discuss the technical issues—absent from the case of finite G as in [1, 2] —that
arise, and present net techniques to tackle them.
The first issue to confront, related to continuity, is the presence of discretization errors due
to finite precision limitations, for no realistic algorithm can sample a continuous subgroup H
exactly. Instead, we will sample some distinguished discrete subset Nε of H that, informally,
“discretizes” H and that can be efficiently represented in a computer. More precisely, we
choose Nǫ to be a certain type of ε-net:
Definition 4 (ε-net29). An ε-net N of a subgroup H is a finitely generated subgroup of H
such that for every h ∈ H there exists n ∈ N with ‖h− n‖G ≤ ε.
29Our definition of ε-net is based on the ones used in [84–87]. We adopt an additional non-standard
convention, that N must be a subgroup, because it is convenient for our purposes.
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The second issue in our setting is the unboundedness of certain subgroups of G by itself.
We must carefully define a notion of sampling for such sets that suits our needs, dealing with
the fact that uniform distributions over unbounded sets (like R or Z) cannot be interpreted
as well-defined probability distributions; as a consequence, one cannot simply “sample” N or
H uniformly. However, in order to simulate the distribution of measurement outcomes of a
physical normalizer quantum computation (where the initial states |g〉 can only be prepared
approximately) it is enough to sample uniformly some bounded compact region of H with
finite volume V . We can approach the infinite-precision limit by choosing V to be larger and
larger, and in the V →∞ limit we will approach an exact quantum normalizer computation.
We will slightly modify the definition of ǫ-net so that we can sample H in the sense
described above. For this, we need to review some structural properties of the subgroups of
groups of the form (122)
It is known that any arbitrary closed subgroup H of an elementary group G of the form
(122) is isomorphic to an elementary group also of the form (122) (see [61] theorem 21.19
and proposition 21.13). As a result, any subgroup H is of the form H = Hcomp⊕Hfree where
Hcomp is a compact Abelian subgroup of H and Hfree is either the trivial subgroup or an
unbounded subgroup that does not contain non-zero finite-order elements (it is torsion-free,
in group theoretical jargon). By the same argument, any ε-net Nε of H decomposes in the
same way
Nε := Nε,comp ⊕Nε,free. (125)
where Nε,comp is a finite subgroup of Hcomp and Nε,free is a finitely generated torsion-free
subgroup of Hfree. The fundamental theorem of finitely generated Abelian groups tells us
that Nε,free is isomorphic to a group of the form Zr (a lattice of rank r) and, therefore, it has
a Z-basis [88]: i.e. a set {b1, . . . , br} of elements such that every n ∈ Nε,free can be written
in one and only one way as a linear combination of basis elements with integer coefficients:
Nε,free =
{
n =
r∑
i=1
nibi, for some ni ∈ Z
}
. (126)
In view of equation (122) we introduce a more general notion of nets that is adequate
for sampling this type of set.
Definition 5. Let Nε be an ε-net of H and let {b1, . . . , br} be a prescribed basis of Nε,free.
Then, we call a (∆, ε)-net any finite subset N∆,ε of Nε of the form
N∆,ε = Nε,comp ⊕ P∆, (127)
where P∆ denotes the parallelotope contained in Nε,free with vertices ±∆1b1, . . . ,±∆rbr,
P∆ :=
{
n =
r∑
i=1
nibi, where ni ∈ {0,±1,±2, . . . ,±∆i}
}
. (128)
The index of P∆ is a tuple of positive integers ∆ := (∆1, . . . ,∆r) that specifies the lengths
of the edges of P∆.
Notice that N∆,ε → Nε in the limit where the edges ∆i of P∆ become infinitely long and
that the volume covered by N∆,ε increases monotonically as a function of the edge-lengths.
Hence, any algorithm to construct and sample (∆, ε)-nets of H can be used to sample H in
the sense we want. Moreover, the next theorem (a main contribution of this paper) states
that there exist classical algorithms to sample the subgroup H through (∆, ε)-nets efficiently.
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Theorem 5. Let H be an arbitrary closed subgroup of an elementary group G = Ta × Zb ×
ZN1 × · · · ×ZNc. Assume we are given a matrix-representation E of a group homomorphism
E : Rα × Zβ → G such that H is the image of E. Then, there exist classical algorithms to
sample H through (∆, ε)-nets using O(poly
(
m,α, β, logNi, log ‖E‖b, log 1ε , log ∆i
)
) time and
bits of memory.
Again, log ‖E‖b denotes the maximal number of bits needed to store a coefficient of E as
a fraction. The proof is the content of the next section, where we devise a classical algorithm
with the advertised properties.
Proof of theorem 5: an algorithm to sample subgroups
We denote by ETR the block of E with image contained in Ta and with domain Rα. Define a
new set L := (ε1Z)α × Zβ, which is a subgroup of Ra × Zb, and let N := E(L) be the image
of L under the action of the homomorphism E .
In first place, we show that by setting ε1 to be smaller than 2ε/(α
√
a|E|), we can ensure
that N is an ε-net of H for any ε of our choice. We will use that L is, by definition, a (ε1
√
α
2 )-
net of Rα × Zβ. (This follows from the fact that, for every x ∈ Rα there exists x′ ∈ (ε1Z)α
such that |x(i) − x′(i)| ≤ ε1/2, so that ‖x− x′‖2 ≤ ε1
√
α/2). Of course, we must have that
N must be an ε-net of H for some value of ε. To bound this ε we will use the following
bound for the operator norm of the matrix ETR:
‖ETR‖2op ≤ αa|ETR|2 ≤ αa|E|2. (129)
The first inequality in (129) follows from Schur’s bound on the maximal singular value of a
real matrix. This bound implies that, if two elements x := (x, z) ∈ X and x ′ := (x′, z) ∈ L
are ε1
√
α/2-close to each other, then
‖Ex − Ex ′‖2 ≤ ‖ETR‖op‖x− x′‖2 ≤ 12α
√
a|E|ε1 (130)
(In the first inequality, we apply the normal form in lemma 8.) Finally, by imposing
α
√
a
2 |E|ε1 ≤ ε ≤ 12 , we get that ‖E(x − x ′)‖G ≤ ε due to property (124); it follows that
N is an ε-net if ε1 ≤ 2ε/(α
√
a|E|) for every ε ≤ 12 .
Assuming that ε1 is chosen so that N is an ε-net, our next step will be to devise an
algorithm to construct and sample an (∆, ε)-net N∆ ⊂ N . The key step of our algorithm
will be a subroutine that computes a nicely-behaved classical representation of the quotient
group Q = L/ ker E and a matrix representation of the group isomorphism Eiso : Q→ N (we
know that these groups are isomorphic due to the first isomorphism theorem). We will use
the computed representation of Q to construct a (∆, ε)-net Q∆ ⊂ Q and sample elements
form it; then, by applying the map Eiso to the sampled elements, we will effectively sample
a (∆, ε)-net N∆ ⊂ N ; and, moreover, in a clean collision free fashion.
To simplify conceptually certain calculations to come, we will change some notation. Note
that L is isomorphic to the group L′ := Zα+β and that ε1Iα ⊕ Iβ is a matrix representation
of this isomorphism. We will work with the group L′ instead of L; accordingly, we will
substitute E with the map E ′ := E(ε1Iα ⊕ Iβ) and Q with Q′ := L′/ ker E ′.
Our subroutine to compute a representation of Q′ begins by applying algorithm in theo-
rem 2 to obtain a (α+β)×γ matrix representation A of a group homomorphism A : Zγ → L′
such that imA = ker E ′ (where γ = α+ β +m). (Lemma 8 ensures that real factors do not
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appear in the domain of A because there are no non-trivial continuous group homomorphisms
from products of R into products of Z.) We can represent these maps in a diagram:
Zγ Zα+β NA E ′ (131)
The worst-case time complexity needed to compute A with the algorithm in theorem 2 is
polynomial in the variables m, α, β, logNi, log ‖E‖b, and log 1ε .
Next, we compute two integer unimodular matrices U , V such that A = USV and S is
in Smith normal form (SNF). This can be done, again, in poly
(
m,α, β, logNi, size(E), log 1ε
)
time with existing algorithms to compute the SNF of an integer matrix (see e.g. [89] for a
review). Each matrix V , S, U is the matrix of representation of some new group homomor-
phism, as illustrated in the following diagram.
Zγ Zα+β N
Zγ Zα+β
A
V
E ′
S
U (132)
Since V , U are invertible integer matrices the maps V : Zα → Zα and U : Zα+β → Zα+β
are continuous group isomorphisms and, hence, have trivial kernels. As a result, imS =
imU−1AV −1 = imU−1A = U−1(imA) = U−1(ker E ′), which shows that ker E ′ is isomorphic
to imS via the isomorphism U−1. These facts together with lemma 6.(a) show that Eiso :=
E ′U is a matrix representation of a group isomorphism from the group Q′ := L′/imS into
N .
Finally, we show that Q′ can be written explicitly as a direct product of primitive groups
of type Z and Zd, thereby computing a finite set of generators of Q
′ that we can immediately
use to construct (∆, ε)-nets N∆. We make crucial use of the fact that S is Smith normal
form, i.e.
S =

s1
s2
. . .
s(α+β)
0
 =

Ia
σ1
. . .
σb
0
0
 , (133)
where the coefficients σi are strictly positive. It follows readily that imS = Z
a × σ1Z ×
· · · σbZ× {0}c, and therefore
Q′ = Za+b/imS = {0}a × Zσ1 × · · · × Zσb × Zc. (134)
As Q′ and N are isomorphic the columns of the matrix Eiso = E ′U form a generating set of
N . Moreover, since Eiso acts isomorphically on (134), the subgroup N must be a direct sum
of cyclic subgroups generated by the columns of Eiso:
N = 〈f1〉 ⊕ · · · ⊕ 〈fb〉 ⊕ 〈b1〉 ⊕ · · · ⊕ 〈bc〉, (135)
where fi, bj stand for the (a+ i)th and the (b+ j)th column of Eiso. Equation (134) also tells
us that the fis must generate the compact subgroup Ncomp and that the bj form a Z-basis
of Nfree.
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The last two observations yield an efficient straightforward method to construct and
sample (∆, ε)-nets within N . First, set {fi} (resp. {bj}) to be the default generating-set
(resp. default basis) of Ncomp and Nfree; then, select a parallelotope P∆ of the form (128)
with some desired ∆ = (∆1, . . . ,∆). This procedures specifies a net N∆ = Ncomp ⊕ P∆
that can be efficiently represented with O(poly
(
m,α, β, logNi, log ‖E‖b, log 1ε log∆i
)
) bits of
memory (by keeping track of the generating-sets of N and the numbers ∆i). Moreover, we
can efficiently sample N∆ uniformly and collision-freely by generating random strings of the
form
b∑
i=1
xifi +
c∑
j=1
yibj, (136)
where xi ∈ Zσi and yj ∈ {0,±1, . . . ,±∆j}.
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A Supplementary material for section 8
Proof of lemma 6
First we prove (a). Note that it follows from the assumptions that α(g + h) = A(g + h) =
Ag +Ah (mod H), β(x+ y) = B(x+ y) = Bx+By (mod J), for every g, h ∈ G, x, y ∈ H.
Hence, β ◦ α(g + h) = β(Ag + Ah + zeroH) = BAg + BAh + zeroJ (mod J), where zeroX
denotes some string congruent to the neutral element 0 of the group X. As in the last
equation zeroJ vanishes modulo J , BA is a matrix representation of β ◦ α.
We prove (b). From the definitions of character, bullet group and bullet map it follows
that
χµ(α(g)) = exp
2pii∑
ij
µ•(i)A(i, j)g(j)
 = exp (2pii(ATµ•) · g) for every g ∈ G. (137)
Let f be the function f(g) := exp (2pii(ATµ•) · g). Then it follows from (137) that f is
continuous and that f(g + h) = f(g)f(h), since the function χµ ◦ α has these properties.
As a result, f is a continuous character f = χν , where ν ∈ G∗ satisfies ν• = ΥGν = ATµ•
(mod G•). Moreover, since f = χµ ◦ α = χα∗(µ) it follows that α∗(µ) = ν (mod G∗) and,
consequently,
α∗(µ) = Υ−1G (A
Tµ•) (mod G∗) = Υ−1G A
TΥHµ (mod G
∗). (138)
Finally, since χµ(α(g)) = χx(α(g)) for any x ∈ Rn congruent to µ, we get that α∗(µ) =
Υ−1G A
TΥHx (mod G
∗) for any such x, which proves the second part of the lemma.
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Proof of lemma 7
We will show that each of the homomorphisms αXY as considered in lemma 5 has a matrix
representation, say AXY . Then it will follow from (43) in lemma 5 that
A :=

AZZ 0 0 0
ARZ ARR 0 0
AFZ 0 AFF 0
ATZ ATR ATF ATT.
 , (139)
as in (50), is a matrix representation of α.
First, note that if the group Y is finitely generated, then the tuples ei form a generating
set of Y . It is then easy to find a matrix representation AXY of αXY : just choose the
jth column of AXY to be the element α(ej) of X. Expanding g =
∑
i g(i)ei (where the
coefficients g(i) are integral), it easily follows that AXY satisfies the requirements for being
a proper matrix representation as given in definition 2. Thus, all homomorphisms αXY
with Y of the types Za or F have matrix representations; by duality and lemma 6(b), all
homomorphisms αXY with X of type T
a or F have matrix representations too.
The only non-trivial αXY left to consider is αRR. Recall that the latter is a continuous
map from Rm to Rn satisfying αRR(x + y) = αRR(x) + αRR(y) for all x, y ∈ R. We claim
that every such map must be linear, i.e. in addition we have
αRR(rx) = rαRR(x) (140)
for all r ∈ R. To see this, first note that dαRR(kx/d) = kαRR(x), where k/d is any fraction
(k, d are integers). Thus (140) holds for all rational numbers r = k/d. Using that αRR is
continuous and that the rationals are dense in the reals then implies that (140) holds for all
r ∈ R. This shows that αRR is a linear map; the existence of a matrix representation readily
follows.
Proof of lemma 8
It suffices to show (a), that any matrix representation A of α must be an element of Rep
and fulfill the consistency conditions (49); (b), that these consistency conditions imply that
A is of the form (50) and fulfills propositions 1-4; and (c), that every such matrix defines a
group homomorphism.
We will first prove (a). Let Hi is of the form Z or Zdi . Then, for every j = 1, . . . ,m,
the definition of matrix representation 2 requires that (Aej)(i) = A(i, j) (mod Hi) must be
an element of Hi. This shows that the ith row of A must be integral and, thus, A belongs
to Rep. Moreover, since x := cjej ≡ 0 (mod G) and y := d∗i ei ≡ 0 (mod H∗), (due to the
definition of characteristic) it follows that Ax = 0 (mod H) and Ay = 0 (mod G∗), leading
to the consistency conditions (49).
Next, we will now prove (b).
First, the block form (50) almost follows from (43) in lemma 5: we only have to show, in
addition, that the zero matrix is the only valid matrix representation for any trivial group
homomorphism αXY = 0 in (43). It is, however, easy to check case-by-case that, if AXY is
a matrix representation of αXY with AXY 6= 0, then αXY cannot be trivial.
Second, we prove propositions 1-4. In proposition 1, AZZ must be integral sinceAZZej(i) ∈
Z (where, with abuse of notation, i, j index the rows and columns of AZZ). By duality the
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same holds for ATT (it can be shown using lemma 6(b)). In proposition 2 the consistency
conditions (including dual ones) are vacuously fulfilled and tell us nothing about ARZ, ARR.
In proposition 3, both matrices have to be integral to fulfill that AXY (ei) (mod Y ) is an
element of X, which is of type Za or F ; moreover, for Y = F , the consistency conditions
directly impose that the coefficients must be of the form (51). (The derivation is similar
to that of lemma 11 in [2]. Lastly, in proposition 4, all consistency conditions associated
to ATZ and ATR are, again, vacuous and tell us nothing about the matrix; however, the
first consistency condition tells us that ATF must be fractional with coefficients of the form
αi,j/cj .
Finally we will show (c). First, it is manifest that if A fulfills 1-4 then A ∈ Rep. Second,
to show that A is a matrix representation of a group homomorphism it is enough to prove
that every AXY fulfilling 1-4 is the matrix representation of a group homomorphism from Y
to X. This can be checked straightforwardly for the cases AZZ, ARZ, ARR, AFZ, ATZ, ATR
applying properties 1-4 of A and using that, in all cases, there are no non-zero real vectors
congruent to the zero element of Y . Obviously, for the cases where AXY must be zero the
proof is trivial. It remains to consider the cases AFF , ATF , ATT. In all of this cases, it
holds due to properties 1,3,4 that the first consistency condition in (49) is fulfilled. Then, for
the case AFF , lemma 2 in [2] can be applied to show that AFF is a group homomorphism;
moreover, for any g ∈ F and x congruent to g, the first consistency condition implies that
Ax = Ag (mod G), which is what we wanted to show. For the cases ATF , ATT, lemma 2 in
[2] can still be generalized (the proof given in [2] for the second statement of lemma 2 can
be directly adapted) and the same argument applies.
B Existence of general-solutions of systems of the form (52)
In this section we show that general-solutions of systems of linear equations over elementary
Abelian groups always exist (given that the systems admit at least one solution).
We start by recalling an important property of elementary Abelian groups.
Lemma 22 (See theorem 21.19 in [61] or section 7.3.3 in [62]). The class of elementary
Abelian groups30 is closed with respect to forming closed subgroups, quotients by these, and
finite products.31
In our setting, the kernel of a continuous group homomorphism A : G → H as in (52)
is always closed: this follows from the fact that the singleton {0} ⊂ H is closed (because
elementary Abelian groups are Hausdorff [61]), which implies that kerA = A−1({0}) is
closed (due to continuity of A). Hence, it follows from lemma 22 that kerA is topologically
isomorphic to some elementary Abelian group H ′ := Ra × Tb × Zc × ZN1 × · · · × ZNc ;
consequently, there exists a continuous group isomorphism ϕ from H ′ to H.
Next, we write the group H ′ as a quotient group X/K of the group X := Ra+b × Zc+d
by the subgroup K generated by the elements of the form char(Xi)ei. The quotient group
X/K is the image of the quotient map q : X → X/K and the latter is a continuous group
homomorphism [61]. By composing ϕ and q we obtain a continuous group homomorphism
30Beware that in [61] the class of elementary groups is referred as “the category CGAL”, which stands for
Compactly Generated Abelian Lie groups.
31In fact, as mentioned in [61], corollary 21.20 elementary LCA groups constitute the smallest subclass of
LCA containing R and fulfilling all these properties.
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E := ϕ ◦ q from X onto H. The map E together with any particular solution x0 of (52)
constitutes a general solution of (52), proving the statement.
C Proof of theorem 2
In this section we show that systems of linear equations over groups (52) can be reduced to
systems of mixed real-integer linear equations (56).
Start with two elementary groups of general form G, H. First, notice that we can write
G and H as G = G1× · · · ×Gm, H = H1× · · · ×Hn where each factor Gi, Hj is of the form
Gi = Xi/ciZ, Hj = Yi/diZ with Xi, Yi ∈ {Z,R}; the numbers ci, dj are the characteristics
of the primitive factors. We assume w.l.o.g. that the primitive factors of G, H are ordered
such that both groups are of the form Za × F × Tb: in other words, the finitely generated
factors come first.
We now define a new group X := X1×· · ·×Xm (recall that with the ordering adopted X
is of the form Za×Rb) which will play the role of an enlarged solution space, in the following
sense. Let V be the subgroup of X generated by the elements c1e1, . . . , cmem. Observe
that the group G—the solution space in system (52)—is precisely the quotient group X/V,
and thus can be embedded inside the larger group X via the quotient group homomorphism
q : X→ G = X/V:
q(x) := (x(1) mod c1, . . . ,x(m) mod cm) = x (mod G); (141)
remember also that ker q = V. Now let α : X → H be the group homomorphism defined
as α := A ◦ q. Then it follows from the definition that α(x) = Ax (mod H), and A is a
matrix representation of α. (This is also a consequence of the composition property of matrix
representations (lemma 6.(a), since the m×m identity matrix Im is a matrix representation
of q.) We now consider the relaxed32 system of equations
α(x) = b (mod H), where x ∈ X = Za ×Rb. (142)
Note that the problem of solving (52) reduces to solving (142), which looks closer to a
system of mixed real-integer linear equations. Indeed, let Xsol denote the set of all solutions
of system (142); then33
Gsol = q(Xsol) =⇒ Gsol = q(x0) + q(kerα) = x0 + kerα (mod G), (143)
Hence, our original system (52) admits solutions iff (142) also does, and the former can
be obtained from the latter via the homomorphism q. We further show next that (142)
is equivalent to a system of form (56). First, note that the matrix A has a block form
A =
(
AZ AR
)
where AZ, AR act, respectively, in integer and real variables. Since the
constraint (mod H) is equivalent to the modular constraints mod d1, . . . , mod dn, it follows
that x =
(
xZ xR
) ∈ Xsol if and only if
AZxZ +ARxR +Dy = c, where D = diag(d1, . . . , dn), y ∈ Zn. (144)
32Notice that the new system is less constrained, as we look for solutions in a larger space than beforehand.
33It is easy to prove Gsol = q(Xsol) by showing Gsol ⊃ q(Xsol) and the reversed containment for the
preimage q−1(Gsol) ⊂ Xsol; then surjectivity of q implies Gsol = q(q
−1(Gsol)) ⊂ q(Xsol).
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Clearly, if we rename A′ :=
(
AZ D
)
, x′ :=
(
xZ y
)
, B = AR and y
′ := xR, system (144)
is a system of mixed-integer linear equations as in (56). Also, system (56) can be seen as a
system of linear equations over Abelian groups: note that in the last step the solution space
X is increased by introducing new extra integer variables y ∈ Zn. If we let G denote the
group X× Zn that describes this new space of solutions, then (144) can be rewritten as
Ag :=
(
A D
)
g = c, where g ∈ G (145)
and c represents an element of Y.
Mind that (144) (or equivalently (145)) admits solutions if and only if both of (142) and
(52) admit solutions. Indeed, the solutions of (144) and (142) are—again—related via a
surjective group homomorphism π : X×Zn → X : (x,y)→ x. It follows from the derivation
of (144) that π(Gsol) = Xsol and, consequently, q ◦ π(Gsol) = Gsol; these relationships show
that either all systems admit solutions or none of them do.
Finally, we use existing algorithms to find a general solution (g0,P) of system (145) and
show how to use this information to compute a general solution of our original problem (52).
First, we recall that algorithms presented in [3] can be used to: (a) check whether a
system of the form (56,145) admits a solution34; (b) find a particular solution g0 (if there is
any) and a matrix P that defines a group endomorphism of G = X× Zn whose image imP
is precisely the kernel35 of A =
(
A D
)
(for details see theorem 1 in [3]).
Assume now that (144) admits solutions and that we have already found a general so-
lution (g0 = (x0,y0),P). We show next how a general solution (x0, P ) of (52) can be
computed by making use of the map q ◦ π. We also discuss the overall worst-time running
time we need to compute (x0, P ), as a function of the sizes of the matrix A and the tuple
b given as an input in our original problem (52) (the bit-size or simply size of an array of
real numbers—tuple, vector or matrix—is defined as the minimum number of bits needed to
store it with infinite precision), size(G) and size(H):
• First, note that (g0 = (x0,y0),P) can be computed in polynomial-time in size(A),
size(b), size(G) and size(H), since there is only a polynomial number of additional
variables and constrains in (144) and the worst-time scaling of the algorithms in [3]
is also polynomial in the mentioned variables. (We discussed the complexity of these
methods in section9.)
• Second, a particular solution x0 of (52) can be easily computed just by taking x0 :=
q ◦ π((x0,y0)) = π(x0) (mod G): this computation is clearly efficient in size(x0) and
size(G).
• Third, note that the composed map P := q ◦ π ◦ P defines a group homomorphism
P : G→ G whose image is precisely the subgroup kerA; a matrix representation of P
(that we denote with the same symbol) can be efficiently computed, since
if P =
(
PXX PXZ
PZX PZZ
)
then P :=
(
PXX PXZ
)
(146)
34Mind that this step is actually not essential for our purposes, since in the applications we are interested
on all such systems admits solutions by promise.
35In fact, the matrix P is also idempotent and defines a projection map on G and kerA is the image of
a projection map: subgroups satisfying this property are called retracts. Though the authors never mention
the fact that P is a projection, this follows immediately from their equations (10a,10b).
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is a matrix representation of q ◦ π ◦P that we can take without further effort.
The combination of all steps above yields a deterministic polynomial-time algorithm to
compute a general solution (x0, P ;G) of system (52), with worst-time scaling as a polynomial
in the variables m, n, log ‖A‖b, log ‖b‖b, log ci, log dj . This proves theorem 2.
D Efficiency of Bowman-Burdet’s algorithm
In this appendix we briefly discuss the time performance of Bowman-Burdet’s algorithm [3]
and argue that, using current algorithms to compute certain matrix normal forms (namely,
Smith normal forms) as subroutines), their algorithm can be implemented in worst-time
polynomial time.
An instance of the problem Ax + By = C, of the form (56), is specified by the rational
matrices A, B and the rational vector C. Let A, B, C have c × a, c × b and c entries.
Bowman-Burdet’s algorithm (explained in [3], section 3) involves different types of steps, of
which the most time consuming are (see equations 8-10 in [3]):
1. the calculation of a constant number of certain types of generalized inverses introduced
by Hurt and Waid [80];
2. a constant number of matrix multiplications.
A Hurt-Waid generalized inverse M# of a rational matrix M can be computed with an
algorithm given in [80], equations 2.3-2.4. The worst-running time of this procedure is
dominated by the computation of a Smith Normal form S = UMV of M with pre- and
post- multipliers U , V . This subroutine becomes the bottleneck of the entire algorithm,
since existing algorithms for this problem are slightly slower than those for multiplying
matrices (cf. [89] for a slightly outdated review). Furthermore, S, U and V can be computed
in polynomial time (we refer the reader to [89] again).
The analysis above shows that Bowman-Burdet’s algorithm runs in worst-time polyno-
mial in the variables log ‖A‖b, log ‖B‖b, log ‖C‖b, a, b, c, which is enough for our purposes.
E Proof of lemma 9
As a preliminary, recall that group homomorphism form an Abelian group with the point-
wise addition operation. Clearly, matrix representations inherit this group operation and
form a group too. This follows from the following formula,
(α+ β)(g) = α(g) + β(g) = Ag +Bg = (A+B)g (mod G), (147)
which also states that the sum (A+B) of the matrix representations A, B of two homomor-
phisms α, β is a matrix representation of the homomorphism α + β. The group structure
of the matrices is, in turn, inherited by their columns, a fact that will be exploited in the
rest of the proof; we will denote by Xj the Abelian group formed by the jth columns of all
matrix representations with addition rule inherited from the matrix addition operation.
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A consequence of lemma 8 is that the group Xj is always an elementary Abelian group,
namely
Gj = Z ⇒ Xj = G = Za × Rb × ZN1 × · · · × ZNc × Td;
Gj = R ⇒ Xj = {0}a × Rb × {0}c × Rd;
Gj = ZNj ⇒ Xj = {0}a × {0}b × (η1,jZ× · · · × ηc,jZ)×
(
1
Nj
Z
)d
;
Gj = T ⇒ Xj = {0}mz × {0}mr × {0}mf × Zmt ; (148)
where ηi,j := Ni/ gcd (Ni, Nj).
We will now prove the statement of the lemma.
First, we reduce the problem of computing a valid matrix representation X of α−1 to
that of solving the equation α ◦ β = id (α) is now the given automorphism) where β stands
for any continuous group homomorphism β : G → G. It is easy to show that this equation
admits β = α−1 as unique solution, since
α ◦ β = id =⇒ β = (α−1 ◦ α) ◦ β = α−1 ◦ (α ◦ β) = α−1. (149)
Hence, our task will be to find a matrix X such that g → Xg (mod G) is a continuous group
homomorphism and such that AX is a matrix representation of the identity automorphism.
The latter condition reads AXg = g (mod G) for every g ∈ G and is equivalent to
AX
∑
j
g(j)ej
 =∑
j
g(j)Axj =
∑
j
g(j)ej (mod G), for every g ∈ G, (150)
where xj denotes the jth column of X. Since (150) holds, in particular, when all but one
number g(j) are zero, it can be re-expressed as an equivalent system of equations:
g(j)Axj = g(j)ej (mod G), for any g(j) ∈ Gj , for j = 1, . . . ,m. (151)
Finally, we will reduce each individual equation in (151) to a linear system of equations of
the form (52). This will let us apply the algorithm in theorem 2 to compute every individual
column xj of X.
We begin by finding some simpler equivalent form for (151) for the different types of
primitive factors:
(a) If Gj = Z or Gj = ZNj the coefficient g(j) is integral and can take the value 1. Hence,
equation (151) holds iff Axj = ej (mod G).
(b) If Gj = R or Gj = T we show that (151) is equivalent to Axj = ej (mod Xj). Clearly,
(151) implies g(j)Axj = g(j)ej + zero where zero = 0 (mod G) and where we fix a
value of g(j) ∈ Gj . Since Gj is divisible, g(j)′ = g(j)/d is also an element of Gj for any
positive integer d. For this value we get g(j)d Axj =
g(j)
d ej + zero
′. These two equations
combined show that zero = d zero ′ must hold for every positive integer d ∈ Z. Since
both zero and zero ′ are integral, it follows that the entries of zero are divisible by all
positive integers; this can only happen if zero = 0 and, consequently, (151) is equivalent
to Axj = ej. Since both Axj and ej are jth columns of matrix representations, the
latter equation can be written as Axj = ej (mod Xj) with Xj as in (148).
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Finally, we argue that the final systems (a) Axj = ej (mod G) and (b) Axj = ej (mod Xj)
are linear systems of the form (52). First notice that for any two homomorphisms β, β′
with matrix representations X, Y , it follows from (147) and lemma 6.(a) that A(X + Y ) =
AX + AY is a matrix representation of the homomorphism α ◦ (β + β′) = α ◦ β + α ◦ β′.
Consequently,
A(X + Y )g = (AX +AY )g (mod G), for every g ∈ G. (152)
The argument we used to reduce AXg = g (mod G) to the cases (a) and (b) can be applied
again to find a simpler form for (152). Applying the same procedure step-by-step (the
derivation is omitted), we obtain that, if Gj = Z or Gj = ZNj , then (152) is equivalent to
A(xj + yj) = Axj + Ayj (mod G); if Gj = R and Gj = T, we get A(xj + yj) = Axj + Ayj
(mod Xj) instead. It follows that the map xj → Axj is a group homomorphism from Xj to
G in case (a) and from Xj to Xj in case (b). This shows that systems (a) and (b) are of the
form (52).
F Supplementary material for section 10
Proof of lemma 10
The lemma is a particular case of proposition 1.1 in [90]. We reproduce a shortened proof
of the result in [90] (modified to suit our notation) here.
If β is an continuous homomorphism from G into G∗ then B(g, h) = χβ(g)(h) is contin-
uous, since composition preserves continuity. Also, it follows using the linearity of this map
and of the character functions that B(g, h) is bilinear, and hence a bicharacter. Conversely,
consider an arbitrary bicharacter B. The condition that B is a character on the second
argument says that for every g the function fg : h → B(g, h) is a character. Consequently
fg(h) = B(g, h) = χµg(h) for all h ∈ G and some µg ∈ G∗ that is determined by g. We
denote by β be the map which sends g to µg. Using that g → B(g, h) is also a character
it follows that χβ(g+g′)(h) = χβ(g)(h)χβ(g′)(h) for all h ∈ G, so that β : G → G∗ is a group
homomorphism. It remains to show that β is continuous; for this we refer to the proof in
[90], where the author analyzes how neighborhoods are transformed under this map.
Proof of lemma 11
We obtain (a) by combining (47) with the normal form (59): the matrix M is of the form
ΥX where X is a matrix representation of β; (b) follows from this construction. (c) follows
from the normal form in lemma 10, property (a) and lemma 3.
To prove (d) we bring together (a) and the relationship B(h, g) = B(g, h), and derive
gTMh = gTMTh mod Z, for every g, h ∈ G. (153)
Write G = G1 × · · · × Gm with Gi of primitive type. If Gi is either finite or equal to
Z or R then the canonical basis vector ei belongs to G. If Gi = T then tei ∈ G for all
t ∈ [0, 1). If neither Gi nor Gj is equal to T, taking g = ei, h = ej in equation (153) yields
M(i, j) ≡ M(j, i) mod Z. If Gi and Gj are equal to T, setting g = tei and h = sej yields
stM(i, j) ≡ stM(j, i) mod Z for all s, t ∈ [0, 1), which implies that
st(M(i, j) −M(j, i)) ∈ Z (154)
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for all s, t ∈ [0, 1). This can only happen if M(i, j) = M(j, i). The other cases are treated
similarly. In conclusion, we find that M is symmetric modulo Z. This proves (d).
Lastly, we prove (e). Note that we have just shown thatM(i, j) = M(j, i) ifGi = Gj = T;
the same argument can be repeated (with minor modifications) to show M(i, j) = M(j, i)
if either one of Gi or Gj is of the form R or T. Hence, M(i, j) 6= M(j, i) can only happen
if Gi, Gj are of the form Z or Zd. In this case, we denote by ∆ij the number such that
M(j, i) = M(i, j)+∆i,j . (d) tells us that ∆ij is an integer. Moreover, by choosing g = g(i)ei,
h = h(j)ej in (153) it follows that
M(j, i)g(i)h(j) = M(i, j)g(i)h(j) + ∆i,jg(i)h(j) mod Z, (155)
As g(i) and h(j) are integers the factor ∆i,jg(i)h(j) gets cancelled modulo Z and produces
no effect. Finally, we define a new symmetric matrix M ′ as M ′(i, j) = M(i, j) if i ≥ j, and
M ′(i, j) = M(j, i) if i < j. It follows from our discussion that gTM ′h = gTMh mod Z for
every g, h ∈ G, so that M ′ manifestly fulfills (a).
It remains to show that M ′ fulfills (b)-(c). Keep in mind that h → Mh (mod G•)
defines a group homomorphism into G•. From our last equations, it follows that either
M(i, j)h(j) = M ′(i, j)h(j) or M(i, j))h(j) = M ′(i, j)h(j) mod Z if both Gi and Gj are
discrete groups. From the definition of bullet group (35), it is now easy to derive that
Mh = M ′h (mod G•) for every h, and to extend this equation to all tuples x congruent to
h (this reduces to analyzing all possible combinations of primitive factors). As a result, M ′
is a matrix representation that defines the same map as M , which implies (b). The fact that
M ′ satisfies (c) follows using the same argument we used for M .
Proof of lemma 12
We prove that the function f(g) := ξ1(g)/ξ2(g) is a character, implying that there exists
µ ∈ G∗ such that χµ = f :
f(g + h) :=
ξ1(g)
ξ2(g)
ξ1(h)
ξ2(h)
B(g, h)
B(g, h)
= f(g)f(h). (156)
Proof of lemma 13
Define the function q : G→ R as
q(g) := gTMg + CTg. (157)
We prove that q(g) is a quadratic form modulo 2Z with associated bilinear form bq(g, h) :=
2gTMh; or, in other words, that the following equality holds for every g, h ∈ G:
q(g + h) = q(g) + q(h) + 2gTMh (mod 2Z). (158)
Assuming that (158) is correct, it follows readily that the function Q(g) = exp (piiq(g)) is
quadratic and also a B-representation, which is what we wanted:
Q(g + h) = Q(g)Q(h) exp (2pii gTMh) (159)
We prove (158) by direct evaluation of the statement. First we define qM (g) := g
TMg and
qC(g) := C
Tg, so that q(g) = qM (g) + qC(g). We will also (temporarily, i.e. only within
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the scope of this proof) use the notation g ⊕ h to denote the group operation in G and
reserve g + h for the case when we sum over the reals. Also, denoting G = G1 × . . . Gm
with Gi primitive, we define c := (c1, . . . , cm) to be a tuple containing all the characteristics
c := char(Gi). With these conventions we have g ⊕ h = g + h+ λ ◦ c, where λ is a vector of
integers and ◦ denotes the entrywise product: λ ◦ c = (λ1c1, . . . , λmcm). Note that λ ◦ c is
the most general form of any string of real numbers that is congruent to 0 ∈ G (the neutral
element of the group). We then have (using that M = MT ):
qM (g ⊕ h) = qM(g) + qM(h) + 2gTMh
+ 2gTM(λ ◦ c) + 2hTM(λ ◦ c) + (λ ◦ c)TM(λ ◦ c), (160)
qC(g ⊕ h) = qC(g) + qC(h) +
∑
i
M(i, i)λ(i)c2i . (161)
Consider an x ∈ Rm for which there exists g ∈ G such that x ≡ g mod G. Then xTM(λ ◦ c)
with x ∈ G must be an integer. Indeed, we have
1 = B(g, 0) = exp (2piixTM(λ ◦ c)), (162)
where in the second identity we used lemma 11 together with the property λ ◦ c ≡ 0 mod G.
This shows that xTM(λ ◦ c) is an integer. It follows that the fourth and fifth terms on the
right hand side of eq. (160) must be equal to an even integer and thus cancel modulo 2Z.
Combining results we end up with the expression
q(g ⊕ h) = q(g) + q(h) + 2gTMh+∆ (mod 2Z), (163)
where
∆ := (λ ◦ c)TM(λ ◦ c) +
∑
i
M(i, i)λ(i)c2i . (164)
We finish our proof by showing that ∆ is an even integer too, which proves (158).
First, we note that, due to the symmetry of M , we can expand (λ ◦ c)TM(λ ◦ c) as
(λ ◦ c)TM(λ ◦ c) =
∑
i,j : i<j
2M(i, j)λ(i)λ(j)cicj +
∑
i
M(i, i)λ(i)2c2i . (165)
Revisiting (162) and choosing x = ei and λ = ej for all different values of i, j, we obtain the
following consistency equation for M
cjM(i, j) = ciM(i, j) = 0 (mod Z) (166)
It follows that all terms of the form 2M(i, j)λ(i)λ(j)cicj are even integers. We can thus
remove these terms from (165) by taking modulo 2Z, yielding
∆ =
∑
i
M(i, i)λ(i)2c2i +
∑
i
M(i, i)λ(i)c2i (mod 2Z) (167)
=
∑
i
M(i, i)c2i λ(i)(λ(i) + 1) = 0 (mod 2Z), (168)
where in the last equality we used the fact that λ(i)(λ(i) + 1) is necessarily even.
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Proof of lemma 14
The fact that ξM,v ◦ α is quadratic follows immediately from the fact that ξM,v is quadratic
and that α is a homomorphism. Composed continuous functions lead to continuous functions.
As a result, theorem 3 applies and we know ξM ′,v′ = ξM,v ◦ α for some choice of M ′, v′.
Let BM (g, h) = exp (2piig
TMh) be the bicharacter associated with ξM,v. One can show by
direct evaluation (and using lemma 6(a) and lemma 11) that BM ′ with M
′ := ATMA is the
bicharacter associated to ξM,v ◦α. Let QM ′(g) := exp(pii (gTM ′g+CTM ′g)), be the quadratic
function in lemma 12. By construction, both ξM,v◦α and QM ′ are BM ′-representations of the
bicharacter BM ′ . As a result, lemma 12 tells us that the function f(g) := ξM,v ◦α(g)/QM ′ (g)
is a character of G, so that there exists v′ ∈ G∗ such that χv′(g) = f(g). We can compute
v′ by direct evaluation of this expression:
χv′(g) = exp (pii (A
TCM − CATMA) g) exp (2pii (ATv) · g) . (169)
It can be checked that the function exp (2pii (ATv) g) is a character, using that it is the
composition of a character exp(2πvTg) (theorem 3) and a continuous group homomorphism
α. Since χv′ is also a character, the function exp (pii (A
TCM − CATMA) g) is a character
too (as characters are a group under multiplication), and it follows that vA,M = (A
TCM −
CATMA)/2 is congruent to some element of G
• 36; we obtain that v′ = ATv + vA,M is
an element of G•. Finally, we obtain that ξM ′,v′ is a normal form of ξM,v ◦ α, using the
relationship ξM,v ◦ α(g) = QM ′(g)f(g) = QM ′(g)χv′ (g) = ξM ′,v′(g).
36This statement can also be proven (more laboriously) by explicit evaluation, using arguments similar to
those in the proof of lemma 13.
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