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Abstract
In the literature, there are quite a few sequential and parallel algorithms to solve problems on decomposable graphs
utilizing distinct techniques. Trees, series-parallel graphs, outerplanar graphs, and bandwidth-k graphs all belong
to decomposable graphs. Let Td(|V |, |E|) and Pd(|V |, |E|) denote the time complexity and processor complexity
required to construct a parse tree representation TG for a decomposable graph G = (V ,E) on a PRAM model
Md. We deﬁne a general problem-solving paradigm to solve a wide class of subgraph optimization problems on
decomposable graphs inO(Td(|V |, |E|)+ log |V (TG)|) time usingO(Pd(|V |, |E|)+ |V (TG)|log |V (TG)| ) processors onMd.
We also demonstrate the following examples ﬁtting into our paradigm:
(1) The maximum independent set problem on trees,
(2) The maximum matching problem on series-parallel graphs, and
(3) The efﬁcient domination problem on series-parallel graphs.
Our results improve the previously best known results of (1) and (2).
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1. Introduction
A class of graphs is recursive if every graph of the class can be constructed by a ﬁnite number of
applications of composition operations starting with a ﬁnite set of basis graphs. The recursive class  of
graphs is said to be decomposable if each graph in  has a set of some speciﬁed vertices called terminals,
and each composition operation is deﬁned in terms of certain primitive operations on terminals. Trees,
series-parallel graphs, outerplanar graphs, and bandwidth-k graphs are all decomposable graphs [4].Also,
every decomposable graph has a ﬁxed upper bound on the treewidth of the graphs in the class, and graphs
with treewidth at most k for ﬁxed k are partial k-trees [15].
Properties of decomposable graphs are studied by many researchers [2,4,7–10,14–16,18,19] which
resulted in sequential or parallel algorithms to solve quite a few interesting graph-theoretical problems
on this special class of graphs. However, there are few results in the viewpoint of parallel computation.
Given a graph problem, we say it belongs to the class of subgraph optimization problem if the object of
this problem is to ﬁnd a subgraph of the input graph to satisfy the given properties which includes an
optimization constraint. For example, the problem of ﬁnding a maximum independent set is a subgraph
optimization problem. Takamizawa et al. [16] presented general techniques for constructing linear-time
dynamic programming algorithms to solve a variety of subgraph optimization problems on series-parallel
graphs. Bern et al. [4] described a general method for constructing algorithms to ﬁnd optimal subgraphs
in decomposable graphs. The method produced a linear-time algorithm if the given graph is presented in
the form of a parse tree and the optimal subgraph satisﬁes some “regular" property with respect to the
class of graphs. The interested readers may consult [4] for details.
Most known parallel algorithms utilize techniques discovered from the properties of the problems
and the given graphs [5,7,8,10]. Hsieh et al. [11] sketched common properties of a class of subgraph
optimization problems that can be systematically solved in parallel on distance-hereditary graphs. In
this paper, we present a general parallel strategy on the deterministic parallel random access machine
(PRAM) [13] (see also [12]). Given a decomposable graph represented by its parse tree form, we deﬁne
a class of subgraph optimization problems, called the (k,)-reducible problem, and show such a class
of problems can be efﬁciently parallelized by applying the binary tree contraction technique to the
given parse tree. Let Td(|V |, |E|) and Pd(|V |, |E|) denote the time complexity and processor complexity
required to construct a parse tree TG of a decomposable graph G = (V ,E) on a PRAM model Md.
We show that a (k,)-reducible problem can be solved in O(Td(|V |, |E|) + log |V (TG)|) time using
O(Pd(|V |, |E|)+ |V (TG)|log |V (TG)|) processors onMd. Moreover, each (k,)-reducible problem can be solved
inO(log |V (TG)|) time usingO( |V (TG)|log |V (TG)|) processors on an EREW PRAM if TG is given to be an input
instance. Based on the technique, we obtain the following results:
1. The maximum independent set problem on trees can be solved in O(log |V |) time using O( |V |log |V |)
processors on an EREW PRAM,
2. The maximum matching problem can be solved in O(log |E| log∗ |E|) time 1 using
O(
|E|
log |E| log∗ |E|) processors on an EREW PRAM, and
1 Deﬁne
log(i) n =
{
n if i = 0,
log(log(i−1) n) if i > 0.
The iterated logarithm function is deﬁned as log∗ n = min{i0| log(i) n1}.
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3. The efﬁcient domination problem on series-parallel graphs can be solved in O(log |E| log∗ |E|) time
using O( |E|log |E| log∗ |E|) processors on an EREW PRAM.
Given a parse tree of a series-parallel graph, the problems in (2) and (3) can be optimally solved in
O(log |E|) time using O( |E|log |E|) processors on an EREW PRAM. To the best of our knowledge, no
parallel algorithm exists for solving the problem in (3) previously. He andYesha [10], deﬁned the binary
tree algebraic computation (BTAC) problem and showed that the problems in (1) and (2) can be solved
under an EREW PRAM in O(log |V |) time using O(|V |) processors and O(log |E|) time using O(|E|)
processors, respectively. The technique is to transform the desired problems into instances of the BTAC
problem on corresponding parse trees. Therefore, our results improve O(log |V |) factor of complexities
in [10].
The rest of this paper is organized as follows. In Section 2, we deﬁne a class of decomposable graphs
and give some basic notations. In Section 3, we deﬁne a general problem-solving paradigm and develop
its sequential and parallel implementations. In Section 4, we demonstrate three examples that ﬁt into our
paradigm. Finally, some concluding remarks are given in Section 5.
2. Preliminaries
This paper considers ﬁnite and undirected graphsG = (V ,E), where V and E are the vertex and edge
sets of G, respectively. Let n = |V | and m = |E|. For two graphs G1 = (V1, E1) and G2 = (V2, E2),
the union of G1 and G2, denoted by G1 ∪ G2, is the graph (V1 ∪ V2, E1 ∪ E2). We say that a graph
G′ = (V ′, E′) is a subgraph of G = (V ,E) if V ′ ⊆ V and E′ ⊆ E. Given a set V ′ ⊆ V , the subgraph
of G induced by V ′ is the graph G′ = (V ′, E′), where E′ = {(u, v) ∈ E|u, v ∈ V ′}. Let G[X] denote
the subgraph of G induced by X ⊆ V .
For a vertex v ∈ V of a graph G = (V ,E), the neighborhood of v is NG(v) = {u ∈ V |(u, v) ∈ E}
and the closed neighborhood of v is NG[v] = NG(v) ∪ {v}. The subscript G in the notations used in this
paper can be omitted when no ambiguity arises. Given a node v in a rooted tree T, let T (v) be a subtree
of T rooted at v. For graph-theoretic terminologies and notations not mentioned here, see [6].
We follow the notations used in [15] to deﬁne the class of decomposable graphs.
Deﬁnition 1. LetG = (V ,E, S) be a graph with vertexV, edge set E, and an ordered list S of t terminals
chosen from V for some ﬁxed integer t. We note that the elements of S are not necessary distinct.
(1) Let B = {B1, B2, . . . , Bl} be a ﬁnite set of basis graphs, where each Bi is a ﬁnite graph having an
ordered list of t (not necessary distinct) terminals.
(2) Let O = {∗1, ∗2, . . . , ∗q} be a ﬁnite set of binary rules of composition, whereby two graphs Gi =
(Vi, Ei, Si) and Gj = (Vj , Ej , Sj ) can be combined to produce new graphs Gi ∗c Gj , 1cq.
Each rule of composition ∗c consists of three suboperations on the terminals Si and Sj :
(i) Choose a subset Si ′ of distinct terminals from the list Si and identify each x ∈ Si ′ with a unique
y ∈ Sj . Let Sj ′ denote the subset of identiﬁed terminals from the list Sj .
(ii) Add any subset of the edges {(x, y)|x ∈ Si ′, y ∈ Sj ′} to Gi ∗c Gj , where Si ′ is the subset of
terminals in the list Si but not in Si ′, and Sj ′ is deﬁned similarly.
(iii) Select an ordered list of t (not necessarily distinct) terminals from the list Si and Sj to the terminals
of Gi ∗c Gj .
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r1= l2
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r=r1= r2
Fig. 1. A series and a parallel composition of two series-parallel graphs.
(3) The class  of decomposable graphs is recursively deﬁned as follows:
(i) Any Bi ∈ B is in .
(ii) If Gi and Gj are in  and ∗c is an operation in O, then the graph Gi ∗c Gj is also in .
Example 1. Rooted trees belong to decomposable graphs which are deﬁned as follows:
(1) The triple ({x}, {}, (x)) is a rooted tree with root (terminal) x.
(2) If T1 = (V1, E1, (r1)) and T2 = (V2, E2, (r2)) are rooted trees, then T = (V1 ∪ V2, E1 ∪ E2
∪ {(r1, r2)}, (r1)) is a rooted tree.
Example 2. Series-parallel graphs belong to decomposable graphs which can be deﬁned as follows:
(1) The graph G = ({l, r}, {(l, r)}, (l, r)) is a series-parallel graph, with ordered list (l, r) of left and
right terminals.
(2) If G1 = (V1, E1, (l1, r1)) and G2 = (V2, E2, (l2, r2)) are series-parallel graphs, then:
(a) The graph obtained by identifying r1 and l2 is a series-parallel graph, with left and right terminals
l1 and r2. This graph is the series composition of G1 and G2, denoted by G1  G2. See also
Fig. 1.
(b) The series-parallel graph obtained by identifying l1 and l2 and also r1 and r2 is called the parallel
composition of G1 and G2. The left and right terminals are l1(= l2) and r1(= r2), denoted by
G1G2. See also Fig. 1.
In addition to those graphs deﬁned in Examples 1 and 2, the outerplanar graphs and the bandwidth-k
graphs are also decomposable graphs [4].
Deﬁnition 2. Let  be the class of decomposable graphs. The parse tree TG of a graph G ∈  is a tree
in which the leaves correspond to the basis graphs from which G is constructed, and each internal node
represents the result of applying a composition operation to the graphs represented by the subtrees rooted
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Fig. 2. A series-parallel graphs with its parse tree.
at its children. LetGv be the subgraph of G corresponding to a node v of a parse tree. Note that TG(v) is
a parse tree of Gv .
Fig. 2 shows a parse tree representation of a series-parallel graph.
3. A general problem-solving paradigm
In this section, we provide our problem-solving paradigm using the data structure deﬁned in Section
3.1. We then give an efﬁcient parallel implementation of this paradigm in Section 3.2.
3.1. The (k,)-parse tree
Given a graph G, let UV (G) (respectively, UE(G)) be the set consisting of all subsets of V (G) (respec-
tively, E(G)). Given Q = {Q1,Q2, . . . ,Ql}, where Qi ∈ UV (G) (respectively, Qi ∈ UE(G)), we deﬁne
MINv (respectively, MINe) to be an operator on Q that returns a minimum-cardinality set Qj for some
1j l; and deﬁneMAXv (respectively,MAXe) to be an operator onQ that returns amaximum-cardinality
set Qj for some 1j l. For two lists L1 = 〈l1, l2, . . . , li〉 and L1′ = 〈l1′, l2′, . . . , lj ′〉, we deﬁne the
concatenation of L1 and L1′, denoted by L1 • L1′, to be the list 〈l1, l2, . . . , li , l1′, l2′, . . . , lj ′〉.
Deﬁnition 3. LetG = (V ,E) be a decomposable graph and let TG be a parse tree of G. Given a positive
integer k, and an operator  ∈ {MINv,MINe,MAXv,MAXe}, TG is a (k,)-parse tree of G if the following
conditions hold. Let v be a node of TG and let Ni be the set of integers from 1 to i.
(1) If v is an internal node, then it is associated with k integers av,1, av,2, . . . , av,k from Nk , and the
following 2k linear unary functions fi : {v} ×Nav,i → Nk and gi : {v} ×Nav,i → Nk , 1ik.
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(2) Node v is also associated with a list of k subgraphs 2 Rv = 〈Rv,1, Rv,2, . . . , Rv,k〉, called the target
subgraphs of v, which are deﬁned as follows.
Case 1: v is a leaf. Rv is a list of k subgraphs selected from UV (Gv) (respectively, UE(Gv)) if  ∈{MINv,MAXv} (respectively,  ∈ {MINe,MAXe}).
Case 2: v is an internal node. Let u and w be two children of v. Then,
Rv,i ={Ru,fi(u,1) ∪ Rw,gi(w,1), Ru,fi(u,2) ∪ Rw,gi(w,2), . . . ,
Ru,fi(u,av,i ) ∪ Rw,gi(w,av,i )}, (1)
where 1ik.
Deﬁnition 4. Let TG be a (k,)-parse tree. The (k,)-parse tree problem is the problem to ﬁnd the k
target subgraphs of the root of TG.
Lemma 1. The (k,)-parse tree problem can be solved inO(k2n) time,where n is the number of vertices
of the given tree.
Proof. Without loss of generality, assume that v is an internal node. Note that there are at most k terms to
generate Rv,i , 1ik, using , and each term is obtained by the union of two disjoint sets determined
by the functions fu,i and gw,i . Since both fu,i and gw,i are linear unary functions which can be computed
in constant time and the union operation can be implemented using pointers, the av,i subgraphs needed
to generate Rv,i can be obtained in O(k) time. Moreover, by comparing the cardinalities of the desired
sets to implement , we can compute each Rv,i in O(k) time. Hence, the k target subgraphs of v can be
computed in O(k2) time. By a bottom-up evaluation of the given tree, the stated complexity holds. 
3.2. Parallel complexities of the (k,)-parse tree problem
In this section, we apply the binary tree contraction technique described in [1] to parallelize the (k,)-
parse tree problem. This technique recursively applies two operations, prune and bypass, to a given binary
tree. Prune(u) is an operation which removes a leaf node u from the current tree, and bypass(v) is an
operation (following a prune operation) that removes a node v with exactly one child w and then lets the
parent of v become the new parent of w. We deﬁne a contraction phase to be the consecutively execution
of prune and bypass operations. Fig. 3 shows two procedures prune(u) and bypass(v).
Let T be an n-leave binary tree with the root r. Given a Euler tour starting from r of T, the algorithm
initially numbers the leaves from 1 to n according to the order of their appearances in the tour. Then,
the algorithm repeats the following steps. In each step, prune and bypass work only on the leaves with
odd index and their parents. Hence, these two operations can be performed independently and delete  l2
leaves together with their parents on the binary tree in each step, where l is the number of the current
leaves. Therefore, the tree will be reduced to a three-node tree after repeating the steps in log n times.
2A subgraphH ofG is represented by a setQ: IfQ ∈ UV (G), thenH = (Q, ∅); IfQ ∈ UE(G), thenH = ({x|x is an endpoint
of an edge inQ},Q).
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prune(u) v
w
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bypass(v)
Fig. 3. Two procedures prune(u) and bypass(v).
Lemma 2 (Abrahamson et al. [1]). If the prune operation and bypass operation can be performed by one
processor in constant time, the binary tree contraction algorithm can be implemented in O(log n) time
using O( nlog n) processors on an EREW PRAM, where n is the number of nodes in an input binary tree.
Consider a node x in a rooted tree T. Any node y on the unique path from x to the root is called an
ancestor of x. If y is an ancestor of x, then x is a descendant of y. Further, x is a proper descendant of y
when x = y. Note that every node is both an ancestor and a descendant of itself. For convenience, we
allow UG to represent one of UV (G) and UE(G) if it is not particularly speciﬁed.
Deﬁnition 5. Let u and v be two nodes of a (k,)-parse tree T such that u is a descendant of v. A k-
ary function h : UGuk → UGv possesses the canonical form, if h(X1, . . . , Xk) = {Xb1 ∪ C1, Xb2 ∪
C2, . . . , Xba ∪ Ca}, where bi = bj for two distinct 1i, ja, and Ci ∈ (UGv \ UGu).
By modifying the proof of Lemma 3.6 of Hsieh et al. [11], we have the following result:
Lemma 3. Let  ∈ {MINv,MINe,MAXv,MAXe}, and let h0 : UGuk → UGv be a function with the
canonical form, where u is a descendant of v. If k functions hi : UGwk → UGu possess the canonical
form, where 1ik and w is a descendant of u, then the function obtained from the composition h0 ◦
(h1, h2, . . . , hk) : UGwk → UGv possesses the canonical form.
In the following, we present our parallel algorithm for the (k,)-parse tree problem. Recall that T (x)
be the subtree of T rooted at x, and Rx = 〈Rx,1, . . . , Rx,k〉 is the list of the target subgraphs associated
with x. For convenience, we adapt some notations used in [11]. For a node x in the current tree T, let
parT (x) (respectively, childT (x)) be the parent (children) of x, and let sibT (x) denote the sibling of x.
The subscript T can be omitted if no ambiguity arises.
During the execution of the binary tree contraction, we will construct k k-ary functions hx,1, hx,2, . . . ,
hx,k associated with each node x of the current tree such that hx,i’s possess the canonical form and satisfy
the following invariant:
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Invariant: Let v be an internal node in the current tree whose left child and right child are u and w,
respectively.Also let u′ be the left child andw′ be the right child of v in the original tree. For the remainder
of this section, we call u′ and w′ replacing ancestors of u and w with respect to v, respectively. Once
Ru,i and Rw,i , 1ik, are provided as the inputs of hu,i and hw,i , respectively, the target subgraphs of v
can be obtained from Ru′ = 〈Ru′,1, . . . , Ru′,k〉 = 〈hu,1(Ru,1, . . . , Ru,k), . . . , hu,k(Ru,1, . . . , Ru,k)〉, and
Rw′ = 〈Rw′,1, . . . , Rw′,k〉 = 〈hw,1(Rw,1, . . . , Rw,k), . . . , hw,k(Rw,1, . . . , Rw,k)〉, using the formula
Rv,i ={Ru′,fi (u′,1) ∪ Rw′,gi (w′,1), Ru′,fi (u′,2) ∪ Rw′,gi (w′,2), . . . ,
Ru′,fi (u′,av,i ) ∪ Rw′,gi (w′,av,i )}, (2)
where, Ru′,fi (u′,j) = hu,fi(u′,j)(Ru,1, . . . , Ru,k) and Rw′,gi (w′,j) = hw,gi(w′,j)(Rw,1, . . . , Rw,k) for
1jav,i .
We call the functions hx,i , 1ik, computed for each node x in the current tree the crucial functions
of x.
We now present our algorithm in details. Initially, for each node v in the given tree we construct k
functions hv,i(X1, . . . , Xk) = {Xi ∪ ∅}, 1ik. Clearly, these functions are crucial functions.
In the execution of the tree contraction, assume that prune(u) and bypass(par(u)) are performed
consecutively. Let par(u) = v and sib(u) = w in the current tree. Let u′ and w′ be the replacing
ancestors of u and w with respect to v, respectively. Assume that hu,i and hw,i , 1ik, are crucial
functions of u and w in the current tree. Thus Ru′ = 〈hu,1(Ru,1, . . . , Ru,k), . . . , hu,k(Ru,1, . . . , Ru,k)〉
and Rw′ = 〈hw,1(Rw,1, . . . , Rw,k), . . . , hw,k(Rw,1, . . . , Rw,k)〉. Since u is a leaf, Ru,i’s are associated
with u before executing the tree contraction algorithm. Therefore, the above k target subgraphs Ru′ can
be obtained through function evaluation. On the other hand, since w is not a leaf in the current tree,
Rw,i , 1ik, is an indeterminate value represented by variable Xi . Hence, Rw′ can be represented by
〈hw,1(X1, . . . , Xk), . . . , hw,k(X1, . . . , Xk)〉. By Eq. (2), we construct k intermediate functions represent-
ing k target subgraphs Rv from Ru′ and Rw′ by:
Rv,i ={Ru′,fi (u′,1) ∪ Rw′,gi (w′,1), Ru′,fi (u′,2) ∪ Rw′,gi (w′,2), . . . ,
Ru′,fi (u′,av,i ) ∪ Rw′,gi (w′,av,i )}, (3)
where Rw′,gi (w′,j) = hw,gi(w′,j)(X1, . . . , Xk), 1jav,i
As with the proof similar to that of Lemma 3, Eq. (3) can be further simpliﬁed as
Rv,i = {Xb1 ∪ C1, Xb2 ∪ C2, . . . , Xba ∪ Ca}, (4)
where bi = bj for two distinct 1i, ja, Xbi are variables drawn from Uw, and Ci ∈ (UGv \ UGw).
Therefore, the above functions (constructed after executing prune(u)) possess the canonical form.
Given those functions Rv,i’s, the contribution to the k target subgraphs of par(v) is obtained by function
composition hv,i(Rv,1, . . . , Rv,k) for all 1ik. These functions are constructed for w after executing
bypass(par(v)). By Lemma 3, hv,i(Rv,1, . . . , Rv,k), 1ik, possesses the canonical form. Hence, we
have the following lemma.
Lemma 4. During the process of executing the binary tree contraction on a (k,)-parse tree to remove
some nodes, the crucial functions of the remaining nodes of the current tree can be constructed inO(k3)
time using one processor.
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Proof. This can be shown by induction on the number of contraction phases based on the argument
preceding the lemma. Since there areO(k2) terms to be simpliﬁed for constructing hv,i(Rv,1, . . . , Rv,k),
1ik, the desired complexities follow. 
Our algorithm for the (k,)-parse tree problem consists of an initial assignment of k crucial functions
to each node of the input tree, and an application of the tree contraction algorithm such that the crucial
functions after executingprune(v) and bypass(par(v)) are constructed byLemma4.Once the algorithm
terminates, a three-node tree T ′ results. Let t be the root of T ′ and y, z be two children of t. Note that
the k target subgraphs of y′ and z′, the replacing ancestors of y and z with respect to t, can be generated
by their corresponding crucial functions. Therefore, according to the operators associated with t, the k
target subgraphs of t can be generated. By Lemmas 2 and 4, the problem can be solved with the stated
complexities. Therefore, we have the following result.
Theorem 1. The (k,)-parse tree problem can be solved inO(k3 log n) time usingO( nlog n) processors
on an EREW PRAM, where n is the number of nodes of the input tree.
Deﬁnition 6. Let G be a decomposable graph and let TG be a parse tree. A problem P is said to be a
(k,)-reducible problem on G if P can be reduced to a (k,)-parse tree problem B on TG such that the
solution of B is exactly the solution of P. Moreover, the reduction scheme takesO(k3 log |V (TG)|) time
using O( |V (TG)|log |V (TG)|) processors on an EREW PRAM.
Remark.Note that each (k,)-reducible problem corresponds to a (k,)-parse tree. This tree is obtained
from a parse tree TG in which some additional data structures are associated with V (TG) (refer to
Deﬁnition 3). In Section 4, we assume that a parse tree is given for solving a (k,)-reducible problem
on a decomposable graph.
The following result directly follows from Deﬁnition 6 and Theorem 1.
Theorem 2. Given a parse tree of a decomposable graph G, a (k,)-reducible problem on G can be
solved in O(k3 log |V (TG)|) time using O( |V (TG)|log |V (TG)|) processors on an EREW PRAM.
Corollary 1. A (k,)-reducible problem of a decomposable graph G = (V ,E) can be solved in
O(Td(|V |, |E|)+ log |V (TG)|) time using O(Pd(|V |, |E|)+ |V (TG)|log |V (TG)|) processors onMd.
4. Examples of (k,)-reducible problems
Given a problem P, a graph G1, a subgraph G2 of G1, and a subset S of vertices in G2, PS(G1,G2)
is a solution to the input graph G1 such that this solution contains all vertices in S and is in G2. For the
case of S = ∅, i.e., P∅(G1,G2), the notation represents a solution toG1 and this solution is contained in
G2. For brevity, let PS(G,G) = PS(G).
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4.1. The maximum independent set problem on trees
An independent set of a graph is a subset of its vertices such that no two vertices in the subset are
adjacent. The maximum independent set problem I is the problem of ﬁnding a maximum-cardinality
independent set in the input graph. Using our notation, given an input graph G, a solution is I∅(G). For
a basis rooted treeG = ({r}, {}, (r)), I∅(G) and I{r}(G) are both equal to {r}, and I∅(G[V \ {r}]) = ∅.
Lemma 5. AssumeG = (V1 ∪ V2, E1 ∪E2 ∪ {(r1, r2)}, (r1)) is obtained fromG1 = (V1, E1, (r1)) and
G2 = (V2, E2, (r2)).
(1) I∅(G) = MAXv{I{r1}(G1) ∪ I∅(G2[V2 \ {r2}]), I∅(G1[V1 \ {r1}]) ∪ I{r2}(G2), I∅(G1[V1 \ {r1}]) ∪
I∅(G2[V2 \ {r2}])}.
(2) I{r}(G) = I{r1}(G1) ∪ I∅(G2[V2 \ {r2}]).
(3) I∅(G[V \ {r}]) = I∅(G1[V1 \ {r1}]) ∪ I∅(G2).
Proof. Straightforward. 
For a node v in a parse tree TG of a decomposable graph G, recall that Gv denote a subgraph whose
parse tree equals TG(v). For convenience, let Vv = V (Gv). If TG is a parse tree of a rooted tree G, let rv
denote the root of Gv .
Theorem 3. The maximum independent set problem is a (3,MAXv)-reducible problem on trees.
Proof. We ﬁrst reduce the problem to a (3,MAXv)-reducible problem.A corresponding (3,MAXv)-parse
tree can be constructed by the following steps:
(S1) For each internal node v, let u and w be the left child and the right child of v, respectively. For x ∈
{u,w}, let Rx = 〈Rx,1, Rx,2, Rx,3〉 = 〈I∅(Gx), I{rx}(Gx), I∅(Gx[Vx \ {rx}])〉. Set av,1 = 3, av,2 = 1,
and av,3 = 1. Construct functions fi and gi , 1i3, such that g3(w, 1) = 1; f1(u, 1) = f2(u, 1) =
g1(w, 2) = 2; f1(u, 2) = f1(u, 3) = f3(u, 1) = g1(w, 1) = g1(w, 3) = g2(w, 1) = 3.
According to Lemma 5,
(1)I∅(Gv)=Rv,1
=MAXv{Ru,f1(u,1) ∪ Rw,g1(w,1), Ru,f1(u,2) ∪ Rw,g1(w,2), . . . ,
Ru,f1(u,av,1) ∪ Rw,g1(w,av,1)}
=MAXv{Ru,2 ∪ Rw,3, Ru,3 ∪ Rw,2, Ru,3 ∪ Rw,3};
(2)I{rv}(Gv)=Rv,2
=MAXv{Ru,f2(u,1) ∪ Rw,g2(w,1), Ru,f2(u,2) ∪ Rw,g2(w,2), . . . ,
Ru,f2(u,av,2) ∪ Rw,g2(w,av,2)}
=Ru,2 ∪ Rw,3;
(3)I∅(Gv[Vv \ {rv}])=Rv,3
=MAXv{Ru,f3(u,1) ∪ Rw,g3(w,1), Ru,f3(u,2) ∪ Rw,g3(w,2), . . . ,
Ru,f3(u,av,3) ∪ Rw,g3(w,av,3)}
=Ru,3 ∪ Rw,1.
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(S2) For each leaf p corresponding to a basis graph Gp = ({v}, ∅, (v)), set three target subgraphs of p
to be Rp = 〈Rp,1, Rp,2, Rp,3〉 = 〈I∅(Gp), I{rp}(Gp), I∅(Gp[Vp \ {rp}])〉 = 〈{v}, {v}, ∅〉.
Therefore, the maximum independent set problem is a (3,MAXv)-reducible problem.
Clearly, Steps (S1) and (S2) can be implemented in O(1) time using O(n) processors on an EREW
PRAM, where n is the number of nodes of the given parse tree. As with the aid of Brent’s scheduling
principle 3 [13], the reduction scheme takes O(log n) time using O( nlog n) processors on an EREW
PRAM. By Deﬁnition 6, the theorem holds. 
Theorem 4. The maximum independent set problem on trees can be solved in O(log n) time using
O( nlog n) processors on an EREW PRAM, where n is the number of vertices of the input graph.
Proof. We ﬁrst construct a parse tree for an arbitrary tree. Given a tree T with n nodes, we transform it
into a rooted tree T1 and give the left-to-right ordering of the children of each node in T1 by using the
Euler-tour technique [12]. This can be implemented in O(log n) time using O( nlog n) processors on an
EREW PRAM.
For an internal node u with q children, we create q dummy nodes u1, u2, . . . , uq and make ui the right
child of ui+1, where 0iq− 1 and u0 = u. Note that uq is the root of the corresponding subtree of the
resulting parse tree. Assume that v is the ith children of u. If v is a leaf, then make v be the left child of
ui of the parse tree. If v is an internal node with l children, then make vl the left child of ui . The dummy
nodes ui are new nodes created for u in the parse tree. Each new node is an internal node representing
a binary operation described in Example 1. Note that the number of created nodes is O(n). The above
computation can be done in O(1) time using O(n) processors on an EREW PRAM. Therefore, a parse
tree of a tree can be constructed within the desired complexities. By Theorems 2 and 3, the result holds.

4.2. The maximum matching problem on series-parallel graphs
In this section, we demonstrate an example involving the operator MAXe. Given an undirected graph
G = (V ,E), a matching is a subset of edgesM ⊆ E such that for all vertices v ∈ V , at most one edge of
M is incident on v. Themaximummatching problemM is the problem of ﬁnding a matching of maximum
cardinality. For a basis series-parallel graphG = ({l, r}, {(l, r)}, (l, r)),M∅(G) = {(l, r)},M{l}(G[V \
{r}]) = ∅,M{r}(G[V \ {l}]) = ∅,M{l,r}(G) = {(l, r)},M∅(G[V \ {l, r}]) = ∅.
Let X = G[V \ {l}], Y = G[V \ {r}], and Z = G[V \ {l, r}]. Also let Xi = Gi[Vi \ {li}], Yi =
Gi[Vi \ {ri}], and Zi = Gi[Vi \ {li , ri}] for i = 1, 2. For a non-basis series-parallel graph, the following
two lemmas can be obtained.
Lemma 6. Assume that G = G1 G2.
(1) M{l}(Y ) = MAXe{M{l1,r1}(G1) ∪M∅(Z2),M{l1}(Y1) ∪M{l2}(Y2),M{l1}(Y1) ∪M∅(Z2)}.
(2) M{r}(X) = MAXe{M{r1}(X1) ∪M{r2}(X2),M∅(Z1) ∪M{l2,r2}(G2),M∅(Z1) ∪M{r2}(X2)}.
(3) M{l,r}(G) = MAXe{M{l1,r1}(G1)∪M{r2}(X2),M{l1}(Y1)∪M{l2,r2}(G2),M{l1}(Y1)∪M{r2}(X2)}.
3 For the rest of this paper, all the implementation which take a constant time using linear number of processors can apply
Brent’s scheduling principle to achieve the desired complexities.
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(4) M∅(Z) = MAXe{M{r1}(X1) ∪M∅(Z2),M∅(Z1) ∪M{l2}(Y2),M∅(Z1) ∪M∅(Z2)}.
(5) M∅(G) = MAXe{M{l1,r1}(G1) ∪ M∅(Z2),M{l1}(Y1) ∪ M{l2}(Y2),M{l1}(Y1) ∪ M∅(Z2),
M{r1}(X1)∪M{r2}(X2),M∅(Z1)∪M{l2,r2}(G2),M∅(Z1)∪M{r2}(X2),M{l1,r1}(G1)∪M{r2}(X2),
M{l1}(Y1) ∪M{l2,r2}(G2),M{l1}(Y1) ∪M{r2}(X2),M{r1}(X1) ∪M∅(Z2),M∅(Z1) ∪M{l2}(Y2),
M∅(Z1) ∪M∅(Z2)}.
Proof. Straightforward. 
Lemma 7. Assume that G = G1G2.
(1) M{l}(Y ) = MAXe{M{l1}(Y1) ∪M∅(Z2),M∅(Z1) ∪M{l2}(Y2)}.
(2) M{r}(X) = MAXe{M{r1}(X1) ∪M∅(Z2),M∅(Z1) ∪M{r2}(X2)}.
(3) M{l,r}(G) = MAXe{M{l1,r1}(G1) ∪ M∅(Z2),M∅(Z1) ∪ M{l2,r2}(G2),M{l1}(Y1) ∪ M{r2}(X2),
M{r1}(X1) ∪M{l2}(Y2)}.
(4) M∅(G[V \ {l, r}]) =M∅(Z1) ∪M∅(Z2).
(5) M∅(G) = MAXe{M{l1}(Y1) ∪M∅(Z2),M∅(Z1) ∪M{l2}(Y2),M{r1}(X1) ∪M∅(Z2),M∅(Z1) ∪
M{r2}(X2),M{l1,r1}(G1)∪M∅(Z2),M∅(Z1)∪M{l2,r2}(G2),M{l1}(Y1)∪M{r2}(X2),M{r1}(X1)∪
M{l2}(Y2),M∅(Z1) ∪M∅(Z2)}.
Proof. Straightforward. 
The proof of the following result is similar to that of Theorem 3.
Theorem 5. Themaximummatchingproblem is a (5,MAXe)-reducible problemon series-parallel graphs.
Lemma 8. (Valdes et al. [17]). A parse tree of a series-parallel graph can be constructed in linear
O(n+m) time.
Lemma 9. (Bodlaender and van Antwerpen-de Fluiter [5]). A parse tree of a series-parallel graph can
be constructed in O(log m log∗ m) time using O( mlog m log∗ m) processors on an EREW PRAM.
Theorem 6. The maximum matching problem on series-parallel graphs can be solved in sequential
O(n + m) time, and solved in parallel in O(log m log∗ m) time using O( mlogm log∗m) processors on an
EREW PRAM.
Proof. It follows from Lemmas 1, 8, 9, Theorem 2, and Theorem 5. 
4.3. The efﬁcient domination problem on series-parallel graphs
In this section, the (k,)-parse tree problem is extended to handling an inﬁnite set ∞ represented
by a tag when  ∈ {MINv,MINe}. Deﬁne the union of ∞ and any given set to be ∞. Given Q =
{Q1,Q2, . . . ,Ql}, where Qi ∈ UV (G) ∪ {∞} (respectively, Qi ∈ UE(G) ∪ {∞}), we deﬁne MINv (re-
spectively, MINe) to be an operator on Q that returns ∞ if Q1 = Q2 = · · · = Ql = ∞, and returns
a minimum-cardinality set Qj for some 1j l, otherwise. We can show that sequential and parallel
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complexities described in Lemma 1 and Theorem 1, respectively, still hold for solving this special (k,)-
parse tree problem.
Given a simple graphG = (V ,E), a vertex v ∈ V is said to dominate itself and all vertices adjacent to
v. A subset D of V is called an efﬁcient dominating set of G if every vertex in V is dominated by exactly
one vertex inD [3]. Note that not all graphs have efﬁcient dominating sets. Moreover, if a graph possesses
an efﬁcient dominating set, then all these sets have the same cardinality. The efﬁcient domination problem
D is the problem to ﬁnd an efﬁcient dominating set of a given graph if such a set exists.
Let G = (V ,E, (l, r)) be a series-parallel graph. For convenience, let G = G1  G2 (respectively,
G = G1G2) if G is obtained from G1 = (V1, E1, (l1, r1)) and G2 = (V2, E2, (l2, r2)) using the
series (respectively, parallel) composition. According to our notation, we want to solve D∅(G). For a
basis series-parallel graph G = ({l, r}, {(l, r)}, (l, r)), we have that (1) D{l}(G,G[V \ {r}]) = {l}, (2)
D{l}(G[V \{r}],G[V \N [r]]) = ∞, (3)D{r}(G,G[V \{l}]) = {r}, (4)D{r}(G[V \{l}],G[V \N [l]]) = ∞,
(5) D{l,r}(G) = ∞, (6) D∅(G[V \ {l, r}],G[V \ (N [l] ∪N[r])]) = ∅, (7) D∅(G[V \ {l}],G[V \ (N [l] ∪
{r})]) = ∞, (8) D∅(G[V \ {r}],G[V \ (N [r] ∪ {l})]) = ∞, (9) D∅(G,G[V \ {l, r}]) = ∞, and (10)
D∅(G) = {l} = {r}.
Let X = G[V \ {l}], X′ = G[V \ N [l]], Y = G[V \ {r}], Y ′ = G[V \ N [r]], Z = G[V \ {l, r}],
Z′ = G[V \ (N [l] ∪ N [r])], A = G[V \ (N [l] ∪ {r})], and B = G[V \ (N [r] ∪ {l})]. Also let
Xi = Gi[Vi \ {li}], X′i = Gi[Vi \N [li]], Yi = Gi[Vi \ {ri}], Y ′i = Gi[Vi \N [ri]], Zi = Gi[Vi \ {li , ri}],
Z′i = Gi[Vi \ (N [li]∪N [ri])],Ai = Gi[Vi \ (N [li]∪{ri})], andBi = Gi[Vi \ (N [ri]∪{li})] for i = 1, 2.
By the deﬁnition of the efﬁcient dominating problem and each non-basis series-parallel graph obtained
by a series composition only has one common vertex betweenG1 andG2, we have the following lemma.
Lemma 10. Assume that G = G1 G2.
(1) D{l}(G, Y ) = MINv{D{l1}(G1, Y1) ∪ D∅(X2, A2),D{l1}(Y1, Y ′1) ∪ D∅(G2, Z2),D{l1,r1}(G1) ∪ D{l2}
(G2, Y2)}.
(2) D{l}(Y, Y ′) = MINv{D{l1}(G1, Y1) ∪ D∅(Z2, Z′2),D{l1}(Y1, Y ′1) ∪ D∅(Y2, B2),D{l1,r1}(G1) ∪ D{l2}
(Y2, Y
′
2)}.
(3) D{r}(G,X) = MINv{D∅(Y1, B1) ∪ D{r2}(G2, X2),D∅(G1, Z1) ∪ D{r2}(X2, X′2),D{r1}(G1, X1)∪ D{l2,r2}(G2)}.
(4) D{r}(X,X′) = MINv{D∅(Z1, Z′1) ∪ D{r2}(G2, X2),D∅(X1, A1) ∪ D{r2}(X2, X′2),D{r1}(X1, X′1)∪ D{l2,r2}(G2)}.
(5) D{l,r}(G) = MINv{D{l1}(G1, Y1) ∪ D{r2}(X2, X′2),D{l1}(Y1, Y ′1) ∪ D{r2}(G2, X2),D{l1,r1}(G1)∪ D{l2,r2}(G2)}.
(6) D∅(Z,Z′) = MINv{D∅(X1, A1) ∪ D∅(Z2, Z′2),D∅(Z1, Z′1) ∪ D∅(Y2, B2),D{r1}(X1, X′1) ∪ D{l2}
(Y2, Y
′
2)}.
(7) D∅(X,A) = MINv{D∅(X1, A1) ∪ D∅(X2, A2),D∅(Z1, Z′1) ∪ D∅(G2, Z2),D{r1}(X1, X′1) ∪ D{l2}
(G2, Y2)}.
(8) D∅(Y, B) = MINv{D∅(G1, Z1) ∪ D∅(Z2, Z′2),D∅(Y1, B1) ∪ D∅(Y2, B2),D{r1}(G1, X1) ∪ D{l2}
(Y2, Y
′
2)}.
(9) D∅(G,Z) = MINv{D∅(G1, Z1) ∪ D∅(X2, A2),D∅(Y1, B1) ∪ D∅(G2, Z2),D{r1}(G1, X1) ∪ D{l2}
(G2, Y2)}.
(10) D∅(G) = MINv{D{l1}(G1, Y1) ∪ D∅(X2, A2),D{l1}(Y1, Y ′1) ∪ D∅(G2, Z2),D{l1,r1}(G1) ∪ D{l2}
(G2, Y2),D∅(Y1, B1)∪D{r2}(G2, X2),D∅(G1, Z1)∪D{r2}(X2, X′2),D{r1}(G1, X1)∪D{l2,r2}(G2),
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D{l1}(G1, Y1)∪D{r2}(X2, X′2),D{l1}(Y1, Y ′1)∪D{r2}(G2, X2),D{l1,r1}(G1)∪D{l2,r2}(G2),D∅(G1, Z1)∪ D∅(X2, A2),D∅(Y1, B1) ∪ D∅(G2, Z2),D{r1}(G1, X1) ∪ D{l2}(G2, Y2)}.
Proof. We only show the correctness of (10). The others can be shown analogously. LetD be a minimum
efﬁcient dominating set ofG = G1G2, and letD1 = D∩V1 andD2 = D∩V2. Note that l = l1, r = r2
and r1 = l2. Consider the following cases.
Case 1: D ∩ {l, r} = {l}. There are two subcases.
Case 1.1: r1 ∈ D. Clearly,D∅(G) = D{l1,r1}(G1) ∪ D{l2}(G2, Y2).
Case 1.2: r1 /∈ D. Note that r1 is dominated by the vertex v such that either v ∈ D1 or v ∈
D2. If v ∈ D1, then D1 = D{l1}(G1, Y1). By deﬁnition, D2 ∩ NG2[l2] = ∅. Hence, D2 =
D∅(X2, A2) and D∅(G) = D{l1}(G1, Y1) ∪ D∅(X2, A2). Similarly, if v ∈ D2, then D∅(G) =
D{l1}(Y1, Y ′1) ∪ D∅(G2, Z2).
Case 2: D ∩ {l, r} = {r}. As with discussion similar to that of CASE 1, we have the following.
Case 2.1: r1 ∈ D. Then, D∅(G) = D{r1}(G1, X1) ∪ D{l2,r2}(G2).
Case 2.2: r1 /∈ D. If r1 is dominated by D1, then D∅(G) = D∅(G1, Z1) ∪ D{r2}(X2, X′2). If r1 is
dominated by D2, then D∅(G) = D∅(Y1, B1) ∪ D{r2}(G2, X2).
Case 3: D ∩ {l, r} = {l, r}. There are two subcases.
Case 3.1: r1 ∈ D. Clearly, D∅(G) = D{l1,r1}(G1) ∪ D{l2,r2}(G2).
Case 3.2: r1 /∈ D. If r1 is dominated by D1, then D1 = D{l1}(G1, Y1). Since D2 ∩ NG2[l2] = ∅,
D2 = D{r2}(X2, X′2). Hence,D∅(G) = D{l1}(G1, Y1)∪D{r2}(X2, X′2). Otherwise, r1 is dominated
by D2. Similarly, D∅(G) = D{l1}(Y1, Y ′1) ∪ D{r2}(G2, X2).
Case 4: D ∩ {l, r} = ∅.
Case 4.1: r1 ∈ D. Then, D∅(G) = D{r1}(G1, X1) ∪ D{l2}(G2, Y2).
Case 4.2: r1 /∈ D. If r1 is dominated by D1, then D∅(G) = D∅(G1, Z1) ∪ D∅(X2, A2). If r1 is
dominated by D2, then D∅(G) = D∅(Y1, B1) ∪ D∅(G2, Z2).
By combining the above cases, the correctness of (10) holds. 
By the deﬁnition of the efﬁcient dominating problem and each non-basis series-parallel graph obtained
by a parallel composition only has two common vertices between G1 and G2, we have the following
lemma.
Lemma 11. Assume that G = G1G2.
(1) D{l}(G,G[V \ {r}]) = MINv{D{l1}(G1, Y1) ∪ D{l2}(Y2, Y ′2),D{l1}(Y1, Y ′1) ∪ D{l2}(G2, Y2)}.
(2) D{l}(Y, Y ′) = D{l1}(Y1, Y ′1) ∪ D{l2}(Y2, Y ′2).
(3) D{r}(G,X) = MINv{D{r1}(G1, X1) ∪ D{r2}(X2, X′2),D{r1}(X1, X′1) ∪ D{r2}(G2, X2)}.
(4) D{r}(X,X′) = D{r1}(X1, X′1) ∪ D{r2}(X2, X′2).
(5) D{l,r}(G) = D{l1,r1}(G1) ∪ D{l2,r2}(G2).
(6) D∅(Z,Z′) = D∅(Z1, Z′1) ∪ D∅(Z2, Z′2).
(7) D∅(X,A) = MINv{D∅(X1, A1) ∪ D∅(Z2, Z′2),D∅(Z1, Z′1) ∪ D∅(X2, A2)}.
(8) D∅(Y, B) = MINv{D∅(Y1, B1) ∪ D∅(Z2, Z′2),D∅(Z1, Z′1) ∪ D∅(Y2, B2)}.
(9) D∅(G,Z) = MINv{D∅(G1, Z1)∪D∅(Z2, Z′2),D∅(Z1, Z′1)∪D∅(G2, Z2),D∅(Y1, B1)∪D∅(X2, A2),
D∅(X1, A1) ∪ D∅(Y2, B2)}.
(10) D∅(G) = MINv{D{l1}(G1, Y1) ∪ D{l2}(Y2, Y ′2),D{l1}(Y1, Y ′1) ∪ D{l2}(G2, Y2),D{r1}(G1, X1) ∪
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D{r2}(X2, X′2),D{r1}(X1, X′1)∪D{r2}(G2, X2),D{l1,r1}(G1)∪D{l2,r2}(G2),D∅(G1, Z1)∪D∅(Z2, Z′2),
D∅(Z1, Z′1) ∪ D∅(G2, Z2),D∅(Y1, B1) ∪ D∅(X2, A2),D∅(X1, A1) ∪ D∅(Y2, B2)}.
Proof. It follows from the structure characterization of G. 
For a node v in a parse tree of a series-parallel graph, let lv and rv be the left terminal and the right
terminal of Gv , respectively.
Theorem 7. The efﬁcient domination problem is a (10,MINv)-reducible problem on series-parallel
graphs.
Proof. A corresponding (10,MINv)-parse tree can be constructed by the following steps:
(S1) For each internal node v, let u and w be the left child and the right child of v. For x ∈ {u,w}, let
Rx = 〈Rx,1, . . . , Rx,10〉 = 〈D{lx}(Gx,Gx[Vx \{rx}]),D{lx}(Gx[Vx \{rx}],Gx[Vx \N [rx]]),D{rx}(Gx,
Gx[Vx \ {lx}]),D{rx}(Gx[Vx \ {lx}],Gx[Vx \ N [lx]]),D{lx ,rx}(Gx),D∅(Gx[Vx \ {lx, rx}],Gx[Vx \
(N [lx] ∪N[rx])]),D∅(Gx[Vx \ {lx}],Gx[Vx \ (N [lx] ∪ {rx})]),D∅(Gx[Vx \ {rx}],Gx[Vx \ (N [rx] ∪
{lx})]),D∅(Gx,Gx[Vx \ {lx, rx}]),D∅(Gx)〉. In the following, we only show how to generate Rv,1 =
D{lv}(Gv,Gv[Vv \ {rv}]). The others Rv,i can be generated similarly.
Case 1: v is a -node. Let av,1 = av,2 = · · · = av,9 = 3, and av,10 = 12, and let f1(u, 1) =
g1(w, 3) = 1; f1(u, 2) = 2; f1(u, 3) = 5; g1(w, 1) = 7; g1(w, 2) = 9.
According to Lemma 10,
D{lv}(Gv,Gv[Vv \ {rv}])=Rv,1
=MINv{Ru,f1(u,1) ∪ Rw,g1(w,1), Ru,f1(u,2) ∪ Rw,g1(w,2), . . . ,
Ru,f1(u,av,1) ∪ Rw,g1(w,av,1)}
=MINv{Ru,1 ∪ Rw,7, Ru,2 ∪ Rw,9, Ru,5 ∪ Rw,1}.
Case 2: v is a -node. Let av,2 = av,4 = av,5 = av,6 = 1; av,1 = av,3 = av,7 = av,8 = 2; av,9 =
4; av,10 = 9, and let f1(u, 1) = g1(w, 2) = 1; f1(u, 2) = g1(w, 1) = 2.
According to Lemma 11,
D{lv}(Gv,Gv[Vv \ {rv}])=Rv,1
=MINv{Ru,f1(u,1) ∪ Rw,g1(w,1), Ru,f1(u,2) ∪ Rw,g1(w,2), . . . ,
Ru,f1(u,av,1) ∪ Rw,g1(w,av,1)}
=MINv{Ru,1 ∪ Rw,2, Ru,2 ∪ Rw,1}.
(S2) For each leaf p corresponding to a basis graph Gp = ({lp, rp}, {(lp, rp)}, (lp, rp)), set target sub-
graphs of p to be Rp = 〈Rp,1, . . . , Rp,10〉 = 〈{lp},∞, {rp},∞,∞, ∅,∞,∞,∞, {lp}〉.
Therefore, the efﬁcient domination problem is a (10,MINv)-reducible problem.
Clearly, Steps (S1) and (S2) can be implemented inO(1) time using a linear number of processors on
an EREW PRAM. By Deﬁnition 6, the theorem holds. 
Theorem 8. The efﬁcient domination problem on series-parallel graphs can be solved in
O(log m log∗ m) time using O( mlog m log∗ m) processors on an EREW PRAM.
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Proof. By Lemma 9, we construct a parse tree of a series-parallel graphG inO(log m log∗ m) time using
O( mlog m log∗ m) processors on an EREW PRAM. By Theorem 7, we construct a (10,MINv)-parse tree and
then solve the desired problem on this tree. Since the number of nodes of the given tree isO(m), it needs
O(k3 log m) time using O( mlog m) processors on an EREW PRAM by Theorem 1. If D∅(G) = ∞, then
G contains no efﬁcient dominating set. Otherwise, D∅(G) is a solution. 
Theorem 9. The efﬁcient domination problem on series-parallel graphs can be solved in linearO(n+m)
time.
Proof. It follows from Lemmas 1 and 8 and Theorem 7. 
5. Conclusion
In this paper, we ﬁrst deﬁne the (k,)-parse tree problem.We solve this problem inO(k2n) sequential
time, and in O(k3 log n) time using O( nlog n) processors on an EREW PRAM, where n is the number
of nodes of the given tree. We then develop a general problem-solving paradigm to transform a class of
subgraph optimization problems on decomposable graphs into corresponding (k,)-parse tree problems.
Using this paradigm, we deﬁne a class of (k,)-reducible problems on decomposable graphs, where k
is a ﬁxed positive integer. Let Td(|V |, |E|) and Pd(|V |, |E|) denote the time complexity and processor
complexity required to construct a parse tree TG for a decomposable graph G = (V ,E) on a PRAM
modelMd.We show that a (k,)-reducible problem on a decomposable graphG = (V ,E) can be solved
in O(Td(|V |, |E|) + log |V (TG)|) time using O(Pd(|V |, |E|) + |V (TG)|log |V (TG)|) processors on Md. If TG is
given as an input instance, the class of (k,)-reducible problem can be solved in O(log |V (TG)|) time
usingO( |V (TG)|log |V (TG)|) processors on an EREW PRAM. Three fundamental graph problems are shown to be
(k,)-reducible. Our method classiﬁes a class of problems on decomposable graphs into the NC class.
We believe that more graph problems are (k,)-reducible on decomposable graphs.
Previous known parallel algorithms using the tree contraction to solve the given subgraph optimization
problem consist of two phases. The ﬁrst phase is to compute the value for measuring the cardinality or
the weight of a desired solution. The second phase is to actually ﬁnd a target subgraph according to the
information generated in the ﬁrst phase. In this paper, we develop one-phase tree contraction technique.
We hope this technique can be applied to solve more subgraph optimization problems on those graphs
which are tree-representable.
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