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Abstract
This paper gives an overview for the method of subspace corrections. The method is *rst motivated by a discussion
on the local behavior of high-frequency components in a solution to an elliptic problem. A simple domain decomposition
method is discussed as an illustrative example and multigrid methods are discussed in more detail. Brief discussions are
also given to some non-linear examples including eigenvalue problems, obstacle problems and liquid crystal modelings. The
relationship between the method of subspace correction and the method of alternating projects is observed and discussed.
c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
The method of subspace corrections refer to a large class of algorithms used in scienti*c and
engineering computing. This type of method is based on an old and simple strategy: divide and
conquer. Many iterative methods (simple or complicated, traditional or modern) fall into this cate-
gory. Examples include the Jacobi method, Gauss–Seidel methods, point or block relaxation method,
multigrid method and domain decomposition method. All these methods can be applied to both linear
and nonlinear problems.
This paper is to give a glimpse of this type of method when it is applied to approximate the
solutions of partial di7erential equations. While these methods can be applied to a large variety of
problems, it is when they are applied to partial di7erential equations that these methods become
practically most valuable and mathematically profoundly interesting. Among many such algorithms
in this category, the multigrid method is certainly the most remarkable example.
As a “divide and conquer” strategy, the *rst question is perhaps how to “divide” namely how to
divide a big (global) problem into small (local) ones. In this paper, we shall address this question
by discussing the local property of high-frequency components in the solution to elliptic partial
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di7erential equations. This will be discussed in Section 2. After such a discussion, an overlapping
domain decomposition method is then a natural algorithm to introduce. We then proceed later on to
introduce the multigrid method as a recursive application of the overlapping domain decomposition
method.
Our main focus of the presentation will be on iterative methods for linear algebraic system. In
Section 3, we shall give a brief introduction to basic linear iterative methods and (preconditioned)
conjugate gradient methods. In Section 4, a general framework is introduced for the method of
subspace corrections based on space decomposition. Basic ideas, simple examples and convergence
analysis will be discussed here.
As a special example of the method of subspace corrections, the multigrid method will be discussed
in some length in Section 5. Here we use a model of a simple elliptic equation discretized by linear
*nite elements. We introduce a simple variant of the multigrid method, \-cycle, and then sketch two
di7erent convergence proofs. We then introduce and discuss the BPX preconditioner. Finally, in this
section, we give some brief discussions of algebraic multigrid methods.
The method of subspace corrections can be applied to many nonlinear problems. Several examples
are given in Section 6, including an eigenvalue problem, an obstacle problem and a nonlinear
nonconvex optimization problem arising from liquid crystal modeling.
There is a class of methods, called the method of alternating projections, that has been studied
by many researchers in the approximation research community. In the last section, Section 7, we
exam the relationship between the method of subspace corrections and the method of alternating
projections. Some new observations are made here.
For convenience, following [50], the symbols .;& and =∼ will be used in this paper. That
x1 . y1, x2 & y2 and x3=∼y3, mean that x16C1y1, x2¿c2y2 and c3x36y36C3x3 for some constants
C1; c2; c3 and C3 that are independent of mesh parameters.
2. Motivations: local behavior of high frequencies
The method of subspace corrections is based on a simple old idea: divide and conquer. In other
words, we try to solve a big problem by breaking it apart and solving a number of smaller problems.
The crucial question is then how to break a big problem into some smaller ones. In the solution of
partial di7erential equations, in our view, the clue is in the behavior of high-frequency part of the
solution.
2.1. Descriptive de1nition of high frequencies
High-frequency functions, loosely speaking, refer to those functions that have relatively high os-
cillations. Let us begin our discussion with a simple example of a di7erential equation. We consider
the following two-point boundary value problem:
− u′′ = f x∈ (0; 1); u(0) = u(1) = 0: (2.1)
It is easy to see that the solution of the above problem can be given in terms of the following
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Fourier series:
u(x) =
∞∑
k=0
ck k(x); (2.2)
where each  k(x) = sin kx happens to be an eigenfunction of the underlying di7erential operator
corresponding to the eigenvalue (k)2. Obviously the function  k oscillates more as k gets larger.
Let us call k the frequency of the function  k . For large k;  k may be called a high-frequency
function. Similarly, for small k;  k may be called a low-frequency function. Apparently “high” or
“low” is a relative concept.
The Fourier expansion gives a representation of the solution in terms of a linear combination of
functions of di7erent frequencies. A function is relatively smooth if its low frequency components
dominate (namely the coeLcients ck are relatively large for small k’s) and conversely a function is
relatively rough (or nonsmooth) if its high-frequency components dominate.
The concept of frequencies described above naturally carries over to the discretized system. Con-
sider a uniform partition of (0; 1) by n + 1 equal-sized subintervals with nodal points xi = i=
(n + 1) (16i6n) and discretize problem (2.1) by a linear *nite element or a *nite di7erence
method. We have the following discretized system:
A = b; (2.3)
where A = h−2 diag(−1; 2;−1)∈Rn×n. It is easy to see that the matrix A has the eigenvalues and
eigenvectors:
k = (n+ 1)2 sin
2 k
n+ 1
and kj = sin
jk
n+ 1
;
which behave similar to those in the continuous case.
From an approximation point of view, higher frequencies are more diLcult to resolve and they
require a *ner discretization scheme. But high frequencies have many very important properties that
can be used advantageously to design e7ective numerical schemes in many situations.
2.2. Locality
One most important property of high frequencies is that they tend to behave locally in elliptic
partial di7erential equations. Let us now use a very simple example to explain what this locality
means roughly.
Let G = (−1; 1)n and G0 = (− 12 ; 12 )n. Then, there exists a constant c such that, for any harmonic
function v on G, namely Ov= 0, the following estimate holds:
‖ v ‖0;G0.‖ v ‖0;G : (2.4)
This is, of course a well-known trivial property of harmonic functions which can be derived easily
by simple integration by parts using some cut-o7 functions. Now, we shall use it to explain the
locality of high frequencies.
Given any reasonable (say, Lipschitz) domain ⊂Rn, let us consider the boundary value problem
−Ou= f(x) in  and u= 0 on @: (2.5)
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We now attempt to solve this problem locally. Given any z ∈; let G⊂ be an open ball of radius
 centered at z. Let us now consider the following local problem:
−Ou = f(x); x∈G and u = 0 on @G: (2.6)
We would of course not expect that this local solution u would be any good approximation to the
original solution u of (2.5). But, anyway, let us look at the error u−u which is obviously harmonic
in G. By (2.4) and a simple scaling argument, we then have
‖ (u− u) ‖0;G =2. −1 ‖ u− u ‖0;G (2.7)
where G=2⊂G is a ball of radius =2.
Apparently, this means that, regardless what f is, the relative frequency of u − u in G=2 is,
roughly speaking, at most −1 asymptotically; in other words, the local solution u actually captures
very well the frequencies in u that oscillate at distance less than or equal to .
This is what we mean by saying that high frequencies behave locally in elliptic partial di7erential
equations. Singularities, for example, are some form of high frequencies. In the *nite element method,
many forms of singularity can be resolved through certain local mesh re*nement and the reason why
this type of method works is also because of the local behavior of high frequencies.
This local property of the high frequencies is closely related to the maximum principle in elliptic
equations. Many of qualitative studies in elliptic problems may be interpreted as the studies of the
behavior of high frequencies.
The Poisson equation that we just discussed exhibits a pointwise locality for the high frequencies
and this property is rePected from the fact that the level set of the fundamental solution of the
Laplacian is an (n− 1)-dimensional sphere.
The locality is di7erent for an anisotropic or convection-dominated operator
− @xx − @yy or − +  · ; (2.8)
where 0¡ ¡¡ 1. The high frequencies of this equation are then local in a slightly di7erent way.
In fact, the higher frequencies exhibit (long–thin) ellipse locality. The level set of the fundamental
solution associated with (2.8) is an ellipse that gets longer and thinner as  gets smaller.
2.3. A simple domain decomposition method
After understanding the local behavior of high frequencies as discussed above, it is then rather
transparent to derive a simple domain decomposition. Let us now carry out this exercise.
As discussed above, given by subdomain of size  = h0, after solving a local problem such as
(2.6), we have pretty much captured all frequencies that oscillate inside this subdomain. Thus, if
we solve a number of local problems on a collection of subdomains of size, say approximately of
order h0, that actually cover the whole domain, we should then be able to capture all the frequencies
that oscillate within a distance smaller than h0. In other words, the remaining frequencies are low
frequencies that oscillate at most O(h0) distance.
Let us give a slightly more precise description of this process. We again use the simple model
problem (2.5). We start by assuming that we are given a set of overlapping subdomains {i}Ji=1 of
. One way of de*ning the subdomains and the associated partition is by starting with disjoint open
sets {0i }Ji=1 with Q =
⋃ J
i=1
Q0i and {0i }Ji=1 quasi-uniform of size h0. The subdomain i is de*ned
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to be a subdomain containing 0i with the distance from @i ∩ to 0i greater than or equal to ch0
for some prescribed constant c.
There are di7erent ways to proceed with the local solution with the given subdomains. Let us
now describe a simple successive correction procedure:
Algorithm 2.1.
For i = 1 : J; with u0 = 0;
1nd ei ∈H 10 (i) such that −Oei = f − (−Oui−1),
set ui = ui−1 + ei.
Based on the discussions we had above, we see that u − uJ is relatively smooth and it mainly
consists of frequencies that oscillate at most O(h0) distance.
The above procedure essentially describes the main idea in a typical (overlapping) domain de-
composition method. But, in practice, this type of method is often carried out on a discrete level.
Let us now discuss in some detail the discrete version of this method.
We consider, for example, a *nite element space Vh⊂H 10 () consisting of piecewise linear func-
tions on a triangulation Th of . We assume that the triangulation is compatible with subdomains
i in the domain decomposition mentioned above, namely the restriction of Th on each i is a good
triangulation of i. The discrete versions of the subspaces H 10 (i) in the above algorithm are the
following *nite element subspaces
Vi = {v∈V : v(x) = 0; ∀x∈ \ i}:
As we have already shown, u− uJ is relatively smooth and it can be well approximated by a *nite
element space de*ned on a grid of size of order h0. Such a *nite element space is called a coarse
space in domain decomposition terminology and we shall denote it by V0⊂Vh.
The discrete version of our domain decomposition method is then a successive correction procedure
carried out on all these *nite element subspaces Vi for i=1 : J and then for i=0. This is a typical
subspace correction method based on a space decomposition as follows:
Vh = V0 + V1 + · · ·+ VJ =
J∑
i=0
Vi: (2.9)
In this decomposition, each subspace covers a certain range of frequencies for the space Vh. Con-
sequently, certain uniform convergent properties can be expected from the corresponding method of
subspace corrections.
2.4. From domain decomposition to multigrid methods
The simple domain decomposition method discussed above provides a good example on how a
large global problem can be decomposed into small local problems using the local property of high
frequencies. In our view, the local property of high frequencies is the key reason why the method
of subspace correction works for partial di7erential equations.
The local subdomain solution process in the above domain decomposition method is called a
smoothing process since this procedure damps out high frequencies and give rise to a much smoother
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component that remains to be resolved by a coarse space V0. But the coarse space problem in V0
may still be too large and a natural solution is then to repeat a similar procedure on V0 and apply
such a domain decomposition recursively. The resulting algorithm from this recursive procedure is
nothing but a multigrid method.
The local behavior of high frequencies determines what smoothers to use in a multigrid process.
For the simple Poisson equation, as illustrated above, the high frequency has a point locality and
hence local relaxation such as the point Gauss–Seidel method can be used as an e7ective smoother.
For a di7erential operator like (2.8), the locality of high frequency is in a long-thin region and hence
line relaxation may be used as a smoother.
For any given application of multigrid methodology, in our view, the key is to understand the local
property of high frequencies of the underlying linear or nonlinear (partial di7erential) operators. But
in many applications, especially, for systems and/or nonlinear problems, how the high frequencies
behave is often not clear. It appears to be necessary to have a systematic theoretical investigation
on this question for various partial di7erential operators that are practically interesting. This is *rst
a problem in the theory of partial di7erential equations, but ultimately we also need to study the
same question for the discretized equations. We believe this is a research topic in partial di7erential
equation theory that has a signi*cant practical importance.
The domain decomposition and multigrid methods are special subspace correction methods. This
type of method which is based on a proper space decomposition is a general approach to the design
of iterative methods for large-scale systems arising from the discretization of partial di7erential
equations. We shall devote the next two sections to the discussion of this type of methods in an
abstract setting.
3. Elementary iterative methods
Assume V is a *nite-dimensional vector space. The goal of this paper is to discuss iterative
methods and preconditioning techniques for solving the following kind of equation:
Au= f: (3.1)
Here A :V →V is a symmetric positive-de*nite (SPD) linear operator over V and f∈V is given.
In this section, we discuss some basic iterative methods for solving the above system of equation.
3.1. Linear iterative methods
A single step linear iterative method which uses an old approximation, uold, of the solution u of
(3.1), to produce a new approximation, unew, usually consists of three steps:
(1) form rold = f − Auold;
(2) solve Ae = rold approximately: eˆ = Brold;
(3) update unew = uold + eˆ;
where B is a linear operator on V and can be thought of as an approximate inverse of A.
As a result, we have the following iterative algorithm.
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Algorithm 3.1. Given u0 ∈V;
uk+1 = uk + B(f − Auk); k = 0; 1; 2; : : : : (3.2)
The core of the above iterative scheme is the operator B. Notice that if B=A−1, after one iteration,
u1 is then the exact solution.
We say that an iterative scheme like (3.2) converges if limk→∞ uk = u for any u0 ∈V. Assume
that u and uk are solutions of (3.1) and (3.2), respectively. Then
u− uk = (I − BA)k(u− u0):
Therefore, the iterative scheme (3.2) converges if and only if (I − BA)¡ 1.
Sometimes, it is more desirable to have a symmetric B. If B is not symmetric, there is a natural
way to symmetrize it. The symmetrized scheme is as follows:
uk+1=2 = uk + B(f − Auk); uk+1 = uk+1=2 + Bt(f − Auk+1=2):
Here and below “t” and “∗” denote the transpositions with respect to (· ; ·) and (· ; ·)A respectively.
Eliminating the intermediate uk+1=2, we have
uk+1 = uk + QB(f − Auk) (3.3)
with
QB= Bt + B− BtAB satisfying I − QBA= (I − BA)∗(I − BA):
It is easy to verify the following identity:
‖ v ‖2A − ‖ (I − QBA)v ‖2A =( QBAv; v)A and max( QBA)61:
The above identity immediately yields a useful convergence criteria:
Scheme (3.2) converges if (and only if in case B is symmetric) the symmetrized scheme (3.3)
is convergent, namely QB is SPD or, equivalently, B−t + B−1 − A is SPD.
While the symmetrized scheme is desirable when, for example, it is used with the preconditioned
conjugate gradient method (see discussion below), but as a stand alone iterative method, its conver-
gence property, as indicated by the above discussions, may not be as good as the original iterative
scheme. This phenomenon has been observed and discussed by some authors (see, for example [28]).
Example 3.2. Assume V=Rn and A=(aij)∈Rn×n is an SPD matrix. We write A=D−L−U with
D being the diagonal of A and −L and −U the lower and upper triangular parts of A, respectively.
We have the following choices of B that result in various di7erent iterative methods:
B=


! Richardson;
D−1 Jacobi;
!D−1 Damped Jacobi;
(D − L)−1 Gauss–Seidel;
!(D − !L)−1 SOR:
(3.4)
The symmetrization of the aforementioned Gauss–Seidel method is called the symmetric Gauss–
Seidel method.
These simple iterative methods will serve as a basis for the more advanced iterative methods (such
as multigrid methods) based on subspace corrections.
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3.2. Preconditioned conjugate gradient method
The well-known conjugate gradient method is the basis of all the preconditioning techniques to
be studied in this paper. The preconditioned conjugate gradient (PCG) method can be viewed as a
conjugate gradient method applied to the preconditioned system:
BAu= Bf: (3.5)
Here B :V → V is another SPD operator and known as a preconditioner for A. Note that BA is
symmetric with respect to the inner product (B−1· ; ·). One version of this algorithm is as follows:
Given u0; r0 = f − Au0;p0 = Br0; for k = 1; 2; : : : ;
uk = uk−1 + /kpk−1; rk = rk−1 − /kApk−1; pk = Brk + kpk−1;
/k = (Brk−1; rk−1)=(Apk−1; pk−1); k = (Brk ; rk)=(Brk−1; rk−1):
It is well known that
‖ u− uk ‖A 62
(√
0(BA)− 1√
0(BA) + 1
)k
‖ u− u0 ‖A; (3.6)
which implies that PCG converges faster with smaller condition number 0(BA).
The eLciency of a PCG method depends on two main factors: the action of B and the size
of 0(BA). Hence, a good preconditioner should have two competing properties: the action of B is
relatively easy to compute and that 0(BA) is relatively small (at least smaller than 0(A)).
4. Space decomposition and subspace correction
In this section, we present a general framework for linear iterative methods and/or preconditioners
using the concept of space decomposition and subspace correction. This framework will be presented
here from a purely algebraic point of view. Some simple examples are given for illustration and
more important applications are given in the later sections for multigrid methods.
The presentation here more or less follows Xu [50] and Bramble et al. [10,9]. For related topics,
we refer to [6].
4.1. Preliminaries
A decomposition of a vector space V consists of a number of subspaces Vi⊂V (for 06i6J )
such that
V=
J∑
i=0
Vi : (4.1)
This means that, for each v∈V, there exist vi ∈Vi (06i6J ) such that v=∑Ji=0 vi. This represen-
tation of v may not be unique in general, namely (4.1) is not necessarily a direct sum.
For each i, we de*ne Qi; Pi :V →Vi and Ai :Vi →Vi by
(Qiu; vi) = (u; vi); (Piu; vi)A = (u; vi)A; u∈V; vi ∈Vi (4.2)
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and
(Aiui; vi) = (Aui; vi); ui; vi ∈Vi : (4.3)
Qi and Pi are both orthogonal projections and Ai is the restriction of A on Vi and is SPD. Note
that, Qi = I ti , where Ii :Vi →V is the natural inclusion. It follows from the de*nition that
AiPi = QiA: (4.4)
This simple identity is of fundamental importance and will be used frequently in this section. A
consequence of it is that, if u is the solution of (3.1), then
Aiui = fi (4.5)
with ui = Piu and fi = Qif = I ti f. This equation may be regarded as the restriction of (3.1) to Vi.
We note that the solution ui of (4.5) is the best approximation of the solution u of (3.1) in the
subspace Vi in the sense that
J (ui) = min
v∈Vi
J (v) with J (v) = 12(Av; v)− (f; v)
and
‖ u− ui ‖A = min
v∈Vi
‖ u− v ‖A :
In general, the subspace equation (4.5) will be solved approximately. To describe this, we introduce,
for each i, another nonsingular operator Ri :Vi → Vi that represents an approximate inverse of Ai
in a certain sense. Thus, an approximate solution of (4.5) may be given by uˆ i = Rifi.
Example 4.1. Consider the space V= Rn and the simplest decomposition:
Rn =
n∑
i=1
span{ei};
where ei is the ith column of the identity matrix. For an SPD matrix A= (aij)∈Rn×n
Ai = aii; Qiy = yiei;
where yi is the ith component of y∈Rn.
4.2. Basic algorithms
From the viewpoint of subspace correction, most linear iterative methods can be classi*ed into
two major algorithms, namely the parallel subspace correction (PSC) method and the successive
subspace correction method (SSC).
PSC: Parallel subspace correction. This type of algorithm is similar to the Jacobi method. The
idea is to correct the residue equation on each subspace in parallel.
Let uold be a given approximation of the solution u of (3.1). The accuracy of this approximation
can be measured by the residual: rold =f−Auold. If rold =0 or is very small, we are done. Otherwise,
we consider the residual equation:
Ae = rold :
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Obviously, u = uold + e is the solution of (3.1). Instead, we solve the restricted equation on each
subspace Vi
Aiei = Qirold :
It should be helpful to note that the solution ei is the best possible correction uold in the subspace
Vi in the sense that
J (uold + ei) = min
e∈Vi
J (uold + e):
As we are only seeking a correction, we only need to solve this equation approximately using the
subspace solver Ri described earlier
eˆ i = RiQirold = IiRiI ti r
old :
An update of the approximation of u is obtained by
unew = uold +
J∑
i=0
eˆ i;
which can be written as
unew = uold + B(f − Auold);
where
B=
J∑
i=0
RiQi =
J∑
i=0
IiRiI ti : (4.6)
We therefore have the following algorithm.
Algorithm 4.2. Given u0 ∈V, apply the iterative scheme (3.2) with B given in (4.6).
Example 4.3. With V=Rn and the decomposition given by Example 4.1, the corresponding Algo-
rithm 4.2 is just the Jacobi iterative method.
It is well known that the Jacobi method is not convergent for all SPD problems hence Algorithm
4.2 is not always convergent. However, the preconditioner obtained from this algorithm is of great
importance. We note that the operator B given by (4.6) is SPD if each Ri :Vi →Vi is SPD.
Algorithm 4.4. Apply the PCG method to Eq. (3.1), with B de*ned by (4.6) as a preconditioner.
Example 4.5. The preconditioner B corresponding to Example 4.1 is
B= diag(a−111 ; a
−1
22 ; : : : ; a
−1
nn )
which is the well-known diagonal preconditioner for the SPD matrix A.
SSC: Successive subspace corrections. This type of algorithm is similar to the Gauss–Seidel
method.
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To improve the PSC method that makes simultaneous corrections, we make the correction here
in one subspace at a time by using the most updated approximation of u. More precisely, starting
from v−1 = uold and correcting its residue in V0 gives
v0 = v−1 + I0R0I t0(f − Av−1):
By correcting the new approximation v1 in the next space V1, we get
v1 = v0 + I1R1I t1(f − Av0):
Proceeding this way successively for all Vi leads to the following SSC algorithm.
Algorithm 4.6. Given u0 ∈V;
for k = 0; 1; : : : till convergence
v ← uk
for i = 0 : J v ← v+ IiRiI ti (f − Av) endfor
uk+1 ← v
endfor
Example 4.7. Corresponding to decomposition in Example 4.1, the Algorithm 4.6 is the Gauss–
Seidel iteration.
Example 4.8. More generally, decompose Rn as
Rn =
J∑
i=0
span{eli ; eli+1; : : : ; eli+1−1};
where 1=l0 ¡l1 ¡ · · ·¡lJ+1=n+1. Then Algorithms 4.2, 4.4 and 4.6 are the block Jacobi method,
block diagonal preconditioner and block Gauss–Seidel methods, respectively.
Let Ti = RiQiA= IiRiI ti A. By (4.4), Ti = RiAiPi. Note that Ti :V →Vi is symmetric with respect
to (· ; ·)A and nonnegative and that Ti = Pi if Ri = A−1i .
If u is the exact solution of (3.1), then f = Au. Let vi be the ith iterate (with v0 = uk) from
Algorithm 4.6. We have by de*nition
u− vi+1 = (I − Ti)(u− vi); i = 0; : : : ; J:
A successive application of this identity yields
u− uk+1 = EJ (u− uk); (4.7)
where
EJ = (I − TJ )(I − TJ−1) · · · (I − T1)(I − T0): (4.8)
Remark 4.9. It is interesting to look at the operator EJ in the special case that Ri = !A−1i for
all i. The corresponding SSC iteration is a generalization of the classic SOR method. In this case,
we have
EJ = (I − !PJ )(I − !PJ−1) · · · (I − !P1)(I − !P0):
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One trivial fact is that EJ is invertible when ! = 1. Following an argument in [38] for the SOR
method, let us take a look at the special case !=2. Since, obviously, (I−2Pi)−1=I−2Pi for each i,
we conclude that E−1J =E
∗
J where, we recall, ∗ is the adjoint with respect to the inner product (· ; ·)A.
This means that EJ is an orthogonal operator and, in particular, ‖ EJ ‖A =1. As a consequence, the
SSC iteration cannot converge when != 2. In fact, as we shall see below, in this special case, the
SSC method converges if and only if 0¡!¡ 2.
The symmetrization of Algorithm 4.6 can also be implemented as follows.
Algorithm 4.10. Given u0 ∈V; v ← u0
for k = 0; 1; : : : till convergence
for i = 0: J and i = J : − 1 : 0 v ← v+ IiRiI ti (f − Av) endfor
endfor
As mentioned earlier, the advantage of the symmetrized algorithm is that it can be used as a
preconditioner. In fact, Algorithm 4.10 can be formulated in the form of (3.2) with operator B
de*ned as follows: for f∈V, let Bf=u1 with u1 obtained by Algorithm 4.10 applied to (3.1) with
u0 = 0.
Colorization and parallelization of SSC iteration: The SSC iteration is a sequential algorithm by
de*nition, but it can often be implemented in a more parallel fashion. For example, the parallelization
can be realized by coloring.
Associated with a given partition (4.1), a coloring of the set J = {0; 1; 2; : : : ; J} is a disjoint
decomposition:
J=
Jc⋃
l=1
J(t)
such that
PiPj = 0 for any i; j∈J(l); i = j (16l6Jc):
We say that i; j have the same color if they both belong to some J(t).
The important property of the coloring is that the SSC iteration can be carried out in parallel in
each color.
Algorithm 4.11 (Colored SSC). Given u0 ∈V; v ← u0
for k = 0; 1; : : : till convergence
for l= 1 : Jc v ← v+∑i∈J(l) IiRiI ti (f − Av) endfor
endfor
We note that the terms under the sum in the above algorithm can be evaluated in parallel (for
each l, namely within the same color).
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The best-known example of colorization is perhaps the red–black ordering for the *ve-point *nite
di7erence stencil (or linear *nite elements) for the Poisson equation on unit square. We note that
the coloring technique can be applied in very general situations.
4.3. Convergence theory
There are some very elegant convergence theories for the subspace correction methods described
above. For simplicity, let us present a theory contained in [50] for a simple case, namely each
subspace solver Ri is symmetric positive de*nite. This theory stems from Bramble et al. [9]. For
a more general theory, we refer to [6,51] and more recently Xu and Zikatanov [52] (for a general
sharp theory).
Our theory will be presented mainly in terms of two parameters, denoted by K0 and K1, de*ned
as follows:
(1) For any v∈V, there exists a decomposition v=∑Ji=0 vi for vi ∈Vi such that
J∑
i=0
(R−1i vi; vi)6K0(Av; v): (4.9)
(2) For any S ⊂{0; 1; 2; : : : ; J} × {0; 1; 2; : : : ; J} and ui; vi ∈V for i = 0; 1; 2; : : : ; J ,
∑
(i; j)∈ S
(Tiui; Tjvj)A6K1
(
J∑
i=0
(Tiui; ui)A
)1=2 J∑
j=0
(Tjvj; vj)A


1=2
: (4.10)
Theorem 4.12. Assume that B is the SSC preconditioner given by (4:6); then
0(BA)6K0K1:
In fact, we have max(BA)6K1 which follows directly from the de*nition of K1 and min(BA)¿K−10
which follows from the following identity:
(B−1v; v) = inf
vi ∈Vi∑
vi=v
∑
i
(R−1i vi; vi): (4.11)
This identity is implicitly contained in [50] and it may be found in [48,22]. Let us now include a
proof of it in the following.
Given any decomposition v=
∑J
i=1 vi; we have, by the Cauchy–Schwarz inequality, that
(v; B−1v)2 =
(
J∑
i=1
(vi; QiB−1v)
)2
6
(
J∑
i=1
(R−1i vi; vi)
1=2(QiB−1v; RiQiB−1v)1=2
)2
6
J∑
i=1
(R−1i vi; vi)
J∑
i=1
(B−1v; RiQiB−1v) =
J∑
i=1
(R−1i vi; vi)(v; B
−1v):
On the other hand, for the trivial decomposition v=
∑J
i=1 vi with vi=TiT
−1v; we have
∑J
i=1 (R
−1
i TiT−1v;
TiT−1v) = (B−1v; v). This *nishes the justi*cation of (4.11).
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To present our next theorem, let us denote, for 06i6J; Ei = (I − Ti)Ei−1 with E1 = I . Then
I − Ei =
i∑
j=0
TjEj−1 (4.12)
and
(2− !1)
J∑
i=0
(TiEi−1v; Ei−1v)A6 ‖ v ‖2A − ‖ EJv ‖2A; ∀v∈V: (4.13)
The proof of this identity follows immediately from the trivial identity Ei−1 − Ei = TiEi−1 and the
relation that
‖ Ei−1v ‖2A − ‖ Eiv ‖2A =((2I − Ti)TiEi−1v; Ei−1v)A¿(2− !1)(TiEi−1v; Ei−1v)A:
Theorem 4.13. For the Algorithm 4:6;
‖ EJ ‖2A 61−
2− !1
K0(1 + K1)2
; (4.14)
where !1 = maxi(Ri; Ai).
Proof. In view of (4.13), it suLces to show that
J∑
i=0
(Tiv; v)A6(1 + K1)2
J∑
i=0
(TiEi−1v; Ei−1v)A; ∀v∈V: (4.15)
By (4.12) (Tiv; v)A = (Tiv; Ei−1v)A +
∑i−1
j=0(Tiv; TjEj−1v)A. Applying the Cauchy–Schwarz inequality
gives
J∑
i=0
(Tiv; Ei−1v)A6
(
J∑
i=0
(Tiv; v)A
)1=2( J∑
i=0
(TiEi−1v; Ei−1v)A
)1=2
:
By the de*nition of K1 in (4.10), we have
J∑
i=0
i−1∑
j=0
(Tiv; TjEj−1v)A6K1
(
J∑
i=0
(Tiv; v)A
)1=2 J∑
j=0
(TjEj−1v; Ej−1v)A


1=2
:
Combining these three formulae then leads to (4.15).
This theorem shows that the SSC algorithm converges as long as !1 ¡ 2. The condition that
!1 ¡ 2 is reminiscent of the restriction on the relaxation parameter in the SOR method.
Example 4.14. Let us now discuss a simple application of our theory to the overlapping domain
decomposition method that we discussed in Section 3. It can be proved that for the space decomposi-
tion (2.9) based on the domain decomposition, the parameters K0 and K1 can be bounded uniformly
with respect to h and h0. The estimate for K1 is straightforward and the estimate for K0 may be
obtained by a simple partition of unity. For details, we refer to Xu [50] and the reference cited
there. Thus the corresponding PSU preconditioner yields a uniformly bounded condition number and
SSC method has a uniform convergence rate.
J. Xu / Journal of Computational and Applied Mathematics 128 (2001) 335–362 349
5. Multigrid methods
The multigrid method is among the most eLcient iterative methods for solving the algebraic system
arising from the discretization of partial di7erential equations. In this section, we shall give a brief
review of this method based on *nite element discretization. For more comprehensive discussion on
this topic, we refer to the research monographs of Hackbusch [26,27], McCormick [37], Wesseling
[47] and Bramble [6], and to the review articles of Xu [50,51] and Yserentant [54].
5.1. A model problem and 1nite element discretizations
We consider the boundary value problem:
− · aU = F in ; (5.1)
U = 0 on @;
where ⊂Rd is a polyhedral domain and a is a smooth function (or piecewise smooth) on Q with
a positive lower bound.
Let H 1() be the standard Sobolev space consisting of square-integrable functions with square-
integrable (weak) derivatives of *rst order, and H 10 () the subspace of H
1() consisting of functions
that vanish on @. Then U ∈H 10 () is the solution of (5.1) if and only if
A(U; :) = (F; :) ∀:∈H 10 (); (5.2)
where
A(U; :) =
∫

aU ·: dx; (F; :) =
∫

F: dx:
Assume that  is triangulated with  =
⋃
i ;i, where the ;i are nonoverlapping simplices of size
h∈ (0; 1] and are quasi-uniform, i.e., there exist constants C0 and C1 not depending on h such that
each simplex ;i is contained in (contains) a ball of radius C1h (resp. C0h). De*ne
V= {v∈H 10 (): v|;i ∈P1(;i); ∀;i};
where P1 is the space of linear polynomials.
The *nite element approximation to the solutin of (4.1) is the function u∈V satisfying
A(u; v) = (F; v) ∀v∈V: (5.3)
De*ne a linear operator A :V →V by
(Au; v) = A(u; v); u; v∈V: (5.4)
Eq. (5.3) is then equivalent to (3.1) with f = QhF . The space V has a natural (nodal) basis
{<i}ni=1(n= dimV) satisfying
<i(xl) = =il ∀i; l= 1; : : : ; n;
where {xl: l= 1; : : : ; n} is the set of all interior nodal points of V. By means of these nodal basis
functions, the solution of (5.3) is reduced to solving an algebraic system (3.1) with coeLcient matrix
A= ((a<i;<l))n×n and right-hand side >= ((f;<i)n×1).
350 J. Xu / Journal of Computational and Applied Mathematics 128 (2001) 335–362
Finite element spaces on multiple levels: We assume that  has been triangulated with a nested
sequence of quasi-uniform triangulationsTk={;ik} of size h for k=0; : : : ; j where the quasi-uniformity
constants are independent of k. These triangulations should be nested in the sense that any triangle
;lk−1 can be written as a union of triangles of {;ik}. We further assume that there is a constant ?¿ 1,
independent of k, such that
hk=∼?
−k :
Associated with each Tk , a *nite element space Mk ⊂H 10 () can be de*ned. One has
M0⊂M1⊂ · · ·⊂Mk ⊂ · · ·⊂MJ : (5.5)
5.2. A \ -cycle multigrid method
Let TJ be the *nest triangulation in the multilevel structure described earlier with nodes {xi}nJi=1.
With such a triangulation, a natural domain decomposition is
Q = Q
h
0
⋃ nJ⋃
i=1
supp<i;
where <i is the nodal basis function in MJ associated with the node xi and h0, which may be
empty, is the region where all functions in MJ vanish.
It is easy to see that the corresponding decomposition method without a coarse space is exactly
the Gauss–Seidel method which is known to be ineLcient (its convergence rate is known to be
1 − O(h2J )). The more interesting case is when a coarse space is introduced. The choice of such a
coarse space is clear here, namely MJ−1. There remains to choose a solver for MJ−1. To do this,
we may repeat the above processs by using the space MJ−2 as a “coarser” space with the supports
of the nodal basis function in MJ−1 as a domain decomposition. We continue in this way until we
reach a coarse space M1 where a direct solver can be used. As a result, a multilevel algorithm based
on domain decomposition is obtained. This procedure can be illustrated by the following diagram:
(DD)J ⇒ (GS)J
+ ↘
MJ−1 ⇒ (GS)J−1
+ ↘
MJ−2 ⇒ (GS)J−2
+
MJ−3 : : :
This resulting algorithm is a very basic multigrid method cycle, which may be called a \-cycle (in
comparison to the better known V - and W -cycles). We shall now give a more precise mathematical
description of this multigrid method. De*ne Qk; Pk :Mk →MJ by
(Qku; vk) = (u; vk); (Pku;vk) = (u;vk): (5.6)
Then the aforementioned multigrid method can be described by an inductive procedure in terms of
a sequence of operators Bk :Mk →Mk which are approximate inverses of Ak .
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Algorithm 5.1. For k = 0, de*ne B0 = A−10 . Assume that Bk−1 :Mk−1 →Mk−1 is de*ned. We shall
now de*ne Bk :Mk →Mk which is an iterator for the equation of the form
Akv= g:
(1) Fine grid smoothing: for v0 = 0 and l= 1; 2; : : : ; m,
vl = vl−1 + Rk(g− Akvl−1):
(2) Coarse grid correction: ek−1 ∈Mk−1 is the approximate solution of the residual equation
Ak−1e = Qk−1(g− Avm) by the iterator Bk−1:
ek−1 = Bk−1Qk−1(g− Avm):
De*ne
Bkg= vm + ek−1:
In the above de*nition, Rk corresponds to a Gauss–Seidel iteration or a general iterative method
often known as a smoother.
With the above de*ned Bk; there are many di7erent ways to make use of Bk . One simple example
is as follows:
uk+1 = uk + BJ (f − Auk): (5.7)
We now discuss briePy the algebraic version of the above algorithm.
Let Dk = (<k1; : : : ; <
k
nk ) be the nodal basis vector for the space Mk ; we de*ne the so-called pro-
longation matrix Ik+1k ∈Rnk+1×nk as follows:
Dk = Dk+1Ik+1k : (5.8)
Let Ak=(A(<ki ; <
k
j )) be the sti7ness matrix on level k and Rk is the corresponding smoother such
as Gauss–Seidel or symmetric Gauss–Seidel iteration. Algorithm 5:1 is equivalent to the following
algorithm that is expressed in terms of matrices and vectors.
Algorithm 5.2. Let B0=A−10 . Assume that Bk−1 ∈Rnk−1×nk−1 is de*ned; then for >∈Rnk ;Bk ∈Rnk×nk
is de*ned as follows.
(1) Fine grid smoothing: for E0 = 0 and l= 1; 2; : : : ; m
El = El−1 +Rk(>−AkEl−1):
(2) Coarse grid correction: k−1 ∈Rnk−1 is the approximate solution of the residual equation
Ak−1= (Ikk−1)
t(>−AkEm) by using Bk−1;
k−1 =Bk−1(Ikk−1)
t(>−AkEm):
De*ne Bk>= Em +Ikk−1k−1.
It is not hard to see that each iteration of multigrid cycle only requires O(nJ ) operations. As
we shall see later, multigrid iteration converges uniformly with respect to mesh size or number of
levels. Consequently, the computational complexity of a typical multigrid method is of O(nJ ) and
at most of O(nJ log nJ ). It is this optimal or nearly optimal complexity that makes the multigrid
methodology one of the most powerful solution technique for solving partial di7erential equations.
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We would like to point out that there are many variants of the \-cycle multigrid algorithm stated
here. Better known examples include V-cycle, W-cycle and variable V-cycle, but these di7erent
cycles can be obtained and analyzed based on \-cycle. For example, a V-cycle can be viewed as
the symmetrization of the \-cycle. For details, we refer to [51].
5.3. A convergence analysis
We shall now briePy discuss about the convergence properties of the multigrid methods. Techni-
cally speaking, there are two major approaches for multigrid convergence analysis. In this subsection,
we shall discuss a more classic approach. One crucial component in this is the regularity theory of
the underlying elliptic partial di7erential equations. Another approach will be discussed in the next
section.
For simplicity of exposition, we assume that our model problem satis*es a full regularity property,
namely, the solution U of (5.2) has a square-integrable second-order derivatives as long as the
right-hand side F is square integrable. One suLcient condition is that either  has smooth boundary
or it is convex with a Lipschitz continuous boundary. A direct implication of this assumption is the
following error estimate which can be obtained by a well-known duality argument:
‖ (I − Pk−1)v ‖2A 6c1[(Ak)]−1 ‖ Akv ‖2 ∀v∈Mk : (5.9)
Here (Ak) is the spectral radius of Ak .
Let us consider the case that Rk is given by symmetric Gauss–Seidel. In this case, it is easy to
prove that Rk are SPD and satisfy
c0
(Ak)
(v; v)6(Rk v; v)6
c˜0
(Ak)
(v; v) ∀v∈Mk and max
06k6J
(RkAk) = 1: (5.10)
for some positive constants c0 and c˜0 independent of k.
Theorem 5.3. For the Algorithm 5:7; we have
‖ I − BkAk ‖2A 6
c1
2c0 + c1
; 06k6J:
Proof. Denoting Ek = I − BkAk and Kk = I − RkAk; by de*nition of Algorithm 5.1, we have Ek =
(I − Pk−1 + Ek−1Pk−1)(I − RkAk) and, thus, for all v∈Mk
‖ Ekv ‖2A = ‖ (I − Pk−1)Kkv ‖2A + ‖ Ek−1Pk−1Kkv ‖2A :
It follows from (5.9) and (5.10) that
‖ (I − Pk−1)Kkv ‖2A 6c1−1k ‖ AkKkv ‖2 =
c1
c0
(RkAkKkv; AkKkv)
=
c1
c0
((I − Kk)K2k v; v)A6
c1
2c0
(‖ v ‖2A − ‖ Kkv ‖2A);
where in the last step we have used the fact that F(Kk)⊂ [0; 1] and the elementary inequality that
(1− t)t26 12 (1− t2) for t ∈ [0; 1].
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Let = = c1=(2c0 + c1). We shall prove the desired estimate by induction. First it is obvious for
k = 0. Assume it holds for k − 1. In the case of k; we have from the above identity that
‖ (I − BkAk)v ‖2A6 ‖ (I − Pk−1)Kkv ‖2A += ‖ Pk−1Kkv ‖2A
6 (1− =) ‖ (I − Pk−1)Kkv ‖2A += ‖ Kkv ‖2A
6 (1− =) c1
2c0
(‖ v ‖2A − ‖ Kkv ‖2A) + = ‖ Kkv ‖2A == ‖ v ‖2A :
This completes the proof.
The technique used in the above analysis can be traced back to some of the earliest analysis for
multigrid convergence and it has been used in most of the early theoretical papers; we refer, for
example, to [3,5,7,34]. One crucial element in this proof is the elliptic regularity assumption and its
resulting approximation property. While this assumption can sometimes be signi*cantly weakened, it
is an essential element that makes this kind of analysis work. Unfortunately, this assumption is not
convenient in many important applications such as equations with strongly discontinuous coeLcients
and nonuniform *nite element grids.
5.4. Application of subspace correction theory
The multigrid algorithm can also be placed in the subspace correction theoretical framework,
which gives another major di7erent approach for multigrid analysis. This relatively new approach
has been successfully used to provide optimal theoretical results for many situations for which the
more traditional approach fails.
Mathematically, the multigrid algorithm has many equivalent formulations. Let us describe two
such formulations based on space decomposition and subspace correction.
The 1rst equivalent formulation is the SSC iteration corresponding to the following space decom-
position:
V=
J∑
k=0
Vk with Vk =MJ−k
with subspace solver given by Rk .
The second equivalent formulation, which follows directly from the *rst one, is the SSC iteration
corresponding to the following space decomposition:
V=
J∑
k=0
nk∑
i=1
span(<ki ) (5.11)
with exact subspace solvers on all one dimensional subspaces.
The above second formulation allows us to view a multigrid as a generalized Gauss–Seidel iteration
applied to a so-called extended system given by the semi-de*nite sti7ness matrix (A(<ki ; <
l
j)) [21,23].
The above *rst formulation allows us to use our subspace correction convergence theory to analyze
the convergence of the algorithm and furthermore it also allows us to consider the PSC variation of
this method (which shall be addressed below).
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To apply subspace correction convergence theory, the following norm equivalence result plays an
important role:
‖ v ‖2H 1() =∼
∞∑
k=0
‖ Q˜kv ‖2H 1 =∼
∞∑
k=0
h−2k ‖ Q˜kv ‖2; ∀v∈MJ ; (5.12)
where Q˜k = Qk − Qk−1. This equivalence relation is one of the most interesting result in multigrid
theory. Its earliest version *rst appeared in [11,49] for the study of BPX preconditioner. It was then
found in [39,40] to be related to certain approximation theory result based on Besov spaces. This
result is also related to multi-resolution theory for wavelets; see the work in [17] and the references
cited therein.
With estimates (5.12) and (5.10), it can be proved that the parameters K0 and K1 in our subspace
correction convergence theory are bounded uniformly with respect to mesh parameters. Consequently,
the multigrid method converges uniformly.
The convergence result discussed above has been for quasi-uniform grids, but we would like to
remark that uniform convergence can also be obtained for locally re*ned grids. For details, we refer
to [11,9,7,51].
A special theory: For more complicated situations, some estimates such as the norm equivalence
(5.12) cannot be established. In this case, we can use weaker assumptions to derive slightly less
optimal convergence results. Let us now give an example of such a theory [10] which can be derived
easily from our subspace correction convergence theory presented earlier in this paper.
Theorem 5.4. Assume that there are linear mappings Qk :MJ →MJ ; QJ = I; and constants c1 and
c2 such that
‖ Qkv ‖A 6c1 ‖ v ‖A; ∀v∈MJ ; k = 1; 2; : : : ; J − 1 (5.13)
k−1 − Qkv ‖6 c2√(Ak) ‖ v ‖Ak ; ∀v∈Mk ; k = 1; 2; : : : ; J − 1: (5.14)
Assume that the smoothers Rk satisfy the following estimate with constant CR:
‖ u ‖2k
(Ak)
6CR(Rku; u)k for all u∈ M˜ k ; (5.15)
where M˜ k is the range of Rk; and M˜ k ⊃ Range (Qk − Qk−1).
Then; the \-cycle multigrid algorithm admit the following convergence estimate:
‖ I − BJAJ ‖A 61− 1c0J (5.16)
with c0 = 1 + c
1=2
1 + c
1=2
2 CR.
The above theory can be used, for example, for analyzing multigrid method for problems with
rough coeLcients and it has also been used by some authors for designing and analyzing algebraic
multigrid methods (see Section 5.6).
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5.5. BPX multigrid preconditioners
We shall now describe a parallelized version of the multigrid method studied earlier. This method
was *rst proposed in [11,49], and is now often known as the BPX (Bramble-Pasciak-Xu) precondi-
tioner in the literature.
There are di7erent ways of deriving the BPX preconditioners. The methods originally resulted
from an attempt to parallelize the classical multigrid method. With the current multigrid theoretical
technology, the derivation of this method is not so diLcult. We shall here derive this preconditioner
based on the equivalence relation (5.14).
By (5.12), we have for all v∈V,
(Av; v)=∼
J∑
k=0
h−2k ‖ (Qk − Qk−1)v ‖2 =(Aˆv; v) with Aˆ=
∑
k
h−2k (Qk − Qk−1):
Using the fact that QiQj = Qmin(i; j); it is easy to verify that Aˆ
−1
=
∑
k h
2
k(Qk − Qk−1). Using the fact
that hk ≈ ?hk+1 with ?¿ 1, we deduce that
(Aˆ
−1
v; v) =
J∑
k=0
h2k((Qk − Qk−1)v; v) =
J∑
k=0
h2k(Qkv; v)−
J−1∑
k=0
h2k+1(Qkv; v)
=∼ h
2
J (v; v) +
J−1∑
k=0
h2k(Qkv; v)=∼
J∑
k=0
h2k(Qkv; v) = (B˜v; v);
where B˜ =
∑J
k=0 h
2
kQk . If Rk :Mk → Mk is given by Jacobi or symmetric Gauss–Seidel satisfying
(5.10), then, for
B=
J∑
k=0
RkQk =
J∑
k=0
IkRkI tk ; (5.17)
we have (Bv; v)=∼ (B˜v; v)=∼ (A−1v; v), namely
0(BA)=∼ 1:
As we see, this is a PSC preconditioner. Hence it is possible to use the general theory for the
subspace correction method to derive optimal estimates for 0(BA) under more general assumptions
(see [51]).
5.6. Algebraic multigrid method
The multigrid methods discussed above are based on a given hierarchy of multiple levels of grids.
In practice, however, such a multilevel hierarchy is not often available, which is perhaps one of
the main reasons that multigrid has been diLcult to popularize. It is then very desirable to design
multigrid algorithms that do not depend on such a multigrid hierarchy. The algebraic multigrid
method is such an algorithm and its application sometimes only need the input of the coeLcient
matrix and the right-hand side. This type of method can be traced back to [13,41].
Let us explain the main idea behind the algebraic multigrid method for a system of equation arising
from the discretization of a two-dimensional Poisson equation discretized by linear *nite elements. If
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we examine carefully the structure of a geometric multigrid method for this problem, we notice that
we only need to use the graphic information on the underlying multilevel hierarchy. Namely, we do
not need to know the actual coordinates of any nodal point and we only need to know the relevant
topological location of these points (which are connected by edges). One important fact is that the
graph of the sti7ness matrix is more or less the same as the graph of the underlying grid. Therefore,
by inspecting the sparse pattern of the sti7ness matrix, we can pretty much recover the necessary
topological information of the underlying grid. With such information of the *nest grid, we can then
proceed to obtain a sequence of coarse grids through some appropriate coarsening process.
One crucial component of the algebraic multigrid method is a proper construction of coarse grid
subspaces. We shall again use the Poisson equation example to illustrate how this can be accom-
plished. Philosophically, it suLces to explain the two-level case.
From a subspace correction point of view, the role of the coarse grid space is to resolve those
relatively low frequencies that cannot be e7ectively damped out by *ne grid smoothings. Let Vh be
the given *ne grid space and V2h be the coarser grid we need to construct. Let Q2h :Vh → V2h be the
L2 projection. Following Theorem 5.4, we need the following estimates to be valid for any vh ∈Vh:
‖ vh − Q2hvh ‖L2 6c0h|vh|H 1 and |Q2hvh|H 16c1|vh|H 1 (5.18)
for some positive constants c0 and c1.
These estimates roughly mean that a low-frequency function (which has a relatively small H 1
norm) in Vh can be well represented or approximated by functions in V2h.
We shall now describe two di7erent approaches for constructing V2h. The *rst approach, given in
[16], is to try to mimic the construction of a coarse space in the “regular” case. Since in general, we
are not able to construct coarse elements (such as triangles) that are unions of *ne grid elements,
we try to get as close as we can. We still form patches of *ne grid elements and treat them as
some coarse elements. Since it is in general impossible to de*ne continuous piecewise polynomials
on these patches of elements, we take a linear combinations of *ne grid basis functions that are
good approximation of piecewise polynomials and that also give rise to small energy. This approach
proves to be very successful and eLcient multigrid codes have been developed (for details, we refer
to [16]).
The second approach, due to Vanek et al. [45], is also based on patches of grids. As the *rst step,
we use these patches to de*ne a subspace that is more or less piecewise constant. By the continuity
requirement, the piecewise constant function has to be dropped to be zero at the boundary of each
patch. These sharp drops which give “big energy” are certainly not desirable. The second step is
then to try to smooth out these sharp boundary drops by applying, for example, some damped Jacobi
method. Under some appropriate assumptions, the resulting subspace does satisfy the approximation
and stability properties (5.17).
While we have been talking about this, for convenience, in terms of grids, this can all be done in
terms of graphs. The above two approaches are just two examples and many other approaches are
possible. The study of e7ective algebraic multigrid methods for di7erent applications is currently an
active research topic.
Algebraic multigrid methods appear to have great potential for practical applications, but so far
there have been no rigorous theoretical justi*cation of these methods. The general theory developed
in [10,50] has been informative both in the algorithmic design and the attempt of theoretical analysis,
but there are still many gaps that need to be *lled. As always, it is rather easy to establish a two
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level theory [16], but a truly multilevel theory is very diLcult to make rigorous, although there have
been many such attempts [45,44].
6. More general subspace correction methods
The subspace correction method can be generalized in a variety of di7erent ways. In this section,
we shall discuss a few such examples. We shall also discuss its relationship with another well-known
class of methods, namely the method of alternating projections.
6.1. Nonlinear optimizations
The subspace correction method can be generalized to some nonlinear problems in some rather
straightforward fashion.
For motivation, let us reformulate the subspace correction method for linear problems in a slightly
di7erent but equivalent way. Let us still consider Eq. (3.1). As we pointed out this equation is
equivalent to the minimization problem
J (u) = min
v∈ V
J (v) with J (v) = 12(Av; v)− (f; v):
Algorithm 4.6 can be formulated in the following equivalent fashion.
Algorithm 6.1. Given u0 ∈V,
for k = 0; 1; : : : till convergence
v ← uk
for i = 0 : J
eˆ i ≈ argmine∈ Vi J (v+ e)
v ← v+ eˆ i
endfor
uk+1 ← v.
endfor
Apparently, the above algorithm can be applied to more general nonlinear functional J . Such types
of generalization have been studied by many authors. One important case is when J is a convex
nonlinear functional. In this case, optimal convergence results may be proved under some appropriate
assumptions (see [43] and the references cited therein).
An eigenvalue problem: To give a simple nonconvex optimization example, let us consider the
computation of the smallest eigenvalue of the Laplacian operator with homogeneous Dirichlet bound-
ary on a polygonal domain . Let Vh⊂H 10 () be a *nite element space with a multilevel structure
as described in the previous section. Then the *nite element approximation of the smallest eigenvalue
can be given by
h = min
v∈ Vh
R(v);
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where R is the Rayleigh quotient:
R(v) =
‖ v ‖2
‖ v ‖2 :
We can apply Algorithm 6.1 with R(·) in place of J (·) using the multilevel space decomposition
(5.13). This kind of algorithm has been studied in [29,15]. Under the assumption that the discrete
Laplacian satis*es a discrete maximum principle, they have proved the qualitative convergence of
this algorithm. But a uniformly optimal convergence, which is observed to be valid numerically, is
yet to be established.
For other relevant multigrid methods for eigenvalue problems, we refer to [2,8,25,24,14,36,33,35,12].
6.2. Constrained optimizations
Subspace corrections can also be applied to constrained optimization problems. Let us illustrate
such type of applications by a couple of examples.
Obstacle problem: We consider the following obstacle problem:
min
v∈H 10 (); v(x)¿0
D(v) with D(v) = 12 ‖ v ‖2 −(f; v):
This is a convex optimization problem with convex constraint. We consider applying subspace cor-
rection method for solving this problem with the multilevel space decomposition given by (5.11). The
only di7erence here is that we need to take care of the constraint properly. Assume Qu is the current
iterate, then the correction on the subspace span(<ki ) corresponding to the following one-dimensional
constraint optimization problem:
min
u+/<ki¿0
D(u+ /<ki ):
One disadvantage of this algorithm is that it requires O(nJ log nJ ) operation to *nish one sweep of
iteration to go through all subspaces in (5.11). Consequently, this algorithm is not quite optimal.
It is possible to modify the algorithm slightly so that each iteration has asymptotically optimal
complexity, but such modi*cations seem to degrade the convergence properties (see [31] and refer-
ences cited therein).
Algorithms of this kind have been theoretically proven to have asymptotically optimal convergence
property under certain assumptions, namely the algorithms converge almost uniformly (with respect
to mesh parameters) after suLciently many iterations. Uniformly optimal convergence have been
observed in numerical experiments, but this property is yet to be theoretically established.
Liquid crystal modeling: The examples given earlier fall into the category of convex optimization.
The method of subspace correction can also be applied to nonconvex optimization. In [53], multilevel
subspace correction method has been successfully applied to Oseen–Frank equations for liquid crystal
modelings. One simple special case of Oseen–Frank equation is the so-called harmonic map problem:
min
{∫

|(v)(x)|2 dx: v= (v1; v2; v3)∈ [H 1()]3;
∑
i
vi(x)2 = 1; in  and v(x) = g(x) on @
}
:
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This is a highly nonlinear problem and the corresponding Euler–Lagrange equation looks like
−Ou− |u|2u= 0:
Numerical experiments demonstrated that multilevel subspace correction method may be e7ectively
applied to solve this type of problems. But theoretical analysis of this type of algorithm is still a
wide open area.
7. Method of alternating projections
The method of alternating projection is, in its simplest form, due to [46]. Let us now briePy
describe this method. Again, let V be a *nite dimensional vector space and M1; M2⊂V be two
subspaces. Let PM1 and PM2 be two orthogonal projections from V to M1 and M2, respectively. It is
easy to see that PM1PM2 = PM1∩M2 if (and only if) PM1 and PM2 commutes, namely PM1PM2 = PM2PM1 .
von Neumann [46] proved that, even if PM1 and PM2 do not commute, the following identity holds:
lim
k→∞
(PM1PM2)
k = PM1∩M2 :
The above equation suggests an algorithm, called the method of alternating projection. It is as
follows:
For any v∈V; set v0 = v and vk = PM1PM2v for k = 1; 2; : : : ; then vk → PM1∩M2v.
The following rate of convergence is known [1,30]:
‖ (PM1PM2)k − PM1∩M2 ‖ =c2k−1(M1; M2);
where c(M1; M2) is the cosine of the angle between M1 and M2:
c(M1; M2) = sup
{
(u; v)
‖ u ‖ ‖ v ‖ : u∈M1 ∩ (M1 ∩M2)
⊥; v∈M2 ∩ (M1 ∩M2)⊥
}
:
The method of alternating projections generalizes naturally to the case of more than two subspaces
and similar (but less sharp) estimates for the rate of convergence have also been obtained in the
literature [19,4]. It was noted in [18] that all these algorithms together with their estimates of
convergence rate hold more generally when the subspaces are replaced by closed linear varieties
(i.e. translates of subspaces).
The method of subspace corrections and the method of alternating projections are, not surprisingly,
closely related. Let us consider a simple space decomposition
V = V1 + V2:
Let M1 = V⊥1 and M2 = V
⊥
2 . The above identity means that M1 ∩M2 = {0}. Hence, we have
lim
k→∞
[(I − PV2)(I − PV1)]k = 0:
This identity precisely means the convergence of the subspace correction method with subspace
solvers being exact. In particular, this gives another qualitative proof of the convergence of the
alternating (domain decomposition) method of Schwarz [42] (see also [32]).
The above discussion reveals a fact that some special cases of subspace correction methods (such
as domain decomposition and multigrid methods) can be analyzed in the framework of method of
alternating projections. This fact was correctly observed in [20]. But it was nevertheless stated in
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[20] that the multigrid method, as an algorithm, would not be a method of alternating projections.
Following [52], it is not diLcult to verify the following statement:
The (exact) successive subspace correction method associated with the space decomposition
V = V1 + V2 for solving an SPD system Au = f is precisely a method of alternating projection
under the (· ; ·)A-inner product associated with the following linear varieties:
Mi = {v∈V : (Av; <i) = (f;<i); ∀<i ∈Vi}:
On the other hand, the method of alternating projection method associated with the subspaces
M1 and M2 is equivalent to a method of (exact) successive subspace correction with V=(M1∩M2)⊥
and Vi =M⊥i (i = 1; 2) for 1nding u∈V such that
(u; <) = (v; <) ∀<∈V:
Furthermore, the kth iterate uk of the method of subspace corrections and the kth iterate vk of
the method of alternating projections is related by uk = v− vk .
Hence, the method of (exact) successive subspace corrections and the method of alternating pro-
jections are mathematically equivalent. As a result, certain multigrid methods (such as those using
Gauss–Seidel iterations as smoothers) can actually be viewed as a method of alternating projections.
Given the exact relationship revealed here between method of subspace corrections and method of
alternating projections, it would be natural to ask if certain available error estimates in the literature
for the method of alternating projections can be used to derive optimal quantitative convergence
estimates for multigrid and/or domain decomposition methods. So far, we have not found this to
be the case. We *nd that existing theories for these two classes of methods, despite their close
relationship, were taken into di7erent directions by di7erent research communities. We are, however,
able to improve some known convergence results for the method of alternating projections by using
the techniques we developed for the method of subspace corrections [52].
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