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Introduction
Nous commenc¸ons ici par pre´senter la correspondance de McKay, la
conjecture de Ruan et le G-sche´ma de Hilbert. Ce faisant, nous pre´ciserons
le cadre ge´ne´ral de cette the`se. Puis nous pre´senterons nos re´sultats.
Correspondance de McKay
Dans les anne´es 80, John McKay fit l’observation suivante. Soit G un
sous-groupe fini de SL2(C). On conside`re Q, le quotient ge´ome´trique de l’ac-
tion deG sur C2. La varie´te´Q a une singularite´ isole´e a` l’origine et admet une
(unique) re´solution minimale Y . Les diviseurs exceptionnels de la re´solution
Y sont des courbes rationnelles s’intersectant transversalement en au plus un
point et d’auto-intersection −2. A` partir du lieu exceptionnel, on construit le
graphe dual de Y . Les sommets de ce graphe sont les diviseurs exceptionnels.
Le nombre d’areˆtes joignant deux sommets est le nombre d’intersections des
diviseurs correspondants. La repre´sentation line´aire R fournie par l’action
de G sur C2 est auto-duale. A` partir de cette repre´sentation auto-duale, on
construit le diagramme de McKay de R. Les sommets de ce graphe sont les
repre´sentations line´aires irre´ductibles non-triviales de G. Le nombre d’areˆtes
joignant deux sommets (correspondant a` deux repre´sentations Ri et Rj) est
la multiplicite´ de Ri dans la de´composition isotypique de la repre´sentation
R ⊗C Rj (cette de´finition e´tant syme´trique). L’observation de McKay e´tait
la suivante ([McK81]) :
The´ore`me (Correspondance de McKay classique). Soit G un sous-groupe
fini de SL2(C). On conside`re Q le quotient C
2 par G et Y la re´solution
minimale de Q. On note R la repre´sentation associe´e a` l’action de G sur C2.
Alors le graphe dual de Y est e´gal au graphe de McKay de R.
Gonzalez-Sprinberg et Verdier mirent en e´vidence ge´ome´triquement cette
observation a` l’aide de fibre´s tautologiques ([GSV83]). Ils nomme`rent ce
phe´nome`ne correspondance du McKay. Classiquement, on parle de singula-
rite´ de type ADE pour de´signer une singularite´ du quotient Q de C2 par
G ⊂ SL2(C). En effet, le graphe dual de Y est un graphe de Dynkin de type
ADE (voir [DV34] et [Art66]).
Ito et Reid propose`rent la ge´ne´ralisation ci-dessous de la correspon-
dance de McKay Classique. Cette correspondance de McKay ge´ne´ralise´e fut
prouve´e par Ito et Reid eux-meˆmes en dimension trois ([IR96]) puis par Ba-
tyrev en toute dimension ([Bat99]). Soit G un sous-groupe fini de SLn(C).
On appelle aˆge d’un e´le´ment g de G et on note a(g) le nombre
∑
j λj ou`
les e2ipiλj (λj ∈ [0, 1[) sont les valeurs propres de g, re´pete´es si multiples. Le
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nombre a(g) est un entier compris entre 0 et n − 1 invariant par conjugai-
son. En conside´rant Q le quotient de Cn par G, on dit qu’une re´solution de
singularite´s τ : Y → Q est cre´pante si ωY est isomorphe a` OY .
The´ore`me (Correspondance de McKay ge´ne´ralise´e). Soit G un sous-groupe
fini de SLn(C). On conside`re Q le quotient de C
n par G et on suppose
donne´e Y une re´solution cre´pante de Q. La cohomologie de Y a` coefficients
rationnels est nulle en de´gre´s impairs. En degre´s pairs, le rang de H2k(Y )
est e´gal au nombre de classes de conjugaison de G d’aˆge k.
La correspondance de McKay a depuis connu de nombreuses autres
ge´ne´ralisations et est devenue un principe. Nous pouvons formuler ce prin-
cipe dans le cadre suivant, qui sera le cadre de cette the`se. SoitX une varie´te´
lisse et G un sous-groupe fini d’automorphismes. On suppose que l’action
pre´serve le volume (i.e. pour tout point x de X, Gx ⊂ SL(TxX)). On sup-
pose de plus que l’action de G sur X est admissible (i.e. X est recouvert
par des ouverts affines G-invariants) de sorte que le quotient ge´ome´trique
φ : X → Q existe. La varie´te´ Q est normale mais singulie`re. Cependant, le
fibre´ canonique ωX descend en un fibre´ sur Q. Puisque ce fibre´ e´tend le fibre´
canonique de l’ouvert lisse de Q, on l’appelle fibre´ canonique de Q et on le
note ωQ. Une re´solution de singularite´s τ : Y → Q (i.e. un morphisme propre
qui est un isomorphisme au-dessus de l’ouvert lisse) est dite cre´pante si ωY
est naturellement isomorphe a` τ∗(ωQ) (i.e. l’isomorphisme prolonge celui au
dessus-de l’ouvert lisse). Dans ce cadre, la correspondance de McKay est
le principe selon lequel certaines informations ge´ome´triques de Y se lisent
dans la ge´ome´trie de l’action de G sur X. Les informations ge´ome´triques
de Y conside´re´es sont souvent la cate´gorie de´rive´e borne´e ou l’anneau de
cohomologie. On parle alors de correspondance de McKay de´rive´e ou mul-
tiplicative. Dans cette the`se, on s’inte´resse a` la correspondance de McKay
multiplicative : de´crire l’anneau de cohomologie de Y a` partir de la ge´ome´trie
de l’action de G sur X. Les exemples originaux de travaux concernant le cup
produit de le cohomologie de Y sont les suivants :
• X = (C2)n, G = Sn, Y = Hilbn(C2) ([LS01])
• X =Mn, G = Sn, Y = Hilbn(M) ([LS03] et [LQW04])
(M surface quasi-projective, ωM nume´riquement trivial)
• X = (C2)n, G ⊂ Sp((C2)n), Y quelconque ([GK04])
Sur chacun de ses exemples, l’anneau de cohomologie de Y a` coefficients com-
plexes peut eˆtre de´crit par un mode`le ne faisant intervenir que la ge´ome´trie
de l’action de G sur X, de sorte la correspondance de McKay multiplicative
obtenue valide une conjecture plus ge´ne´rale : la conjecture de Ruan.
Conjecture de Ruan
La conjecture de Ruan provient de la the´orie des cordes en physique.
Elle s’e´nonce dans le cadre des orbifolds complexes qui est plus ge´ne´ral que
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de cadre des quotients pour la correspondance de McKay multiplicative. Un
orbifold est un espace topologique ayant pour mode`le local le quotient d’une
varie´te´ lisse par un groupe fini (voir [Sat56] ou [CR04]). Un orbifold est dit
complexe si il est localement le quotient d’une varie´te´ alge´brique complexe
lisse par un groupe fini d’automorphismes. Chen et Ruan ont de´fini l’an-
neau de cohomologie orbifold H∗o (O) pour un orbifold complexe O ([CR04]).
Fantechi et Go¨ttsche redonnent une de´finition de l’anneau de cohomologie
orbifold H∗o (Q) dans le cas d’un quotient Q de X par G ([FG03]). Remar-
quons que H∗o (Q) est un mode`le d’anneau de´fini a` partir de la ge´ome´trie de
l’action de G sur X.
Un orbifold complexe O est dit Gorenstein si il est localement le quotient
d’une varie´te´ complexe par un groupe fini d’automorphismes dont l’action
pre´serve le volume. Dans ce cas, il existe un unique fibre´ sur O qui e´tend le
fibre´ canonique sur l’ouvert lisse de O. Ce fibre´ est donc appele´ fibre´ cano-
nique de O et note´ ωO. Une re´solution de singularite´s τ : Y → O est dite
cre´pante si τ∗(ωO) est naturellement isomorphe a` ωY . Selon la conjecture de
Ruan, il existe un isomorphisme d’espace vectoriel de H∗o (O) dans H∗(Y )
(a` coefficients complexes) qui identifie le cup produit orbifold au cup pro-
duit de´forme´ par certains invariants quantiques ([Rua06]). Il est a` noter que
cette conjecture ne pre´cise pas l’isomorphisme d’espaces vectoriels et n’est
formule´e que dans le cas compact.
Remarquons que, dans le cas du quotient Q de Cn par G ⊂ SLn(C),
le conjecture de Ruan est compatible avec la correspondance de McKay
ge´ne´ralise´e. En effet, dans ce cas H∗o (Q) = GrFZ(C[G]) ou` F est la filtration
de l’alge`bre C[G] par (deux fois) l’aˆge. Donc la correspondance de McKay
ge´ne´ralise´e implique l’existence d’un isomorphisme (meˆme gradue´) entre les
espaces vectoriels H∗o (Q) et H∗(Y ).
Pour les exemples originaux de travaux concernant le cup produit de la
cohomologie de Y , cite´s pre´ce´demment, les anneaux H∗(Y ) et H∗o (Q) sont
isomorphes. Puisque sur ces exemples les invariants quantiques sont tous
nuls, la conjecture de Ruan est ve´rifie´e.
Les exemples pour lesquels la conjecture de Ruan a e´te´ ve´rifie´e avec
invariants quantiques non nuls s’inscrivent dans le cadre des orbifolds a` sin-
gularite´s ADE- transversales introduit par Perroni ([Per]). Perroni conside`re
un orbifold O dont le lieu singulier S est lisse de codimension 2 et tel que Q
soit de´crit analytiquement au voisinage de S comme une famille parame´tre´e
par S d’un germe de singularite´ de type ADE. Un tel orbifold O admet une
unique re´solution cre´pante Y . Dans le cas ou` O est compact et la singularite´
est de type A, Perroni propose un isomorphisme d’espace vectoriels entre
H∗o (0) et H∗(Y ). Dans le cas de singularite´s A1 et A2-transversales, il ve´rifie
la conjecture de Ruan. En fait, les exemples originaux de ve´rification de la
conjecture de Ruan pour des singularite´s de type A1, A2 et A3-transversales
sont les suivants :
• Le quotient Q de M2 par σ2, M surface projective ([LQ02])
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• Le quotient Q de C2 par Z/3Z ([BGP])
• L’espace projectif a` poids P(1, 3, 4, 4) ([BMP])
G-sche´ma de Hilbert
Soit G un sous-groupe fini d’automorphismes d’une varie´te´ lisse X. On
suppose que l’action de G sur X est admissible et pre´serve le volume. On
conside`re pi : X → Q le quotient ge´ome´trique. La correspondance de McKay
fait intervenir une re´solution cre´pante τ : Y → Q. En dimension deux, il
existe une unique re´solution cre´pante qui est la re´solution minimale. Mais
en dimension supe´rieure, il n’y a ni existence, ni unicite´ d’une re´solution
cre´pante en ge´ne´ral.
Cependant, pour X quasi-projective, Ito et Nakamura ont introduit le
G-sche´ma de Hilbert dynamique de X, note´ ici G-Hilbd(X), comme candi-
dat naturel a` la re´solution cre´pante de Q ([IN96]). Q peut eˆtre vu comme
une composante irre´ductible de Sn(X)G ou` n est l’ordre de G. Il existe un
morphisme naturel de Hilbn(X) dans Sn(X) appele´ morphisme de Hilbert-
Chow. Le G-sche´ma de Hilbert dynamique de X est de´fini par Ito et Naka-
mura comme la composante irre´ductible de Hilbn(X)G birationnelle a` Q. Il
existe ainsi un morphisme projectif naturel τ : G-Hilbd(X)→ Q, qui est un
isomorphisme au-dessus de l’ouvert de Q forme´ des G-orbites libres.
Effectivement, Nakamura de´montre que dans le cas ou` G est un sous-
groupe abe´lien de SL3(C), G-Hilb
d(C3) est lisse et τ est cre´pante ([Nak01]).
Plus ge´ne´ralement, Bridgeland, King et Reid de´montrent qu’en dimension
infe´rieure a` trois, G-Hilbd(X) est lisse et τ est cre´pante ([BKR01]).
Une G-grappe est un sous-sche´ma ferme´ G-invariant de X de dimension
ze´ro dont l’espace des fonctions globales est isomorphe a` la repre´sentation
re´gulie`re (voir [IN00]). Te´rouanne a construit le G-sche´ma de Hilbert, note´
ici G-Hilb(X) comme l’espace de module des G-grappes, en le plongeant
dans Hilbn(X)G ([Te´r04]). Le G-sche´ma de Hilbert dynamique est alors une
composante irre´ductible du G-sche´ma de Hilbert.
Le support d’uneG-grappe est uneG-orbite. Il existe donc un morphisme
naturel de G-Hilb(X) dans Q qui, au niveau des points ferme´s, associe a` une
G-grappe son support. Comme le remarque Mukai, la bonne manie`re de voir
G-Hilb(X) est au-dessus de Q. Blume a donne´ une construction fonctorielle
de G-Hilb(X) au-dessus de Q, sans hypothe`se de quasi-projectivite´ sur X
([Blu]).
E´tant candidat naturel a` la re´solution cre´pante de Q, le G-sche´ma de
Hilbert dynamique a suscite´ de nombreux travaux portant sur sa description
explicite, motive´s par la correspondance de McKay. Nakamura a introduit
une me´thode de calcul deG-Hilbd(Cn) lorsqueG est un sous-groupe de (C∗)n
([Nak01]). Il applique sa me´thode au cas de la dimension n = 3 et prouve
ainsi que G-Hilbd(C3) est lisse et τ est cre´pante. Craw et Reid ont repris ce
travail et donne´ une description G-Hilbd(C3) tre`s visuelle ([CR02]). Leng a
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calcule´ G-Hilb(C2) pour G groupe dihe´dral binaire et G-Hilb(C3) pour G
groupe trihe´dral ([Len02]).
Re´sultats du chapitre 1
Le but de ce chapitre est de construire G-Hilb(X) de manie`re a` ob-
tenir une me´thode de calcul ge´ne´rale de G-Hilbd(X), qui unifie tous les
calculs de´ja` effectue´s. On se donne X un sche´ma quelconque sur un corps
alge´briquement clos k et G un groupe fini dont l’ordre est premier a` la
caracte´ristique du corps. On suppose que G agit sur X de manie`re admis-
sible et on note Q le quotient ge´ome´trique. On commence par proposer une
construction de G-Hilb(X) sur Q en terme de grassmannienne de OQ[G]-
alge`bres (the´ore`me 1.4.5). Cette construction est proche de celle de Blume,
avec cependant des hypothe`ses, une de´marche et des objectifs diffe´rents. En
supposant de plus que X est un sche´ma inte`gre et que G agit fide`lement, on
de´finit G-Hilbd(X) comme l’image sche´matique de l’unique morphisme de
Spec(k(Q)) dans G-Hilb(X) (proposition 1.5.2).
Puis nous de´crivons la me´thode de calcul de G-Hilbd(X) dans le cas
affine : soit A une k-alge`bre inte`gre et G ⊂ Aut(A). L’extension d’anneaux
A/AG correspond au quotient ge´ome´trique φ : X → Q. En passant aux
corps de fraction cette extension fournit l’extension de corps L/K de groupe
de Galois G. Notre me´thode de calcul de G-Hilbd(X) utilise la the´orie des
repre´sentation k-line´aires irre´ductibles du groupe fini G. En notant ρα les
repre´sentation irre´ductibles, on conside`re les de´compositions isotypiques :
A = ⊕α(ρα ⊗k Aα) L = ⊕α(ρα ⊗k Lα)
Remarquer que, pour chaque repre´sentation irre´ductible ρα, nous avons
dimKL
α = dα ou` dα est la dimension de ρα, en vertu du the´ore`me de la
base normale applique´ a` l’extension galoisienne L/K. Remarquer e´galement
que le K-espace vectoriel Lα est engendre´ par Aα car le K-espace vectoriel
L est engendre´ par A. On conside`re ci-dessous des familles de bases b, avec
b = (bα) et bα ∈ (Aα)dα base de Lα.
Soit b une famille de bases. On note Ob la sous A
G-alge`bre de K en-
gendre´e par les coordonne´es des e´le´ments des Aα dans les bases bα. Soient
b et c deux familles de bases. Pour chaque α, on conside`re Pαbc ∈ Mdα(Ob),
la matrice de passage de bα a` cα. On note dbc le produit des de´terminants
des matrices Pαbc. On ve´rifie facilement que (Ob)dbc est la sous A
G-alge`bre de
K engendre´e par Ob et Oc. Les donne´es alge´briques pre´ce´dentes fournissent
donc un Q-sche´ma Z muni d’un syste`me du cartes affines Spec(Ob).
The´ore`me (1.6.1). G-Hilbd(X) est le sche´ma Z de´crit ci-dessus.
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Re´sultats du chapitre 2
Le but du chapitre 2 est d’inte´grer notre construction de G-Hilb(X) au
point de vue classique et d’appliquer notre me´thode de calcul deG-Hilbd(X).
On reprend la situation du chapitre pre´ce´dent en supposant de plus que X
est de type fini sur k.
Nous commenc¸ons par montrer que notre construction de G-Hilb(X)
sur Q fournit bien l’espace de module des G-grappes et que, au niveau des
points ferme´s, le morphisme structural pi : G-Hilb(X) → Q associe a` une
G-grappe son support (the´ore`me 2.1.3). Afin de souligner que G-Hilbd(X)
est un candidat naturel a` la re´solution cre´pante de Q, nous proposons le
the´ore`me ci-dessous, qui est une version ge´ome´trique de the´ore`me de Che-
valley, Shephard, Todd ([Bou68]). On en de´duit en particulier que le mor-
phisme τ : G-Hilbd(X)→ Q est un isomorphisme au-dessus de l’ouvert lisse
de Q (the´ore`me 2.3.1).
The´ore`me (2.2.1). On suppose que G agit sur une varie´te´ X lisse de
manie`re fide`le et admissible et on note φ : X → Q le quotient ge´ome´trique.
Soit x un point de X. On pose o = φ(x). Les assertions suivantes sont
e´quivalentes :
i) Gx ⊂GL(TxX) est engendre´ par ses pseudo-re´flexions.
ii) φo est une G-grappe
iii) o est un point lisse de Q
Le reste du chapitre est consacre´ a` l’application de notre me´thode au
calcul de G-Hilbd(kn) avec G ⊂ GLn(k). Notre me´thode fournit des cartes
affines G-Hilbd(kn). En pratique le proble`me est de de´terminer un petit
nombre de ces cartes suffisant a` recouvrir G-Hilbd(kn).
Dans le cas ge´ne´ral (G non ne´cessairement abe´lien), k∗ agit naturellement
sur G-Hilbd(kn). Suivant l’ide´e de choisir des cartes affines k∗-invariantes,
on obtient alors une me´thode par de´composition de la coalge`bre (proposi-
tions 2.4.1, 2.4.2 et 2.4.3). Nous l’appliquons pour calculer G-Hilbd(k3) sur
l’exemple le plus simple de sous-groupe non-commutatif de SL3(k). On au-
rait e´galement pu calculer G-Hilbd(k2) pour tout sous-groupe fini de SL2(k).
Dans le cas ou` G est abe´lien, on peut supposer, quitte a` effectuer un
changement de bases, que G ⊂ (k∗)n. Dans ce cas, le quotient T de (k∗)n
par G est un tore agissant naturellement sur G-Hilbd(kn). Suivant l’ide´e de
choisir des cartes affines toriques, nous revisitons la me´thode de Nakamura
(the´ore`mes 2.5.2,2.5.3 et 2.5.4). Nous appliquons la me´thode de Nakamura
au calcul de G-Hilbd(k3) pour tout G ⊂ (k∗)3∩SL3(k). Ainsi, on retrouve la
description combinatoire visuelle de G-Hilbd(k3) due a` Craw et Reid et qui
nous sera utile pour les exemples de calcul d’anneau de cohomologie dans les
chapitres suivants. Nous appliquons e´galement la me´thode de Nakamura au
calcul de G-Hilbd(kn) avec G = Z(SLn(k)). Ainsi, on obtient sur cette se´rie
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infinie d’exemples la correspondance de McKay multiplicative (proposition
2.7.3).
Re´sultats du chapitre 3
Dans ce chapitre, on conside`re G un sous-groupe fini de (C∗)3 ∩SL3(C).
On conside`re Q le quotientde C3 par G et Y un re´solution cre´pante de Y
de Q. Le but est de de´crire l’anneau de cohomologie de Y . Les re´solutions
Y sont toriques et on commence par rappeler la description du point de vue
combinatoire.
Puis nous de´terminons les groupes d’homologie de Y a` coefficients en-
tiers, dont on peut choisir une base par des classes d’homologie de sous-
varie´te´s toriques compactes :
The´ore`me (3.2.2). Les groupes d’homologie de Y de degre´s impairs sont
nuls. H0(Y ) est isomorphe a` Z. H2(Y ) est le groupe engendre´ par les courbes
toriques avec leurs relations dans les surfaces toriques. De plus, il est libre
et base´ par des courbes toriques. H4(Y ) est le groupe libre engendre´ par les
surfaces toriques. H6(Y ) est nul.
On en de´duit une correspondance de McKay homologique a` coefficients
entiers :
Corollaire (3.2.3). Les groupes d’homologie de degre´s impairs sont nuls.
Pour tout entier k, H2k(Y ) est un groupe libre de rang le nombre des
e´le´ments de G d’aˆge k.
Nous montrons ensuite que les groupes de cohomologie de Y a` coefficients
entiers sont e´gaux aux groupes de Chow de Y, dont on peut choisir une base
forme´e de classes de cohomologies de sous-varie´te´s toriques. Par dualite´ de
Poincare´, ceci e´quivaut au the´ore`me suivant :
The´ore`me (3.3.1). Les groupes d’homologie de Borel-Moore de degre´s im-
pairs sont nuls et le morphisme naturel de groupes gradue´s de A∗(Y ) dans
HBM2∗ (Y ) est un isomorphisme. De plus A∗(Y ) est base´ par des sous-varie´te´s
toriques.
Par la suite, nous donnons une me´thode de calcul de l’anneau H∗(Y )
dans une base de la cohomologie a` coefficients rationnels (the´ore`me 3.5.1).
Pour cela, nous calculons les nombres d’intersections de trois diviseurs ex-
ceptionnels (the´ore`mes 3.4.4 et 3.4.6). Nous rappelons e´galement la me´thode
de calcul de l’anneau H∗o (Q). Enfin, nous terminons par un exemple ou`
la re´solution conside´re´e est Y = G-Hilbd(X). Nous calculons les deux an-
neaux H∗(Y ) et H∗o (Q) et remarquons qu’il ne sont pas isomorphes. Ainsi
la de´formation quantique de la conjecture de Ruan est ne´cessaire.
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Re´sultats du chapitre 4
Dans ce chapitre, on conside`re X une varie´te´ complexe compacte lisse
de dimension trois et G un sous-groupe fini abe´lien de Aut(X). On suppose
que l’action de G sur X est admissible et pre´serve le volume. On note Q le
quotient ge´ome´trique de X par G et on conside`re une re´solution cre´pante
τ : Y → Q. Le but de ce chapitre est de de´terminer les re´solutions cre´pantes
Y et de de´crire l’anneau de cohomologie de Y .
On commmence par de´terminer les re´solutions cre´pantes deQ. On de´compose
le lieu singulier de Q en introduisant des courbes Si et des points Pj . On
conside`re Gj le stabilisateur des points de l’orbite au-dessus de Pj . La varie´te´
Q∗ obtenue en retirant les points Pj a des singularite´s A-transversales, donc
admet une unique re´solution cre´pante τ∗ : Y ∗ → Q∗. L’action de G au-
dessus d’un voisinage de Pj induit une repre´sentation de Gj de dimen-
sion trois pre´servant le volume modulo isomorphisme. On fixe une inclusion
Gj ⊂ (C∗)3 ∩ SL3(C) et en note φj : C3 → Qj le quotient ge´ome´trique.
Proposition (4.1.4). La donne´e d’une re´solution cre´pante τ : Y → Q est
e´quivalente a` la donne´e pour chaque j d’une re´solution cre´pante τj : Yj →
Qj . De plus, Dj de´signant le polydisque unite´ de Qj , le point Pj admet un
voisinage isomorphe a` Dj tel que les diagrammes ci-dessous soient analyti-
quement isomorphes au-dessus de Dj :
G×Gj C3
²²
Yj // Qj
X
²²
Y // Q
Puis nous de´crivons le lieu exceptionnel de Y . On note Gi le noyau de
l’action de G au-dessus de Si. L’action de Gi au-dessus d’un voisinage de Si
induit une repre´sentation de dimension deux pre´servant le volume. En fixant
une inclusion Gi ⊂ (C∗)2 ∩ SL2(C), on obtient Gi = Z/niZ. On identifie les
e´le´ments de Gi et les entiers de l’intervalle [0, ni − 1].
Proposition (4.1.6). Soit τ : Y → Q une re´solution cre´pante. Les diviseurs
exceptionnels sont lisses et a` croisement normaux. Les diviseurs dont l’image
est Si sont en bijection avec les e´le´ments g de Gi non nuls et sont note´s E
i
g.
De plus, deux diviseurs Eig et E
i
h distincts s’intersectent lorsque h = g ± 1.
Les diviseurs exceptionnels dont l’image est Pj sont en bijection avec les
e´le´ments g de Gj tels que a(g
−1, Pj) = 2 et sont note´s E
j
g .
Nous allons de´crire l’anneau de cohomologie de Y a` coefficients ra-
tionnels. Nous commenc¸ons par de´crire l’espace vectoriel gradue´. Notons
E le lieu de exceptionnel de la re´solution et S le lieu singulier du quo-
tient. L’application continue τ : Y → Q induit des morphismes gradue´s
τ∗ et τ∗ en cohomologie ve´rifiant l’e´galite´ τ∗ ◦ τ∗ = Id. Donc H∗(Y ) =
x
H∗(Q) ⊕ H∗(Y )/H∗(Q). En conside´rant E le lieu exceptionnel de Y et S
le lieu exceptionnel de Q, on a H∗(Y )/H∗(Q) = H∗(E)/H∗(S). Ci-dessous,
on introduit une notation puis on e´nonce deux the´ore`mes qui de´crivent la
cohomologie de Y en tant qu’espace vectoriel gradue´ :
Notation (4.2.3). Fixons un diviseur Eig et conside´rons le diagramme d’es-
paces topologiques ci-dessous. Conside`rons le morphisme gradue´H∗−2(Si)→
H∗(E)/H∗(S) qui a` un e´le´ment α associe (jig)∗((τ ig)∗α). Afin de distinguer
ce morphisme, on note H∗(Si)Eig plutoˆt que H∗−2(Si) et αEig plutoˆt que α.
Eig
τ ig
²²
jig
// Y
τ
²²
Si
ii // Q
The´ore`me (4.2.2). Les diviseurs exceptionnels Eig,E
j
g forment une base de
H2(E)/H2(S). Le cup produit de Y induit une dualite´ entre H2(E)/H2(S)
etH4(E)/H4(S). On noteraEi∨g ,E
j∨
g les e´le´ments de la base deH4(E)/H4(S)
obtenue par dualite´.
The´ore`me (4.2.4). Avec les notations pre´ce´dentes,H∗(Y ) est de´crit en tant
qu’espace vectoriel gradue´ par :
H∗(Y ) = H∗(Q)⊕ (⊕H∗(Si)Eig)⊕ (⊕QEjg)⊕ (⊕QEj∨g )
De plus, pour i fixe´, les e´le´ments [Si]E
i
g sont combinaisons line´aires des
e´le´ments Ei∨g et la matrice de passage est la matrice tridiagonale avec des
−2 sur la diagonale et des 1 a` coˆte´.
Par la suite, nous donnons une me´thode de calcul du cup produit de l’an-
neau H∗(Y ) (the´ore`mes 4.4.1, 4.4.2 et 4.4.3). Pour cela, nous calculons les
nombres d’intersections de trois diviseurs exceptionnels (propositions 4.3.1,
4.3.5 et 4.3.11).
Nous donnons e´galement une description de l’anneau H∗o (Q). On com-
mence par de´crire H∗o (Q) en tant qu’espace vectoriel gradue´. Cet espace
vectoriel est somme directe de H∗(Q) et d’un espace provenant des secteurs
tordus et dont les e´le´ments seront dit tordus. On commence par de´finir des
diviseurs orbifolds F ig,F
j
g qui sont des e´le´ments tordus de degre´ deux. Les
deux the´ore`mes suivants de´criventH∗o (Q) en tant qu’espace vectoriel gradue´.
Proposition (4.5.1). Les diviseurs orbifold F ig, F
j
g forment une base des
e´le´ments tordus de degre´ 2. Le cup produit orbifold induit une dualite´ entre
les e´le´ments tordus de degre´ 2 et 4. On notera F i∨g , F
j∨
g les e´le´ments de la
base des e´le´ments tordus de degre´ 4 obtenue par dualite´.
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Proposition (4.5.2). En reprenant les notations pre´ce´dentes, H∗o (Q) est
donne´ en tant qu’espace vectoriel gradue´ par :
H∗o (Q) = H
∗(Q)⊕ (⊕H∗(Si)F ig)⊕ (⊕QF jg )⊕ (⊕QF j∨g )
De plus, on dispose des relations [Si]F
i
g = 1/niF
i∨
g−1 .
Par la suite, nous donnons une me´thode de calcul du cup produit orbi-
fold de l’anneau H∗o (Q) (propositions 4.5.5, 4.5.6 et 4.5.7). Pour cela nous
calculons les nombres d’intersections de trois diviseurs orbifold (propositions
4.5.3 et 4.5.4).
On compare ensuite les anneauxH∗(Y ) etH∗o (Q). On de´duit des descrip-
tions pre´ce´dentes que H∗(Y ) et H∗o (Q) sont isomorphes en tant qu’espaces
vectoriels gradue´s (the´ore`me 4.6.1). En se basant sur nos calculs du cup pro-
duit de du cup produit orbifold, nous indiquons quelle devrait eˆtre la forme
de l’isomorphisme entre H∗(Y ) et H∗o (Q) dans la conjecture de Ruan. Pour
finir, nous calculons les anneaux H∗(Y ) et H∗o (Q) sur un exemple ou` X est
une varie´te´ abe´lienne et la re´solution est Y = G-Hilbd(X).
Pre´sentation des appendices
Dans l’appendice A, nous de´finissons les cate´gories de OS [G]-modules et
OS [G]-alge`bres utilise´es pour la construction fonctorielle de G-Hilb(X) du
chapitre 1. Nous expliquons e´galement la ge´ne´ralisation de la de´composition
isotypique d’une repre´sentation line´aire de G a` la de´composition isotypique
d’unOS [G]-module. Dans l’appendice B, nous rappelons les de´finitions et no-
tations standards de ge´ome´trie torique. On rappelle en particulier la descrip-
tion combinatoire des varie´te´s toriques. La ge´ome´trie torique sera pre´sente
dans cette the`se de`s que l’on conside`re le quotient de X par un groupe
abe´lien G est abe´lien et on utilisera la description combinatoire pour le cal-
cul de l’anneau de cohomologie de Y . Dans cette appendice, nous prouvons
e´galement un lemme (B.5.1) et un re´sultat de re´traction topologique (B.7.1)
qui seront utilise´es pour le calcul des groupes d’homologie de Y dans le cas
local du chapitre 3. Dans l’appendice C, nous rappelons la description combi-
natoire de la varie´te´ torique Q quotient de kn par G ⊂ (k∗)n. Nous rappelons
e´galement la description combinatoire des re´solutions cre´pantes toriques Y
dans le cas G ⊂ (k∗)n∩SLn(k). Cette description sera utilise´e pour le calcul
de l’anneau de cohomologie. Dans l’appendice D, en conside´rant la varie´te´
torique Q quotient de Cn par G ⊂ (C∗)n ∩ SLn(C), on montre que toute
re´solution cre´pante Y est automatiquement torique (the´ore`me D.3.1). Pour
prouver ce re´sultat, nous utilisons des me´thodes analytiques standards. Dans
l’appendice E, nous rappelons et prouvons des re´sultats concernant la coho-
mologie des orbifolds complexes. Ces re´sultats seront utilise´s intensivement
pour la calcul de l’anneau de cohomologie de Y dans le cas compact du
chapitre 4. Puis de´crivons l’anneau de cohomologie orbifold des quotients
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globaux V/G (G ⊂ GL(V )) et X/G (G abe´lien). Dans l’appendice F, nous
classifions les paires (X,G), ou` X est une varie´te´ abe´lienne complexe de
dimension 3 et G un groupe fini d’automorphismes (fixant le neutre) dont
l’action pre´serve le volume. Cette classification fournit des exemples pour le
chapitre 4.
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Chapitre 1
G-sche´ma de Hilbert :
construction
Dans ce chapitre, on fixe un corps k alge´briquement clos. Tous les sche´mas
conside´re´s seront des k-sche´mas. On fixe e´galement un groupe fini G dont
l’ordre est premier a` la caracte´ristique de k.
1.1 Grassmanienne d’un OS-module
Si S est un sche´ma, on conside`re ModS la cate´gorie de OS-modules quasi-
cohe´rents. Si T est un S-sche´ma (c’est-a`-dire un morphisme de sche´mas de
T dans S), on dispose du foncteur tire´-en-arrie`re de la cate´gorie ModS dans
la cate´gorie ModT . On notera ET le tire´-en-arrie`re d’un OS-module E et mT
le tire´-en-arrie`re d’un morphisme de OS-modules m. La ge´ne´ralisation de
la grassmannienne pour un OS-module a e´te´ introduite par Grothendieck.
Nous reprenons ici les notations 9.7.3 et le the´ore`me 9.7.4 du chapitre I de
[GD71].
Notation 1.1.1. Soit S un sche´ma, E un OS-module et r ∈ N. On note
Grr(E) l’ensemble des quotients u : E // // F (modulo iso a` l’arrive´e) avec
F localement libre de rang r.
The´ore`me 1.1.2. Soit S un sche´ma, E un OS-module et r ∈ N. Le foncteur
Fr(E) qui a` un S-sche´ma T associe Grr(ET ) est repre´sentable par un S-
sche´ma note´ Grr(E).
On se place dans le cas ou` S est affine. Soit ϕ : (OS)r → E un morphisme
de OS-modules. On de´finit le sous-foncteur Fϕ de Fr(E) qui a` T associe les
e´le´ments u de Grr(ET ) ve´rifiant que u ◦ ϕT est un isomorphisme. Un tel
e´le´ment admet un unique repre´sentant (modulo isomorphisme a` l’arrive´e)
u : ET → (OT )r tel que u ◦ ϕT = Id. On a donc Fϕ(T ) = {u : ET → (OT )r |
u ◦ ϕT = Id}. D’apre`s [GD71], les Fϕ forment un recouvrement ouvert du
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foncteur Fr(E) et chaque Fϕ est repre´sentable par un S-sche´ma affine Cϕ.
Les Cϕ forment donc un syste`me de cartes affines de Grr(E).
1.2 Grassmanienne d’un OS[G]-module
Si S un sche´ma, on conside`re ModGS la cate´gorie des OS [G]-modules.
On note {ρ1, . . . , ρl} l’ensemble des repre´sentations k-line´aires irre´ductibles
de G. Tout OS [G]-module E admet une de´composition isotypique ⊕α[ρα⊗k
Eα] ou` Eα = (E ⊗ ρ∨α)G est un OS-module. De plus tout morphisme de
OS [G]-modules m : E → F se de´compose en des morphismes de OS-modules
mα : Eα → Fα. La de´composition isotypique fournit une e´quivalence de
cate´gories additives entre ModGS et (ModS)
⊕l. Pour plus de pre´cisions sur ce
qui pre´ce`de, consulter la section A.1 en appendice.
Notation 1.2.1. Soit S un sche´ma, E un OS [G]-module et R = (rα) ∈ Nl.
On note GrGR(E) l’ensemble des quotients de OS [G]-modules u : E // // F
(modulo iso a` l’arrive´e) avec chaque Fα localement libre de rang rα.
The´ore`me 1.2.2. Soit S un sche´ma, E un OS [G]-module et R = (rα) ∈ Nl.
Le foncteur FGR (E) qui a` un S-sche´ma T associe GrGR(ET ) est repre´sentable
par un S-sche´ma GrGR(E) qui est le produit fibre´ sur S des Grrα(Eα).
De´monstration. Il suffit de remarquer que le foncteur FGR (E) est isomorphe
au produit des foncteurs Frα(Eα) du fait que la de´composition isotypique est
fonctorielle.
On se place dans le cas ou` S est affine. Soit ψ : ⊕α[ρα ⊗k (OS)rα ] →
E . On de´finit le sous-foncteur Fψ de FGR (E) qui a` T associe les e´le´ments
u de GrGR(ET ) ve´rifiant que u ◦ ψT est un isomorphisme. Un tel e´le´ment
admet un unique repre´sentant u : ET → ⊕α[ρα ⊗k (OT )rα ] tel que u ◦ ψT =
Id. On a donc Fψ(T ) = {u : ET → ⊕α[ρα ⊗k (OT )rα ] | u ◦ ψT = Id}.
Par de´composition isotypique, Fψ est le produit des Fψα . Par produit, les
foncteurs Fψ forment un recouvrement ouvert de F
G
R (E) et chaque Fψ est
repre´sentable par Cψ, le produit fibre´ sur S des Cψα . Donc les Cψ forment
un syste`me de cartes affines de GrGR(E).
1.3 Grassmanienne d’une OS[G]-alge`bre
Si S est un sche´ma, on conside`re la cate´gorie AlgGS des OS [G]-alge`bres.
Pour un rappel de la de´finition de cette cate´gorie, consulter la section A.2
en appendice.
Notation 1.3.1. Soit S un sche´ma, A une OS [G]-alge`bre et R = (rα) ∈ Nl.
On note GrGmR (A) l’ensemble des quotients de OS [G]-alge`bres u : A // // B
(modulo iso a` l’arrive´e) avec chaque Bα localement libre de rang rα.
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Remarquons que GrGmR (A) = {u ∈ GrGR(A) | Ker(u) est un ide´al }. En
effet, e´tant donne´ un quotient deOS [G]-module u : A → B, B peut eˆtre muni
d’une structure de OS [G]-alge`bres qui fasse de u un quotient d’alge`bres ssi
Ker(u) est un ide´al. Dans ce cas, cette structure est unique.
The´ore`me 1.3.2. Soit S un sche´ma,A uneOS [G]-alge`bre et R = (rα) ∈ Nl.
Le foncteur FGmR (A) qui a` un S-sche´ma T associe GrGmR (AT ) est repre´sentable
par un S-sche´ma GrGmR (A) qui est un sous-sche´ma ferme´ de GrGR(A).
De´monstration. D’apre`s la remarque ci-dessus, FGmR (A) est un sous-foncteur
de FGR(A). Il reste a` montrer que la condition « Ker(u) est un ide´al »est une
condition ferme´e. On peut se ramener au cas ou` S est affine. Dans ce cas,
les Fψ forment un recouvrement ouvert de F
G
R (A) et il suffit de ve´rifier que
la condition « Ker(u) est un ide´al »est ferme´e sur chacun des foncteurs Fψ.
Soit ψ : ⊕α[ρα ⊗k (OS)rα ] → A. Soit u : AT → ⊕α[ρα ⊗k (OS)rα ] tel que
u◦ψT = Id. On pose t = Id−ψT ◦u de sorte que Ker(u) = Im(t). La condition
« Ker(u) est un ide´al »est donc e´quivalente a` la nullite´ du morphisme m :
(A ⊗S A)T → ⊕α[ρα ⊗k (OT )rα ] de´fini par m(a ⊗T a′) = u(a · t(a′)). Par
de´composition isotypique, ceci e´quivaut a` la nullite´ des morphismes mα :
((A⊗SA)α)T → (OT )rα . Par projections sur les composantes, ceci e´quivaut a`
la nullite´ des morphismes mαj : ((A⊗SA)α)T → OT . Puisque S est affine, les
OS-modules (A⊗SA)α sont engendre´s par leur sections globales Γ(S, (A⊗S
A)α). Par tirage-en-arrie`re, les OT -modules ((A ⊗S A)α)T sont engendre´s
par les sections globales Γ(S, (A⊗SA)α)T . Ainsi la condition «Ker(u) est un
ide´al »e´quivaut a` la nullite´ des mαj (Γ(S, (A⊗SA)α)T ), qui sont des e´le´ments
de Γ(T,OT ) de´pendant fonctoriellement de u. Il s’ensuit que la condition
« Ker(u) est un ide´al »est une condition ferme´e.
1.4 De´finition de G-Hilb(X)
La de´finition et le the´ore`me suivant sont classiques : ils sont tire´s de la
section 1 de l’expose´ V de [Gro71].
De´finition 1.4.1. On suppose que G agit sur un sche´ma X. On dit que
l’action de G sur X est admissible si X peut eˆtre recouvert par des ouverts
affines G-invariants.
The´ore`me-De´finition 1.4.2. On suppose que G agit sur un sche´ma X de
manie`re admissible. Alors il existe un morphisme affine G-invariant φ : X →
Q tel que φ∗(OX)G = OQ. Dans ce cas φ est le quotient ge´ome´trique au sens
de Mumford donc est unique (modulo iso a` l’arrive´e). De plus, on dira que φ
est un quotient en repre´sentation re´gulie`re si φ∗(OX) est un OQ[G]-module
localement trivial.
Remarquons qu’un quotient en repre´sentation re´gulie`re est un quotient
plat dont la repre´sentation le long de chaque fibre est la repre´sentation
re´gulie`re.
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Proprie´te´ 1.4.3. On suppose que G agit sur un sche´ma X de manie`re
admissible et on note φ : X → Q le quotient ge´ome´trique. On conside`re le
diagramme carte´sien suivant :
XS
φS
²²
// X
φ
²²
S // Q
Alors G agit sur XS de manie`re admissible et φS : XS → S est le quotient
ge´ome´trique. De plus si φ est un reveˆtement re´gulier, alors φS l’est.
De´monstration. D’apre`s A.2.1 le morphisme φS est un morphisme affine G-
invariant et on dispose de l’e´galite´ (φS)∗(OXS ) = φ∗(OX)S . D’apre`s A.1.3,
on a donc (φS)∗(OXS )G = (φ∗(OX)G)S . Comme le morphisme φ est le quo-
tient ge´ome´trique de X par G, φ∗(OX)G = OQ. On a donc (φS)∗(OXS )G =
OS et le morphisme φS est le quotient ge´ome´trique de XS par G. De plus si
φ est un quotient en repre´sentation re´gulie`re, φ∗(OX) est un OQ[G]-module
localement trivial donc (φS)∗(OXS ) est un OS [G]-module localement trivial
et φS est un quotient en repre´sentation re´gulie`re.
Notation 1.4.4. On suppose que G agit sur un sche´ma X de manie`re
admissible et on note φ : X → Q le quotient ge´ome´trique. Lorsque Y est un
sous-sche´ma ferme´ G-invariant de X, on conside`re le diagramme commutatif
Y
p
ÂÂ
@
@
@
@
@
@
@
@
// X
φ
²²
Q
On note R(φ) l’ensemble des Y , sous-sche´ma ferme´ G-invariant de X, tels
que p : Y → Q est un quotient en repre´sentation re´gulie`re.
Pour chaque repre´sentation k-line´aire irre´ductible ρα de G, on note dα sa
dimension. On pose D = (dα). Remarquons que R(φ) = Gr
Gm
D (φ∗(OX)). En
effet, d’apre`s A.2.1, on dispose d’une anti-e´quivalence de cate´gories entre
AffGQ et Alg
G
Q. Sous cette e´quivalence, le sous-sche´ma ferme´ G-invariant
Y ⊂ X correspond au quotient φ∗(OX)→ p∗(OY ) (modulo iso a` l’arrive´e).
D’apre`s A.1.4, la condition que p soit un quotient en repre´sentation re´gulie`re
e´quivaut a` ce que chaque p∗(OY )α soit localement libre de rang dα.
The´ore`me 1.4.5. On suppose que G agit sur X de manie`re admissible et
on note φ : X → Q le quotient ge´ome´trique. Le foncteur qui a` un Q-sche´ma
S associe R(φS) est repre´sentable par un Q-sche´ma G-Hilb(X).
De´monstration. D’apre`s la remarque ci-dessus, ce foncteur est isomorphe a`
FGmD (φ∗(OX))
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Remarquons que si φ est un quotient en repre´sentation re´gulie`re, alors
pour tout Q-sche´ma S, φS est un quotient en repre´sentation re´gulie`re donc
R(φS) est un singleton. Donc G-Hilb(X) = Q
1.5 De´finition de G-Hilbd(X)
On suppose que G agit sur un sche´ma inte`gre X de manie`re fide`le et
admissible et on note φ : X → Q le quotient ge´ome´trique.
Lemme 1.5.1. Le quotient ge´ome´trique φSpec(k(Q)) est donne´ par l’exten-
sion galoisienne k(X)/k(Q).
De´monstration. On peut se ramener au cas affine ou` X = Spec(A). On
pose K =Frac(AG) et L =Frac(A). Il s’agit de montrer que L = A⊗AG K.
A ⊗AG K est la localisation de A par rapport a` la partie multiplicative
AG \ {0}. Donc K ⊂ A⊗AG K ⊂ L. A⊗AG K est une alge`bre interme´diaire
de l’extension alge´brique L/K donc est un corps. A⊗AGK est un sous-corps
de L =Frac(A) contenant A donc A⊗AG K = L.
En appliquant le the´ore`me de la base normale, on conclut que φSpec(k(Q))
est un quotient en repre´sentation re´gulie`re. Il existe donc un unique mor-
phisme de Spec(k(Q)) dans G-Hilb(X).
De´finition 1.5.2. On de´finit G-Hilbd(X) comme l’image sche´matique de
l’unique morphisme de Spec(k(Q)) dans G-Hilb(X).
Remarquons qu’il existe e´galement un unique morphisme de Spec(k(Q))
dans GrGD(p∗(OX)). Ce morphisme factorise a` l’arrive´e par le sous-sche´ma
ferme´ G-Hilb(X) en un unique morphisme de Spec(k(Q)) dans G-Hilb(X).
Le sche´ma G-Hilbd(X) est donc e´galement l’image sche´matique du mor-
phisme de Spec(k(Q)) dans GrGD(p∗(OX)).
1.6 Calcul de G-Hilbd(X) dans le cas affine
Soit A une k-alge`bre inte`gre et G ⊂Aut(A). On pose L =Frac(A) et
K =Frac(AG). Ge´ome´triquement, G agit fide`lement sur le sche´ma affine
inte`greX =Spec(A), l’inclusionAG ⊂ A correspond au quotient ge´ome´trique
φ : X → Q et l’extension galoisienne L/K de groupe de galois G correspond
a` k(X)/k(Q). Le but de cette section est de donner une description explicite
de G-Hilbd(X).
Nous allons construire explicitement un sche´ma Z que nous montrerons
ensuite eˆtre G-Hilbd(X). Soit b = (b1, . . . bl) ou` chaque bα ∈ (Aα)dα est
une base du K-espace vectoriel Lα. On note Ob la sous A
G-alge`bre de K
engendre´e par les coordonne´es des e´le´ments des Aα dans les bases bα. Soient b
et c comme ci-dessus. Pour chaque α, on conside`re Pαbc ∈Mdα(Ob), la matrice
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de passage de bα a` cα. On note dbc le produit des de´terminants des matrices
Pαbc. On ve´rifie facilement que (Ob)dbc est la sous A
G-alge`bre de K engendre´e
par Ob et Oc, que nous noterons Obc. En particulier, (Ob)dbc = (Oc)dcb . Ainsi
les donne´es alge´briques pre´ce´dentes fournissent un Q-sche´ma Z muni d’un
syste`me de cartes affines Zb = Spec(Ob). Le re´sultat principal de ce chapitre
est le suivant :
The´ore`me 1.6.1. G-Hilbd(X) est le sche´ma Z de´crit ci-dessus.
Dans la suite de cette section, on adoptera les notations suivantes lorsque
C est une B-alge`bre : pour tout B-module M , on notera MC le C-module
C ⊗B M et pour tout morphisme de B-modules m, on notera mC le mor-
phisme de C-modules IdC ⊗B m.
On va construire des quotients tautologiques sur Z. Pour chaque b, on
de´finit l’e´pimorphisme bα : (Aα)Ob → (Ob)dα qui a` 1 ⊗ e associe les co-
ordonne´es de e dans la base bα. Pour tout couple (b,c), on a la condi-
tion de compatibilite´ (bα)Obc = (P
α
bc)Obc ◦ (cα)Obc . Les donne´es alge´briques
pre´ce´dentes fournissent des quotients tautologiques uα ∈ Grdα(p∗(OX)αZ).
D’une part, on dispose d’un morphisme de Spec(k(Q)) dans Z (e´vident
par construction de Z). D’autre part, on dispose d’un morphisme de Z dans
GrGD(p∗(OX)) (par les quotients tautologiques). La preuve de 1.6.1 revient
par de´finition a` montrer que Z est l’image sche´matique de Spec(k(Q)) dans
GrGD(p∗(OX)).
De´monstration de 1.6.1. Montrons que le sche´ma Z est l’image sche´matique
de Spec(k(Q)) dans GrGD(p∗(OX)). Au-dessus de GrGD(p∗(OX)), la question
est locale. Pour chaque ψ : ⊕α[ρα⊗k (OQ)dα ]→ p∗(OX), on note Zψ l’image
re´ciproque de Cψ. Il s’agit de montrer que si le point Spec(k(Q)) n’est pas
envoye´ dans Cψ alors Zψ est vide et sinon Zψ est l’image sche´matique du
morphisme de Spec(k(Q)) dans Cψ. Si le point Spec(k(Q)) n’est pas envoye´
dans Cψ, alors Spec(k(Q)) n’est pas envoye´ dans l’ouvert Zψ de Z, donc
Zψ est vide puisque le morphisme de Spec(k(Q)) dans Z est dominant. On
suppose de´sormais que Spec(k(Q)) est envoye´ dans Cψ. Il reste a` montrer
que Zψ est l’image sche´matique.
Remarquons que la donne´e de ψ est e´quivalente a` la donne´e des ψα :
(OQ)dα → p∗(OX)α, elle-meˆme e´quivalente a` la donne´e de morphismes Bα :
(AG)dα → Aα, elle-meˆme e´quivalente a` la donne´e de b = (b1, . . . , bl) ou`
chaque bα ∈ (Aα)dα . Observons que la condition que Spec(k(Q)) soit envoye´
dans Cψ est e´quivalente a` la condition que chaque b
α soit une base du K-
espace vectoriel Lα. En effet, puisque le morphisme de Spec(k(Q)) dans
GrGD(p∗(OX)) est de´termine´ par le quotient k(X) = k(X), cette condition
e´quivaut a` IdLα ◦ (Bα)K est un isomorphisme.
Remarquons que Zψ = Zb. En effet, Zψ est l’ouvert de Z sur lequel les
uα ◦ (ψα)Z sont des isomorphismes. Zψ ∩ Zc est donc l’ouvert de Zc sur
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lequel les de´terminants des morphismes cα ◦ (Bα)Oc = Pαbc sont non nuls,
c’est-a`-dire Zb ∩ Zc.
La carte Cψ est affine donc le morphisme de Spec(k(Q)) dans Cψ est
donne´ par un morphisme de AG-alge`bres m : Γ(Cψ,OCψ) → K, de sorte
que l’image sche´matique soit Spec(Im(m)). m se factorise a` l’arrive´e par
Ob ⊂ K (car le morphisme de Spec(k(Q)) dans Cψ se factorise au de´part
par le morphisme de Spec(k(Q)) dans Zb). On a donc Im(m) ⊂ Ob. Il nous
reste a` montrer que Ob ⊂ Im(m). Le morphisme de Spec(k(Q)) dans Cψ
est donne´ par les inverses des (Bα)K note´s B
α : Lα → Kdα et qui a` un
e´le´ment de Lα associent ses coordonne´es dans la base bα. La factorisation
de ce morphisme par le morphisme de Spec(Im(m)) dans Cψ est donne´e par
des Mα : (Aα)Im(m) → (Im(m))dα tels que (Mα)K = Bα. Pour e ∈ Aα,
Mα(1⊗ e) = Bα(e) donc Im(m) contient les coordonne´es de e dans la base
bα. D’ou` Ob ⊂ Im(m).
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Chapitre 2
G-sche´ma de Hilbert :
approches classiques
revisite´es
Dans ce chapitre, on fixe un corps alge´briquement clos k. Tous les sche´mas
conside´re´s seront des k-sche´mas de type fini. On fixe e´galement un groupe
fini G dont l’ordre est premier a` la caracte´ristique de k.
2.1 Construction classique
Dans cette section on suppose que G agit sur un sche´ma X de manie`re
admissible et on note φ : X → Q le quotient ge´ome´trique. Classiquement, le
G-sche´ma de Hilbert est de´fini comme l’espace des modules des G-grappes.
On appelle G-grappe un sous-sche´ma G-invariant Y de X de dimension ze´ro
et tel que Γ(Y,OY ) est isomorphe a` la repre´sentation re´gulie`re. On appelle
famille sur S de G-grappes un sous-sche´ma ferme´ G-invariant Y de S ×k X
qui ve´rifie les conditions suivantes :
(C) :
{
p : Y → S est plat et propre.
∀s ∈ S, Ys est une G-grappe
On de´finit le foncteur contravariant F qui a` un sche´ma S associe l’ensemble
des familles de G-grappes sur S. Dans [Te´r04], le G-sche´ma de Hilbert est
construit comme repre´sentant le foncteur F .
Le support d’une G-grappe est une G-orbite (voir le lemme 1.4.2 de
[Te´r04]). Comme Mukai le remarque, G-Hilb(X) devrait eˆtre vu comme
une variante du quotient ge´ome´trique Q. On cherche donc a` construire un
morphisme du G-sche´ma de Hilbert dans Q qui, au niveau des points, as-
socie a` une G-grappe son support. Au niveau des foncteurs, ce morphisme
correspond a` une transformation naturelle de F dans hQ que nous allons
construire.
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Proposition 2.1.1. Soit Y , un sous-sche´ma ferme´G-invariant de S×kX. La
condition (C) est e´quivalente a` « p : Y → S est un quotient en repre´sentation
re´gulie`re ».
De´monstration. Remarquons qu’une G-grappe est un sous-sche´ma ferme´
G-invariant Y de X tel que Y est affine et Γ(Y,OY ) est isomorphe a` la
repre´sentation re´gulie`re. En effet dim(Y ) = 0 implique que Y est affine et
re´ciproquement Y affine et dimk(Γ(Y,OY )) <∞ implique que dim(Y ) = 0.
Sachant de plus que p est affine, il est clair que les deux conditions de la
proposition sont e´quivalentes. On doit donc montrer que la condition (C)
entraˆıne que p : Y → S est affine . Comme Y est un sous-sche´ma G-invariant
de S ×k X et l’action de G sur X est admissible, on de´duit que l’action de
G sur Y est admissible. Notons q : Y → T le quotient ge´ome´trique. Le
morphisme G-invariant p : Y → S se factorise par q au de´part en un unique
morphisme m : T → S. Il reste a` montrer que m est affine. m est bijec-
tif car pour tout point s ∈ S, la fibre de m au-dessus de s est le quotient
ge´ome´trique de Ys, c’est-a`-dire s. m est ferme´ car p = m ◦ q, p est ferme´
et q est continue surjective. m est ferme´ et injectif donc affine d’apre`s le
corollaire 9.1.24 du chapitre I de [GD71].
Proposition 2.1.2. On dispose d’une transformation naturelle t : F → hQ.
De´monstration. Soit Y ∈ F (S). Le morphisme G-invariant Y → X → Q se
factorise de manie`re unique par p : Y → S en un morphisme S → Q. Ce
morphisme de´finit l’image de Y par t(S) : F (S)→ hQ(S).
On conside`re le Q-sche´ma G-Hilb(X) construit dans le chapitre 1 et on
note pi : G-Hilb(X) → Q le morphisme structural. La proposition suivante
montre que le point de vue classique du G-sche´ma de Hilbert co¨ıncide avec
notre construction de G-Hilb(X).
Proposition 2.1.3. Le sche´maG-Hilb(X) est de type fini sur k et il repre´sente
le foncteur F . Le morphisme pi : G-Hilb(X)→ Q repre´sente t : F → hQ.
De´monstration. Le morphisme φ : X → Q est fini (car c’est un morphisme
entier entre sche´mas de type fini sur k). Ainsi φ∗(OX) est un faisceau
cohe´rent sur Q et pour chaque α, φ∗(OX)α est e´galement cohe´rent (cf ap-
pendice A). Gdα(φ∗(OX)α) est donc de type fini sur Q. Par produit puis
passage au sous-sche´ma ferme´, on en de´duit que G-Hilb(X) est de type fini
sur Q. Puisque Q est de type fini sur k, on conclut que G-Hilb(X) est de
type fini sur k.
La de´monstration du reste de la proposition re´sulte d’arguments foncto-
riels. Soit un morphisme m : S → Q. Soit Y ∈ F (S) tel que t(S)(Y ) = m
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Le diagramme suivant est commutatif :
Y
p
²²
// X
φ
²²
S
m // Q
Donc le G-sous-sche´ma ferme´ Y ⊂ S ×k X se factorise a` l’arrive´e par le
G-sous-sche´ma ferme´ XS ⊂ S ×k X pour donner un G-sous-sche´ma ferme´
Y ⊂ XS . Puisque la projection p : Y → S est un quotient en repre´sentation
re´gulie`re, on obtient un morphisme de Q-sche´mas de S dans G-Hilb(X).
2.2 The´ore`me de Chevalley, Shephard, Todd, Luna
Dans cette section, nous proposons une forme ge´ome´trique du the´ore`me
de Chevalley, Shephard, Todd. Ce the´ore`me se trouve sous sa forme alge´brique
classique au the´ore`me 4, paragraphe 5, chapitre V de [Bou68]. Voici la forme
ge´ome´trique que nous proposons et qui se de´montre a` partir de l’e´nonce´
classique en utilisant le lemme fondamental de Luna en caracte´ristique quel-
conque :
The´ore`me 2.2.1. On suppose que G agit sur une varie´te´X lisse de manie`re
fide`le et admissible et on note φ : X → Q le quotient ge´ome´trique. Soit x un
point de X. On pose o = φ(x). Les assertions suivantes sont e´quivalentes :
i) Gx ⊂GL(TxX) est engendre´ par ses pseudo-re´flexions
ii) φo est une G-grappe
iii) o est un point lisse de Q
Dans le the´ore`me ci-dessus, φo de´signe la fibre sche´matique du point o et
une pseudo-re´flexion est une transformation line´aire qui fixe un hyperplan
tout en agissant par homothe´tie sur une droite supple´mentaire. Pour une
pseudo-re´flexion d’ordre fini, le rapport de cette homothe´tie est une racine
de l’unite´. Voici un corollaire de 2.2.1 illustrant la notion de quotient en
repre´sentation re´gulie`re introduite en 1.4.2 :
Corollaire 2.2.2. On suppose que G agit sur une varie´te´ X lisse de manie`re
fide`le et admissible et on note φ : X → Q le quotient ge´ome´trique. Alors les
conditions suivantes sont e´quivalentes
i) ∀x ∈ X, Gx ⊂GL(TxX) est engendre´ par ses pseudo-re´flexions
ii) φ : X → Q est un quotient en repre´sentation re´gulie`re
iii) Q est lisse
De´monstration. Puisque Q est re´duit, φ : X → Q est un quotient en
repre´sentation re´gulie`re ssi pour chaque point o de Q, φo est une G-grappe.
Il suffit d’appliquer le the´ore`me 2.2.1 en tout point de x.
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En appliquant le lemme fondamental de Luna en caracte´ristique quel-
conque (the´ore`me 6.2 de [BR85]), la preuve du the´ore`me se rame`nera au
cas local ou` le groupe agit line´airement sur un espace vectoriel et le point
conside´re´ est l’origine.
The´ore`me 2.2.3. Soit V un espace vectoriel et G un sous-groupe fini de
GL(V ). On note φ : V → Q le quotient ge´ome´trique. On pose o = φ(0). Les
assertions suivantes sont e´quivalentes :
i) G est engendre´ par ses pseudo-re´flexions
ii) φo est une G-grappe
iii) o est un point lisse de Q
Afin de de´montrer le cas local, qui est une adaptation du the´ore`me de
Chevalley, Shephard et Todd, nous aurons besoin du lemme suivant :
Lemme 2.2.4. On suppose que G agit sur une varie´te´ Y de manie`re fide`le
et admissible et on note φ : Y → Q le quotient ge´ome´trique. Notons Y l
l’ouvert de Y sur lequel G agit librement. On suppose que Y et Q sont lisses
et que codim(Y \ Y l) ≥ 2 . Alors l’action est libre.
De´monstration. On dispose d’un morphisme de fibre´s G-line´arise´s TY →
φ∗TQ. Au niveau de l’ouvert Y l, le quotient est un G-fibre´ principal en to-
pologie e´tale, donc ce morphisme est un isomorphisme au-dessus de l’ouvert
Y l. Puisque codim(Y \ Y l) ≥ 2 et Y est normale, ce morphisme est un iso-
morphisme sur Y entier. Soit un point y de Y . Notons Gy le stabilisateur
de y. Gy agit sur TyY de manie`re triviale. Donc Gy agit trivialement sur Y
et Gy est trivial.
De´monstration de 2.2.3. On va adapter la version du the´ore`me de Cheval-
ley, Shephard et Todd donne´e en the´ore`me 4, paragraphe 5, chapitre V de
[Bou68].
Montrons que i) implique ii). On suppose que G est engendre´ par ses
pseudo-re´flexions. En appliquant le the´ore`me 4 page 115 de [Bou68], on
en de´duit que φ est plat. Au dessus-de l’ouvert ou` l’action est libre, φ est
un quotient en repre´sentation re´gulie`re. Puisque que Q est connexe, on en
de´duit que φ est un quotient en repre´sentation re´gulie`re. En particulier, φo
est une G-grappe.
Montrons que ii) implique iii). Posons A = S∗V ∗. G agit naturellement
sur l’alge`bre gradue´e A. Notons AG la coalge`bre, c’est-a`-dire l’alge`bre quo-
tient de A par l’ide´al engendre´ par AG+. φo est une G-grappe signifie que
AG est isomorphe a` la repre´sentation re´gulie`re. Posons V un supple´mentaire
gradue´ et G-invariant de l’ide´al engendre´ par AG+ dans A, de sorte que V
est isomorphe a` la repre´sentation re´gulie`re. On peut fixer une base β forme´e
d’e´le´ments homoge`nes de A et comprenant autant d’e´le´ments que l’ordre du
groupe G. β est alors une base du AG module A (voir la remarque 1 page
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115 de [Bou68]). En appliquant le the´ore`me 4 page 115 de [Bou68], on de´duit
que Q est lisse en o.
Montrons que iii) implique i). Supposons que Q soit lisse en o. k∗ agit sur
V par homothe´ties. Cette action passe au quotient. L’image re´ciproque du
lieu lisse de Q est donc un ouvert de V stable par homothe´ties et qui contient
l’origine, donc V tout entier. Ainsi Q est lisse. Notons N le sous-groupe de
G engendre´ par les pseudo-re´flexions de G. N est un sous-groupe distingue´
de G puisque l’ensemble des pseudo-re´flexions est stable par conjugaison.
Conside´rons H le groupe quotient de G par N . Il reste a` montrer que H
est trivial. Notons Y le quotient de V par N . En appliquant le the´ore`me 4
page 115 de [Bou68], on de´duit que Y est lisse. Le groupe H agit de manie`re
fide`le et admissible sur Y . Notons p : Y → Q le quotient ge´ome´trique et Y l
l’ouvert ou` l’action est libre. codim(Y \ Y l) ≥ 2. En effet, un e´le´ment de G
non dans N n’est pas une pseudo-re´flexion donc son lieu fixe est un sous-
espace vectoriel de V de codimension supe´rieure a` deux. On conclut que le
lieu fixe des e´le´ments de H est de codimension supe´rieure a` deux dans Y . Y
et Q sont lisses et codim(Y \ Y l) ≥ 2, donc d’apre`s 2.2.4, l’action de H sur
Y est libre. Or H est le stabilisateur de l’origine. Donc H est trivial.
De´monstration de 2.2.1. On peut supposer que X est affine, quitte a` se
restreindre a` un ouvert affine G-invariant contenant x. Posons H = Gx.
On conside`re l’action de H sur X et on note φ′ : X → Q′ le quotient
ge´ome´trique. On pose o′ = φ′(x). On conside`re le G-morphisme G×H X →
X. On peut appliquer le lemme fondamental de Luna en caracte´ristique
quelconque (the´ore`me 6.2 de [BR85]). D’une part, on en de´duit que Q est
lisse en o ssi Q′ est lisse en o′. D’autre part, on en de´duit que φo = G×H φ′o′
et donc que φo est une G-grappe ssi φ
′
o′ est une H-grappe.
Posons V = TxX. On conside`re l’action de H sur V et on note φ
′′ :
V → Q′′ le quotient ge´ome´trique. On pose o′′ = φ′′(0). On conside`re le
H-morphisme X → V e´tale en x qui envoie x sur 0. On peut appliquer le
lemme fondamental de Luna en caracte´ristique quelconque (the´ore`me 6.2 de
[BR85]). D’une part, on en de´duit que Q′ est lisse en o′ ssi Q′′ en lisse en o′′.
D’autre part on en de´duit que φ′o′ = φ
′′
o′′ et donc que φo′ est une H-grappe
ssi φ′′o′′ est une H-grappe. Ainsi, on ache`ve la de´monstration du the´ore`me en
appliquant le cas local 2.2.2 a` l’action de H sur V .
2.3 Quelques proprie´te´s e´le´mentaires
Proposition 2.3.1. On suppose que G agit sur une varie´te´ lisse X de
manie`re fide`le et admissible et on note φ : X → Q le quotient ge´ome´trique.
La varie´te´ Q est normale mais non lisse en ge´ne´ral. Le morphisme pi :
G-Hilb(X) → Q est un isomorphisme au-dessus de l’ouvert lisse U de Q.
G-Hilbd(X) est l’adhe´rence de pi−1(U) muni de la structure induite re´duite.
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De´monstration. On conside`re le diagramme carte´sien suivant :
XU
φU
²²
// X
φ
²²
U // Q
Ceci se prouve par fonctorialite´ ou en utilisant la proposition 1.4.3 de [Te´r04].
On en de´duit que le diagramme suivant est carte´sien :
G-Hilb(XU )
piU
²²
// G-Hilb(X)
pi
²²
U // Q
Le groupe G agit de manie`re fide`le et admissible sur la varie´te´ lisse XU .
Puisque U est lisse, on de´duit de 2.2.1 que φU est un quotient en repre´sentation
re´gulie`re. Mais alors G-Hilb(XU ) = U , i.e. piU est un isomorphisme, i.e. pi
est un isomorphisme au-dessus de U .
Rappelons que la dimension de chaque repre´sentation line´aire irre´ductible
ρα de G est note´e dα.
Proposition 2.3.2. On suppose que G agit sur une alge`bre A de type fini
sur k. Ge´ome´triquement, G agit sur X = Spec(A) et l’inclusion AG ⊂ A
correspond au quotient ge´ome´trique φ : X → Q. Les points de G-Hilb(X)
sont les G-grappes. Une G-grappe est vue comme un ide´al G-invariant I de
A tel que A/I ≃ k[G].
Pour tout b, avec b = (bα) et bα ∈ (Aα)dα , on note Rb le sous-espace
vectoriel G-invariant de A engendre´ par b. Alors G-Hilb(X) est recouvert
par les cartes affines Ub, dont les points sont les G-grappes I supple´mentaires
a` Rb dans A.
De´monstration. Une G-grappe est un sous-sche´ma ferme´ G-invariant Y de
X tel que Y est affine et Γ(Y,OY ) est isomorphe a` la repre´sentation re´gulie`re.
Ici la condition Y affine est superflue puisque Y est un sous-sche´ma ferme´
de X qui est affine. Un sous-sche´ma ferme´ de Y de X correspond a` un ide´al
I de A. Sous cette e´quivalence, une G-grappe correspond a` ide´al G-invariant
I de A tel que A/I ≃ k[G].
Remarquons que la donne´e de b est e´quivalente a` la donne´e de mor-
phismes Bα : (AG)dα → Aα, e´quivalente a` la donne´e de morphismes ψα :
(OQ)dα → p∗(OX)α elle-meˆme e´quivalente a` la donne´e de ψ : ⊕α[ρα ⊗k
(OQ)dα ] → p∗(OX). On de´finit Ub comme la trace de la carte affine Cψ de
GrGmD (p∗(OX)) sur G-Hilb(X). Soit une G-grappe I. Montrons que la G-
grappe I est dans la carte Ub ssi I est un supple´mentaire de Rb dans A.
Notons o le support de la G-grappe. On peut ainsi voir la G-grappe comme
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un sous-sche´ma ferme´ Y de Xo. On conside`re m : (pio)∗(OXo) → p∗(OY ).
Par de´finition, la G-grappe est dans la carte affine Ub ssi m ◦ ψo est un iso-
morphisme. On ve´rifie que ceci e´quivaut au fait que I soit supple´mentaire
de Rb dans A.
2.4 Me´thode de calcul de G-Hilbd(kn), G ⊂ GLn(k)
Dans cette section, on suppose que G est un sous-groupe de GLn(k) et
on propose une me´thode de calcul de G-Hilbd(kn). Puis nous appliquons
cette me´thode sur l’exemple du groupe non abe´lien le plus simple possible
en dimension trois.
Notons A l’anneau de coordonne´es de kn, qui est l’alge`bre syme´trique de
(kn)∨. En reprenant la proposition 2.3.2, le sche´ma G-Hilb(kn) est recouvert
par les cartes affines Ub, avec b = (b
α) et bα ∈ (Aα)dα . En reprenant le
the´ore`me 1.6.1, le sche´ma G-Hilbd(kn) est recouvert par les cartes affines
Zb. En pratique, il s’agit de de´terminer quelles cartes affines Zb suffisent a`
recouvrir G-Hilbd(kn) et de calculer les anneaux de coordonne´es Ob de ces
cartes. Pour cela, on utilise la me´thode de de´composition de la coalge`bre
AG, qui est l’alge`bre gradue´e quotient de A par l’ide´al 〈AG+〉 engendre´ par
les e´le´ments de AG n’ayant pas de composante en degre´ nul.
Proposition 2.4.1. Pour chaque repre´sentation ρα, on fixe f
α une famille
d’e´le´ments homoge`nes de Aα induisant une k-base de AαG. Alors f
α forme
une famille ge´ne´ratrice du AG-module gradue´ Aα.
De´monstration. Par de´finition, un e´le´ment gradue´ de Aα s’e´crit de manie`re
unique comme la somme d’une combinaison line´aire d’e´le´ments de fα et d’un
e´le´ment gradue´ de 〈AG+〉α. En conside´rant l’e´pimorphisme gradue´ naturel
AG+⊗k A→ 〈AG+〉, on obtient un e´pimorphisme naturel gradue´ AG+⊗k Aα →
〈AG+〉α. Ainsi l’e´le´ment gradue´ de 〈AG+〉α est combinaison line´aire d’e´le´ments
de plus petits degre´s de Aα avec pour coefficients des e´le´ments homoge`nes
de AG de degre´ non nul. On conclut par re´currence sur les degre´s.
Proposition 2.4.2. En reprenant les notations de la proposition 2.3.2, on
peut fixer un ensemble de b, avec b = (bα) et bα ∈ (fα)dα , tel que chaque
G-grappe I gradue´e soit supple´mentaire a` un des Rb. Alors les cartes Zb
recouvrent le sche´ma G-Hilbd(kn).
De´monstration. On va utiliser l’action de k∗ sur G-Hilb(kn) de´crite ci-apre`s.
Le groupe k∗ agit sur kn par homothe´ties. Les actions de k∗ et G sur V
commutent. Le transforme´ d’une G-grappe (resp. une G-orbite) par l’action
d’un e´le´ment de k∗ sur kn est donc encore une G-grappe (resp. une G-
orbite). Plus pre´cisement, k∗ agit de manie`re naturelle sur G-Hilb(kn) et Q
et le morphisme pi : G-Hilb(kn)→ Q est k∗-e´quivariant. Remarquons qu’une
G-grappe I est fixe sous l’action de k∗ lorsque I est gradue´. Dans ce cas,
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I contient 〈AG+〉 (car I est gradue´, I ne contient pas 1 et le quotient de A
par I ne contient qu’une copie de la repre´sentation triviale). Ainsi on peut
fixer un ensemble de b comme dans l’e´nonce´ de la proposition. Il nous reste
a` montrer que les cartes Zb recouvrent le sche´ma G-Hilb
d(kn). Pour cela, on
va montrer que les cartes Ub recouvrent le sche´ma G-Hilb(k
n).
Soit une G-grappe I. Le morphisme de m de k∗ dans G-Hilb(kn) qui
a` λ associe λ · I se prolonge au de´part a` k en un morphisme m′. En effet,
le morphisme pi ◦ m (qui a` λ associe λ · pi(I) ) se prolonge au de´part a` k
et le morphisme pi est propre, donc on conclut en utilisant le crite`re valua-
tif. Notons I0 l’image de 0 par m
′. La G-grappe I0 est un point fixe sous
l’action de k∗ donc est gradue´e. Par hypothe`se, il existe donc un b tel que
I0 appartienne Ub. Nous allons voir que I e´galement appartient a` Ub. Re-
marquons tout d’abord que Ub est invariant sous l’action de k
∗. En effet Rb
est invariant sous l’action de k∗ (car engendre´ par des e´le´ment homoge`nes)
donc le transforme´ par un e´le´ment de k∗ d’un ide´al supple´mentaire a` Rb
est encore supple´mentaire a` Rb. Ainsi Ub est un ouvert contenant I0 dont
l’image re´ciproque par m est un ouvert non vide de k∗ stable par l’action de
k∗, donc k∗ entier. Donc I appartient a` Ub.
Proposition 2.4.3. Reprenons la situation des propositions 2.4.1 et 2.4.1
et choisissons un b. Pour chaque α et chaque e´le´ment de fα, on calcule ses
coordonne´es dans la base bα. Alors Ob est la A
G-alge`bre engendre´e par toutes
ces coordonne´es.
De´monstration. Il suffit d’appliquer le the´ore`me 1.6.1 en remarquant de plus
que fα forme une famille ge´ne´ratrice du AG module Aα d’apre`s 2.4.1.
Nous allons appliquer notre me´thode de calcul sur l’exemple le plus
simple de groupe non abe´lien en dimension trois. Conside´rons le groupe
G = S3. G posse`de trois repre´sentations irre´ductibles : la repre´sentation
repre´sentation triviale t, la repre´sentation alterne´e a et une repre´sentation
de dimension deux appele´e repre´sentation standard s. Comme G est en-
gendre´ par la transposition (12) et le 3-cycle (123), le tableau ci-apre`s de´crit
les repre´sentations a et s.
Repre´sentation Dimension (12) (123)
a 1
[−1] [1]
s 2
[
0 1
1 0
] [
j 0
0 j2
]
On conside`re G comme un sous-groupe de GL3(k) de manie`re a` ce
que la repre´sentation de G sur les coordonne´es line´aires canoniques soit
Vect(x, y, z) = a ⊕ s. Nous allons commencer par de´crire l’action de G
sur l’anneau de coordonne´es A = k[x, y, z]. Les monoˆmes x2 et yz sont
des monoˆmes invariants. Quitte a` factoriser par x2 et yz, ce qui suit per-
met de de´crire entie`rement l’action de G sur A. Le groupe G agit par la
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repre´sentation triviale sur les monoˆmes y3k + z3k et x(y3k − z3k). Le groupe
G agit par la repre´sentation alterne´e sur les monoˆmes y3k−z3k et x(y3k+z3k).
Le groupe G agit par la repre´sentation standart sur les couples de monoˆmes
(y3k+1, z3k+1), (xy3k+1,−xz3k+1), (z3k+2, y3k+2) et (xz3k+2,−xy3k+2).
En particulier, on de´duit de la description ci-dessus que AG admet le
syste`me de ge´ne´rateurs x2, yz, y3+z3 et x(y3−z3). On dispose d’une relation
x2 · [(z3 + y3)2 − 4(xy)3] − [x(z3 − y3)]2 = 0. Puisque AG est un anneau
inte`gre de dimension trois, on conclut qu’il n’y a pas d’autres relations.
L’ide´al 〈AG+〉 est donc engendre´ par les quatre e´le´ments x2, yz, y3 + z3 et
x(y3−z3). On de´termine un supple´mentaire G-invariant que l’on de´compose
en repre´sentations irre´ductibles comme suit :
Degre´ t a s
0 1
1 x (y, z)
2 (z2, y2)(xy,−xz)
3 y3 − z3 (xz2,−xy2)
Soit I un ide´al gradue´ tel que le quotient de A par I soit isomorphe
a` la repre´sentation re´gulie`re. (y, z) n’appartient pas a` Is, sinon (z2, y2),
(xy,−xz) et (xz2,−xy2) appartiendraient a` Is qui serait de codimension un
dans As. Puisque la codimension de Is dans As est deux, il existe (a, b) 6=
(0, 0) tel que a(z2, y2) + b(xy,−xz) appartienne a` Is. Si b est non nul, en
multipliant par x + y, on conclut que (xz2,−xy2) appartient a` Is. Sinon,
en multipliant par x, on conclut que (xz2,−xy2) appartient a` Is. Dans
tous les cas, (xz2,−xy2) appartient a` Is. On conclut que (y, z),(z2, y2) ou
(y, z),(xy,−xz) est un supple´mentaire de Is. On voit e´galement que x ou
y3 − z3 est un supple´mentaire de Ia. Remarquons que si y3 − z3 est un
supple´mentaire de Ia, alors x ∈ I, donc (xy,−xz) ∈ Is et (y, z),(z2, y2) est
un supple´mentaire de Is.
On de´finit b,c,d comme ci-dessous. D’apre`s ce qui pre´ce`de, toute G-
grappe I gradue´e est supple´mentaire a` Rb, Rc ou Rd. Donc G-Hilb
d(k3)
est recouvert par les cartes affines Zb, Zc et Zd.
b = (1, x, ((y, z), (z2, y2)))
c = (1, x, ((y, z), (xy,−xz)))
d = (1, y3 − z3, ((y, z), (z2, y2)))
Calculons les coordonne´es de la carte Zb. La A
G alge`bre Ob est engendre´e
par les e´le´ments :
x2/[x(z3 − y3)]
x2(y3 + z3)/[x(z3 − y3)]
x2yz/[x(z3 − y3)]
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x2(yz)2/[x(z3 − y3]
x2(y3 + z3)/[x(z3 − y3)]
On conclut que la k-alge`bre Ob est engendre´e par les e´le´ments x
2/[x(z3−y3)],
x(z3 − y3), yz et (y3 + z3). Or, on dispose de la relation x(z3 − y3) =
x2/[x(z3−y3)]·[(y3+z3)2−4(zy)3]. Finalement, la k-alge`bre Ob est engendre´e
par les trois e´le´ments alge´briquement inde´pendants x2/[x(z3−y3)], x(z3−y3)
et (y3 + z3) et donc, la carte Cb est isomorphe a` k
3.
Calculons les coordonne´es de la carte Zc. La A
G alge`bre Oc est engendre´e
par les e´le´ments :
x(z3 − y3)/x2
(y3 + z3)/yz
x(z3 − y3)/[x2yz]
x(z3 − y3)/yz
(y3 + z3)/yz
On conclut que la k-alge`bre Oc est engendre´e par les e´le´ments x
2, yz, (y3 +
z3)/yz et x(z3 − y3)/[x2yz]. Or, on dispose de la relation 4yz = [(y3 +
z3)/yz]2−x2[x(z3− y3)/[x2yz]]2. Finalement, la k-alge`bre Oc est engendre´e
par les trois e´le´ments alge´briquement inde´pendants x2,(y3+z3)/yz et x(z3−
y3)/[x2yz] et donc, la carte Cc est isomorphe a` k
3.
Calculons les coordonne´es de la carte Zd. La A
G alge`bre Od est engendre´e
par les e´le´ments :
x(z3 − y3)/x2
x2(y3 + z3)/[x(z3 − y3)]
x2yz/[x(z3 − y3)]
x2(yz)2/[x(z3 − y3)]
x2(y3 + z3)/[x(z3 − y3)]
On conclut que la k-alge`bre Oc est engendre´e par les e´le´ments x(z
3−y3)/x2,
x2(y3+z3)/[x(z3−y3)], x2yz/[x(z3−y3)] et x2. Or, on dispose de la relation
x2 = [x2(y3 + z3)/[x(z3 − y3)]]2 − 4x(z3 − y3)/x2[x2yz/[x(z3 − y3)]]3. Fina-
lement, la k-alge`bre Od est engendre´e par les trois e´le´ments alge´briquement
inde´pendants x(z3− y3)/x2, x2(y3+ z3)/[x(z3− y3)] et x2yz/[x(z3− y3)] et
donc, la carte Cd est isomorphe a` k
3.
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2.5 Le the´ore`me de Nakamura revisite´
Dans cette section, G est un sous-groupe de (k∗)n. Par passage au quo-
tient sous l’action sur G, la varie´te´ torique affine (k∗)n ⊂ kn fait de T ⊂ Q
une varie´te´ torique affine. Dans la proposition suivante, on conside`re les
sche´mas G-Hilb(X), G-Hilbd(X) et aussi la normalisation N(G-Hilbd(X)).
Proposition 2.5.1. T agit naturellement sur G-Hilb(kn), G-Hilbd(kn) et
N(G-Hilbd(kn)). De plus, il existe des immersions ouvertes e´quivariantes de
T dans G-Hilb(kn), G-Hilbd(kn) et N(G-Hilbd(kn)).
De´monstration. Les actions de G et (k∗)n sur kn commutent. Le transforme´
d’une G-grappe (resp. d’une G-orbite) sous l’action d’un e´le´ment de (k∗)n
est donc une G-grappe (resp. une G-orbite). En fait, on constate que le
morphisme pi : G-Hilb(kn)→ Q est (k∗)n e´quivariant et puisque l’action de
G ⊂ (k∗)n est triviale, le morphisme pi est meˆme T e´quivariant. On peut
montrer tout cela fonctoriellement. Puisque T est un ouvert lisse de Q, pi est
un isomorphisme au-dessus de T qui est un ouvert de G-Hilb(kn) et meˆme
de G-Hilbd(kn) d’apre`s la proposition 2.3.1. Le reste de la de´monstration est
formel.
Ainsi, G-Hilbd(kn) une varie´te´ torique au sens large (car elle n’est pas
normale) et N(G-Hilbd(kn)) est une varie´te´ torique au sens de [Ful93]. En
particulier, N(G-Hilbd(X)) est de´crite combinatoirement par un e´ventail.
En utilisant la de´finition de G-Hilbd(kn) du chapitre 1, nous allons revisiter
le the´ore`me de Nakamura (the´ore`me 2.11 de [Nak01]), qui consiste a` calculer
ces varie´te´s toriques a` partir de la notion de «G-graphe ». Pour les notations
combinatoires concernant la varie´te´ torique T ⊂ Q, on renvoie le lecteur a` la
section C.1 en appendice. En particulier, Zn de´signe l’ensemble des monoˆmes
et Nn de´signe l’ensemble des monoˆmes de Laurent.
De´finition-Proprie´te´ 2.5.2. On appelle G-graphe une partie de Nn stable
par divisibilite´ et formant un syste`me de repre´sentants de G∨ (vu comme
groupe quotient de Zn par M). On dispose d’une bijection entre les graphes
et les G-grappes fixes sous l’action de T qui a` un graphe Γ associe l’ide´al
IΓ de k[N
n] base´ par les monoˆmes non dans Γ. A` chaque graphe Γ, on peut
associer une carte affine UΓ de G-Hilb(k
n) invariante sous l’action de T . De
plus, IΓ est le seul point fixe sous l’action de T contenu dans UΓ.
De´monstration. L’action de T sur G-Hilb(kn) se de´duit de l’action de (k∗)n
sur G-Hilb(kn) par passage au quotient. Il est e´quivalent de prouver la pro-
position en conside´rant (k∗)n a` la place de T . Les points de G-Hilb(kn)
sont les G-grappes. Nous voyons ici une G-grappe comme un ide´al I de
k[Nn] G-invariant tel que le quotient de k[Nn] par I soit isomorphe a` la
repre´sentation re´gulie`re. L’action de (k∗)n sur k[Nn] induit l’action sur les
ide´aux I correspondant a` des points de G-Hilb(kn).
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Une G-grappe fixe sous l’action de (k∗)n est un ide´al I de k[Nn] (k∗)n-
invariant et tel que le quotient de k[Nn] par I soit la repre´sentation re´gulie`re.
I est (k∗)n-invariant donc admet pour k-base l’ensemble de ses monoˆmes
que nous notons Nn(I). Notons Γ le comple´mentaire de Nn(I) dans Nn.
Puisque I est un ide´al, Γ est stable par divisibilite´. Puisque le quotient de
k[Nn] par I est isomorphe a` la repre´sentation re´gulie`re, Γ forme un syste`me
de repre´sentants de G∨ (k · Γ est un supple´mentaire de I dans k[Nn] G-
invariant donc isomorphe a` la repre´sentation re´gulie`re). Re´ciproquement,
soit Γ un graphe. On pose IΓ = k · (Nn \ Γ). On ve´rifie directement que
I est une G-grappe fixe sous l’action de (k∗)n. Ce qui pre´ce`de montre que
l’application, de l’ensemble des graphes dans l’ensemble des G-grappes fixes
sous l’action de (k∗)n, qui a` Γ associe IΓ, est une bijection.
Soit Γ un graphe. Pour chaque α ∈ G∨, on note Γα le repre´sentant de
G∨ dans Γ. Conside´rons α comme une repre´sentation irre´ductible de G de
dimension un et Γα comme un e´le´ment de k[N
n]α. D’apre`s 2.3.2, on dispose
d’une carte affine UΓ de G-Hilb(k
n) parame´trant les G-grappes I qui sont
supple´mentaires a` k · Γ dans k[Nn]. Puisque k · Γ est invariant sous l’action
de (k∗)n, le transforme´ d’un ide´al supple´mentaire a` k · Γ sous l’action d’un
e´le´ment de (k∗)n est encore un ide´al supple´mentaire a` k · Γ. Donc UΓ est
invariant sous l’action de (k∗)n. Il est clair que IΓ est le seul point fixe
contenu dans UΓ.
Notons ZΓ la carte torique affine induite par UΓ sur G-Hilb
d(kn) et
notons N(ZΓ) la carte torique affine induite sur N(G-Hilb
d(kn)). ZΓ est la
carte affine de G-Hilbd(kn) introduite dans 1.6 et on a note´ OΓ son anneau
de coordonne´es. Puisque ZΓ est un carte torique affine, OΓ = k[SΓ] ou` SΓ
est un sous-mono¨ıde de Nn ∩M de type fini. Posons σΓ = S∨Γ .
Proprie´te´ 2.5.3. On appelle G-graphe dynamique tout graphe Γ tel que IΓ
appartienne a` G-Hilbd(kn). Lorsque Γ de´crit l’ensemble des graphes dyna-
miques, les ZΓ (resp. N(ZΓ)) forment un syste`me de cartes affines toriques
minimal de G-Hilbd(kn) (resp. N(G-Hilbd(kn))). Donc, lorsque Γ de´crit l’en-
semble des graphes dynamiques, les σΓ forment la subdivision de σ par
des coˆnes de dimension n qui de´crit combinatoirement la varie´te´ torique
N(G-Hilbd(kn)).
De´monstration. Les ZΓ comprennent tous les points fixes de G-Hilb
d(kn)
sous l’action de T , donc les N(ZΓ) comprennent tous les points fixes de
N(G-Hilbd(kn)) (par image re´ciproque et car la normalisation envoie points
fixes sur points fixes). Les N(ZΓ) forment donc un syste`me de cartes to-
riques affines comprenant tous les points fixes de N(G-Hilbd(kn)). Les σΓ
recouvrent donc σ et les N(ZΓ) recouvrent N(G-Hilb
d(kn)). Par surjectivite´
de la normalisation, les ZΓ recouvrent G-Hilb
d(kn). Puisque les ZΓ com-
prennent chacun un unique point fixe sous l’action de T , les ZΓ forment un
syste`me de carte affine minimal de G-Hilbd(kn). On en de´duit que les N(ZΓ)
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forment un syste`me de cartes toriques affine minimal de N(G-Hilbd(kn))
(par image re´ciproque et car la normalisation est surjective).N(G-Hilbd(kn))
est propre sur Q, donc le support de son e´ventail est σ. Ainsi, les σΓ forment
la subdivision de σ par des coˆnes de dimension n qui de´crit combinatoire-
ment N(G-Hilbd(kn)).
Proprie´te´ 2.5.4. Soit Γ un graphe. Pour chaque monoˆme m, on note
wtΓ(m) l’unique monoˆme de Γ congruant a` m modulo M . Alors le mono¨ıde
SΓ est engendre´ par les m/wtΓ(m) lorsque m de´crit N
n.
De´monstration. Soit α ∈ G∨. L’e´le´ment α est vu comme une repre´sentation
irre´ductible de dimension un. On note Γα le monoˆme de Γ repre´sentant α.
k[Nn]α est engendre´ par les monoˆmes m ∈ Nn congruant a` Γα modulo M .
Pour chaque monoˆme m ∈ Nn congruant a` Γα modulo M, la coordonne´e de
m dans la base Γα de k[N
n]α est m/Γα. D’apre`s 1.6, OΓ est engendre´ par
les m/Γα lorsque α de´crit G
∨ et m de´crit l’ensemble des m ∈ Nn congrus a`
Γα moduloM . Autrement dit, l’alge`bre OΓ est engendre´e par les m/wtΓ(m)
lorsque m de´crit Nn. Donc le mono¨ıde SΓ est engendre´ par les m/wtΓ(m)
lorsque m de´crit Nn.
Nous avons ainsi revisite´ le the´ore`me de Nakamura (the´ore`me 2.11 de
[Nak01]) a` partir de la de´finition de G-Hilb(X) donne´e dans le chapitre
1. Pour la commodite´ du lecteur, nous redonnons un lemme de Nakamura
(lemme 1.8 de [Nak01]) qui permet de calculer efficacement les semi-groupes
SΓ, et que nous utiliserons.
Proprie´te´ 2.5.5. Soit Γ un G-graphe dynamique. Pour chaque monoˆme de
m, on note wtΓ(m) l’unique monoˆme de Γ congruant a` m modulo M . On
suppose donne´e une partie P de Nn \ Γ telle que Nn \ Γ = P · Nn. Alors le
mono¨ıde SΓ est engendre´ par les m/wtΓ(m) lorsque m de´crit P .
De´monstration. Notons S′Γ le monoide engendre´ par les e´le´ments du type
p/wtΓ(p) avec p ∈ P . Le but est de montrer que tous les m/wtΓ(m) sont
dans S′Γ. Fixons un e´le´ment l de L situe´ dans l’inte´rieur de σΓ. De´finissons la
fonction h de SΓ dans N qui a` un e´le´ment m associe < l,m >. Remarquons
que h est additive et h(m) = 0 ssim = 1. Nous allons proce´der par re´currence
forte sur h(m/wtΓ(m)). L’initialisation est triviale. Lorsque h(m/wtΓ(m)) 6=
0, m n’appartient pas a` Γ donc m = p · n avec p ∈ P et n ∈ Nn. On a
m/wtΓ(m) = p/wtΓ(p) ·nwtΓ(p)/wtΓ(m). D’apre`s l’hypothe`se de re´currence
forte nwtΓ(p)/wtΓ(m) ∈ S′Γ. On conclut que m/wtΓ(m) ∈ Γ.
2.6 G-Hilbd(k3), G ⊂ (k∗)3 ∩ SL3(k)
Dans cette section, G est un sous-groupe fini de (k∗)3 ∩ SL3(k). Na-
kamura a applique´ son the´ore`me (the´oreme 2.11 de [Nak01]) pour calculer
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G-Hilbd(k3) et montrer que c’est une re´solution cre´pante de Q (the´ore`me
0.1 de [Nak01]). Puis Craw et Reid ont donne´ une description combina-
toire e´le´gante de G-Hilbd(k3) montrant a` nouveau que c’est une re´solution
cre´pante de Q (the´ore`mes 1.1, 1.2 et 1.3 de [CR02]). Leur preuve s’e´loigne
le´ge`rement du the´ore`me de Nakamura. Dans cette section, nous de´terminons
de manie`re directe l’ensemble des graphes dynamiques de Nakamura. Puis
nous en de´duisons la description combinatoire de G-Hilbd(k3) due a` Craw
et Reid.
Nous appliquons ici la section pre´ce´dente (avec n = 3). Le but est de
de´terminer l’ensemble des G-graphes dynamiques. Pour cela, nous allons
commencer par voir quelle est la forme des G-graphes dynamiques. Remar-
quons qu’un G-graphe dynamique Γ se de´compose en trois graphes pla-
naires. En effet, le monoˆme x1x2x3 n’appartient pas au graphe puisque le
monoˆme 1 repre´sente de´ja` le caracte`re trivial. Ainsi, le graphe ne contient
aucun monoˆme divisible par le monoˆme m0 = x1x2x3. Donc Γ se de´compose
en la re´union des trois sous-graphes planaires Γi, ou` Γi est l’ensemble des
monoˆmes de Γ ne contenant pas l’inde´termine´e xi. Remarquons que l’allure
ge´ne´rale d’un graphe en dimension deux est donne´e par la figure 2.1. Les
trois lemmes suivants servent a` montrer que les graphes Γi ont une allure
particulie`re. Ils sont dus a` Nakamura (lemmes 3.2 et 3.3 de [Nak01]).
Lemme 2.6.1. Notons pi la plus grande puissance positive telle que le
monoˆme xpii appartienne a` Γ. L’unique monoˆme de Γ repre´sentant le meˆme
caracte`re que xpi+1i est de la forme x
ai+1
i+1 x
bi−1
i−1 .
De´monstration. En effet, notons m ce monoˆme. Le monoˆme m n’est pas
divisible par xi sinon m/xi et x
pi
i seraient des monoˆmes de Γ repre´sentant
le meˆme caracte`re.
Lemme 2.6.2. Le monoˆme x
ai+1+1
i+1 x
bi−1+1
i−1 n’appartient pas a` Γ.
De´monstration. En effet, sinon x
ai+1+1
i+1 x
bi−1+1
i−1 et x
pi
i seraient des monoˆmes
de Γ repre´sentant le meˆme caracte`re.
Lemme 2.6.3. Supposons qu’il existe deux entiers positifs a et b tel que
xai+1x
b
i−1, x
a+1
i+1 x
b
i−1 et x
a
i+1x
b+1
i−1 soient des monoˆmes de Γ mais pas x
a+1
i+1 x
b+1
i−1 .
Alors a = ai+1 et b = bi−1.
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xi−1
xi+1
pi+1
ai+1
pi−1
bi−1
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De´monstration. Conside´ronsm l’unique monoˆme de Γ repre´sentant le meˆme
caracte`re que xa+1i+1 x
b+1
i−1 . m n’est pas divisible par xi+1 sinon m/xi+1 et
xai+1x
b+1
i−1 seraient des monoˆmes de Γ repre´sentant le meˆme caracte`re. m
n’est pas divisible par xi−1 sinon m/xi+1 et xa+1i+1 x
b
i−1 seraient des monoˆmes
de Γ repre´sentant le meˆme caracte`re. Donc m = xpi . x
p+1
i n’appartient pas
a` Γ puisqu’il repre´sente le meˆme caracte`re que xai+1x
b
i−1. Donc p = pi. Mais
alors a = ai+1 et b = bi−1.
D’apre`s les trois lemmes pre´ce´dents, l’allure ge´ne´rale du graphe Γi est
celui de la figure 2.2. En particulier on a les ine´galite´s 0 ≤ ai+1 ≤ pi+1
et 0 ≤ bi−1 ≤ pi−1. Remarquons que les cas d’e´galite´s donnent lieu a` une
figure de´ge´ne´re´e. L’ensemble des monoˆmes de notre graphe est entie`rement
de´termine´ par la description que nous venons de faire. Les deux lemmes
suivant montrent que le G-graphe dynamique Γ ve´rifie des proprie´te´s encore
plus restrictives.
Lemme 2.6.4. Posons ki = pi − ai − bi. Les ki sont tous e´gaux.
De´monstration. Fisons un i. En combinant le contenu de 2.6.1 pour i− 1 et
i+ 1, on obtient que le monoˆme xpi+1−kii et le monoˆme x
ai+1+ki+1
i+1 x
bi−1+ki−1
i−1
repre´sentent le meˆme caracte`re. D’une part, on dispose de l’ine´galite´ pi+1−
ki ≥ 0 et donc, le monoˆme xpi+1−kii appartient a` Γ de`s que ki est strictement
positif. D’autre part, on dispose des ine´galite´s 0 ≤ ai+1 + ki+1 ≤ pi+1 et
0 ≤ bi−1 + ki−1 ≤ pi−1, donc le monoˆme xai+1+ki+1i+1 xbi−1+ki−1i−1 appartient a`
Γ de`s que ki−1 ou ki+1 est ne´gatif. Ainsi ki est strictement positif implique
que ki−1 et ki+1 sont strictement positifs. En utilisant cette implication pour
chaque i , on de´duit qu’il y a deux situations possibles : soit les ki sont tous
strictement positifs, soit ils sont tous ne´gatifs.
Plac¸ons-nous tout d’abord dans le cas ou` les ki sont tous strictement
positifs. Fixons un i tel que ki soit maximum. Notons l le minimum de
ki−1 et ki+1. On a vu plus haut que le monoˆme x
pi+1−ki
i et le monoˆme
x
ai+1+ki+1
i+1 x
bi−1+ki−1
i−1 repre´sentent le meˆme caracte`re. De plus, le monoˆme
x1x2x3 repre´sente le caracte`re trivial. Par combinaison, le monoˆme x
pi+1+l−ki
i
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et le monoˆme x
ai+1+ki+1−l
i+1 x
bi−1+ki−1−l
i−1 repre´sentent le meˆme caracte`re. Or,
ce dernier monoˆme appartient au graphe Γ, donc l’avant dernier monoˆme
ne lui appartient pas. Ceci implique que l est supe´rieur a` ki. Mais alors
ki−1 = ki = ki+1.
Plac¸ons-nous de´sormais dans le cas ou` tous les ki sont ne´gatifs. Fixons
un i tel que ki soit minimum. On a vu plus haut que le monoˆme x
pi+1−ki
i et
le monoˆme x
ai+1+ki+1
i+1 x
bi−1+ki−1
i−1 repre´sentent le meˆme caracte`re. De plus, le
monoˆme x1x2x3 repre´sente le caracte`re trivial. Par combinaison, le monoˆme
xpi+1i et le monoˆme x
ai+1+ki+1−ki
i+1 x
bi−1+ki−1−ki
i−1 repre´sentent le meˆme ca-
racte`re. Puisque ce dernier monoˆme appartient a` Γ, il est e´gal a` x
ai+1
i+1 x
bi−1
i−1
par de´finition (cf 2.6.1). Ainsi ki−1 = ki = ki+1.
Lemme 2.6.5. Notons k la valeur commune des ki. k est e´gal a` 0 ou a`
1. Dans le cas ou` k = 0, le semi-groupe SΓ associe´ au graphe est base´ par
les monoˆmes xai+bi+1i /(x
ai+1
i+1 x
bi−1
i−1 ) qui forment a fortiori une base de M .
Dans le cas ou` k = 1, le semi-groupe SΓ associe´ au graphe est base´ par les
monoˆmes (x
ai+1+1
i+1 x
bi−1+1
i−1 )/x
ai+bi+1
i qui forment a fortiori une base de M .
De´monstration. En appliquant la proposition 2.5.5 avec la partie P forme´e
des monoˆmes xpi+1i des monoˆmes x
ai+1+1
i+1 x
bi−1+1
i−1 et du monoˆme m0, on
montre que le semi-groupe SΓ associe´ au graphe est engendre´ par les monoˆmes
λi = x
pi+1
i /(x
ai+1
i+1 x
bi−1
i−1 ), les monoˆmes µi = (x
ai+1+1
i+1 x
bi−1+1
i−1 )/x
pi
i et le monoˆme
m0. A fortiori, les monoˆmes ci-dessus engendrent le groupeM des monoˆmes
de Laurent G invariants. Remarquons qu’on a les relations suivantes : λiµi =
m0, λ1λ2λ3 = m
k+1
0 . On en de´duit que le groupe M a pour base la fa-
mille (mo, λ2, λ3). L’ordre du groupe des caracte`res de G est donc e´gal au
de´terminant de cette famille dans la base (x1, x2, x3) du groupe des monoˆmes
de Laurent. Par calcul de ce de´terminant, on obtient que l’ordre de G∨ est
e´gal a` (k + 1)2 + α(k + 1) + β ou` α et β sont des entiers de´pendant des
ai et des bi. D’autre part, l’ordre de groupe des caracte`res de G est e´gal
au nombre de monoˆmes du graphe Γ. Puisque l’ensemble des monoˆmes du
graphe est entie`rement de´termine´ par les ai, les bi et k, on peut calculer
l’ordre en fonction de ces donne´es. Apre`s calcul, on obtient que l’ordre de
G∨ est e´gal a` (3k + 1) + α(k + 1) + β. En comparant les deux expressions
obtenues pour l’ordre de G∨, on conclut que k est e´gal a` 0 ou 1. Dans le
cas ou` k = 0, on a les relations m0 = λ1λ2λ3 et µi = λi−1λi+1, donc SΓ est
engendre´ par les λi. Dans le cas ou` k = 1, on a les relations m0 = µ1µ2µ3
et λi = µi−1µi+1, donc SΓ est engendre´ par les µi.
Le the´ore`me suivant de´termine l’ensemble des G-graphes dynamiques :
The´ore`me 2.6.6. Supposons donne´s des entiers positifs ai,bi tels que les
trois monoˆmes xai+bi+1i /(x
ai+1
i+1 x
bi−1
i−1 ) forment une base de M . Posons pi =
ai+ bi. Notons Γ la re´union des Γi ou` chaque Γi est l’ensemble de monoˆmes
de la figure 2.2. Alors Γ est un G-graphe dynamique . On qualifiera un tel
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graphe de graphe de type « up ». De plus, le semi-groupe SΓ est engendre´
par les trois monoˆmes ci-dessus.
Supposons donne´s des entiers positifs ai,bi tels que les trois monoˆmes
(x
ai+1+1
i+1 x
bi−1+1
i−1 )/x
ai+bi+1
i forment une base de M . Posons pi = ai + bi + 1.
Notons Γ la re´union des Γi ou` chaque Γi est l’ensemble de monoˆmes de la
figure 2.2. Alors Γ est un G-graphe dynamique. On qualifiera un tel graphe
de graphe de type « down ». De plus, le semi-groupe SΓ est engendre´ par les
trois monoˆmes ci-dessus.
Tout G-graphe dynamique est soit de type « up », soit de type « down ».
De´monstration. D’apre`s 2.6.5, tout G-graphe dynamique est soit de type
« up »soit « down ». Nous allons prouver la partie de the´ore`me concer-
nant les graphes de type « up », la partie concernant les graphes de type
« down »e´tant analogue.
Supposons donne´s des entier positifs ai,bi tels que les trois monoˆmes
xai+bi+1i /(x
ai+1
i+1 x
bi−1
i−1 ) forment une base de M . Posons pi = ai+ bi. Notons Γ
la re´union des Γi ou` chaque Γi est l’ensemble de monoˆmes de la figure 2.2. Il
reste a` montrer que Γ est un G-graphe (ensuite, le fait que les trois monoˆmes
basent SΓ provient de 2.5.5 et le fait que Γ est dynamique provient du fait
que σγ est de dimension trois).
Il est visible que Γ est stable par divisibilite´. Il nous reste donc a` montrer
que Γ forme un syste`me de repre´sentants de G∨ (vu comme quotient de M
par M). D’une part, a` partir de la base de M , on peut calculer l’ordre de
G∨ en fonction de ai,bi. D’autre part, a` partir de la forme de Γ, on peut
calculer son cardinal en fonction de ai,bi. On constate que le cardinal de Γ
est e´gal a` l’ordre de G∨. Il suffit donc de prouver que pour tout monoˆme
de Laurent, il existe un monoˆme de Γ repre´sentant le meˆme caracte`re, c’est
a` dire congruant modulo M . Il suffit de le prouver pour un monoˆme du
type m · xi ou` m appartient a` Γ. Traitons d’abord le cas ou` m n’appar-
tient ni a` Γi−1, ni a` Γi+1, c’est a` dire est divisible par xi−1xi+1. Dans ce
cas mxi congrue a` m/(xi−1xi+1) modulo M car x1x2x3 appartient a` M .
De plus, m/(xi−1xi+1) appartient a` Γ. Il reste a` traiter le cas ou` m ap-
partient a` Γi−1, le cas ou` m appartient a` Γi+1 e´tant analogue. E´cartons le
sous-cas e´vident dans lequel m · xi appartient encore a` Γi−1. Dans l’autre
sous-cas, soit m = xai+bii x
k
i+1 avec 0 ≤ k ≤ bi+1, soit m = xaii xbi+1+1+ki+1
avec 0 ≤ k ≤ ai+1 − 1. Si m = xai+bii xki+1, alors m congrue a` xai+1+ki+1 xbi−1i−1
moduloM car xai+bi+1i /(x
ai+1
i+1 x
bi−1
i−1 ) appartient a`M . De plus, m/(xi−1xi+1)
appartient a` Γ. Si m = xaii x
bi+1+1+k
i+1 , alors m congrue a` x
ai−1+bi−1
i−1 x
k
i+1 mo-
dulo M car x
ai−1+bi−1+1
i−1 /(x
ai
i x
bi+1
i+1 ) et x1x2x3 appartiennent a` M . De plus,
x
ai−1+bi−1
i−1 x
k
i+1 appartient a` Γ.
A partir du the´ore`me 2.6.6, on peut retrouver la description combinatoire
deG-Hilbd(k3) due a` Craw et Reid. Rappelons que nous suivons les notations
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de la section C.1 en appendice. On noteH l’hyperplan affine engendre´ par les
e´le´ments e1,e2,e3 de la base canonique de R
3. Dans la suite, on ne conside`re
que des triangles de H dont les sommets sont des points de L. On note
∆ le triangle dont les sommets sont e1, e2, e3. On appelle triangle basique
un triangle dont les sommets sont exactement des points de L. Un triangle
basique T est dit de type « up »si sa position par rapport au triangle ∆
est celle donne´e par la figure 2.3, au sens large (on admet que le support
d’un cote´ du triangle T passent par un sommet du triangle ∆). Un triangle
basique est dit de type « down »si sa position par rapport au triangle ∆ est
celle donne´e dans la figure 2.3, au sens strict (c’est a` dire qu’on n’admet pas
que le support d’un cote´ du triangle T passe par un sommet de ∆).
Il est prouve´ dans l’appendice C qu’a` toute triangulation de ∆ par des tri-
angles basiques, on peut associer un e´ventail qui correspond a` une re´solution
cre´pante de Q.
The´ore`me 2.6.7. Les triangles basiques de types « up »et « down »tri-
angulent ∆ et l’e´ventail obtenu a` partir de cette triangulation de´crit G-
Hilbd(k3), qui est donc une re´solution cre´pante de Q.
De´monstration. Puisque les SΓ sont sature´s,G-Hilb
d(k3) est normal et les σΓ
sont les coˆnes de dimension trois de l’e´ventail (d’apre`s 2.5.3). Par traduction
visuelle directe du the´ore`me 2.6.6, cet e´ventail provient de la triangulation
de ∆ par les triangles basiques de type « up »et de type « down ».
Craw et Reid ont donne´ un algorithme tre`s efficace qui permet de calculer
la triangulation qui de´crit combinatoirement G-Hilbd(k3). Nous rapellons ici
cet algorithme pour les commodite´s du lecteur. Un triangle est dit re´gulier si
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il admet une de´composition une subdivision en triangles basiques comme sur
la figure2.4. Dans ce cas, cette subdivision est unique et appele´e subdivision
re´gulie`re du triangle basique. Un triangle re´gulier R est dit adapte´ si sa
position relative par rapport au triangle ∆ est donne´e par l’un des cas de la
figure 2.5.
On ve´rifie visuellement que l’union disjointe des subdivisions re´gulie`res
des triangles re´guliers adapte´s forme l’ensemble des triangles basiques de
type « up »et de type « down ». Ainsi, pour obtenir la subdivision du triangle
∆ de´crivant G-Hilbd(k3), il suffit de de´terminer la subdivision de ∆ par les
triangles re´guliers adapte´s puis de prendre leur subdivision re´gulie`re. Dans
la section 2 de [CR02], il est donne´ un algorithme qui permet de de´terminer
les triangles re´guliers adapte´s. Cet algorithme efficace utilise des fractions
continues.
2.7 G-Hilbd(kn), G = Z(SLn(k))
Dans cette section, on conside`re G le centre du groupe SLn(k). G est le
groupe fini forme´ des homothe´ties dont le rapport est une racine n-ie`me de
l’unite´. Le groupe G est donc isomorphe a` Z/nZ. Par passage au quotient
sous l’action de G, la varie´te´ torique affine (k∗)n ⊂ kn induit une varie´te´
torique affine T ⊂ Q. Dans cette section, on prouve que G-Hilbd(kn) est
l’unique re´solution torique cre´pante de Q. Pour les de´finitions et notations
combinatoires, on renvoie le lecteur a` l’appendice C. Dans le cas complexe,
on montre que l’anneau de cohomologie de la re´solution cre´pante est iso-
morphe a` l’anneau de cohomologie orbifold du quotient.
Proposition 2.7.1. Le quotient Q admet une unique re´solution torique
cre´pante Y . La re´solution Y admet un unique diviseur exceptionnel iso-
morphe a` Pn−1(k).
De´monstration. D’apre`s le the´ore`me C.2.5, les re´solutions cre´pantes toriques
ont une description entie`rement combinatoire. Les points du re´seau L dans
le simplexe ∆ sont ses sommets ainsi que le point V = 1/n(1, . . . , 1). Il
n’existe e´videmment qu’une unique subdivision simpliciale de ∆ qui fasse
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intervenir exactement ces points comme sommets : c’est la « subdivision
barycentrique ». De plus, cette subdivision est e´videmment basique. Ceci
prouve que Q admet une unique re´solution torique cre´pante. Le point V est
le seul point de L dans ∆ qui ne soit pas un sommet. D’apre`s C.2.6, VV
est l’unique diviseur exceptionnel de la re´solution. En conside´rant l’e´ventail
associe´ a` VV (cf B.4), il est e´vident que VV est isomorphe a` P
n−1(k).
Proposition 2.7.2. L’unique re´solution cre´pante de Q est G-Hilbd(kn).
De´monstration. Nous allons utiliser le the´ore`me de Nakamura (cf section
2.5) afin de de´crire combinatoirement la varie´te´ torique G-Hilbd(kn). Rap-
pelons que nous adaptons les notations combinatoires de la section C.1 de
l’appendice C. Les graphes sont dans cette situation simples a` de´terminer.
Pour chaque xi, l’ensemble des monoˆmes 1, xi, . . . , x
n−1
i forme un graphe Γi.
Il n’y a pas d’autres graphes. En appliquant 2.5.5, on voit que le semi-groupe
Si associe´ au graphe Γi est engendre´ par les xj/xi (pour j 6= i) et xni . Le coˆne
associe´ au graphe Γi est le coˆne σi dont le syste`me minimal de ge´ne´rateurs
est compose´ de la base canonique (sauf le i-ie`me vecteur) et du vecteur
1/n(1, . . . , 1). Puisque les Si sont sature´s, G-Hilb
d(kn) est normal. Puisque
les σi sont tous de dimension n, tous les graphes sont dynamiques (cf 2.5.3).
Ainsi les σi forment l’ensemble des coˆnes maximaux de l’e´ventail associe´ a` la
varie´te´ torique normale G-Hilbd(kn). On ve´rifie que cette description com-
binatoire de G-Hilbd(kn) correspond a` celle de l’unique re´solution torique
cre´pante de Q (voir la preuve de 2.7.1).
Dans la proposition suivante concernant l’anneau de cohomologie de Y
et l’anneau de cohomologie orbifold de Q, le corps de base est le corps des
nombres complexes.
Proposition 2.7.3. Les anneaux gradue´s H∗(Y ) et H∗o (Q) sont tous deux
isomorphes a` l’anneau Z[u]/un muni de la graduation telle que u soit de
degre´ deux.
De´monstration. Commenc¸ons par de´terminer l’anneau de cohomologie de Y
D’apre`s B.7.1, la re´solution Y (qui est e´gale a` WV ) se re´tracte topologique-
ment sur son diviseur exceptionnel Pn−1(C) (qui est e´gal a` VV ). L’anneau
de cohomologie de Y est donc isomorphe a` celui de Pn−1(C) c’est-a`-dire
Z[u]/un.
Calculons l’anneau de cohomologie orbifold de Q. Puisque le groupe G
est abe´lien, l’anneau de cohomologie orbifold n’est autre que l’alge`bre du
groupe G filtre´e par (deux fois) l’aˆge d’apre`s E.2.3. Posons ζ = exp(2ipi/n).
H∗o (Q) admet pour base les ζj pour j = 0 . . . n− 1. L’aˆge de ζj est j. Ainsi
le produit orbifold est donne´ par ζj ∪o ζk = ζj+k si j+k < n et ζj ∪o ζk = 0
sinon. L’anneau de cohomologie orbifold du quotient est donc isomorphe a`
Z[u]/un.
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Chapitre 3
Anneau de cohomologie dans
le cas local
Soit G un sous-groupe fini de (C∗)3 ∩ SL3(C). On conside`re Q le quo-
tient ge´ome´trique de C3 par G et une re´solution cre´pante Y (dont le fibre´
canonique est trivial) du quotient. D’apre`s le the´ore`me de Bridgeland, King
et Reid ([BKR01]), G-Hilbd(C3) est une re´solution cre´pante. Nous allons
commencer par de´crire le lieu singulier de Q, l’action de G sur (C∗)3, ainsi
que les re´solutions cre´pantes Y . Ensuite nous de´terminerons les groupes
d’homologie de Y a` coefficients entiers. Nous montrerons que les groupes
de cohomologie de Y sont e´gaux aux groupes de Chow de Y a` coefficients
entiers. En vue du calcul de l’anneau de cohomologie, nous calculerons les
nombres d’intersections de diviseurs exceptionnels. Puis nous calculerons
l’anneau de cohomologie de Y ainsi que l’anneau de cohomologie orbifold de
Q, a` coefficients rationnels. Nous terminerons par un exemple.
Y est une varie´te´ torique lisse. Pour une varie´te´ torique lisse compacte,
l’anneau de cohomologie admet une pre´sentation standard due a` Danilov
(the´ore`me 10.8 de [Dan78]). Pour une varie´te´ torique lisse projective, Ful-
ton a exhibe´ une base de l’homologie de Borel-Moore puis rede´montre´ le
the´ore`me de Danilov, en utilisant l’existence d’ordres particuliers sur les
coˆnes maximaux de l’e´ventail (section 5.2 de [Ful93]). Pour Y , il existe de
tels ordres mais les preuves de Fulton ne sont plus valables a` cause de la non-
compacite´. Cependant, les the´ore`mes 3.2.1 et 3.3.1 ci-apre`s re´sultent d’une
dissection naturelle du the´ore`me p108 de [Ful93] dans ce cas non-compact.
3.1 Action, lieu singulier et re´solutions cre´pantes
La situation que nous e´tudions a une description entie`rement combina-
toire car le quotient est une varie´te´ torique et une re´solution cre´pante est
automatiquement torique. Nous de´crivons ici sans justification l’action, le
lieu singulier et les re´solutions cre´pantes en relation avec la description to-
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rique combinatoire. Pour des de´tails de ge´ome´trie torique ou une preuve
qu’une re´solution cre´pante est automatiquement torique, on pourra consul-
ter les appendices C ou D.
Chaque e´le´ment g du groupe est un triplet de racines de l’unite´ dont
le produit est 1 et s’e´crit donc de manie`re unique (e2ipir1 , e2ipir2 , e2ipir3) avec
r1,r2,r3 des rationnels compris dans intervalle [0, 1[ et tels que le nombre
r1+r2+r3 soit un entier. On appelle aˆge de g et on note a(g) ce nombre. On
conside`re le sur-re´seau L de Z3 engendre´ par les triplets (r1, r2, r3) lorsque
g de´crit G. En particulier le groupe G est identifie´ a` L/Z3. On note ∆ le
triangle de sommets la base canonique (e1, e2, e3) de R
3. Le seul e´le´ment deG
d’aˆge 0 est le neutre. Les e´le´ments d’aˆge 1 sont les points de L dans le triangle
∆ excepte´ les sommets e1, e2, e3. Les e´le´ments d’aˆge 2 sont les e´le´ments ayant
pour inverse un e´le´ment d’aˆge 1 qui est a` l’inte´rieur du triangle ∆.
On appellera origine l’image de 0 dans Q. L’origine est un point singulier
de`s que le groupeG n’est pas trivial. On conside`re les trois droites canoniques
C1, C2, C3 de C
3 ainsi que leurs images S1, S2 et S3 dans le quotient. On
notera G1 et G2 et G3 les noyaux des actions de G sur C1, C2 et C3. Ce sont
des groupes cycliques. Leurs e´le´ments non nuls sont les e´le´ments d’aˆge 1 de
G situe´s sur chacun des cote´s de ∆. Les courbes S1, S2 ou S3 sont singulie`res
de`s que les groupes G1, G2 ou G3 sont non triviaux.
Par exemple, conside´rons le groupe G cyclique d’ordre 6 engendre´ par
l’e´le´ment g identifie´ a` 1/6(1, 2, 3). Le triangle ∆ ainsi que les e´le´ments d’aˆge
1 sont repre´sente´s sur la figure 3.1. Le groupe G a quatre e´le´ments d’aˆge 1
et un e´le´ment d’aˆge 2 (qui est g5, l’inverse de g). G1 est isomorphe a` Z/2Z,
G2 est trivial et G3 est isomorphe a` Z/3Z. En particulier le lieu singulier du
quotient est S1 ∪ S3.
Les re´solutions cre´pantes Y du quotient Q sont en bijection avec les
triangulations de ∆ par des triangles basiques (c’est-a`-dire des triangles
dont les sommets sont exactement les points de ∆ ∩ L). En effet, a` une
triangulation de ∆ on peut associer un e´ventail comme sur la figure 3.2. A`
cet e´ventail correspond la varie´te´ torique Y .
Un e´le´ment g de G d’aˆge 1 peut eˆtre vu comme un point de L dans ∆
prive´ de ses sommets. Ce point peut eˆtre vu comme un coˆne de dimension
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un de l’e´ventail. On peut donc lui associer une sous-varie´te´ torique Vg de
dimension deux dans Y . L’e´ventail qui de´crit la varie´te´ torique Vg est obtenu
en conside´rant que g est l’origine, en prolongeant les areˆtes ayant g pour
extre´mite´ en des demi-droites issues de g, et en prolongeant les triangles de
sommet g en des coˆnes de dimension deux. Voir la figure 3.3 pour illustrer
ceci sur notre exemple.
Les diviseurs exceptionnels de la re´solution sont les Vg lorsque g de´crit les
e´le´ments d’aˆge 1. En particulier, on constate que les diviseurs exceptionnels
sont lisses et a` croisement normaux. Lorsque g est un e´le´ment de G1, G2
ou G3 le diviseur exceptionnel Vg n’est pas compact et son image par la
re´solution est S1, S2 ou S3. Lorsque g est a` l’inte´rieur de ∆ le diviseur
exceptionnel Vg est compact et son image par la re´solution est l’origine. En
particulier, les diviseurs exceptionnels sont en bijection avec les e´le´ments
d’aˆge 1 et les diviseurs exceptionnels compacts sont en bijection avec les
e´le´ments d’aˆge 2.
On peut e´galement lire la configuration des diviseurs sur la triangulation.
Deux diviseurs exceptionnels distincts Vg et Vh s’intersectent lorsque [gh]
est une areˆte de la triangulation. L’areˆte peut eˆtre vue comme un coˆne de
dimension deux de l’e´ventail. On peut ainsi lui associer une sous-varie´te´
torique V[gh] de dimension un. Dans ce cas Vg ∩Vh = V[gh]. Remarquons que
V[gh] est isomorphe a` P
1(C) lorsque l’areˆte est inte´rieure au triangle ∆ et
isomorphe a` C lorsque l’areˆte borde ∆. Trois diviseurs exceptionnels deux
a` deux distincts Vg, Vh et Vk s’intersectent lorsque [ghk] est un triangle de
la triangulation. Le triangle peut eˆtre vu comme un coˆne de dimension trois
de l’e´ventail. On peut donc lui associer une sous-varie´te´ torique V[ghk] de
dimension ze´ro. Dans ce cas Vg ∩ Vh ∩ Vk = V[ghk]. Remarquons que V[ghk]
est un point.
3.2 Groupes d’homologie
Dans cette section, on de´termine une pre´sentation par ge´ne´rateurs et
relations des groupes d’homologie de Y a` coefficients entiers. De plus, on
montre qu’ils sont libres et qu’on peut en choisir une base par des points,
courbes et surfaces. Vu leur rang, on en de´duit e´galement une correspondance
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de McKay homologique a` coefficients entiers. Dans les propositions suivantes,
les termes courbe ou surface de´signent des varie´te´s de dimensions un ou deux
compactes dont on conside`re les classes fondamentales en homologie.
Lemme 3.2.1. Soit S une surface torique. Soit P un point torique de S.
Les relations entre les courbes toriques dans H2(S) expriment exactement
les deux courbes passant par P en fonction des autres.
De´monstration. Dans [Ful93] en section 5.2, il est prouve´ que les groupes
d’homologie de degre´ impair sont nuls et que le morphisme naturel de
groupes gradue´s de A∗(S) dans H∗(S) est un isomorphisme. On conclut en
utilisant la proposition B.5.1 en appendice et l’isomorphisme naturel entre
A1(S) et H2(S).
The´ore`me 3.2.2. Les groupes d’homologie de Y de degre´ impair sont nuls.
H0(Y ) est isomorphe a` Z. H2(Y ) est le groupe engendre´ par les courbes
toriques avec leurs relations dans les surfaces toriques. De plus il est libre
et base´ par des courbes toriques. H4(Y ) est le groupe libre engendre´ par les
surfaces toriques. H6(Y ) est nul.
De´monstration. Nous allons calculer les groupes d’homologie pour une classe
d’espace topologique un peu plus ge´ne´rale. En appliquant ce calcul a` Y on
en de´duira la proposition. Soit D un complexe simplicial basique dont le
support est home´omorphe a` un disque ferme´. Il s’agit d’une triangulation
par des triangles basiques d’une partie home´omorphe a` un disque ferme´
dans l’espace affine engendre´ par e1,e2 et e3 (voir l’appendice C et B pour
des de´tails). On note X la varie´te´ torique associe´e. On note X0 l’union
des sous-varie´te´s toriques compactes de X. X0 est simplement visualise´e par
l’inte´rieur du support. NotonsH2 le groupe engendre´ par les courbes toriques
avec leur relations dans les surfaces. Soit X0 ⊂ R ⊂ X stable par l’action
du tore. Nous allons prouver par re´currence sur le nombre de triangles que
l’homologie de R satisfait les proprie´te´s suivantes :
i) H0(R) = Z
ii) H2(R) = H2 et est base´ par certaines courbes toriques
iii) H4(R) est base´ par les surfaces toriques
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iv) Les autres groupes d’homologie sont nuls.
Nous initialisons la re´currence en supposant que le complexe ne posse`de
qu’un triangle T . Dans ce cas, X est e´gal a` WT et X0 a` VT . Ainsi VT ⊂
R ⊂WT est invariant sous l’action du tore. D’apre`s B.7.1, VT est une partie
re´tracte par de´formation forte de R, de sorte que leurs groupes d’homologie
sont e´gaux. D’un cote´, puisque VT est un point, les groupes d’homologie
de R sont nuls sauf en degre´ 0 ou` le groupe est Z. D’un autre cote´, il n’y
a pas de courbe ni de surface torique. Donc l’homologie de R satisfait les
proprie´te´s i) a` iv).
Supposons maintenant que le complexe posse`de au moins deux triangles.
On peut alors choisir un triangle T comme dans un des deux cas de la figure
3.4. Conside´rons le complexe basique D′ obtenu en retirant le triangle T
au complexe D. Remarquons que le support de ce nouveau complexe est
encore home´omorphe a` un disque. Nous introduisons X ′, X ′0 et H
′
2 pour le
complexe D′ comme nous avions introduit X,X0 et H2 pour le complexe D.
Nous de´finissons R′ comme l’intersection de R et X. Ainsi X ′0 ⊂ R′ ⊂ X ′ est
stable par l’action du tore. D’apre`s l’hypothe`se de re´currence, l’homologie
de R′ satisfait les proprie´te´s i) a` iv).
Selon le cas, nous conside´rons le simplexe S comme dans la figure 3.4.
Nous allons conside´rer V ′S (resp. VS) la sous-varie´te´ torique de X
′ (resp. X)
associe´e a` S. Nous allons aussi conside´rer les ouverts toriquesW ′S (resp.WS)
de X ′ (resp. X) associe´s a` S. Remarquons que V ′S est l’intersection de VS
avec X ′ tandis que W ′S est l’intersection de WS avec X
′. Observons que X ′
et WS sont deux ouverts recouvrant X (voir la figure 3.5). En intersectant
avec R, on obtient deux ouverts recouvrant R. On conside`re la suite exacte
longue de Mayer-Vietoris en homologie associe´e a` ce recouvrement ouvert de
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R. Observons que par de´finition R∩X ′ est e´gal a` R′. Remarquons que VS ⊂
R ∩WS ⊂WS est invariant sous l’action du tore. D’apre`s B.7.1, VS est une
partie re´tracte par de´formation forte de R ∩WS de sorte que leurs groupes
d’homologie sont isomorphes. Remarquons que V ′S ⊂ R∩WS ∩X ′ ⊂W ′S est
invariant sous l’action du tore. D’apre`s B.7.1, V ′S est une partie re´tracte par
de´formation forte de R ∩WS ∩ X ′ de sorte que leurs groupes d’homologie
sont isomorphes. Nous utilisons ces deux isomorphismes en homologie pour
modifier la suite de Mayer-Vietoris en la suivante :
. . . Hk+1(R)→ Hk(V ′S)→ Hk(VS)⊕Hk(R′)→ Hk(R)→ Hk−1(V ′S) . . .
Puisque S est un simplexe inte´rieur du complexe D, VS est compact d’apre`s
B.4. De plus, X est lisse donc VS est lisse (cf B.4). Notons dS la dimension
de VS . VS est une varie´te´ toplogique compacte oriente´e de dimension 2dS .
V ′S est obtenu a` partir de VS en enlevant le point VT . Donc l’inclusion de
V ′S dans VS induit un isomorphisme des groupes d’homologie sauf en degre´
2dS . En degre´ 2dS , le groupe d’homologie de V
′
S est nul alors que celui de
VS est base´ par la classe de VS . En particulier l’inclusion de V
′
S dans VS
induit en chaque degre´ une injection en homologie. Donc, pour tout entier
k, l’application de Hk(V
′
S) dans Hk(VS) ⊕ Hk(R) est injective. Donc nous
pouvons de´couper notre suite exacte longue en les suites exactes courtes
suivantes :
0→ Hk(V ′S)→ Hk(VS)⊕Hk(R′)→ Hk(R)→ 0
En degre´s distincts de 2dS , il y a un isomorphisme entre le groupe d’homolo-
gie de V ′S et celui de VS , donc la suite exacte courte donne un isomorphisme
entre le groupe d’homologie de R et celui de R′. En degre´ 2dS , le groupe
d’homologie de V ′S est nul tandis que celui de VS est base´ par la classe de VS
de sorte que la suite exacte courte donne un isomorphisme entre H2dS (R)
et H2dS (R
′) ⊕ ZVS . En utilisant ceci, nous allons maintenant ve´rifier que
l’homologie de R ve´rifie les proprie´te´s i) a` iv).
i) H0(R) = Z puisque R est connexe par arcs.
ii) Supposons que nous soyons dans le premier cas de la figure. D’un cote´,
il y a une nouvelle courbe torique VS et pas de nouvelle surface torique
de sorte que H2 = H
′
2 ⊕ ZVS . D’un autre cote´ H2(R) = H2(R′) ⊕
ZVS . Puisque H2(R
′) est isomorphe a` H ′2, H2(R) est isomorphe a` H2.
Puisque H2(R
′) est base´ par certaines courbes toriques et H2(R) =
H2(R
′)⊕ ZVS , H2(R) est base´ par certaines courbes toriques.
Supposons que nous soyons dans le second cas de la figure. D’un cote´,
il y a deux nouvelles courbes toriques VE et VF (cf figure 2.3) et il
y a une nouvelle surface torique VS . Les courbes VE et VF sont les
deux courbes toriques de la surface VS qui passent par le point VT . En
appliquant le lemme 3.2.1, les relations entre les courbes toriques de VS
expriment exactement VE et VF en fonction des autres. DoncH2 = H
′
2.
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D’un autre cote´ H2(R) = H2(R
′). Puisque H2(R′) est isomorphe a`
H ′2, H2(R) est isomorphe a` H2. Puisque H2(R
′) est base´ par certaines
courbes toriques et H2(R) = H2(R
′), H2(R) est base´ par certaines
courbes toriques.
iii) Supposons que nous soyons dans le premier cas de la figure. D’un
cote´ il n’y a pas de nouvelle surface torique. D’un autre cote´ H4(R) =
H4(R
′). Puisque H4(R′) est base´ par les surfaces toriques, H4(R) est
base´ par les surfaces toriques. Supposons que nous soyons dans le
second cas de la figure. D’un cote´ il y a une nouvelle surface torique
VS . De l’autre cote´ H4(R) = H4(R
′) ⊕ ZVS . Puisque H4(R′) est base´
par les surfaces toriques, H4(R) est base´ par les surfaces toriques.
iv) Les autres groupes d’homologie de R sont isomorphes a` ceux de R′.
Puisque les uns sont nuls, les autres sont nuls.
The´ore`me 3.2.3. Les groupes d’homologie de degre´s impairs sont nuls.
Pour tout entier k, H2k(Y ) est un groupe libre de rang e´gal au nombre
d’e´le´ments de G d’aˆge k.
De´monstration. On utilise la description de l’homologie de Y donne´e par
3.2.2. Les groupes d’homologie de degre´s impairs sont nuls et ceux de degre´
pair sont libres. Les groupes de cohomologie sont nuls sauf en degre´ 0,2
ou 4 tandis que l’aˆge des e´le´ments est 0,1 ou 2. Le rang de H0(Y ) est 1
tandis que l’unique e´le´ment de G d’aˆge 0 est l’identite´. D’apre`s 3.3.1 et
C.2.6, le rang de H2(Y ) est e´gal au nombre de diviseurs exceptionnels. Or les
diviseurs exceptionnels sont en bijection avec les e´le´ments d’aˆge 1 d’apre`s 3.1
D’apre`s 3.2.2, le rang deH4(Y ) est e´gal au nombre de diviseurs exceptionnels
compacts. Or les diviseurs exceptionnels compacts sont en bijection avec les
e´le´ments d’aˆge 2 d’apre`s 3.1.
3.3 Groupes de cohomologie
Dans cette section, nous prouvons que les groupes de cohomologie et de
Chow a` coefficients entiers sont e´gaux. Plus pre´cise´ment, nous allons montrer
que les groupes de cohomologie de degre´ impair sont nuls et que le morphisme
naturel de groupes gradue´s de A∗(Y ) dans H2∗(Y ) est un isomorphisme. Par
dualite´ de Poincare´, ceci revient a` montrer que les groupes d’homologie de
Borel-Moore de degre´ impair sont nuls et le morphisme naturel de groupes
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gradue´s de A∗(Y ) dans HBM2∗ (Y ) est un isomorphisme. Dans ce qui suit, les
sous-varie´te´s sont non ne´cessairement compactes et on conside`re leur classe
en homologie de Borel-Moore.
The´ore`me 3.3.1. Les groupes d’homologie de Borel-Moore de degre´ im-
pair sont nuls et le morphisme naturel de groupes gradue´s de A∗(Y ) dans
HBM2∗ (Y ) est un isomorphisme. De plus A∗(Y ) est base´ par des sous-varie´te´s
toriques.
De´monstration. Pour prouver le the´ore`me, le principe est de choisir une
de´composition cellulaire de Y (voir les exemples 19.1.11 et 1.9.1 de [Ful84]),
en utilisant la triangulation. Nous allons prouver le re´sultat, plus ge´ne´ralement,
pour une varie´te´ torique X provenant d’un complexe simplicial basique D
dont le support est home´omorphe a` un disque ferme´ (voir l’appendice C).
Nous allons proce´der par re´currence sur le nombre de triangles du complexe.
Pour initialiser la re´currence, supposons que le complexe consiste en un seul
triangle T . Dans ce cas X est e´gal a` la varie´te´ torique affine UT qui est
isomorphe a` C3 (cf B.3). Donc le re´sultat est clair.
Supposons de´sormais que le complexe ait au moins deux triangles. On
peut choisir un triangle T comme dans l’un des deux cas de la figure 3.7.
Selon le cas, on conside`re le simplexe S comme sur la figure 3.7. On choi-
sit la cellule VS et on conside`re X
′ la varie´te´ obtenue en retirant VS a` X.
Premie`rement, remarquons que X ′ est la varie´te´ torique provenant du com-
plexe simplicial D′ obtenu en retirant le triangle T a` D. Par re´currence le
re´sultat est vrai pour X ′. Deuxie`mement, observons que VS est isomorphe
a` C ou C2 selon le cas (on peut voir cela sur l’e´ventail associe´ a` σ(S), par
exemple). Donc, les groupes d’homologie de Borel-Moore de degre´ impair
de VS sont nuls, le morphisme naturel de groupes gradue´s de A∗(VS) dans
HBM2∗ (VS) est un isomorphisme et VS est une base de A∗(VS).
Conside´rons la suite exacte longue en homologie de Borel-Moore :
. . .→ HBMk+1(X ′)→ HBMk (VS)→ HBMk (X)→ HBMk (X ′)→ HBMk−1(VS)→ . . .
Les groupes d’homologie de Borel-Moore de degre´ impair de VS et Y
′ sont
nuls. On de´duit de la suite ci-dessus que les groupes d’homologie de Borel-
Moore de degre´ impair de X sont nuls. Nous disposons du diagramme com-
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mutatif suivant dont les lignes sont exactes :
Ak(VS) //
²²
Ak(X) //
²²
Ak(X
′) //
²²
0
0 // HBM2k (VS)
// HBM2k (X)
// HBM2k (X
′) // 0
Les fle`ches de gauche et de droite sont des isomorphismes. On en de´duit
par une chasse aux diagrammes que les fle`ches du milieu sont e´galement des
isomorphismes. En sommant sur tous les degre´s, on obtient un isomorphisme
gradue´ entre A∗(X) et HBM2∗ (X) ainsi que la suite exacte courte suivante :
0→ A∗(VS)→ A∗(X)→ A∗(X ′)→ 0
A∗(VS) est base´ VS . L’image de VS dans A∗(X) est e´videmment VS . A∗(X ′)
est base´ par certaines sous-varie´te´s toriques de X ′. Une sous-varie´te´ torique
V ′s de X ′ a pour image inverse la sous-varie´te´ torique Vs de Y puisque Vs ∩
X ′ = V ′s . On de´duit de ce qui pre´ce`de que A∗(X) est base´ par certaines
sous-varie´te´s toriques.
3.4 Nombre d’intersections de trois diviseurs
Nous verrons que l’anneau de cohomologie est de´crit essentiellement par
la manie`re dont s’intersectent les diviseurs exceptionnels. D’ailleurs, la confi-
guration de ces diviseurs de´pend entie`rement de la triangulation de ∆ qui en
ge´ne´ral varie presque arbitrairement d’une re´solution a` l’autre. Dans cette
section, nous de´finissons puis calculons le nombre d’intersections de trois
diviseurs exceptionnels dont l’intersection des images est l’origine.
Nous utilisons ici les termes courbes ou surfaces pour de´signer des varie´te´s
de dimension un ou deux compactes et dont on conside`re les classes fon-
damentales en homologie. Pour des varie´te´s de dimension un ou deux non
ne´cessairement compactes, on conside`re les classes de cohomologie (obtenues
par dualite´ de Poincare´ a` partir des classes fondamentales en homologie de
Borel-Moore).
Proposition 3.4.1. Pour trois diviseurs exceptionnels Vg, Vh et Vk dont
l’intersection des images est l’origine, on peut de´finir le nombre d’intersec-
tions Vg · Vh · Vk (inde´pendant de l’ordre des diviseurs) par les formules
suivantes :
Vg · Vh · Vk =
{
Vg ∪ Vh(Vk) si Vk est une surface
Vg(Vh ∩ Vk) si Vh ∩ Vk est une courbe
(Dans ces formules, ∩ de´signe l’intersection et ∪ le cup produit)
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De´monstration. Soient trois diviseurs dont l’intersection des images est l’ori-
gine. Si l’un des diviseurs est une surface, on peut utiliser la premie`re formule
de la proposition pour de´terminer le nombre d’intersections. Sinon il existe
deux des trois diviseurs dont les images sont distinctes parmi S1, S2 et S3.
Dans ce cas, l’intersection de ces deux diviseurs est une courbe et on peut
utiliser la seconde formule de la proposition pour de´terminer le nombre d’in-
tersections. Il reste a` montrer que le nombre d’intersections est inde´pendant
de la formule choisie.
Dans le cas ou` les diviseurs sont deux a` deux distincts, vu qu’ils sont a`
croisements normaux, quelle que soit la formule choisie le nombre d’inter-
sections est le cardinal de leur intersection soit 0 ou 1. Dans le cas ou` il y a
trois fois le meˆme diviseur, seule la premie`re formule s’applique et le nombre
d’intersections est e´videmment inde´pendant de l’ordre. Il reste a` traiter le
cas d’un nombre d’intersections faisant intervenir deux fois un diviseur Vg
et une fois Vh ou` Vg et Vh sont deux diviseurs distincts mais s’intersectant.
Remarquons que dans ce cas Vg ∩ Vh est une courbe. Il reste a` montrer que
si Vg est compact alors Vg ∪ Vh(Vg) = Vg(Vg ∩ Vh) et que si Vh est compact
alors V 2g (Vh) = Vg(Vg ∩ Vh). Si Vg est compact, puisque Vh et Vg s’inter-
sectent transversalement, le cap produit de Vh vu en cohomologie avec Vg
en homologie est l’intersection Vh ∩ Vg en homologie. Donc Vg ∪ Vh(Vg) qui
est l’e´valuation de Vg sur ce cap produit est e´gal a` Vg(Vg ∩ Vh). Si Vh est
compact, puisque Vh et Vg s’intersectent transversalement, le cap produit
de Vg vu en cohomologie avec Vh en homologie est l’intersection Vh ∩ Vg en
homologie. Donc V 2g (Vh), qui est l’e´valuation de Vg sur ce cap produit, est
e´gal a` Vg(Vg ∩ Vh).
Soient trois diviseurs dont l’intersection des images est l’origine. Si les
diviseurs sont deux a` deux distincts, le nombre d’intersections est alors le
cardinal de leur intersection, soit 0 ou 1. Il nous reste donc a` calculer le
nombre d’intersections V 3g pour un diviseur exceptionnel compact Vg et le
nombre d’intersections V 2g · Vh pour deux diviseurs exceptionnels distincts
mais s’intersectant en une courbe. Commenc¸ons par calculer V 3g . Ce nombre
s’exprime en fonction de la donne´e combinatoire que nous introduisons dans
la proposition suivante :
De´finition 3.4.2. Soit Vg un diviseur exceptionnel compact. Le point g
est un point inte´rieur de ∆. On de´finit ng comme le nombre d’areˆtes de la
triangulation dont un sommet est g.
Lemme 3.4.3. Soit S une surface torique. Le nombre c1(ωs)
2 est 12 moins
le nombre de coˆnes de dimension un de l’e´ventail associe´ a` S.
De´monstration. Nous suivons ici les notations et les exercices de la section
2.5 de [Ful93]. Notons n le nombre de coˆnes de dimension un de l’e´ventail as-
socie´ a` S. Ces coˆnes contiennent chacun un vecteur primitif. On nume´rote ces
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vecteurs vi en tournant autour de l’origine comme sur la figure 3.8. Puisque
la situation est cyclique, on voit i comme un entier modulo n. Puisque
(vi−1, vi) et (vi, vi+1) sont des bases du re´seau ayant la meˆme orientation, il
existe un entier ai tel que vi−1 + vi+1 = aivi. Notons Di la sous-varie´te´ to-
rique de codimension un de Vg associe´e au coˆne de dimension un associe´ a` vi.
D’apre`s la section 4.3 de [Ful93], un diviseur canonique de Vg est −
∑
iDi.
Remarquons que le nombre d’intersections de deux diviseurs distinctsDi ·Dj
est le cardinal de leur intersection, qui est soit 0, soit 1 lorsque les vecteurs
vi et vj sont conse´cutifs. De plus D
2
i = −ai d’apre`s la section 2.5. de [Ful93].
On en de´duit que c1(ωs)
2 = 2n−∑i ai. Or, suivant la section 2.5. de [Ful93],
on dispose de l’e´galite´
∑
i ai = 3n− 12.
Proposition 3.4.4. Soit Vg un diviseur exceptionnel compact. En reprenant
les notations pre´ce´dentes, le nombre d’intersections V 3g est donne´ par la
formule suivante :
V 3g = 12− ng
De´monstration. On utilise l’e´galite´ V 3g = c1(NVg⊂Y )2. Par adjonction et car
la re´solution est cre´pante, le fibre´ normal de Vg dans Y est NVg⊂Y = ωVg .
On conclut en utilisant les propositions 3.4.2 et 3.4.3.
Il reste a` calculer le nombre d’intersections V 2g ·Vh ou` Vg et Vh sont deux
diviseurs distincts s’intersectant en une courbe. Ce nombre s’exprime en
fonction de la donne´e combinatoire que nous introduisons dans la proposition
suivante :
De´finition 3.4.5. Soient Vg et Vh deux diviseurs exceptionnels distincts
s’intersectant en une courbe. L’areˆte [gh] est une areˆte inte´rieure du triangle
∆. Il existe donc deux triangles [ghi] et [ghj] dans la triangulation. On peut
de´finir l’entier ngh par la relation vectorielle suivante (voir la figure 3.9) :
−→
gi +
−→
gj = ngh
−→
gh
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Proposition 3.4.6. Soit Vg et Vh deux diviseurs exceptionnels distincts s’in-
tersectant en une courbe. En reprenant les notations pre´ce´dentes, le nombre
d’intersections V 2g · Vh est donne´ par la formule suivante :
V 2g · Vh = ngh − 2
De´monstration. On utilise l’e´galite´ V 2g · Vh = c1(NVg⊂Y )(Vg ∩ Vh). Par ad-
jonction et car la re´solution est cre´pante, le fibre´ normal de Vg dans Y est
NVg⊂Y = ωVg . On conside`re les coˆnes de dimension un de l’e´ventail associe´ a`
Vg. Chacun de ses coˆnes contient un unique vecteur primitif. On nume´rote ces
vecteurs vk en tournant autour de l’origine de manie`re a` ce que les vecteurs
v−1, v0, v1 correspondent a`
−→
gi,
−→
gh,
−→
gj. Notons Dk la sous-varie´te´ torique
de codimension un de Vk associe´e au coˆne de dimension un associe´ a` vk.
D’apre`s la section 4.3 de [Ful93], un diviseur canonique de Vg est −
∑
iDi.
On remarque que Vg ∩ Vh = D0. De plus on peut calculer Di ·D0 = −ngh si
i = 0 et Di ·D0 = 1 si i = ±1 et Di ·D0 = 0 sinon. On obtient finallement
c1(NVg⊂Y )(Vg ∩ Vh) = ngh − 2.
3.5 Calcul des anneaux H∗(Y ) et H∗o(Q)
De´crivons l’anneau de cohomologie H∗(Y ) d’une re´solution cre´pante.
Nous exprimerons ici le cup produit dans une base de la cohomologie a` coef-
ficients rationnels. C’est pourquoi nous conside´rerons a` partir de maintenant
la cohomologie a` coefficients rationnels, bien que le calcul de l’anneau de co-
homologie a` coefficients entiers ne soit pas plus complique´. La base que nous
conside´rons est la suivante. Le 1 forme une base de H0(Y ). On notera e0 cet
e´le´ment. Les diviseurs exceptionnels Vg (g e´tant d’aˆge 1) forment une base
de H2(Y ) d’apre`s 3.3.1 et C.2.6. On notera eg les e´le´ments de cette base. Les
diviseurs exceptionnels compacts Vg−1 (g e´tant d’aˆge 2) forment une base de
H4(Y ). On en de´duit une base duale de H
4(Y ). On notera eg les e´le´ments
de cette base. Ainsi, les e´le´ments eg, indexe´s par les e´le´ments g du groupe
G, forment une base de H∗(Y ) a` coefficients rationnels. De plus, chaque
e´le´ment eg est de degre´ 2a(g) de sorte que l’anneau H
∗(Y ) est gradue´. Les
produits non e´vidents sont ceux d’e´le´ments de degre´s deux. Le cup produit
de deux e´le´ments de degre´s deux est donne´ par la proposition suivante :
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Proposition 3.5.1. En reprenant les notations pre´ce´dentes, le produit de
deux e´le´ments eg et eh de degre´s deux est donne´ par la formule suivante :
eg ∪ eh =
∑
k|a(k)=2
(Vg · Vh · Vk−1)ek
De´monstration. L’e´le´ment eg ∪ eh appartient a` H4(Y ) qui a pour base les
ek lorsque k de´crit les e´le´ments d’aˆge 2. Par de´finition, la coordonne´e de
eg ∪ eh correspondant a` ek est Vg ∪ Vh(Vk−1), i.e. le nombre d’intersections
Vg · Vh · Vk−1 .
De´crivons l’anneau de cohomologie orbifoldH∗o (Q) du quotient. L’alge`bre
H∗o (Q) est l’alge`bre du groupe G filtre´e par deux fois l’aˆge (d’apre`s E.2.3
et car le groupe est abe´lien). Pre´cisons ce que cela signifie. On dispose
d’e´le´ments fg, indexe´s par les e´le´ments g du groupe G, formant une base de
H∗o (Q). De plus chaque e´le´ment fg est de degre´ 2a(g), de sorte que l’anneau
H∗o (Q) est gradue´. Les produits non e´vidents sont ceux d’e´le´ments de degre´s
deux. Le cup produit orbifold de deux e´le´ments fg et fh de de´gre´s deux est
fg ∪o fh = fgh si a(gh) = 2 et fg ∪o fh = 0 sinon.
3.6 Exemple
Dans cette section, on conside`re l’exemple du groupe G cyclique d’ordre
6 engendre´ par l’e´le´ment g identifie´ au triplet 1/6(2, 3, 1) et de la re´solution
cre´pante Y = G-Hilbd(C3) du quotientQ. La figure 3.10 donne la description
combinatoire. Les produits des e´le´ments de la base eg,eg2 ,eg3 ,eg4 de H
2(Y )
vus dans la base eg5 de H
4(Y ) fournissent la matrice de gauche ci-dessous.
Les produits des e´le´ments de la base fg,fg2 ,fg3 ,fg4 de H
2
o (Q) vus dans la
base fg5 de H
4
o (Q) fournissent la matrice de droite ci-dessous.


7 0 −1 −1
0 −2 0 1
−1 0 −1 1
−1 1 1 −1




0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0


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En particulier il n’existe pas d’isomorphisme entre ces deux anneaux, meˆme
apre`s avoir tensorise´ avec le corps des nombres complexes. En effet, dans
chacun des cas, si on note R l’anneau tensorise´ avec C, l’ide´al annulateur du
R-module R/(C·1) est somme directe du noyau de la matrice et des e´le´ments
de degre´ 4. Donc si les anneaux tensorise´s avec C e´taient isomorphes, les ma-
trices ci-dessus seraient de meˆme rang. Or, la matrice de droite est inversible
tandis que celle de gauche ne l’est pas.
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Chapitre 4
Anneau de cohomologie dans
le cas compact
Dans ce chapitre, on conside`re X une 3-varie´te´ complexe lisse compacte
et G un sous-groupe abe´lien de Aut(X) d’ordre n. On suppose de plus
que l’action de G sur X pre´serve le volume (i.e. pour tout point x de X,
Gx ⊂ SL(TxX)) et est admissible (i.e. X est recouvert par des ouverts af-
fines G-invariants). On note φ : X → Q le quotient ge´ome´trique de X par G.
Le but de ce chapitre est l’e´tude de l’anneau de cohomologie des re´solutions
cre´pantes Y du quotient. Remarquons que G-Hilb(X) est une re´solution
cre´pante d’apre`s le the´ore`me de Bridgeland, King et Reid ([BKR01]). Nous
allons commencer par quelques remarques sur l’action de X sur G, les singu-
larite´s de Q et les re´solutions cre´pantes Y . Puis nous donnerons une me´thode
de calcul de l’anneau de cohomologie applicable a` n’importe quelle re´solution
cre´pante. Pour cela, on commencera par de´crire les groupes de cohomolo-
gie et calculer les nombres d’intersections des diviseurs. Nous donnerons
e´galement une me´thode de calcul de l’anneau de cohomologie orbifold du
quotient global Q. Nous observerons une analogie entre les deux anneaux,
conforme´ment a` la conjecture de Ruan. Nous terminerons par un exemple
sur un quotient de varie´te´ abe´lienne.
4.1 Action, lieu singulier et re´solutions cre´pantes
Le quotient e´tant une varie´te´ normale de dimension trois, le lieu singulier
est de dimension un au plus. Il s’e´crit donc de manie`re unique comme re´union
de courbes compactes irre´ductibles et de points isole´s. De´signons par Si les
courbes compactes irre´ductibles du lieu singulier. On conside`re Ci l’image
re´ciproque de Si par φ ainsi que Gi le noyau de l’action de G sur Ci. On
note ni l’ordre de Gi. De´signons par Pj les points singuliers isole´s et les
points de branchement des morphismes Ci → Si (ces points de branchement
comprennent en particulier les points d’intersection des courbes compactes
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irre´ductibles du lieu singulier). On conside`re Oj l’image re´ciproque de Pj par
φ ainsi de Gj le stabilisateur commun des points de l’orbite Oj . On note nj
l’ordre de Gj . Remarquons que chaque Ci est une re´union de composantes
connexes de XGi donc est lisse (voir [Fog73] The´ore`me 5.2). On notera ci le
nombre de composantes connexes de Ci. Si est le quotient de Ci sous l’action
de G/Gi donc est e´galement lisse.
Les points Pj et les points des orbites Oj sont des points particuliers.
On utilise donc la notation ∗ pour les retirer d’un ensemble. Par exemple,
on notera S∗i = Si \ {Pj , j}, C∗i = Ci \ (∪jOj), Q∗ = Q \ {Pj , j}, X∗ =
X \ (∪jOj). Perroni a introduit la notion de singularite´s ADE-transversales
et montre´ qu’un orbifold ayant de telles singularite´s admet une unique
re´solution cre´pante (voir [Per] Proposition 4.2). Nous allons voir que Q∗
a des singularite´s A-transversales (au voisinage de S∗i les singularite´s sont
Ani−1-transversales).
Notation 4.1.1. L’action de Gi sur le fibre´ normal de Ci dans Y induit une
repre´sentation fide`le de dimension deux pre´servant le volume. On choisit une
inclusion Gi ⊂ (C∗)2 ∩ SL2(C). Ainsi Gi = Z/niZ = 〈(e2ipi/n, e−2ipi/n)〉 et
nous confondrons les e´le´ments de Gi avec les entiers de l’intervalle [0, ni−1].
De´monstration. Gi agissant trivialement sur Ci, il agit sur chaque fibre du
fibre´ normal de Ci dans Y qui est de rang 2. Puisque G agit transitive-
ment sur les composantes connexes de Ci, les actions de Gi sur les fibres
sont isomorphes et de´finissent donc une repre´sentation de dimension deux
(modulo isomorphisme). L’action de Gi sur l’espace tangent en un point de
Ci est somme directe de cette repre´sentation et de la repre´sentation triviale.
Puisque l’action sur l’espace tangent pre´serve le volume, cette repre´sentation
pre´serve le volume. Puisque le groupe Gi est abe´lien, cette repre´sentation
est donne´e par une inclusion Gi ⊂ (C∗)2 ∩ SL2(C). Donc Gi = Uni car un
e´le´ment de Gi s’e´crit (ξ, ξ
−1) ou` ξ est une racine ni-ie`me de l’unite´. D’autre
part Un = Z/niZ par le choix de la racine primitive ni-ie`me e
2ipi/ni .
On note φi : C
2 → Qi le quotient ge´ome´trique de l’action de Gi sur
C2. Le quotient Qi a une singularite´ de type Ani−1 a` l’origine. Il existe une
unique re´solution cre´pante τi : Yi → Qi. Les diviseurs exceptionnels forment
un chaˆıne de P1(C) naturellement indexe´s par les e´le´ments non nuls de Gi.
Voir la fin de la section C.2 et la proposition D.3.1 pour des de´tails.
Proposition 4.1.2. Q∗ a des singularite´s A-transversales. On note τ∗ :
Y ∗ → Q∗ l’unique re´solution cre´pante. Au-dessus de chaque courbe sin-
gulie`re S∗i , les diviseurs exceptionnels forment une chaˆıne de fibre´s en P
1(C)
naturellement indexe´s par les e´le´ments non nuls de Gi. De plus, Di de´signant
le polydisque unite´ deQi×C, tout point de S∗i admet un voisinage isomorphe
a` Di tel que les diagrammes suivant soient isomorphes au-dessus de Di :
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G×Gi (C2 × C)
²²
Yi × C // Qi × C
X∗
²²
Y ∗ // Q∗
De´monstration. Soit s un point de S∗i . On conside`re un point c de C
∗
i au-
dessus de s. Gi agit sur l’espace tangent en ce point. Le repre´sentation de
dimension trois correspondante est somme directe de la repre´sentation de
dimension deux de 4.1.1 et de la repre´sentation de dimension un triviale. En
appliquant les re´sultats de Luna ([Lun73] II.2 et III.1), on dispose des chan-
gements de base e´tales suivants, ou` U de´signe un ouvert affine G-invariant
de X contenant c et V de´signe un ouvert affine Gi-invariant de C
2 × C
contenant l’origine :
G×Gi U
²²
// U
²²
U/Gi // U/G
U
²²
// V
²²
U/Gi // V/Gi
Les changements de base e´tales e´tant des isomorphismes analytiques lo-
caux, on en de´duit aise´ment que les singularite´s au voisinage de s sont de
type Ani−1-transversales. Ainsi Q
∗ a des singularite´s A-transversales donc
admet une unique re´solution cre´pante τ∗ : Y ∗ → Q∗ ([Per] Proposition 4.2).
Utilisant les changements de base e´tales, qui sont des isomorphismes
analytiques locaux, on peut de´crire analytiquement la situation au dessus
d’un voisinage de s. Les varie´te´s U/Gj ,U/G,V/Gj ci-dessus ont des singu-
larite´s Ani−1-transversales dont admettent une unique re´solution cre´pante.
Ces re´solutions cre´pantes sont stables par les changements de base e´tales ci-
dessus. De plus la re´solution cre´pante de U/G n’est que la restriction de celle
de Y ∗. On en de´duit la description analytique de la situation au-dessus d’un
voisinage de s. Remarquons que Di est par de´finition l’image du polydisque
unite´ de C2 × C dans Qi × C.
La description des diviseurs exceptionnels au-dessus de S∗i provient de
la description analytique locale au-dessus d’un voisinage des points de S∗i
ainsi que de la description de Yi.
On s’inte´resse dans la suite aux points particuliers Pj . Au voisinage de
chaque point Pj , nous avons une « vraie »singularite´ de dimension trois.
Nous allons voir que la re´solution τ : Y ∗ → Q∗ se comple`te au-dessus de
chaque point Pj de manie`re locale afin d’obtenir les re´solutions cre´pantes
τ : Y → Q.
Notation 4.1.3. L’action de Gj sur le fibre´ normal de Oj dans X induit
une repre´sentation line´aire de Gj de dimension trois pre´servant le volume.
On choisit une inclusion Gj ⊂ (C∗)3 ∩ SL3(C).
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De´monstration. Puisque G agit transitivement sur l’orbite Oj , les actions
de Gj sur les espaces tangents des points de Oj sont isomorphes.
On note φj : C
3 → Qj le quotient ge´ome´trique de C3 par l’action de
Gj . Gj est repre´sente´ par un sur-re´seau de Z
3. On note ∆j le triangle dont
les sommets sont la base canonique. La donne´e d’une re´solution cre´pante
τj : Yj → Qj est e´quivalente a` la donne´e d’une triangulation de ∆j par
des triangles basiques. Voir la section C.2 et la proposition D.3.1 pour des
de´tails.
Proposition 4.1.4. La donne´e d’une re´solution cre´pante τ : Y → Q est
e´quivalente a` la donne´e pour chaque j d’une re´solution cre´pante τj : Yj →
Qj . De plus, Dj de´signant le polydisque unite´ de Qj , le point Pj admet un
voisinage isomorphe a` Dj tel que les diagrammes ci-dessous soient analyti-
quement isomorphes au-dessus de Dj :
G×Gj C3
²²
Yj // Qj
X
²²
Y // Q
Le lemme suivant est un fait tre`s simple que nous utiliserons de manie`re
re´pe´te´e dans la preuve de 4.1.4.
Lemme 4.1.5. Soit Zk un recouvrement ouvert de Zariski d’une varie´te´
singulie`re Z. La donne´e d’une re´solution R de Z est e´quivalente a` la donne´e
de re´solutions Rk de Zk telle que pour tout couple (k, l), Rk et Rl soient
isomorphes au-dessus de Zl ∩ Zk.
De´monstration. La donne´e de R entraˆıne la donne´e des Rk. Re´ciproquement
supposons donne´s les Rk tels que pour tout couple (k, l), Rk et Rl soient
isomorphes au-dessus de Zl ∩ Zk. Remarquons que cet isomorphisme est
unique (car le seul automorphisme d’une re´solution de Zk∩Zl est l’identite´).
Remarquons de plus que les conditions de cocycle sont ve´rifie´es (car le seul
automorphisme d’une re´solution de Zk ∩Zl∩Zm est l’identite´). Ceci permet
d’obtenir la re´solution R par recollement.
De´monstration de 4.1.4. En appliquant le lemme 4.1.5 et en observant que
tout ouvert de Q∗ a des singularite´s A-transversales donc admet une unique
re´solution cre´pante, on remarque que la donne´e d’une re´solution cre´pante
de Q est e´quivalente a` la donne´e de re´solutions cre´pantes au voisinage de
chaque point Pj . On fixe donc un point Pj . En appliquant les re´sultats
de Luna ([Lun73] II.2 et III.1), on dispose des changements de base e´tales
suivants, ou` U de´signe un ouvert affine G-invariant de X contenant l’orbite
Oj et V de´signe un ouvert affine Gj-invariant de C
3 contenant l’origine :
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G×Gi U
²²
// U
²²
U/Gj // U/G
U
²²
// V
²²
U/Gj // V/Gj
En conside´rant le diagramme de gauche, on constate que la donne´e d’une
re´solution cre´pante de U/G est e´quivalente par changement de base a` la
donne´e d’une re´solution cre´pante de U/Gj G/Gj-e´quivariante. En effet, si
l’on dispose d’une re´solution cre´pante de U/Gj , on obtient, par change-
ment de base e´tale G/Gi-invariant, une re´solution cre´pante de U/Gj G/Gj-
e´quivariante. Re´ciproquement, une re´solution de U/Gj G/Gj-e´quivariante
induit par passage au quotient une re´solution de U/G (puisque G/Gj agit
librement sur U/Gj , donc sur sa re´solution). On ve´rifie que cette dernie`re
re´solution de U/G redonne bien la re´solution de U/Gj par changement de
base et est cre´pante.
Pour tout point O de Oj , on conside`re l’ouvert UO obtenu en retirant
a` U tous les points de l’orbite Oj sauf O. En appliquant le lemme 4.1.5 et
en observant que tout ouvert de U/Gj prive´ de Oj/Gj a des singularite´s
A-transversales donc admet une unique re´solution cre´pante, on conclut que
toute re´solution cre´pante de U/Gj est e´quivalente a` la donne´e de re´solutions
cre´pantes des UO/Gj . Ainsi toute re´solution cre´pante G/Gj-e´quivariante est
e´quivalente a` la donne´e d’une re´solution cre´pante de UO/Gj ou` O est un
point de Oj fixe´.
UO
²²
// V
²²
UO/Gj // V/Gj
On dispose du changement de base e´tale ci-dessus. La donne´e d’une
re´solution cre´pante de V/Gj est e´quivalente par changement de base a`
la donne´e d’une re´solution cre´pante de UO/Gj . En effet, si l’on dispose
d’une re´solution cre´pante de V/Gj , on obtient par changement de base e´tale
une re´solution cre´pante de UO/Gj . Re´ciproquement, supposons donne´e une
re´solution cre´pante de UO/Gj . Remarquons que O est l’unique point de
UO/Gj envoye´ sur l’origine dans V/Gj . Donc la re´solution au-dessus de
UO/Gj prive´ de O provient par changement de base de l’unique re´solution
cre´pante de V/Gj prive´ de l’origine. De plus, par isomorphisme analytique
local, la re´solution cre´pante de V/Gj prive´ de l’origine s’e´tend en une unique
re´solution analytique de V/Gj qui redonne la re´solution de UO/Gj par chan-
gement de base. On ve´rifie que cette re´solution est en fait alge´brique et
cre´pante.
D’apre`s le lemme 4.1.5 et en observant que tout ouvert de Qj prive´ de
l’origine a des singularite´s A-transversales donc admet une unique re´solution
cre´pante, on remarque que toute re´solution cre´pante de V/Gj est la restric-
tion d’une re´solution cre´pante de C3/Gj .
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Ainsi, nous avons montre´ que la donne´e d’une re´solution cre´pante τ :
Y → Q est e´quivalente a` la donne´e de re´solution cre´pante τj : Yj → Qj . La
description analytique de´coule des changements de base e´tales successifs que
nous avons suivis, et qui sont des isomorphismes analytiques locaux.
Ainsi la donne´e d’une re´solution cre´pante e´quivaut a` la donne´e combi-
natoire de triangulations des triangles ∆j . De plus, les propositions 4.1.2 et
4.1.4 nous donnent une description analytique de Y au-dessus de voisinages
des points singuliers. On en de´duit la proposition suivante :
Proposition 4.1.6. Soit τ : Y → Q une re´solution cre´pante. Les diviseurs
exceptionnels sont lisses et a` croisement normaux. Les diviseurs dont l’image
est Si sont en bijection avec les e´le´ments g de Gi non nuls et sont note´s E
i
g.
De plus, deux diviseurs Eig et E
i
h distincts s’intersectent lorsque h = g ± 1.
Les diviseurs exceptionnels dont l’image est Pj sont en bijection avec les
e´le´ments g de Gj tels que a(g
−1, Pj) = 2 et sont note´s E
j
g .
De´monstration. On utilise les descriptions locales donne´es par 4.1.2 et 4.1.4
ainsi que la section 3.1.
4.2 Groupes de cohomologie
Dans cette section, on de´crit les groupes de cohomologie a` coefficients
rationnels d’une re´solution cre´pante Y . Nous utiliserons des outils ge´ne´raux
de cohomologie qui sont expose´s dans la section E.1 en appendice. Puisque le
morphisme propre τ est de degre´ 1, nous disposons de l’e´galite´ τ∗ ◦ τ∗ = Id
qui permet de conside´rer que Im(τ∗) = H∗(Q), Ker(τ∗) = H∗(Y )/H∗(Q)
et H∗(Y ) = H∗(Q)⊕H∗(Y )/H∗(Q). Il reste a` calculer H∗(Y )/H∗(Q). On
rappelle que S de´signe le lieu singulier de Q et on note E le lieu exceptionnel
de Y . Nous reproduisons ici un re´sultat de Perroni ([Per] Lemme 4.10) :
Proposition 4.2.1. Conside´rons le diagramme d’espaces topologiques :
E
²²
j
// Y
τ
²²
S // Q
On a H∗(Q) ⊂ H∗(Y ), H∗(S) ⊂ H∗(E) et j∗ induit une identification
H∗(Y )/H∗(Q) = H∗(E)/H∗(S).
De´monstration. On conside`re le morphisme de paires (Y,E) → (Q,S). Ce
dernier fournit un morphisme de suites exactes longues en cohomologie :
. . . // Hk(Q,S) //
²²
Hk(Q) //
²²
Hk(S) //
²²
. . .
. . . // Hk(Y,E) // Hk(Y ) // Hk(E) // . . .
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Montrons que le morphisme de paires (Y,E) → (Q,S) induit un isomor-
phisme en cohomologie. Puisque E est un diviseur a` croisement normaux
dans Y , il existe un voisinage ouvert N de Y qui se re´tracte par de´formation
forte sur Y . Ceci implique que le morphisme de paires (Y,E)→ (Y/E, ∗) in-
duit un isomorphisme en cohomologie (cf [Bre97]). On conside`re M l’image
de N par τ . M est un voisinage ouvert de S qui se re´tracte par de´formation
forte sur S (en effet la premie`re re´traction descend en bas). Ceci implique
de meˆme que le morphisme de paires (Q,S) → (Q/S, ∗) induit un isomor-
phisme en cohomologie. D’autre part, l’isomorphisme de paires (Y/E, ∗)→
(Q/S, ∗) induit un isomorphisme en cohomologie. Par composition, le mor-
phisme de paires (Y,E) → (Q,S) induit un isomorphisme en cohomolo-
gie. En utilisant le lemme des quatre dans le morphisme de complexes, on
conclut que le morphisme de E dans S induit une inclusion en cohomolo-
gie. Ainsi, le complexe du dessus est un sous-complexe de celui du dessous,
de sorte que le complexe quotient fournit une suite exacte. Mais puisque
les quotients Hk(Y,E)/Hk(Q,S) sont nuls, on en de´duit des isomorphismes
Hk(Y )/Hk(Q)→ Hk(E)/Hk(S).
On obtient doncH∗(Y ) = H∗(Q)⊕H∗(E)/H∗(S) d’apre`s ce qui pre´ce`de.
Pour de´crire les groupes de cohomologie de la re´solution Y , il reste donc
a` calculer H∗(E)/H∗(S). Nous allons maintenant e´noncer les the´ore`mes
de´crivant H∗(Y ). Nous les prouverons en fin de section.
The´ore`me 4.2.2. Les diviseurs exceptionnels Eig,E
j
g forment une base de
H2(E)/H2(S). Le cup produit de Y induit une dualite´ entre H2(E)/H2(S)
etH4(E)/H4(S). On noteraEi∨g ,E
j∨
g les e´le´ments de la base deH4(E)/H4(S)
obtenue par dualite´.
Notation 4.2.3. Fixons un diviseur Eig et conside´rons le diagramme d’es-
paces topologiques ci-dessous. Conside`rons le morphisme gradue´H∗−2(Si)→
H∗(E)/H∗(S) qui a` un e´le´ment α associe (jig)∗((τ ig)∗α). Afin de distinguer
ce morphisme, on note H∗(Si)Eig plutoˆt que H∗−2(Si) et αEig plutoˆt que α.
Eig
τ ig
²²
jig
// Y
τ
²²
Si
ii // Q
The´ore`me 4.2.4. Avec les notations pre´ce´dentes, H∗(Y ) est de´crit en tant
qu’espace vectoriel gradue´ par :
H∗(Y ) = H∗(Q)⊕ (⊕H∗(Si)Eig)⊕ (⊕QEjg)⊕ (⊕QEj∨g )
De plus, pour i fixe´, les e´le´ments [Si]E
i
g sont combinaisons line´aires des
e´le´ments Ei∨g et la matrice de passage est la matrice tridiagonale avec des
−2 sur la diagonale et des 1 a` coˆte´.
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Jusqu’a` la fin de cette section, on prouve les the´ore`mes 4.2.2 et 4.2.4 par
une se´rie de lemmes. On adoptera la notation suivante : lorsque Z est une
partie de Q, on posera H∗τ (Z) = H∗(τ−1(Z))/H∗(Z).
Lemme 4.2.5. Soit f : F → C un fibre´ en P1(C) sur une varie´te´ lisse de
dimension un. On dispose de la suite exacte courte gradue´e suivante :
0 // H∗(C)
f∗
// H∗(F )
f∗
// H∗−2(C) // 0
De plus, nous avons l’e´galite´ f∗(c1(ωf )) = −2.
De´monstration. En effectuant l’exercice 7.10 du chapitre II de [Har77], on
montre que F = Proj(Sym(G)) ou` G est un fibre´ de rang 2 sur C. De
manie`re plus ge´ome´trique, F est le projectivise´ du fibre´G∨, note´ usuellement
P(G∨)). Conside´rons x = c1(O(1)) la premie`re classe de Chern du fibre´
tautologique. La restriction de x sur chaque fibre est la classe fondamentale
de cette fibre. Les classes de cohomologie x et 1 se restreignent donc en
une base de la cohomologie sur chaque fibre. D’apre`s le the´ore`me de Leray-
Hirsch ([BT82] 5.11), on obtient la description de la cohomologie du fibre´
H∗(F ) = H∗(C)x ⊕ H∗(C). En appliquant la formule de projection, on
calcule p∗(p∗(α) ∪ x + p∗(β)) = α ∪ p∗(x) + β ∪ p∗(1). Or, puisque x se
restreint sur chaque fibre en la classe fondamentale, p∗(x) = 1 (cf E.1.5). De
plus p∗(1) = 0 pour des raisons de degre´. Ainsi p∗(p∗(α)∪x+p∗(β)) = α. On
en de´duit le suite exacte courte gradue´e de l’e´nonce´. En effectuant l’exercice
8.4 du chapitre III de [Har77], on montre que ωf = f
∗(∧2G)(−2). En passant
a` la premie`re classe de Chern, on obtient c1(ωf ) = −2x+ c1(∧2G). D’apre`s
un calcul que nous venons juste d’effectuer, p∗(c1(ωf )) = −2.
Nous reproduisons ici un lemme de Perroni ([Per] Lemme 4.11) :
Lemme 4.2.6. Soit O un ouvert de S∗i . On note (E
i
g)O la restriction du
diviseur Eig au-dessus de O. Alors H
∗(O) ⊂ H∗(τ−1(O)) et le quotient est :
H∗τ (O) = ⊕gH∗((Eig)O)/H∗(O)
De´monstration. Pour tout entier l compris entre 1 et ni − 1, on conside`re
Wl = ∪g≤l(Eig)O. Remarquons que H∗(O) ⊂ (Ei1)O d’apre`s 4.2.5. Ainsi
en conside´rant l’inclusion de (Ei1)O dans Wl, on de´duit H
∗(O) ⊂ H∗(Wl).
Remarquons que τ−1(O) = Wni−1. Nous allons achever la preuve de la
proposition en de´montrant que H∗(Wl)/H∗(O) = ⊕g≤lH∗((Eig)O)/H∗(O)
par re´currence sur l. Supposons le re´sultat prouve´ au rang l. Les diviseurs
Eil et E
i
l+1 s’intersectent transversalement. Il existe donc un voisinage ouvert
Vl de leur intersection dans E
i
l et qui se re´tracte par de´formation forte sur
cette intersection. De meˆme, on peut trouver un voisinage ouvert Vl+1 de
leur intersection dans Eil+1 et qui se re´tracte par de´formation forte sur cette
intersection. Conside´rons U = Wl ∪ Vl+1 et V = Eil+1 ∪ Vl qui forment un
50
recouvrement ouvert de Wl+1. Remarquons que Wl+1 est au-dessus de O, et
que le recouvrement de Wl+1 par U et V est e´videmment compatible avec
le recouvrement trivial de O par O et O. On en de´duit ainsi un morphisme
de suites exactes longues de Mayer-Vietoris.
// Hk(O) //
²²
Hk(O)⊕Hk(O) //
²²
Hk(O) //
²²
Hk+1(O)
²²
// Hk(Wl+1) // H
k(U)⊕Hk(V ) // Hk(U ∩ V ) // Hk+1(Wl+1)
Remarquons que U et V se re´tractent par de´formation forte sur Wl et
Eil+1. U ∩ V se re´tracte par de´formation forte sur l’intersection de (Eik)O et
(Eik+1)O, qui est home´omorphe a` O. On en de´duit d’une part que la premie`re
suite de Mayer-Vietoris est une sous-suite de la seconde de sorte qu’en
passant aux quotients on obtient une nouvelle suite exacte longue. On en
de´duit d’autre part que cette nouvelle suite fournit des isomorphismes entre
Hk(Wl+1)/H
k(O) et Hk(Wl)/H
k(O)⊕Hk((Eil+1)O)/Hk(O). On conclut en
utilisant l’hypothe`se de re´currence.
Lemme 4.2.7. Soit O un ouvert de S∗i . On conside`re le diagramme ci-
dessous. Dans ce diagramme, la fle`che horizontale supe´rieure est donne´e par
la de´finition 4.2.3 puis la restriction en cohomologie. La fle`che horizontale
infe´rieure est donne´e par restriction en cohomologie. Le fle`che verticale de
droite est l’isomorphisme Id × P ou` P est la matrice tridiagonale avec des
−2 sur la diagonale et des 1 a` coˆte´. La fle`che verticale de gauche est l’iso-
morphisme formel donne´ par les lemmes 4.2.5 et 4.2.6. Alors ce diagramme
est commutatif.
H∗(Si)⊗ (⊕QEig) //
²²
H∗τ ((S∗i )O)
²²
H∗(Si)⊗ (⊕QF ig) // H∗((S∗i )O)⊗ (⊕QF ig)
De´monstration. On se donne une classe αEih. On conside`re le fibre´ en P
1(C)
f : (Eig)O → O. On note w la restriction de αEih a` (Eig)O. Il s’agit de
montrer que f∗(w) est e´gal a` 0 si les diviseurs Eig et Eih ne s’intersectent
pas, est e´gal a` −2α|O si les diviseurs Eih et Eig sont e´gaux, et est e´gal a` α|O
si Eig et E
i
h sont distincts mais s’intersectent. Le cas ou` les diviseurs E
i
g et
Eih ne s’intersectent pas est e´vident. Traitons le cas ou` les diviseurs E
i
h et
Eig sont e´gaux. La restriction de αE
i
g a` E
g
i est e´gale a` αc1(N) ou` N est le
fibre´ normal de Eig (d’apre`s E.1.9). En restreignant cette dernie`re classe a`
(Eig)O on obtient w = α|Oc1(M) ou` M est le fibre´ normal de (Eig)O. Ainsi,
par application de la formule de projection, f∗(w) = α|Of∗(c1(M)). Or, par
adjonction et car la re´solution est cre´pante, le fibre´ normal de (Eig)O est
51
g g
p
ZEig
Fig. 4.1 –
M = ω(Eig)O ⊗ f∗((ωQ)−1|O ). De plus, par lissite´ de f , le fibre´ canonique de
(Eig)O est ω(Eig)O = ωf ⊗ f∗(ωO). On obtient donc en appliquant la formule
de projection f∗(c1(M)) = f∗(ωf ). En appliquant le lemme 4.2.5, on obtient
f∗(w) = −2α|O.
Traitons le cas ou` Eih et E
i
g sont distincts mais s’intersectent. Dans ce
cas, la restriction de αEik a` E
i
g est k∗(α) ou` k est l’inclusion de l’intersection
de Eih et E
i
g dans E
i
g (d’apre`s E.1.10). Le proble`me technique est que E
i
g
n’est pas un fibre´ en P1(C) au-dessus de Si mais seulement au-dessus de S
∗
i .
Cependant, il existe un morphisme p : Eig → Z au-dessus de Si et qui ve´rifie
les proprie´te´s suivantes. Le morphisme p est un isomorphisme sauf au dessus
d’un nombre fini de points de Z, chacun e´tant au dessus d’un point Pj de Si.
Le morphisme e : Z → Si est un fibre´ en P1(C). L’intersection de Eih et Eig
dans Eig est au-dessus de l’ouvert d’isomorphisme de p et cette intersection,
vue dans Z, est une section de fibre´ e. La figure 4.1 de´crit p au dessus d’un
point Pj de Si. Notons l l’inclusion de l’intersection de E
i
g et E
i
h dans Z.
Puisque p∗ est un isomorphisme au dessus d’un voisinage de l’intersection,
p∗(l∗(α)) = k∗(α). Puisque p∗ est un isomorphisme sur (Eig)O, w est juste
la restriction de l∗(α) a` (Eig)O. Comme l peut eˆtre vu comme une section
du fibre´ e, on a e∗(l∗(α)) = α. Puisque le fibre´ f est la restriction de fibre´ e
au-dessus de O, on conclut que f∗(w) = α|O en appliquant E.1.8.
Lemme 4.2.8. On conside`re la re´solution cre´pante τj : Yj → Qj . L’inclusion
de τ−1j (Dj ∩ S) dans Yj induit un isomorphisme en cohomologie.
De´monstration. Notons Sj le lieu singulier de Qj et Cj son image re´ciproque
dans C3. Puisque τ−1j (Sj) est stable sous l’action du tore, son inclusion dans
Yj induit un isomorphisme en homologie (d’apre`s la preuve de 3.2.2) et donc
en cohomologie. Nous avons donc a` montrer que l’inclusion de τ−1j (Dj ∩Sj)
dans τ−1j (Sj) induit un isomorphisme en cohomologie.
On va essentiellement utiliser l’action de C∗ et le module produit | · |.
Conside´rons B le polydisque unite´ (de centre 0 et de rayon 1) dans C3.
Pour montrer que l’inclusion de Cj ∩ B dans Cj induit un isomorphisme
en homologie, on peut proce´der ainsi. On conside`re H le polydisque ferme´
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centre´ 0 de rayon 1/2. On conside`re l’application α : [0, 1] × [0,+∞[→ C∗
de´finie en prenant la valeur α(t,m) e´gale a` (1− t)m+ t/2 lorsque m ≥ 1/2
et e´gale a` 1 lorsque m ≤ 1/2. L’application qui a` un couple (t, z) associe
α(t, | z |) · z permet de de´finir des re´tractions par de´formation forte, d’une
part de Cj sur Cj ∩H et d’autre part de Cj ∩ B sur Cj ∩ H. Ceci prouve
que l’inclusion de Cj ∩B dans Cj induit un isomorphisme en homologie.
Remarquons que l’on peut utiliser le meˆme principe apre`s passage au
quotient : on note Dj et Fj les images de B et H dans Qj . Remarquons que
l’action de C∗ et | · | descendent au quotient par Gj . Ainsi l’application qui
a` un couple (t, z) associe α(t, | z |)) · z permet de de´finir des re´tractions par
de´formation forte, d’une part de Sj sur Sj∩Fj et d’autre part de Sj∩Dj sur
Sj∩Fj . Ceci prouve que l’inclusion de Sj∩Dj dans Sj induit un isomorphisme
en homologie. On peut relever ces re´tractions en utilisant le fait que l’action
de C∗ se rele`ve par τj . Ainsi, l’application qui a` un couple (t, w) associe
α(t, | τj(w) |) ·w de´finit des re´tractions par de´formation forte, d’une part de
τ−1j (Sj) sur τ
−1
j (Sj ∩ Fj) et d’autre part de τ−1j (Sj ∩Dj) sur τ−1j (Sj ∩ Fj).
Ceci prouve le lemme.
Lemme 4.2.9. On dispose de la suite exacte courte suivante :
1→ (⊕QEjg)⊕(⊕QEig)→ (⊕H2τ (Dj∩S))⊕(H2τ (S∗i ))→ ⊕(H2τ (Dj∩S∗i ))→ 1
De´monstration. D’apre`s le lemme 4.2.8, l’inclusion de Dj∩S dans Rj induit
un isomorphisme en homologie. Puisque les diviseurs exceptionnels de Rj
forment une base de H2(Rj) (d’apre`s C.2.6), on obtient la formule ci-dessous
pourH2τ (Dj∩S). Dans cette formule, les e´le´ments Ejg ,Eig de´signent les classes
de cohomologie restreintes a` Dj ∩S. De plus, les classes de cohomologie des
autres diviseurs exceptionnels restreintes a` Dj ∩ S sont nulles.
H2τ (Dj ∩ S) = (⊕QEjg)⊕ (⊕i|Pj∈Si(⊕QEig))
En appliquant le lemme 4.2.7 en degre´ 0 avec O = S∗i , on obtient la formule
ci-dessous pour H2τ (S
∗
i ). Dans cette formule, les e´le´ments E
i
g de´signent les
classes de cohomologie restreintes a` S∗i . De plus, les classes de cohomologie
des autres diviseurs exceptionnels restreintes a` S∗i sont nulles.
H2τ (S
∗
i ) = ⊕QEig
En appliquant le lemme 4.2.7 en degre´ 0 avec O = S∗i ∩ Dj , on obtient la
formule ci-dessous pour H2τ (S
∗
i ∩ Dj). Dans cette formule, les e´le´ments Eig
de´signent les classes de cohomologie restreintes a` S∗i ∩Dj . De plus, les classes
de cohomologie des autres diviseurs exceptionnels restreintes a` S∗i ∩Dj sont
nulles.
H2τ (S
∗
i ∩Dj) =
{ ⊕QEig si Pj ∈ Si
0 sinon
Vu les descriptions donne´es ci-dessus, on peut ve´rifier de manie`re tre`s for-
melle que la suite courte donne´e dans l’e´nonce´ du lemme est exacte.
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Lemme 4.2.10. Pour tout i, on dispose de la suite exacte suivante :
0→ H1(Si)→ H1(S∗i )→ ⊕H1(S∗i ∩Dj)
De´monstration. On conside`re les parties U = ∪j(Si ∩ Dj) et V = S∗i qui
forment un recouvrement ouvert de Si. On obtient la suite exacte longue de
Mayer-Vietoris associe´e en cohomologie. En remarquant que le morphisme
H0(S∗i ) ⊕ (⊕H0(Si ∩ Dj)) → ⊕H0(S∗i ∩ Dj) est surjectif et que le groupe
⊕H1(Si ∩Dj) est nul, on en de´duit la suite exacte du lemme.
Lemme 4.2.11. On dispose de la suite exacte suivante :
1→ ⊕H1(Si)Eig → ⊕H3τ (S∗i )→ ⊕H3τ (Dj ∩ S∗i )
De´monstration. Remarquons que dans la suite de l’e´nonce´ i et j varient.
Cependant, cette suite est somme directe sur i des suites ou` i est fixe´ et j
seul varie. Il nous suffit donc de montrer que la suite a` i fixe´ est exacte. On
dispose alors du diagramme commutatif suivant ou` le carre´ de gauche est
donne´ par le lemme 4.2.7 et le carre´ de droite est donne´ par des restrictions
en cohomologie pour les fle`ches horizontales et par les lemmes 4.2.5 et 4.2.6
pour les fle`ches verticales.
0 // H1(Si)⊗ (⊕Eig) //
²²
⊕H3τ (S∗i ) //
²²
⊕H3τ (Dj ∩ S∗i )
²²
0 // H1(Si)⊗ (⊕F ig) // H1(S∗i )⊗ (⊕F ig) // (⊕H1(S∗i ∩Dj))⊗ (⊕F ig)
Les fle`ches verticales e´tant des isomorphismes, il reste a` montrer que la suite
du bas est exacte. Puisque cette suite est la suite exacte du lemme 4.2.10
tensorise´e avec (⊕F ig), elle est exacte.
Lemme 4.2.12. Le groupe gradue´ H∗(E)/H∗(S) est non nul en degre´s
2,3,4. En degre´s 2 et 3, on dispose des descriptions suivantes :
H2(E)/H2(S) = (⊕QEjg)⊕ (⊕QEig) H3(E)/H3(S) = ⊕H1(Si)Eig
De´monstration. Conside´rons les deux parties U = ∪jDj ∩ S et V = ∪iS∗i .
On remarque que U et V forment un recouvrement ouvert de S. L’applica-
tion continue τ fournit un morphisme de suites exactes longues de Mayer-
Vietoris.
// Hk(S) //
²²
Hk(U)⊕Hk(V ) //
²²
Hk(U ∩ V )
²²
//
// Hk(E) // Hk(τ−1(U))⊕Hk(τ−1(V )) // Hk(τ−1(U ∩ V )) //
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On ve´rifie que la suite du dessus est une sous-suite de celle du dessous
(en utilisant en particulier 4.2.1, 4.2.6). On conside`re alors la suite exacte
quotient. Cette suite exacte montre que H∗(E)/H∗(S) = 0 est nul sauf en
degre´ 2, 3, 4 et il en reste le morceau suivant :
0 // H2(E)/H2(S) // (⊕H2τ (Dj ∩ S))⊕ (⊕H2τ (S∗i )) // ⊕H2τ (Dj ∩ S∗i )
// H3(E)/H3(S) // ⊕H3τ (S∗i ) // ⊕H3τ (Dj ∩ S∗i )
// H4(E)/H4(S) // ⊕H4τ (Dj) // 0
On conclut en utilisant les lemmes 4.2.1 et 4.2.6.
Lemme 4.2.13. Le cup produit d’un e´le´ment de H∗(E)/H∗(S) et d’un
e´le´ment de H∗(Q) est un e´le´ment de H∗(E)/H∗(S).
De´monstration. H∗(E)/H∗(S) = Ker(p∗) etH∗(Q) = Im(p∗), par de´finition
de la de´composition de H∗(Y ). Soit α un e´le´ment de H∗(E)/H∗(S) et p∗(β)
un e´le´ment de H∗(Q). En appliquant la formule de projection, on calcule
p∗(α ∪ p∗(β)) = p∗(α) ∪ β. Ainsi, α ∪ p∗(β) est un e´le´ment de Ker(p∗) donc
par de´finition un e´le´ment de H∗(E)/H∗(S).
Lemme 4.2.14. Le cup produit dans Y induit une dualite´ entreH2(E)/H2(S)
etH4(E)/H4(S). On noteraEi∨g , E
j∨
g les e´le´ments de la base deH4(S)/H4(E)
obtenue par dualite´.
De´monstration. Le cup produit de Y induit une dualite´ entre H2(Y ) et
H4(Y ). On conside`re la de´composition H∗(Y ) = H∗(E)/H∗(S)⊕H∗(Q) en
degre´s 2 et 4. Le produit d’un e´le´ment de H2(E)/H2(S) et d’un e´le´ment de
H4(Q) est nul puisque c’est un e´le´ment de H6(E)/H6(S) (d’apre`s 4.2.13)
de degre´ six. De meˆme le produit d’un e´le´ment de H4(E)/H4(S) et d’un
e´le´ment de H2(Q) est nul. La dualite´ se de´compose en deux dualite´s : l’une
entre H2(E)/H2(S) et H4(E)/H4(S) et l’autre entre H2(Q) et H4(Q).
Lemme 4.2.15. Notons N ig le fibre´ normal de E
i
g dans Y .
(τ ig)∗(c1(N
i
g)) = −2
De´monstration. Notons ωig le fibre´ canonique de E
i
g. Par adjonction et car la
re´solution est cre´pante, le fibre´ normal de Eig est N
i
g = ω
i
g ⊗ (τ ig)∗((ωQ)−1|Si).
En utilisant la formule de projection, on obtient l’e´galite´ (τ ig)∗(c1(N ig)) =
(τ ig)∗(c1(ωig)). Le proble`me technique est que Eig n’est pas un fibre´ en P1(C)
au-dessus de Si mais seulement au-dessus de S
∗
i . Cependant, il existe un
morphisme p : Eig → Z au-dessus de Si et qui ve´rifie les proprie´te´s suivantes.
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Le morphisme p est un isomorphisme sauf au dessus d’un nombre fini de
points de Z, chacun e´tant au dessus d’un point Pj de Si. Le morphisme
e : Z → Si est un fibre´ en P1(C). La figure 4.1 de´crit p au dessus d’un point
Pj de Si.
Il existe un unique diviseur D (combinaison line´aire des diviseurs excep-
tionnels, les coefficients e´tant leur discre´pance) tel que p∗(ωZ) soit naturel-
lement isomorphe a` ωig ⊗O(D). Remarquons que p∗(c1(O(D))) = 0. Ainsi,
puisque p est un morphisme propre de degre´ 1, p∗(c1(ωig)) = c1(ωZ) (voir
E.1.5). En appliquant e∗, on en de´duit l’e´galite´ (τ ig)∗(c1(ωig)) = e∗(c1(ωZ)).
Par lissite´ de e, le fibre´ canonique de Z est ωZ = ωe ⊗ e∗(ωSi). En utilisant
la formule de projection, on obtient e∗(c1(ωZ)) = e∗(c1(ωe)). On conclut par
application du lemme 4.2.5.
Lemme 4.2.16. Fixons i. Les e´le´ments [Si]E
i
g sont combinaisons line´aires
des e´le´ments Ei∨g et la matrice de passage est la matrice tridiagonale avec
des −2 sur la diagonale et des 1 a` coˆte´.
De´monstration. Il s’agit de de´terminer les coordonne´es de [Si]E
i
g dans la
base duale des diviseurs exceptionnels. Soit E un diviseur exceptionnel. La
coordonne´e correspondant a` E∨ est par de´finition [Si]Eig ∪E. Commenc¸ons
par traiter le cas ou` E est e´gal a` Eig. Par application de la formule de
projection, on obtient l’e´galite´ [Si]E
i
g ∪ Eig = (jig)∗([Si]j∗(Eig)). Or, d’apre`s
E.1.2 et E.1.9, on a j∗(Eig) = N ig. Nous avons donc a` calculer le nombre
[Si]N
i
g. Ce nombre est le meˆme que (τ
i
g)∗([Si]N ig). D’apre`s la formule de
projection et le lemme 4.2.15, ce nombre est −2.
Il reste a` traiter le cas ou` E est distinct de Eig. Notons k l’intersection
de E et Eig dans Y . D’apre`s E.1.11, on a l’e´galite´ [Si]E
i
g∪E = k∗([Si]|E∩Eig).
Nous avons donc a` calculer le nombre correspondant a` la classe de cohomo-
logie [Si]|E∩Eig . Celui-ci ne peut eˆtre non nul que si l’image de l’intersection
de E et Eig est la courbe Si. Dans ce cas, E est un diviseur du type E
i
h
intersectant Eig et l’intersection de E
i
g et E
i
h est isomorphe a` Si. Dans ce
cas, ce nombre est donc 1.
4.3 Nombre d’intersections de trois diviseurs
Nous verrons que, tout comme dans le cas local, l’anneau de cohomologie
est essentiellement de´termine´ par la manie`re dont s’intersectent les diviseurs
exceptionnels. La combinatoire des diviseurs peut varier fortement d’une
re´solution a` l’autre. Nous calculons dans cette section le nombre d’intersec-
tions de trois diviseurs exceptionnels. Puisque Y est compact, on de´finit ici
ce nombre d’intersections comme le cup produit des trois diviseurs (vus dans
H2(Y )) qui est un e´le´ment de H6(Y ) = Q.
E´tant donne´ trois diviseurs exceptionnels, l’intersection de leur image
par τ est soit vide, soit quelques points, soit une courbe. Nous allons cal-
56
culer le nombre d’intersections suivant ces trois cas. Dans le cas ou` l’inter-
section des images est vide, le nombre d’intersections est nul. Dans le cas
ou` l’intersection des images est quelques points, on peut calculer le nombre
d’intersections en se ramenant au cas local comme le montre la proposition
suivante.
Proposition 4.3.1. Soit E1, E2, E3 trois diviseurs exceptionnels dont l’in-
tersection des images est de dimension 0. Avec les notations pre´ce´dentes, le
nombre d’intersections est :
E1 · E2 · E3 =
∑
j|Pj∈τ(E1)∩τ(E2)∩τ(E3)
(E1 · E2 · E3)j
(Dans la formule ci-dessus, (E1 ·E2 ·E3)j est le nombre d’intersections local
calcule´ dans les propositions 3.4.4 et 3.4.6 en conside´rant E1,E2,E3 comme
des diviseurs de la re´solution Yj .)
De´monstration. Quitte a` permuter les diviseurs, on peut supposer que l’image
du diviseur E3 est un point ou bien que l’image des diviseurs E2 et E3
sont deux courbes distinctes. Dans le premier cas, puisque E1 · E2 · E3 =
E1 ∪ E2(E3) et puisque E3 est une surface au dessus d’un point, disons Pj ,
on conclut par de´finition (cf 3.4.1) que E1 ·E2 ·E3 = (E1 ·E2 ·E3)j . Dans le
second cas, puisque E1 · E2 · E3 = E1(E2 ∩ E3) et que E2 ∩ E3 est re´union
disjointe de courbes, chacune au dessus d’un point, on conclut par de´finition
(cf 3.4.1) la formule de l’e´nonce´.
Il reste a` de´terminer le cas ou` l’intersection des images des diviseurs
exceptionnels est une courbe Si. Il s’agit donc de trois diviseurs de type
Eig. Dans le cas ou` l’intersection de deux d’entre-eux est vide, le nombre
d’intersections est nul. Il nous reste donc a` calculer (Eig)
3 et (Eig)
2 · Eih
(ou` Eig et E
i
h sont distincts mais s’intersectent). Ceci est plus de´licat car
ces nombres font a` la fois intervenir des donne´es ge´ome´triques globales au-
dessus de la courbe Si (comme dans le cas des singularite´s A-transversales
de [Per]) ainsi que des donne´es locales au-dessus des points Pj . Commenc¸ons
par calculer (Eig)
3.
Lemme 4.3.2. Soit f : F → C un fibre´ en P1(C) sur une courbe lisse. On
se donne L un fibre´ en droite sur la courbe et λ un nombre rationnel.
(λc1(ωf ) + c1(f
∗(L))2 = −4λc1(L)
De´monstration. En effectuant l’exercice 7.10 du chapitre II de [Har77], on
montre que F = Proj(Sym(G)) ou` G est un fibre´ de rang deux sur C. F est
le projectivise´ du fibre´ G∨, note´ P(G∨). D’apre`s l’exercice 8.4 du chapitre
III de [Har77], le fibre´ canonique relatif est ωf = ∧2G(−2). Notons x =
c1(O(1)) la premie`re classe de Chern du fibre´ tautologique. On dispose de la
57
relation c1(ωf ) = −2x+c1(G). Les classes de Chern de G ve´rifient la relation
x2−c1(G)x+c2(G) = 0 (cette relation sert parfois meˆme a` les de´finir). C est
une courbe donc a cohomologie nulle en degre´ 4. On obtient donc a` partir des
deux dernie`res relations la formule (λc1(ωf )+ c
1(f∗(L))2 = −4λxf∗(c1(L)).
On conclut en appliquant le foncteur f∗ ainsi que E.1.7.
Lemme 4.3.3. On note NCi le fibre´ normal de la courbe Ci dans X. On
de´finitMSi , un fibre´ en droite sur Si, par la formule d’adjonction ci-dessous.
La premie`re classe de Chern de MSi donne´e par la seconde formule.
MSi = ωSi ⊗ (ωQ)−1|Si
c1(MSi) = (cini/n)c1(NCi) + ci
∑
j|Pj∈Si
(1− ni/nj)
De´monstration. On conside`re q : Ci → Si la restriction de τ au-dessus de
Si. q exhibe Si comme le quotient de Ci sous l’action de G/Gi. Les points de
ramifications de q sont les points des orbites Oj pour j tel que Pj ∈ Si. Le
stabilisateur en un point de Oj est Gj/Gi. q
∗(ωSi) est donc naturellement
isomorphe a` ωCi ⊗O(G) ou` G est le diviseur suivant :
G =
∑
j|Pj∈Si
∑
O∈Oj
([Gj : Gi]− 1)O
Conside´rons le fibre´ en droite MCi = ∧2NCi . Par adjonction et car la
re´solution est cre´pante, q∗(MSi) est naturellement isomorphe a`MCi⊗O(G).
Puisque q est de degre´ [G : Gi], on obtient en passant aux premie`res classes
de Chern c1(MSi) = ci/[G : Gi](c1(MCi) + deg(G)). D’une part, la premie`re
classe de Chern est c1(MCi) = c1(NCi). D’autre part, le degre´ est deg(G) =
[G : Gi]
∑
j|Pj∈Si(1− 1/[Gj : Gi]). On en de´duit la formule du lemme.
De´finition 4.3.4. On conside`re un diviseur exceptionnel Eig. Fixons j tel
que Pj ∈ Si, de sorte que g est un e´le´ment de Gj . Le point g est un point du
bord de ∆j . On note n
ij
g le nombre d’areˆtes de la triangulation de ∆j ayant
g pour sommet.
Proposition 4.3.5. Avec les notations pre´ce´dentes, le nombre d’intersec-
tions du diviseur Eig est :
(Eig)
3 = −4c1(MSi) +
∑
(3− nijg )
De´monstration. On utilise l’e´galite´ (Eig)
3 = c1(N
i
g)
2. La difficulte´ technique
est que Eig n’est pas un fibre´ en P
1(C) au-dessus de Si mais seulement au-
dessus de S∗i . Cependant, il existe un morphisme p : E
i
g → Z au-dessus de Si
et qui ve´rifie les proprie´te´s suivantes. Le morphisme p est un isomorphisme
sauf au dessus d’un nombre fini de points de Z, chacun e´tant au dessus d’un
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point Pj de Si. Le morphisme e : Z → Si est un fibre´ en P1(C). La figure
4.2 de´crit p au dessus d’un point Pj de Si.
Notons wig le fibre´ canonique le E
i
g. Il existe un unique diviseur D
(combinaison line´aire des diviseurs exceptionnels, les coefficients e´tant leur
discre´pance) tel que p∗(ωZ) soit naturellement isomorphe a` ωig ⊗O(D). Par
lissite´ du fibre´ e, le fibre´ canonique de Z est ωZ = ωe ⊗ e∗(ωSi). Par ad-
jonction et car la re´solution est cre´pante, le fibre´ normal de Eig est donc
N ig = p
∗(ωe ⊗ e∗(MSi)) ⊗ O(−D). Remarquons que pour tout e´le´ment de
x de H2(Z), on dispose de l’e´galite´ (p∗(x) + c1(O(−D))2 = x2 + D2. En
effet, p∗(x) ∪ c1(O(−D)) = p∗(x)(−D) = x(p∗(−D)) = x(0) = 0 car D est
contracte´ par p. De plus, p∗(x)2 = x2 car p est propre de degre´ 1. En com-
binant ce qui pre´ce`de, on obtient c1(N
i
g)
2 = (c1(ωe) + c1(e
∗(MSi)))
2 +D2.
En appliquant le lemme 4.3.2, on conclut que c1(N
i
g)
2 = −4c1(MSi) +D2.
Remarquons e´galement que D se de´compose en des diviseurs Dj au-
dessus de Pj et qu’on a D
2 =
∑
j D
2
j . Remarquons que le calcul de D
2
j ne
de´pend que de la restriction de p au dessus d’un voisinage de Pj et donne´e
par la figure 4.2. Pour le calcul, nous allons recompactifier cette restriction
en un morphisme pj : Ej → Zj (cf figure 4.3). Le fibre´ normal de Ej est
ωEj = p
∗
j (ωZj ) ⊗ O(−Dj), donc le carre´ de la premie`re classe de Chern est
c1(ωEj )
2 = c1(ωZj )
2+Dj
2. Puisque Ej et Zj sont des surfaces toriques lisses,
on de´duit du lemme 3.4.3 que Dj
2 = 3− nijg .
Il reste a` calculer (Eig)
2 · Eih (ou` Eig et Eih sont distincts mais s’inter-
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sectent). C’est le calcul le plus de´licat. Les quatre lemmes suivants montrent
essentiellement le calcul dans le cas A-transversal.
Lemme 4.3.6. Soit f : F → C un fibre´ en P1(C) sur une courbe lisse. On
suppose donne´e une section s : C → F du fibre´. s de´finit un plongement
de C dans F et on note Ns son fibre´ normal. On note e´galement s la classe
fondamentale de C dans F en homologie. Alors c1(ωf )(s) = −c1(Ns).
De´monstration. Par adjonction, le fibre´ normal de s estNs = ωC⊗s∗(ωF )−1.
Or par lissite´ du fibre´ f , le fibre´ canonique de F est ωF = ωf⊗f∗(ωC). Donc
le fibre´ normal de s est Ns = s
∗(ωf )−1.
Lemme 4.3.7. Fixons un i tel que ni ≥ 3. Le fibre´ normal NCi est somme
directe de deux fibre´s en droite NxCi et N
y
Ci
.
De´monstration. Gi agit sur le fibre´NCi . Sur chaque fibre, l’action est donne´e
par l’inclusion Gi ⊂ (C∗)2 ∩ SL2(C) de 4.1.1. On conside`re x et y les coor-
donne´es canoniques de C2. Les coordonne´es x et y peuvent eˆtre vues comme
deux caracte`res de Gi, inverses l’un de l’autre. Le point est que les ca-
racte`res x et y sont distincts car x(1) = e2ipi/ni et y(1) = e−2ipi/ni . Donc la
de´composition isotypique de chaque fibre donne deux droites correspondant
aux repre´sentations x et y. En fait, ces de´compositions fibre a` fibre induisent
meˆme une de´composition du fibre´ normal NCi (cf A.1.2).
Lemme 4.3.8. Fixons un i tel que ni ≥ 3. En twistant la re´solution cre´pante
Yi → C2/Gi, qui est (C∗)2-e´quivariante, avec les fibre´s en droite NxCi et N
y
Ci
,
on obtient la re´solution cre´pante Yi → NCi/Gi. Les diviseurs exceptionnels
F ig forment une chaˆıne de fibre´s en P
1(C) sur Ci. Conside´rons deux diviseurs
F ig et F
i
h distincts mais s’intersectant. Alors leur intersection vue dans F
i
g
(fibre´ sur Ci) est une section t de ce fibre´. Le fibre´ normal de cette section
est :
Nt = (N
x
Ci)
²(g−ni) ⊗ (NyCi)²g
(Dans la formule ci-dessus ² = g − h ∈ {±1})
De´monstration. Le preuve du lemme se rame`ne entie`rement aux proprie´te´s
de la re´solution cre´pante Yi. Cette re´solution est torique et a une description
combinatoire donne´e a` la fin de la section C.2. Les diviseurs exceptionnels
sont une chaˆıne de P1(C). Les diviseurs exceptionnels sont naturellement
indexe´s par les e´le´ments g de Gi non nuls et on note ces diviseurs G
i
g. Soient
deux diviseurs Gig et G
i
h distincts mais s’intersectant. L’intersection de G
i
g et
Gih vue dans G
i
g est un point vu dans P
1(C). Il existe une coordonne´e torique
z de Gig ≃ C∞ telle que le point Gig ∩Gih soit le point de coordonne´e z = 0.
Cette coordonne´e torique z est z = x²(g−ni)y²g avec ² = g − h ∈ {±1}.
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Lemme 4.3.9. On reprend la situation du lemme pre´ce´dent. Les diviseurs
exceptionnels F ig et F
i
h s’intersectent. Leur intersection, vue dans F
i
g (fibre´
sur Ci), est une section t de ce fibre´. Les diviseurs exceptionnels E
i
g et E
i
h
s’intersectent. Leur intersection au-dessus de S∗i vue dans (E
i
g)S∗i (fibre´ sur
S∗i ), est une section s de ce fibre´. En conside´rant le changement de base
C∗i → S∗i , le tire´-en-arrie`re de ((Eig)S∗i , s) est naturellement la restriction de
(F ig, t) au-dessus de C
∗
i .
De´monstration. Notons Z le tire´-en-arrie`re de Y par le changement de base
X/Gi → Q. Ainsi le tire´-en-arrie`re du lieu exceptionnel de Y au-dessus de
S∗i est le lieu exceptionnel de Z au-dessus de C
∗
i par le changement de base
C∗i → S∗i . Remarquons que Z est la re´solution cre´pante au dessus d’un
voisinage de C∗i dans X/Gi. Gi agit dans X comme dans NCi au voisinage
de C∗i . Donc le lieu exceptionnel de Z est naturellement isomorphe au lieu
exceptionnel de Yi au-dessus de C∗i .
De´finition 4.3.10. Soient Eig et E
i
h deux diviseurs exceptionnels distincts
mais s’intersectant. Fixons un point j tel que Pj ∈ Si de sorte que g et h
sont des e´le´ments de Gj . L’areˆte [gh] est une areˆte de la triangulation de
∆j situe´e sur un cote´ de ∆j dont on note f le sommet oppose´. Il existe
un triangle [ghi] d’areˆte [gh]. On peut de´finir l’entier nijgh par la relation
vectorielle suivante (voir la figure 4.4) :
nj/ni · −→gi +−→fg = nijgh
−→
gh
Proposition 4.3.11. Soient deux diviseurs Eig et E
i
h distincts mais s’inter-
sectant. En reprenant les notations pre´ce´dentes, le nombre d’intersections
(Eig)
2 · Eih est donne´ par la formule suivante :
(Eig)
2 · Eih = c1(MSi)− (cini/n)c1(Nt) + cini
∑
nijgh/nj
(Dans la formule ci-dessus c1(Nt) est calcule´ dans 4.3.8)
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De´monstration. Posons S = Eig ∩Eih de sorte que le nombre d’intersections
est donne´ par la formule (Eig)
2 ·Eih = c1(N ig)(S). La difficulte´ technique est
que Eig n’est pas un fibre´ en P
1(C) au-dessus de Si mais seulement au-dessus
de S∗i . Cependant, il existe un morphisme p : E
i
g → Z au-dessus de Si et qui
ve´rifie les proprie´te´s suivantes. Le morphisme p est un isomorphisme sauf au
dessus d’un nombre fini de points de Z, chacun e´tant au dessus d’un point
Pj de Si. Le morphisme e : Z → Si est un fibre´ en P1(C). L’intersection
S des deux diviseurs est au-dessus de l’ouvert d’isomorphisme de p et cette
intersection, vue dans Z, est une section du fibre´ e. La figure 4.5 de´crit p au
dessus d’un point Pj de Si.
Notons ωig le fibre´ canonique de E
i
g. Il existe un unique diviseur D
(combinaison line´aire des diviseurs exceptionnels, les coefficients e´tant leur
discre´pance) tel que p∗(ωZ) soit naturellement isomorphe a` ωig ⊗ O(D).
Par lissite´ du fibre´ e, le fibre´ canonique de Z est ωZ = ωe ⊗ e∗(ωSi).
Par adjonction et car la re´solution est cre´pante, le fibre´ normal de Eig est
donc N ig = p
∗(ωe ⊗ e∗(MSi)) ⊗ O(−D). Puisque le support de D ne ren-
contre pas S, on constate que c1(O(−D))(S) = 0. On obtient donc l’e´galite´
c1(N
i
g)(S) = (c1(ωe) + e
∗(c1(MSi)))(S) en conside´rant S comme partie de
Z. L’intersection S des deux diviseurs, vue dans Z (fibre´ sur Si), est une
section s de ce fibre´. En appliquant le lemme 4.3.6, on obtient l’e´galite´
c1(N
i
g)(S) = −c1(Ns) + c1(MSi). Il nous reste donc a` calculer c1(Ns).
On conside`re le changement de base Ci → Si, et on tire en arrie`re le
couple (Z, s) en un couple (W,u). La figure 4.6 de´crit ce changement de
base au dessus d’un voisinage de Pj ∈ Si. Le fibre´ normal Nu est le tire´-
en-arrie`re du fibre´ normal Ns. Puisque le morphisme Ci → Si est de degre´
[G : Gi], on dispose de l’e´galite´ c1(Ns) = ci/[G : Gi]c1(Nu). Il nous reste
donc a` calculer c1(Nu).
On reprend la situation du lemme 4.3.8. Les diviseurs exceptionnels F ig et
F ih s’intersectent. Leur intersection, vue dans F
i
g (fibre´ sur Ci), est une sec-
tion t de ce fibre´. D’apre`s le lemme 4.3.9, les restrictions de (F ig, t) et (W,u)
sont naturellement isomorphes au-dessus de S∗i . Il existe donc un diviseur
R (combinaison line´aire de points des orbites Oj) tel que Nu soit naturel-
lement isomorphe a` Nt ⊗ O(R). Ainsi, en passant aux premie`res classes de
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Chern, nous avons l’e´galite´ c1(Nu) = c1(Nt) + deg(R). Nous pouvons expri-
mer c1(Nt) en fonction de c1(N
x
i ) et c1(N
y
i ) en utilisant le lemme 4.3.8. Il
ne reste plus qu’a` calculer deg(R).
La multiplicite´ du diviseur R en un point O de Oj ne de´pend que des
restrictions de (F ig, t) et (W,u) au dessus d’un voisinage de ce point. Ces
restrictions peuvent se recompactifier en des couples ((F ig)j , tj) et (Wj , uj)
comme sur la figure 4.7. La multiplicite´ du diviseur R en O est calcule´e par
diffe´rence c1(Nuj )−c1(Ntj ) = u2j − t2j . Remarquons d’une part queWj est la
surface de Hirzebruch correspondant a` l’entier nijgh et d’autre part que (F
i
g)j
est la surface P1(C)2. En utilisant la section 2.5 de [Ful93], on peut calculer
les carre´s u2j = −nijgh et t2j = 0. Ainsi, la multiplicite´ du diviseur R au point
O est simplement le nombre −nijgh. On en de´duit la formule suivante pour le
degre´ de R :
deg(R) = −
∑
j|Pj∈Si
[G : Gj ]n
ji
gh
Le degre´ de R permet d’achever le calcul du nombre d’intersections.
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4.4 Calcul de l’anneau H∗(Y )
Dans cette section, nous donnons une me´thode de calcul de l’anneau
de cohomologie H∗(Y ) d’une re´solution cre´pante. L’anneau de cohomologie
H∗(Y ) est une alge`bre sur l’anneau de cohomologie classique du quotient
H∗(Q). De plus, le produit d’un e´le´ment de H∗(Q) avec un e´le´ment de
H∗(E)/H∗(S) se calcule simplement par restriction. De manie`re explicite,
on a la proposition suivante :
Proposition 4.4.1. En reprenant les notations pre´ce´dentes, le cup produit
d’un e´le´ment q de H∗(Q) et d’un e´le´ment de H∗(E)/H∗(S) est donne´ par
l’une des trois formules suivantes :
q ∪ (αEig) = (q|Si ∪ α)Eig
q ∪ Ejg = q|PjEjg
q ∪Ej∨g = q|PjEj∨g
Remarquons que dans la premie`re formule, le re´sultat est non nul lorsque
deg(q) + deg(α) ≤ 2. Dans les deux autres formules, le re´sultat est non nul
lorsque q est de degre´ nul.
De´monstration. Commenc¸ons par prouver la premie`re formule. En repre-
nant la de´finition de 4.2.3, le cup produit q∪(αEjg) est τ∗(q)∪(jig)∗((τ ig)∗α)).
Par application de la formule de projection, on dispose de l’e´galite´ q ∪
(αEjg) = (jig)∗((τ ig)∗(q|Si ∪ α)). On obtient donc par de´finition la premie`re
formule. Pour prouver la seconde formule, on conside`re i l’inclusion du divi-
seur Ejg dans X et t la projection du diviseur E
j
g sur Pj . D’apre`s E.1.2, le cup
produit q∪Ejg est τ∗(q)∪ i∗(1). Par application de la formule de projection,
on dispose de l’e´galite´ q ∪Ejg = i∗(t∗(q|Pj )). On prouve la troisie`me formule
en utilisant le lemme 4.2.13 et en observant que H∗(S)/H∗(E) est nul en
degre´ supe´rieur a` 5.
Pour le calcul de l’anneau de cohomologie, nous avons a` de´terminer le cup
produit de deux e´le´ments de H∗(E)/H∗(S). Vu la graduation, nous avons a`
calculer les produits d’e´le´ments de degre´s (2, 2), (2, 3), (2, 4) et (3, 3). Le cup
produit d’e´le´ments de degre´s (2, 4) est de´termine´ par le produit d’e´le´ments
des bases duales, qui est e´vident. Le cup produit d’e´le´ments de degre´s (2, 2)
est le calcul du cup produit de deux diviseurs exceptionnels, qui est effectue´
dans la proposition suivante :
Proposition 4.4.2. En reprenant les notations pre´ce´dentes,
(Eig)
2 = −2(ii)∗(1) +
∑
E
((Eig)
2 · E)E∗
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Eig ∪ Eih = (ii)∗(1) +
∑
E
((Eig · Eih · E)E∗ pour h = g ± 1
Les autres cup produits de diviseurs exceptionnels sont donne´s comme suit :
E1 ∪E2 =
∑
E
(E1 · E2 · E)E∗
De´monstration. Le produit de deux diviseurs est un e´le´ment de H4(Y )
somme d’un e´le´ment de H4(Q) et d’un e´le´ment de H4(E)/H4(S). L’e´le´ment
de H4(E)/H4(S) est combinaison line´aire des Ei∨g et E
j∨
g . Les coefficients
de cette combinaison se calculent a` l’aide des nombres d’intersections par
de´finition (voir 4.2.4) et car le produit d’un e´le´ment de H4(Q) et d’un
e´le´ment deH2(E)/H2(S) est nul. Ainsi, il nous reste a` prouver que l’e´le´ment
de H4(Q) est e´gal a` −2(ii)∗(1) pour (Eig)2, e´gal a` (ii)∗(1) pour Eig ∪Eih avec
h = g ± 1, et nul sinon.
Commenc¸ons par traiter le cas ou` les diviseurs sont distincts. Notons k
et l leurs inclusions dans Y de sorte que l’e´le´ment de H4(Y ) est τ∗(k∗(1) ∪
l∗(1)). En notant s l’inclusion de leur intersection dans Y , on dispose de
l’e´galite´ k∗(1) ∪ l∗(1) = s∗(1) d’apre`s E.1.11. En notant t la projection de
leur intersection sur son image dans Q et en notant u l’inclusion de cette
image dans Q, on obtient donc τ∗(k∗(1) ∪ l∗(1)) = u∗(t∗(1)). L’intersection
des deux diviseurs est soit vide, soit une courbe. Pour que t∗(1) soit non
nul, il faut que cette intersection soit une courbe, ainsi que son image. Dans
ce cas, les deux diviseurs sont Eig et E
i
h avec h = g ± 1. Alors t est un
isomorphisme et u = ii. L’e´le´ment de H
4(Q) vaut alors (ii)∗(1).
Traitons le cas du carre´ d’un diviseur. Notons k son inclusion dans Y de
sorte que l’e´le´ment de H4(Q) est τ∗(k∗(1)2). En notant N le fibre´ normal du
diviseur, on dispose de l’e´galite´ k∗(1)2 = k∗(c1(N)) en utilisant la formule
de projection et d’apre`s E.1.9. En notant t la projection du diviseur sur son
image et en notant u l’inclusion de cette image dans Q, on obtient donc
τ∗(k∗(1)2) = u∗(t∗(c1(N))). Or pour des raisons de degre´, t∗(c1(N)) est non
nul lorsque l’image du diviseur est une courbe et vaut dans ce cas −2 d’apre`s
4.2.15. Ainsi, l’e´le´ment de H4(Q) est non nul lorsque le diviseur est du type
Eig et vaut alors −2(ii)∗(1).
Pour achever le calcul de l’anneau de cohomologie, il nous reste a` calculer
le cup produit de deux e´le´ments de H∗(E)/H∗(S) de degre´s (2, 3) ou (3, 3).
Ceci est l’objet de la proposition suivante :
Proposition 4.4.3. En reprenant les notations pre´ce´dentes, pour tout couple
(α, β) d’e´le´ments de H∗(Si) de degre´s (0, 1) ou (1, 1), on a la formule :
(αEig) ∪ (βEig) = −2(ii)∗(α ∪ β)
(αEig) ∪ (βEih) = (ii)∗(α ∪ β) pour h = g ± 1
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De plus, les autres cup produits d’e´le´ments de H∗(E)/H∗(S) de degre´s (2, 2)
ou (2, 3) sont tous nuls.
De´monstration. Remarquons que pour des raisons de degre´, le produit de
deux e´le´ments de H∗(E)/H∗(S) de degre´ (2, 3) ou (3, 3) est un e´le´ment
H∗(Q). Les deux e´le´ments de H∗(E)/H∗(S) correspondent en particulier a`
deux diviseurs exceptionnels du point de vue de la description de H∗(Y ) en
tant qu’espace vectoriel gradue´ donne´e par 4.2.4.
Commenc¸ons par traiter le cas ou` les diviseurs exceptionnels sont dis-
tincts. Notons k et l leurs inclusions dans Y de sorte que le cup produit est
τ∗(k∗(x) ∪ l∗(y)), ou` x et y sont des classes de cohomologie provenant de
l’image des diviseurs. En notant s l’inclusion de leur intersection dans Y ,
d’apre`s E.1.11, on dispose de l’e´galite´ k∗(x)∪ l∗(k) = s∗(z) ou` z de´signe une
classe de cohomologie provenant de l’image de l’intersection. En notant t la
projection de l’intersection sur son image dans Q et en notant u l’inclusion
de cette image dans Q, on obtient donc τ∗(k∗(x) ∪ l∗(y)) = u∗(t∗(z)). Or
d’apre`s la formule de projection, t∗(z) = zt∗(1) (car la classe de cohomo-
logie z provient de l’image). L’intersection des deux diviseurs est soit vide,
soit une courbe. Pour que t∗(1) soit non nul, il faut que cette intersection
soit une courbe, ainsi que son image. Dans ce cas, les deux diviseurs sont
Eig et E
i
h avec h = g ± 1. Alors t est un isomorphisme, u = ii et z = x ∪ y.
Le cup produit vaut alors (ii)∗(x ∪ y).
Traitons le cas ou` il s’agit du meˆme diviseur exceptionnel. Notons k son
inclusion dans Y de sorte que le cup produit est τ∗(k∗(x) ∪ k∗(y)) ou` x
et y sont des classes de cohomologie provenant de l’image du diviseur. En
notant N le fibre´ normal du diviseur, on dispose de l’e´galite´ k∗(x)∪ k∗(y) =
k∗(x ∪ y ∪ c1(N)) en utilisant la formule de projection et d’apre`s E.1.9. En
notant t la projection du diviseur sur son image et u l’inclusion de cette
image dans Q, on obtient donc τ∗(k∗(x) ∪ k∗(y)) = u∗(t∗(x ∪ y ∪ c1(N))).
Or d’apre`s la formule de projection t∗(x ∪ y ∪ c1(N)) = x ∪ y ∪ t∗(c1(N))
(car les classes de cohomologie x et y proviennent de l’image) et, pour des
raisons de degre´, t∗(c1(N)) est non nul lorsque l’image du diviseur est une
courbe et vaut dans ce cas −2 d’apre`s 4.2.15. Ainsi, le cup produit est non
nul lorsque le diviseur est du type Eig et vaut alors −2(ii)∗(x ∪ y).
4.5 Calcul de l’anneau H∗o(Q)
Dans cette section, nous donnons une me´thode de calcul de l’anneau de
cohomologie orbifold H∗o (Q) du quotient global Q. On utilise la description
de l’anneau de cohomologie orbifold du quotient d’une varie´te´ lisse par un
groupe abe´lien effectue´e dans la section E.3 en appendice. Nous commenc¸ons
par donner une description de l’espace vectoriel gradue´ H∗o (Q). En ge´ne´ral,
cet espace vectoriel est naturellement somme directe deH∗(Q) et d’un espace
vectoriel provenant des secteurs tordus. Nous appellerons e´le´ments tordus
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les e´le´ments de ce dernier espace vectoriel . Soit g un e´le´ment non nul de
Gi. Alors Si est une composante connexe de X
g/G et a(g, Si) = 1 donc
on dispose de F ig, un e´le´ment tordu de degre´ 2. Soit g un e´le´ment de Gj
tel que a(g−1, Pj) = 2. Alors Pj est une composante connexe de Xg/G
et a(g, Pj) = 1, donc on dispose de F
j
g , un e´le´ment tordu de degre´ 2. On
appellera diviseurs orbifold les e´le´ments F ig et F
j
g de´finis ci-dessus. Les deux
propositions suivantes de´crivent H∗o (Q) en tant qu’espace vectoriel gradue´.
Proposition 4.5.1. Les diviseurs orbifold F ig, F
j
g forment une base des
e´le´ments tordus de degre´ 2. Le cup produit orbifold induit une dualite´ entre
les e´le´ments tordus de degre´ 2 et 4. On notera F i∨g , F
j∨
g les e´le´ments de la
base des e´le´ments tordus de degre´ 4 obtenue par dualite´.
Proposition 4.5.2. En reprenant les notations pre´ce´dentes, H∗o (Q) est
donne´ en tant qu’espace vectoriel gradue´ par :
H∗o (Q) = H
∗(Q)⊕ (⊕H∗(Si)F ig)⊕ (⊕QF jg )⊕ (⊕QF j∨g )
De plus, on dispose des relations [Si]F
i
g = 1/niF
i∨
g−1 .
De´monstration de 4.5.1 et 4.5.2. Commenc¸ons par appliquer la proposition
E.3.1 en appendice afin de de´terminer H∗o (Q) en tant qu’espace vectoriel
gradue´. Soit g un e´le´ment non nul de G. Si est une composante connexe de
Xg/G lorsque g est un e´le´ment de Gi. Dans ce cas a(g, Si) = 1 et on a de´fini
un e´le´ment formel F ig de degre´ 2. Pj est une composante connexe de X
g/G
lorsque g est un e´le´ment de Gj tel que a(g
−1, Pj) = 2 ou a(g, Pj) = 2. Dans
le premier cas, a(g, Pj) = 1 et on a de´fini un e´le´ment formel F
j
g de degre´ 2.
Dans le second cas, a(g, Pj) = 2 et on de´finit un e´le´ment formel G
j
g de degre´
4. D’apre`s la proposition E.3.1 en appendice, on dispose de la description
suivante de H∗o (Q) en tant qu’espace vectoriel gradue´ :
H∗o (Q) = H
∗(Q)⊕ (⊕H∗(Si)F ig)⊕ (⊕QF jg )⊕ (⊕QGjg)
En particulier les diviseurs orbifold forment une base des e´le´ments tordus
de degre´ 2. Puisque X est compact, le cup produit orbifold induit une dua-
lite´ orbifold (, )o entre H
2
o (Q) et H
4
o (Q). Or l’espace vectoriel H
2
o (Q) (resp.
H4o (Q)) est somme directe de H
2(Q) (resp. H4(Q)) avec les e´le´ments tordus
de degre´ 2 (resp. 4). De plus, pour des raisons de secteur, l’espace vectoriel
H2(Q) (resp. H4(Q)) est orthogonal (relativement a` la dualite´ orbifold) aux
e´le´ments tordus de degre´ 4 (resp. 2). Ainsi la dualite´ orbifold induit d’une
part une dualite´ entre les e´le´ments tordus de degre´s 2 et 4 et d’autre part
une dualite´ entre H2(Q) et H4(Q).
En appliquant la formule particulie`re de la proposition E.4.1, on obtient
que les seules paires orbifold non nulles entre des e´le´ments tordus de degre´
2 ou 4 sont ([Si]F
i
g, F
i
g−1)o = 1/ni et (G
j
g, F
j
g−1
)o = 1/nj . On en de´duit les
relations [Si]F
i
g = 1/niF
i∨
g−1 et G
j
g = 1/njF
j∨
g−1
. Les propositions 4.5.1 et
4.5.2 correspondent exactement a` ce que nous venons de prouver.
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Nous allons voir que le cup produit orbifold de´pend essentiellement de
la manie`re dont s’intersectent les diviseurs orbifold. On commence donc par
calculer leurs nombres d’intersections. Le nombre d’intersections F1 ·F2 ·F3
est le cup produit orbifold des trois diviseurs orbifold, qui est un e´le´ment
de H6o (Q) = Q. De manie`re a` formuler simplement le calcul du nombre
d’intersections, nous introduisons ici dans notations inverses des pre´ce´dentes.
Pour un diviseur orbifold F , on de´finit l’image de F que l’on note τ(F )
comme e´tant la courbe Si si F = F
i
g et le point Pj si F = F
j
g . A` chaque
diviseur orbifold F , on associe g(F ) l’e´le´ment du groupe G de´fini par g(F ) =
g lorsque F = F ig ou F = F
j
g . Le nombre d’intersections de trois diviseurs
F1, F2 et F3 n’est pas est nul lorsque g(F1) · g(F1) · g(F3) = 1. L’intersection
des images des diviseurs orbifold est soit vide, soit quelques points, soit une
courbe. Nous allons de´terminer le nombre d’intersections de trois diviseurs
orbifold selon l’intersection de leurs images. Si l’intersection des images est
vide, le nombre d’intersections est nul. La proposition suivante calcule le
nombre d’intersections dans le cas ou` l’intersection des images est quelques
points :
Proposition 4.5.3. En reprenant les notations pre´ce´dentes, on conside`re
F1, F2, F3 trois diviseurs orbifold tels que g(F1) · g(F1) · g(F3) = 1 et dont
l’intersection des images est quelques points. Alors le nombre d’intersections
de ces diviseurs est donne´e par la formule suivante :
F1 · F2 · F3 =
∑
j|Pj∈τ(F1)∩τ(F2)∩τ(F3)
1/nj
De´monstration. Il suffit d’appliquer E.4.2 en remarquant que les fibre´s obs-
truction sont de rang 0, pour des raisons de degre´.
Il reste a` calculer le nombre d’intersections de diviseurs orbifold dont
l’intersection des images est une courbe, disons Si. Dans ce cas, les trois
diviseurs sont F ig, F
i
h et F
i
k. Ceci est l’objet de la proposition suivante :
Proposition 4.5.4. En reprenant les notations pre´ce´dentes, on conside`re
trois diviseurs orbifold F ig, F
i
h et F
i
k avec ghk = 1. Alors le nombre d’inter-
sections de ces diviseurs est donne´ par la formule suivante :
F ig · F ih · F ik =
{
(ci/n)c1(N
y
Ci
) si g + h+ k = ni
(ci/n)c1(N
x
Ci
) si g + h+ k = 2ni
(Dans la formule ci-dessus, Ci est l’image re´ciproque de Si par le quotient,
ci est le nombre de composantes connexes de Ci et les fibre´s N
x
Ci
,NyCi sont
de´finis dans 4.3.7)
De´monstration. D’apre`s E.4.2, nous avons a` de´terminer le fibre´ d’obstruc-
tion au-dessus de Ci. Ce fibre´ d’obstruction, que nous notons F , a de´ja` e´te´
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calcule´ par Perroni ([Per] 3.15). Nous reprenons ici son calcul en l’adaptant
a` notre cadre. Notons H le sous-groupe de Gi engendre´ par g et h. On peut
alors de´finir un reveˆtement Σ de P1(C) de groupe de galois H et ramifie´ en
0,1,∞ en suivant la construction 1.9 de [FG03]. Le fibre´ d’obstruction est
alors F = (H1(Σ,OΣ) ⊗ NCi)H d’apre`s la proposition 1.11 de [FG03]. De
manie`re tre`s formelle Σ s’e´tend en un reveˆtement C sur P1(C) de groupe
de galois Gi. Le fibre´ d’obstruction est alors F = (H
1(C,OC)⊗NCi)Gi . En
appliquant la proposition 4.3.7, on obtient l’expression suivante :
F = H1(C,OC)x ⊗NyCi ⊕H1(C,OC)y ⊗NxCi
Le reveˆtement C est un quotient en repre´sentation re´gulie`re de P1(C) d’apre`s
2.2.2. Il est donc donne´ par un faisceau d’alge`bres C sur P1(C) dont la
de´composition isotypique fournit des fibre´s en droites Cχ indexe´s par les
caracte`res χ de Gi. On en de´duit la formule
F = H1(P1(C), Cx)⊗NyCi ⊕H1(P1(C), Cy)⊗NxCi
En utilisant la formule 2.18 de [Par91], on peut montrer que Cx et Cy sont
isomorphes a` O(−(3ni − g − h − k)/ni) et O(−(g + h + k)/ni). Or la co-
homologie des fibre´s sur P1(C) est bien connue : on dispose des e´galite´s
H1(P1(C),O(−1)) = 0 et H1(P1(C),O(−2)) = C. Donc le fibre´ d’obstruc-
tion est F = NyCi lorsque g+h+k = ni et F = N
x
Ci
lorsque g+h+k = 2ni.
Nous allons maintenant calculer le produit orbifold ∪o. En ge´ne´ral, l’an-
neau de cohomologie orbifold H∗o (Q) est une alge`bre sur l’anneau de coho-
mologie classique H∗(Q). De plus, le produit d’un e´le´ment de H∗(Q) avec un
e´le´ment tordu se calcule simplement par restriction. De manie`re explicite,
on a la proposition suivante :
Proposition 4.5.5. En reprenant les notations pre´ce´dentes, le cup produit
orbifold d’un e´le´ment q de H∗(Q) avec un e´le´ment tordu est donne´ par l’une
des trois formules suivantes :
q ∪o (αF ig) = (q|Si ∪ α)F ig
q ∪o F jg = q|PjF jg
q ∪o F j∨g = q|PjF j∨g
Remarquons que dans la premie`re formule, le re´sultat est non nul lorsque
deg(q) + deg(α) ≤ 2. Dans les deux autres formules, le re´sultat est non nul
lorsque q est de degre´ nul.
De´monstration. Il suffit d’appliquer la proposition 4.5.3 en remarquant que
le fibre´ d’obstruction est de rang 0 pour des raisons de degre´.
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Nous avons en fait a` calculer le produit orbifold d’e´le´ments tordus. Vu la
graduation, nous avons a` calculer les produits d’e´le´ments tordus de degre´s
(2, 2), (2, 3) , (2, 4) et (3, 3). Le cup produit orbifold d’e´le´ments tordus de
degre´s (2, 4) est de´termine´ par le produit d’e´le´ments des bases duales, qui
est e´vident. Le produit d’e´le´ments tordus de degre´s (2, 2) est le produit de
deux diviseurs orbifold. La proposition suivante calcule le produit de deux
diviseurs orbifold :
Proposition 4.5.6. En reprenant les notations pre´ce´dentes, le cup produit
orbifold de F ig et F
i
g−1 est donne´ par la formule :
(F ig) ∪o (F ig−1) = 1/ni(ii)∗(1)
Les autres cup produit de diviseurs orbifold sont donne´s par la formule :
F1 ∪o F2 =
∑
F
(F1 · F2 · F )F ∗
De´monstration. La premie`re formule se de´duit en appliquant la formule par-
ticulie`re de E.4.1. Pour la seconde formule, on remarque que pour des raisons
de secteur, F1∪oF2 est combinaison line´aire des e´le´ments de la base duale des
diviseurs orbifold. Les coefficients de cette combinaison sont par de´finition
des nombres d’intersections.
Pour calculer l’anneau de cohomologie orbifold, il reste a` de´terminer le
cup produit orbifold de deux e´le´ments tordus de degre´s (2, 3) ou (3, 3). Ceci
est l’objet de la proposition suivante :
Proposition 4.5.7. En reprenant les notations pre´ce´dentes, pour tout couple
(α, β) d’e´le´ments de H∗(Si) de degre´s (0, 1) ou (1, 1) on a la formule :
(αF ig) ∪o (βF ig−1) = 1/ni(ii)∗(α ∪ β)
Les autres produits d’e´le´ments tordus de degre´s (2, 3) ou (3, 3) sont nuls.
De´monstration. Remarquons qu’il n’y a pas d’e´le´ments tordus en degre´ 5.
Donc, pour des raisons de secteur, les seuls produits non nuls d’e´le´ments
tordus de degre´s (2, 3) ou (2, 3) sont du type (αF ig) ∪o (βF ig−1). On calcule
ces produits en utilisant la formule particulie`re de la proposition E.4.1.
4.6 Comparaison des anneaux
Dans cette section, nous donnons quelques indications concernant la
comparaison des anneaux H∗(Y ) et H∗o (Q). Les the´ore`mes 4.2.4 et 4.5.2
fournissent des descriptions formellement identiques des espaces vectoriels
gradue´s H∗o (Q) et H∗(Y ), d’ou` le the´ore`me suivant :
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The´ore`me 4.6.1. Les espaces vectoriels gradue´s H∗o (Q) et H∗(Y ) sont iso-
morphes.
Nous pouvons e´galement remarquer, a` partir des calculs explicites des
deux sections pre´ce´dentes, que le cup produit et le cup produit orbifold se
ressemblent. Selon la conjecture de Ruan, il existe un isomorphisme entre
H∗(Y ) et H∗o (Q) tel que le cup produit orbifold s’identifie au cup produit
modifie´ par une de´formation quantique. Des conside´rations de degre´ sur les
invariants de la de´formation quantique nous indiquent que cet isomorphisme
devrait eˆtre gradue´. De plus, la proprie´te´ de classe fondamentale ve´rifie´e par
ces invariants montre que cet isomorphisme devrait respecter les dualite´s de
Poincare´ orbifold et classique.
En identifiant les descriptions formelles de H∗o (Q) et H∗(Y ) (voir 4.2.4
et 4.5.2), on obtient un isomorphisme d’espace vectoriel gradue´. Cependant
cet isomorphisme ne respecte pas les dualite´s de Poincare´ orbifold et clas-
sique (encore d’apre`s 4.2.4 et 4.5.2). Cet isomorphisme ne peut donc eˆtre
l’isomorphisme de la conjecture de Ruan.
Vu la description des espaces vectoriels et des structures produit, nous
pensons que l’isomorphisme de la conjecture de Ruan est donne´ de la forme
suivante. Pour chaque i, on conside`re un changement de variable line´aire
entre les F ig et les E
i
g donne´ par Perroni (voir [Per] 1.9). Ceci induit un
isomorphisme entre les espaces vectoriels ⊕gH∗(Si)F ig et ⊕gH∗(Si)Eig. Pour
chaque j, on conside`re un changement de variable line´aire entre les F jg et
les Ejg . Ceci induit un isomorphisme entre les espaces vectoriels (⊕gQF jg )⊕
(⊕gQF j∨g ) et (⊕gQEjg)⊕(⊕gQEj∨g ). On obtient alors un isomorphisme entre
H∗o (Q) et H∗(Y ) qui est gradue´ et respecte les dualite´s de Poincare´ orbifold
et classique. Ainsi, l’isomorphisme de la conjecture de Ruan devrait eˆtre de
cette forme.
4.7 Exemple
Dans cette section, nous calculons les anneaux de cohomologie H∗o (Q)
et H∗(Y ) sur un exemple de quotient d’une varie´te´ abe´lienne et avec la
re´solution donne´e par le sche´ma de Hilbert. La liste d’exemples de quotients
d’une varie´te´ abe´lienne est donne´e en appendice F. L’exemple que nous
conside´rons ici est celui du premier tableau de la proposition F.3.2. On
conside`re le sous-groupe G de (C∗)3 ∩ SL3(C) cyclique d’ordre 6 engendre´
par l’e´le´ment g = (j,−1,−j2) de (C∗)3 (j = e2ipi/3). On conside`re la varie´te´
abe´lienne de dimension trois X = Ej × Eτ × Ej , ou` Eτ est une courbe
elliptique quelconque. X est le quotient de C3 par le re´seau (Z ⊕ jZ) ×
(Z⊕ τZ)× (Z⊕ jZ) qui est stable sous l’action de G. Ainsi G peut eˆtre vu
comme un sous-groupe de Aut0(X) (automorphismes fixant le neutre) dont
l’action pre´serve le volume. On note φ : X → Q le quotient ge´ome´trique et
on conside`re la re´solution cre´pante Y = G-Hilbd(X).
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Remarquons que G est cyclique d’ordre 6 donc ses sous-groupes propres
sont le sous-groupe d’ordre 2 engendre´ par g3 et le sous-groupe d’ordre 3
engendre´ par g2. Les e´le´ments g3 et g2 vus comme e´le´ments de (C∗)3 sont
e´gaux a` (1,−1,−1) et (j2, 1, j). Le lieu fixe de X sous l’action de g3 est le
produit Ej × (Eτ )−1 × (Ej)−1. Or, les lieux fixes de Eτ et Ej sous l’action
de −1 sont (Eτ )−1 = {0, 1/2, τ/2, (1 + τ)/2} et (Ej)−1 = {0, 1/2, j/2, (1 +
j)/2)}. Remarquons que g2 agit trivialement sur (Eτ )−1 tandis qu’il agit sur
(Ej)
−1 en fixant 0 et en permutant les trois autres e´le´ments. Pour chaque
e´le´ment α de (Eτ )
−1, on conside`re donc les courbes Cα,1 = Ej×{α}×{0} et
Cα,2 = Ej×{α}×{1/2, j/2, (1+j)/2}. On conside`re e´galement la courbe Sα,⋆
quotient de Cα,⋆ sous l’action de G (⋆ = 1, 2). Le lieu fixe de X sous l’action
de g2 est le produit (Ej)
j×Eτ × (Ej)j . Or, le lieu fixe de Ej sous l’action de
j est (Ej)
j = {0, (1+2j)/3, (2+j)/3}. Remarquons que g3 agit trivialement
sur (Ej)
j dans le premier facteur tandis qu’il agit sur (Ej)
j dans le troisie`me
facteur en fixant 0 et en permutant les deux autres e´le´ments. Pour chaque
e´le´ment β de (Ej)
j , on conside`re donc les courbes Cβ,1 = {β} × Eτ × {0}
et Cβ,2 = {β} × Eτ × {(1 + 2j)/3, (j + 2)/3}. On conside`re e´galement la
courbe Sβ,⋆ quotient de Cβ,⋆ sous l’action de G (⋆ = 1, 2). Le lieu fixe de X
sous l’action de g est l’intersection des lieux fixes des actions de g2 et g3,
i.e. (Ej)
j × (Eτ )−1 × {0}. On note Oα,β les points de ce lieu fixe. On note
e´galement Pα,β les points correspondants dans le quotient.
Dans le quotient Q, le lieu singulier est donc re´union de 14 courbes.
Les 4 courbes Sα,2 sont des composantes connexes du lieu singulier. g
2 agit
au-dessus de Sα,2 en permutant trois copies de Ej . En particulier Sα,2 est
isomorphe a` Ej . Les 3 courbes Sβ,2 sont des composantes connexes du lieu
singulier. g3 agit au-dessus de Sβ,2 en permutant deux copies de Eτ . En
particulier, Sβ,2 est isomorphe a` Eτ . Les courbes restantes du lieu singulier
forment une composante connexe. Les 4 courbes Sα,1 ne se rencontrent pas
entre-elles, les 3 courbes Sβ,1 ne se rencontrent pas entre-elles, et chaque
courbe Sα,1 rencontre chaque courbe Sβ,1 en le point Pα,β . g
2 agit au-dessus
de Sα,1 comme j
2 agit sur Ej . En particulier, Sα,1 est isomorphe a` (Ej)/〈j〉.
g3 agit au-dessus de Sβ,1 comme −1 agit sur Eτ . En particulier, Sβ,1 est
isomorphe a` (Eτ )/〈−1〉.
Au voisinage des Sα,1 \ {Pα,β} et des Sα,2, nous avons des singularite´s
A1-transversales. Au voisinage des Sβ,1 \ {Pα,β} et des Sβ,2, nous avons des
singularite´s A2-transversales. Y est donc de´termine´e par sa description au
dessus d’un voisinage de chaque point Pα,β , qui est donne´e par la figure 4.8.
La re´solution Y comprend 32 diviseurs exceptionnels. Le diviseur exception-
nel d’image Sα,⋆ est note´ E
3
α,⋆ (le 3 correspond a` g
3). Les deux diviseurs
exceptionnels d’images Sβ,⋆ sont note´s E
2
β,⋆ E
4
β,⋆ (les 2 et 4 correspondent a`
g2 et g4). Le diviseur exceptionnel d’image Pα,β est note´ E
1
α,β (le 1 corres-
pond a` g).
Nous allons commencer par calculer l’anneau de cohomologie H∗(Y ) de
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Fig. 4.8 –
la re´solution. Par application du the´ore`me 4.2.4, H∗(Y ) est de´crit en tant
qu’espace vectoriel gradue´ par la somme directe suivante :
H∗(Q)⊕ (⊕H∗(Sα,⋆)E3α,⋆)⊕ (⊕H∗(Sβ,⋆)(E2β,⋆⊕E4β,⋆))⊕ (⊕(QE1α,β ⊕E1∨α,β))
Explicitons les groupes de cohomologie apparaissant dans cette somme di-
recte. Commenc¸ons par expliciter H∗(Q). La cohomologie de X, produit des
trois courbes elliptiques Ej , Eτ , Ej , est bien connue :
H∗(X) = ∧∗(Z⊕ jZ)∨ ⊗ ∧∗(Z⊕ τZ)∨ ⊗ ∧∗(Z⊕ jZ)∨
D’apre`s la proposition E.1.12, on dispose de l’e´galite´ H∗(Q) = H∗(X)G. On
peut donc expliciter H∗(Q). On conside`re les trois e´le´ments suivant de la
cohomologie de Q en degre´ 2 :
f1 = d1 ∧ dj ⊗ 1⊗ 1
f2 = 1⊗ d1 ∧ dτ ⊗ 1
f3 = 1⊗ 1⊗ d1 ∧ dj
On conside`re les deux e´le´ments suivant de la cohomologie de Q en degre´ 3 :
s = d1⊗ d1⊗ d1− d1⊗ d1⊗ dj − dj ⊗ d1⊗ d1
t = dj ⊗ d1⊗ dj − d1⊗ d1⊗ dj − dj ⊗ d1⊗ d1
u = d1⊗ dτ ⊗ d1− d1⊗ dτ ⊗ dj − dj ⊗ dτ ⊗ d1
v = dj ⊗ dτ ⊗ dj − d1⊗ dτ ⊗ dj − dj ⊗ dτ ⊗ d1
L’espace vectoriel H∗(Q) est de dimension 12 et les e´le´ments suivant en
forment une base : 1, f1, f2, f3, s, t, u, v, f2 ∪ f3, f1 ∪ f2, f1 ∪ f3 et [Q].
Rappelons que la courbe Sα,1 est isomorphe a` (Ej)/〈j〉. En appliquant le
proposition E.1.12, on montre que 1, [Sα,1] est une base de H
∗(Sα,1). En
particulier, la courbe Sα,1 est isomorphe a` P
1(C). Rappelons de meˆme que
Sβ,1 est isomorphe a` (Eτ )/〈−1〉. En appliquant le proposition E.1.12, on
montre que 1, [Sβ,1] est une base de H
∗(Sβ,1). En particulier, la courbe Sβ,1
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est isomorphe a` P1(C). La courbe Sα,2 est isomorphe a` Ej . Donc les e´le´ments
1, d1, dj, [Sα,2] forment une base de H
∗(Sα,2). La courbe Sβ,2 est isomorphe
a` Eτ . Donc les e´le´ments 1, d1, dτ , [Sβ,2] forment une base de H
∗(Sβ,2).
D’apre`s ce qui pre´ce`de, l’espace vectoriel H∗(Y ) a pour dimension 96 et on
dispose d’une base de cet espace vectoriel.
Il nous reste a` de´terminer le cup produit. Nous allons commencer par
de´terminer les nombres d’intersections des diviseurs exceptionnels en suivant
la section 4.3. Rappelons que l’intersection des images des trois diviseurs est
soit vide, soit quelques points, soit une courbe. Dans le cas ou` l’intersection
des images est vide, le nombre d’intersections est nul. Dans le cas ou` l’inter-
section des images est quelques points, on applique la proposition 4.3.1. Les
nombres d’intersections non triviaux sont alors les suivants :
E2β,1 · E4β,1 · E1α,β = 1
E4β,1 · E3α,1 · E1α,β = 1
(E4β,1)
2 · E3α,1 = 1− 2 = −1
(E3α,1)
2 · E4β,1 = 1− 2 = −1
(E1α,β)
2 · E2β,1 = 2− 2 = 0
(E2β,1)
2 · E1α,β = 0− 2 = −2
(E1α,β)
2 · E4β,1 = 1− 2 = −1
(E4β,1)
2 · E1α,β = 1− 2 = −1
(E1α,β)
2 · E3α,1 = 1− 2 = −1
(E3α,1)
2 · E1α,β = 1− 2 = −1
(E1α,β)
3 = 12− 5 = 7
Dans le cas ou` l’intersection des images des trois diviseurs est une courbe,
on conclut a` l’aide de la proposition H∗(Y ) 4.3.5 et 4.3.11. Commenc¸ons par
appliquer la proposition 4.3.5. Pour cela, nous devons calculer la premie`re
classe de Chern des fibre´s normaux Mα,⋆ et Mβ,⋆ de´finis dans 4.3.3 par la
formule d’adjonction. Le fibre´ canoniqe de Q est ωQ = OQ puisque celui de
X est ωX = OX . Puisque Sα,1 est isomorphe a` P1(C), son fibre´ canonique
est ωSα,1 = O(−2) et donc c1(Mα,1) = −2. Puisque Sβ,1 est isomorphe
a` P1(C), son fibre´ canonique est ωSβ,1 = O(−2) et donc c1(Mβ,1) = −2.
Puisque Sα,2 est isomorphe a` Ej , son fibre´ canonique est ωSα,2 = OSα,2 et
donc c1(Mα,2) = 0. Puisque Sβ,2 est isomorphe a` Eτ , son fibre´ canonique est
ωSβ,1 = OSβ,1 et donc c1(Mβ,2) = 0. On de´duit alors de la proposition 4.3.5
les nombres d’intersections suivants :
(E3α,1)
3 = (−4)× (−2) + 3× (−1) = 5
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(E2β,1)
3 = (−4)× (−2) + 4× 0 = 8
(E4β,1)
3 = (−4)× (−2) + 4× (−1) = 4
(E3α,2)
3 = (−4)× 0 = 0
(E2β,2)
3 = (−4)× 0 = 0
(E4β,2)
3 = (−4)× 0 = 0
Appliquons la proposition 4.3.11. Pour cela, nous devons de´terminer les
classes de Chern des fibre´s obtenus par de´composition isotypique des fibre´s
normaux des courbes Cα,⋆ et Cβ,⋆ dans X. Or, puisque nous travaillons sur
un produit de courbes elliptiques, ces fibre´s sont triviaux. On de´duit de la
proposition 4.3.11 les nombres d’intersections suivantes :
(E2β,1)
2 × (E4β,1) = −2− 0 + 3× 4× (0/6) = −2
(E4β,1)
2 × (E2β,1) = −2− 0 + 3× 4× (1/6) = 0
(E2β,2)
2 × (E4β,2) = 0− 0 = 0
(E4β,2)
2 × (E2β,2) = 0− 0 = 0
Revenons au calcul du cup produit deH∗(Y ). Nous suivons la section 4.4. Vu
la base de H∗(Q), le cup produit de H∗(Q) est de´termine´ par les relations
suivantes [Q] = 6f1 ∪ f2 ∪ f3, s2 = t2 = s ∪ t = u2 = v2 = u ∪ v = 0,
s ∪ u = t ∪ v = −2f1 ∪ f2 ∪ f3 et s ∪ v = t ∪ u = −f1 ∪ f2 ∪ f3. Nous
allons maintenant de´terminer les produits entre les e´le´ments de H∗(Q) et
H∗(E)/H∗(S) en appliquant 4.4.1. Pour cela, on commence par de´montrer
que, parmi les restrictions des e´le´ments de cohomologie f1,f2,f3 aux courbes
Sα,∗ et Sβ,∗, les non triviales sont les suivantes :
(f1)|Sα,1 = 1/3[Sα,1]
(f1)|Sα,2 = [Sα,2]
(f2)|Sβ,1 = 1/2[Sβ,1]
(f2)|Sβ,2 = [Sβ,2]
On de´montre ceci en repassant par les courbes Cα,⋆ et Cβ,⋆ dans X. On
de´duit alors de la proposition 4.4.1 que les produits non triviaux d’un e´le´ment
de la base deH∗(Q) distincts de 1 avec un e´le´ment de la base deH∗(E)/H∗(S)
sont les suivants :
E3α,1 ∪ f1 = 1/3[Sα,1]E3α,1
E3α,2 ∪ f1 = [Sα,2]E3α,2
E2β,1 ∪ f2 = 1/2[Sβ,1]E2β,1
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E2β,1 ∪ f2 = [Sβ,1]E2β,1
E4β,1 ∪ f2 = 1/2[Sβ,1]E4β,1
E4β,2 ∪ f2 = [Sβ,2]E4β,2
Il nous reste a` de´terminer le produit d’e´le´ments de H∗(E)/H∗(S). Pour le
produit d’e´le´ments de degre´s (2, 4), il suffit d’appliquer la dualite´ ainsi que
les relations donne´es dans 4.2.4. On obtient que les produits non triviaux
entre e´le´ments de degre´ (2, 4) de la base sont les suivants :
E1α,β ∪E1∨α,β = 1
([Sα,⋆]E
3
α,⋆) ∪ E3α,⋆ = −2
([Sβ,⋆]E
2
β,⋆) ∪E2β,⋆ = −2
([Sβ,⋆]E
4
β,⋆) ∪E4β,⋆ = −2
([Sβ,⋆]E
2
β,⋆) ∪E4β,⋆ = 1
([Sβ,⋆]E
4
β,⋆) ∪E2β,⋆ = 1
Pour les produits d’e´le´ments de degre´s (2, 2), on applique 4.4.2 afin d’obte-
nir les produits des diviseurs exceptionnels exprime´ dans la base duale des
diviseurs exceptionnels. Pour cela, en notant iα,⋆ et iβ,⋆ les inclusions de Sα,⋆
et Sβ,⋆ dans Q, on commence par calculer :
(iα,1)∗(1) = 2f2 ∪ f3
(iα,2)∗(1) = 6f2 ∪ f3
(iβ,1)∗(1) = 3f1 ∪ f3
(iβ,2)∗(1) = 6f1 ∪ f3
On effectue ce calcul en repassant par les courbes Cα,⋆ et Cβ,⋆ dans X. On
de´duit de 4.4.2 que les seuls produits de diviseurs exceptionnels non triviaux
sont les suivants :
(E3α,1)
2 = −4f2 ∪ f3 + 5E3∨α,1 +
∑
β
(−E4∨β,1 − E1∨α,β)
(E2β,1)
2 = −6f1 ∪ f3 + 8E2∨β,1 − 2E4∨β,1 +
∑
α
(−2E1∨α,β)
(E4β,1)
2 = −6f1 ∪ f3 + 4E4∨β,1 +
∑
α
(−E3∨α,1 − E1∨α,β)
E2β,1 ∪ E4β,1 = 3f1 ∪ f3 − 2E2∨β,1 +
∑
α
E1∨α,β
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(E3α,2)
2 = −12f2 ∪ f3
(E2β,2)
2 = −12f1 ∪ f3
(E4β,2)
2 = −12f1 ∪ f3
(E2β,2) ∪ (E4β,2) = 6f1 ∪ f3
(E1α,β)
2 = 7E1∨α,β −E3∨α,1 −E4∨β,1
E1α,β ∪E3α,1 = −E3∨α,1 + E4∨β,1 −E1∨α,β
E1α,β ∪ E2β,1 = −2E2∨β,1 + E4∨β,1
E1α,β ∪E4β,1 = E3∨α,1 + E2∨β,1 − E4∨β,1 −E1∨α,β
E4β,1 ∪E3α,1 = −E3∨α,1 − E4∨β,1 + E1∨α,β
Il nous faut exprimer le produit de deux diviseurs exceptionnels dans notre
base. Pour cela, on inverse les relations de 4.2.4 pour obtenir
E3∨α,⋆ = −1/2[Sα,⋆]E3α,⋆
E2∨β,⋆ = −2/3[Sβ,⋆]E2β,⋆ − 1/3[Sβ,⋆]E4β,⋆
E4∨β,⋆ = −1/3[Sβ,⋆]E2β,⋆ − 2/3[Sβ,⋆]E4β,⋆
On en de´duit l’expression des produits non triviaux de diviseurs exception-
nels dans notre base :
(E3α,1)
2 = −4f2∪f3−5/2[Sα,1]E3α,1+
∑
β
(1/3[Sβ,1]E
2
β,1+2/3[Sβ,1]E
4
β,1−E1∨α,β)
(E2β,1)
2 = −6f1 ∪ f3 +−14/3[Sβ,1]E2∨β,1 − 4/3[Sβ,1]E4β,1 +
∑
α
(−2E1∨α,β)
(E4β,1)
2 = −6f1∪f3−4/3[Sβ,1]E2β,1−8/3[Sβ,1]E4β,1+
∑
α
(1/2[Sα,1]E
3
α,1−E1∨α,β)
E2β,1 ∪ E4β,1 = 3f1 ∪ f3 + 4/3[Sβ,1]E2β,1 + 2/3[Sβ,1]E4β,1 +
∑
α
E1∨α,β
(E3α,2)
2 = −12f2 ∪ f3
(E2β,2)
2 = −12f1 ∪ f3
(E4β,2)
2 = −12f1 ∪ f3
(E2β,2) ∪ (E4β,2) = 6f1 ∪ f3
(E1α,β)
2 = 1/2[Sα,1]E
3
α,1 + 1/3[Sβ,1]E
2
β,1 + 2/3[Sβ,1]E
4
β,1 + 7E
1∨
α,β
E1α,β ∪E3α,1 = 1/2[Sα,1]E3α,1 − 1/3[Sβ,1]E2β,1 − 2/3[Sβ,1]E4β,1 −E1∨α,β
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E1α,β ∪E2β,1 = [Sβ,1]E2β,1
E1α,β ∪E4β,1 = −1/2E3∨α,1 − 1/3[Sβ,1]E2β,1 + 1/3[Sβ,1]E4β,1 −E1∨α,β
E4β,1 ∪E3α,1 = 1/2E3∨α,1 + 1/3[Sβ,1]E2β,1 + 1/2[Sβ,1]E4β,1 + E1∨α,β
Il reste a` calculer le produit d’e´le´ments de degre´s (2, 3) ou (3, 3). Puisque
la cohomologie est nulle en degre´ 5, les seuls produits non nuls sont en
degre´s (3, 3). On de´duit de la proposition 4.4.3 que les produits non triviaux
d’e´le´ments de la base en degre´ (3, 3) sont les suivants :
(d1E3α,⋆) ∪ (djE3α,⋆) = −2
(d1E2β,⋆) ∪ (dτE2β,⋆) = −2
(d1E4β,⋆) ∪ (dτE4β,⋆) = −2
(d1E2β,⋆) ∪ (dτE4β,⋆) = 1
(d1E4β,⋆) ∪ (dτE2β,⋆) = 1
Nous avons calcule´ l’anneau de cohomologie H∗(Y ) de la re´solution.
Nous allons maintenant calculer l’anneau de cohomologie orbifold H∗o (Q)
du quotient. Nous suivons la section 4.5. En appliquant le the´ore`me 4.5.2,
H∗o (Q) est de´crit en tant qu’espace vectoriel gradue´ par la somme directe
suivante :
H∗(Q)⊕ (⊕H∗(Sα,⋆)F 3α,⋆)⊕ (⊕H∗(Sβ,⋆)(F 2β,⋆ ⊕ F 4β,⋆))⊕ (⊕(QF 1α,β ⊕ F 1∨α,β))
Tout comme pour la cohomologie classique, l’espace vectoriel H∗o (Q) est
donc de dimension 96 et on dispose d’une base de cet espace vectoriel.
Rappelons que les e´le´ments F 3α,⋆, F
2
β,⋆, F
4
β,⋆ et F
1
α,β sont appele´s diviseurs
orbifold. Nous commenc¸ons par de´terminer le nombre d’intersections de trois
diviseurs orbifold. L’intersection des images des diviseurs orbifold est soit
vide, soit quelques points, soit une courbe. Si cette intersection est vide, le
nombre d’intersections est nul. Si cette intersection est quelques points, on
applique la proposition 4.5.3. On en de´duit que, dans ce cas, les nombres
d’intersections non triviaux sont les suivants :
(F 1α,β)
2 · F 4β,1 = 1/6
F 3α,1 · F 2β,1 · F 1α,β = 1/6
Dans le cas ou` l’intersection des images est une courbe, on applique 4.5.4 et
on en de´duit que le nombre d’intersections est nul.
Revenons au calcul du cup produit orbifold dans H∗o (Q). Le cup produit
de H∗(Q) a de´ja` e´te´ de´termine´. On de´duit de la proposition 4.5.5 que les
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produits non triviaux d’un e´le´ment de la base H∗(Q), distincts de 1, et d’un
e´le´ment de la base tordu sont les suivants :
F 3α,1 ∪o f1 = 1/3[Sα,1]F 3α,1
F 3α,2 ∪o f1 = [Sα,2]F 3α,2
F 2β,1 ∪o f2 = 1/2[Sβ,1]F 2β,1
F 2β,2 ∪o f2 = [Sβ,2]F 2β,2
F 4β,1 ∪o f2 = 1/2[Sβ,1]F 4β,1
F 4β,2 ∪o f2 = [Sβ,2]F 4β,2
Il reste a` calculer le cup produit orbifold des e´le´ments tordus. En utilisant
la dualite´ ainsi que les relations donne´es en 4.5.2, on de´duit que les produits
non triviaux d’e´le´ments tordus de degre´s (2, 4) sont les suivants :
F 1α,β ∪o F 1∨α,β = 1
F 3α,⋆ ∪o ([Sα,⋆]F 3α,⋆) = 1/2
F 4β,⋆ ∪o ([Sβ,⋆]F 2β,⋆) = 1/3
F 2β,⋆ ∪o ([Sβ,⋆]F 4β,⋆) = 1/3
Par application de la proposition 4.5.6, les produits non triviaux de diviseurs
orbifold sont les suivants :
(F 3α,1)
2 = 1/2× 2f2 ∪ f3 = f2 ∪ f3
(F 3α,2)
2 = 1/2× 6f2 ∪ f3 = 3f2 ∪ f3
F 2β,1 ∪o F 4β,1 = 1/3× 3f2 ∪ f3 = f1 ∪ f3
F 2β,2 ∪o F 4β,2 = 1/3× 6f2 ∪ f3 = 2f1 ∪ f3
(F 1α,β)
2 = 1/6F 4∨β,1
(F 1α,β) ∪o F 4β,1 = 1/6F 1∨α,β
F 3α,1 ∪o F 2β,1 = 1/6F 1∨α,β
F 3α,1 ∪o F 1α,β = 1/6F 2∨β,1
F 1α,β ∪o F 2β,1 = 1/6F 3∨α,1
Il nous faut exprimer le produit de deux diviseurs orbifold dans notre base.
Pour cela, on inverse les relations de 4.5.2 pour obtenir
F 3∨α,⋆ = 2[Sα,⋆]F
3
α,⋆
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F 2∨β,⋆ = 3[Sβ,⋆]F
4
β,⋆
E4∨β,⋆ = 3[Sβ,⋆]F
2
β,⋆
On en de´duit l’expression des produits non triviaux de diviseurs exception-
nels dans notre base :
(F 3α,1)
2 = f2 ∪ f3
(F 3α,2)
2 = 3f2 ∪ f3
F 2β,1 ∪o F 4β,1 = f1 ∪ f3
F 2β,2 ∪o F 4β,2 = 2f1 ∪ f3
(F 1α,β)
2 = 1/2[Sβ,1]F
4
β,1
(F 1α,β) ∪o F 4β,1 = 1/6F 1∨α,β
F 3α,1 ∪o F 2β,1 = 1/6F 1∨α,β
F 3α,1 ∪o F 1α,β = 1/2[Sβ,1]F 2β,1
F 1α,β ∪o F 2β,1 = 1/3[Sα,1]F 3∨α,1
Il reste a` calculer le cup produit orbifold d’e´le´ments tordus de degre´s (2, 3)
ou (3, 3). Comme la cohomologie est nulle en degre´ 5, les produits sont nuls
sauf en degre´s (3, 3). On de´duit de la proposition 4.5.7 que les produits non
triviaux d’e´le´ments de la base tordus de degre´s (3, 3) sont les suivants :
(d1F 3α,⋆) ∪o (djF 3α,⋆) = 1/2
(d1F 2β,⋆) ∪o (dτF 4β,⋆) = 1/3
(d1F 4β,⋆) ∪o (dτF 2β,⋆) = 1/3
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Annexe A
OS[G]-modules et
OS[G]-alge`bres
Dans cette appendice, on fixe un corps k alge´briquement clos. Tous les
sche´mas conside´re´s seront des k-sche´mas. On fixe e´galement un groupe fini
G dont l’ordre est premier a` la caracte´ristique de k.
Soit C une cate´gorie. Un objet O de la cate´gorie C est muni d’une ac-
tion de G par la donne´e d’un morphisme de groupes de G dans Aut(O).
Un G-morphisme entre deux objets O et O′ munis d’une action est un mor-
phisme de O dans O′ qui commute avec les ope´rations de G. On notera CG
la cate´gorie dont les objets sont les objets de C munis d’une action de G et
les morphismes sont les G-morphismes. De manie`re formelle, tout foncteur
entre deux cate´gories C et D induit un foncteur entre les cate´gories CG et
DG.
A.1 La cate´gorie ModGS
Si S est un sche´ma, la cate´gorie ModGS est la cate´gorie des OS-modules
(quasi-cohe´rents) munis d’une action deG. UnOS-module muni d’une action
de G est e´quivalent a` un OS [G]-module. En effet, si E est faisceau de groupes
abe´liens, la donne´e d’un morphisme de faisceaux d’anneaux OS → End(E)
et d’un morphisme de groupes G→ AutModS (E) est e´quivalente a` la donne´e
d’un morphisme de faisceaux d’anneaux OS [G]→ End(E).
Proprie´te´ A.1.1. Soit S un sche´ma. Pour toutOS [G]-module E , on note EG
le sous-faisceau de E des sections G-invariantes. On obtient ainsi un foncteur
additif de la cate´gorie ModGS dans la cate´gorie ModS qui a` E associe EG.
De´monstration. Soit E un OS [G]-module. On de´finit l’ope´rateur de Reynold
RE = 1/g
∑
g∈G g ∈ EndModS (E). On pose EG = Im(RE) de sorte que EG est
un OS-module quasi-cohe´rent. Si m est un morphisme de OS [G]-modules de
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E dans F , alorsm◦RE= RF ◦m de sorte quem se restreint en un morphisme
mG de EG dans FG.
Proprie´te´ A.1.2. Nous noterons {ρ1, . . . , ρl} l’ensemble des repre´sentations
k-line´aires irre´ductibles de G. Tout OS [G]-module E a une de´composition
isotypique ⊕α[ρα ⊗k Eα] ou` chaque Eα = (E ⊗ ρ∨α)G. Tout morphisme de
OS [G]-modulesm : E → F se de´compose en des morphismesmα : Eα → Fα.
Plus pre´cise´ment, les cate´gories additives ModGS et (ModS)
⊕l sont e´quivalentes.
De´monstration. On de´finit le foncteur additif F de la cate´gorie ModGS dans
la cate´gorie (ModS)
⊕l qui a` un OS [G]-module E associe les OS-modules
(ρ∨α⊗k E)G, α = 1 . . . l. On conside`re le foncteur G de la cate´gorie (ModS)⊕l
dans la cate´gorie ModGS qui a` (Eα) associe ⊕α(ρα ⊗ Eα). Nous allons voir
que F ◦G est naturellement isomorphe a` l’identite´. Soit (Eα) une famille de
OS-modules. Pour chaque β, (ρ∨β ⊗k ⊕α[ρα ⊗ Eα])G = ⊕α(ρ∨β ⊗k ρα)G ⊗ Eα.
D’apre`s le lemme de Schur, ρ∨β ⊗k ρα = k si β = α et 0 sinon. Donc pour
chaque β, (ρ∨β ⊗k [⊕αρα ⊗ Eα])G = Eβ . Nous allons montrer que F ◦ G
est naturellement isomorphe a` l’identite´. Soit E un OS [G]-module. Pour
chaque α, la dualite´ ρα⊗k ρ∨α → k induit un morphisme ρα⊗k (ρ∨α⊗k E)G →
ρα⊗kρ∨α⊗kE → E . On obtient ainsi un morphisme naturel deOS [G]-modules
⊕α(ρα ⊗k (ρ∨α ⊗k E)G) → E . Il reste a` montrer que ce morphisme est un
isomorphisme. Comme la question est locale sur S, on peut se ramener au cas
affine. On suppose donc que S est le spectre d’un anneau A. Dans ce cas, la
cate´gorie desOS [G]-modules est e´quivalente a` la cate´gorie desA[G]-modules.
Sous cette e´quivalence, le OS [G]-module E correspond a` un A[G]-module M
et le morphisme ci-dessus correspond au morphisme ⊕α[ρα⊗k(ρ∨α⊗kM)G]→
M . Pour montrer que ce morphisme est un isomorphisme, on ne conside`re
plus que la structure de k[G]-module. Quitte a` de´composer M en somme
de repre´sentations irre´ductibles, on peut supposer que M = ρβ . Il reste a`
montrer que ⊕α[ρα ⊗k (ρ∨α ⊗k ρβ)G] → ρβ est un isomorphisme. D’apre`s
le lemme de Schur ρ∨α ⊗k ρβ = k si α = β et 0 sinon, ce qui permet de
conclure.
Proprie´te´ A.1.3. Soit T un S-sche´ma. Soit E un OS [G]-module. On dis-
pose d’un isomorphisme naturel (EG)T = (ET )G et, pour chaque α, d’un
isomorphisme naturel (Eα)T = (ET )α.
De´monstration. On constate que l’ope´rateur de Reynold indroduit dans la
preuve de A.1 ve´rifie RET = (RE)T . Or, le foncteur tire´-en-arrie`re est exact a`
droite dont Im(RET ) = Im(RE)T , i.e. (EG)T = (ET )G. La fin de la proposition
re´sulte de la de´finition explicite de Eα donne´e dans la preuve de A.1.2 et du
fait que les foncteurs ρ∨α⊗k (·) et (·)G commutent avec le tire´-en-arrie`re.
Remarquons que si S est de type fini sur k et E est un OS [G]-module
cohe´rent, alors EG et chacun des Eα sont cohe´rents. Ceci provient de leur
de´finition explicite donne´e dans les preuves de A.1.1 et A.1.2.
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De´finition-Proprie´te´ A.1.4. Un OS [G]-module E est dit localement tri-
vial si il existe un recouvrement ouvert de S tel que pour chaque ouvert U
de ce recouvrement, E|U soit isomorphe OU [G]. Pour chaque repre´sentation
k-line´aire irre´ductible ρα de G, on note dα sa dimension. Un OS [G]-module
E est localement trivial ssi chaque Eα est localement libre de dimension dα.
De´monstration. Dire qu’un OS [G] module est localement trivial revient a`
dire qu’il existe un recouvrement ouvert tel que pour chaque ouvert U de
ce recouvrement, E|U = OU [G]. Or OU [G] = k[G] ⊗k OU et k[G] = ⊕αρdαα .
Donc E|U = ⊕α[ρα⊗kOdαU ] et chaque (Eα)|U = OdαU . Ceci revient donc a` dire
que chaque Eα est localement libre de rang dα.
A.2 La cate´gorie AlgGS
La cate´gorie AlgGS est le cate´gorie des OS-alge`bres (quasi-cohe´rentes)
munies d’une action de G. Une OS-alge`bre munie d’une action de G est
e´quivalente a` une OS [G]-alge`bre. En effet, si E est faisceau d’anneaux, la
donne´e d’un morphisme de faisceaux d’anneaux OS → End(E) et d’un mor-
phisme de groupes G → AutAlgS (E) est e´quivalente a` la donne´e d’un mor-
phisme de faisceaux d’anneaux OS [G] → End(E). La cate´gories AffGS est la
cate´gorie des morphismes affines G-invariants m : Z → S ou` G agit sur Z.
Proprie´te´ A.2.1. On dispose d’une e´quivalence de cate´gorie entre AffGS et
AlgGS qui envoie le morphisme affine G invariant m : Z → S sur m∗(OZ).
Supposons donne´ le changement de base suivant :
ZT
mT
²²
// Z
m
²²
T // S
Alors mT est un morphisme affine G-invariant et (mT )∗(OZT ) = m∗(OZ)T .
De´monstration. Notons AffS la cate´gorie des sche´mas affines sur S. D’apre`s
le the´ore`me 9.1.4 du chapitre I de [GD71], on dispose d’une anti-e´quivalence
de cate´gories entre AffS et AlgS qui envoie l’objet m : Z → T sur l’objet
m∗(OZ). De manie`re purement formelle, on obtient une anti-e´quivalence de
cate´gories entre AffGS et Alg
G
S . La dernie`re partie de la proposition re´sulte
du corrolaire 9.1.9 du chapitre I de [GD71].
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Annexe B
Ge´ome´trie torique
Dans cette appendice, nous rappelons quelques de´finitions, notations et
proprie´te´s sur les varie´te´s toriques. Pour plus de de´tails, on pourra consulter
[Ful93] ou [Oda78]. Nous de´montrons e´galement un re´sultat de re´traction
topologique pour les varie´te´s toriques complexes.
B.1 Tores
Par de´finition un tore est une groupe isomorphe a` un produit de copies
de k∗. La cate´gorie des tores est anti-e´quivalente a` la cate´gorie des groupes
abe´liens libres de rang fini. Plus pre´cisement, les foncteurs Hom(·, k∗) et
Spec(k[·]) restreints a` ces cate´gories sont quasi-inverses l’un de l’autre. Re-
marquons de plus que, restreints au de´part a` la cate´gorie des tores, les fonc-
teurs Hom(·, k∗) et Hom(k∗, ·) sont duaux l’un de l’autre. E´tant donne´ un
n-tore T , si on fixe (xj) une base de son groupe de caracte`res ou, duale-
ment, (ej) une base de ses sous-groupes a` un parame`tre, alors T est identifie´
a` (k∗)n.
B.2 Varie´te´s toriques
Soit T un n-tore. Une varie´te´ T -torique est une varie´te´ se´pare´e normale
X munie d’une immersion ouverte T ⊂ X telle que l’action de T sur lui-
meˆme (par translation) s’e´tende a` X (notons que cette extension est alors
unique). Dans cette section, nous expliquons que les varie´te´s toriques sont
de´crites par des objets combinatoires appele´s e´ventails. Notons L et M le
groupe de caracte`res et le groupe de sous-groupes a` un parame`tre de T . Les
groupes L et M sont des groupes abe´liens libres de rang n duaux. On peut
voir L et M comme des re´seaux duaux dans des espaces vectoriels duaux E
et F . Le crochet de dualite´ sera note´ 〈e, f〉.
Un point non nul de L est dit primitif s’il n’est pas multiple (avec un
facteur plus grand que deux) d’un autre point de L. Conside´rons des points
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Fig. B.1 –
primitifs de L qui ve´rifient les deux conditions suivantes. Premie`rement,
aucun d’eux n’est combinaison entie`re positive des autres. Deuxie`mement,
ze´ro n’est pas combinaison line´aire positive nontriviale de ces points. Alors
on peut de´finir le coˆne σ de L comme e´tant le sous-ensemble de E forme´
des combinaisons line´aires re´elles positives de ces points. On dit alors que
ces points sont le syste`me de ge´ne´rateurs minimal de σ. Pour un exemple de
coˆne σ, voir la figure B.1 ou` les points « carre´s »forment le syste`me minimal
de ge´ne´rateurs.
Un coˆne est dit simplicial (resp. basique) si son syste`me minimal de
ge´ne´rateurs est une famille libre de E (resp. une partie d’une base de re´seau
L). Remarquons que la notion de coˆne basique est plus forte que le notion
de coˆne simplicial. Dans la figure B.2, la coˆne de droite est basique tandis
que celui de gauche est seulement simplicial. La dimension d’un coˆne est
la dimension du sous-espace vectoriel qu’il engendre. Bien entendu, {0} est
le seul coˆne de dimension ze´ro. Les coˆnes de dimension un sont les demi-
droites engendre´es par un point primitif. L’inte´rieur relatif d’un coˆne est son
inte´rieur topologique vu dans l’espace vectoriel qu’il engendre.
Les varie´te´s T -toriques affines sont en bijection avec les coˆnes de L. Pour
chaque coˆne σ, on notera Uσ la varie´te´ torique qu’il repre´sente. Pour ce qui
nous concerne, nous aurons seulement besoin de savoir a` quoi ressemble Uσ
lorsque σ est un coˆne basique. Lorsque σ est un coˆne basique, il y existe
une base (ej) du re´seau L tel que e1, . . . , ed soit un syste`me de ge´ne´rateurs
minimal de σ. Notons (xj) la base duale de M . Alors l’immersion ouverte
T ⊂ Uσ est donne´e par (C∗)n ⊂ Cd × (C∗)n−d avec les coordonne´es xj .
Un hyperplan d’appui d’un coˆne σ est un hyperplan tel que σ soit contenu
dans un des deux demi-plans de´finis par cet hyperplan. L’intersection d’un
coˆne σ avec un hyperplan d’appui est un coˆne dont le syste`me de ge´ne´rateurs
minimal est l’intersection du syste`me de ge´ne´rateurs minimal de σ avec cet
hyperplan d’appui. Nous appellerons face de σ un coˆne qui est l’intersection
de σ avec un hyperplan d’appui (de plus nous conside´rerons que σ lui-meˆme
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est une de ses faces). Par exemple, dans la figure B.1, τ et γ sont des faces de
σ. L’intersection de deux faces d’un coˆne est encore une face. Remarquer que
{0} est toujours la plus petite face. Il est possible de re´cupe´rer le syste`me
minimal de ge´ne´rateurs d’un coˆne σ en prenant les points primitifs de chaque
face de dimension un de σ. Pour un exemple, voir la figure B.1.
Un e´ventail de L est un ensemble fini non vide de coˆnes de L tel que
les faces d’un coˆne de l’e´ventail soient encore des coˆnes de l’e´ventail et que
l’intersection de deux coˆnes de l’e´ventail soit une face commune a` ces deux
coˆnes. Remarquons qu’un e´ventail contient toujours le coˆne {0}. Le support
d’un e´ventail est la re´union de ses coˆnes. Un coˆne maximal de l’e´ventail est
un coˆne maximal pour l’inclusion. Un coˆne inte´rieur est un coˆne de l’e´ventail
dont l’inte´rieur relatif est contenu dans l’inte´rieur du support. La figure B.3
montre un e´ventail avec deux coˆnes maximaux σ1 et σ2. Un e´ventail est dit
simplicial (resp. basique) si tous ces coˆnes sont simpliciaux (respectivement
basiques).
Les varie´te´s T -toriques sont en bijection avec les e´ventails de L. Plus
pre´cise´ment, a` chaque e´ventail σ, on peut associer une varie´te´ torique X
comme suit : X est recouverte par les cartes affines Uσ lorsque σ de´crit les
coˆnes de l’e´ventail. Si σ et γ sont deux coˆnes de l’e´ventail, l’intersection de
Uσ et Uγ dans X est Uσ∩γ . Remarquons que pour un coˆne σ, l’e´ventail forme´
des faces de σ correspond en fait a` la varie´te´ torique affine Uσ associe´e a`
σ. Remarquons que l’on peut lire certaines proprie´te´s ge´ome´triques de la
varie´te´ X directement sur l’e´ventail. Par exemple X est propre lorsque le
support de l’e´ventail est l’espace entier . X est lisse lorsque l’e´ventail est
basique.
Les orbites de l’action de T sur X sont en bijection avec les coˆnes de
l’e´ventail. A` chaque coˆne σ, on peut associer une orbite Oσ. Les points d’une
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orbites Oσ sont lisses lorsque σ est un coˆne basique. De plus, pour chaque
coˆne σ, on dispose de l’e´galite´ Uσ = ∪τ⊂σOτ .
L’e´ventail fournit e´galement une visualisation des orbites. La varie´te´
entie`re X est visualise´e par le support de l’e´ventail. L’orbite Oσ est visua-
lise´e par l’inte´rieur relatif de σ. Observons que ceci est consistant puisque
les inte´rieurs relatifs des coˆnes de l’e´ventail partitionnent son support. Ainsi
l’ouvert Uσ, qui est l’union des orbites Oτ ou` τ de´crit les faces de σ, est
simplement visualise´ par σ, qui est la re´union des inte´rieurs relatifs de ses
faces. Remarquons que ceci est consistant car, e´tant donne´ deux coˆnes σ et
γ de l’e´ventail, l’intersection de Uσ avec Uγ est Uσ∩γ .
Nous terminons cette section sur une remarque concernant le produit
de varie´te´s toriques. Soient T1 ⊂ X1 et T2 ⊂ X2 des varie´te´s toriques.
E´videmment T1×T2 ⊂ X1×X2 est une varie´te´ torique. L’e´ventail deX1×X2
est le produit des e´ventails de X1 et X2 : les coˆnes de cet e´ventail sont les
produits σ1 × σ2 ou` σ1 est un coˆne de l’e´ventail de X1 et σ2 est un coˆne de
l’e´ventail de X2.
B.3 Morphismes toriques
Soit un morphisme de groupes alge´briques entre deux tores T1 et T2. On
se donne T1 ⊂ X1 et T2 ⊂ X2 deux varie´te´s toriques. Si le morphisme de
tores s’e´tend a` un morphisme de X1 a` X2, alors cette extension est unique
et T1-e´quivariante dans le sens e´vident. Dans cette sous-section, nous allons
voir que l’existence d’une telle extension et sa visualisation sont donne´es
combinatoiremet au niveau des e´ventails.
Le morphisme de tores induit un morphisme de groupe de L1 dans L2
au niveau des groupes de sous-groupes a` un parame`tre. On peut voir L1 et
L2 comme re´seaux d’espaces vectoriels E1 et E2. Le morphisme entre les
groupes de sous-groupes a` un parame`tre s’e´tend line´airement et de manie`re
unique en une application line´aire ϕ de E1 dans E2. Alors le morphisme de
tores s’e´tend de X1 a` X2 ssi pour tout coˆne σ1 de l’e´ventail de X1, il existe
un coˆne σ2 de l’e´ventail de X2 tel que ϕ envoie σ1 dans σ2.
Dans la suite, on suppose que cette condition est remplie de sorte que
l’extension existe. Nous pouvons visualiser cette extension de manie`re combi-
natoire. Pour tout coˆne σ2 de l’e´ventail de X2, l’image re´ciproque de Uσ2 est
l’union des Uσ1 ou` σ1 de´crit les coˆnes de l’e´ventail de X1 envoye´s dans σ2 par
ϕ. L’inte´rieur relatif d’un coˆne σ1 de l’e´ventail de X1 est envoye´ dans celui
d’un coˆne σ2 de l’e´ventail de X2. Notre extension est T1 e´quivariante et elle
envoie l’orbite Oσ1 dans l’orbite Oσ2 . Remarquons qu’on peut e´galement lire
sur l’e´ventail si l’extension est propre : elle l’est lorsque l’image re´ciproque
du support de l’e´ventail de X1 par ϕ est le support de l’e´ventail de X2.
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B.4 Sous-varie´te´s toriques
SoitX une varie´te´ T -torique. Pour chaque orbiteOσ, on note Vσ l’adhe´rence
de Zariski de Oσ. La varie´te´ Vσ est une sous-varie´te´ torique (c’est a` dire inva-
riante sous l’action de T ) de X. Re´ciproquement, toute sous-varie´te´ torique
de X est de la forme Vσ.
Nous e´nonc¸ons ici quelques proprie´te´s tire´es de [Ful93] et qui nous seront
utiles : Vσ = ∪σ⊂τOτ , ce qui permet de visualiser Vσ dans X. Notons Tσ
le stabilisateur commun des points de Oσ. Notons Lσ l’intersection de L et
σ. On dispose d’une suite exacte de tores 1 → Tσ → T → T/Tσ → 1 qui
induit au niveau de groupes de sous-groupes a` un parame`tre la suite exacte :
1→ Lσ → L→ L/Lσ → 1 . Pour tout coˆne τ de l’e´ventail contenant σ, on
conside`re son image dans L/Lσ. Ces coˆnes forment un e´ventail du re´seau-
quotient note´ Star(σ). En fait, Vσ est une T/Tσ-varie´te´ torique provenant
de l’e´ventail Star(σ).
Remarquons que la varie´te´ Vσ est de codimension la dimension du coˆne
σ. La description de Vσ a` partir de son e´ventail permet de constater les deux
faits suivants. Premie`rement, si X est lisse alors Vσ est lisse. Deuxie`mement,
la varie´te´ Vσ est comple`te ssi σ est un coˆne inte´rieur de l’e´ventail.
B.5 Groupes de Picard et des classes d’e´quivalences
rationnelles
Dans cette section, on suppose que le support de l’e´ventail engendre l’es-
pace vectoriel E. Alors le groupe A∗(X) des classes d’e´quivalences rationelles
de X est engendre´ par les classes des sous-varie´te´s toriques.
Le groupe de Picard de X peut eˆtre de´crit de manie`re comple`tement
torique. La varie´te´ X est recouverte par les cartes toriques affine Uσ lorsque
σ de´crit les coˆnes maximaux de l’e´ventail. Un diviseur de Cartier torique est
la donne´e, pour tout coˆne maximal σ de l’e´ventail, d’une fonction torique
rationnelle hσ ∈M telle que pour toute paire de coˆnes σ,τ le quotient hσ/hτ
est une fonction re´gulie`re ne s’annulant pas sur Uσ ∩Uτ . Nous noterons CaT
le groupe des diviseurs de Cartiers toriques . A` chaque fonction torique
rationnelle torique m, on peut associer le diviseur de Cartier torique tel que
hσ = m. A chaque diviseur de Cartier torique, on peut associer un fibre´ en
droite dont les fonctions de transition de Uσ a` Uτ sont hσ/hτ . On dispose
de la suite exacte courte suivante :
1→M → CaT → Pic(X)→ 1
Le groupe An−1(X) est de´crit de manie`re comple`tement torique. Un
diviseur de Weil torique est une combinaison line´aire formelle a` coefficients
entiers de sous-varie´te´s toriques de codimension un. Nous noterons WeT
le groupe de diviseurs de Weil toriques. Soit m une fonction rationnelle
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torique. Le diviseur de Weil Div(m) associe´ a` m est alors torique. Toute
sous-varie´te´ torique de codimension un est de la forme Vσ avec σ un coˆne
de dimension un de l’e´ventail. Nous noterons V (σ) l’unique point primitif
de L dans la demi-droite σ. La valuation de m le long de Vσ est 〈m,V (σ)〉.
Donc Div(m) = Σσ〈V (σ),m〉 · Vσ. A chaque diviseur de Weil torique, on
peut associer sa classe dans An−1(X). On dispose de la suite exacte courte
suivante :
1→M →WeT → An−1(X)→ 1
Proposition B.5.1. Supposons que X soit lisse et admette un point to-
rique P . Alors les relations entre les diviseurs de Weil toriques de An−1(X)
expriment exactement les sous-varie´te´s toriques de codimension un passant
par P en fonction des autres. En particulier, An−1(X) est libre et base´ par
les diviseurs toriques ne passant pas par P .
De´monstration. Le point torique P est e´gal a` Vσ ou` σ est un coˆne de dimen-
sion n (cf B.4). Puisque X est lisse, le coˆne σ est un coˆne basique. Donc le
syste`me minimal de ge´ne´rateurs de σ forme une base (ei) de L. On notera
(xj) la base duale de M . Les relations entre les diviseurs de Weil toriques
dans An−1(X) sont les Div(xj). Les sous-varie´te´s toriques de codimension
un passant par P correspondent aux faces de σ de dimension un (cf B.4).
Les faces de dimension un de σ sont les demi-droites engendre´e par les ej
(cf B.2). Ainsi, Div(xj) exprime les sous-varie´te´s de codimension un passant
par P en fonction des autres puisque 〈ei, xj〉 = δij .
B.6 Re´solutions de singularite´s
Soit X une varie´te´. En ge´ne´ral, une re´solution de X est un morphisme
propre τ : Y → X d’une varie´te´ lisse Y dans la varie´te´ X qui est un iso-
morphisme au dessus du lieu lisse de X. On appelle lieu exceptionnel de la
re´solution τ l’image re´ciproque du lieu singulier. Lorsque X est localement
Q-factoriel, les composantes irre´ductibles du lieu exceptionnel sont de codi-
mension un dans Y et appele´s diviseurs exceptionnels (voir le paragraphe
1.40 de [Deb01]).
On suppose de plus que τ est une re´solution torique, c’est-a`-dire que Y
et X sont des varie´te´s T -toriques et le morphisme τ est T -e´quivariant. Nous
allons donner une description combinatoire des proprie´te´s de la re´solution
τ . Notons G et F les e´ventails correspondant a` Y et X. La lissite´ de Y
correspond au fait que l’e´ventail G est basique. L’existence du morphisme
τ correspond au fait que tout coˆne de G est inclus dans un coˆne de F . La
proprete´ de τ correspond au fait que les supports de G et F sont les meˆmes.
Le fait que τ soit un isomorphisme au dessus du lieu lisse de X correspond
au fait que G posse`de les coˆnes basiques de F . Dans [Ful93], il est montre´
qu’une re´solution torique existe toujours. Dans la figure B.4, on peut voir
deux re´solutions diffe´rentes pour une meˆme varie´te´ torique.
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Le lieu exceptionnel est invariant sous l’action du tore, donc ses compo-
santes irre´ductibles le sont e´galement. Donnons-en une description combi-
natoire. L’image re´ciproque du lieu lisse de X est la re´union des Uσ dans Y
lorsque σ de´crit les coˆnes basiques de F , c’est a` dire les coˆnes de G appar-
tenant a` F . Comple´mentairement, le lieu exceptionnel de la re´solution est
l’union des orbites Oσ dans Y lorsque σ de´crit les coˆnes de G non dans F .
Donc les composantes irre´ductibles du lieu exceptionnel sont les Vσ lorsque
σ de´crit les coˆnes minimaux de G non dans F . Par exemple dans la figure
B.5, le lieu exceptionnel a une unique composante irre´ductible Vσ.
Supposons de plus que F est simplicial, de sorte que X est localement
Q-factoriel. Les diviseurs exceptionnels sont alors les Vσ lorsque σ de´crit les
coˆnes de dimension un de G n’appartenant pas a` F . Dans la figure B.6, les
deux diviseurs exceptionnels sont Vσ et Vγ .
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B.7 Un re´sultat de re´traction topologique
Dans cette section, on se place sur le corps des nombres complexes afin
de prouver un re´sultat topologique. Soit X une varie´te´ T -torique. On choisit
un coˆne σ de l’e´ventail. On conside`re la sous-varie´te´ torique Vσ = ∪σ⊂τOτ
ainsi que l’ouvert torique Wσ = ∪σ⊂τUτ . Le re´sultat de re´traction est le
suivant :
Proposition B.7.1. Soit Vσ ⊂ R ⊂ Wσ stable par l’action du tore. Alors
Vσ est une partie re´tracte par de´formation forte de R.
Lemme B.7.2. Fixons λ un point de L dans l’inte´rieur relatif de σ. Fixons
τ une face contenant σ. λ est un sous-groupe a` un parame`tre de T qui agit
sur Uτ , donc on dispose d’un morphisme de C
∗×Uτ dans Uτ . Ce morphisme
s’e´tend au de´part a` C× Uτ .
De´monstration. Conside´rons le morphisme de tores de C∗ × T dans T qui
envoie le couple (z, t) sur λ(z)·t. Le morphisme s’e´tend de´ja` en un morphisme
de C∗×Uτ dans Uτ . Pour prouver le lemme, nous devons en fait l’e´tendre de
C×Uτ dans Uτ . En utilisant la proprie´te´ des morphismes toriques (cf B.3),
on traduit ce proble`me de manie`re totalement combinatoire. Le morphisme
de tores ci-dessus est donne´ au niveau des sous-groupes a` un parame`tre par
le morphisme de re´seaux de Z × N dans N qui au couple (k, n) associe
kλ+n. Conside´rons le morphisme ϕ de R×E dans E obtenu par extension
de scalaires. Le coˆne maximal de l’e´ventail de C×Uτ est R+×σ. Il est bien
envoye´ par ϕ dans τ puisque λ ∈ τ .
Lemme B.7.3. Fixons λ un point de L dans l’inte´rieur relatif de σ. Le
morphisme de C∗×Wσ dansWσ s’e´tend au de´part a` C×Wσ en un morphisme
H satisfaisant les proprie´te´s :
i) ∀x ∈Wσ H(1, x) = x
ii) ∀(z, y) ∈ C× Vσ H(z, y) = y
iii) ∀x ∈Wσ H(0, x) ∈ Vσ
De´monstration. Pour l’extension en un morphisme H, il suffit de recoller les
extensions donne´es par le lemme B.7.2. La proprie´te´ i) est satisfaite puisque
H(1, x) = λ(1) ·x = x. Par densite´, il suffit de prouver la proprie´te´ ii) pour z
distinct de 0. Tτ agit trivialement sur Oσ donc sur Vσ. Puisque y appartient
a` Vσ et λ(z) appartient a` Tτ , on a λ(z) · y = y. Donc H(z, y) = y. Il reste a`
prouver la proprie´te´ iii). H(x, 0) = limz→0λ(z) ·x. Donc x est invariant sous
l’action induite par λ. Notons Oγ l’orbite de x sous l’action de T , de sorte
que λ induit une action triviale sur Oγ . On en de´duit par B.4 que λ ∈ Lγ .
Puisque λ est un point dans l’inte´rieur relatif de σ, ceci prouve que σ ⊂ γ.
Donc x ∈ Vσ.
Preuve de la proposition B.7.1. Conside´rons la situation du lemme B.7.3.
Soit t un e´le´ment de l’intervalle [0, 1] et r un e´le´ment de R. Si t est non nul,
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H(t, r) = λ(t) · r appartient a` R puisque R est stable par l’action du tore.
Si t est nul, H(t, r) appartient a` Vσ inclus dans R. Donc H se restreint en
une fonction continue h : [0, 1]×R→ R qui est la re´traction de´sire´e.
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Annexe C
Re´solutions toriques
cre´pantes de kn/G,
G ⊂ (k∗)n ∩ SLn(k)
Dans cette appendice, on conside`re k un corps alge´briquement clos et G
un sous-groupe fini de (k∗)n dont l’ordre est premier a` la caracte´ristique de
k. On note φ : kn → Q le quotient ge´ome´trique de kn par G. Nous rappelons
ici quelques re´sultats et notations standards (voir [IR96] ou [Ful93]).
C.1 Le quotient comme varie´te´ torique
On dispose de la varie´te´ torique affine (k∗)n ⊂ kn. En passant au quotient
sous l’action de G, on obtient la varie´te´ torique affine T ⊂ Q. En effet, nous
allons voir dans la proposition suivante que T est un n-tore. On conside`re
xj , les projections de (k
∗)n sur k∗. Les xj forment une base du groupe
des caracte`res de (k∗)n ou encore des monoˆmes de Laurent. Le groupe des
monoˆmes de Laurent sera ainsi identifie´ a` Zn.
Proposition C.1.1. T est un n-tore. On dispose de deux suites exactes
courtes ci-dessous. En appliquant le foncteur Hom(·, k∗) a` la premie`re, on
obtient la seconde et en appliquant le foncteur Spec(k[·]) a` la seconde, on
re´cupe`re la premie`re.
1→ G→ (k∗)n → T → 1
1→M → Zn → G∨ → 1
De´monstration. En appliquant le foncteur Hom(·, k∗) au sous-sche´ma ferme´
i : G → (k∗)n, on obtient un morphisme α : Z → G∨. En appliquant le
foncteur Spec(k[·]) a` α, on re´cupe`re i. Ce qui prouve que α est surjective. Le
groupe G agit sur (k∗)n donc sur son alge`bre de fonctions k[Zn]. E´tant donne´
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des e´le´ments g de G et m de Zn, on a m · g = m ◦µi(g). Or m est morphisme
de groupes donc on dispose de l’e´galite´ m ◦ µi(g) = µm(i(g)) ◦m. On obtient
ainsi m ·g = α(m)(g) ·m. Donc la sous-alge`bre invariante est k[Zn]G = k[M ]
avec M = Ker(α). Remarquons que M est libre de rang n, donc T est un
n-tore. Ainsi la premie`re suite s’obtient a` partir de la seconde en appliquant
le foncteur Spec(k[·]). On conclut en utilisant le fait que Spec(k[·]) suivi de
Hom(·, k∗) est naturellement isomorphe a` l’identite´.
On conside`re (ej) les injections de k
∗ dans (k∗)n. Les ej forment une
base du groupe de sous-groupes a` un parame`tre Hom(k∗, (k∗)n). Le groupe
des sous-groupes a` un parame`tre sera ainsi identifie´ a` Zn. En appliquant le
foncteur Hom(k∗, ·) au quotient (k∗)n → T , on obtient une inclusion Zn ⊂ L
(duale de l’inclusion Zn ⊂ M). On a Zn ⊂ L ⊂ Rn. Conside´rons le coˆne σ
engendre´ par les vecteurs ej . Remarquons que σ est basique si on conside`re
le re´seau Zn mais n’est plus basique si on conside`re le re´seau L.
Proposition C.1.2. La varie´te´ torique affine (k∗)n ⊂ kn est donne´e par le
re´seau Zn et le coˆne σ, tandis que la varie´te´ torique T ⊂ Q est donne´e par
le re´seau L et le coˆne σ.
De´monstration. En utilisant la proprie´te´ de quotient ge´ome´trique, on voit
que tout autre morphisme torique de (k∗)n ⊂ kn dans T ⊂ V factorise par
le morphisme (k∗)n ⊂ kn dans T ⊂ Q. On conclut en utilisant la description
combinatoire des morphismes toriques.
Jusqu’a` la fin de cette section, nous allons nous placer sur le corps des
complexes. Chaque e´le´ment g de G s’e´crit de manie`re unique (ei2pirj ) avec
(rj) une famille de rationnels compris dans l’intervalle [0, 1[. On appelle aˆge
de g et on note a(g) la somme des rj .
Proposition C.1.3. On dispose de la suite exacte courte ci-dessous. De
plus, le re´seau L peut eˆtre de´fini comme le sur-re´seau de Zn engendre´ par
les (rj), lorsque g de´crit G.
1→ Zn → L→ G→ 1
De´monstration. L’application Rn×Rn → C∗ qui envoie un couple (x, f) sur
ei2pi〈x,f〉 fournit une dualite´ L/Zn×Zn/M → C∗. Puisque G∨ est identifie´ a`
Zn/M par de´finition, on obtient une identification de G a` L/Zn. On ve´rifie
alors qu’un e´le´ment g de G correspond bien au n-uplet (rj) vu dans L/Z
n.
C.2 Les re´solutions cre´pantes dans le cas spe´cial
line´aire
Dans cette section, on suppose de plus que G est un sous-groupe de
(k∗)n ∩ SLn(k). Rappelons que φ : X → Q de´signe le quotient ge´ome´trique.
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Le fibre´ canonique G-line´arise´ de kn est ωkn = Okn , donc le fibre´ cano-
nique de Q est ωQ = OQ. Ainsi, une re´solution de singularite´s τ : Y → Q
est cre´pante lorsque ωY est naturellement trivial. Dans cette section, nous
de´crivons les re´solutions toriques cre´pantes de Q du point de vue combi-
natoire. Ces re´sultats sont bien connus et nous les pre´sentons ici pour les
commodite´s du lecteur. Avec les notations pre´ce´dentes, le fait que G soit un
sous-groupe de SLn(k) est e´quivalent au fait que le monoˆme m0 = Πjxj soit
invariant sous l’action de G, c’est-a`-dire appartienne a` M .
Notons H l’hyperplan affine de E d’e´quation 〈e,mo〉 = 1. Par simplexe,
on de´signera un simplexe dans H dont les sommets sont des points de L (on
conside´rera que l’ensemble vide est un simplexe). On notera ∆ le simplexe
dont les sommets sont les ej . La dimension d’un simplexe est la dimension
de l’espace affine qu’il engendre (la dimension de l’ensemble vide est moins
un). On appellera sommet (resp. areˆte, triangle) un simplexe de dimension
ze´ro (resp. un,deux). On utilisera habituellement la notation V (resp. E,
resp. T ) pour un sommet (resp. areˆte, resp. triangle). L’inte´rieur relatif d’un
simplexe est son inte´rieur topologique dans l’espace affine qu’il engendre.
On appellera complexe simplicial un ensemble C de simplexes tel que les
faces d’un simplexe de C soient encore dans C et que l’intersection de deux
simplexes de C est une face commune. Le support d’un complexe simpli-
cial est la re´union de ses simplexes. Un simplexe maximal est un simplexe
de C maximal pour l’inclusion. Un simplexe inte´rieur est un simplexe dont
l’inte´rieur relatif est inclus dans l’inte´rieur du support. Pour chaque sim-
plexe s, on note σs le coˆne simplicial de E engendre´ par L. Le coˆne σs est
simplement la re´union des demi-droites passant par s (sauf dans le cas ou`
s est le simplexe vide , et alors σ(s) est {0}. Un simplexe est basique si le
coˆne σ(s) est basique.
A chaque complexe simplicial C, on peut associer un e´ventail F de L
consistant en les coˆnes σs lorsque s de´crit les simplexes de C. Voir la figure
C.1 pour un exemple. Un complexe simplicial est dit basique si l’e´ventail
associe´ est basique. Bien entendu, a` chaque complexe simplicial C, on associe
un e´ventail F de L puis une varie´te´ T -torique X. Dans ce cas, dans toutes
les notations faisant intervenir σs, on e´crira s a` la place (on obtiendra donc
par exemple les notations Us,Os,Vs,Ws). Par traduction directe de B.4, on
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obtient une bijection, entre les simplexes de C et les sous-varie´te´ toriques de
X, qui envoie s sur Vs. Sous cette correspondance, les simplexes inte´rieurs
correspondent aux sous-varie´te´s compactes.
Lemme C.2.1. Soit V un point de L. Si V appartient a` H alors V est
primitif.
De´monstration. E´crivons V = λ ·W avec λ un entier supe´rieur a` un et W
un vecteur primitif de L. λ〈W,m0〉 = 1 d’ou` λ = 1 et V =W .
Lemme C.2.2. Pour tout simplexe s, le syste`me de ge´ne´rateur minimal
de σs est l’ensemble des sommets de s. Un e´ventail simplicial provient d’un
complexe simplicial ssi les points des syste`mes minimaux de ge´ne´rateurs de
ses coˆnes sont dans H.
De´monstration. Soit s un simplexe. Les faces de dimension un de σs sont
les σV ou` V de´crit les sommets de S. Puisque les sommets V sont dans
H, ils sont primitifs d’apre`s C.2.1. Donc chaque sommet V est le vecteur
primitif de σV . Nous concluons que le syste`me minimal de ge´ne´rateurs de
σs est l’ensemble des sommets de s (cf B.2). Si un coˆne simplicial σ a son
syste`me minimal de ge´ne´rateurs dans H, on note s l’intersection de σ avec
H. On ve´rifie aise´ment que s est un simplexe et σ = σs.
On vient de voir qu’un coˆne provient d’un simplexe ssi son syste`me mi-
nimal de ge´ne´rateurs est dans H. On en de´duit formellement qu’un e´ventail
simplicial provient d’un complexe simplicial ssi les syste`mes de ge´ne´rateurs
minimaux de ses coˆnes sont dans H.
Lemme C.2.3. Soit s un simplexe. Si s est basique, alors les points de L
dans s sont les sommets de s. La re´ciproque est vraie lorsque la dimension
de s est infe´rieure a` deux.
De´monstration. Notons d la dimension du simplexe s. Nume´rotons les som-
mets de s : Vi pour i compris entre 0 et d. Par C.2.2, les sommets de s
forment le syste`me minimal de ge´ne´rateur de σ(s). Par de´finition, s est
basique lorsque (Vi) est une partie de base de L. Notons C le cube des com-
binaisons des (Vi) avec des scalaires dans [0, 1[. s est basique lorsque l’origine
est le seul point de L dans C. Le sens direct est e´vident puisque l’intersection
de C avec H est s prive´ de ses sommets. Il reste a` prouver la re´ciproque.
Pour tout point n de L appartenant a` C prive´ de l’origine, 〈n,m0〉 ≥ 2. En
effet, c’est un entier appartenant a` ]0, d[ et distinct de 1 (car n n’est pas
dans H sinon ce serait un point de s prive´ de ses sommets). Maintenant
supposons qu’il existe un point n1 de C prive´ de l’origine. Alors il existe des
nombres αi ∈ {0, 1} tels que n2 =
∑
i αi · Vi − n1 appartienne encore a` C
prive´ de l’origine. Mais alors d+ 1 ≥ 〈n1 + n2,m0〉 ≥ 4 d’ou` d ≥ 3.
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Lemme C.2.4. Soit C un complexe simplicial. Si C est un complexe basique
alors les points de L du support sont les sommets de C. La re´ciproque est
vraie si n ≤ 3.
De´monstration. Prouvons le sens direct. Soit V un point du re´seau dans le
support de C. Fixons un simplexe s de C tel que V appartienne a` S. Alors
en appliquant C.2.3, on conclut que V est un sommet de s de sorte que V
est un sommet dans C. Prouvons maintenant la re´ciproque. Supposons que
n ≤ 3 est que les points de L dans le support sont les sommets de C. Soit s
un simplexe de C. Remarquons que la dimension de s est infe´rieure a` 2. Soit
V un point de L dans s. V est un point de C de sorte que V doit eˆtre un
sommet de s. Donc les points de L dans s sont les sommets de s. D’apre`s
C.2.3, s est basique.
Proposition C.2.5. Les re´solutions toriques cre´pantes de Q sont en bijec-
tion avec les complexes simpliciaux basiques de support ∆
De´monstration. L’e´ventail de Q est l’ensemble des faces de σ. Soit une
re´solution torique τ : Y → Q. Y provient d’un e´ventail G de support σ
tel que G contienne toutes les faces basiques de σ (cf B.6). La re´solution est
cre´pante lorsque ωY = OY .
Par [Ful93] p60-64), un diviseur canonique de Y est −∑σ Vσ lorsque σ
de´crit les faces de dimension un de G. Donc la re´solution est cre´pante lorsqu’il
existe une fonction torique m dont le diviseur est −∑σ Vσ (cf B.5). Pour
chaque coˆne σ de dimension un dans l’e´ventail G, on notera V (σ) l’unique
point primitif de L dans la demi-droite σ. Le diviseur de m est e´gal a` notre
diviseur canonique lorsque pour chaque σ, 〈, V (σ),m〉 = −1 (cf B.5). Parmi
les coˆnes de dimension un de G, il y a les demi-droites dont les vecteurs
primitifs sont les ej . Donc pour chaque j, 〈ej ,m〉 = −1, ce qui implique
m = 1/m0. Ainsi, la re´solution est cre´pante ssi pour tout les coˆnes σ de
dimension un de G, on a 〈V (σ), 1/m0〉 = −1, c’est a` dire V (σ) appartient
a` H. Puisque pour tout coˆne de G, son syste`me minimal de ge´ne´rateurs est
forme´ des V (σ) ou` σ de´crit l’ensemble de ses faces de dimension un (cf B.2),
cela revient a` dire que les syste`mes minimaux de ge´ne´rateurs des coˆnes de
G sont dans H.
En appliquant C.2.2, on de´duit que la re´solution est cre´pante ssi G pro-
vient d’un complexe simplicial C. Cependant, C doit eˆtre un complexe sim-
plicial basique de support ∆ tel que toute face basique de ∆ soit un simplexe
de C. Il reste a` prouver que cette dernie`re condition est automatique. Fixons
s une face basique de ∆. D’apre`s C.2.3, les points de L dans s sont ses som-
mets. Donc les seuls simplexes inclus dans s sont ses faces. Puisque s est
l’union des simplexes de C qu’il contient, s est un simplexe de C.
Proposition C.2.6. Soit τ : Y → Q une re´solution torique. Les sous-
varie´te´s toriques de codimension un de Y correspondent aux points de L dans
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e2
Fig. C.2 –
∆. Les points distincts des ei correspondent aux diviseurs exceptionnels. Les
diviseurs exceptionnels forment un base de An−1(X)Q.
De´monstration. Les re´solutions toriques cre´pantes Y proviennent d’un com-
plexe simplicial basique C de support ∆ (cf C.2.5). Soit τ : Y → Q une
re´solution torique. Les sous-varie´te´s toriques de codimension un de Y cor-
respondent aux points de L dans ∆. (cf B.4). La varie´te´ torique Q provient
de l’e´ventail des faces de σ. Les faces de dimension un de σ sont les demi-
droites R+ej dont les points primitifs sont les ej . Nous de´duisons de B.6 que
les diviseurs exceptionnels correspondent aux points ej .
En tensorisant avec Q, la suite exacte courte de B.5 reste exacte. Puisque
(xj) est une base de MQ, les relations dans An−1(X)Q entre les diviseurs
toriques sont les Div(xj). Div(xj) exprime ej en fonction des diviseurs ex-
ceptionnels puisque 〈xj , ei〉 = δij (cf B.5).
Jusqu’a` la fin de cette section, nous faisons quelques remarques concer-
nant les re´solutions toriques cre´pantes en basse dimension. En dimension un,
rien ne se produit puisque le groupe est trivial. En dimension deux, pour
chaque entier n, il existe un sous-groupe G de (k∗)2 ∩ SL2(k) d’ordre n. Ce
groupe est cyclique et le sur-re´seau L de Z2 correspondant est engendre´ par
1/n(1, n−1). Dans ce cas, il existe une unique re´solution cre´pante qui est la
re´solution minimale et qui co¨ıncide avec le G sche´ma de Hilbert. La descrip-
tion combinatoire est donne´e par la figure C.2. Remarquons que dans ce cas,
tous les e´le´ments non nuls de G sont d’aˆge 1, donc les diviseurs exceptionnels
sont en correspondance avec les e´le´ments non nuls de G.
En dimension trois, le G-sche´ma de Hilbert fournit une re´solution to-
rique cre´pante. On pourra consulter [Nak01] et [CR02] pour une description
du complexe simplicial basique C de support ∆ de´crivant le G-sche´ma de
Hilbert. Cependant en dimension trois, il n’y a plus unicite´ de la re´solution
cre´pante : voir la figure C.3 pour un exemple avec deux re´solutions cre´pantes
distinctes, dont le G-sche´ma de Hilbert a` gauche. En dimension supe´rieure
a` quatre, il n’existe pas de re´solution cre´pante en ge´ne´ral. Par exemple, pre-
nons le groupe G = ±Idk4 dont le sur-re´seau L correspondant est engendre´
par le point 1/2(1, 1, 1, 1). On remarque dans ce cas que les seuls points de
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Fig. C.3 –
L dans ∆ sont ses sommets. Donc le seul complexe simplicial de support ∆
est le complexe simplicial constitue´ des faces de ∆. Mais ∆ n’est pas basique
puisque (e1, e2, e3, e4) n’est pas une base de L.
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Annexe D
Re´solutions cre´pantes dans le
cas complexe
Dans l’appendice pre´ce´dente, nous avons e´tudie´ les re´solutions toriques
cre´pantes du quotient de kn par un sous-groupe fini G de (k∗)n ∩ SLn(k).
Nous conjecturons que toutes les re´solutions cre´pantes sont en fait auto-
matiquement toriques. Dans cette appendice, on se place sur le corps des
nombres complexes et on prouve la conjecture dans ce cadre. Pour atteindre
notre but, nous utiliserons des me´thodes analytiques bien connues.
D.1 Crite`re d’alge´bricite´ d’un morphisme
Proposition D.1.1. Soit φ : X → Y un morphisme analytique entre deux
varie´te´s alge´briques complexes. On suppose qu’il existe O, un ouvert de
Zariski non vide de X tel que φ|O soit un morphisme alge´brique. Alors φ est
un morphisme alge´brique.
De´monstration. On conside`re le graphe Γ de φ dans X ×Y et le graphe Γ|O
de φ|O dans O × Y . Γ est un ferme´ en topologie usuelle de X × Y . De plus,
l’application naturelle de X dans Γ est un home´omorphisme. Puisque O est
un ouvert dans X, il est dense en topologie usuelle dans X (voir [Mum99]
I.10 the´ore`me 1). Par home´omorphisme, Γ|O est dense en topologie usuelle
dans Γ. Donc Γ est l’adhe´rence de Γ|O dans X × Y en topologie usuelle.
Puisque Γ|O est constructible, on en de´duit que Γ est l’adhe´rence de Zariski
de Γ|O dans X × Y (voir [Mum99] I.10 corollaire 1). Ainsi Γ est un ferme´
de Zariski. Le morphisme naturel de Γ dans X est un morphisme alge´brique
et un isomorphisme analytique donc un isomorphisme alge´brique (d’apre`s la
proposition 9 de [Ser56]). Ceci prouve que le morphisme naturel de X dans
Γ est alge´brique puis que φ est alge´brique.
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D.2 Rele`vement d’une action de C∗
Pour relever une action de C∗, nous utiliserons des me´thodes analytiques
et en particulier le lemme suivant :
Lemme D.2.1. Soit W une varie´te´ analytique lisse. Il existe une bijection
entre les actions de C∗ sur W et l’ensemble des champs de vecteurs χ sur
W tels que le syste`me de Cauchy suivant soit inte´grable sur C∗ pour tout
parame`tre w :
∂ψ/∂z(z, w) = χ(ψ(z, w))/z ψ(1, w) = w
De´monstration. Fixons une action de C∗ sur W donne´e par ψ : C∗ ×W →
W . De´finissons le champ de vecteurs χ(w) = ∂ψ/∂z(1, w). Nous allons uti-
liser l’e´galite´ ψ(sz, w) = ψ(s, ψ(z, w)). En de´rivant selon s au point 1, on
obtient ∂ψ/∂z(z, w) = χ(ψ(z, w))/z. Donc ψ est de´termine´ par l’e´quation
diffe´rentielle de l’e´nonce´. Re´ciproquement, supposons donne´ un champ de
vecteurs χ tel que l’e´quation diffe´rentielle de l’e´nonce´ soit inte´grable sur C∗
pour tout parame`tre w. La solution ψ est unique et analytique d’apre`s les
re´sultats classiques sur les syste`mes de Cauchy avec parame`tres. Pour mon-
trer que ψ de´finit une action, il reste a` ve´rifier que ψ(sz, w) = ψ(s, ψ(z, w)).
Or, z et w e´tant fixe´s, les deux membres sont e´gaux car solutions du syste`me
de Cauchy :
u′(s) = χ(u(s))/s u(1) = ψ(z, w)
The´ore`me D.2.2. Soit G un sous-groupe fini de SLn(C). On note φ :
Cn → Q le quotient ge´ome´trique. Soit τ : Y → Q une re´solution cre´pante.
On suppose donne´e une action de C∗ sur Cn commutant avec celle de G de
sorte de l’action descend sur Q. Alors l’action se rele`ve sur Y .
De´monstration. Conside´rons le champ de vecteurs α de Cn associe´ a` l’action
de C∗. Puisque les actions deG et C∗ commutent, ce champ de vecteurs estG
invariant. D’apre`s [Kal] corollaire 3.6, il existe un champ de vecteurs β sur Y
qui remplit la condition suivante : le pousse´-en-avant par φ de la restriction
de α au-dessus de Qreg est e´gal au pousse´-en-avant par τ de la restriction de
β au-dessus de Qreg. On prouve par isomorphisme et en utilisant le lemme
D.2.1, que le syste`me de Cauchy
∂ψ/∂z(z, y) = β(ψ(z, y))/z ψ(1, y) = y
est inte´grable sur C∗ pour les parame`tres y ∈ τ−1(Qreg) et de´finit ainsi
l’action sur τ−1(Qreg) relevant par isomorphisme celle sur Qreg. En fait,
le syste`me de Cauchy est inte´grable sur C∗ pour tout parame`tre y ∈ Y .
En effet, un tel syste`me de Cauchy est toujours localement inte´grable et
les obstructions a` son inte´gration sur C∗ sont l’explosion en temps fini de
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la solution et la monodromie. Premie`rement, on prouve par prolongement
analytique que, la` ou` la solution est de´finie, son image par τ co¨ıncide avec
l’orbite de τ(y) sous l’action de C∗ dans Q. Puisque l’image par τ n’explose
pas en temps fini et que τ est propre, la solution n’explose pas en temps
fini. Deuxie`mement, puisque la monodromie est triviale pour les parame`tres
dans τ−1(Qreg), elle reste par densite´ triviale pour tout parame`tre.
En utilisant le lemme D.2.2, on conclut que l’action alge´brique de C∗
sur τ−1(Qreg) se prolonge analytiquement en une action sur Y entier. En
appliquant la proposition D.1, on conclut que cette action est alge´brique.
Cette action rele`ve l’action de C∗ sur Q.
D.3 Re´solutions cre´pantes de Cn/G, G ⊂ (C∗)n ∩
SLn(C)
The´ore`me D.3.1. Soit G un sous-groupe fini de (C∗)n∩SLn(C). La varie´te´
torique affine (C∗)n ⊂ Cn quotiente´e par G induit une varie´te´ torique affine
T ⊂ Q. Toute re´solution cre´pante τ : Y → Q est automatiquement torique.
De´monstration. Remarquons que puisque T est un ouvert lisse et que τ
est isomorphisme au-dessus de l’ouvert lisse, Y contient T . Remarquons
e´galement que Y est une varie´te´ normale car lisse. Il reste donc a` prouver
que l’action de T se rele`ve sur Y . Puisque T est le quotient de (C∗)n par
G, cela revient a` montrer que l’action de (C∗)n se rele`ve sur Y . Or l’action
de (C∗)n sur Q peut eˆtre vue comme des actions de C∗ commutant entre-
elles. Ces actions se rele`vent sur Y d’apre`s D.2.1. Les actions ainsi releve´es
commutent entres elles (car elles commutent au-dessus de l’ouvert lisse). Ces
actions peuvent donc eˆtre vues comme une action de (C∗)n sur Y relevant
l’action sur Q.
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Annexe E
Cohomologies classique et
orbifold
Dans la premie`re section de cette appendice, on conside`re des orbifolds
complexes en ge´ne´ral. On introduit quelques notions et re´sultats sur la co-
homologie classique a` coefficients rationnels. Dans les seconde et troisie`me
section, on de´crit l’anneau de cohomologie orbifold de V/G (G ⊂ GL(V ))
et X/G (X lisse et G abe´lien) suivant la de´finition de [FG03].
E.1 Cohomologie classique
Dans cette section, les varie´te´s ambiantes conside´re´es seront des orbifolds
complexes (on s’autorisera meˆme a` conside´rer des espaces non connexes
dont les composantes connexes sont e´quidimensionnelles). On travaille avec
la cohomologie a` coefficients rationnels. Dans les cas lisses, on plongera la
cohomologie a` coefficients rationnels dans la cohomologie a` coefficients re´els,
qui est la cohomologie du complexe de De Rham des formes diffe´rentielles
lisses.
Remarquons qu’on peut toujours trianguler une varie´te´ alge´brique com-
plexe (puisqu’elle lisse oriente´e sauf sur un ferme´ de codimension re´elle
supe´rieure a` deux) et obtenir sa classe fondamentale en homologie de Borel-
Moore. La dualite´ de Poincare´ se ge´ne´ralise aux orbifolds :
The´ore`me E.1.1. Soit X un orbifold de dimension n. En cappant avec
la classe fondamentale de X en homologie de Borel-Moore, on obtient un
isomorphisme H∗(X) → HBMn−∗(X) appele´ dualite´ de Poincare´. On appelle
classe de X en cohomologie et on note [X] le dual de Poincare´ de points pris
dans chaque composante connexe.
De´monstration. Ce the´ore`me utilise l’homologie d’intersection de X intro-
duite par Goresky et MacPherson et note´e IH∗(X). Pour des de´tails, on
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renvoie le lecteur a` [GM83], et en particulier la partie 5. Il existe des mor-
phismes naturels H∗(X)→ IH∗(X) et IH∗(X)→ HBMn−∗(X) qui factorisent
le cap produit avec la classe fondamentale. Puisque X est un orbifold, ces
morphismes sont des isomorphismes.
The´ore`me E.1.2. On se place dans une varie´te´ lisse X. Pour tout diviseur
D, le dual de Poincare´ de la classe fondamentale de D en homologie de
Borel-Moore est la premie`re classe de Chern du fibre´ en droites O(D).
De´monstration. Ce fait est classique dont on trouve une preuve par exemple
dans [Ful84] a` partir des The´ore`me 3.2 et Corollaire 17.4.
De´finition E.1.3. Soit f : X → Y un morphisme propre. Le morphisme f
induit un morphisme gradue´ en homologie de Borel-Moore. Par dualite´ de
Poincare´, ce morphisme fournit un morphisme en cohomologie note´ comme
suit (c de´signe la codimension X relativement a` Y ) :
f∗ : H∗(X)→ H∗+2c(Y )
Proposition E.1.4. Soit f : X → Y un morphisme propre. Pour tout
e´le´ments x de H∗(X) et y de H∗(Y ), on a la formule de projection :
f∗(f∗(y) ∪ x) = y ∪ f∗(x)
De´monstration. Notons f⋆ le pousse´-en-avant en homologie de Borel-Moore.
Par dualite´ de Poincare´ et par de´finition de f∗, on se rame`ne a` prouver que
f⋆((f
∗(y) ∪ x) ∩ X) = y ∪ f⋆(x ∩ X). On conclut en appliquant la formule
de projection classique (voir [Bre67] V.10).
Proposition E.1.5. Soit f : X → Y un morphisme propre dominant entre
orbifolds de meˆme dimension. L’image de la classe fondamentale de X est
un multiple de la classe fondamentale de Y . On appelle degre´ de f et on note
deg(f) ce multiple. En notant cX et cY le nombre de composantes connexes
de X et Y , on dispose des relations suivantes :
f∗(1) = 1 f∗(1) = deg(f)
f∗([Y ]) = (deg(f)cY /cX)[X] f∗([X]) = (cX/cY )[Y ]
f∗ ◦ f∗ = deg(f)Id
De´monstration. Les quatre premie`res relations se montrent en utilisant les
de´finitions, la dualite´ de Poincare´ et la formule de projection entre homologie
et cohomologie. La cinquie`me formule se montre en utilisant f∗(1) = deg(f)
et en appliquant la formule de projection E.1.4.
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Proposition E.1.6. Soit f : X → Y un fibre´ sur une varie´te´ lisse Y dont
la fibre est une varie´te´ compacte lisse de dimension d. Alors f∗ : H∗(X) →
H∗−d(Y ) s’interpreˆte en l’inte´gration des formes diffe´rentielles de X sur les
fibres.
De´monstration. Nous sommes dans le cas lisse. On conside`re la cohomologie
des formes diffe´rentelles lisses. L’homologie de Borel-Moore s’identifie au
dual de la cohomologie des formes diffe´rentielles lisses a` support compact.
Le pousse´-en-avant en homologie de Borel-Moore s’identifie alors au dual du
tire´-en-arrie`re des formes diffe´rentielles lisses a` support compactes.
Soit α une forme ferme´e sur X. Conside´rons If (α) la forme ferme´e de
Y obtenue en inte´grant α sur les fibres. Soit β une forme ferme´e de Y a`
support compact. Conside´rons Tf (β) la forme ferme´e de X obtenue par
tirage-en-arrie`re. Le the´ore`me de Fubini ainsi qu’une partition de l’unite´ sur
Y nous permettent de montrer la formule suivante, qui est e´quivalente a` la
proposition : ∫
Y
If (α) ∧ β =
∫
X
α ∧ Tf (β)
Corollaire E.1.7. Soit f : X → Y un fibre´ sur une varie´te´ lisse Y dont
la fibre est une varie´te´ compacte lisse de dimension d. Soit x ∈ Hd(X) une
classe de cohomologie dont la restriction sur les fibres est la classe fonda-
mentale. Alors f∗(x) = 1.
De´monstration. Puisque X se re´duit sur chaque fibre a` la classe fondamen-
tale en cohomologie, l’inte´gration de X sur les fibres donne la fonction 1 sur
Y . On applique la proposition E.1.6.
Corollaire E.1.8. Soit f : X → Y est un fibre´ sur une varie´te´ lisse Y
dont la fibre est une varie´te´ compacte lisse de dimension d. On conside`re le
changement de base g : Y ′ → Y avec Y ′ lisse, donne´ par le diagramme de
gauche. Alors le diagramme de droite est commutatif.
X ′
f ′
²²
g′
// X
f
²²
Y ′
g
// Y
H∗(X ′)
f ′
∗
²²
H∗(X)
g′∗
oo
f∗
²²
H∗−d(Y ′) H∗−d(Y )
g∗
oo
De´monstration. La preuve est e´vidente en utilisant l’inte´gration sur les fibres,
qui est compatible aux changements de base.
Proposition E.1.9. Soit X une varie´te´ lisse et Y une sous-varie´te´ lisse. On
note j l’inclusion de Y dans X et N le fibre´ normal de Y dans X. Alors
pour toute classe de cohomologie y ∈ H∗(Y ), on a :
j∗(j∗(y)) = y ∪ ctop(N)
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De´monstration. On conside`re un voisinage tubulaire U de Y dans X. Par
de´finition, on dispose d’une projection p : U → Y qui identifie U au fibre´
normal (pour la structure re´elle lisse) de Y dans X. On choisit t une classe
de cohomologie de U a` support compact dont l’inte´grale sur chaque fibre
est 1. Soit x une forme diffe´rentielle de X a` support compact. En utilisant
Fubini et une partition de l’unite´ de Y , on ve´rifie aise´ment que :
∫
X
(p∗(y) ∧ t) ∧ x =
∫
Y
y ∧ x|Y
Ceci prouve que j∗(y) = p∗(y) ∧ t et donc j∗(j∗(y)) = y ∧ t|Y . D’apre`s la
proposition 12.4 de [BT82] , t|Y repre´sente la classe d’euler du fibre´ normal.
Puisque le fibre´ normal est complexe, sa classe d’euler est e´gale a` sa classe
de Chern de plus haut degre´ d’apre`s le paragraphe 20 de [BT82].
Proposition E.1.10. Soit X une varie´te´ lisse. Soient Y et Z des sous-
varie´te´s lisses s’intersectant transversalement. On note j l’inclusion de Y
dans X et l l’inclusion de Y ∩ Z dans Z. Alors pour toute classe de coho-
mologie y de H∗(Y ), on dispose de l’e´galite´ :
j∗(y)|Z = l∗(y|Y ∩Z)
De´monstration. Soit U un voisinage tubulaire de Y dans X et p : U → Y
la projection qui identifie U au fibre´ normal. Comme Y et Z s’intersectent
transversalement, on peut supposer que p−1(Y ∩ Z) = U ∩ Z. Alors U ∩ Z
est un voisinage tubulaire de Y ∩Z dans Z et δ, la restriction de p au-dessus
de Y ∩ Z, identifie U ∩ Z au fibre´ normal. Soit t une forme diffe´rentielle
ferme´e a` support compact inclus dans U dont l’inte´grale sur chaque fibre est
1. D’une part, j∗(y) = p∗(y) ∧ t. D’autre part, l∗(y|Y ∩Z) = δ∗(y|X∩Z) ∧ t|Z .
On en de´duit la formule de l’e´nonce´.
Proposition E.1.11. Soit X une varie´te´ lisse. Soient Y et Z des sous-
varie´te´s lisses s’intersectant transversalement. On note j et k les inclusions
de Y et Z dans X. On note i l’inclusion de Y ∩Z dans X. Pour toute classe
de cohomologie y de H∗(Y ) et z de H∗(Z), on dispose de l’e´galite´ :
j∗(y) ∪ k∗(z) = i∗(y|Y ∩Z ∪ z|Y ∩Z)
De´monstration. Soit U un voisinage tubulaire de Y dans X et p : U → Y
la projection qui identifie U au fibre´ normal. Soit V un voisinage tubulaire
de Z dans X et q : V → Y la projection qui identifie V au fibre´ normal.
Par transversalite´, le fibre´ normal N(Y ∩Z,X) est somme directe des fibre´s
normaux N(Y ∩Z,Y ) et N(Y ∩Z,Z). Ci-dessus, on peut meˆme avoir choisi les
voisinage tubulaires U et V de sorte que les diagrammes suivants soient
identifie´s :
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N(Y ∩Z,X)
²²
// N(Y ∩Z,Z)
²²
N(Y ∩Z,Y ) // Y ∩ Z
U ∩ V
α
²²
β
// U ∩ Z
γ
²²
Y ∩ V
δ
// Y ∩ Z
ou` α et γ sont les restrictions de p au-dessus de Y ∩ V et Y ∩ Z et β et δ
sont les restrictions de q au-dessus de U ∩ Z et Y ∩ Z.
On fixe s une forme diffe´rentielle ferme´e a` support compact inclus dans
U dont l’inte´grale sur chaque fibre est 1. On fixe t une forme diffe´rentielle
ferme´e a` support compact inclus dans V et dont l’inte´grale sur chaque fibre
est 1. Alors s∧ t est une forme diffe´rentielle ferme´e a` support compact inclus
dans U ∩ V dont l’inte´grale sur chaque fibre est 1 (d’apre`s Fubini).
La classe de cohomologie j∗(y) est repre´sente´e par p∗(y) ∧ s. La classe
de cohomologie k∗(z) est repre´sente´e par q∗(y)∧ t. Donc, vu les supports, la
classe de cohomologie j∗(y)∪k∗(z) est repre´sente´e par α∗(y|Y ∩V )∧β∗(z|Z∩U )∧
(s∧t). Or, modulo une forme exacte, y|Y ∩V = δ∗(y|Y ∩Z) et z|Z∩U = γ∗(z|Y ∩Z).
Donc, en posant r = δ ◦ α = γ ◦ β, la classe de cohomologie j∗(y) ∪ k∗(z)
est repre´sente´e par r∗(y|Y ∩Y ∧ z|Y ∩V ) ∧ (s ∧ t) qui repre´sente e´galement la
classe de cohomologie i∗(y|Y ∩Y ∪ z|Y ∩V ).
Proposition E.1.12. Soit X une varie´te´ lisse et G un sous-groupe fini
de Aut(X) d’ordre n. On suppose que l’action est admissible et on note
φ : X → Q le quotient ge´ome´trique. Le degre´ de φ est n. Le morphisme
φ∗ induit une identification H∗(Q) = H∗(X)G. Modulo cette identification,
φ∗(x) =
∑
g x · g.
De´monstration. Le degre´ de φ est n. On peut le voir par de´finition et en
utilisant une bonne triangulation de X. Le morphisme φ∗ induit une iden-
tification H∗(Q) = H∗(X)G (voir les the´ore`mes 5.3.1 et 2.5.3 de [Gro57]).
La description de φ∗ de´coule formellement du fait que φ∗ est G-invariant et
φ∗ ◦ φ∗ = n · Id.
E.2 Cohomologie orbifold de V/G, G ⊂ GL(V )
Dans cette section, on conside`re un sous-groupe G de GL(V ). On note
quotient Q de l’action de V par G. Le but de cette section est de de´crire
H∗o (Q), l’anneau de cohomologie orbifold du quotient global Q. On suit
la de´marche de Fantchi et Go¨ttsche qui introduisent un anneau gradue´
H∗(V,G), muni d’une action de G. L’anneau H∗o (Q) est alors le sous-anneau
G-invariant H∗(V,G)G.
Proposition E.2.1. En tant qu’espace vectoriel, H∗(V,G) = ⊕g∈GQg.
De´monstration. Il suffit juste de reprendre la de´finition 1.1 de [FG03] en
remarquant que pour tout e´le´ment g, V g est un espace vectoriel, donc
H∗(V g) = Z. Ainsi on a H∗(V,G) = ⊕g∈GH∗(V g) = ⊕g∈GQg.
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L’anneau Q[G] est de´fini comme e´tant le groupe ⊕g∈GQg muni du pro-
duit de´fini par g · h = gh. Le groupe G, en tant que sous-groupe des
unite´s, agit naturellement sur Q[G] a` droite par conjugaison. E´tant donne´
un e´le´ment g de GL(V ), on de´finit l’aˆge de g et on note a(g) le nombre∑
j rj ou` les rj sont des nombres dans l’intervalle [0, 1[ tels que les e
i2pirj
soient les valeurs propres de g (chacune e´tant re´pe´te´e autant de fois que sa
multiplicite´). D’apre`s le lemme 1.12 de [FG03] , e´tant donne´ deux e´le´ments
f et g de G, on dispose de l’ine´galite´ a(gh) ≤ a(g) + a(h). Donc si l’on pose
F kQ[G] = ⊕g∈G|2a(g)≤kQg, on obtient une filtration F de l’anneau Q[G] avec
action de G. Ainsi on peut conside´rer l’anneau gradue´ GrFQ[G] avec action
de G. Explicitement, en tant qu’espace vectoriel, GrFQ[G] est isomorphe a`
⊕g∈GQg. Le degre´ d’un e´le´ment g dans l’anneau est 2a(g). Le produit est
donne´ par g · h = gh si a(gh) = a(g) + a(h) et g · h = 0 sinon. Le transforme´
d’un e´le´ment h vu dans l’anneau sous l’action d’un e´le´ment g du groupe est
g−1hg.
Proposition E.2.2. En tant qu’anneau gradue´ avec action de G, H∗(V,G)
est isomorphe a` GrFQ[G].
De´monstration. H∗(V,G) et GrFQ[G] sont identifie´s en tant qu’espaces vec-
toriels car e´gaux a` ⊕g∈GQg. Le fait que cette identification soit compatible
avec la graduation et l’action de G provient directement des de´finitions 1.2 et
1.7 donne´es dans [FG03]. Il reste a` voir que les produits co¨ıncident. Remar-
quons que g et h sont de degre´s respectifs a(h) et a(h). Vu la de´finition 1.12 de
[FG03], le produit de g et h dans l’anneau H∗(V,G) est un e´le´ment de Qgh.
S’il est non nul, il est donc de degre´ a(gh). On a alors a(gh) = a(g) + a(h).
Mais dans ce cas d’e´galite´, le fibre´ d’obstruction est de rang 0 et l’inclusion
de secteurs tordus est une e´galite´ et donc le produit est simplement gh (voir
[FG03] lemme 1.12 et de´finition 1.14).
L’action de G sur Q[G] est donne´e par conjugaison. On remarque donc
que le sous-anneau G invariant de Q[G] n’est autre que son centre Z(Q[G])
qui admet une base indexe´e par les classes de conjugaison de G.
Proposition E.2.3. En tant qu’anneau gradue´ avec action de G, H∗o (Q)
est isomorphe a` GrFZ(Q[G]).
De´monstration. D’apre`s la de´finition 1.28 de [FG03], l’anneau de cohomolo-
gie orbifold H∗o (Q) est isomorphe au sous-anneau G invariant de H∗(V,G) =
GrFQ[G]. Puisque le G-morphisme (donne´ par la filtration) de Q[G] dans
GrFQ[G] est un isomorphisme de groupes, il est e´vident que (GrFQ[G])G
s’identifie a` GrF (Q[G]G). De plus, d’apre`s la remarque ci-dessus, le sous-
anneau G-invariant Q[G]G n’est autre que le centre Z(Q[G]).
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E.3 Cohomologie orbifold de X/G, G abe´lien
Dans cette partie, on suppose que X est une varie´te´ complexe lisse et G
un sous-groupe abe´lien de Aut(X) d’ordre n. On suppose de plus que l’action
de G sur X est admissible et on note φ : X → Q le quotient ge´ome´trique.
Le but de cette section est de de´crire dans ce cas abe´lien l’anneau de coho-
mologie orbifold H∗o (Q) du quotient global Q.
Commenc¸ons par rappeler la notion d’aˆge dans ce cadre. Prenons un
e´le´ment g de G. Soit x un point de Xg. On de´finit l’aˆge de g au point x et
on note a(g, x) comme le nombre
∑
j rj ou` les rj sont des rationnels dans
l’intervalle [0, 1[ tels que les ei2pirj soient les valeurs propres de g ∈ GL(TxX)
(chacune e´tant re´pe´te´e autant de fois que sa multiplicite´). Remarquons que
le groupe est abe´lien donc Xg est globalement invariant sous l’action de G et
on peut conside´rer le quotient Xg/G. Pour chaque composante connexe U
de Xg/G, on peut de´finir a(g, U) comme l’aˆge de g en un point quelconque
au-dessus de U .
Proposition E.3.1. Pour chaque e´le´ment g de G et chaque composante
connexe U de Xg/G, on de´finit un e´le´ment formel FUg de degre´ 2a(g, U).
Alors H∗o (Q) est de´crit en tant qu’espace vectoriel gradue´ comme suit :
H∗o (Q) = ⊕H∗(U)FUg
De´monstration. Suivant les de´finitions 1.1 et 1.2 de [FG03], on conside`re
l’anneau H∗(X,G) = ⊕gH∗(Xg) muni de l’action de G. D’apre`s la de´finition
1.28 de [FG03], l’anneauH∗o (Q) est alors le sous-anneauH∗(X,G)G. Puisque
le groupe est abe´lien, on obtient directement l’e´galite´ H∗o (Q) = ⊕gH∗(Xg)G.
D’apre`s la proposition E.1.12, on dispose de l’e´galite´H∗(Xg)G = H∗(Xg/G).
En de´composant H∗(Xg/G) suivant les composantes connexes de Xg/G et
en utilisant le de´finition 1.7 de [FG03] pour la graduation de H∗o (Q) par
l’aˆge, on en de´duit directement l’e´nonce´ ci-dessus.
Pour toute partie ferme´e O de Q, on conside`re φO la restriction de φ
au-dessus de O. On conside`re e´galement dO le degre´ de φO. dO n’est autre
que l’indice du noyau de l’action de G sur φ−1(O).
Notation E.4. Conside´rons FUg ,F
V
h ,F
W
k avec ghk = 1. Soit O une com-
posante connexe de U ∩ V ∩W . On conside`re FO le fibre´ d’obstruction sur
φ−1(O) (1.9 [FG03]). On conside`re alors la classe de cohomologie suivante :
fO = (φO)∗(ctop(FO)) ∈ H∗(O)
Proposition E.4.1. Le cup produit orbifold des deux e´le´ments αFUg et
βF Vh est donne´ par la formule suivante :
(αFUg ) ∪o (βF Vh ) =
∑
O
(iO⊂W )∗(α|O ∪ β|O ∪ fO)/dWFWgh
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(Dans la formule ci-dessus, O de´crit les composantes connexes de U∩V etW
de´signe la composante connexe de Xgh/G contenant O). En particulier, le
produit de deux e´le´ments αFUg et βF
U
g−1 est donne´ par la formule suivante :
(αFUg ) ∪o (βFUg−1) = dU/n(iU⊂X)∗(α ∪ β)
De´monstration. Commenc¸ons par prouver la premie`re formule. Pour chaque
composante O de U ∩ V , nous allons conside´rer le diagramme suivant :
φ−1(O)
φO
²²
jO // φ−1(W )
φW
²²
O
iO // W
D’apre`s la de´finition du produit orbifold (1.14 [FG03]), on a l’e´galite´ :
(αFUg ) ∪o (βF Vh ) =
∑
O
γ(O)FWgh
ou` γ(O) est l’e´le´ment de cohomologie caracte´rise´ par l’expression suivante :
φ∗W (γ(O)) = (jO)∗(φ
∗
O(α|O ∪ β|O) ∪ ctop(FO))
On prouve alors la premie`re formule en appliquant (φW )∗ a` cette dernie`re
expression et en appliquant E.1.5 ainsi que la formule de projection. La
seconde formule se de´duit de la premie`re en remarquant que dX = n et que,
pour des raisons de degre´, le fibre´ d’obstruction FU au-dessus de φ
−1(U) est
de rang 0 donc fU = (φU )∗(1) = dU .
Jusqu’a` la fin de cette section, on suppose de plus que X est compacte.
La varie´te´ Q est alors e´galement compacte et posse`de donc une classe fonda-
mentale en homologie. On dispose de la dualite´ de Poincare´ orbifold de´finie
par (x, y)o =
∫
Q x∪o y. Le nombre d’intersections orbifold de trois e´le´ments
de l’anneau est de´finie par x · y · z = ∫Q x ∪o y ∪o z. La proposition suivante
calcule les nombres d’intersections orbifold :
Proposition E.4.2. On conside`re des e´le´ments αFUg ,βF
V
h ,γF
W
k . Le nombre
d’intersections est non nul lorsque ghk = 1. Dans ce cas, il est donne´ par la
formule suivante :
αFUg · βF Vh · γFWk = 1/n
∑
O
∫
O
α|O ∪ β|O ∪ γ|O ∪ fO
(Dans la formule ci-dessus, O de´crit les composantes connexes de U∩V ∩W )
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De´monstration. Le cup produit orbifold des trois e´le´ments est inclus dans
des secteurs correspondant a` ghk. Le triplet est non nul lorsque ce produit
est dans Q i.e. ghk = 1. Dans ce cas, on applique le premie`re formule de la
proposition E.4.1 pour calculer βF Vh ∪o γFWk puis la deuxie`me formule pour
calculer αFUg ∪o βF Vh ∪o γFWk . On obtient le re´sultat suivant :
∑
O
dU/n(iU⊂X)∗(α ∪ (iO⊂U )∗(β|O ∪ γ|O ∪ fO)/dU )
ou` O de´crit l’ensemble des composantes connexes de V ∩W incluses dans U .
D’apre`s la formule de projection, chaque terme de cette somme se simplifie :
1/n(iO⊂X)∗(α|O ∪ β|O ∪ γ|O ∪ fO)
On prouve la formule de la proposition en utilisant que pour tout e´le´ment
ω de H∗(O), on a
∫
X(iO⊂X)∗(ω) =
∫
O ω.
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Annexe F
Varie´te´s abe´liennes
Dans cette appendice, on conside`re X une varie´te´ complexe abe´lienne
de dimension trois et G un sous-groupe fini abe´lien de Aut0(X) (automor-
phismes fixant le neutre). On suppose de plus que l’action de G sur X
pre´serve le volume. Remarquons que, puisque X est projective, l’action de
G sur X est admissible. On note φ : X → Q le quotient ge´ome´trique. On
appellera origine l’image du neutre dans Q.
Dans cette appendice, on cherche a` classifier les paires (G,X) (modulo
isomorphisme). On commencera par de´terminer explitement une classe de
paires. De plus a` chacune de ces paires, on pourra associer un nombre fini
de nouvelles paires (via une G-isoge´nie). Toute paire est ainsi obtenue. Pour
cette classification, nous utiliserons les re´sultats sur les automorphismes de
varie´te´s abe´liennes obtenus dans [Fuj88], [BGAL99] et [BL04]. D’apre`s 4.1,
le lieu singulier de Q se de´compose en courbes et points isole´s. De plus, au
plus trois courbes du lieu singulier passent par l’origine. Nous appellerons
type de la paire le nombre de courbes du lieu singulier passant par l’origine.
F.1 Paires de type 0
Proposition F.1.1. En reprenant les notations standards de [BL04], les
paires (G,X) de type 0 sont de´crites dans le tableau suivant :
G X Ge´ne´rateur
Z/3Z Ej ×Ej × Ej jId
Z/7Z X(Q(ξ7), φ
7
2) ξ7
De´monstration. En ge´ne´ral, la situation d’un tore complexe et d’un sous-
groupe G d’automorphismes (fixant le neutre) est de´crite de manie`re combi-
natoire par un espace vectoriel V muni d’un sous-groupeG de GL(V ) et d’un
re´seau re´el N de V stable sous l’action de G, tout cela modulo isomorphisme.
Ici la paire (X,G) peut eˆtre de´crite combinatoirement par un sous-groupe
G ⊂ C∗∩SL3(C) et un re´seau N stable sous l’action de G. Remarquons que
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le neutre est fixe´ par tous les e´le´ments de G donc l’image locale du quotient
au-dessus de l’origine est C3 → C3/G. D’apre`s la description de la section
3.1, la paire (X,G) est de type 0 lorsque les noyaux des trois caracte`res x1,
x2 et x3 sont triviaux. Ceci e´quivaut e´galement au fait que les e´le´ments non
nuls g de G n’ont pas de valeur propre e´gale a` 1, ou de manie`re e´quivalente,
ve´rifient queXg est fini (d’apre`s [BL04] 13.1.2). Ceci implique e´galement que
G est cyclique (car le caracte`re x1 induit un isomorphisme entre G et un
groupe de racines de l’unite´). Remarquons que G ne peut eˆtre d’ordre deux.
Nous sommes exactement dans le cadre de la classification de [BGAL99], sec-
tion 4 avec l’hypothe`se supple´mentaire G ⊂ SL3(C). En utilisant le lemme
4.1, on conclut que l’ensemble des valeurs propres d’un ge´ne´rateur de G est
soit {j}, soit {ξ7, ξ27 , ξ47}. On conclut en utilisant le the´ore`me 4.2.
F.2 Paires de type 1
On conside`re G un sous-groupe cyclique d’automorphismes (pre´servant
le neutre) d’une surface abe´lienne S tel que Sg est fini pour tout g ∈ G\{0}
et tel que le caracte`re det(G) (G ⊂ GL(T0(X))) soit de noyau non nul
et d’image d’ordre 1,2,3,4 ou 6. On conside`re une courbe elliptique E. On
suppose de plus que E = Ei si l’image de det(G) est d’ordre 4 et E = Ej
si l’image de det(g) est d’ordre 3 ou 6. Ainsi on fait agir G sur la courbe
elliptique E via le caracte`re det(G)−1.
Proposition F.2.1. En reprenant les notations pre´ce´dentes, les (G,S×E)
sont des paires de type 1. Pour (G,S × E) fixe´, il existe un nombre fini de
nouvelles paires (G,X) telles qu’il existe une G-isoge´nie de S × E dans X
dont les restrictions a` S et E sont injectives. En faisant varier (G,S × E),
on obtient toutes les paires de type 1
De´monstration. La paire (X,G) peut eˆtre de´crite combinatoirement par un
sous-groupe fini G de (C∗)3∩SL3(C) et un re´seau re´el N stable sous l’action
de G. Remarquons que le neutre est fixe´ par tous les e´le´ments de G, donc
l’image locale du quotient au-dessus de l’origine est donne´e par C3 → C3/G.
D’apre`s la description de la section 3.1, la paire (X,G) est de type 1 lorsque
le noyau d’exactement un des caracte`res est non trivial. Quitte a` permuter
les coordonne´es, on peut supposer que le noyau de x3 est non trivial.
Notons o l’ordre du noyau de x3, de sorte que les e´le´ments du noyau soient
de la forme (ξ, ξ−1, 1) ou` ξ est une racine o-ie`me de l’unite´. Soit (a, b, c) un
e´le´ment de C3 appartement au re´seau N . Puisque N est stable sous l’action
de G,
∑
ξ∈Uo(ξa, ξ
−1b, 1c) est encore un e´le´ment de N . Ainsi o(0, 0, c) est
un e´le´ment de N . Puisque N est un re´seau, il contient e´galement o(a, b, 0).
Posons P = (C2 × 0)∩N et R = (02 ×C)∩N . Posons K = P ×R. D’apre`s
ce qui pre´ce`de K ⊂ N ⊂ oK.
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Posons S = C2/P et E = C/R. De sorte que l’inclusion K ⊂ N induit
une isoge´nie de S × E dans X (car K ⊂ N ⊂ oK). Cette isoge´nie est G-
e´quivariante car K et N sont stables sous l’action de G. Ses restrictions a` S
et E sont injectives car P = (C2× 0)∩N et R = (02×C)∩N . De plus, par
isoge´nie, S × E est une varie´te´ abe´lienne donc S est une surface abe´lienne.
Les noyaux des caracte`res x1 et x2 sont triviaux. Ceci implique que G est
cyclique (car le noyau de x1 induit une identification de G avec un groupe
de racines de l’unite´). Ceci implique e´galement que G peut eˆtre vu comme
un sous-groupe d’automorphismes de S (car G s’injecte dans (C∗)2 via les
caracte`res x1 et x2). Ceci e´quivaut e´galement au fait que pour tout e´le´ment
g de G non nul, Sg est fini (d’apre`s [BL04] 13.1.2). Remarquons que le
caracte`re det(G) (G ⊂ GL(T0(S))) n’est autre que l’inverse du caracte`re x3.
Rappelons que le noyau du caracte`re du noyau x3 est non nul. De plus,G agit
sur la courbe elliptique E par le caracte`re x3. Donc l’image de ce caracte`re
est d’ordre 1,2,3,4 ou 6 (d’apre`s [BL04] 13.2.6). De plus si cet ordre est 3 ou
6 alors E = Ej et si cet ordre est 4, alors E = Ei (d’apre`s [BL04] 13.3.4)
Ainsi, nous avons prouve´ que toute paire (G,X) de type 1 s’obtient a`
partir d’une paire (G,S ×E) et d’une G-isoge´nie de S ×E dans X dont les
restrictions a` S et E sont injectives. Il nous reste a` prouver que chaque paire
(G,S × E) est de type 1 et que, cette paire e´tant fixe´e, il existe un nombre
fini de paires (X,G) telles qu’il existe une G-isoge´nie de S×E dans X dont
les restrictions a` S et E sont injectives. Ceci est une sorte de re´ciproque de
ce que nous venons de de´montrer. La de´monstration est donc tre`s analogue
a` ce qui pre´ce`de mais dans le sens inverse et on peut meˆme reprendre les
notations. En particulier, le nombre fini d’isoge´nies vient du fait qu’il existe
un nombre fini de re´seaux interme´diaires K ⊂ N ⊂ oK.
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Proposition F.2.2. En reprenant les notations pre´ce´dentes, les paires (G,S×
E) sont de´crites dans le tableau suivant :
G S Ge´ne´rateur E
Z/2Z S −Id E
Z/4Z Ei ×Ei iId Ei
Z/6Z Ej ×Ej −jId Ej
Z/4Z
[
1 0 x y
0 1 −y x
] [
0 1
−1 0
]
E
Z/3Z
[
1 0 x y
0 1 −y x+ y
] [
0 −1
1 −1
]
E
Z/6Z
[
1 0 x y
0 1 −y x+ y
] [
0 1
−1 1
]
E
Z/8Z Ei
√
2 ×Ei√2
[
i
√
2 −1
−1 0
]
E
Z/8Z Ei ×Ei
[
0 i
1 0
]
Ei
Z/12Z Ei ×Ei
[
i i
−i 0
]
E
Z/12Z Ej ×Ej
[
0 j2
−j2 0
]
Ej
(Dans ce tableau, les matrices dans la colonne S sont des matrices de pe´riodes
d’un 2-tore complexe. On ne retiendra que les matrices de pe´riode induisant
une surface abe´lienne)
De´monstration. Il s’agit de de´terminer S et G, la description de la paire
(G,S×E) en de´coulant. La donne´e de S et G est de´crite combinatoirement
par G ⊂ (C∗)2 et N un re´seau de C2 stable sous l’action de G. L’ordre o de
G est 2,3,4,5,6,8,10 ou 12 (d’apre`s [BL04] 13.2.7). Les valeurs propres des
ge´ne´rateurs deG sont d’ordre o (d’apre`s [BL04] 13.2.1). Traitons le cas o = 2.
G engendre´ par −Id et S est quelconque. Traitons les cas o = 3. j et j2 sont
les complexes d’ordre multiplicatif 3. Les valeurs propres des ge´ne´rateurs g
de G ne peuvent eˆtre e´gales sinon det(G) serait de noyau trivial. Elles sont
donc j et j2. On cherche donc un automorphisme de S d’ordre 3 dont l’action
pre´serve le volume. Cette classification a e´te´ effectue´e pour les 2-tores dans
[Fuj88] page 33. Traitons les cas o = 3. i et −i sont les complexes d’ordre
multiplicatif 4. Si les valeurs propres des ge´ne´rateurs de G sont e´gales, G
est engendre´ par −iId et S = Ei ×Ei (d’apre`s [BL04] 13.3.5). Si les valeurs
propres des ge´ne´rateurs sont distinctes, on cherche un automorphisme de S
d’ordre 4 dont l’action pre´serve le volume. Cette classification a e´te´ effectue´e
pour les 2-tores dans [Fuj88] page 33. Traitons le cas o = 6.−j et −j2 sont les
complexes d’ordre 6. Si les valeurs propres des ge´ne´rateurs de G sont e´gales,
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G est engendre´ par−jId et S = Ej×Ej (d’apre`s [BL04] 13.3.5). Si les valeurs
propres des ge´ne´rateurs sont distinctes, on cherche un automorphisme de S
d’ordre 6 dont l’action pre´serve le volume. Cette classification a e´te´ effectue´e
pour les 2-tores dans [Fuj88] page 33. Traitons les cas ou` o est 5,8,10 ou 12.
Alors, nous sommes exactement dans le cadre du the´ore`me 13.3.6 de [BL04]
avec l’hypothe`se supple´mentaire que det(G) soit d’image d’ordre 1,2,3,4 ou
6. Il existe alors deux possibilite´s pour l’ordre 8 et deux possibilite´ pour
l’ordre 12.
F.3 Paires de type 2 ou 3
Soit G un sous-groupe fini de (C∗)3 ∩ SL3(C). On suppose que l’image
de chacun des caracte`res xk est d’ordre 2,3,4 ou 6. On suppose que le noyau
de deux des trois caracte`res au moins est non trivial. On conside`re trois
courbes elliptiques Ek. Pour chaque k ∈ {1, 2, 3}, on suppose que la courbe
elliptique Ek est e´gale a` Ej si l’image de xk est d’ordre 3 ou 6 et qu’elle est
e´gale a` Ei si l’image de xk est d’ordre 4. Ainsi on fait agir G sur les courbes
elliptiques Ek via les caracte`res xk.
Proposition F.3.1. En reprenant les notations pre´ce´dentes, les (G,E1 ×
E2×E3) sont des paires de type 1 ou 2. Pour (G,E1×E2×E3) fixe´, il existe
un nombre fini de nouvelles paires (X,G) telles qu’il existe une G-isoge´nie
de E1×E2×E3 dans X dont les restrictions aux courbes Ek sont injectives.
En faisant varier (G,E1 × E2 × E3), on obtient toutes les paires de type 2
ou 3.
De´monstration. La paire (X,G) peut eˆtre de´crite combinatoirement par un
sous-groupe fini G de (C∗)3∩SL3(C) et un re´seau re´el N stable sous l’action
de G. Remarquons que le neutre est fixe´ par tous les e´le´ments de G, donc
l’image locale du quotient au-dessus de l’origine est donne´e par C3 → C3/G.
D’apre`s la description de la section 3.1, la paire (X,G) est de type 2 lorsque
le noyau d’au moins deux des caracte`res est non trivial. Quitte a` permuter les
coordonne´es, on peut supposer que les noyaux de x1 et x2 sont non triviaux.
Notons p l’ordre du noyau de x1, de sorte que les e´le´ments du noyau soient
de la forme (1, ξ, ξ−1) ou` ξ est une racine p-ie`me de l’unite´. Soit (a, b, c) un
e´le´ment de C3 appartenant au re´seau N . Puisque N est stable sous l’action
de G,
∑
ξ∈Up(1a, ξb, ξ
−1c) est encore un e´le´ment de N . Ainsi p(a, 0, 0) est
un e´le´ment de N . Notons q l’ordre du noyau de x2. Soit (a, b, c) un e´le´ment
de C3 appartement au re´seau N . De la meˆme fac¸on, q(0, b, 0) est un e´le´ment
de N . Notons o le plus petit commun multiple de p et q. Alors pour tout
e´le´ment (a, b, c) de N , o(a, 0, 0), o(0, b, 0) et o(0, 0, c) sont des e´le´ments de
N . On note Kk l’intersection de N avec la k-ie`me droite canonique de C
3.
On pose K = K1 ×K2 ×K3. D’apre`s ce qui pre´ce`de, K ⊂ N ⊂ oK.
Posons Ek = C/Kk. De sorte que l’inclusion K ⊂ N induit une isoge´nie
de E1×E2×E3 dansX (carK ⊂ N ⊂ oK). Cette isoge´nie estG-e´quivariante
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car K et N sont stables sous l’action de G. Ses restrictions aux Ek sont
injectives car l’intersection de N avec la k-ie`me droite canonique de C3 est
Kk.
G agit sur la courbe elliptique Ek par le caracte`re xk. Donc l’image de
ce caracte`re, non nul, est d’ordre 2,3,4 ou 6 (d’apre`s [BL04] 13.2.6). De plus
si cet ordre est 3 ou 6, alors Ek = Ej et si cet ordre est 4, alors Ek = Ei
(d’apre`s [BL04] 13.3.4).
Ainsi nous avons prouve´ que toute paire (G,X) de type 1 s’obtient a`
partir d’une paire (G,E1 × E2 × E3) et d’une G-isoge´nie de E1 × E2 × E3
dans X dont les restrictions aux Ek sont injectives. Il nous reste a` prouver
que chaque paire (G,E1×E2×E3) est de type 1 et que, cette paire e´tant fixe´e,
il existe un nombre fini de paires (X,G) telles qu’il existe une G-isoge´nie de
E1×E2×E3 dans X dont les restrictions aux Ek sont injectives. Ceci est une
sorte de re´ciproque de ce que nous venons de de´montrer. La de´monstration
est donc tre`s analogue a` ce qui pre´ce`de mais dans le sens inverse, et on
peut meˆme reprendre les notations. En particulier, le nombre fini d’isoge´nies
vient du fait qu’il existe un nombre fini de re´seaux interme´diaires K ⊂ N ⊂
oK.
Proposition F.3.2. En reprenant les notations pre´ce´dentes, a` permutation
pre`s des facteurs, les paires (G,E1×E2×E3) sont de´crites dans les tableaux
suivants :
G Ge´ne´rateur E1 × E2 × E3
Z/6Z 1/6(2, 3, 1) Ej × E × Ej
G Ge´ne´rateur 1 Ge´ne´rateur 2 E1 × E2 × E3
Z/2Z× Z/2Z 1/2(0, 1, 1) 1/2(1, 0, 1) E ×E′ × E′′
Z/2Z× Z/4Z 1/2(0, 1, 1) 1/4(1, 0, 3) Ei × E × Ei
Z/4Z× Z/4Z 1/4(0, 1, 3) 1/4(1, 0, 3) Ei ×Ei ×Ei
Z/3Z× Z/3Z 1/3(0, 1, 2) 1/3(1, 0, 2) Ej × Ej ×Ej
Z/2Z× Z/6Z 1/2(0, 1, 1) 1/6(1, 1, 4) Ej × Ej ×Ej
Z/2Z× Z/6Z 1/2(0, 1, 1) 1/6(1, 0, 5) Ej × E × Ej
Z/3Z× Z/6Z 1/3(0, 1, 2) 1/6(1, 0, 5) Ej × Ej ×Ej
Z/6Z× Z/6Z 1/6(0, 1, 5) 1/6(1, 0, 5) Ej × Ej ×Ej
(Dans ces tableaux, les ge´ne´rateurs de G sont repre´sente´s par des triplets
(r1, r2, r3) de rationnels comme dans 3.1)
De´monstration. Il s’agit de de´terminer G, la description de la paire (G,E1×
E2 ×E3) en de´coulant. Nous allons commencer par montrer que G ⊂ (U4)3
ou G ⊂ (U6)3. Supposons que G posse`de deux e´le´ments (a, b, c) et (a′, b′, c′)
avec a une racine de l’unite´ d’ordre 3 ou 6 et b′ une racine de l’unite´ d’ordre
4. Dans ce cas, b n’est pas d’ordre 4 (sinon c serait d’ordre 12), donc b est
d’ordre 2,3 ou 6. De meˆme a′ n’est pas d’ordre 3 ou 6 (sinon c′ serait d’ordre
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12), donc a′ est d’ordre 2 ou 4. Conside´rons l’e´le´ment (aa′, bb′, cc′). Vu les
ordres de a et a′, aa′ est d’ordre 3, 6 ou 12. Puisque aa′ n’est pas d’ordre
12, aa′ est d’ordre 3 ou 6. Vu les ordres de b et b′, bb′ est d’ordre 4 ou 12.
Puisque bb′ n’est pas d’ordre 12, bb′ est d’ordre 4. Mais alors cc′ est d’ordre
12, ce qui est exclu. Ainsi on a G ⊂ (U4)3 ou G ⊂ (U6)3.
Chaque e´le´ment g du groupe s’e´crit (e2ipir1 , e2ipir2 , e2ipir3) avec r1,r2,r2
des rationnels compris dans l’intervalle [0, 1[ et tels que le nombre r1 +
r2 + r3 soit un entier. On conside`re le sur-re´seau L de Z
n engendre´ par les
triplets (r1, r2, r3) lorsque g de´crit G. G est alors le quotient de L par Z
3.
Remarquons qu’en fait, L = Ze3 ⊕ N ou` N est l’intersection du re´seau L
avec l’hyperplan d’e´quation r1 + r2 + r3 = 0. Ainsi G est quotient de N
par le re´seau Z2 de base (−−→e3e1,−−→e3e2). Notons p l’ordre du noyau de x1 et q
l’ordre du noyau de x2. Alors N est un sur-re´seau de Z/p × Z/q dont les
intersections avec R × 0 et 0 × R sont Z/p × 0 et 0 × Z/q. Notons H le
sous-groupe de G engendre´ par ces noyaux. G/H est le quotient de N par
Z/p× Z/q.
Traitons le cas ou` G est un sous-groupe de (U4)
3. Alors N est un sous-
re´seau de Z/4×Z/4. Donc G/H est un sous-groupe de Z/(4/pZ)×Z/(4/qZ)
qui ne contient pas d’e´le´ment (x, 0) avec x 6= 0 ou d’e´lement (0, y) avec
y 6= 0. Supposons qu’un des trois caracte`res xk a un noyau d’ordre 4. Quitte
a` permuter les coordonne´es, on peut supposer que p = 4 et q ∈ {2, 4}. G/H,
vu comme sous-groupe de Z/(1Z)×Z/(4/oZ), est donc nul. Le re´seau N est
engendre´ par (1/6, 0) et (0, 1/q).
On se place dans les cas restants. Quitte a` permuter les coordonne´es, on
peut supposer que p = q = 2. G/H, vu comme sous-groupe de Z/(2Z) ×
Z/(2Z), est donc nul ou le groupe engendre´ par (1, 1). Lorsque G/H est
nul, N est engendre´ par (1/2, 0) et (0, 1/2). Lorsque G/H est engendre´ par
(1, 1), N est engendre´ par (1/2, 0), (0, 1/2) et (1/4, 1/4) et l’on constate que
le noyau de x1 est d’ordre 4, ce qui est exclu.
Traitons le cas ou` G est un sous-groupe de (U6)
3 mais pas de (U4)
3.
Alors N est un sous-re´seau de Z/6 × Z/6. Donc G/H est un sous-groupe
de Z/(6/pZ)× Z/(6/qZ) qui ne contient pas d’e´le´ment (x, 0) avec x 6= 0 ou
d’e´lement (0, y) avec y 6= 0. Supposons qu’un des trois caracte`res xk a un
noyau d’ordre 6. Quitte a` permuter les coordonne´es, on peut supposer que
p = 6 et q ∈ {2, 3, 6}. G/H, vu comme sous-groupe de Z/(1Z)× Z/(6/qZ),
est donc nul. Le re´seau N est alors engendre´ par les vecteurs (1/6, 0) et
(0, 1/q).
On se place dans les cas restants. Supposons que deux des caracte`res
xk aient un noyau d’ordre 3. Quitte a` permuter les coordonne´es, on peut
supposer p = q = 3. G/H, vu comme sous-groupe de Z/(2Z)× Z/(2Z), est
donc nul ou le groupe engendre´ par (1, 1). Lorsque le groupe G/H est nul, N
est engendre´ par (1/3, 0) et (0, 1/3). Lorsque G/H est engendre´ par (1, 1),
le re´seau N est engendre´ par (1/3, 0), (0, 1/3) et (1/6, 1/6), donc le noyau
de x1 est d’ordre 6 ce qui est exclu.
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On se place dans les cas restant. Supposons qu’un des noyaux soit d’ordre
3. Quitte a` permuter les coordonne´es, on peut supposer p = 3 et q = 2.
G/H, vu comme sous-groupe de Z/(2Z)×Z/(3Z), est donc nul. Dans ce cas
le re´seau N est engendre´ par (1/3, 0) et (0, 1/2) ou encore seulement par
(1/3, 1/2).
On se place dans les cas restants. Quitte a` permuter les coordonne´es, on
peut supposer p = q = 2. G/H, vu comme sous-groupe de Z/(3Z)×Z/(3Z)
est donc nul ou le groupe engendre´ par (1, 2) ou le groupe engendre´ par (1, 1).
Lorsque G/H est nul, le re´seau N est engendre´ par (1/2, 0) et (0, 1/2), donc
G est inclus dans (U4)
3 ce qui est exclu. Lorsque G/H est engendre´ par
(1, 2), le re´seau N est engendre´ par (1/2, 0), (0, 1/2) et (1/6, 1/3), donc le
noyau de x1 est d’ordre 6, ce qui est exclu. Lorsque G/H est engendre´ par
(1, 1), le re´seau N est engendre´ par (1/2, 0), (0, 1/2) et (1/6, 1/6) ou encore
seulement par (0, 1/2) et (1/6, 1/6).
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