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3Abstract
T
he most widely used tool for the solution of optimal control problems is the Pontryagin
Maximum Principle. But the Maximum Principle is, in general, only a necessary
condition for optimality. It is therefore desirable to have supplementary conditions, for
example second order sufficient conditions, which confirm optimality (at least locally) of
an extremal arc, meaning one that satisfies the Maximum Principle.
Standard second order sufficient conditions for optimality, when they apply, yield the
information not only that the extremal is locally minimizing, but that it is also locally
unique. There are problems of interest, however, where minimizers are not locally unique,
owing to the fact that the cost is invariant under small perturbations of the extremal of
a particular structure (translations, rotations or time-shifting). For such problems the
standard second order conditions can never apply.
The first contribution of this thesis is to develop new second order conditions for
optimality of extremals which are applicable in some cases of interest when minimizers
are not locally unique. The new conditions can, for example, be applied to problems with
periodic boundary conditions when the cost is invariant under time translations.
The second order conditions investigated here apply to normal extremals. These
extremals satisfy the conditions of the Maximum Principle in normal form (with the
cost multiplier taken to be 1). It is, therefore, of interest to know when the Maximum
Principle applies in normal form. This issue is also addressed in this thesis, for optimal
control problems that can be expressed as calculus of variations problems. Normality of the
Maximum Principle follows from the fact that, under the regularity conditions developed,
the highest time derivative of an extremal arc is essentially bounded.
The thesis concludes with a brief account of possible future research directions.
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9Chapter 1
Overview
M
any engineering applications are required to meet objectives concerning efficiency,
speed and tracking. These goals can naturally be expressed, in mathematical form,
as optimization problems or, in the case of dynamical systems, as optimal control problems.
From an engineering point of view then, it is important to develop methodologies that
help solve such problems. But this is not merely engineering practice. It appears that an
optimality principle also governs our daily routines; whether it involves finding the route
that minimizes journey times or a strategy that maximizes monetary returns.
There are two main approaches to solving optimal control problems. On one hand,
there is the dynamic programming approach [8] which, for continuous time systems, leads
to the Hamilton-Jacobi-Bellman (HJB) equation [10] which is a partial differential equa-
tion. Solving the HJB equation, to obtain the solution to the optimal control problem is
not an easy task in general. On the other hand, there is the classical approach in which
candidate optimal solutions are first computed (provided a solution exists) and then the
optimal solution is chosen amongst those candidates. This thesis is primarily concerned
with the second approach and in particular the development of criteria for identifying
minimizers, namely second order sufficient conditions of optimality.
The birth of optimal control can be traced back to the late 17th century, even though
problems concerning the shortest path between two points had been studied earlier by the
ancient Greeks [62]. It is believed that interest was ignited in 1696 and Johann Bernoulli’s
challenge to solve a classical problem in what is now known as the field of calculus of
variations. The so called “Brachistochrone problem”, which in Greek means shortest time
problem, involved finding the fastest path of a particle moving under gravity in a vertical
plane between two points A and B. The challenge was accepted by many great minds of
the time whose solutions marked the birth of optimal control.
Even though the study of classical problems in the calculus of variations has undoubt-
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edly generated many of the tools that are still used today in optimal control, optimal
control problems are significantly ‘richer’ mathematically. Indeed, calculus of variations
problems can be thought of as special cases of optimal control problems because the pres-
ence of dynamical constraints in the latter restricts the set of allowed velocities. Put
differently, the state of the system at time t, x(t), in optimal control, is dictated by the
ordinary differential equation
d
dt
x(t) = f(t, x(t), u(t))
comprising a possibly nonlinear function f and function u. In this setting, a calculus of
variations problem corresponds to the special case where f(t, x(t), u(t)) = u(t).
The single most significant step in optimal control was, arguably, made in 1962 by
the Soviet group of L. S. Pontryagin and his collaborators in the form of the “Pontrya-
gin Maximum Principle ” [13]. They presented a set of conditions that when satisfied
(numerically or even analytically in favourable circumstances) supplied a solution to the
optimal control problem. It has to be said that even though each of the conditions of the
Maximum Principle can independently be traced back to earlier results in the calculus of
variations, it was the first time that they were put together and formulated for optimal
control problems as we know them today.
However, a solution obtained via the Maximum Principle is not, in general, an optimal
solution. This is because they are necessary conditions for optimality; this means that
an optimal solution satisfies these conditions but not the converse. Hence they cannot,
in general, guarantee optimality but they can provide candidate optimal solutions. To
confirm optimality, necessary conditions must either be strengthened or supplemented by
additional tests. This brings us to the first topic of this thesis: the study of supplementary
conditions (sufficient conditions) that, when satisfied, verify that a candidate solution is
optimal.
Second order sufficient conditions, such as those studied in this thesis, assume that the
first order conditions of the Maximum Principle are satisfied in ‘normal’ form. In this case
the Maximum Principle can provide information about the minimizer. But while normality
is typically directly hypothesised in the study of second order sufficient conditions this is
not always the case. First order necessary conditions give useful information provided
the minimizer belongs to an ‘accessible’ class of functions. In other words, they supply
meaningful information about a minimizer provided the hypotheses under which necessary
conditions have been derived and the hypotheses of existence of a solution are compatible.
Regularity theory attempts to bridge this gap. Even though general results are difficult to
obtain, studying special cases gives an insight about the nature of the conditions that need
to be imposed on the underlying problem. This brings us to the second objective of this
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thesis: to develop conditions under which minimizers have certain regularity properties
(are ‘well behaved’) for problems in the calculus of variations, which in turn can be used
to deduce validity of the Maximum Principle in normal form.
Apart from confirming optimality of solutions, sufficient conditions play an important
role in the computation of optimal solutions because they determine the speed of conver-
gence of numerical algorithms. In recursive quadratic programming [2, 5], for example,
each new estimate for the state depends on the solution of a quadratic approximation
of the original problem. Second order sufficient conditions determine the value of this
estimate and hence the speed at which it converges to the optimal solution [22]. They
are also central to sensitivity analysis [16]; perturbations and disturbances in system data
are mathematically modelled as additional parameters in the system dynamics, boundary
constraints and control or state constraints. For these problems, second order sufficient
conditions need to be satisfied for all varied parameters close to the nominal ones [45].
The field of sufficient conditions for optimality is by no means a recent development.
In fact, there is a vast amount of literature on this topic extending over at least the
last 30 years. This can be partly attributed to the fact that sufficient conditions have
found their way into a very broad spectrum of problems ranging from engineering to
economics [7]. Therefore, it is difficult to give an account of all sufficient conditions present
in the literature; instead a technical review of earlier results relevant to the optimal control
problem studied here with accompanying mathematical background are provided in each
subsequent chapter.
Linear quadratic (LQ) problems concern optimal control problems with quadratic
integral cost and linear dynamics. LQ-problems with fixed initial state have been studied
comprehensively in the past as control problems in their own right, since the seminal
paper of Kalman on the optimal regulator [40] and the Riccati equation. But they are also
particularly important here because problems of this kind with linear boundary constraints
arise in the derivation of second order optimality conditions for control problems with
nonlinear dynamics and mixed endpoint constraints [61].
Another important class of problems concerns optimal control problems with general
integral cost, nonlinear dynamics and constraints on the state, the control or both. These
problems have been extensively studied in the literature with authors using different tools
to derive sufficient conditions. One approach is to extend known results from the calculus
of variations. Known second order necessary and sufficient conditions in the calculus of
variations [31] are based on the non-existence of a conjugate point on the time interval of
interest. In particular, for a problem posed over the time interval [0, T ] non-existence of a
conjugate point to T on the open set (0, T ) is a necessary condition while non-existence on
[0, T ) is a sufficient condition known as the Jacobi condition. The latter has been used in
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the derivation of second order sufficient conditions in optimal control by Mayne [51], when
the control set is open, and later generalised by Zeidan et al. in [72–74, 77]. Zeidan, for
example, considers optimal control problems with fixed initial condition and no convexity
hypotheses on the control set.
Maurer and Pickenhain treat the same class of problems with more general endpoint
constraints. Their approach in [49] differs from Zeidan’s because they use an L2 estimate
for the deviation of the cost from the nominal one and obtain conditions by applying a
direct sufficiency criterion, the Hamilton-Jacobi (HJ) inequality (a generalisation of the
Hamilton-Jacobi equation). Strong second order sufficient conditions for the HJ inequality
to hold are then obtained and hinge upon the existence of a solution to a certain Riccati
equation satisfying boundary inequality constraints. Weaker conditions (conditions that
are more easily satisfied) are then obtained requiring that the conditions on the Riccati
equation are satisfied only on the relevant subspace. The conditions developed, when spe-
cialised to the special boundary constraints treated by Zeidan, reproduce the same result.
The same line of research is followed by Malanowski et al. in [39] who develop sufficient
conditions for problems with additional pure state constraints. Similar techniques are
also employed by Sorger in [57] but his results are not as general as Maurer because the
latter consider problems with mixed control-state constraints and more general boundary
conditions.
Other special classes of problems, such as control constrained optimal control problems
for example, have been studied by Dunn [23,24] in the formulation of which the dynamics
take a special form and include a quadratic control term. Problems for which the con-
trol parameter enters linearly into the dynamics (bang-bang control) have been recently
examined in [47]. Minimum time optimal control problems are to be found in [46,48].
A common theme of the second order sufficient conditions mentioned is that they have
been developed on the assumption that the optimal control problem at hand has a locally
unique solution. The question arising now is whether there are physical problems that,
when formulated as optimal control problems, have a non-unique local solution.
Planetary orbits, the rhythm of the heart and other processes in nature follow a cyclic
pattern. Not long ago, for certain autonomous problems such as fuel economy in vehicle
cruise [32, 58] and chemical processes [37], for example, it was determined that steady
state operation can be improved by cyclic operation. Guardabassi, Bittanti et al. have
developed tests that can confirm whether steady state operation can be improved by
cycling [34]. A distinct feature of these periodic solutions, however, is that they are not
locally unique. Consequently, the ‘standard’ second order sufficient conditions cannot be
applied to identify minimizing solutions. For these problems, special sufficient conditions
need to be considered to identify an optimal periodic solution and these have mainly been
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developed by Speyer and his collaborators.
What appears to be lacking in the literature, so far, is a set of sufficient conditions
that can be applied to a more general class of problems than periodic control problems
(such as those mentioned earlier) for the case when a minimizer is not locally unique. It
is precisely this gap that the thesis sets to investigate.
1.1 Outline and Contributions
This section outlines in more detail the contributions of the thesis. Figure 1.1 shows
where each chapter fits in terms of the classical approach to solving an optimal control
problem. Chapters 2 and 3 concern the development of refined second order sufficient
conditions of optimality. The results of these chapters can be found in [28] and in a
forthcoming paper [30]. By looking at a calculus of variations problem, Chapters 4 and
5 derive conditions under which minimizers have bounded highest derivatives and ensure
that first order necessary conditions ‘make sense’. These results are presented in [29]
and [27] respectively. A summary of the main contributions of each chapter is given
below.
• Chapter 2 introduces the issue of non-unique local minimizers in a nonlinear pro-
gramming context. Here, well-known second order sufficient conditions of optimality
are rendered not applicable for problems with locally non-unique solutions. New,
refined conditions are then developed which also apply in these cases. A similar
concept is then extended to optimization problems with equality constraints, posed
over functional spaces. The formulation of such problems is seen to resemble that of
an optimal control problem when a pair consisting of an initial state and a control
is associated with an element in a Hilbert space. This association will prove to be
vital in the following chapter.
• Chapter 3 is concerned with optimal control problems with nonlinear dynamics and
mixed boundary conditions. For such problems it is shown that not only can stan-
dard second order sufficient conditions of optimality confirm that a solution is op-
timal but they actually imply that it is unique. The concept of non-uniqueness in
optimal control is introduced, a particular case of which comprises periodic opti-
mal control problems. Refined second order sufficient conditions for optimal control
problems with non-unique minimizers are obtained by reformulating the optimal
control problem as a special case of the abstract optimization problem of Chapter
2. Examples from periodic optimal control serve to illustrate the effectiveness of the
new conditions.
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Chapter 2
· Sufficient conditions for problems in 
optimization with non-unique local solutions 
in finite dimensions.
· Framework for problems in infinite 
dimensions.
Conditions for existence of 
solutions
First order necessary 
conditions of optimality
Second order sufficient conditions 
of optimality
Chapter 3
· Second order sufficient conditions of 
optimality, for optimal control problems with 
mixed boundary constraints and non-unique 
local solutions.
· Conditions specialised to problems in periodic 
optimal control.
· Examples.
Chapter 5
· Regularity properties for problems in the 
calculus of variations of up to Nth order 
derivatives.
Chapter 4
· Regularity properties for second order 
problems in the calculus of variations.
Figure 1.1: Contributions of the thesis.
• Chapter 4 examines second order problems in the calculus of variations with vector
valued arcs. Problems of this nature are special cases of optimal control problems
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with linear, time-invariant dynamics. Taking these problems as a starting point, this
chapter sets to explore the conditions under which the hypotheses for existence and
the hypotheses under which necessary conditions can be derived, are compatible.
The main results comprise two theorems which establish boundedness of the second
derivative of the minimizing arc under hypotheses that are less restrictive than the
ones known in the literature.
• Chapter 5 focuses on deriving regularity properties for higher order problems in
the calculus of variations. In contrast to Chapter 4, the problems studied here are
non-autonomous, i.e. the integrand also depends explicitly on time t, and contain
derivatives of the arc x of up to some arbitrary order N . In particular, it examines
how the novel approach of Chapter 4 can be applied to such problems to derive more
general results than what is already known.
• Chapter 6 brings the thesis to a conclusion with some remarks and possible future
research directions.
1.2 Mathematical Background
The purpose of this section is to set the scene and introduce the main notation and
definitions that will be employed throughout the thesis. It also serves to provide a brief
summary of known results that link the calculus of variations problem to the optimal
control one.
Notation. The Euclidean norm of a vector x is denoted by |x|. The unit closed ball in
Rn is denoted by Bn.
Definition. The essential supremum of a measurable function x(.) on [t0, t1] is defined
as
ess sup x = inf
{
ξ ∈ R | µ ({t | |x(t)| > ξ}) = 0, ∀t ∈ [t0, t1]
}
,
where µ denotes the Lebesgue measure.
Definition. The infinite dimensional space Lp([t0, t1];Rn) is defined as the space of all
n−valued Lebesgue measurable functions x : [t0, t1]→ Rn that satisfy the property
‖x‖Lp :=
(∫ t1
t0
|x(t)|p dt
)1/p
<∞,
where 1 ≤ p < ∞. The case p = ∞ is interpreted as the space of all n−valued Lebesgue
measurable functions that are essentially bounded, in other words
‖x‖L∞ := ess sup x <∞.
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Notation. Wm,p([t0, t1];Rn) is used to denote the space of functions the mth derivative
of which belongs to the space Lp([t0, t1];Rn).
Definition. The n−valued Lebesgue measurable function t → x(t) is absolutely contin-
uous on [t0, t1] (belongs to W
1,1([t0, t1];Rn)) if and only if its derivative exists almost
everywhere, is integrable and
x(t) = x(t0) +
∫ t
t0
x˙(τ) dτ
for all t ∈ [t0, t1].
Notation. Cm([t0, t1];Rn) will be used to denote the space of m−times continuously
differentiable n−valued functions on the interval [t0, t1].
Definition. Let X and Y be topological spaces. A function f : X → Y is said to be
strongly continuous if and only if for each subset A ⊂ X
f(A¯) ⊂ f(A),
where A¯ denotes the closure of the set A.
Notation. The graph of a set U is denoted by GrU .
Definition. Given a scalar valued Lipschitz continuous function f defined on an open
subset O of Rn and a point x¯ ∈ O, denote by ∂ f(x¯) the (set valued) subdifferential of f
at x¯, as defined, for example, in [54] or [64], synonymously the ‘limiting subdifferential’
in [42]:
∂f(x¯) =
{
ξ ∈ Rn | ∃ ξi → ξ, xi → x¯ such that for each i
lim
x→xi
sup |x− xi|−1[ξi · (x− xi)− (f(x)− f(xi))] ≤ 0
}
.
Notation. Given a subset X ⊂ Rn the notation coX means the convex hull of X.
Definition. Given a convex subset Y ⊂ Rn the normal cone at a point x¯ ∈ Y is defined
as
NY (x¯) :=
{
ξ | ξ · (x− x¯) ≤ 0 ∀x ∈ Y
}
.
For a more general definition of cones (proximal normal cone, limiting normal cone) see [64,
Section 1.8].
Notation. The shorthand “a.e.” will be used to mean almost everywhere.
Finally, it is noted that whenever the space dimensionality and the underlying time interval
are clear from the context, the extra parameters ([t0, t1];Rn) are dropped.
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Consider the so-called basic problem in the calculus of variations,
(BV )

minimize J(x) =
∫ T
0
L(t, x(t), x˙(t)) dt
over arcs x ∈W 1,1([0, T ];Rn)
subject to
x(0) = x0 x(T ) = xT
where T > 0 and the function L : R×Rn ×Rn → R is C2. The definition that is used for
an absolutely continuous function is the following.
Under the additional assumption that there exists a constant k > 0 such that
|L(t, x, v)− L(t, x′, v′)| ≤ k(|x− x′|+ |v − v′|), (1.1)
for all t ∈ [0, T ], x, v, x′, v′ ∈ Rn a well-known first order necessary condition for optimality,
referred to as Euler condition, can be derived. It asserts that given a minimizing arc x¯
the condition
d
dt
Lv(t, x¯(t), ˙¯x(t)) = Lx(t, x¯(t), ˙¯x(t)) (1.2)
is satisfied point-wise, where the subscripts x and v denote the partial derivatives of L with
respect to the x and x˙ variables respectively. The integral version of (1.2) is commonly
known as the Euler-Lagrange condition and is expressed as
−
∫ t
0
Lx(τ, x¯(τ), ˙¯x(τ)) dτ + Lv(t, x¯(t), ˙¯x(t)) = c (1.3)
for some constant c. It follows from (1.1) that Lx is integrable which in turn implies that
t→ Lv is absolutely continuous. Expressed in terms of the (absolutely continuous) adjoint
arc
p(t) = Lv(t, x¯(t), ˙¯x(t))
(1.3) is written as (
p˙(t)
p(t)
)
= ∇x,vL(t, x¯(t), ˙¯x(t)) a.e. t ∈ [0, T ]. (1.4)
Analogous conditions to (1.2) and (1.4) for second order problems, i.e. problems for which
the integrand contains derivatives of x up to second order like those that will be presented
in Chapter 4, are
Lx(t, x¯(t), ˙¯x(t), ¨¯x(t))− d
dt
Lv(t, x¯(t), ˙¯x(t), ¨¯x(t))+
d2
dt2
Lw(t, x¯(t), ˙¯x(t), ¨¯x(t)) = 0 a.e. t ∈ [0, T ]
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and  p˙1(t)p˙2(t) + p1(t)
p2(t)
 = ∇x,v,wL(t, x¯(t), ˙¯x(t), ¨¯x(t)) a.e. t ∈ [0, T ]
where the subscript w denotes the partial derivative of L with respect to the x¨ variable,
and p1 and p2 are n−dimensional absolutely continuous arcs on [0, T ]. For general N th
order problems, which will be examined in Chapter 5, the Euler equation is given by [21]
Lx(t, x¯(t), ˙¯x(t), . . . , x¯
(N)(t)) +
N∑
i=1
(−1)i d
i
dti
Lx(i)(t, x¯(t), ˙¯x(t), . . . , x¯
(N)(t)) = 0
in which the superscript (i) denotes the ith derivative of x.
To justify the study of problems in the calculus of variations, in terms of deriving
regularity results, consider (BV ) and the optimal control problem
(OC)

minimize g(x(0), x(T ))
over measurable functions u : [0, T ]→ Rm and arcs x ∈W 1,1([0, T ];Rn)
subject to
x˙(t) = f(t, x(t), u(t)) and u(t) ∈ U a.e.
(x(0), x(T )) ∈ C,
in which the data comprise a number T > 0, functions f : [0, T ] × Rn × Rm → Rn and
g : Rn ×Rn → R and sets C ⊂ Rn ×Rn and U ⊂ Rm. First order necessary conditions of
optimality for (OC) are stated below.
Theorem 1.1. [64] (Maximum Principle) Assume that (x¯, u¯) is minimizing for (OC)
and that
(i) g is continuously differentiable,
(ii) C is a closed set,
(iii) f is continuous, f(t, ., u) is continuously differentiable for each (t, u) and there exists
 > 0 and k(.) ∈ L1([0, T ];R) such that
|f(t, x, u)− f(t, x′, u)| ≤ k(t)|x− x′|
for all x , x′ ∈ x¯(t) + Bn and u ∈ U almost everywhere, and
(iv) GrU is a Borel set.
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Then there exists an arc p ∈W 1,1([0, T ];Rn) and λ ≥ 0, not both zero, such that
−p˙(t) = fTx (t, x¯(t), u¯(t))p(t) a.e.
f(t, x¯(t), u¯(t)) · p(t) = max
u∈U
f(t, x¯(t), u) · p(t) a.e.
(p(0),−p(T )) = λ∇g(x¯(0), x¯(T )) + η
for some η ∈ NC(x¯(0), x¯(T )) .
Notice that (BV ) can be expressed as an optimal control problem by writing,
minimize y(T )
over arcs (y, x) ∈W 1,1([0, T ];Rn+1) and measurable functions u : [0, T ]→ Rn
subject to
d
dt
(
y(t)
x(t)
)
=
(
L(t, x, u)
u
)
a.e. t ∈ [0, T ] y(0)x(0)
x(T )
 =
 0x0
xT
 .
Also note that if x¯ (with derivative ˙¯x) is a minimizer for (BV ) then u¯ = ˙¯x and y¯(t) =∫ t
0 L(τ, x¯(τ), u¯(τ)) dτ is a minimizer for this optimal control problem.
To confirm that in these circumstances the Maximum Principle is valid in normal
form, consider the Maximum Principle conditions: there exist an adjoint n+ 1 valued arc
partitioned as (q0, q) and λ ≥ 0, not all zero, such that
q˙0(t) = 0
−q˙(t) = q0(t)Lx(t, x¯(t), ˙¯x(t))
max
u
{q0(t)L(t, x¯(t), u(t)) + q(t) · u(t)} = q0(t)L(t, x¯(t), ˙¯x(t)) + q(t) · ˙¯x(t)
(q(0),−q(T )) = free
q0(0) = free
−q0(T ) = λ.
General conditions are known for the existence of minimizers for (BV ), such as Tonelli’s
hypotheses for example
L(., ., .) is continuous,
L(t, x, v) is convex in v for fixed (t, x),
L(t, x, v) ≥ −β|v|+ θ(|v|) for all (t, x) and v,
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where β > 0 and θ(.) : R+ → R+ has the property that lims→∞ θ(s)/s→∞.
Let x¯ be a minimizer (which under such hypotheses is known to exist). It is natural
then to seek information about x¯ by applying the Maximum Principle. But this is not
possible, in general, because the Tonelli hypotheses do not imply validity of the Maximum
Principle in relation to x¯. Suppose, however, that it can be shown (under appropriate
additional hypotheses) that ˙¯x is essentially bounded. Then it can be shown that the
Maximum Principle is valid, valid indeed in normal form. This establishes the link between
establishing essential boundedness of ˙¯x and applicability of the Maximum Principle in
normal form.
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Chapter 2
Non-unique Local Minimizers: a
Nonlinear Programming Perspective
S
econd order sufficient conditions of optimality play an important role in optimization
and optimal control theory. They constitute supplementary tests that are applied to
confirm whether a candidate solution (obtained either via the application of necessary con-
ditions or other methods) is indeed an optimal one. This chapter is devoted to establishing
refined second order sufficient conditions of optimality both in nonlinear programming and
in the form of a more abstract framework. These refined conditions are then shown to be
applicable to a broader class of problems than the standard ones.
Of particular interest here are optimization problems that yield non-unique local solu-
tions with analogues in optimal control. It is known that standard second order sufficient
conditions of optimality not only provide the information that a putative solution is opti-
mal but also that it is locally unique. For many problems of interest, however, this is not
the case. For these problems the standard sufficient conditions are not applicable and an
optimal solution cannot be identified with such means.
The chapter begins with a study of problems in nonlinear programming since, due
to their finite dimensional nature, they provide a helpful intuitive interpretation of the
more abstract framework proposed to deal with the issue of locally non-unique minimiz-
ers. Section 2.1 states the standard nonlinear programming problem while Section 2.2
introduces the new problem for which a local solution is non-unique. Refined second order
sufficient conditions, that deal with this problem, are then provided in Section 2.3. An
infinite dimensional optimization problem, with non-unique local solutions is then con-
sidered with corresponding second order sufficient conditions developed in Section 2.4.
The significance of these conditions is that they form the basis for deriving second order
sufficient conditions for problems in optimal control.
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2.1 Introduction
The first part of the chapter is motivational and presents preliminary concepts by focusing
on the nonlinear programming problem
(P0)

minimize f(x) over x ∈ X
subject to
g(x) = 0,
where X is a convex subset of Rn, f : Rn → R is the cost function and g : Rn → Rm
represents m equality constraints. For problem (P0), it is assumed that f and g are twice
differentiable.
Definition. A point x is called admissible if it satisfies the constraints g(x) = 0.
Definition. A solution x¯ to (P0) is referred to as a local minimizer if there exists  > 0
such that
f(x) ≥ f(x¯) (2.1)
over all admissible x ∈ x¯+ Bn.
Definition. A solution x¯ is referred to as a strict local minimizer if (2.1) is replaced with
a strict inequality for all admissible x ∈ (x¯+ Bn) \ {x¯}.
Definition. A point x¯ is regular with respect to the linearized constraints if
αT∇g(x¯) = 0
implies
α = 0.
Regularity plays an important role in nonlinear programming because it implies that the
constraint set near the point x¯ can be approximated by the tangent cone defined by linear
approximations to the constraint functions involved. The best known set of necessary
conditions applicable to regular minimizers are the Kuhn-Tucker conditions [41]. These are
conditions which any minimizing solution x¯ ∈ X satisfies; put differently, these conditions
can be used to generate candidate locally optimal solutions. Central to this analysis is the
Lagrangian function defined as
L(x, λ) := f(x) + λT g(x),
where λ ∈ Rm is the constraint multiplier. These conditions are summarized in Theorem
2.1.
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Theorem 2.1. (Kuhn-Tucker conditions) Let x¯ be a minimizer for problem (P0) and
suppose x¯ is a regular point for the constraints. Then there exists λ ∈ Rm, such that
∇xL(x¯, λ) = ∇f(x¯) + λT∇g(x¯) = 0 (2.2)
g(x¯) = 0. (2.3)
Proof. [43, Section 10.6]. 
2.2 Standard Second Order Sufficient Conditions
Second order sufficient conditions of optimality for (P0) centre on the quadratic approxi-
mation of the Lagrangian function at the point (x¯, λ) obtained either directly, by applying
necessary conditions such as Theorem 2.1, or by numerical methods. A standard second
order sufficiency criterion [43, Chapter 10] is stated below.
Theorem 2.2. Let f, g ∈ C2. Suppose x¯ is a regular point and that conditions (2.2) and
(2.3) are satisfied. Furthermore, suppose that
∇2xxL(x¯, λ) = ∇2f(x¯) +
m∑
j=1
λj∇2gj(x¯)
is a positive definite matrix over the subspace defined by
S := {y ∈ X | ∇g(x¯) y = 0}.
Then x¯ is a strict local minimizer for (P0).
A key feature of sufficient conditions such as those of Theorem 2.2 is that not only do they
provide information that a candidate solution is optimal but also that this minimizer is
locally unique. For a number of problems, however, the solution is not locally unique and
consequently the standard second order sufficient conditions cannot be used to identify
minimizing solutions.
To illuminate the difficulties that arise when minimizers are not locally unique, suppose
that there exists an open set A ⊂ Rk containing the origin, a C1 function ξ : Rk → Rn
and a family of constant cost extremals
{
ξ(α) |α ∈ A}, with associated α-parameterised
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Lagrange multiplier λα ∈ Rm such that
(HS)

ξ(0) = x¯,
f
(
ξ(α)
)
= f(x¯) for all α ∈ A,
g(ξ(α)) = 0 for all α ∈ A.
It can be easily deduced from the assertions of Theorem 2.2 that such a second order
sufficient condition is not applicable to problems for which the minimizer belongs to a set
of extremals with identical cost.
To see exactly how this turns out to be the case, observe that for any  > 0 there
exists a number α¯ > 0 such that, defining A := 0 + α¯Bk,
f
(
ξ(α)
)− f(x¯) = 0
for all admissible ξ(α) and α ∈ A. Consider a sequence αi → 0, where αi ∈ A for each i.
Using Taylor’s expansion and taking into account first order necessary conditions, there
exists some continuity modulus θ(.) : R+ → R+ with the property lims↓0 θ(s) = 0 such
that
|(ξ(αi)− x¯)T∇2xxL(x¯, λ0)(ξ(αi)− x¯)| ≤ θ(|ξ(αi)− x¯|)|ξ(αi)− x¯|2 (2.4)
|∇gl(x¯)(ξ(αi)− x¯)| ≤ θ(|ξ(αi)− x¯|)|ξ(αi)− x¯| (2.5)
for l = 1, 2, . . . ,m. Now divide equation (2.4) by |ξ(αi)− x¯|2 and (2.5) by |ξ(αi)− x¯| and
define
yi :=
(ξ(αi)− x¯)
|(ξ(αi)− x¯)| .
Extracting a subsequence yi → y¯, relabelling and taking the limit as i→∞, yields
y¯T∇2xxL(x¯, λ0)y¯ = 0
∇gl(x¯)y¯ = 0 for l = 1, 2, . . . ,m.
The fact that |y¯| = |yi| = 1 confirms the earlier observation that the condition requiring
strict positivity of ∇2xxL(x¯, λ0) can never be satisfied. To address this issue, new, refined
conditions need to be developed.
2.3 Refined Second Order Sufficient Conditions
To obtain conditions for problems the minimizer of which belongs to a set of extremals
satisfying (HS) in circumstances when the minimizers are not locally unique, the require-
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ment that the Hessian be strictly positive on the tangent space S needs to be modified.
This section examines how considering a smaller subspace, S′, gives rise to refined con-
ditions that can also be applied to the class of problems in question. In cases where the
an extremal x¯ is a strict local minimizer, the standard conditions are then automatically
recovered. A refined second order sufficient condition is now given, in which ∇2xxL(x¯, λ)
Figure 2.1: Family of constant cost extremals.
is required to be positive definite only on the subspace S′ of S:
S′ := {y ∈ S | ∇ξT (α)|α=0 y = 0}.
Figure 2.1 illustrates the manifold of constant cost extremals. The extremal point x¯ is the
nominal candidate minimizer and ∇ξ(α)|α=0 is the gradient at x¯ with respect to α.
Theorem 2.3 (Refined second order sufficient conditions). Suppose that f, g ∈ C2
and that ξ(.) ∈ C1. Assume that x¯ can be embedded in a family of constant cost extremals,
given by {ξ(α) | α ∈ A}, such that (HS) hold. Furthermore,
(H1) the k × n matrix ∇ξT (0) has full row rank,
(H2) there exists an α−parameterised multiplier λα ∈ Rm such that
∇xL(ξ(α), λα) = 0
for every α ∈ A,
(H3) the matrix
∇2xxL(x¯, λ0)
is positive definite on S′.
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Then, there exists  > 0 such that,
f(x) ≥ f(x¯)
for all x ∈ x¯+ Bn satisfying g(x) = 0.
The following two lemmas play an important role in the proof of Theorem 2.3.
Lemma 2.4 (Application of the Implicit Function Theorem). Let ξ : Rk → Rn
be a C1 function such that ξ(α)|α=0 = x¯ and the rows of ∇ξT (0) be linearly independent.
Then, there exists an n−dimensional neighbourhood of x¯, i.e. (x¯+1Bn), a k−dimensional
neighbourhood of α = 0, i.e. (0 + 2Bk), and a unique C1 function η(.) : (x¯ + 1Bn) →
(0 + 2Bk) such that
η(x¯) = 0
and
∇ξT (0) (x− ξ ◦ η(x)) = 0
for every x ∈ x¯+ 1Bn.
Proof. Define
F (x, α) := ∇ξT (0) (x− ξ(α)).
Notice that F (x¯, 0) = 0 and that
∇αF (x¯, α)|α=0 = −∇ξT (α)|α=0∇ξ(0)
is a full rank k × k matrix. Then, the assertions of the lemma follow automatically from
the implicit function theorem [3]. 
Lemma 2.5. Suppose that yT∇2xxL(x¯, λ0)y > 0 for all y ∈ S′. Then, there exists γ > 0
such that
yT∇2xxL(x¯, λ0)y ≥ γ|y|2 on S′. (2.6)
Furthermore, the converse is also true.
Proof.(⇐) Assume that yT∇2xxL(x¯, λ0)y > 0 for all y ∈ S′ and suppose to the contrary
that for some sequence γi ↓ 0 there exist points yi ∈ S′ such that
yTi ∇2xxL(x¯, λ0)yi < γi|yi|2
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for all i. Defining si :=
yi
|yi| gives
sTi ∇2xxL(x¯, λ0)si < γi,
where |si| = 1 and si ∈ S′. Since {si} is a bounded sequence, extract a subsequence
(without relabelling) converging to s¯. Clearly, |s¯| = 1. Now, taking the limit i → ∞ and
noting (2.6) gives
s¯T∇2xxL(x¯, λ0)s¯ = 0,
which is the required contradiction.
(⇒) The converse is obvious. 
Proof (of Theorem 2.3). Take 1, 2 > 0 such that the assertions of Lemma 2.4 hold.
Let A = 0+2Bk and consider an admissible point x ∈ x¯+1Bn. By local non-uniqueness,
f(x)− f(x¯) = f(x)− f(ξ(α))
= f(x) + (λα)T g(x)− [f(ξ(α))+ (λα)T g(ξ(α))]
= L(x, λα)− L(ξ(α), λα).
Expanding the RHS to second order and making use of (H2) leads to
L(x, λα)− L(ξ(α), λα) ≥ 1
2
(
x− ξ(α))T∇2xxL(ξ(α), λα)(x− ξ(α))
− θ(|x− ξ(α)|)|x− ξ(α)|2 (2.7)
for all α ∈ A and some function θ(.) : R+ → R+ with the property that lims↓0 θ(s) = 0.
Since (2.7) holds for all α ∈ A, the assertions of Lemma 2.4 yield
L(x, λα)− L(ξ(α), λα) = L(x, λη(x))− L(ξ ◦ η(x), λη(x))
≥ 1
2
(
x− ξ ◦ η(x))T∇2xxL(ξ ◦ η(x), λη(x))(x− ξ ◦ η(x))
− θ(|x− ξ ◦ η(x)|)|x− ξ ◦ η(x)|2
and
∇ξT (0)(x− ξ ◦ η(x)) = 0
for some C1 function η(.). Now, in view of (H3), the continuous dependence of ∇2xxL on
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Figure 2.2: Plot of a function with non-unique local minimizers.
x and Lemma 2.5, it can be arranged (by reducing the size of 1 if necessary) that
1
2
(
x− ξ ◦ η(x))T∇2xxL(ξ ◦ η(x), λη(x))(x− ξ ◦ η(x))− θ(|x− ξ ◦ η(x)|)|x− ξ ◦ η(x)|2
≥ (1
2
γ − θ(|x− ξ ◦ η(x)|))|x− ξ ◦ η(x)|2
> 0
for all x ∈ x¯+ 1Bn. Thus, the proof of the theorem is complete. 
Example 2.6 illustrates a scenario in which the standard second order sufficient conditions
can fail to provide useful information about a minimizer.
Example 2.6. Consider the optimization problem which is a special case of (P0) with
g ≡ 0,
(P1)
{
minimize f(x1, x2) = − sin(x21 + x22)
over (x1, x2) ∈ R2.
A plot of the objective function is shown in Figure 2.2 for values of x1 and x2 between
[−1.35, .., 1.35]. Necessary conditions yield extremals at (0, 0) and x¯21 + x¯22 = npi + pi2 for
n = 0, 1, 2, ... Take the ‘ring’ family of extremals with n = 0 (a minimizer) the Hessian
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matrix for which is  4x¯21 4x¯1√pi2 − x¯21
4x¯1
√
pi
2 − x¯21 4(pi2 − x¯21)
 6 > 0
for any (x1, x2) in the family of extremals. Standard sufficient conditions, then, prove to
be inconclusive. Now, take for example x¯ = (0,
√
pi
2 ). Here, α ∈ (−pi,+pi) and
ξ(α) = x¯+
[
sinα
(cosα− 1)
]
.
Notice that (HS) are satisfied. Furthermore,
∇ξ(0) =
[
cosα
− sinα
]
α=0
=
[
1
0
]
.
According to the new conditions, checking positivity over the subspace
{(y1, y2) ∈ R2n | y1 = 0}
gives [
0 y2
] 4x¯21 4x¯1√pi2 − x¯21
4x¯1
√
pi
2 − x¯21 4(pi2 − x¯21)

x=x¯
[
0
y2
]
= 2piy22 > 0
for all y2 6= 0 and thus confirms optimality.
Of course (P1) can be very simply solved by re-defining the domain of the optimization
problem: it can be reformulated as the problem of minimizing f˜(η) = −η over the set of
η ∈ R satisfying
η = sin(x21 + x
2
2) (2.8)
for some (x1, x2) ∈ R2. Clearly the minimizing η is η¯ = 1 and (2.8) is satisfied by any
x1, x2 such that x
2
1 + x
2
2 = pi/2, when η = η¯.
There is no need, in this case, for the application of Theorem 2.3. However, there
are other situations where non-uniqueness of minimizers cannot be dealt with simply
by problem reformulation and new analytical apparatus is required. Many of the most
interesting examples appear to arise in an infinite dimensional setting, such as the one
considered in the following section.
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2.4 An Abstract Framework
The remainder of this chapter is devoted to the development of an abstract optimization
framework for minimizer non-uniqueness and the derivation of new second order sufficient
conditions for infinite dimensional problems. It needs to be clarified at the outset that
only problems with equality constraints will be examined here because their formulation
provides a convenient framework for deriving second order sufficient conditions for contin-
uous time optimal control problems of interest. But more on this will follow in Chapter
3.
Note that generalizing sufficiency conditions applicable in a finite- dimensional setting
to an infinite-dimensional one is not straight-forward. The fundamental difficulty here lies
in the fact that compactness of closed, bounded subsets, which is guaranteed in a finite
dimensional complete space, does not hold in infinite dimensions. Therefore, one can
no longer extract subsequences on the unit sphere which converge to some point on the
sphere. As a result, the indirect proof techniques which are typically used when proving
sufficient conditions for optimality such as, for example [36, Chapter 3] and [35], are not
applicable. The assertions of Lemma 2.5 are not automatically true. Indeed a counter
example in [50] shows that the two conditions
(i) yT∇2xxL(x¯, λ0)y > 0,
(ii) yT∇2xxL(x¯, λ0)y ≥ γ|y|2,
are not equivalent.
Ways around this difficulty have been established by various authors, apparently by
either imposing restrictions on the underlying space [14] or type of constraints [38] or con-
sidering a stronger form of the second order condition as in [50]. Other methods employed
to avoid this difficulty involve exploiting finite dimensional aspects of the problem at hand,
such as the finite dimensionality of the space of endpoint values in applications to optimal
control for example.
The optimization problem considered here is the following.
(P2)

minimize F ◦Π(z)
over elements z ∈ Z
subject to
G ◦Π(z) = 0,
where the data for this problem comprise: a Hilbert space (Z, ‖.‖Z), functions Π : Z → Rr,
F : Rr → R and G : Rr → Rl. The “◦” symbol is used to denote the composition of two
functions; for example, F ◦Π(z) means F (Π(z)).
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Even though details will follow in a later chapter, it suffices at this point to note that
Problem (P2) provides a convenient framework for studying refined optimality conditions
for optimal control problems because one can identify with the element z ∈ Z (and in-
deed the Hilbert space Z) a pair comprising an initial state x0 and a control function u.
Similarly, Π(z) can be thought of as the evaluation of a state trajectory at its endpoints.
Definition. Let the closed unit ball in Z be denoted by BZ . Take a convex set containing
the origin D ⊂ BZ . An element z¯ will be said to be a D−local minimizer of (P2) if
G ◦Π(z¯) = 0 and there exists δ > 0 such that
F ◦Π(z) ≥ F ◦Π(z¯)
for all z ∈ z¯ + δD.
he notation (z¯, ν¯) will be used to signify that z¯ is a normal extremal associated with
multiplier ν¯ where ν¯ ∈ Rl. Finally, the following notion of non-uniqueness is used.
Definition. A normal extremal (z¯, ν¯) belongs to an α-parameterised family of extremals
if there exists an open set A ⊂ Rk containing the origin and (z¯, ν¯) can be continuously
embedded in a family of constant cost extremals {(zα, να) ∈ Z × Rl |α ∈ A} and α →
(zα, να) is a mapping from A → Z ×Rl. In line with earlier definitions interpret (z¯, ν¯) as
(zα, να)|α=0 and for each α ∈ A,
(i) zα is feasible and F ◦Π(zα) = F ◦Π(z¯),
(ii) Dhα(zα) = 0,
where
hα(z) = (F + (να)TG) ◦Π(zα). (2.9)
The following hypotheses will be invoked in the sequel, in which the Lagrangian plays
a similar role to the finite dimensional case and θ(.) : R+ → R+ is some ‘continuity
modulus’, i.e. a monotone increasing function such that lims↓0 θ(s) = 0. These hypotheses
employ the notation L(X,Y ) which is used to denote the set of continuous linear operators
from X to Y . Unless stated otherwise, the default norm ‖ · ‖ is understood to mean
‖ · ‖Z . Finally, the shorter symbols Dhα, D2hα are used to denote, briefly, the derivatives
evaluated at zα i.e. Dh(zα), D2h(zα) and so on.
Hypotheses
(HA1 ) (Continuity): For every  > 0 there exists δ > 0 such that z
α ∈ z¯ + D for all
α ∈ δBk.
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(HA2 ) (End-point differentiability): The mapping α → Π(zα) : A → Rr is continuous and
differentiable at α = 0. To this end define
Γ :=
(∇αΠ(zα)|α=0)T . (2.10)
For all α ∈ A there exist Dhα ∈ L(Z,R), DΠα ∈ L(Z,Rr) and D2hα ∈ L(Z,Z) such
that, for any ′ > 0 and z ∈ zα + ′D
|h(z)− h(zα)−Dhα(z − zα)− 1
2
〈(z − zα), D2hα(z − zα)〉| ≤ θ(′)‖z − zα‖2
and
|Π(z)−Π(zα)−DΠα(z − zα)| ≤ θ(′)‖z − zα‖ .
(HA3 ) (Controllability w.r.t. linearised constraints): There exists k > 0 such that, for each
y ∈ Z and α ∈ A, an element y′ ∈ Z can be found such that
ΓDΠαy′ = 0 and ∇G(Π(zα))DΠαy′ = 0
and
‖y′ − y‖ ≤ k
(
|ΓDΠαy|+ |∇G(Π(zα))DΠαy|
)
.
Second Order Sufficient Conditions. The theorem statement below makes reference to
the Lagrangian hα in (2.9), its first and second order derivatives the existence of which is
asserted in Hypothesis (HA2 ) and the k × r matrix Γ as in (2.10).
Theorem 2.7. Consider the optimization problem (P2). Take an element (z¯, ν¯) ∈ Z ×Rl
belonging to an α-parameterised family of extremals and a set D ⊂ BZ . Assume (HA1 ) −
(HA3 ) and, furthermore, that:
(E) the rows of Γ and ∇G(Π(z¯)) are linearly independent,
(C) there exist ¯, γ, α¯ > 0 such that α¯Bk ⊂ A, and an r × r matrix valued function
(α, ) → Wα, on α¯Bk × [0, ¯], which is continuous at (0, 0), such that for every
 ∈ [0, ¯]
(i) inf
{〈y, (D2hα − I)y〉 | y ∈ Z ,DΠαy = ξ} ≥ ξTWα,ξ
(ii) ξTW 0,0ξ ≥ γ|ξ|2 for all ξ such that
Γ ξ = 0 and ∇G(Π(z¯))ξ = 0. (2.11)
Then z¯ is a D−local minimizer.
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Remarks.
1. A sufficient condition for local optimality of an extremal (z¯, ν¯) for problem (P2), more
akin to classical sufficient conditions in optimal control, would (among other stan-
dard conditions) place the following requirements on the second derivative D2h(z¯)
of the Lagrangian function: there exists γ > 0 such that
ξT W ξ ≥ γ|ξ|2
for all ξ ∈ Rr such that
∇G(Π(z¯))ξ = 0 ,
where W is the unique symmetric matrix such that
ξT W ξ = inf
{〈y,D2h(z¯)y〉 | DΠ(z¯)y = ξ} .
2. Hypothesis (HA3 ) concerns the constraints
ΓDΠαy = 0 and ∇G(Π(zα))DΠαy = 0
on the elements y ∈ Z. This ‘metric regularity’ hypothesis requires that, given
any y ∈ Z which violates these constraints, an element y′ ∈ Z can be found which
satisfies the constraints and for which the distance from y′ is linearly estimated in
terms of the constraint violation of y:(
|ΓDΠαy|+ |∇G(Π(zα))DΠαy|
)
.
Proposition 2.8. Consider a normal extremal (z¯, ν¯) ∈ Z × Rl belonging to an α-
parameterised family of extremals and assume (HA2 ) and (E). Then, hypothesis (H
A
3 )
is satisfied for A replaced by some neighbourhood A′ ⊂ A of the origin under the following
condition.
(H˜A3 ) For each α ∈ A′ the linear map DΠα has a right inverse (DΠα)† : Rr → Z, i.e.
(DΠα)(DΠα)† = Ir×r,
α→ (DΠα)† is continuous and there exists k > 0 such that
‖(DΠα)†‖ ≤ k for all α ∈ A′.
The proposition provides directly verifiable sufficient conditions for satisfaction of the “con-
trollability” hypothesis (HA3 ). These sufficient conditions combine the requirements that,
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following linearization, arbitrary boundary values can be achieved and a non-degeneracy
condition holds on the representation of the constraints and boundary values of the equal
cost extremals.
Proof. Define
V α :=
(
Γ
∇G(Π(zα))
)
.
Since α → Π(zα) is continuous at α = 0 and V 0 has full row rank, the matrix inverse
(V αV αT )−1 exists and is bounded on some neighbourhood A′ ⊂ A of 0. Take any y ∈ Z
and α ∈ A′. Define
y′ := y − (DΠα)†V αT (V αV αT )−1V αDΠαy.
Then
V αDΠαy′ = V αDΠαy − V αDΠαy
= 0.
It follows that
ΓDΠαy′ = 0 ,∇G(Π(zα))DΠαy′ = 0.
Furthermore,
‖y′ − y‖ ≤ k
(
|ΓDΠαy|+ |∇G(Π(zα))DΠαy|)
for k a scalar uniform bound on the norm of
(DΠα)†V αT (V αV αT )−1,
on α ∈ A′. 
The following lemma makes reference to Figure 2.3. It asserts the existence of the  and δ
neighbourhoods around z¯ (top figure) such that for any z in the −neighbourhood there
exists suitable α such that zα is in a δ−neighbourhood and, in addition, an orthogonality
condition (bottom figure) is satisfied.
Lemma 2.9. Suppose that (HA1 )− (HA3 ) and (E) hold. Define
M(z, α) := Γ (Π(z)−Π(zα)).
Take any δ > 0 and α¯ > 0 such that α¯Bk ⊂ A. Then, there exists  > 0 with the property:
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Figure 2.3: An intuitive interpretation of Lemma 2.9.
given any z ∈ z¯ + D, α ∈ α¯Bk can be found such that zα ∈ z¯ + δD and
M(z, α) = 0.
Proof. Fix δ > 0 (and α¯ > 0). Notice that, in view of (HA2 ),
∇αM(z¯, 0) = −Γ∇αΠ(zα)|α=0
= −Γ ΓT .
Moreover, in view of (E), ∇αM(z¯, 0) is a nonsingular k × k matrix. Notice that
M(z¯, 0) = Γ
(
Π(z¯)−Π(z0)) = 0
and hence
M(z, α) = DzM(z¯, 0)(z − z¯) +DαM(z¯, 0)α+ ζ
where ζ ∈ Rk contains the higher order ‘error’ terms. Now define the mapping W :
Z × Rk → Rk by
W (z, ζ) := M(z, α(z, ζ)) + ζ,
in which
α(z, ζ) := −(DαM(z¯, 0))−1[DzM(z¯, 0)(z − z¯) + ζ].
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Note that
W (z¯, 0) = M(z¯, 0) = 0
and that
DzW (z¯, 0) = DzM(z¯, 0)− Γ ΓT (Γ ΓT )−1[DzM(z¯, 0)]
= 0.
Furthermore,
DζW (z¯, 0) = DαM(z¯, 0)Dζα(z¯, 0) + Ik×k
= −Ik×k + Ik×k = 0k×k.
Now consider a first order expansion, about (z¯, 0), to obtain
|W (z, ζ)| = |W (z, ζ)−W (z¯, 0)|
≤ |DzW (z¯, 0)(z − z¯)|+ |DζW (z¯, 0)ζ|+ θ()(‖z − z¯‖+ |ζ|)
= 0 + θ()(‖z − z¯‖+ |ζ|)
for some positive function θ(.) satisfying lims↓0 θ(s) = 0. Now choose  > 0 such that
θ()(‖z − z¯‖+ |ζ|) ≤ .
for all z ∈ z¯ + D and |ζ| ≤ . This can be achieved by selecting  such that
θ() <
1
2
.
Since α(z¯, 0) = 0 and since it depends continuously on z and ζ it can be arranged, by
further reducing the size of  if necessary, that
max
{(z,ζ)|z∈z¯+D, and |ζ|≤}
‖zα(z,ζ) − z¯‖ < δ.
For any such z, it can be seen that W (z, .) maps Bk into itself and that the mapping is
continuous. By the Schauder fixed point theorem (see for e.g. [78]) the mapping has a
fixed point ζ¯. For such ζ write α = α(z, ζ¯). But then,
M(z, α) = W (z, ζ¯)− ζ¯ = 0
for any z ∈ z¯ + D where α ∈ α¯Bk and ‖zα − z¯‖ < δ. This confirms the assertions of the
lemma. 
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Lemma 2.10. Let N be a neighbourhood of the origin in Rr. Consider n× n and m× n
matrix valued functions β 7→ Qβ, β 7→ Dβ which are continuous at 0. Assume that there
exists γ¯ > 0 such that
xTQ0x ≥ γ¯|x|2
for all x ∈ Rn such that D0x = 0.
Then for any γ′ ∈ (0, γ¯) there exists a neighbourhood N ′ ⊂ N of the origin such that, for
each β ∈ N ′,
xTQβx ≥ γ′|x|2
for all x ∈ Rn s.t. Dβx = 0.
Proof. Take γ¯ as in the lemma statement and any γ′ ∈ (0, γ¯). Consider neighbourhoods
Ni = {β | |β| < 1i }. Then, if the assertions of the lemma are false, for each i sufficiently
large there exists xi such that
xTi Q
βixi < γ
′|xi|2 and Dβixi = 0. (2.12)
Now, define si :=
xi
|xi| ; note that |si| = 1 and extract a subsequence si → s¯. Then,
sTi Q
βisi < γ
′ and Dβisi = 0.
Taking the limit i → ∞ yields s¯TQ0s¯ ≤ γ′ and D0s¯ = 0. Since |s¯| = 1, this contradicts
the hypotheses and confirms the lemma. 
With these preliminary results in place, the proof of Theorem 2.7 can now be presented.
This hinges upon the fact that given a nominal z¯ and an arbitrary z such that ‖z− z¯‖ ≤ ,
a z′ can be found that approximates (z − z¯) but at the same time satisfies the linear
equality and orthogonality constraints. A quadratic lower estimate of the difference in the
‘cost’ (from z¯ to z) which is expressed in terms of z′ can then be found. Thinking ahead
in terms of optimal control, this would be equivalent to an initial state and control that
when applied to the linearised system result in an arc that satisfies the linearised endpoint
constraints and the orthogonality condition.
Proof (of Theorem 2.7). Take δ > 0,  > 0, α¯ > 0 such that α¯Bk ⊂ A, the values
of which will be chosen in the sequel. Furthermore, take hα(.) as defined in (2.9) and
consider an extremal z¯ and feasible z ∈ z¯ + D such that G ◦ Π(z) = 0. For any α ∈ α¯Bk
such that zα ∈ z¯ + δD,
F ◦Π(z)− F ◦Π(z¯) = F ◦Π(z)− F ◦Π(zα)
G ◦Π(z¯) = G ◦Π(zα) = 0.
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Moreover, taking into account (HA2 ),
F ◦Π(z)− F ◦Π(z¯) = F ◦Π(z)− F ◦Π(zα)
= F ◦Π(z)− F ◦Π(zα) + να · [G ◦Π(z)−G ◦Π(zα)]
≥ Dhα(z − zα) + 1
2
〈(z − zα), D2hα(z − zα)〉 − θ(+ δ)‖z − zα‖2
≥ 0 + 1
2
〈(z − zα), D2hα(z − zα)〉 − θ(+ δ)‖z − zα‖2.
In view of Lemma 2.9, for any δ > 0 it can be arranged, by reducing the magnitude of 
if necessary, that there exists α ∈ α¯Bk such that ‖zα − z¯‖ ≤ δ
Γ
(
Π(z)−Π(zα)) = 0 (2.13)
and
G ◦Π(z)−G ◦Π(zα) = 0. (2.14)
Combining the differentiability hypotheses with (2.13) and (2.14), it follows that
|ΓDΠα(z − zα)|+ |∇G(Π(zα))DΠα(z − zα)| ≤ θ2(+ δ)‖z − zα‖,
for some continuity modulus θ2(.). By the controllability hypothesis, there exists z
′ such
that
ΓDΠαz′ = 0 and ∇G(Π(zα))DΠαz′ = 0.
Furthermore,
‖z′ − (z − zα)‖ ≤ θ3(+ δ)‖z − zα‖
for some new continuity modulus θ3(.). By reducing the magnitude of  and δ it can be
arranged that θ3(+ δ) < 1. Then,
‖z′ − (z − zα)‖ ≤ θ3(+ δ)(‖z′ − (z − zα)‖+ ‖z′‖)
and so
‖z′ − (z − zα)‖ ≤
(
θ3(+ δ)
1− θ3(+ δ)
)
‖z′‖. (2.15)
In view of the properties of an α−parameterised normal extremal in Definition 2.4 and
writing ∆z := z − zα,
F ◦Π(z)− F ◦Π(z¯) ≥ 1
2
〈∆z,D2hα∆z〉 − θ(+ δ)‖∆z‖2. (2.16)
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Noting the identity
〈∆z,D2hα∆z〉 = 〈z′, D2hαz′〉+ 2〈z′, D2hα(∆z − z′)〉+ 〈(∆z − z′), D2hα(∆z − z′)〉
it follows that
〈∆z,D2hα∆z〉 ≥ 〈z′, D2hαz′〉 − 2‖D2hα‖‖z′‖‖∆z − z′‖ − ‖D2hα‖‖∆z − z′‖2
≥ 〈z′, D2hαz′〉 − ‖D2hα‖
(
2
θ3(+ δ)
1− θ3(+ δ) +
(
θ3(+ δ)
1− θ3(+ δ)
)2)
‖z′‖2
= 〈∆z,D2hα∆z〉 ≥ 〈z′, D2hαz′〉 − θ4(+ δ)‖D2hα‖‖z′‖2 (2.17)
where θ4(.) is given by
θ4(+ δ) =
2θ3(+ δ)
1− θ3(+ δ) + (
θ3(+ δ)
1− θ3(+ δ))
2.
By inequality (2.15), it can now be deduced that
‖∆z‖ ≤ (‖∆z − z′‖+ ‖z′‖) ≤
(
θ3(+ δ)
1− θ3(+ δ) + 1
)
‖z′‖
=
(
1
1− θ3(+ δ)
)
‖z′‖. (2.18)
Substituting (2.17) and (2.18) into (2.16) gives
F ◦Π(z)− F ◦Π(z¯) ≥ 1
2
〈z′, D2hαz′〉 − q(, δ)‖z′‖2 (2.19)
where
q(, δ) =
1
2
θ4(+ δ)‖D2hα‖L(Z,Z) + θ(+ δ)(
1
1− θ3(+ δ))
2.
(Notice that q(, δ) can be made arbitrarily small by reducing the size of  and δ.) But
〈z′, D2hαz′〉 − q(, δ)‖z′‖2 = 〈z′, (D2hα − q(, δ)I)z′〉
≥ (DΠαz′)TWα,q(,δ)(DΠαz′), (2.20)
where Wα,q(,α) is the matrix of condition (C)(i) in the theorem statement. Take any
γ′ ∈ (0, γ), where γ is the constant in condition (C)(ii). Consequently, |α| ≤ α¯ and
DΠαz′ satisfies the constraint
ΓDΠαz′ = 0 and ∇G(Π(zα))DΠαz′ = 0.
By (HA1 ) and (H
A
2 ), G
(
Π(zα
′
)
) → G(Π(z¯)) as α′ → 0. It follows now from Lemma 2.10
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that, following a further reduction in the size of δ,  and α¯ if required,
(DΠαz′)TWα,q(,δ)(DΠαz′) ≥ γ′|(DΠαz′)|2.
Then, from (2.19) and (2.20),
F ◦Π(z)− F ◦Π(z¯) ≥ 1
2
γ′|(DΠαz′)|2 ≥ 0.
Since z was an arbitrary feasible point in z¯ + D, it has been proved that z¯ is a D-local
minimizer for (P2). 
What remains is to examine how this framework links to problems from optimal control.
A key aspect of this analysis, which is the subject of Chapter 3, is the verification of the
hypotheses of this abstract framework in an optimal control setting.
2.5 Conclusion
This chapter has given a brief account of the well-known first order necessary and standard
second order sufficient conditions of optimality. For the standard sufficient conditions
in nonlinear programming a numerical example demonstrates that the strict positivity
condition on the Hessian of the Lagrangian may not always be satisfied on the required
tangent space. Consequently, local minimizers cannot be identified using standard second
order conditions when the solution is locally non-unique. Refinements are then proposed
in Section 2.3 for problems of finite dimensions with equality constraints. Specifically, the
new conditions explore the positive definiteness of the Hessian over a smaller subspace
which is determined by an orthogonality condition which ensures that the ‘perturbation
direction’ is normal to the ‘direction of non-uniqueness’. The proof techniques employed
here are based on the compactness of the unit sphere, which is of finite dimensionality.
The second part of the chapter focuses on developing second order sufficient conditions
for an optimization problem posed over an abstract space. In this set-up an intermediate
function, Π, maps elements from a Hilbert space to a finite dimensional space. This
function has analogs in optimal control, where it can be thought of as the evaluation of a
state trajectory at its boundaries, given an initial state x0 and control u. In this sense, the
framework developed here plays a central role in developing refined second order sufficient
conditions for optimal control problems, which is the topic of Chapter 3.
41
Chapter 3
Non-unique local minimizers in optimal
control
A
nalogous results to the second order sufficient conditions for optimality in nonlinear
programming can be derived for optimal control problems where a quadratic approx-
imation to the cost functional, known as the accessory cost, is required to be strictly
positive to guarantee optimality of a solution. Conditions of this nature can be thought to
correspond to the strict positivity test of the Hessian for problems in nonlinear program-
ming. Not surprisingly then, they also convey the information that a minimizer is locally
unique. For a large class of optimal control problems, however, which includes periodic
optimal control problems, this is not the case and these tests fail to identify optimal so-
lutions. It is of interest, then, to derive more general conditions that can also be applied
for problems in this class.
This chapter contains a treatment of non-autonomous optimal control problems with
endpoint constraints that admit non-unique local solutions. For these problems it is shown
that the requirements of the standard tests cannot be met and a new framework is pre-
sented which can accommodate them. This is based on the abstract framework of Chapter
2, in which an optimal control problem is posed over pairs comprising initial states and
controls.
The assertions of Theorem 2.7, in Chapter 2, carry over to optimal control provided
that the hypotheses of the abstract optimization problem and the hypotheses of the op-
timal control problem are compatible. It is shown that the ‘typical’ hypotheses, supple-
mented with mild continuity assumptions, are sufficient to provide this common ground.
Finally, two applications, featuring periodic and mixed endpoint constraints, serve to
illustrate the superiority of these new tests in terms of applicability and the computations
involved.
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3.1 Introduction
The optimal control problem studied in this chapter is the following:
(P )

minimize g(x(0), x(T ))
over x(.) ∈W 1,1([0, T ];Rn) and measurable functions u(.) : [0, T ]→ Rm
subject to
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [0, T ] (3.1)
d(x(0), x(T )) = 0. (3.2)
Data for (P ) comprise: a real number T > 0, the cost function g : Rn × Rn → R, the
nonlinear dynamical constraints f : R×Rn×Rm → Rn and the mixed boundary constraint
function d : Rn ×Rn → Rl. The cost function here generalises the special cases where the
cost comprises an integral and possibly an additional cost term imposed on the final state.
Definition. A measurable m-valued function u(.) is called the control function. The W 1,1
n-valued function x(.) that satisfies (3.1) is known as the state. A pair (x(.), u(.)), in which
the state x(.) is the solution corresponding to the control u(.) is referred to as a process
for (P ). If x(.) (corresponding to control u(.)) satisfies (3.2) then the process (x(.), u(.))
is called an admissible process.
Definition. An admissible process (x¯(.), u¯(.)) which achieves the minimum cost over all
admissible processes is called a minimizer for (P ) and u¯(.) is called an optimal control. A
more restrictive notion of optimality is given below.
Definition. An admissible process (x¯(.), u¯(.)) is called a weak local minimizer for (P ) if
it is a minimizer in the following sense: there exists  > 0 such that
g(x(0), x(T )) ≥ g(x¯(0), x¯(T ))
for all admissible processes satisfying
‖x(.)− x¯(.)‖L∞ ≤  and ‖u(.)− u¯(.)‖L∞ ≤ .
First order necessary conditions in optimal control can be thought of as analogues to the
requirement that the gradient of the Lagrangian is zero in nonlinear programming. As
such, they can be used to provide candidate solutions for the minimization problem. A
widely known set of first order necessary conditions in optimal control is the Pontryagin
Maximum Principle or PMP for short [13]. The conditions of the PMP have, naturally,
been weakened over the years to accommodate a wider range of problems. As an example,
one could refer to [65] for a Maximum Principle for discontinuous state trajectories or
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to [64] for a Maximum Principle with general end point constraints, “nonsmooth” dynamic
constraints and pathwise state constraints. A simpler form of the Maximum Principle is
used in the analysis of the second order sufficient conditions developed in this thesis. This
involves the Hamiltonian function H : [0, T ]× Rn × Rn × Rm
H(t, x, p, u) := pT f(t, x, u) , (3.3)
in which p(.) ∈W 1,1([0, T ];Rn) is called an adjoint arc. The conditions also make reference
to a multiplier ν ∈ Rl (accompanying the endpoint constraints) and a multiplier λ ∈ R
(accompanying the cost), not both zero, such that
−p˙(t) = fTx (t, x¯(t), p(t), u¯(t)) p(t) (3.4)
−pT (0) = λgx0(x¯(0), x¯(T )) + νTdx0(x¯(0), x¯(T )) (3.5)
pT (T ) = λgxT (x¯(0), x¯(T )) + ν
TdxT (x¯(0), x¯(T )) (3.6)
and the minimization condition
H(t, x¯(t), p(t), u¯(t)) = min
u
H(t, x¯(t), p(t), u(t)). (3.7)
These conditions are collectively referred to as the Maximum Principle because, when
initially formulated, the adjoint arc p(.) was replaced by p′(.) = −p(.). When (3.4)-
(3.7) are expressed in terms of p′(.) the minimization property (3.7) is replaced by a
maximization property.
An admissible process (x¯(.), u¯(.)) which satisfies the conditions of the PMP is referred
to as an extremal process. Furthermore, an extremal is called a normal extremal if λ > 0,
in which case by scaling the multipliers it can be arranged that λ = 1.
An admissible process (x¯(.), u¯(.)) is referred to as a weak normal extremal when the
weaker condition
Hu(t, x¯(t), p(t), u(t))|u=u¯ = 0 a.e. t ∈ [0, T ] (3.8)
replaces (3.7). Notice that the minimization of the Hamiltonian also implies
Huu(t, x¯(t), p(t), u(t))|u=u¯ ≥ 0 a.e. t ∈ [0, T ] (3.9)
known as the Legendre condition.
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3.2 Second Order Conditions in Optimal Control: A Review
Second order conditions of optimality for optimal control problems focus on the analysis
of the so-called accessory problem developed in, for example, [70], [33, Theorem 3.1] or [76,
Theorem 5.1]. The problem is defined as follows.
For each t ∈ [0, T ], let
(A(t), B(t)) := (fx(t, x¯(t), u¯(t)), fu(t, x¯(t), u¯(t)))
and (
Q(t) D(t)
DT (t) R(t)
)
=
(
Hxx(t, x¯(t), p(t), u¯(t)) Hxu(t, x¯(t), p(t), u¯(t))
HTxu(t, x¯(t), p(t), u¯(t)) Huu(t, x¯(t), p(t), u¯(t))
)
in which H(t, x¯(t), p(t), u¯(t)) is defined as in (3.3). Also define the ‘end-point’ Lagrangian
h˜ : Rn × Rn → R
h˜(x0, xT ; ν) := g(x0, xT ) + ν
Td(x0, xT )
and
G :=
(
h˜x0x0 h˜x0xT
h˜Tx0xT h˜xT xT
)
,
in which the entries of the block matrix on the right are evaluated at (x¯(0), x¯(T )) and ν.
Finally define the accessory cost, or second variation, to be
JA(y(.), v(.)) :=
1
2
∫ T
0
yT (t)Hxx(t)y(t) + 2y
T (t)Hxu(t)v(t) + v
T (t)Huu(t)v(t) dt+
1
2
(
yT (0) yT (T )
)
G
(
y(0)
y(T )
)
,
which is a quadratic estimate of the change in the cost between J(x¯(.), u¯(.)) and
J(x(.), u(.)). The accessory problem associated with a weak normal extremal (x¯(.), u¯(.))
is
(A)

minimize JA(y(.), v(.))
over y(.) ∈W 1,1([0, T ];Rn) and v(.) ∈ L2([0, T ],Rm)
subject to
y˙(t) = A(t)y(t) +B(t)v(t) a.e. t ∈ [0, T ] (3.10)
dx0y(0) + dxT y(T ) = 0 (3.11)
in which (y(.), v(.)) is a process satisfying the linear dynamics (3.10) and linear endpoint
constraints (3.11). The dxi are understood to be evaluated at (x¯(0), x¯(T )).
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Hypotheses
(H
′
1) u¯(.) is essentially bounded,
(H
′
2) f(t, ., .) is of class C
2 for all t ∈ [0, T ], and f(., ., .) and its derivatives with respect
to the (x, u) variables, up to order 2, are continuous. The functions g and d are also
of class C2.
(H
′
3) There exists  > 0 such that
R(t) > I for all t ∈ [0, T ].
(H
′
4) The pair (A(.), B(.)) is controllable on [0, T ].
The PMP supplemented by conditions on the accessory cost provides second order opti-
mality conditions. These well-known results are summarised by the following theorem.
Theorem 3.1. Consider a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (H
′
1)
- (H
′
4) are satisfied.
(a) (Necessary Condition) Suppose that (x¯(.), u¯(.)) is a weak local minimizer. Then
JA(y(.), v(.)) ≥ 0 (3.12)
for all admissible processes (y(.), v(.)) of (A).
(b) (Sufficient Condition) Suppose that there exists γ > 0 such that
JA(y(.), v(.)) ≥ γ
(
|y(0)|2 +
∫ T
0
|v(t)|2dt
)
(3.13)
for all admissible processes (y(.), v(.)) of (A). Then (x¯(.), u¯(.)) is a weak locally
unique minimizer.
The coercivity condition (3.13) cannot be easily verified directly. There is, therefore,
interest in having sufficiency criteria that are more susceptible to numerical evaluation.
Such conditions are typically expressed in terms of the Riccati equation associated with
(A) (omitting the argument (t) ){
P˙ + PA+ATP +Q− (BTP +DT )TR−1(BTP +DT ) = 0 (3.14)
P (.) = P T (.)
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and the Hamiltonian system of equations
(HAM)
{
y˙ = Ay −BR−1(BT q +DT y)
−q˙ = AT q +Qy −DR−1(BT q +DT y).
Let {Φ(s, t) | 0 ≤ s, t ≤ T} be the transition matrix associated with Hamilton’s system of
equations (HAM), i.e. for each s ∈ [0, T ], Φ(., s) satisfies: ddtΦ(t, s) = AΦ(t, s) for all t ∈ [0, T ]Φ(s, s) = I (3.15)
where
A =
(
A−BR−1DT −BR−1BT
−Q+DR−1DT −AT +DR−1BT
)
.
Partition Φ(0, T ) into n× n blocks
Φ(0, T ) =
(
φ11 φ12
φ21 φ22
)
.
Now define the 2n× 2n matrix W to be
W := G +
(
φ22φ
−1
12 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
)
. (3.16)
Conditions for coercivity of the second variation can be expressed in terms of solutions to
these equations.
Notice that defining W requires the invertibility of φ12(0, T ) which, according to
Lemma 3.2, is guaranteed under (H
′
1)− (H
′
4).
Lemma 3.2. Consider a normal extremal (x¯(.), u¯(.)). Assume (H
′
1) - (H
′
4) are satisfied
and there exists a (symmetric) solution P (.) to (3.14) on [0, T ]. Then,
det[φ12(0, T )] 6= 0.
Proof. [15, Section 24]. 
Proposition 3.3. Consider a weak normal extremal (x¯(.), u¯(.)). Assume that (H
′
1) - (H
′
4)
are satisfied. Select a positive number γ. Then the following conditions are equivalent.
(a) (i) The Riccati equation (3.14) has a (symmetric) solution on [0, T ],
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(ii)
(
xT0 x
T
1
)
W
(
x0
x1
)
> γ|(x0, x1)|2
for all non-zero x0, x1 ∈ Rn such that
dx0x0 + dxT x1 = 0.
(b) JA(y(.), v(.)) ≥ γ
(
|y(0)|2 + ∫ T0 |v(t)|2 dt)
for all admissible processes (y(.), v(.)) for (A).
Proof. [1, Section 7]. 
A sufficient condition for (b), called the Riccati sufficient condition, is presented in [49,61]
and is expressed in terms of an inequality involving the solution to (3.14). It takes the
form (
yT0 y
T
1
)[
G+
(
P (0) 0
0 P (T )
)](
y0
y1
)
> 0 (3.17)
for all y0, y1 ∈ Rn satisfying dx0y0 + dxT y1 = 0. It is in fact reported in [61] that this
condition can be extended by considering three differential equations in place of the single
Riccati equation (3.14). This fact is used in [1] to develop weaker sufficient conditions, for
periodic optimal control problems. Omitting (t) for brevity, the three equations referred
to are: {
P˙ + PA+ATP +Q− (PB +D)R−1(BTP +DT ) = 0
P (.) = P T (.)
(3.18)
S˙ + (AT − (PB +D)R−1BT )S = 0 (3.19)
M˙ − STBR−1BTS = 0. (3.20)
These equations can be obtained when the mixed boundary constraints of the accessory
problem are separated by restating the original accessory problem in 2n variables. This
is achieved by considering an extended system (y, z) in which z satisfies z˙(t) = 0 and
y(0) = z(0). The original cost is posed in terms of the final values of the extended state
while the new boundary conditions are expressed in terms of the initial states. The solution
to the new Riccati equation at each t ∈ [0, T ], denoted P˜ (t), comprises the block matrices
P˜ (t) =
(
P (t) S(t)
ST (t) M(t)
)
in which P (t), S(t),M(t) ∈ Rn×n. The improved condition is obtained by replacing P,G
and the endpoints in (3.17) with the corresponding ones of the extended system.
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3.2.1 Uniqueness of Local Minimizers
A fact often not stressed enough is that the local minimizer satisfying by second order
sufficient conditions such as those of the preceding section is locally unique. This fact
follows from the coercivity condition and [1, Lemma 6.1] which states that given δ ∈ (0, γ),
a small enough  > 0 can be found such that for any admissible process (x(.), u(.)) of (P )
satisfying
‖x(.)− x¯(.)‖L∞ ≤  and ‖u(.)− u¯(.)‖L∞ ≤  (3.21)
there exists an admissible process (y(.), v(.)) for (A) such that
J(x(.), u(.))− J(x¯(.), u¯(.)) ≥ JA(y(.), v(.))− δ
(|y(0)|2 + ‖v‖2L2)
and
|x(0)− x¯(0)|2 + ‖u− u¯‖2L2 ≤ K[|y(0)|2 + ‖v‖2L2 ],
where
‖v‖2L2 :=
∫ T
0
|v(t)|2 dt
and K > 0. It follows that
J(x(.), u(.))− J(x¯(.), u¯(.)) ≥
(
γ − δ
K
)(|x(0)− x¯(0)|2 + ‖u− u¯‖2L2) > 0
for all (x(.), u(.)) different from (x¯(.), u¯(.)), which implies local uniqueness.
3.3 Second Order Sufficient Conditions for Non-unique
Local Minimizers
It is clear from the argument of the preceding section that the standard second order
sufficient conditions are never satisfied unless minimizers are locally unique. This section
develops refined second order sufficient conditions of optimality that are satisfied even by
weak, local extremals that are not locally unique minimizers, in certain cases of interest.
These are cases in which a weak, local extremal can be continuously embedded in an
α−parameterised family of extremals, as follows.
Definition. The weak normal extremal ((x¯(.), u¯(.)), (p(.), ν)) is said to be continuously
embedded in an α−parameterised family of weak extremals
{((xα(.), uα(.)), (pα(.), να)) | α ∈ A}
if A is an open ball in some finite dimensional vector space Rk , centre the origin, and the
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following conditions are satisfied.
(F1) For each α ∈ A (xα(.), uα(.)), (pα(.), να) is a weak normal extremal such that
g(xα(0), xα(T )) = g(x¯(0), x¯(T )) and
d(xα(0), xα(T )) = d(x¯(0), x¯(T )) = 0,
(F2) α→ (xα(.), uα(.), pα(.), να) : A → L∞ × L∞ × L∞ × Rl is strongly continuous,
(F3) α→ (xα(0), xα(T )) : A → Rn × Rn is of class C1,
(F4) the rows of the p× 2n matrix
Γ :=
(∇α(xα(0), xα(T ))|α=0)T (3.22)
are linearly independent.
In fact, Chapter 2 provides a convenient platform for studying such problems provided
that, firstly, problem (P ) can be reformulated in a way that fits the abstract optimiza-
tion framework and, secondly, the hypotheses of the abstract optimization framework are
satisfied under the ‘usual’ hypotheses of the optimal control problem.
3.3.1 Reformulation of the Optimal Control Problem
To match the optimal control problem (P ) to the optimization problem of Section 2.4, the
following identifications are made. Define the Hilbert space
Z := Rn × L2([0, T ];Rm) (3.23)
which is associated with pairs (x0, u(.)) and the induced norm
‖(x0, u)‖2Z = |x(0)|2 + ‖u‖2L2 .
Also define
D = {(x0, u(.)) ∈ Z | |x0| ≤ 1 and ‖u‖L∞ ≤ 1}.
Furthermore, x(t) is understood to be an abbreviated notation for x(t;x0, u(.)) and solves
the ordinary differential equation{
x˙(t) = f(t, x(t), u(t))
x(0) = x0.
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In addition, interpret Π : Rn × L2([0, T ];Rm)→ Rn × Rn as
Π(x0, u(.)) := (x0, x(T )), (3.24)
which is the evaluation of the state trajectory x(.) (obtained from (x0, u(.))) at its
boundary points.
In this respect, (P ) can equivalently be stated as
minimize g ◦Π(x0, u(.))
over pairs (x0, u(.)) subject to the constraint
d ◦Π(x0, u(.)) = 0 ,
which resembles the optimization problem of the abstract framework. Here it is noted
that an admissible process achieving the minimum cost over processes satisfying
|x0 − x¯0| ≤  and ‖u− u¯‖L∞ ≤ 
for some  > 0 (i.e. is a D−local minimizer) is also minimizing according do the definition
of weak local minimizers, i.e. over process (x(.), u(.)) such that
‖x− x¯‖L∞ ≤  and ‖u− u¯‖L∞ ≤ .
This follows from the fact that for any  > 0
{ admissible processes (x(.), u(.)) | ‖x(.)− x¯(.)‖L∞ and ‖u(.)− u¯(.)‖L∞ ≤ } ⊂
{ admissible processes (x(.), u(.)) | |x(0)− x¯(0)| and ‖u− u¯‖L∞ ≤ } .
Finally, for a given pair (x0, u) and α ∈ A introduce the Lagrangian function
hα(x0, u) := h(x0, u; v
α) = (g + (vα)Td) ◦Π(x0, u)
and recall (with a slight change of notation) the ‘end-point’ Lagrangian
h˜α(x0, xT ) := h˜(x0, xT ; v
α) = g(x0, xT ) + (v
α)Td(x0, xT ).
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3.3.2 Statement of the New Sufficient Conditions
In the sequel the following hypotheses are imposed on the optimal control problem (P ).
Hypotheses
(HC1 ) u¯(.) is essentially bounded and
‖xα(.)− x¯(.)‖L∞ → 0, ‖uα(.)− u¯(.)‖L∞ → 0
as α→ 0.
(HC2 ) (Differentiability): f(., x, u) is Lebesgue measurable for each (x, u) and f(t, ., .) is of
class C2 for each t ∈ [0, T ]; g and d are also of class C2.
(HC3 ) (Uniform boundedness): Given any bounded subset Q ⊂ Rn × Rm there exists a
function θ : R+ → R+ with the property that lim↓0 θ()/ = 0 such that
|f(t, z′)− f(t, z)−∇f(t, z)(z′ − z)− 1
2
(z′ − z)T∇2f(t, z)(z′ − z)| ≤ θ(|z′ − z|2)
for all t ∈ [0, T ] and z′, z ∈ Q.
(HC4 ) There exists γ > 0 such that Huu(t, x¯(t), p(t), u¯(t)) ≥ γI for all t ∈ [0, T ].
(HC5 ) A(.) ∈ L∞([0, T ];Rn×n), B(.) ∈ L∞([0, T ];Rn×m).
(HC6 ) The linear system (A(.), B(.)) is controllable.
The new, refined second order sufficient conditions which are a direct implication of The-
orem 2.7 are summarised in the following theorem.
Theorem 3.4. Consider a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses
(HC1 ) - (H
C
6 ) are satisfied and that (x¯(.), u¯(.)) can be continuously embedded in a family
of extremals satisfying the conditions (F1) - (F4). Suppose that
(i) the Riccati equation (3.18) has a symmetric solution on [0, T ],
(ii) there exists γ > 0 such that
(
yT0 y
T
1
)
W
(
y0
y1
)
> γ|(y0, y1)|2
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for all non-zero (y0, y1) ∈ Rn × Rn such that
dx0y0 + dxT y1 = 0 and Γ
(
y0
y1
)
= 0.
Then (x¯(.), u¯(.)) is a weak local minimizer.
Remark. In the absence of non-uniqueness Γ = 0 and the orthogonality condition is
automatically satisfied. The above sufficient conditions are then reduced to checking strict
positivity of W solely over the subspace defined by the null space of the constraints. In
this case, the standard sufficient conditions are recovered.
3.3.3 Proof of Theorem 3.4
Hypotheses (HC1 )− (HC6 ) ensure that the hypotheses (HA1 )− (HA3 ) of the abstract frame-
work are satisfied. The detailed verification of the hypotheses, which follows, makes use of
the following fact: for each α ∈ A such that (xα(.), uα(.)) belongs to the α−parameterised
family of weak normal extremals, there exist pα(.) ∈ W 1,1([0, T ];Rn) and να ∈ Rl such
that
−p˙α(t) = pα(t)T fx(t, xα(t), uα(t)) (3.25)
pα(t)T fu(t, x
α(t), uα(t)) = 0 a.e. t ∈ [0, T ] (3.26)
−pα(0) = gx0(xα(0), xα(T )) + vαTdx0(xα(0), xα(T )) (3.27)
pα(T ) = gxT (x
α(0), xα(T )) + vαTdxT (x
α(0), xα(T )) (3.28)
Furthermore, write
Aα(t) := fx(t, x
α(t), uα(t)) and Bα(t) := fu(t, x
α(t), uα(t)).
The case α = 0 is denoted by the absence of a superscript. Similarly, the superscript α
indicates an underlining α-parameterised base point when taking derivatives. For example
gαx0,xT means ∇(x0,xT )g(xα0 , xαT ).
For the rest of this section assume that (HC1 )− (HC6 ) are satisfied.
Proposition 3.5. There exists a continuity modulus θ(.) such that for any ′ > 0 suffi-
ciently small, all α ∈ A and z ∈ zα + ′D,
(i) |Π(z)−Π(zα)−DΠα(zα)(z − zα)| ≤ θ(′)‖z − zα‖,
(ii) |h(z)− h(zα)−Dhα(zα)(z− zα)− 12〈z− zα, D2hα(zα)(z− zα)〉| ≤ θ(′)‖z− zα‖2 ,
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where Z , h, D and Π are as identified for the optimal control problem.
Proof. (i) Take α¯ > 0,  > 0, the values of which will be determined in the sequel,
α ∈ α¯Bk and consider an extremal (xα(0), uα(.)) = (xα0 , uα). Also recall that
Π(z) = Π
(
x0, u) = (x0, x(T )
)
.
To compute the differential DΠα(yα0 , v
α) (= DΠ ((xα0 , u
α); (yα0 , v
α))) consider
lim
→0
1

(
Π(xα0 + y
α
0 , u
α + vα)−Π(xα0 , uα)
)
.
By continuity of ∇2f and Taylor’s theorem [3]
DΠα(yα0 , v
α) = lim
→0
1

(
yα0 , y
α
0 +
∫ T
0
f(t, xα(t)+yα(t), uα(t)+vα(t))−f(t, xα(t), uα(t)) dt
)
=
(
yα0 , y
α
0 +
∫ T
0
Aα(t)yα(t) +Bα(t)vα(t) dt
)
=
(
yα0 , y
α(T )
)
where yα(t) satisfies {
y˙α(t) = Aα(t)yα(t) +Bα(t)vα(t)
yα(0) = yα0 = (x0 − xα0 ) .
But then,
|Π(x0, u)−Π(xα0 , uα)−DΠα(x0 − xα0 , u− uα)| = |x(T )− xα(T )− yα(T )|
≤ ‖∆xα − yα‖L∞ . (3.29)
By employing Filippov’s existence theorem [64, Section 2.4] and in view of the uniform
boundedness hypothesis (HC3 ) one can assert that given any ∆x
α(.) ∈ W 1,1([0, T ];Rn),
there exists a solution y′(.) to the linear system of equations with initial condition y(0) =
x0 − xα0 such that for each α ∈ α¯Bk
‖∆xα − y′‖L∞
≤ k′(α)
∫ T
0
|f(t, x(t), u(t))− f(t, xα(t), uα(t))−Aα(t)∆xα(t)−Bα(t)∆uα(t)| dt
≤ k(α)
∫ T
0
|∆xα(t)|2 + |∆uα(t)|2 dt
for some finite bounds k′, k that depend on α. However, in view of the continuous depen-
dence of ∆xα(.) and ∆uα(.) on α, and the continuous dependence of solutions to differential
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equations on α, one can instead find a uniform bound k > 0 which is independent of α.
Finally, labelling the solution y′(.) at each α as yα(.) yields
‖∆xα − yα‖L∞ ≤ 2kT2. (3.30)
It is also known that the L2 norm satisfies the parallelogram identity and hence,
‖X + Y ‖2 + ‖X − Y ‖2 = 2‖X‖2 + 2‖Y ‖2.
Writing vα for ∆uα and taking X = (yα, vα), Y = (yα −∆xα, 0) gives∫ T
0
|∆xα(t)|2 + |vα(t)|2 dt ≤ 2
∫ T
0
|yα(t)|2 + |vα(t)|2 dt+ 2
∫ T
0
|∆xα(t)− yα(t)|2 dt
≤ 2
∫ T
0
|yα(t)|2 + |vα(t)|2 dt+
4k2T 22
∫ T
0
|∆xα(t)|2 + |vα(t)|2 dt.
It follows that∫ T
0
|∆xα(t)|2 + |vα(t)|2 dt ≤ 2(1− 4k2T 22)−1
(∫ T
0
|yα(t)|2 + |vα(t)|2 dt
)
. (3.31)
It can also be deduced (see for example [1]) that for all α ∈ α¯Bk and any process of the
accessory problem a constant c > 0 can be found such that∫ T
0
|yα(t)|2dt ≤ c
(
|yα0 |2 +
∫ T
0
|vα(t)|2 dt
)
. (3.32)
Choosing  to satisfy 4k2T 22 < 1 and substituting (3.32) and (3.31) into (3.30) yields
‖∆xα − yα‖L∞ ≤ θ()
(
|yα0 |2 +
∫ T
0
|vα(t)|2 dt
)1/2
for all α ∈ α¯Bk, ′ ∈ (0, ) and a function θ(.) : R+ → R+, which is a uniform bound,
with the property lims↓0 θ(s) = 0. Further substitution into the RHS of (3.29) confirms
the required inequality.
(ii) Take α¯ > 0,  > 0, the values of which will be adjusted presently, α ∈ α¯Bk and
consider an extremal (xα(0), uα(.)) = (xα0 , u
α). For any (x0, u) ∈ (xα0 , uα) + D,
hα(x0, u)− hα(xα0 , uα) = h˜α(x0, xT )− h˜α(xα0 , xαT ) . (3.33)
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Now add to (3.33) the zero term∫ T
0
pα(t) · [(x˙(t)− x˙α(t))− (f(t, x(t), u(t))− f(t, xα(t), uα(t)))] dt
and integrate
∫ T
0 p
α(t) · [(x˙(t)− x˙α(t))] dt by parts to get
hα(x0, u)− hα(xα0 , uα)
= h˜α(x0, xT )− h˜α(xα0 , xαT )−∫ T
0
pα(t) · [(x˙(t)− x˙α(t))− (f(t, x(t), u(t))− f(t, xα(t), uα(t)))] dt
= h˜α(x0, xT )− h˜α(xα0 , xαT )− pα(T ) ·∆xα(T ) + pα(0) ·∆xα0 +∫ T
0
p˙α(t) ·∆xα(t) dt+
∫ T
0
pα(t) · [f(t, x(t), u(t))− f(t, xα(t), uα(t))] dt.
Expanding the RHS of the equation to second order (in view of the uniform bounded-
ness hypothesis (HC3 )) and substituting the conditions of the Maximum Principle (since
(xα(.), uα(.)) is an extremal process) gives
hα(x0, u)− hα(xα0 , uα) ≥
1
2
(∆xα(0),∆xα(T ))T∇2h˜α(xα0 , xαT )(∆xα(0),∆xα(T )) +
1
2
∫ T
0
(∆xα(t),∆uα(t))T∇2Hα(t)(∆xα(t),∆uα(t)) dt−
θ1()
(
|∆xα(0)|2 + |∆xα(T )|2 +
∫ T
0
|∆xα(t)|2 + |∆uα(t)|2 dt
)
(3.34)
for some function θ1(.) : R+ → R+ with the property that θ1(s) ↓ 0 as s ↓ 0. Noting the
identity,
xTAx = yTAy + (x− y)TA(x+ y)
for some square matrix A and vectors x and y of appropriate dimensions, (3.34) can be
expressed as
hα(x0, u)− hα(xα0 , uα) ≥
1
2
(yα(0), yα(T ))T∇2h˜α(xα0 , xαT )(yα(0), yα(T )) +
1
2
∫ T
0
(yα(t), vα(t))T∇2Hα(t)(yα(t), vα(t)) dt−
θ1()
(
|∆xα(0)|2 + |∆xα(T )|2 +
∫ T
0
|∆xα(t)|2 + |∆uα(t)|2 dt
)
− k1e, (3.35)
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where
e = ‖(∆xα,∆uα)− (yα, vα)‖L∞ · ‖(∆xα,∆uα) + (yα, vα)‖L∞
and k1 a positive constant. It can be deduced from (3.30)-(3.32) that by appropriately
choosing the numbers  and α¯ it can be arranged that for all α ∈ α¯Bk there exists a
function θ2(.) : R+ → R+ such that
‖(∆xα,∆uα)− (yα, vα)‖L∞ = ‖∆xα − yα‖L∞ ≤ θ2()
(
|yα0 |2 +
∫ T
0
|v(t)|2 dt
)
(3.36)
and θ2() ↓ 0 as  ↓ 0. Furthermore, in view of (3.36), the triangle inequality and unique-
ness of solutions to differential equations
‖(∆xα,∆uα) + (yα, vα)‖L∞ ≤ ‖(∆xα,∆uα)− (yα, vα)‖L∞ + 2‖(∆xα,∆uα)‖L∞
= ‖∆xα − yα‖L∞ + 2‖(∆xα,∆uα)‖L∞
≤ θ3()
for some function θ3(.) : R+ → R+ such that θ3(s) ↓ 0 as s ↓ 0. It can, therefore, be
concluded that
e ≤ θ3()
(
|yα0 |2 +
∫ T
0
|vα(t)|2dt
)
. (3.37)
It is also found that (using the triangle inequality),
|∆xα(T )|2 ≤ |yα(T )|2 + |yα(T ) + ∆xα(T )| · |yα(T )−∆xα(T )|
≤ |yα(T )|2 + (‖∆xα − yα‖L∞ + 2|∆xα(T )|) · ‖∆xα − yα‖L∞
≤ |yα(T )|2 + θ4()
(
|yα0 |2 +
∫ T
0
|vα(t)|2dt
)
for some new function θ4(.) with the same properties as θ3(.). Moreover, since y(.) is the
solution of the linearized system (Aα, Bα) with initial condition yα0 and control v
α, and in
view of (HC5 ) it follows that
|yα(T )|2 ≤ c1
(
|yα0 |2 +
∫ T
0
|vα(t)|2 dt
)
for some constant c1 > 0. Then,
|∆xα(T )|2 ≤ θ5()
(
|yα0 |2 +
∫ T
0
|vα(t)|2 dt
)
(3.38)
for some new function θ5(.) with the same properties as before. Substituting (3.31), (3.37)
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and (3.38) into (3.36) gives
hα(x0, u)− hα(xα0 , uα) ≥
1
2
(yα(0), yα(T ))T∇2h˜α(xα0 , xαT )(yα(0), yα(T )) +
1
2
∫ T
0
(yα(t), vα(t))T∇2Hα(t)(yα(t), vα(t)) dt− θ6()
(
|yα0 |2 +
∫ T
0
|vα(t)|2 dt
)
for all α ∈ α¯Bk and ′ ∈ (0, ), where θ6(.) : R+ → R+ and lims↓0 θ6(s) = 0. Identifying
Dhα(z − zα) = 0
and
〈(z − zα), D2hα(z − zα)〉 = 1
2
(
(yα(0), yα(T ))T∇2h˜α(xα0 , xαT )(yα(0), yα(T )) +∫ T
0
(yα(t), vα(t))T∇2Hα(t)(yα(t), vα(t)) dt
)
completes the proof. 
To verify the controllability hypothesis of the abstract framework it suffices to verify the
auxiliary controllability condition (H˜A3 ) of Proposition 2.8.
Proposition 3.6. The conditions:
(i) (DΠα)(DΠα)† = Ir×r, for each α ∈ A,
(ii) there exists k > 0 such that
‖(DΠα)†‖ ≤ k for all α ∈ A,
are satisfied for Z and Π as identified for the optimal control problem.
Proof. Take α ∈ A and consider the linear map Lα ∈ L(L2,Rn) such that for any
v ∈ L2([0, T ];Rm)
Lαv :=
∫ T
0
Φα(T, t)TBα(t)T v(t) dt,
where Φα(t2, t1) is the state transition matrix associated with the linear system
(Aα(.), Bα(.)) on some interval [t1, t2]. Define the controllability Grammian on [0, T ]
Wα(T, 0) :=
∫ T
0
Φα(T, t)Bα(t)Bα(t)TΦα(T, t)T dt.
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In the optimal control case, the linear map DΠα is given by
DΠα :=
(
In×n 0n×n
Φ(T, 0) Lα
)
By (HC6 ), the linear system (A(.), B(.)) is controllable and W0(T, 0) > 0. By (HC1 ) the
mapping α → Wα(T, 0) is continuous and by reducing the size of , if necessary, (and
hence the A neighbourhood), it can be arranged that Wα(T, 0) > 0 for any α ∈ A. For
any (y0, y1) ∈ Rn × Rn, there exists η ∈ Rn such that
y1 − Φα(T, 0)y0 =Wα(T, 0)η.
Moreover, a control vα that achieves the required transfer is
v(.) = Bα(.)TΦα(T, .)TWα(T, 0)−1
(
−Φα(T, 0) In×n
)(y0
y1
)
.
Let the right inverse (DΠα)† be given by
(DΠα)† :=
(
In×n 0n×n
−Bα(.)TΦα(T, .)TWα(T, 0)−1Φα(T, 0) Bα(.)TΦα(T, .)TWα(T, 0)−1
)
Then,
(
DΠα
)(
DΠα
)†
= I2n×2n as required. Boundedness of ‖(DΠα)†‖ follows automati-
cally from the fact that Bα(.) and Φα(T, .) are essentially bounded. 
Finally, what remains to be confirmed is the existence of the matrix valued function Wα,γ
as proposed by condition (C)(i) of Theorem 2.7. For this purpose take α¯, γ¯ > 0 and
consider for each α ∈ α¯Bk and γ ∈ [0, γ¯], the accessory problem:
(Ap)

minimize Jα,γA (y(.), v(.))
over y(.) ∈W 1,1([0, T ];Rn) and v(.) ∈ L2([0, T ],Rm)
subject to
y˙(t) = Aα(t)y(t) +Bα(t)v(t) a.e. t ∈ [0, T ]
y(0) = y0, y(T ) = y1
where y0, y1 ∈ Rn and the cost function is defined by
2Jα,γA (y(.), v(.)) :=
(
yT (0) yT (T )
)
Gα,γ
(
y(0)
y(T )
)
+∫ T
0
y(t)TQα(t)y(t) + 2y(t)TDα(t)v(t) + v(t)TRα,γ(t)v(t) dt,
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where
Gα,γ := ∇2(g + ναd)(xα0 , xα(T ))−
(
γIn×n 0n×n
0n×n 0n×n
)
.
The α−parameterised, time-dependent matrices Q,D and R present in the accessory cost
are, in turn, defined as follows:(
Qα(t) Dα(t)
Dα(t)T Rα,γ(t)
)
:=
(
Hαxx(t) H
α
xu(t)
Hαxu(t)
T Hαuu(t)− γI
)
.
Gα,γ is continuous in (α, γ), and Rα,γ(t) is continuous in (α, γ) uniformly w.r.t. t ∈ [0, T ].
By reducing the size of γ¯ if required, it can be arranged that, for some K > 0, which does
not depend on the choice of (α, γ) or t ∈ [0, T ],
(Rα,γ)−1(t) ≤ K .
Consider now the Riccati equation associated with (Ap)
P˙ (t) + P (t)Aα(t) +Aα(t)TP (t) +Qα(t)−(
Bα(t)TP (t) +Dα(t)T
)T
(Rα,γ)−1 (t)
(
Bα(t)TP (t) +Dα(t)T
)
= 0 (3.39)
and the Hamiltonian involving Lα,γA (t, y(t), v(t)), which is the integrand in the accessory
cost formulation. The Hamiltonian system associated with the accessory problem is the
following: 
y˙(t) = Aα(t)y(t) +Bα(t)vmin(y(t), q(t))
−q˙(t) = (Aα)T (t)q(t) + ∂
∂y
Lα,γA (t, y(t), vmin(y(t), q(t))),
where
vmin(y(t), q(t)) = arg min
v
{
q(t) · [Aα(t)y(t) +Bα(t)v(t)] + Lα,γA (t, y(t), v(t))
}
,
and is given by vmin = −(Rα,γ)−1
(
(Dα)T y + (Bα)T q
)
. Substituting for vmin and L
α,γ
A in
the Hamiltonian system gives
(HAMA)
{
y˙ = Aαy −Bα(Rα,γ)−1 ((Dα)T y + (Bα)T q)
−q˙ = (Aα)T q +Qαy −Dα(Rα,γ)−1 ((Dα)T y + (Bα)T q) .
The 2n× 2n transition matrix associated with (HAMA) is the block matrix
Φα,γ(t, s) =
(
φα,γ11 (t, s) φ
α,γ
12 (t, s)
φα,γ21 (t, s) φ
α,γ
22 (t, s)
)
(3.40)
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with 0 ≤ t, s ≤ T and φij(t, s) n× n matrices.
It is known, by assumption, that (3.39) has a (symmetric) solution P (.) on [0, T ] and
that φα,γ12 (0, T ) is invertible, in the case (α, γ) = (0, 0). It is known, furthermore, that
the Riccati equation continues to have a solution on [0, T ] if the right boundary value
is replaced by P (T ) + kIn×n, for any k ≥ 0 by continuous dependence. By choosing k
sufficiently large, it can be arranged that both
(i) there exists a solution to Pα,γ(t) to (3.39) on [0, T ] and
(ii) φα,γ12 (0, T ) and φ
α,γ
11 (0, T ) + φ
α,γ
12 (0, T )P
α,γ(T ) are invertible
for (α, γ) = (0, 0). But then, by ‘continuous dependence’, (i) and (ii) remain true for all
choices of α and γ, provided α¯ and γ¯ are sufficiently small. Now define,
Wα,γ := Gα,γ +
(
φα,γ22 (φ
α,γ
12 )
−1 φα,γ21 − φα,γ22 (φα,γ12 )−1φα,γ11
−(φα,γ12 )−1 (φα,γ12 )−1φα,γ11
)
.
Lemma 3.7. For α¯ > 0 and γ¯ > 0 sufficiently small
inf
{
Jα,γ(y(0), v) | y(0) = y0, y(T ) = y1
}
=
(
yT0 y
T
1
)
Wα,γ
(
y0
y1
)
for all α ∈ α¯Bk and γ s.t. |γ| ≤ γ¯.
Proof. The proof is the same for all (α, γ) sufficiently small in magnitude. So, assuming
that (α, γ) = (0, 0) the superscripts α and (α, γ) can be omitted throughout. Take any
y0, y1 ∈ Rn. Let P (.) be the given solution to the Riccati equation (3.14) on [0, T ] and
let Φ(., .) be the transition matrix for the Hamiltonian system of equations (HAMA). To
simplify notation, the time argument t shall be dropped. Similarly, write Φ for Φ(0, T ).
Let s(.) and m(.) be solutions on [0, T ] of{
s˙(t) + (AT − (BTP +DT )TR−1BT ) s(t) = 0
s(T ) = ξ
and {
m˙(t)− sT (t)BR−1BT s(t) = 0
m(T ) = 0
where
ξ = φ−112 (y0 − [φ11 + φ12P (T )]y1). (3.41)
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Define
V (t, y) =
1
2
yTP (t)y + sT (t)y +m(t).
It can be shown by direct calculation that
Vt + min
v
{Vy · (Ay +Bv) + 1
2
yTQy + yTDv +
1
2
vTRv} = 0 (3.42)
and
X(t, y) := arg min
v
{Vy · (Ay +Bv) + 1
2
yTQy + yTDv +
1
2
vTRv}
= −R−1((PB +D)T y +BT s)
for all t ∈ [0, T ] and y ∈ Rn.
Let (y¯, v¯) be the process on [0, T ] satisfying
˙¯y = Ay¯ +Bv¯ (3.43)
v¯ = X(t, y) (3.44)
y¯(0) = y0. (3.45)
It follows, by integrating across (3.42), that for any (y, v) satisfying
y˙ = Ay +Bv,
y(0) = y0 and y(T ) = y¯(T ),
1
2
∫ T
0
yTQy + 2yTDv + vTRv dt ≥ 1
2
∫ T
0
y¯TQy¯ + 2y¯TDv¯ + v¯TRv¯ dt
= V (0, y0)− V (T, y¯(T )).
The assertions of the lemma will have been confirmed, then, if it can be shown that
(a) y¯(T ) = y1,
(b) V (0, y0)− V (T, y1) =
(
yT0 y
T
1
)(φ22φ−112 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
)(
y0
y1
)
.
To show (a) observe that (y¯, p) solves Hamilton’s system of equations with
p(t) = P (t)y¯(t) + s(t). (3.46)
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It follows that
y0 = φ11y¯(T ) + φ12p(T )
= φ11y¯(T ) + φ12[P (T )y¯(T ) + ξ].
It can be deduced from (3.41) and the assumed invertibility of (φ11 + φ12P (T )) that
y(T ) = y1. (a) is, thus, proved.
Attention now focuses on the verification of (b). From (3.46)
V (0, y0)− V (T, y1) = 1
2
(pT (0)y0 − pT (T )y1) + 1
2
(s(0)y0 − s(T )y1) + (m(0)−m(T )).
But,
d
dt
(sT (t)y(t) +m(t)) = s˙T (t)y(t) + sT (t)y˙(t) + m˙(t)
=
[
AT − (BTP +DT )TR−1BT s(t)]T y(t) +
sT (t)
[
A−BR−1(PB +D)T y(t) +BT s(t)]+ sT (t)BR−1BT s(t)
= 0.
It follows that
V (0, y0)− V (T, y1) = 1
2
(p(T )T y1 − p(0)T y0). (3.47)
Furthermore, it is known that(
y(0)
p(0)
)
=
(
φ11 φ12
φ21 φ22
)(
y(T )
p(T )
)
.
Rearranging to obtain expressions for p(0), p(T ) in terms of y(0), y(T ) and substituting
into (3.47) yields
V (0, y0)− V (T, y1) =
(
yT0 y
T
1
)(φ22φ−112 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
)(
y0
y1
)
as required to confirm (b). The proof of Theorem 3.4 is thus complete. 
The following sections will examine how Theorem 3.4 can be used to generate numerical
tests for local optimality, in specific problems. Two applications will be examined: the
first concerns periodic optimal control, where initial and final states are required to match
while the second combines both periodic and fixed endpoint constraints.
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3.4 Application I: Periodic Optimal Control
Problems in periodic optimal control have a long history and originate from the work
of Horn and Lin [37] in the field of chemical processing during the 1960s. The question
arising at the time was “Can periodic operation achieve lower average cost than steady
state?”. Their work showed that steady state operation, commonly applied in the chemical
industry, could be improved by cyclic operation. Using variational methods they derived a
second order sufficient condition for the existence of a periodic control achieving improved
performance over steady state operation. This condition was subsequently strengthened
in [6].
Further sufficient conditions for the existence of periodic solutions are also reported
in the work of Bittanti, Fronza and Guardabassi [26] in terms of a frequency criterion
known as the pi−test. Improvements on this test are reported by Bernstein and Gilbert
in [9] who have also considered a somewhat more general problem with regards to the cost
and constraint formulation. Necessary conditions, for this matter, are rather scarce and
appear in [25] in terms a non-concavity requirement of the Hamiltonian in (x, u).
More interesting, from the point of view of this thesis, are sufficient conditions for
optimality of periodic processes such as those presented in [44]. Specifically, they require
the solution to the Hamilton-Jacobi equation with modified boundary conditions to suit
the periodic constraints of the problem. Periodic optimal control problems with fixed
period T have also been treated in [11, 12] in which the authors have developed second
order sufficient conditions for optimality requiring the existence of a periodic solution to
the Riccati equation (3.14) as well as the nonexistence of unity eigenvalues in the state
transition matrix associated with the linearised dynamics.
More recent results concerning the periodic optimal control problem have been ob-
tained by Speyer and his collaborators in [12] and [17]. In these papers they have actually
demonstrated that the requirement concerning the non-existence of unity eigenvalues in
the transition matrix is contradicted by the fact that the matrix in question has in fact
two unit eigenvalues. Refinements to the results of [12] are then proposed in [60,67,68].
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Figure 3.1: Time invariance of periodic solution.
3.4.1 Problem Statement
The periodic optimal control problem studied here takes the form
(P1)

minimize
∫ T
0
L(x(t), u(t)) dt
subject to
x˙(t) = f(x(t), u(t)) a.e. t ∈ [0, T ]
x(0) = x(T )
where T > 0 and is fixed, while f, L, g ∈ C2.
Take
(
x¯(.), u¯(.)
)
to be an admissible process for (P1) obtained either numerically or by
analytical solution of optimality conditions. Suppose that the control u¯(.) is continuous
and non-constant. A new process can be obtained by introducing a time delay τ in both
the control and state functions and ‘wrapping around’ as in Figure 3.1. Time translation
yields a new process (xτ (.), uτ (.)) for which xτ (0) = x¯(τ) and uτ (.) = u¯ext(. + τ) on the
interval [0, T ]. Here u¯ext(.) denotes the periodic extension of u¯(.) over (−∞,∞). The
integral cost, however, involving (xτ (.), uτ (.)) is identical to that of (x¯(.), u¯(.)) because
the integral of a periodic function, over its period, is translationally invariant. Since
the control function has been assumed to be continuous, any new control obtained by
time translation can be arranged to be arbitrarily close to the original one by adjusting
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the magnitude of the delay τ . Furthermore, as the control function is assumed to be
non-constant, any time translation (however small) produces a distinct control function.
But the classical sufficient conditions, if satisfied, provide the information that the process
under consideration is locally unique. So, in fact, such conditions can never be satisfied
for such problems.
Hypotheses
(HP1 ) The control u¯(.) is continuous and u¯(0) = u¯(T ),
(HP2 ) f, L are of class C
2 and their derivatives with respect to the (x, u) variables, up to
order 2, are continuous,
(HP3 ) there exists  > 0 such that
R(t) > I for all t ∈ [0, T ],
(HP4 ) (A(.), B(.)) is controllable on [0, T ].
In view of (HP1 ) and the translational invariance of the cost, it can be easily deduced that
the conditions (F1)− (F4) are automatically satisfied. Moreover,
d
dα
(
xα(0)
xα(T )
)
α=0
= lim
α→0
(
x¯(α)−x¯(0)
α
x¯(T+α)−x¯(T )
α
)
=
d
dt
(
x¯(0)
x¯(T )
)
and hence, (
Γ
dx0(x¯(0), x¯(T )) dx1(x¯(0), x¯(T ))
)
=
(
˙¯xT (0) ˙¯xT (T )
In×n −In×n
)
.
The set A is the open interval (−T, T ). In view of the periodicity of the constraints define
the matrix
W := φ21(0, T ) + [In×n − φ22(0, T )]φ−112 (0, T ) [φ11(0, T )− In×n] .
Furthermore, ˙¯x(0) = ˙¯x(T ). The refined sufficient conditions for optimality then simplify
as follows.
Theorem 3.8. Consider a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (HP1 )
- (HP4 ) are satisfied. Also suppose that
(i) the Riccati equation (3.14) has a (symmetric) solution on [0, T ],
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(ii) there exists γ > 0 such that
ξT W ξ > γ|ξ|2
for all non-zero ξ ∈ Rn such that
ξT ˙¯x(0) = 0.
Then (x¯(.), u¯(.)) is a weak local minimizer.
3.4.2 Speyer’s Sailboat Problem
A simple example which illustrate the applicability of the new sufficient conditions is the
so-called Speyer sailboat problem, presented by Speyer and his collaborators in [59] and
also used in [1]. The integral cost in the formulation contains negative quadratic terms
which provides the nonconvexity required to induce periodic minimizing paths. For this
problem, the pi test of [26], [9] has been employed in [60] to show that the coefficient of
the control term determines whether the solution will be static or periodic (reducing the
value of the coefficient yields periodic solutions). The interpretation given to this problem
by Speyer is that of a sailboat trying to maximize its average speed into the wind.
(S)

minimize
∫ 1
0
x21(t)− x22(t) + x42(t) + 0.01u2(t) dt
over x ∈W 1,1([0, 1];R2) and continuous functions u : [0, 1]→ R
subject to
d
dt
(
x1(t)
x2(t)
)
=
(
x2(t)
u(t)
)
for all t ∈ [0, 1]
x(0) = x(1),
where x1 and x2 represent the lateral displacement and velocity of the boat, respectively,
while the term in the Lagrangian −x22(t) + x42(t) represents the velocity component in the
direction of the wind. The accompanying accessory problem is
(SA)

minimize
1
2
∫ 1
0
(
y1(t) y2(t)
)
Q(t)
(
y1(t)
y2(t)
)
+ v(t)Rv(t) dt
over y ∈W 1,1([0, 1];R2) and v ∈ L2([0, 1];R)
subject to
y˙(t) = Ay(t) + bv(t) for all t ∈ [0, 1]
y(0) = y(1)
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in which, the matrices relating to the Riccati equation (3.18) are given by
Q(t) =
(
1 0
0 6x¯2
2(t)− 1
)
, A =
(
0 1
0 0
)
, b =
(
0
1
)
, R = 0.01, D = 0.
A solution to problem (S) has been obtained by using the numerical solver IPOPT [66].
Plots of the resulting state trajectories and control function are shown in Figures 3.2
and 3.3 respectively. Initially, it needs to be established that there exists a bounded
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Figure 3.2: State plot
solution to the Riccati equation (3.14) on the interval [0, 1]. Indeed this is the case, as
illustrated by Figure 3.4. The solution P (.) has been computed using a terminal condition
of P (1) = 0.5I2×2 and integrating backwards in time. It should be noted that the solutions
P12(.) and P21(.) obviously overlap due to the symmetric nature of P (.). Furthermore, since
the minimizing control for the accessory problem takes the form v¯ = −R−1(BTPy+BT s)
(see Lemma 3.7 and the reference to the solutions P (.), S(.),M(.) of the 3 matrix equations
(3.18)-(3.18)) it is not a requirement that the boundary points P (0) and P (1) match in
order to preserve continuity of the control.
To verify the conditions of Theorem 3.8 the transition matrix Φ(0, 1) has to be com-
puted. To this end, consider the Hamiltonian system linked to the accessory problem,
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Figure 3.4: Solution to Riccati equation
d
dt

y1(t)
y2(t)
q1(t)
q2(t)
 =

0 1 0 0
0 0 0 −50
−2 0 0 0
0 (2− 12x¯22(t)) −1 0


y1(t)
y2(t)
q1(t)
q2(t)
 , (3.48)
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for which v¯(t) = −50q2(t). It is known from the properties of transition matrices that
Φ itself satisfies the Hamiltonian system and that Φ(1, 1) = I4×4. Φ(0, 1) can then be
obtained by inverting the signs of the elements in the matrix of (3.48) starting from
Φ(1, 1) = I4×4 and integrating backwards in time. One way to do that, see for example [69]
and [52], is to independently obtain solutions with each column of the identity matrix
as an initial condition. The solution, in this case, will be the corresponding column of
the transition matrix. For the computations the following second order Runge-Kutta
algorithm has been used:
zk+1 = zk +
∆t
2
(k1 + k2)
where
k1 = Akzk
k2 = Ak+1(zk + ∆tAkzk)
where k is the step number, ∆t the step size, z the column vector solution and −A the
matrix in (3.48). The solution was found to be
Φ(0, 1) =

−3.0581 3.2828 −6.4777 7.4065
−0.8315 3.7613 −9.7855 1.0110
−0.2928 1.0988 −3.2433 0.3400
−1.0277 1.7632 −3.6490 2.6068
 .
From this it can be deduced that φ12(0, 1) is invertible and that
W =
(
0.0166 −0.0773
−0.0773 0.4680
)
.
The orthogonality condition requires,
ηT
(
0.6044
0.0992
)
= 0
and so η = (−0.0992, 0.6044)ρ for any nonzero real number ρ. The check is
ρ(−0.0992, 0.6044)TW (−0.0992, 0.6044)ρ = 0.1806ρ2 > 0,
for all nonzero ρ. It can now be concluded that the solution obtained numerically is indeed
a minimizer.
Remark. The second order sufficiency test developed here compares favourably with other
existing second order sufficiency tests that in many cases are not even applicable. The
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Riccati condition, for example, presented in [61], [75] specialised to problem (S) requires
that the symmetric solution to (3.18) satisfies P (0)− P (T ) > 0. As anticipated this test
was found not to be satisfied over a wide range of terminal values P (T ). In fact, the
extended Riccati condition (see Section 3.2) is also not satisfied due to the presence of the
zero eigenvalue in the W matrix.
Sufficient conditions specific to the periodic optimal control problems exist in litera-
ture. Speyer and his collaborators, for example, have developed conditions that are more
general than the ones of this section, since they treat the free period problem but they
are more difficult to evaluate numerically. The second order sufficiency condition found
in [60, Theorem 2] requires that there exists a solution to the Riccati equation that satisfies
a periodic condition P (0) = P (T ). This is more restrictive than what is hypothesised here
and inevitably this requires searching for such a solution over terminal conditions and is
by no means a quick task. Similar requirements in terms of periodic solution to the Riccati
equation are also reported by Bittanti et. al. in [12] and Chang [17]. Weaker hypotheses
that do not require a global solution of the Riccati equation on [0, T ], are actually re-
ported in [67]. It should be noted that even though the conditions there are more general
to the ones of Theorem 3.8 they are not generally applicable to other problems exhibiting
non-uniqueness characteristics beyond the special case of periodic optimal control.
3.5 Application II: Other Endpoint Constraints
A variant of Speyer’s sailboat problem [59] is presented in this section. This problem
features an isometric constraint on the average displacement of the first state. In this
case, the assertions of sufficient conditions specialised to periodic optimal control problem
are not applicable due to the different problem formulation and the standard second order
sufficient conditions fail due to non-uniqueness of the solution. Consider,
(SM ′)

minimize
∫ 1
0
x21(t)− x22(t) + x42(t) + 0.01u2(t) dt
subject to
d
dt
(
x1(t)
x2(t)
)
=
(
x2(t)
u(t)
)
for all t ∈ [0, 1]∫ 1
0
x1(t)dt = 1
x(0) = x(1),
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which following state augmentation can be written as
(SM)

minimize
∫ 1
0
x21(t)− x22(t) + x42(t) + 0.01u2(t) dt
subject to
d
dt
x1(t)x2(t)
x3(t)
 =
x2(t)u(t)
x1(t)
 for all t ∈ [0, 1]
x1,2(0)x1,2(1)
x3(0) = 0 (3.49)
x3(1) = 1.
A numerical solution obtained by IPOPT [66] is shown in Figures 3.5 and 3.6. In line
with previous analysis, the corresponding accessory problem is
(SMA)

minimize
∫ 1
0
(
y1(t) y2(t)
)
Q(t)
(
y1(t)
y2(t)
)
+ v(t)Rv(t) dt
over y ∈W 1,1([0, 1];R3) and v ∈ L2([0, 1];R)
subject to
y˙(t) = Ay(t) + bv(t) for all t ∈ [0, 1]
y1,2(0) = y1,2(1)
y3(0) = y3(1) = 0,
where
Q(t) =
1 0 00 6x¯22(t)− 1 0
0 0 0
 , A =
0 1 00 0 0
1 0 0
 , b =
01
0
 , R = 0.01, D = 0.
Similarly, the Hamiltonian system linked to (SMA) is,
d
dt
(
y(t)
q(t)
)
=
(
A −50bbT
−2Q −AT
)(
y(t)
q(t)
)
. (3.50)
By solving the linear system (3.50) as before, the partition φ12(0, T ) is found to be
φ12(0, T ) =
 0.7068 37.8438 −1.8036−34.4995 −437.2376 8.4988
1.7343 8.2528 0.3752

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which is invertible (indeed this is a consequence of the system being controllable). Condi-
tion (i) of Theorem 3.4 is confirmed by solving the Riccati equation with terminal condition
P (T ) = 0.5I9×9. Figure 3.7 shows the 6 solutions (due to symmetry). It now remains
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Figure 3.7: Solution to Riccati equation
to confirm condition (ii). The 6× 6 W matrix calculated by solving the system (3.50) is
calculated to be
W =

8.5491 1.0969 16.9130 8.3637 −0.9887 −16.9130
1.0969 0.1219 2.1356 1.0387 −0.1212 −2.1356
16.9130 2.1356 35.5898 16.6764 −2.0076 −35.5898
8.3637 1.0387 16.6764 8.3125 −1.0189 −16.6764
−0.9887 −0.1212 −2.0076 −1.0189 0.1210 2.0076
−16.9130 −2.1356 −35.5898 −16.6764 2.0076 35.5898

.
The 1× 6 matrix Γ = γT of Theorem 3.4 is
γT =
(
˙¯x1(0), ˙¯x2(0), 0, ˙¯x1(0), ˙¯x2(0), 0
)
=
(
0.0180,−4.7216, 0, 0.0180,−4.7216, 0
)
.
It can be seen that γ and the rows of the matrix
(
dx0 dx1
)
=

1 0 0 −1 0 0
0 1 0 0 −1 0
0 0 1 0 0 0
0 0 0 0 0 1
 .
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are linearly independent. Thus (F4) is satisfied. To apply the sufficiency test it remains
only to check positivity of W on appropriate subspaces.
Application of standard sufficient conditions (such as the extended Riccati condition
for example given in [1]) requires W to be positive definite on the null-space of [dx0 dx1 ].
But this is not the case, because γ is a non-zero vector satisfying [dx0 dx1 ]γ = 0, for which
Wγ = 0. Thus the standard sufficient condition fails to establish the weak local optimality
of (x¯(.), u¯(.)).
On the other hand, the refined sufficiency test of Theorem 3.4 requires positive def-
initeness of W on the one-dimensional subspace of R6 comprising vectors (ξ0, ξ1) that
satisfy the condition
dx0ξ0 + dx1ξ1 = 0 and Γ
(
ξ0
ξ1
)
= 0 . (3.51)
This subspace is generated by the vector
η =
(
− ˙¯x2(0), ˙¯x1(0), 0,− ˙¯x2(0), ˙¯x1(0), 0
)
=
(
4.7216, 0.0180, 0, 4.7216, 0.0180, 0
)
.
It is found that
ηTWη = 748.8 > 0 .
So W restricted to the subspace defined by (3.51) is positive definite. Theorem 3.4,
therefore, confirms that the weak local extremal is a weak local minimizer.
3.6 Conclusion
Chapter 3 has presented second order sufficient conditions of local optimality for control
problems having non-unique local solutions. The new, refined sufficiency criteria have
been derived by reformulating the optimal control problem as a special case of the abstract
framework of Chapter 2. The novelty of the new sufficient conditions is that they can be
applied to a wide range of problems. Moreover, they comprise simple numerical tests
which can be easily implemented computationally.
Finally, applications from the field of periodic optimal control as well as other problems
with mixed boundary constraints have been employed to illustrate the applicability of the
new conditions in cases where existing conditions cannot be used.
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Chapter 4
Regularity of Minimizers for Second
Order Problems
T
his chapter examines regularity properties of minimizers for problems in the calculus of
variations in which the integrand involves derivatives up to second order. In particular
a new set of hypotheses is proposed under which a minimizer for the problem in question
has bounded highest derivative. The new results are obtained by employing a proof
technique which allows for earlier, known hypotheses to be relaxed.
The structure of the chapter is as follows. Section 4.1 introduces the problem under
consideration and summarizes known techniques from regularity theory. Section 4.2 sum-
marizes results from regularity theory for first order problems, because they are suggestive
of the kind of regularity properties that might be expected in a second order context. An
example, however, illustrates that merely extrapolating from the hypotheses for the first
order problem does not yield the required results; instead, the hypotheses for the second
order problem need to be strengthened. Whilst such hypotheses have been developed in
the literature, the aim of this chapter is to show that they can actually be weakened and
therefore be applicable to a wider class of problems. The new results are presented in
Section 4.3 and section 4.4 exposes the details of the proof technique.
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4.1 Introduction
The problem to be considered here, labelled as (SOP ), is a second order, autonomous
problem in one independent variable. Consider,
(SOP )

minimize
∫ 1
0
L(x(t), x˙(t), x¨(t)) dt
over arcs x(.) ∈W 2,1([0, 1];Rn)
subject to
(x(0), x˙(0)) = (x0, v0)
(x(1), x˙(1)) = (x1, v1).
‘Autonomous’ refers to the fact that the integrand does not depend explicitly on the
independent variable t. The cost is expressed in terms of the function L : Rn×Rn×Rn → R
and the vectors x0, v0, x1, v1 ∈ Rn represent boundary restrictions. The space W 2,1 is as
defined in Chapter 1, Section 1.2.
Problems of this nature can be found, for example, in rod theory [56, Section 4.9].
Apparently, the work done in deforming an elastic rod of fixed length that is clamped at
both ends can be expressed as an integral involving the first and second derivatives of a
curve y(x) (the rod in Cartesian coordinates) and is stored as potential energy of strain
in the rod. It turns out that a curve that minimizes this energy describes the shape of a
bent elastic rod in stable equilibrium.
Unrestrictive conditions for existence of solutions to (SOP ) (‘W 2,1 minimizers’) are
well-known (see for example [54]). A simple set of such conditions, referred to as the ‘basic
existence hypotheses’, are:
(HE)

L(., ., .) is lower semi-continuous,
L(x, v, w) is convex in w for fixed (x, v) and
L(x, v, .) is uniformly coercive, (4.1)
where ‘L(z, .) is uniformly coercive’ means that there exist a number β > 0 and a positive,
scalar valued, monotone function, θ(.) : (0,∞)→ (0,∞) such that θ(r)/r →∞ as r →∞
and
L(z, w) ≥ −β|w|+ θ(|w|) for all z and w. (4.2)
Conditions for existence of minimizers have an important role in a classical approach to
the solution of (SOP ) (the ‘Direct Method’ [71], [19]), championed by Caratheodory:
(i) verify conditions for existence of minimizers,
(ii) identify extremals (arcs satisfying first order necessary conditions akin to the Euler-
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Lagrange equation),
(iii) seek an extremal with least cost.
A defect of the approach, regarded as a general methodology for solving (SOP ), is that
the hypotheses for existence of solutions (HE) on the one hand, and the hypotheses under
which necessary conditions can be rigorously derived on the other, are not wholly compat-
ible. Indeed, the data for a particular problem may satisfy (HE), but not the hypotheses
that guarantee minimizers satisfy extremality conditions (such as the higher order Euler-
Lagrange condition); the approach does not identify minimizers in these circumstances.
The discrepancy between the two sets of hypotheses is in most evidence when a min-
imizer x¯ has unbounded second derivatives. The fact that the cost is finite ensures that
t → L(x¯(t), ˙¯x(t), ¨¯x(t)) is integrable. But it cannot be directly deduced from (HE) that
the unbounded functions ∂xL, d/dt ∂ ˙¯xL, d
2/dt2 ∂¨¯xL have the integrability properties when
evaluated along x¯(t), required even for the statement of the second order Euler-Lagrange
condition to make sense.
The difficulty can be overcome in particular cases, by establishing a common set of
hypotheses covering the problems at hand, for existence and validity of necessary condi-
tions. Since the discrepancy between the two types of hypotheses typically arises only
when minimizers have unbounded second derivatives, the goal will is often achieved if
unrestrictive supplementary conditions can be found, to add to (HE), guaranteeing that
minimizers are W 2,∞ functions.
The objective of this chapter is to weaken known conditions, supplementing the ex-
istence hypotheses (HE) for W
2,∞ regularity, i.e. for minimizers to have bounded second
derivatives. It has so far been discussed how dealing with the logical inconsistencies im-
plicit in Caratheodory method is one form of justification for this line of research. Another
is the need of computational optimization: prior knowledge of the regularity properties of
minimizers influences the choice of numerical schemes because of their effect on rates of
convergence.
An obvious technique for establishing regularity properties of a minimizer x¯ is to apply
necessary conditions and examine the regularity properties of arcs satisfying these condi-
tions. But this technique is not directly applicable here, in establishing W 2,∞ regularity,
because the standard necessary conditions are not valid. Instead, necessary conditions
can be used to establish regularity, but only indirectly; the idea is to exploit the fact
that minimizers for (SOP ) are also minimizers for certain ‘auxiliary problems’ to which
necessary conditions can be applied instead.
The issues addressed in this chapter, centered on the interplay between hypotheses for
existence of minimizers, hypotheses for the rigorous derivation of extremality conditions
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and minimizer regularity, have been extensively addressed, in the context of first order
problems in one independent variable (the so-called ‘Basic Problem of the Calculus of
Variations’) in [20] and also [18] for example. Higher order problems (and in particular
second order problems) have also been addressed in [21], but have received much less
attention. It will be shown here, how existing conditions for W 2,∞ regularity of minimizers
for second order problems can be significantly improved.
Apart from the ‘compactification’ techniques employed in [55], there have been two
main approaches to regularity analysis for problems to which the optimality conditions
akin to the Euler-Lagrange condition are not directly applicable. One is based on analyzing
the Tonelli set (the complement of the set in [0, 1] on which the highest derivative of the
minimizer is locally essentially bounded) and showing this must be empty [63], [20]; the
other on time parameterization [4].
The novelty of the technical approach employed in this chapter is that it is based on the
simultaneous application of both of these approaches, in a way that produces stronger results
than would have been achievable using either approach alone.
4.2 Conditions for Minimizer Regularity
4.2.1 Minimizer Regularity for First Order Problems
A helpful insight to minimizer regularity is obtained by examining the simple, first order
variational problem
(FOP )

minimize
∫ 1
0
L(x(t), x˙(t)) dt
over x ∈W 1,1([0, 1],Rn)
subject to
x(0) = x0, x(1) = x1.
It would be fair to say that first order problems have been examined exhaustively over
the years. It is still remarkable, however, that minimizers for these problems are W 1,∞
functions under (HE) and a very mild supplementary ‘boundedness’ hypothesis. This
fact was proved in [4]. An earlier proof, based on a generalization of Tonelli regularity
theory, and valid under the additional assumption that L is locally Lipschitz continuous,
is to be found in [20]. The following theorem summarizes regularity results for first order
problems.
Theorem 4.1. [64, Section 11.5] Let x¯ be a minimizer for (FOP ). Assume that
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(i) L(., .) is Borel measurable and bounded on bounded sets,
(ii) L(x, v) is convex in v for fixed x,
(iii) L(x, .) is uniform coercive.
Then x¯ ∈W 1,∞([0, 1];Rn).
4.2.2 Minimizer Regularity for Second Order Problems
Analogous hypotheses to those of Theorem 4.1, for the second order problem (SOP ) are:
(HF1 ) L(., ., .) is Borel measurable and bounded on bounded sets.
(HF2 ) L(x, v, w) is convex in w for fixed (x, v).
(HF3 ) L(x, v, .) is uniformly coercive.
Extrapolating from the first order case, covered by Theorem 4.1, leads one to conjecture
that hypotheses (HF1 )-(H
F
3 ) alone suffice to guarantee that minimizers for (SOP ) have
bounded second derivatives. An example from [21], involving the Lagrangian
f(x, v, w) = |x2 − v5|2|w|22 + |w|2 ,
salient properties of which are summarized in the proposition below, indicates however,
that this conjecture is false.
Proposition 4.2. [21] There exists a number ¯ > 0 and a C∞ function k : (−¯, ¯) → R
with the properties: for any  ∈ (0, ¯) consider the problem P ():
P ()

minimize
∫ 1
0
f(x(t), x˙(t), x¨(t)) dt
over arcs x(.) ∈W 2,1([0, 1];R)
subject to
x(0) = 0, x˙(0) = 0, x(1) = k(), x˙(1) = (5/3)k().
Then for each  ∈ (0, ¯), P () satisfies (HF1 )-(HF3 ) above, and the function
x(t) = k()t
5/3,
which is a W 2,1 function but not a W 2,∞ function, satisfies(
Lx − d
dt
Lv +
d2
dt2
Lw
)
(x(t), x˙(t), x¨(t)) = 0 a.e. (4.3)
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where L = f .
The proposition offers evidence that, under hypotheses (HF1 )-(H
F
3 ), minimizers may fail
to be W 2,∞ functions, because, as shown in [21], (4.3) is a necessary condition for x(.)
to be a minimizer. Note that condition (4.3) is weaker than the standard second order
extremality conditions, that also require t → Lv and t → Lw, evaluated along x¯(.), to be
integrable. The arc x(.) in the proposition fails to satisfy these integrability conditions.
The example suggests that, to achieve W 2,∞ regularity, (HF1 )-(HF3 ) need to be supple-
mented with additional hypotheses. One such set of supplementary hypothesis achieving
this purpose was earlier identified in [21].
Theorem 4.3. Let x¯ be a minimizer for (SOP ). Assume
(H˜F1 ) L(., ., .) is locally Lipschitz continuous.
(HF2 ) L(x, v, w) is convex in w for fixed (x, v).
(HF3 ) L(x, v, .) is uniformly coercive.
Assume furthermore that
(S) there exists some non-negative α(.) ∈ L1([0, 1];R) such that
|∂x,vL(x¯(t), ˙¯x(t), ¨¯x(t))| ≤ α(t), a.e. t ∈ [0, 1].
Then x¯(.) ∈W 2,∞([0, 1];Rn) .
Remark. In the case that L is continuously differentiable, (S) can alternatively be ex-
pressed as:
t→ |∇xL(x¯(t), ˙¯x(t), ¨¯x(t))|+ |∇vL(x¯(t), ˙¯x(t), ¨¯x(t))| is integrable. (4.4)
4.3 New Conditions for W 2,∞ Regularity
The new conditions for W 2,∞ regularity require a weaker form of the supplementary con-
dition (S). These are the subject of two theorems, which differ slightly according to the
nature of the hypotheses imposed.
Theorem 4.4. Let x¯ be a minimizer for (SOP ). Assume
(HS1 ) L(., ., .) is Borel measurable and bounded on bounded sets.
(HS2 ) L(x, v, w) is convex in w for each (x, v).
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(HS3 ) L(x,v,.) is uniformly coercive.
(HS4 ) There exist  > 0 and σ¯ > 0 such that, for each σ ∈ [−σ¯, σ¯], x → L(x, ˙¯x(t), (1 +
σ)¨¯x(t)) is Lipschitz continuous on x¯(t) + Bn with Lipschitz constant k(t, σ), where
k(., .) is Borel measurable and t→ k(t, 0) is an integrable function.
Then x¯(.) ∈W 2,∞([0, 1];Rn).
The next theorem asserts that if (HS1 ) is modified to assume that the Lagrangian is locally
Lipschitz continuous, then (HS4 ) can also be replaced by a less restrictive integrability
hypothesis as follows.
Theorem 4.5. Let x¯ be a minimizer for (SOP ). Assume
(H˜S1 ) L(., ., .) is locally Lipschitz continuous.
(HS2 ) L(x, v, w) is convex in w for each (x, v).
(HS3 ) L(x, v, .) is uniformly coercive.
(H˜S4 ) There exists some non-negative α(.) ∈ L1([0, 1];R) such that
∂xL(x¯(t), ˙¯x(t), ¨¯x(t)) ∈ α(t)Bn, a.e. t ∈ [0, 1].
Then x¯(.) ∈W 2,∞([0, 1];Rn). Furthermore, there exists p1(.), p2(.) ∈W 1,∞([0, 1];Rn) such
that
(p˙1(t), p˙2(t) + p1(t), p2(t)) ∈ co ∂L(x¯(t), ˙¯x(t), ¨¯x(t)). (4.5)
Remarks
1. The condition (4.5) is a form of the Euler Lagrange inclusion which, in the smooth
case, specializes to
(p˙1(t), p˙2(t) + p1(t), p2(t)) = ∇L(x¯(t), ˙¯x(t), ¨¯x(t)).
The condition follows automatically from the Maximum Principle (for example [64]),
the hypotheses for application of which are satisfied since x¯(.) ∈W 2,∞.
2. If L(x, v, w) is continuously differentiable in x then (H˜S4 ) becomes
t→ |∇xL(x¯(t), ˙¯x(t), ¨¯x(t))| is integrable. (4.6)
(HS4 ) is a slightly stronger ‘uniform’ version of this condition.
3. The key difference between the earlier, stronger, hypothesis (4.4) and (4.6) is that
the former places integrability conditions on both the x and v derivatives of the
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Lagrangian along the minimizing arc, whereas the new condition imposes only inte-
grability conditions on the x derivatives. Consider, for example, Lagrangians of the
form,
L(x, v, w) = L0(x, v) + L1(v, w)
in which L0 and L1 are locally Lipschitz continuous functions and L1(v, .) is uni-
formly coercive. These Lagrangians satisfy (4.6) but will not, in general, satisfy
(4.4), because the partial subgradients of L1 with respect to v may fail to have the
required integrability properties along the optimal arc. It must be mentioned that,
the regularity conditions in [55], based on compactification techniques, are applicable
to optimal control problems of more general structure, but when specialized to the
problems considered here, require at least integrability of both x and v derivatives
of the Lagrangian.
4.4 Proof of Theorems 4.4 and 4.5
The proof technique for the theorems presented is based on an optimal control problem,
which is obtained by parameterising the time variable of the calculus of variations problem.
The underlying idea here is that first order necessary conditions of optimality will be
applicable to this problem (and hence can provide useful information about minimizer
regularity) and at the same time the minimizers of the optimal control problem and
(SOP ) coincide. The new problem, which will be referred to as the auxiliary problem,
is the following.
(A)

minimize
∫ 1
0
l(s, z(s), u(s)) ds
over arcs (z(.), y(.)) ∈W 1,1([0, 1];Rn+1) and measurable functions u : [0, 1]→ R
subject to(
z˙(s)
y˙(s)
)
=
(
u(s) ˙¯x(s)
u(s)
)
a.e. s ∈ [0, 1]
u(s) ∈ [1− α, 1 + α] a.e. s ∈ [0, 1]
(z(0), y(0)) = (x0, 0), (z(1), y(1)) = (x1, 1),
where α ∈ (0, 1) and the function l is defined to be
l(s, z, u) = L(z, ˙¯x(s), ¨¯x(s)/u)u.
In problem (A), (z, y) is regarded as a vector in Rn+1 and u as the control variable. Observe
that under the hypotheses, the cost function is well-defined for any u(.) and (z(.), y(.))
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satisfying the constraints of (A), since l(., ., .) is a Borel measurable function and l(s, z, u)
is bounded below by −β′ |u|, for some constant β′ > 0.
Proposition 4.6. (z¯(.) = x¯(.), y¯(s) ≡ s, u¯(s) ≡ 1) is a minimizer for (A).
Proof. To prove the proposition, take α ∈ (0, 1) and introduce, for an arbitrary measur-
able function u(.) : [0, 1]→ [1−α, 1+α], a change of independent variable t = τ(s), where
τ : [0, 1] → [0, 1] is the strictly increasing Lipschitz continuous function with Lipschitz
continuous inverse:
t = τ(s) =
∫ s
0
u(σ) dσ.
Choose any (z(.), y(.)) and u(.) satisfying the constraints of (A). The relationship between
t and s is therefore dictated by the ordinary differential equation
dt
ds
= u(s).
Now, write η˙(t) := ( ˙¯x◦ τ−1)(t). It follows from the solution to the dynamics equation that
z(s) = x0 +
∫ s
0
˙¯x(σ)u(σ) dσ,
which after a change of variables becomes
η(t) = x0 +
∫ t
0
η˙(t′) dt′.
Hence η(.) is a W 1,1 function. Finally, it follows from the definition of η˙(t) that
1
u(s)
¨¯x(s) =
1
u(s)
d
ds
˙¯x(s)
= η¨(t).
Notice that τ(0) = 0 and τ(1) = 1, which follows from the constraints y(0) = 0 and
y(1) = 1. Applying the change of independent variables to the Lagrangian gives∫ 1
0
l(s, z(s), u(s)) ds =
∫ 1
0
L(z(s), ˙¯x(s),
¨¯x(s)
u(s)
)u(s) ds
=
∫ 1
0
L(η(t), η˙(t), η¨(t)) dt.
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It follows from the optimality of x¯(.) that∫ 1
0
l(s, z(s), u(s)) ds =
∫ 1
0
L(η(t), η˙(t), η¨(t)) dt
≥
∫ 1
0
L(x¯(t), ˙¯x(t), ¨¯x(t)) dt =
∫ 1
0
l(s, z¯(s), u¯(s)) ds .
The proposition is thus confirmed. 
Remark. Note that even though the boundary constraints x˙(0) = v0, x˙(1) = v1 are
absent in the formulation of the auxiliary problem , the vectors y˙(0) and y˙(1) are ‘forced’
to the correct values. This follows from the definition of the new Lagrangian l and the
fact that following time parameterisation the times s = 0, 1 in the ‘s’ domain map to the
times t = 0, 1 in the ‘t’ domain.
Having confirmed the minimizer for the auxiliary problem, attention now focuses on ap-
plying first order necessary conditions required in the proof of Theorem 4.4.
Proof (of Theorem 4.4). In what follows, fix α ∈ (0, 1) such that the control u(s) ∈
[1 − α, 1 + α] a.e. s ∈ [0, 1]. The first task is to show that l(s, z, .) is convex on (0,∞).
Take arbitrary points u1, u2 ∈ (0,∞). It must be shown that for any (s, z),
l(s, z, u1) + (1− )l(s, z, u2) ≥ l(s, z,  u1 + (1− )u2) .
It can, however, be deduced from the convexity of L(x, v, .) that
u1
u1 + (1− )u2L(z,
˙¯x,
¨¯x
u1
) +
(1− )u2
u1 + (1− )u2L(z,
˙¯x,
¨¯x
u2
) ≥ L(z, ˙¯x, ¨¯x
u1 + (1− )u2 ).
Multiplying across by u1 + (1− )u2 and noting the definition of l(s, z, u) gives the desired
inequality.
The aim is to establish regularity properties of x¯(.) by applying the Maximum Principle
to (A) and studying the implications of the conditions thereby obtained. This is not
possible, however, unless it is guaranteed that the Maximum Principle can be applied in
normal form (i.e. the cost multiplier can be taken to be non-zero). A standard criterion
for normality is that the reachable set for the underlying control system, linearized about
the optimal trajectory, has non-empty interior (‘local reachability’). The control system
for (A) does not in general possess the reachability property, and so this criterion is
not directly applicable. But reachability can be induced, and therefore normality of the
Maximum Principle conditions, by reducing the dimension of the state space. This is the
next task.
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Henceforth it is assumed that
x0 = 0.
There is no loss of generality in making this assumption, because it can always be arranged
that it holds, by translating the origin of the state space. Now consider a modification
of the control system associated with (A), obtained by removing the control constraint
u(s) ∈ [1− α, 1 + α]:
(S)

(
z˙(s)
y˙(s)
)
=
(
u(s) ˙¯x(s)
u(s)
)
a.e. s ∈ [0, 1]
(z(0), y(0)) = (0, 0).
For each s ∈ [0, 1], let R[0,s] be the reachable set of (S) at time s:
R[0,s] = {(z, y)(s) | ((z, y), u) is a process for which u is continuous}.
Relevant properties of the family of sets {R[0,s] | 0 ≤ s ≤ 1} are listed below.
• R[0,s] is a subspace for each s ∈ [0, 1].
• R[0,s] ⊆ R[0,s′] for 0 ≤ s ≤ s′ ≤ 1.
• The multifunction s→ R[0,s] is left continuous, lims′↑sR[0,s′] = R[0,s].
• For a.e. s ∈ [0, 1]
(u ˙¯x(s), u) ∈ R[0,s], for all u ∈ (−∞,∞).
Now let D1 be a (n+1)×r matrix, with r columns that span R[0,1]. The notation Ir×(n+1)
is taken to mean an r×(n+1) matrix with block columns the r-dimensional identity matrix
Ir×r followed by (n+ 1)− r zero columns. Moreover define the (n+ 1)× (n+ 1) matrix
D−1 := [ (DT1 D1)
−1DT1 , D2 ]
for some matrix D2. It can be shown that given a measurable function u and absolutely
continuous function d such that
(S˜)

d˙(s) = Ir×(n+1)D−1(u(s) ˙¯x(s), u(s))
u(s) ∈ [1− α, 1 + α]
d(0) = 0,
then
(z(s), y(s)) = D1 d(s)
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satisfies
d
ds
(z(s), y(s)) = (u(s) ˙¯x, u(s)).
Define
d¯(s) = Ir×(n+1)D−1(x¯(s), y¯(s) = s).
Now write Rd[0,1] for the reachable set of (S˜) at time s = 1
Rd[0,1] = {d(1) | (d, u) is a process for (S˜)}.
Since u¯ ≡ 1 is the nominal solution, it follows, by integrating the dynamics differential
equation and in view of the properties of the reachable set, that d¯(1) lies in the interior
of the reachable set. Consequently, the control system has the following local reachability
property: there exists  > 0 such that
d¯(1) + Br ⊂ Rd[0,1]. (4.7)
It is clear from the above properties linking (S) and (S˜) that (d¯, u¯) is a minimizer for the
following problem
minimize
∫ 1
0
l(s, In×(n+1)D1d, u) ds
over arcs d(.) ∈W 1,1([0, 1];Rr) and measurable functions u : [0, 1]→ R
subject to
d˙(s) = Ir×(n+1)D−1(u ˙¯x(s), u) a.e. s ∈ [0, 1]
u ∈ [1− α, 1 + α] a.e. s ∈ [0, 1]
d(0) = 0, d(1) = Ir×(n+1)D−1(x1, 1).
Under hypotheses (HS1 )− (HS4 ), the Maximum Principle applies to this problem. Further-
more, the reachability condition implies that the cost multiplier in the Maximum Principle
conditions can be set to 1. Taking account of the definition of l in terms of L, one can
deduce the existence of p(.) ∈W 1,1([0, 1];Rr) such that
p˙(s) ∈ (In×(n+1)D1)T ◦ co ∂xL(x¯(s), ˙¯x(s), ¨¯x(s)) (4.8)
and
h(s, u)|u=1 ≥ h(s, u′) a.e. (4.9)
for any u′ ∈ [1− α, 1 + α], where
h(s, u) := p(s) · Ir×(n+1)D−1( ˙¯x, 1)u− L(x¯(s), ˙¯x(s), ¨¯x(s)/u)u.
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Since a local maximizer of a concave function is in fact a global maximizer, u = 1 is a
maximizer in (4.9) over all u′ ∈ (0,∞). In particular, taking u = 1 + |¨¯x(s)|, it can be seen
that
L(x¯(s), ˙¯x(s), ¨¯x(s)) ≤
L(x¯(s), ˙¯x(s),
¨¯x(s)
1 + |¨¯x(s)|)(1 + |¨¯x(s)|)− p(s) · Ir×(n+1)D
−1( ˙¯x(s), 1)|¨¯x(s)|.
Since ∣∣∣∣ ¨¯x(s)1 + |¨¯x(s)|
∣∣∣∣ < 1 ,
there are, by (HS1 ), numbers k > 0 and k
′ > 0 such that
‖L(x¯(s), ˙¯x(s), ¨¯x(s)
1 + |¨¯x(s)|)‖L∞ ≤ k, (4.10)
‖L(x¯(s), ˙¯x(s), ¨¯x(s)
1 + |¨¯x(s)|) − p(s) · Ir×(n+1)D
−1( ˙¯x(s), 1)‖L∞ ≤ k′.
These inequalities imply that for a.e. s ∈ [0, 1],
L(x¯(s), ˙¯x(s), ¨¯x(s)) ≤ k + k′|¨¯x(s)|. (4.11)
Taking θ(.) and β as in (4.2) (the coercivity condition), α¯ can be chosen such that θ(α)−
βα > k + k′α if α > α¯. Now, assert that for a.e. s ∈ [0, 1]
|¨¯x(s)| ≤ α¯. (4.12)
Indeed, if this were not the case there would exist a set of times s′ of positive measure
such that
|¨¯x(s′)| > α¯
and (4.11) satisfied. This in turn would imply that
θ(|¨¯x(s′)|)− β|¨¯x(s′)| > k + k′|¨¯x(s′)|
and by the coercivity hypothesis (HS3 )
L(x¯(s′), ˙¯x(s′), ¨¯x(s′)) > k + k′|¨¯x(s′)|.
However, this last inequality would clearly contradict (4.11). Theorem 4.4 is therefore
proved. 
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Proof (of Theorem 4.5). Since now (H˜S1 ), (H
S
2 ) and (H
S
3 ) are in force, consider the
following regularity property of the minimizer x¯, proved in [21], which asserts that ‘bad
behaviour’ of the minimizer x¯ is confined to a closed set of zero measure (the ‘Tonelli set’).
There exists a closed subset S ⊂ [0, 1] of zero measure, with the following property: given
any s ∈ [0, 1]\S, ¨¯x(.) is essentially bounded on a relative neighbourhood of s.
Take an arbitrary point t0 in (0, 1)\S and define
t1 = sup{s ∈ (t0, 1] | ¨¯x(.) is essentially bounded on [t0, s]} .
It follows from the above property that either ¨¯x(.) is essentially bounded on [t0, 1] or
lim inf
s↑t1
‖¨¯x(.)‖L∞(t0,s) = ∞ . (4.13)
Now it will be shown that, actually, possibility (4.13) cannot arise. This will mean then
that ¨¯x(.) is essentially bounded on [t0, 1]. An analogous analysis ‘backwards in time’ will
then say that ¨¯x(.) is essentially bounded on [0, t0] and the proof of Theorem 4.5 will be
complete.
Assume (4.13). It will be shown that this gives rise to a contradiction.
Take an increasing sequence {ti} ⊂ (t0, t1] such that ti ↑ t1. Then, for each i, the
restriction of x¯(.) to [t0, ti] is a modified version of (SOP ), posed over [t0, ti] and with
fixed endpoints, those of x¯(.).
The same analytical techniques as in the proof of Theorem 4.4 are employed for each i,
but now when the underlying time interval is [t0, ti]. In view of the upper semi-continuity
property of s→ R[t0,s], arrange, by discarding initial terms in the sequence, that
R[t0,ti] = R[t0,t1] .
This means that the auxiliary problem on [t0, ti] (with reduced state space) is the same
for each i.
For each i there is an adjoint arc pi(.) ∈W 1,1([t0, ti];Rr) such that
p˙i(s) ∈ (In×(n+1)D1)T ◦ co ∂xL(x¯(s), ˙¯x(s), ¨¯x(s)) (4.14)
and
hi(s, u)|u=1 ≥ hi(s, u′) a.e. (4.15)
for any u′ ∈ [1− α, 1 + α], where
hi(s, u) = pi(s) · Ir×(n+1)D−1( ˙¯x, 1)u− L(x¯(s), ˙¯x(s), ¨¯x(s)/u)u .
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From these relations and taking u(s) = 1+ |¨¯x(s)|, it can be deduced that for a.e. s ∈ [t0, ti]
L(x¯(s), ˙¯x(s), ¨¯x(s)) ≤ k + k′i|¨¯x(s)| (4.16)
where k > 0 is a constant satisfying (4.10) and k
′
i > 0 satisfies
|L(x¯(s), ˙¯x(s), ¨¯x(s)
1 + |¨¯x(s)|)− pi(s) · Ir×(n+1)D
−1( ˙¯x(s), 1)| ≤ k′i.
But it may be deduced from (4.15) that the pi(t0) are confined to a bounded set. It follows
then from (4.14) and (H˜S4 ) that the pi(.) are confined to a bounded set in L
∞. This in
turn implies that the k
′
i have a uniform bound. Consequently, ¨¯x(.) is essentially bounded
on [t0, t1] as in the proof of Theorem 4.4. It has, thus, been shown that (4.13) cannot
arise, as required to complete the proof of Theorem 4.5. 
4.5 Conclusion
This chapter has examined the conditions under which minimizers of the second order
problem in the calculus of variations have bounded second derivatives. In particular,
new regularity results have been derived by combining two different approaches; time
parameterisation and Tonelli’s regularity theorem. This approach has resulted in stronger
results than either of the two techniques alone.
The characteristic feature of the new conditions is that they only impose integrability
requirements on the partial derivative of the Lagrangian L (along the minimizing arc)
with respect to x and not x˙. The new regularity results can therefore be used to identify
a larger class of problems for which the minimizing arcs have essentially bounded second
derivatives.
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Chapter 5
Regularity of Minimizers for Higher
Order Problems
C
hapter 4 has presented new regularity results for autonomous second order problems of
the calculus of variations. Chapter 5 extends these results to problems the Lagrangian
of which depends explicitly on the time variable t as well as derivatives of the state x of
up to any order N , where N ≥ 1.
State of art hypotheses guaranteeing boundedness of the N th derivative of x have,
so far, been obtained by supplementing known existence hypotheses with integrability
requirements of derivatives of the Lagrangian, up to order N − 1. In this chapter it
is shown that these additional hypotheses can be significantly reduced. This is made
possible by employing a proof technique which is based on the technique presented in the
preceding chapter. Whilst the idea is similar and is based on a combination of time re-
parameterisation and the Tonelli’s regularity theorem, the extension to the general case of
arbitrary highest derivative, N , is not straight forward and requires an intricate analysis.
The chapter is organised as follows. The problem statement as well as known regularity
results are summarised in Sections 5.1 and 5.2. The new, improved conditions are then
presented in Section 5.3 and an in-depth analysis which covers the proofs appears in
Section 5.4.
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5.1 Introduction
The problem considered is the following.
(HP )

minimize
∫ 1
0
L(t, x(t), D(1)x(t), . . . , D(N)x(t)) dt
over arcs x(.) ∈WN,1
subject to
(x,D(1)x, . . . ,D(N−1)x)(0) = (x00, x
1
0, . . . , x
N−1
0 )
(x,D(1)x, . . . ,D(N−1)x)(1) = (x01, x
1
1, . . . , x
N−1
1 ),
the data for which comprises an integer N > 0, a function L : [0, 1] × RN+1 → R, and
N -vectors (x00, x
1
0, . . . , x
N−1
0 ) and (x
0
1, x
1
1, . . . , x
N−1
1 ). The superscripts accompanying the
elements of the endpoint vector refer to the corresponding derivative of x which is in turn
denoted by D(i)x.
Standard hypotheses for existence of solutions, referred to as WN,1 minimizers, to
(HP ) are as follows [53,54].
(HHE )

(t, (x0, . . . , xN−1, xN ))→ L(t, x0, . . . , xN−1, xN ) is L × B measurable,
(x0, . . . , xN−1, xN )→ L(t, x0, . . . , xN−1, xN ) is lower semi-continuous for each t,
L(t, x0, . . . , xN−1, xN ) is convex in xN for fixed (t, x0, . . . , xN−1) and
L(t, x0, . . . , xN−1, .) is uniformly coercive.
In the preceding conditions L× B denotes the product σ-algebra of the Lebesgue subsets
of [0, 1] and the Borel subsets of RN+1. The statement ‘L(t, x0, . . . , xN−1, .) is uniformly
coercive’ is taken to mean: there exist a number β > 0 and a positive, scalar valued,
monotone function, θ(.) : (0,∞)→ (0,∞) such that θ(r)/r →∞ as r →∞ and
L(t, x0, . . . , xN−1, xN ) ≥ −β|xN |+ θ(|xN |) for all (t, x0, . . . , xN−1) and xN . (5.1)
Henceforth, these hypotheses are referred to as the Basic Existence Hypotheses and are
labelled (HHE ).
A much studied question is the following: under what additional hypotheses do min-
imizers, whose existence is guaranteed under (HHE ), have essentially bounded N
th order
derivatives? The question is important because it underlies the construction of a frame-
work for formulating variational problems and investigating their solutions by means of
first order conditions of optimality (such as the Euler-Lagrange equation). Indeed, im-
posing the hypotheses of existence theory ensures that L, evaluated along an optimal
trajectory x¯, is integrable but that does not guarantee that derivatives of L along x¯ are
5.2 Standard Conditions for WN,∞ Regularity 92
integrable as required for the standard version of the Euler-Lagrange equation to hold.
If on the other hand it is known that the minimizers for the problem have essentially
bounded N th order derivatives, there is access under unrestrictive, regularity hypotheses
on the data (local Lipschitz continuity or continuous differentiability, say) to first order
optimality conditions for its solution.
Notation. It is convenient to write generic points in the domain of the Lagrangian as
(t, x0, . . . , xN ) for purposes of defining partial derivatives, subgradients, etc. In this way
∇t,x0,...,xN−2 L denotes the partial derivative with respect to the first N arguments.
5.2 Standard Conditions for WN,∞ Regularity
A representative set of conditions from the literature for a solution x¯ to (HP ) to have an
essentially bounded N th derivative is summarised in the following theorem:
Theorem 5.1. Let x¯ be a minimizer for (HP ). Assume (HHE ) and also that
(HL1 ) L is continuously differentiable,
(HL2 ) there exists some α(.) ∈ L1([0, 1];R) such that
|∇t,x0,...,xN−1L(t, x¯(t), D(1)x¯(t), . . . , D(N)x¯(t))| ≤ α(t), a.e. t ∈ [0, 1]. (5.2)
Then D(N)x¯(.) is essentially bounded.
A more general statement of this theorem is possible in which L is assumed merely to
be locally Lipschitz continuous and hypothesis (HL2 ) is expressed in terms of partial sub-
differentials. A proof of this theorem in cases when L does not depend on t and when
N = 1 is given in [20, Theorem 2.1] and [21, Theorem 4.1] respectively. Validity of the
assertions for general N is deduced from the Tonelli regularity theorem [21, Theorem 2.1]
for higher order variational problems, by means of extension techniques employed, for
example, in [21, Theorem 4.2].
The principal contribution of this chapter is to improve on the above conditions for
essential boundedness of the N th derivative of x¯. In particular, it is shown that the
assertions of Theorem 5.1 remain true when the condition (HL2 ) is replaced by the less
restrictive condition
(H˜L2 ) there exists some α(.) ∈ L1([0, 1];R) such that
|∇t,x0,...,xN−2L(t, x¯(t), D(1)x¯(t), . . . , D(N)x¯(t))| ≤ α(t), a.e. t ∈ [0, 1],
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in which the integrability requirement is imposed on the partial derivatives of L only with
respect to the (t, x0, . . . , xN−2) variables, not the (t, x0, . . . , xN−2) and xN−1 variables.
The validity of the assertions of Theorem 5.1 under the reduced hypotheses has been
proved in the special case N = 2 (Second Order Problems) in Chapter 4. The findings
reported in this chapter improve on those of Chapter 4 because they place no restrictions
on the value of the positive integer N .
The approach of applying necessary conditions to an auxiliary problem was used in
Chapter 4, to establish essential boundedness of the N th derivative, in the case N = 2.
Tonelli regularity theory permitted a further refinement of hypotheses. In broad terms,
this approach is also followed here for arbitrary value of N . But the adaptation of the
proof is by no means straightforward. A key step is to establish that the solution of the
auxiliary problem is a normal extremal. This step, which is trivial in the N = 2 case
because the dynamics of the auxiliary problem do not then depend on the state, is much
more challenging for general N .
5.3 New Conditions for WN,∞ Regularity
This section develops new conditions for solutions to (HP ) to have essentially bounded
N th order derivatives. These conditions appear, as in Chapter 4, in two theorems with
differing hypotheses.
Theorem 5.2. Let x¯ be a minimizer for (HP ). Assume
(HH1 ) (t, (x0, . . . , xN−1, xN ))→ L(t, x0, . . . , xN−1, xN ) is L×B measurable, and L bounded
on bounded sets.
(HH2 ) L(t, x0, . . . , xN−1, .) is convex for each (t, x0, . . . , xN−1).
(HH3 ) L(t, x0, . . . , xN−1, .) is uniformly coercive.
(HH4 ) there exist  > 0, σ¯ > 0 and a Borel measurable function k(., .) such that t→ k(t, 0)
is integrable and, for each σ ∈ [−σ¯,+σ¯]
(t, x0, . . . , xN−2)→ L(t, x0, . . . , xN−2, D(N−1)x¯(t), (1 + σ)D(N)x¯(t))
is Lipschitz continuous on x¯(t) + Bn with Lipschitz constant k(t, σ).
Then D(N)x¯(.) is essentially bounded.
The next theorem asserts that if hypothesis (HH1 ) is changed to assume that the La-
grangian is locally Lipschitz continuous, then (HH4 ) can be replaced by a less restrictive
integrability hypothesis.
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Theorem 5.3. Let x¯ be a minimizer for (HP ). Assume
(H˜H1 ) L is locally Lipschitz continuous,
(HH2 ) L(t, x0, . . . , xN−1, .) is convex for each (t, x0, . . . , xN−1),
(HH3 ) L(t, x0, . . . , xN−1, .) is uniformly coercive.
(H˜H4 ) For almost everywhere t ∈ [0, 1]
(i) L(t, x¯(t), D(1)x¯(t), . . . , D(N−1)x¯(t), .) is differentiable at D(N)x¯(t),
(ii) there exists some non-negative α(.) ∈ L1([0, 1];R) such that
∂t,x0,...,xN−2L(t, x¯(t), D
(1)x¯(t), . . . , D(N)x¯(t)) ∈ α(t)Bn. (5.3)
Then D(N)x¯(.) is essentially bounded. Furthermore, there exist
p1(.), . . . , pN (.) ∈W 1,∞([0, 1];RN )
such that
(p˙1(t), p˙2(t) + p1(t), . . . , p˙N (t) + pN−1(t), pN (t))
∈ co ∂x0,...,xNL(t, x¯(t), D(1)x¯(t), . . . , D(N)x¯(t)). (5.4)
Remarks.
1. Condition (5.4) is recognized as the higher order Euler-Lagrange inclusion which, in
the smooth case, specializes to
(p˙1(t), p˙2(t) + p1(t), . . . , p˙N (t) + pN−1(t), pN (t))
= ∇x0,...,xNL(t, x¯(t), D(1)x¯(t), . . . , D(N)x¯(t)). (5.5)
The condition can be deduced from the Maximum Principle the hypotheses for ap-
plication of which are satisfied since x¯(.) ∈WN,∞.
2. If L(t, x,D(N−1)x¯(t), D(N)x¯(t)) is continuously differentiable in x then (H˜H4 ) becomes
t→ |∇t,x0,...,xN−2L(t, x¯(t), D(1)x¯(t), . . . , D(N)x¯(t))| is integrable. (5.6)
(HH4 ) is a slightly stronger ‘uniform’ version of this condition.
3. The key difference between the earlier, stronger, hypothesis (5.2) and (5.6) is that
the former places integrability conditions on all the (t, x0, x1, . . . , xN−1) derivatives
of the Lagrangian along the minimizing arc, whereas the new condition imposes
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only integrability conditions on the (t, x0, x1, . . . , xN−2) derivatives. Consider, for
example, Lagrangians of the form,
L(t, x0, . . . , xN ) = L0(t, x0, . . . , xN−2) + L1(xN−1, xN )
in which L0 and L1 are locally Lipschitz continuous functions and L1(xN−1, .) is
uniformly coercive. These Lagrangians satisfy (5.6) but do not, in general, satisfy
(5.2), because the partial subgradients of L1 with respect to xN−1 may fail to have
the required integrability properties along the optimal arc.
4. Despite the fact that in this chapter N is arbitrary (and therefore the results in this
regard are more general than those of the preceding chapter) it has to be mentioned
that the regularity results established in Chapter 4 allow arcs to be vector valued.
It still remains an open question whether the assertions of Theorems 5.2 and 5.3
remain valid for vector valued arcs, when N > 2.
5.4 Proof of Theorems 5.2 and 5.3
Central to the proofs is the auxiliary optimal control problem obtained by reformulation
of (HP ) to which first order necessary conditions of optimality can be applied. To this
end, consider the problem
(A)

minimize
∫ 1
0
l(s, z(s), u(s)) ds
over arcs z = (z0, . . . , zN−1)(.) ∈W 1,1([0, 1];RN )and meas. functions u : [0, 1]→ R
subject to
z˙(s) = u(s)Az(s) + b(s)u(s) a.e. s ∈ [0, 1]
u(s) ∈ [1− α, 1 + α] a.e. s ∈ [0, 1]
z(0) =
(
0, x00, x
1
0, . . . , x
N−2
0
)
z(1) =
(
1, x01, x
1
1, . . . , x
N−2
1
)
.
In the above formulation the N ×N matrix A and the N−valued function b(.) are given,
respectively, by
A =
 0 . . . 00(N−2)×1 0(N−2)×1 I(N−2)×(N−2)
0 . . . 0
 (5.7)
5.4 Proof of Theorems 5.2 and 5.3 96
and
b(s) =
 10(N−2)×1
D(N−1)x¯(s)
 ,
for all s ∈ [0, 1]. Also, the function l(., ., .) is defined by
l(s, z, u) := L(z0, . . . , zN−1, D(N−1)x¯(s), D(N)x¯(s)/u)u.
In problem (A), z is regarded as the state variable and u is the scalar control variable.
Note that, under the hypotheses, the cost function is well-defined for any u(.) and z(.)
satisfying the constraints of (A), since l(., ., .) is a Borel measurable function and l(s, z, u)
is bounded below by −β′ |u|, for some constant β′ > 0.
Proposition 5.4. (z¯ = (s, x¯,D(1)x¯, . . . , D(N−2)x¯), u¯(s) ≡ 1) is a minimizer for (A).
Proof. Let x¯(.) be a minimizing arc. Take any (z, u) satisfying the constraints of (A).
Then
d
ds
z0(s) = u(s),
d
ds
zi(s) = u(s)zi+1(s) for i = 1, . . . , N − 2,
d
ds
zN−1(s) = u(s)D(N−1)x¯(s).
Once more, consider the change of independent variable t = τ(s), where τ : [0, 1]→ [0, 1]
is the strictly increasing Lipschitz continuous function with Lipschitz continuous inverse:
τ(s) =
∫ s
0
u(σ) dσ.
To transform the problem from the s time domain to the t time domain, define the vector
valued function
y(t) =

y0(t)
...
yN−1(t)
 =

z0 ◦ τ−1(t)
...
zN−1 ◦ τ−1(t)
 = z ◦ τ−1(t).
Taking derivatives with respect to t gives
d
dt
y0(t) =
d
ds
x(s) · 1
u(s)
= 1
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and
d
dt
yi(t) =
d
ds
zi(s) · 1
u(s)
= yi+1(t)
for all t ∈ [0, 1] and i = 1, . . . , N − 2. It also holds that
d
dt
yN−1(t) = D(N−1)x¯(s),
which follows from the dynamics, and furthermore that
d2
dt2
yN−1(t) = D(N)x¯(s) · 1
u(s)
.
A change of variables, then, yields∫ 1
0
l(s, z(s), u(s)) ds =
∫ 1
0
L(z(s), D(N−1)x¯(s), D(N)x¯(s)/u(s))u(s) ds
=
∫ 1
0
L(z ◦ τ−1(t), D(N−1)x¯(s), D(N)x¯(s)/u(s)) dt
=
∫ 1
0
L(y0(t) = t, y1(t), D
(1)y1(t), . . . , D
(N−1)y1(t), D(N)y1(t)) dt
≥
∫ 1
0
L(t, x¯(t), D(1)x¯(t), . . . , D(N−1)x¯(t), D(N)x¯(t)) dt
=
∫ 1
0
l(s, z¯(s), u¯(s)) ds
which follows from the optimality of x¯, the fact that
yN−1(t) = D(N−2)y1(t)
and that τ(0) = 0 and τ(1) = 1. The proposition is therefore proved. 
Remark. Note that even though the boundary constraints D(N−1)x(0) = xN−10 ,
D(N−1)x(1) = xN−11 are absent in the formulation of the auxiliary problem (A) they
are forced to the correct values. This follows from the definition of the new Lagrangian l
and the fact that following time parameterisation the boundary values of DN−1x¯(.) remain
unchanged because the times s = 0, 1 in the ‘s’ domain map to the times t = 0, 1 in the
‘t’ domain.
In the sequel it is shown that l(s, z, .) is convex on (0,∞). Take arbitrary points u1, u2 ∈
(0,∞). This implies that for any (s, z),
l(s, z, u1) + (1− )l(s, z, u2) ≥ l(s, z,  u1 + (1− )u2) .
5.4 Proof of Theorems 5.2 and 5.3 98
Writing qN = D(N)x¯(s), it can be deduced from (HH2 ) that
u1
u1 + (1− )u2 L(z, q
N−1,
qN
u1
) +
(1− )u2
u1 + (1− )u2 L(z, q
N−1,
qN
u2
)
≥ L(z, qN−1, q
N
(u1 + (1− )u2)) .
Now multiply across by u1 + (1− )u2. The desired inequality follows from the definition
of l(s, z, u).
5.4.1 Proof of Theorem 5.2
Regularity properties of x¯(.) will are established by applying the Maximum Principle to
(A), with reference to the minimizer (z¯, u¯), and studying the implications of the conditions
thereby obtained. It is readily checked that, under (HH1 ), (H
H
2 ) and (H
H
4 ), the hypotheses
for validity of the Maximum Principle are satisfied. For the Maximum Principle to provide
useful information in this case however, it needs to be shown that (z¯, u¯) is a normal ex-
tremal (i.e. the cost multiplier can be taken non-zero). A standard sufficient condition for
normality is reachability of the control system (S), obtained by linearizing the underlying
control system about the optimal trajectory and control, z¯ and u¯ respectively. The control
system (S), in which the state and control variables are denoted x and v respectively, takes
the form
(S)
{
x˙(s) = Ax(s) + b˜(s)v(s) , (5.8)
x(0) = 0, (5.9)
in which A is as in (5.7) and
b˜(s) = Az¯(s) + b(s)
=

1
˙¯x(s)
¨¯x(s)
...
D(N−1)x¯(s)

.
The following lemma asserts that, in establishing essential boundedness of D(N)x¯(.), it is
only essential to limit attention to the case when (z¯(.), u¯(.)) is a normal extremal for (A).
Lemma 5.5. Suppose that (S) is not reachable (on some subinterval [s1, s2] ⊆ [0, 1]).
Then D(N)x¯(s) = 0 a.e. on [s1, s2] and so, in particular, D
(N)x¯(s) is essentially bounded
on [s1, s2].
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Proof. Define the reachability Grammian on the interval [s1, s2]
W(s2, s1) =
∫ s2
s1
Φ(s2, t)b˜(t)b˜
T (t)ΦT (s2, t) dt
where
Φ(s2, t) = e
A(s2−t)
= I +A(s2 − t) + 1
2
A2(s2 − t)2 + 1
6
A3(s2 − t)3 + ..+ 1
(N − 2)!A
N−2(s2 − t)N−2.
If the system is not reachable on [s1, s2], there exists a non-zero N−vector α :=
(α0, α1, . . . , αN−1) in the null space of W(s2, s1) such that
αTW(s2, s1)α = 0.
This in turn implies that for all s ∈ [s1, s2]
αTΦ(s2, s)b˜(s) = 0.
It follows that
a0 +
N−1∑
i=1
aili(s) ≡ 0, (5.10)
where (l0(s), . . . , lN−1(s))T = eA(s2−s)b(s). It can be easily verified that

l0(s)
...
lN−1(s)
 =

1∑N−2
i=0
(s2−s)i
i! D
(i+1)x¯(s)∑N−3
i=0
(s2−s)i
i! D
(i+2)x¯(s)
...
D(N−1)x¯(s) .

.
Observe that, by (5.10), (a1, . . . , aN−1) 6= 0, since otherwise a0 must also be zero, which
is not allowed. Differentiating (5.10) and taking note of cancellations, yields
q(s)D(N)x¯(s) = 0 a.e. s ∈ [s1, s2] , (5.11)
where
q(s) :=
(
a1
(s2 − s)(N−2)
(N − 2)! + a2
(s2 − s)(N−3)
(N − 3)! + ...+ aN−2(s2 − s) + aN−1
)
. (5.12)
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But q(.) is a non-zero weighted sum of linearly independent polynomials, and therefore
has a finite number of roots in [s1, s2]. It follows from (5.12) that D
(N)x¯(s) = 0 a.e.
s ∈ [s1, s2]. So D(N)x¯(s) is certainly essentially bounded. 
It can thus be taken that (z¯, u¯) is a normal extremal for (A). Only the ‘Maximization
of the Hamiltonian’ condition from the Maximum Principle is required. This asserts the
existence of p(.) ∈W 1,1([0, 1];RN ) such that, for a.e. s ∈ [0, 1],
H(s, z¯(s), p(s), u¯(s) = 1) = max
u
H(s, z¯(s), p(s), u) (5.13)
for all u ∈ [1− α, 1 + α], where
H(s, z, p(s), u) = pT (s)
[
uAz + b(s)u
]− l(s, z, u).
But H(s, z, p(s), .) is concave on (0,∞) because l(s, z, .) is convex on (0,∞). It follows
that the local maximizer u¯(.) ≡ 1 is in fact a maximizer over (0,∞). Inequality (5.13) is
valid in particular when u = 1 + |D(N)x¯(s)|. Therefore,
L(s, z¯(s), D(N−1)x¯(s), D(N)x¯(s))
≤ L(s, z¯(s), D(N−1)x¯(s), D
(N)x¯(s)
1 + |D(N)x¯(s)|)(1 + |D
(N)x¯(s)|)
−pT (s)[Az¯(s) + b(s)]|D(N)x¯(s)|
≤ k + k′|D(N)x¯(s)|,
for some numbers k > 0 and k′ > 0 which do not depend on s. By the coercivity hypothesis,
however,
θ(|D(N)x¯(s)|) ≤ L(s, z¯(s), D(N−1)x¯(s), D(N)x¯(s)) + β|D(N)x¯(s)|
≤ k + k1|D(N)x¯(s)|, (5.14)
where k1 = k
′ + β.
According to the properties of θ(·), K and α¯ > 0 can be chosen such that θ(α) ≥ Kα
for all α ≥ α¯ and
(K − k1)α > k. (5.15)
It can therefore be assumed that
|D(N)x¯(s)| ≤ α¯ a.e. s ∈ [0, 1].
For if this were not the case it would follow from (5.14) that, for all points in some set of
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positive measure,
K|D(N)x¯(s)| ≤ θ(|D(N)x¯(s)|) ≤ k + k1|D(N)x¯(s)|.
For all points s in this set,
(K − k1)α¯ ≤ (K − k1)|D(N)x¯(s′)| ≤ k
which contradicts (5.15). Thus, Theorem 5.2 is proved. 
5.4.2 Proof of Theorem 5.3
Since (H˜H1 ), (H
H
2 ) and (H
H
3 ) are satisfied, the following regularity property of the mini-
mizer x¯, proved in [21] (‘bad behaviour’ of the minimizer x¯(.) is confined to a closed set
of zero measure) holds.
There exists a closed subset S ⊂ [0, 1] of zero measure, with the following property:
D(N)x¯(.) is locally essentially bounded on [0, 1]\S, i.e. given s ∈ [0, 1]\S, D(N)x¯(.) is
essentially bounded on a relative neighbourhood of s in [0, 1]. Furthermore, if D(N)x¯(.) is
essentially bounded on some subinterval I ⊂ [0, 1], then I lies in the relative interior of
[0, 1]\S.
Take an arbitrary point in (0, 1)\S and define
t¯ = sup{t ∈ (t0, 1] |D(N)x¯(.) is essentially bounded on [t0, t]} .
As a consequence of the above stated property, there are two possibilities: either D(N)x¯(.)
is essentially bounded on [t0, 1] or
lim inf
t↑t¯
||D(N)x¯(.)||L∞(t0,t) = ∞ . (5.16)
Assuming that (5.16) is true gives rise to a contradiction. This means then that D(N)x¯(.)
is essentially bounded on [t0, 1]. An analogous analysis ‘backwards in time’ then indicates
that D(N)x¯(.) is essentially bounded on [0, t0] and the proof of Theorem 5.3 is complete.
Suppose (5.16). Take an increasing sequence {ti} ⊂ (t0, t¯) such that ti ↑ t¯. Then, for
each i, x¯i(.) = x¯(.)|[t0,ti] is a solution to a modified version of (HP ) (write it (HP )i), posed
over [t0, ti] and with fixed endpoints, those of x¯(.) (and its higher derivatives) restricted
to [t0, ti].
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For each i consider a variant on (A) in which the underlying time interval is [t0, ti].
(Ai)

minimize
∫ ti
t0
l(s, z(s), u(s)) ds
over arcs z(.) ∈W 1,1([t0, ti];RN ) and measurable functions u : [t0, ti]→ R
subject to
z˙(s) = u(s)Az(s) + b(s)u(s) a.e. s ∈ [t0, ti]
u(s) ∈ [1− α, 1 + α]) a.e. s ∈ [t0, ti]
z(t0) = (t0, (x¯, D
(1)x¯, . . . , D(N−2)x¯)(t0))
z(ti) = (ti, (x¯, D
(1)x¯, . . . , D(N−2)x¯)(ti)).
It can be shown, as before, that for each i, (z¯(.), u¯(.)) restricted to [t0, ti] is a minimizer
for (Ai). Linearizing the dynamic constraint about (x¯i, u¯i) yields the linear system (S
′):
(S′)
{
x˙(s) = Ax(s) + b˜(s)v(s)
x(t0) = 0
in which b˜(s) is defined by b˜(s) = (1, D(1)x¯(s), . . . , D(N−1)x¯(s)). By discarding early terms
in the sequence {t1, t2, . . .} and relabelling it can be arranged that (S′) is reachable on
[t0, t1] (and therefore on [t0, ti] for all i > 1). This is possible by condition (5.16) and in
view of Lemma 5.5.
As in the previous analysis it can be assumed, without loss of generality, that
(x¯i(.), u¯i(.)) is a normal extremal. Noting that ˙¯z(s) = Az¯(s) + b(s) = b˜(s), it can
be deduced from the Maximum Principle (normal form) that for each i there exists an arc
pi ∈W 1,1([t0, ti];RN ) such that, for a.e. s ∈ [t0, ti]
−p˙i(s) = AT pi(s)− γi(s) , (5.17)
pTi (s)b˜(s)− l(s, z¯(s), 1) ≥ pTi (s)b˜(s)u− l(s, z¯(s), u) (5.18)
for all u ∈ [1− α, 1 + α]. Here γi(.) is an integrable function satisfying
γi(s) ∈ ∂s,x0,...,xN−2L(s, x¯(s), D(1)x¯(s), . . . , D(N)x¯(s)) a.e. s ∈ [t0, ti]
Since L(s, x¯(s), D(1)x¯(s), . . . , D(N−1)x¯(s), .) is differentiable at D(N)x¯(s) almost every-
where, (5.18) implies
b˜T (s)pi(s) = ∇ul(s, z¯(s), 1). (5.19)
The solution to (5.17) is given by the variation of constants formula:
pi(s) = e
−AT (s−t0)pi(t0) + di(s) for s ∈ [t0, ti],
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where di(.) is some continuous function the supremum norm of which admits a bound
independent of i.
Lemma 5.6. There exists c1 such that
‖pi(.)‖L∞([t0,ti];RN ) ≤ c1 for i = 1, 2, . . .
Proof. By (5.19),
∇ul(s, z¯(s), 1) = b˜T (s)pi(s)
= b˜T (s)eA
T (t0−s)pi(t0) + b˜T (s)di(s) a.e. s ∈ [t0, ti].
Considering the case i = 1 gives
∇ul(s, z¯(s), 1) = b˜T (s)p1(s)
= b˜T (s)eA
T (t0−s)p1(t0) + b˜T (s)d1(s) a.e. s ∈ [t0, t1].
Now consider the change of notation qi(s) = pi(s) − p1(s). Subtracting the two previous
equations yields
0 = b˜T (s)eA
T (t0−s)qi(t0) + ei(s) a.e. s ∈ [t0, t1]
for some continuous function ei(.) the supremum norm of which admits a bound indepen-
dent of i. It follows that
qTi (t0)e
A(t0−t1)W(t1, t0)eAT (t0−t1)qi(t0) ≤ sup
i
‖ei(.)‖2L2 ,
where W(t1, t0) is the controllability Grammian associated to the linear system (S′), i.e.
W(t1, t0) =
∫ t1
t0
eA(t1−s)b˜(s)b˜T (s)eA
T (t1−s) ds.
But in view of Lemma 5.5, it can be assumed that (S′) is controllable on [t0, t1] and
the matrix W(t1, t0) is positive definite; since ‖ei(.)‖L2 admits a bound independent of i,
it follows that the |pi(t0) − p1(t0)| and therefore also the pi(0), are uniformly bounded.
Since the pi(.) are obtained by solving the linear differential equation (5.17) on a finite
interval and since the pi(0) are uniformly bounded the existence of a constant ci such that
‖pi(.)‖L∞([t0,ti];RN ) ≤ ci for all i now follows from the fact that the γi in this equation are
uniformly bounded in the L1 norm. 
To complete the proof of the theorem, consider (5.18). As before, this inequality remains
valid when u is allowed to take arbitrary values in (0,∞). Set u(s) = 1 + |D(N)x¯(s)|. In
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conclusion, for a.e. s ∈ [t0, ti],
L(s, z¯(s), D(N−1)x¯(s), D(N)x¯(s))
≤ L(s, z¯(s), D(N−1)x¯(s), D
(N)x¯(s)
1 + |D(N)x¯(s)|)(1 + |D
(N)x¯(s)|)− pTi (s)b˜(s)|D(N)x¯(s)|
≤ k + k′|D(N)x¯(s)|,
for some numbers k > 0 and k′ > 0. The preceding lemma has a crucial role here, ensuring
that k and k′ can be chosen independently of i.
Arguing as in the proof of Theorem 5.2, it can be deduced from this inequality
and the coercivity hypothesis that D(N)x¯(.) is essentially bounded and the numbers
‖D(N)x¯(.)‖L∞([t0,ti];Rn), i = 1, 2, . . . admit a uniform bound. But then D(N)x¯(.) is es-
sentially bounded on [t0, t¯]. The condition (5.16) has therefore been excluded and so the
proof of the theorem is complete. 
5.5 Conclusion
This chapter has extended the previous regularity results of Chapter 4 to problems with
Lagrangians with no restriction on the order of the highest derivative, N .
While the techniques employed here are based on those of the preceding chapter, an
intricate analysis is required to adapt them to this more general problem, particularly in
establishing a key point in the analysis, namely normality of the extremal associated with
the auxiliary control problem. The combination of Tonelli’s existence theory and time re-
paremeterisation enable the development of new, stronger results that impose integrability
requirements only on the first N − 2 partial derivatives of the Lagrangian rather than the
first N − 1 partial derivatives which has so far been the trend in the field.
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Chapter 6
Conclusions
N
ew second order sufficient conditions of optimality have been derived for nonlinear
optimal control problems with mixed endpoint constraints. These refined conditions
have the advantage that they are also applicable to problems with non-unique local solu-
tions.
A starting point for second order sufficient conditions is that first order necessary
conditions are satisfied. In this thesis, it has been assumed that necessary conditions can
be applied in ‘normal’ form, in other words that the multiplier associated with the cost
is non-zero. This is the case, provided that the minimizer of the optimal control problem
has certain regularity properties. The study of regularity properties of minimizers for
the special class of problems in the calculus of variations has been the subject of the
last two chapters. The novelty of the results in these chapters lies in the fact that a
differentiability hypothesis has been significantly weakened and thus one can identify a
larger class of problems for which the highest derivative is essentially bounded.
This concluding section of the thesis provides a brief summary of the main results and
possible future research directions.
6.1 Summary
The main results of each chapter are summarised below.
• Chapter 2 has demonstrated, in a finite dimensional nonlinear programming set-
ting at first, that the coercivity requirement of the standard second order sufficient
conditions for optimality cannot be satisfied when problems have non-unique local
solutions. Refined conditions have been developed for which the positivity crite-
rion is associated with a smaller subspace. A similar approach has been followed
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to derive sufficiency conditions for more abstract optimization problems posed over
Hilbert spaces. In this setting, the smaller subspace is obtained by requiring that
perturbations of the nominal solution are orthogonal to the ‘constant cost family of
extremals’.
• Chapter 3 centers on nonlinear optimal control problems with mixed boundary con-
ditions. Such problems can be reformulated to match the abstract optimization
problem of Chapter 2. Furthermore, it is seen that the optimal control problem hy-
potheses satisfy those of the abstract optimization framework. The assertions of the
theorem for the abstract problem, then, remain valid for the optimal control problems
examined here and specialize to yield simple numerical sufficiency tests. Problems
with locally non-unique solutions arise naturally in fields like periodic optimal control
which require that initial and final boundary conditions match (x(0) = x(T )). The
refined conditions for these problems, simply involve checking the strict positivity of
a certain matrix and the existence of a solution to a Ricatti equation. A well-known
problem, called Speyer’s sailboat problem, is used to highlight the superiority of the
new conditions.
• Chapter 4 has focused on a special class of optimal control problems, namely sec-
ond order problems in the calculus of variations and studied the conditions under
which one can guarantee that the minimizer will have bounded second order time-
derivative. Two different approaches have been combined here to give a stronger
result that the latest state-of-art conditions in the literature: time parameterisation
and Tonelli’s regularity theory. The distinguishing feature of the new conditions is
that they only require differentiability of the integrand L(x(t), x˙(t), x¨(t)) in the x
variable, contrasting earlier conditions in the literature requiring differentiability in
both x and x˙ variables.
• Chapter 5 has followed in line, applying the time parameterisation technique and
Tonelli’s existence theory to higher order problems in the calculus of variations.
More precisely, the problems studied in this chapter are non-autonomous and the
Lagrangian of which contains derivatives of arbitrary order N . While one could
conjecture that this is a mere extrapolation of the results of Chapter 4 this is not
the case because the extension of the earlier techniques to the higher order problems
requires a more intricate analysis. This is based on the fact that normality of the
Maximum Principle (applied to the auxiliary problem) does not follow automatically
because the dynamics of the auxiliary problem also depend on the state. The new
conditions only impose integrability requirements on the first (N − 2) derivatives of
the Lagrangian as opposed to the first (N − 1) derivatives of existing conditions.
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6.2 Future Research Directions
Finally, it is appropriate to present a plan of future research based on what has currently
been achieved in this thesis. At first, it has been shown that the abstract problem of
Chapter 2, which covers problems the solution of which might be non-unique in a local
sense, can be specialised to optimal control problems with nonlinear dynamics and mixed
endpoint constraints. A challenging extension would be to examine how this framework
can be adapted to cover more general control problems with additional path-wise state
constraints and also control constraints. In addition, the periodic optimal control problems
that have been discussed in Chapter 3 feature an integral cost over a given, fixed time
interval [0, T ]. It would be interesting to examine how new conditions can be derived,
under the same framework, for periodic problems with free final time since for many
periodic optimal control problems, the period T of the control, is also an optimization
variable.
Chapter 4 has addressed a minimization problem in the calculus of variations posed
over n−valued arcs in W 2,1 by blending together two distinct approaches. Although a
similar strategy has been employed in the study of the higher order calculus of varia-
tions problem in Chapter 5 the optimization domain only comprised scalar-valued arcs in
WN,1. Exactly as to how this methodology can be extended to derive similar results for
problems with vector-valued arcs still remains an open question and it is certainly not a
straightforward one to answer.
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The material in this thesis provides the basis for the following publications:
Journal Papers
C. Gavriel and R. Vinter. Second Order Sufficient Conditions for Optimal Control
Problems with Non-Unique Minimizers: An Abstract Framework, SIAM J. of
Control and Optimization (submitted)
C. Gavriel and R. Vinter. Regularity of Minimizers for Second Order Variational
Problems in One Independent Variable, J. of Discrete and Cont. Dynamical
Systems, 29, 547− 557, 2011
C. Gavriel, S. Lopes and R. Vinter. Regularity of Minimizers for Higher Order
Variational Problems, J. Annual Reviews in Control, (submitted)
Conference Papers
C. Gavriel and R. Vinter. Second Order Sufficient Conditions for Optimal Con-
trol Problems with Non-Unique Minimizers, Proceedings of the American Control
Conference, 2010
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