Information-theoretical private information retrieval (PIR) is considered from a coded database with colluding servers. The storage code is a locally repairable code (LRC) with maximal recoverability (MR), and in particular, with optimal global minimum distance, for arbitrary code parameters: Number of local groups g, locality r, local distance δ, dimension k ≤ gr and length n = g(r + δ − 1). Servers are identified bijectively with local groups, and only locally non-redundant information is considered and downloaded from each server, that is, only r nodes (out of r + δ − 1) are considered per server. When the remaining MDS code, after removing all locally redundant nodes, is a linearized Reed-Solomon code, a PIR scheme is provided achieving the (download) rate R = (N − k − rt + 1)/N , where N = gr = n − g(δ − 1) is the length of the restricted MDS code, for any t colluding servers such that k + rt ≤ N . The field size is roughly g r , polynomial in the number of servers g. Assume an arbitrarily large number of stored files. If N − k − rt = 0, the rate R = 1/N is the highest known and coincides with that of previous PIR schemes that work for any MDS storage code. If N −k−rt > 0, the achieved rate R > 1/N coincides with the best known rate of PIR schemes for MDS storage codes (but which do not work for LRCs or linearized Reed-Solomon storage codes) and is always strictly higher than that of known PIR schemes that work for arbitrary MDS storage codes.
I. INTRODUCTION
Private information retrieval (PIR) [1] , [2] consists in retrieving a file from a database without revealing the index of the retrieved file to the servers. In this work, we consider information-theoretical privacy, where the main objective is to maximize the download rate, or simply rate (size of the file divided by the amount of downloaded data).
PIR from a database using an MDS storage code, for τ ≥ 1 colluding servers (which communicate to learn the file index), was considered in [3] , [4] . For dimension k and length N , PIR schemes compatible with any (N, k) MDS storage code were obtained in [3] with rate R = 1/N for τ = N −k, and rate R = (N −k)/N for τ = 1. For τ = 1 or k = 1, these rates become optimal exponentially fast as the number of files increases. For τ > 1 and k > 1, the optimal rate is unknown in general, but the rate of the PIR scheme in [4] , R = (N − k − τ + 1)/N , is the highest known for an unrestricted number of files, and works for any (generalized) Reed-Solomon code [5] , but not for other MDS codes. Recently, it is shown in [6] that such a rate can be improved for a finite and fixed number of files. However, the improved rate reduces again to (N −k−τ +1)/N exponentially fast as the number of files increases.
As pointed out in the distributed storage literature however, MDS codes are not suitable for large databases, since repairing a failed node requires contacting and downloading the content of a large number of nodes. Locally repairable codes (LRCs), introduced in [7] , [8] and already applied in practice [9] , [10] , can repair a single erasure (or generally δ − 1 erasures per local group, for a local distance δ) by contacting a small number r, called locality, of other nodes. At the same time, they may correct d − 1 global erasures in catastrophic cases, where d is the minimum distance of the LRC. Maximally recoverable (MR) LRCs [11] , [12] can correct any informationtheoretically correctable erasure pattern for given parameters k, r, δ and g local groups. MR-LRCs have optimal distance, but LRCs with optimal distance are not MR in general.
Although some works in PIR consider general storage codes [4] , [13] , no work has achieved rates comparable to [4] for optimal or MR-LRC databases, to the best of our knowledge.
In this work, we provide a PIR scheme for the class of MR-LRC storage codes introduced in [14] , based on linearized Reed-Solomon codes [15] . With parameters as above, the total length of the MR-LRC code is n = g(r + δ − 1) and the required field size is roughly g r , which is the smallest known for MR-LRCs in the paremeter regime r ≤ gr − k (see [14] ).
Since nodes inside a local group need to communicate much more frequently than with other nodes, we identify bijectively servers with local groups. Since there are δ − 1 redundant nodes per local group, we only consider and download information from the r remaining nodes. In this way, we think of t colluding servers as τ = rt colluding nodes. The remaining storage code after removing the local redundancies will be an MDS linearized Reed-Solomon code [15] of length N = gr = n − g(δ − 1) and dimension k. Our PIR scheme achieves the rate R = (N − k − rt + 1)/N (see the second paragraph for a discussion on its optimality). The field size g r is polynomial in the number of servers g, whereas for LRCs based on Gabidulin codes [16] it is exponential in g (see [17] ).
The remainder of this paper is organized as follows. In Section II, we collect preliminaries on linearized Reed-Solomon codes and MR-LRCs. In Section III, we formulate general PIR schemes for MR-LRC databases. In Section IV, we study inner and coordinate-wise matrix products for our PIR scheme. In Section V, we give our particular PIR scheme. A full version of the paper, with full proofs, can be found in [18] .
II. PRELIMINARIES
Let q be a prime power. We will denote by F an arbitrary field, and by F q the finite field with q elements. We will also denote by F m×n the set of m × n matrices with entries in F, and we denote F n = F 1×n . For a positive integer n, we denote [n] = {1, 2, . . . , n}. Given R ⊆ [n], we denote by c R ∈ F |R| , A| R ∈ F m×|R| and C R ⊆ F |R| the restrictions of a vector c ∈ F n , a matrix A ∈ F m×n and a code C ⊆ F n , respectively, to the coordinates indexed by R.
Fix r ≥ 1 and define σ : F q r −→ F q r by σ(a) = a q , for a ∈ F q r . The following is a particular case of [15, Def. 20] .
Definition 1 ( [15] ). Fix a ∈ F q r , and define its ith norm as N i (a) = σ i−1 (a) · · · σ(a)a, for i ∈ N. We define the F q -linear
for all β ∈ F q r , and all i ∈ N. Define also D a = D 1 a and observe that D i+1 a = D a • D i a , for i ∈ N. Denote by F q r [D a ] the polynomial ring in the operator D a , for a ∈ F q r .
The skew polynomial ring F q r [x; σ] is defined as the polynomial ring on x with non-commutative product given by
for a ∈ F q r . In the following,
, for a ∈ F q r and for β = (β 1 , β 2 , . . . , β r ) ∈ F r q r , where β i ∈ F q r , for i = 1, 2, . . . , r, we use the notation F Da (β) = (F Da (β 1 ), F Da (β 2 ), . . . , F Da (β r )) ∈ F r q r . (4) Next, given a = (a 1 , a 2 , . . . , a g ) ∈ F g q r and letting N = gr, we define the total evaluation vector of F at (a, β) as
The following is a particular case of [15, Def. 31 ].
Definition 2 (Linearized Reed-Solomon codes [15] ). Fix a primitive element γ ∈ F * q r and let a = (γ 0 , γ 1 , . . . , γ g−1 ) ∈ F g q r . Fix an ordered basis β = (β 1 , β 2 , . . . , β r ) ∈ F r q r of F q r over F q . Let also N = gr. For k = 0, 1, 2, . . . , N , we define the (N, k) linearized Reed-Solomon (LRS) code as
Linearized Reed-Solomon codes recover Reed-Solomon codes [5] by setting r = 1 and β 1 = 1, and they recover Gabidulin codes [19] by setting g = 1.
Now we revisit locally repairable codes [7] , [8] , where F is an arbitrary finite field. We consider disjoint local groups.
Definition 3 (Locally repairable codes [7] , [8] ). We say that a code C ⊆ F n is a locally repairable code (LRC) with (r, δ)
The set Γ j is called the jth local group, r is called the locality, and δ is called the local distance.
Maximally recoverable LRCs, introduced in [11, Def. 2.1] and [12, Def. 6] , can correct any h more erasures than the Cartesian product of the local codes (the case h = 0), where h = gr − k ≥ 0. These are all information-theoretically correctable erasure patterns for given r, δ, k and g. Formally:
Definition 4 (Maximal recoverability [11] , [12] ). We say that an LRC C ⊆ F n with (r, δ) localities is maximally recoverable
and N = |∆| = gr. We say for short that C is MR-LRC. We will usually call C ∆ ⊆ F N a remaining MDS code of C.
In [14, Const. 1], a construction of MR-LRCs was given based on linearized Reed-Solomon codes (Definition 2). This construction recovers Reed-Solomon codes when r = δ = 1.
Construction 1 (LRS-based MR-LRC [14] ). Fix the positive integers g, r and δ, and choose any base field size q > g. Next choose a dimension k = 1, 2, . . . , N = gr, and: 1) Outer code:
3) Global code: Let C glob ⊆ F n q r , with n = (r + δ − 1)g = N + (δ − 1)g, be given by
is any generator matrix of C loc and Diag g (A) = Diag(A, A, . . . , A) ∈ F N ×n q is the block-diagonal matrix with A repeated in the main block-diagonal g times.
The following result is [14, Th. 2] and states the MR and LRC properties of the global code C glob in Construction 1.
Theorem 1 ([14]
). Let C glob ⊆ F n q r be the global code from Construction 1, and let Γ j ⊆ [n] be the subset of coordinates ranging from (r + δ − 1)(j − 1) + 1 to (r + δ − 1)j, for j = 1, 2, . . . , g. Then the code C glob ⊆ F n q r has (r, δ) localities, local groups Γ 1 , Γ 2 , . . . , Γ g , and is maximally recoverable.
Observe that the field size required by C glob in Construction 1 is |F| ≈ g r . When r ≤ h = gr − k, these codes are the MR-LRCs with smallest field sizes known so far (see [14] ). If r is small and constant, global decoding with C glob has comparable complexity to that of Tamo-Barg codes or Reed-Solomon codes (see [14, Ex. 2] and [14, Subsec. VI-B]).
III. PIR FROM MR-LRC DATABASES
In this section, we describe the private information retrieval (PIR) model that we consider in this work. Since we focus on LRC databases, we make the following two observations: 1) Communication is much more frequent among nodes inside a local group, hence we consider local groups Γ j ⊆ [n], rather than individual nodes j ∈ [n], as corruptable units. That is, the jth server will be identified with the jth local group, storing r + δ − 1 symbols from each codeword of the LRC, one symbol per node. Thus a subset T ⊆ [g] of colluding servers is the same as the corresponding (r + δ − 1)|T | colluding nodes. 2) To help reduce the downloaded amount of data from the jth server (i.e. jth local group, see Item 1), we assume that only r stored symbols from each codeword are downloaded from that server, since the remaining δ − 1 nodes only contain locally redundant information. Thus we consider PIR from the remaining MDS coded data after removing all local redundancies (Definition 4), where colluding servers are identified with colluding local groups of nodes. Since the remaining MDS code in Construction 1 is a linearized Reed-Solomon code (Definition 2), the main objective of the paper is to obtain a PIR scheme for linearized Reed-Solomon storage codes and τ = rt colluding nodes.
Fix positive integers m and k ≤ N = gr, and let x 1 , x 2 , . . . , x m ∈ F k q r be the m files to be stored. Arrange them as
is the generator matrix of the code C glob ⊆ F n q r in Construction 1, where A ∈ F r×(r+δ−1) q is a generator matrix of an (r + δ − 1, r) MDS code. Recall that N = gr and n = g(r + δ − 1).
Each file x i is then encoded into
is stored in the jth server, and where Γ j is as in Theorem 1. Let ∆ j ⊆ Γ j be the first r coordinates in Γ j and assume that the first r columns of A form the identity matrix (i.e. A is systematic). Then if we disregard the nodes in Γ j \ ∆ j , the part of the ith file stored in the jth server is z i j ∈ F r q r , for j = 1, 2, . . . , g, where
Thus the remaining MDS code coincides with the outer code in Construction 1, C ∆ = C out , which is a linearized Reed-Solomon code (Definition 2). We may now formalize a general private information retrieval scheme for such a code.
Definition 5. A private information retrieval (PIR) scheme for the MR-LRC distributed storage system described above consists, for each i = 1, 2, . . . , m, of: 1) Random queries
sent to the jth server to retrieve the ith file, and where q i, j ∈ F r q r , for = 1, 2, . . . , m and j = 1, 2, . . . , g.
2)
The corresponding response r i j = z j ·q i j ∈ F r q r of the jth server when requested the ith file (note that the server only knows q i j in principle), for j = 1, 2, . . . , g, where z j ∈ F mN q r , and where the product · will be given later in (11) . We denote r i = (r i 1 , r i 2 , . . . , r i g ) ∈ F N q r . 3) A number s of iterations of Items 1 and 2, until the ith file can be recovered from the responses r i in Item 2. 4) A reconstruction function with input the s responses r i and output the ith file x i .
Note that one major difference with [4, Def. 4] and the one-shot schemes in [6] is that we do not use the usual inner product z · q, but a generalization of it (see Definition 8) .
As usual in the PIR literature, our goal is to maximize the download rate, which is defined as the file size divided by the amount of downloaded data. The upload cost may be considered negligible by folding the storage code b 1 times. Definition 6. We define the download rate, or simply rate, of a PIR scheme given as in Definition 5 as
We require information-theoretical privacy for a given number t of colluding servers (i.e. colluding local groups).
Definition 7. We say that a PIR scheme as in Definition 5 protects against t colluding servers if, for every T ⊆ [g] of size t, in each iteration of the scheme we have that
where I(X; Y ) denotes the mutual information between two random variables X and Y .
IV. COORDINATE-WISE AND INNER MATRIX PRODUCTS
In this section, we define and collect the main properties of inner and coordinate-wise matrix products, which will be used in our PIR scheme, as shown in Item 2 in Definition 5.
Fix an ordered basis β = (β 1 , β 2 , . . . , β r ) ∈ F r q r of F q r over F q . Denote by M β : F r q r −→ F r×r q the corresponding matrix-representation map, given by
for x = (x 1 , x 2 , . . . , x r ) ∈ F r q r , where x 1 j , x 2 j , . . . , x r j ∈ F q are the unique scalars such that x j = m i=1 β i x i j ∈ F q r , for j = 1, 2, . . . , r. Observe that M β is an F q -linear vector space isomorphism, and it is the identity map if r = 1 and β 1 = 1.
Definition 8. Given x, y ∈ F r q r , we define their matrix product with respect to the basis β as
For N = gr, x = (x 1 , x 2 , . . . , x g ) ∈ F N q r and y = (y 1 , y 2 , . . . , y g ) ∈ F N q r , where x j , y j ∈ F r q r , for j = 1, 2, . . . , g, we define their coordinate-wise matrix product as
and we define their inner matrix product · as
The products , * and · all depend on the subfield F q ⊆ F q r (thus q and r) and the ordered basis β, but we will not denote this dependence for simplicity. The classical coordinate-wise and inner products in F N q , used in [4] for PIR, are recovered by setting r = 1 and β 1 = 1 (thus N = g).
We have the following important connection between the rings F q r [x; σ] and F q r [D a ], for all a ∈ F q r . We consider F q r [D a ] as a ring with conventional addition and with composition of maps as multiplication, denoted by •.
In particular, the map F q r [x; σ] −→ F q r [D a ] given by (3) is a (surjective) ring morphism.
The main result of this section is showing that products of skew polynomials become coordinate-wise matrix products after evaluation via the operators D a . Theorem 2. Let β = (β 1 , β 2 , . . . , β r ) ∈ F r q r be an ordered basis of F q r over F q , and let coordinate-wise matrix products * be defined via β. Then it holds that
for all vectors a = (a 1 , a 2 , . . . , a g ) ∈ F g q r and all skew polynomials F, G ∈ F q r [x; σ].
Setting r = 1 and β 1 = 1, the previous theorem is nothing but the well-known fact that coordinate-wise evaluation transforms conventional polynomial products into the conventional coordinate-wise product, which is used for PIR in [4] .
We conclude by deducing that the product of two linearized Reed-Solomon codes over the same ordered basis β is again a linearized Reed-Solomon code over that basis. For this purpose, given F q r -linear codes C 1 , C 2 ⊆ F N q r , we define their coordinate-wise matrix product as
where A may denote either the F q -linear or the F q r -linear vector space generated by A ⊆ F N q r . Corollary 1. Let β = (β 1 , β 2 , . . . , β r ) ∈ F r q r be an ordered basis of F q r over F q , and let coordinate-wise matrix products * be defined via β. For a primitive element γ ∈ F * q r , for a = (γ 0 , γ 1 , . . . , γ g−1 ) ∈ F g q r , and for any k 1 , k 2 = 0, 1, 2, . . . , N , with k 1 ≥ 1, we have that C N,k1 (a, β) * C N,k2 (a, β) = C N,k1+k2−1 (a, β), if k 1 + k 2 − 1 ≤ N , and C N,k1 (a, β) * C N,k2 (a, β) = F N q r otherwise.
Setting r = 1 and β 1 = 1, Corollary 1 recovers the wellknown fact that the classical coordinate-wise product of two Reed-Solomon codes is again a Reed-Solomon code. See for instance [4, Prop. 3] . Setting g = 1, Corollary 1 recovers the fact that the matrix product of two Gabidulin codes [19] is again a Gabidulin code (see [17] ).
V. CONCRETE PIR SCHEME FOR LRS-BASED MR-LRC DATABASES In this section, we provide a concrete PIR scheme for the remaining MDS code of the MR-LRC storage code considered in Section III, which is a linearized Reed-Solomon code (Definition 2). To that end, we will show how to construct the queries and how to reconstruct the file from the responses. The set of server responses, given the queries, are as described in Definition 5.
Let the notation be as in Section III, fix an ordered basis β = (β 1 , β 2 , . . . , β r ) ∈ F r q r of F q r over F q , and let coordinatewise matrix products * be defined via β. Set t ≥ 1 as the target number of colluding servers, with the restriction
and set c = N − k − rt + 1 > 0. The download rate of our scheme will be
coinciding with the rate of the PIR scheme in [4] for (N, k) Reed-Solomon codes. See Section I for a discussion on the optimality of such rates. We also remark here that the scheme in [4] is recovered from our scheme by setting r = δ = 1.
Due to length constraints, we present here a simplified version of the scheme, where we assume that k is divisible by c = N − k − rt + 1. The number of iterations is the positive integer s such that k = sc. The scheme can be generalized to any k and c by using an appropriate folding parameter b ≥ 1 such that bk = sc. Details can be found in [18] .
Fix file and iteration indices i = 1, 2, . . . , m and u = 1, 2, . . . , s, respectively. We now describe the two steps of the uth iteration in Definition 5 to privately retrieve the ith file.
Step 1, Queries: Choose m codewords d = (d 1 , d 2 , . . . , d g ) ∈ F N q r uniformly at random from C N,rt (a, β), where d j ∈ F r q r , for = 1, 2, . . . , m and j = 1, 2, . . . , g. The random vectors d = d (u) depend on the iteration index u (i. e. d (1), d (2) , . . . , d (s) are identically distributed but independent), but we sometimes omit the index u for simplicity. Set
. . , d m j ) ∈ F rm q r , for j = 1, 2, . . . , g. Define the set
Finally, for each server j = 1, 2, . . . , g, we define its query by
where we define e i j (u) ∈ F rm q r as being zero everywhere except in the ith block of r coordinates over F q r , where it is defined as
Here, we define I J ∈ F r×r q , for a set J ⊆ (j − 1)r + [r], as the diagonal matrix I J = Diag(δ J 1 , δ J 2 , . . . , δ J r ), where δ J κ = 1 if (j − 1)r + κ ∈ J, and δ J κ = 0 otherwise. Note that I ∅ ∈ F r×r q is the zero matrix.
Step 2, Responses: Due to the definition of the queries in (14) and the inner matrix product (11) , the reader can check that the total response in the uth iteration is
where 0 M ∈ F M q r denotes a zero vector of length M . Since C N,k+rt−1 (a, β) is MDS by Theorem 1, its dual is also MDS, and we can recover the vector z i Ju ∈ F c q r from r i (u)H T . Since we have that Now, since C N,k (a, β) is MDS, again by Theorem 1, we may recover the ith file, x i ∈ F k q r , and we are done. Note that the MDS property in this last step is not necessary: If we take the generator matrix G out of the outer code C N,k (a, β) to be systematic, with the identity in the first k columns, then it simply holds that x i = (z i 1 , z i 2 , . . . , z i k ). Proof of privacy: Let T ⊆ [g], such that |T | = t, be the set of colluding servers (i.e. local groups). We only need to prove that, for a given iteration, it holds that I((q i j ) j∈T ; i) = 0.
Since C N,rt (a, β) ⊆ F N q r has dimension rt and is MDS by Theorem 1, it holds that the restricted code C N,rt (a, β) T = F rt q r is the whole space, where T = j∈T ((j−1)r+[r]) ⊆ [N ] is the actual set of colluding nodes. Hence (d j ) j∈T ∈ F rt q r are uniform random variables in F rt q r , therefore (d j ) j∈T ∈ F rtm q r is a uniform random variable in F rtm q r . Since (q i j ) j∈T is a translation of the random variable (d j ) j∈T by a deterministic vector, we deduce that (q i j ) j∈T is a uniform random variable in F rtm q r . Since there is only one uniform random variable in F rtm q r , independently of i, we deduce that I((q i j ) j∈T ; i) = 0, and we are done.
