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TAXILOGIE ET CLASSIFICATION
UN ESSAI DE MISE AU POINT ET QUELQUES NOTES DE PROSPECTIVE*
LES SYSTEMES traditionnels declassification 
du savoir, qui
reposaient sur une division dis-
ciplinaire des connaissances,
semblent de moins en moins
adaptés aux nouvelles exigen-
ces de la recherche d'informa-
tions, notamment sur banques
de données. Les sciences de l'in-
formation ne sont d'ailleurs pas
seules concernées par la taxilo-
gie, ou étude scientifique des
classifications, à laquelle
contribuent d'autres disciplines,
telles que la philosophie, la sé-
miotique, l'intelligence artifi-
cielle...
Présenter brièvement les grands
systèmes de classification adop-
tés dans le monde et replacer les
nouvelles tendances, qui se fontjour dans les bibliothèques,
dans le cadre plus vaste d'une
recherche interdisciplinaire, tel
est le propos de cette mise à jour
concernant un domaine en
pleine mutation.
Pourquoi distinguer classification
de taxilogie ? La classification,
comme activité et pratique hu-
maine - pas seulement humaine
d'ailleurs : tout être vivant exerce
une activité classificatoire, et l'« at-
titude catégorielle » lui est indis-
pensable pour orienter son action
dans l'environnement - peut êtrel'objet d'une étude scientifique.
Celle-ci, dénommée « taxinomie »
par Durand (de Gros) en 1899, ou
« classologie » par d'autres,
constitue un champ de recherches
interdisciplinaires, pour lequel jepréfère le terme de « taxilogie ».
COMPOSANTES DISCIPLINAIRES
On pourrait énumérer une dizaine
ou une douzaine de disciplines
intéressées par les recherches
taxilogiquesl depuis la philoso-
phie jusqu'à la science de l'infor-
mation. Je me limiterai ici à quel-
ques notes concernant celles où l'à
recherche semble avoir été la plus
active au cours des deux derniè-
res décennies.
* Les chiffres entre parenthèses, dans le
texte t dans les notes en bas de pages,renvoient à la bibliographie en fin d'article.1. Cf. Eric de GROLIER (94) p. 21-26.
Philosophie et « théorie
des systèmes »
Wåhlin2 regrette que les philoso-
phes actuels, contrairement à ceux
du XIXe siècle, s'intéressent peu
aux problèmes de classification, et
note qu'après Vannérus (214), au-
cun professeur de philosophie
suédois n'a repris ce sujet. On
trouve bien, en allemand, un livre
de Rochhausen sur « la classifica-
tion des sciences comme pro-
blème philosophique » (179),
paru en 1968, mais il est vrai qu'il
n'y a rien de comparable, depuis
la Deuxième Guerre mondiale, à la
floraison de « systèmes des scien-
ces » entre la fin du XVIIIe siècle et
les années 1920. favais noté ce fait
en 19743. Dolby4 a cherché à l'ex-
pliquer, sans peut-être insister suf-
fisamment sur la raison probable-
ment essentielle de cette désaffec-
tion : l'éclatement des disciplines
traditionnelles et la prolifération
des disciplines « mixtes », depuis
l'astrophysique jusqu'à la socio-
biologie.
En octobre 1971, un colloque mé-
morable, organisé par la Faculté
de philosophie de l'Université
d'Ottawa, cherchait à définir « les
fondements de la classification
des savoirs » (en anglais: The
conceptual basis of the classifica-
tion of knowledge, dont une tra-
duction française plus précise au-
rait été Les fondements concep-
tuels de la classification des
connaissances). La circulaire qui
l'annonçait constatait que, si l'on
disposait de « puissants modèles
techniques de classification et de
classifications très développées
de diverses branches du savoir »,
il n'existait pas de « classification
générale satisfaisante des
connaissances » et que « les pro-
blèmes philosophiques fonda-
mentaux posés par une telle clas-
sification n'étaient pas élucidés de
manière adéquate5. » Un des ob-
jectifs des organisateurs du collo-
2. (216), p. 2, 19.3. (94), p. 35.4. (63), p. 187.5. (222), p. 7.
que était de discuter le projet de
création, à l'Université d'Ottawa,
d'un Centre de recherches sur la
classification des connaissances.
Ce projet ne put cependant être
réalisé.
Le changement de terminologie
est en lui-même significatif : alors
que l'on privilégiait l'idée d'un
« système des sciences » - c'est
encore le titre du livre de Go-
blot (87) 
-, on préfère maintenant
celle d'un ordre global « naturel »
des connaissances. Les « discipli-
nes » n'ont en rien perdu leur rôle
de « systèmes de contrôle de laproduction du discours » (75),
mais elles sont désormais recon-
nues pour ce qu'elles sont : desinstitutions sociales, correspon-
dant à la spécialisation (et même
à la parcellisation) du travail
scientifico-technique6. Aujour-
d'hui, le mot d'ordre est interdisci-
plinarité ou, mieux, transdiscipli-
narité ; sans doute est-il lié d'ail-
leurs à un nouveau type d'organi-
sation de la recherche « orien-
tée »7.
Mais sur quoi fonder cet « ordre
naturel » du savoir ? Sur ce point,
on en est encore, apparemment, à
des recherches préliminaires et
en ordre dispersé (18). Kedrov(125), dans une longue suite de
travaux de 1947 à 1985, se veut
continuateur d'Engels. Dahl-
berg (51, 52) s'appuie sur Nicolai
Hartmann (102), lui-même héritier
de toute une tendance de la philo-
sophie allemande. Le statisticien
Nalimov (157) et le biologiste Ja-
cob (117) sont tous deux « proba-
bilistes », comme l'était
Monod (153), avec une autre
orientation philosophique. Ce-
pendant, le courant le plus actif
paraît être celui que l'on pourrait
qualifier d'« organisationnisme8 »,
qui englobe la cybernétique de
Wiener (1949), la théorie de la
communication de Shannon et
Weaver (194), la « théorie géné-
rale des systèmes » du biologiste
Bertalanffy ( 19), du mathématicien
6. (203) et (17), p. 142-166.7. (17), p. 160-162; cf.aussi (54) et (27).8. (154), p. 210.
Rapoport (171) et de l'économiste
Boulding (28), la théorie des sys-
tèmes dissipatifs de Prigo-
gine (166) et celle de l'auto-orga-
nisation ou « autopoièse » de Ma-
turana et Varela (145). Cet organi-
sationnisme9 se relie aisément à la
philosophie de l'« émergence »
ou des « niveaux d'intégration »,
pour inspirer des créateurs de
classifications documentaires en
Angleterre, en RFA et à l'Union des
associations internationales,
comme on le verra plus loin.
Science de la science
Si l'on définit les « systèmes géné-
raux » comme les « systèmes
théoriques s'appliquant à plu-
sieurs disciplines10 », la « théoriedes systèmes » peut être considé-
rée comme partie intégrante de la
« science de la science ». Ce
champ de recherches, apparu en
Russie et en Pologne entre lesdeux guerres, intéresse la taxilo-
gie du fait qu'il concerne, entre
autres, la structure sociale de la
science, de ses diverses discipli-
nes, des relations entre celles-ci et
de ses systèmes de communica-
tion intra- et interdisciplinaires.
L'étude de ce dernier sujet a été
grandement facilitée par l'analyse
des co-citations, rendue possible
grâce aux index de citations
automatisés de l'Institute for scien-
tific information (82, 150, 198). La
science de la science et la scien-
tométrie, qui en est l'aspect statis-
tique, sont plus développées en
URSS et dans quelques pays de
l'Est européen : en Pologne, avec
par exemple, Gockowski (88) ; en
Hongrie, où l'on édite la revue
Scientometrics, et en Amérique du
Nord. Les « classiques » améri-
cains sont régulièrement traduits
en russe (203, 110). A signaler une
thèse particulièrement intéres-
sante de Simon (197) en RFA, et la
création, en 1988 à l'Université de
Vienne, d'un Institut pour la théorie
de la science et la recherche sur
9. Cf. aussi à ce sujet (12) et (64).10. (28), p. 314.
la science, dirigé par Oeser, au-
teur d'une importante étude sur la
« science et l'information » (160).
Science(s) cognitive(s)
et intelligence artificielle
La science cognitive - le singu-
lier est préféré aux Etats-Unis et en
Allemagne - ou les sciences co-
gnitives - le pluriel est plus cou-
rant en France - représente(nt)
un champ de recherches déjà an-
cien, dont on fait remonter les
débuts à 1913. Toutefois, comme
l'écrit Scheerer11, ce champ de
recherches ne s'est cristallisé »
en une discipline nouvelle qu'au
cours de la décennie 70. Il est
étroitement relié aux « neuro-
sciences » et aux travaux sur l'in-
telligence artificielle, baptisée
comme telle en 1956, mais en
gestation depuis 1936 (Turing).
Un récent numéro de la Revue
internationale des sciences socia-
les (n° 115/ fév. 1988), consacré à
la science cognitive, fait le point
sur les tendances actuelles. Il suf-
fira ici d'indiquer que l'intérêt
majeur de ce domaine, du point de
vue de la taxilogie, réside dans les
travaux concernant la « représen-
tation des connaissances » (know-
ledge representation). Sur ces tra-
vaux, on peut consulter un article
écrit, du point de vue des « infor-
matistes », par Vickery (215) et
une liste de références tirées de la
banque de données INSPEC (116)(192 items pour la période
1975-85). Un numéro de la revue
Information processing and mana-
gement, publié sous la direction
de Croft (47), offre par ailleurs des
aperçus sur diverses méthodes
appliquées à ce qu'on appelle
maintenant la « recherche intelli-
gente d'informations » (intelligent
information retrieval).
La méthode la plus utilisée de-
meure celle des « réseaux séman-
tiques », proposée dès le début
des années 60 par Quillian (169) :
sauf erreur, Zygouris (225) en
tenta la première application en
France, dans le cadre des recher-
ches de l'équipe dirigée par Gar-
din sur le SYNTOL12 (Syntagmatic
organization language) (80). Il est
cependant douteux que la théorie
des réseaux sémantiques suffise à
11. (191), p. 7.12. (43) (60) (177).
fournir une représentation adé-
quate des connaissances13. Il est
commode de rattacher au groupe
des sciences cognitives les études
sur le « développement concep-
tuel » (concept development) en
ontogenèse et celles sur ce que
l'on pourrait appeler la phyloge-
nèse de la classification, généra-
lement désignée sous le nom
d'ethnoscience. Le premier thème
a été au centre des travaux de
Piaget et de son Centre d'épisté-
mologie génétique à Genève,
pendant plus d'un demi-siècle,
mais le « paradigme piagétien »
est aujourd'hui fortement
contesté (146).
Il est assez symptomatique de voir
que le nom de Piaget n'apparaît
pas en 1988 dans la bibliographie
de l'article de Glaser (86) sur la
science cognitive et l'éducation,
alors qu'en 1982 Marc de Mey lui
consacrait le dernier chapitre de
son livre sur le « paradigme cogni-
tif » (56). Le recueil d'articles
édité par Seiler en 1983 (193) lie
étroitement l'analyse du dévelop-
pement conceptuel et celui de la
compréhension du sens des mots :
il pourrait tout aussi bien figurer
dans la partie suivante de notre
développement.
Pour ce qui est des études sur les
classifications « populaires » ou
« primitives », vigoureusement
développées aux Etats-Unis de-
puis les premiers travaux de
Conklin et de Goodenough, dans
les années 50, il est bon de rappe-
ler qu'elles ont été inaugurées par
un article célèbre de Durkheim etMauss14 et illustrées depuis, en
France, par Lévi-Strauss (136). Les
textes rassemblés par Ellen et
Reason (71) montrent la diversité
des approches actuelles dans ce
13. Cf. à ce sujet les réflexions critiques dePhil. N. JOHNSON-LAIRD (119, p. 54-61).Pour les « treillis conceptuels », cf. WilfriedLEX (137), ainsi que les travaux de RudolfWILLE et de son Forschungsgruppebegriffsanaly e à la Techmsche Hochschule
de Darmstadt, à partir de 1982 (220).14. (69) ; cf. à ce sujet D. BLOOR, (24).
domaine, mais aussi leur rejet
commun de la thèse soutenue au
début de ses travaux par Lévy-
Bruhl (thèse qu'il abandonna d'ail-
leurs à la fin de sa vie) sur l'exis-
tence d'une « mentalité prélogi-
que ».
Linguistique et sémiotique
Dans un célèbre rapport com-
mandé par la Fondation Sloan en
1978 sur « l'état de l'art » en
science cognitive15, les auteurs
considéraient la linguistique
comme un sous-domaine de la
science cognitive. C'est un fait
que, dans la pratique, il est très
souvent impossible de séparer les
travaux sur l'aspect cognitif de la
représentation des connaissances
de ceux concernant son aspect
linguistique (sémantique).
J'ai personnellement tenté, à deux
reprises, d'examiner les rapports
entre classification et langages16,
mais ces textes devraient être
maintenant largement revus et
complétés. En effet, depuis les
années 60 - et en grande partie
grâce à l'impulsion donnée par les
recherches sur l'intelligence arti-
ficielle 
-, 
les études sur ce sujet
ont beaucoup progressé. Après ce
qu'on a appelé aux Etats-Unis la
« révolution chomskyenne »(1957-65) et les tentatives pour
construire une théorie sémantique
sur la base de la « grammaire
transformationnelle », puis sous la
forme de la « sémantique généra-
tive », diverses voies ont été ex-
plorées pour la recherche de
structures sémantiques globales :
celle de la théorie des catastro-
phes de René Thom (218), une
réinterprétation de la méthode
15. Reproduit par Z.W. PYLYSHYN (168).16. Cf. Eric de GROLIER (90), p. 149-164 et215-261 et (91), p. 74-97 ; cf. aussi (96) et(97).
suivie par Roget dans son fameux
Thesaurus de 1852 (40), une ana-
lyse empirique des « actes de
langage» (9, 10, 11), une « taxi-
nomie transitive » (30), et même
un curieux essai pour répartir les
mots du langage scientifique sur la
base d'une classification fondée
sur les trois notions de matière,
mouvement et mesure (78).
Le projet TACITUS, à SRI Interna-
tional (Menlo Park) vise à
construire des « théories de
base » (core theories) permettant
de caractériser des ensembles de
termes du langage courant
concernant les phénomènes phy-
siques, les données spatiales et
temporelles, etc. (105, 106, 107).
Ces travaux peuvent compléter
ceux poursuivis par ailleurs pour
analyser les structures sémanti-
ques des dictionnaires en ligne (5,
35).
Pour ma part, j'ai appliqué, avec
quelques modifications, à des re-
cherches de linguistique compa-
rative, le schéma auquel avait
abouti empiriquement Juret dans
ses études sur le lexique indo-eu-
ropéen (122). Il est intéressant de
constater que, séparément, Miller
et Johnston-Laird (149) ont re-
trouvé certains des champs sé-
mantiques de la classification jure-
tienne, en recherchant un fonde-
ment psychologique à la significa-
tion des mots.
Comme l'on peut s'en convaincre
à la lecture des rapports présentés
au 1er Congrès international sur la
terminologie et l'industrie des
connaissances17 (Trèves, 1987),
les problèmes de classification
occupent maintenant une place
centrale dans les recherches ter-
minologiques, y compris dans les
sciences sociales. Pour ces der-
nières, Fred W. Riggs et le COCTA(Committee for conceptual and
terminological analysis, comité
permanent du Conseil internatio-
nal des sciences sociales) propo-
sent de réaliser graduellement,
avec l'appui de l'UNESCO, une
« encyclopédie des termes de
sciences sociales », sous le sigle
INTERCOCTA(175). Un premier
volume en trois versions est déjà
17. Cf., en particulier, H.NAKAI et al. (156),B. RIEGER (174) et M. TOMITA et al. (210).
paru - version américaine (176),
version russe (29) et version fran-
çaise (98) ; il concerne les rela-
tions inter-ethniques. Riggs a pro-
posé un néologisme, « onomanti-
que », pour désigner le principe
de ces glossaires, qui est de partir
de l'analyse conceptuelle pour
arriver à déterminer la nomencla-
ture des termes correspondant aux
différents concepts et à classer
ceux-ci dans un ordre systémati-
que. On rejoint évidemment ici les
préoccupations de la sémantique
structurale.
Ferdinand de Saussure, dans son
cours édité en 1916 (édition pos-
thume), et Charles Sanders Peirce,
dans des études publiées seule-
ment en 1931-34, avaient posé les
principes de la sémiotique conçue
comme une science générale des
systèmes de signes : en font partie
le langage parlé, mais aussi le
langage gestuel, le graphisme, les
mimiques, etc. Wolfgang Dahl-
berg a publié, en 1984, un court
essai (53) sur l'alphabet, consi-
déré comme le plus ancien des
systèmes de classification, et en
1961, Yuen Ren Chao a publié une
brève étude comparative des
symbolismes linguistique et ma-
thématique (34). Des recherches
- 
en particulier aux Etats-Unis -
nous ont beaucoup appris sur la
sémiotique de nos cousins Prima-
tes supérieurs et sur celle des
sourds-muets. Mais il s'en faut de
beaucoup que le programme
tracé il y a près d'un siècle par
Peirce et Saussure ait été réalisé.
On notera comme encourageant le
fait que le Münster Arbeitkreis für
Semiotik ait consacré sa sixième
réunion (1984) à des études inter-
disciplinaires sur la classification,
la systématique et la terminolo-
gie (70).
Une Society for conceptual and
content analysis by computer(SCCAC) a été créée en 1983 ; huit
réunions ont déjà eu lieu, la neu-
vième se tiendra à Toronto en juin
1989. Par ailleurs, cette société
publie une Newsletter, dont le
numéro 4 est paru en 1988.
Taxinomie numérique
Du 29 juin au 1er juillet 1987 s'est
réunie à l'Université technique
d'Aix-la-Chapelle la première
conférence de la Fédération inter-
nationale des sociétés de classifi-
cation (International federation of
classification societies ou IFCS),
qui rassembla 294 participants,
dont 30 français ; les actes des 194
rapports qui furent présentés ont
été publiés en 1988. La deuxième
conférence se tiendra du 27 au 30juin 1989, à Charlotesville (Etats-
Unis).
C'est là le couronnement d'un
mouvement commencé il y a
vingt-cinq ans, avec la fondation
de la Classification society auRoyaume-Uni en 1964, celle de sa
« branche américaine » (devenue
en 1984 la Classification society of
North America ) en 1968, de laGesellschaft für Klassifikation en
RFA en 1977, de la Société franco-
phone de classification en 1978 etde la Japan classification society
en 1983.
Le terme de « classification » est
employé ici en un sens restrictif : il
s'agit en fait de la taxinomie (ou
taxonomie) numérique et des mé-
thodes mathématiques d'analyse
des données. Comme l'a fait ob-
server Ingetraut Dahlberg (50), il
ne s'agit pas de techniques nou-
velles : la bibliographie à peu près
exhaustive de Wilke (218) re-
cense quelque 7 500 références
de 1901 à 1975, mais l'informatique
a permis leur développement ac-
céléré depuis les années 50.
L'IFCS est entièrement dominée
par les mathématiciens et les in-
formaticiens. Seule de ses cinq
sociétés composantes, la société
allemande est « mixte », puis-
qu'elle accueille également les
spécialistes d'autres disciplines.
La revue de l'IFCS, Journal of clas-
sification (New York/Berlin, été
1984 &rarr;) est uniquement dédiée
aux aspects mathématiques et in-
formatiques.
Les méthodes de la taxinomie nu-
mérique ont d'abord été surtout
appliquées à la systématique bio-
logique - notons, en passant, que
la Systematic association est aussi
née en Angleterre, en 1937 -,
mais jouent maintenant un rôle
essentiel dans nombre de disci-
plines, depuis l'astronomie et les
sciences de la terre jusqu'à l'ad-
ministration des entreprises et
l'archéologie.
La Classification society of North
America publie une bibliographie
de la taxinomie numérique (réser-
vée à ses membres), Classifica-
tion literature automated search
service (CLASS), qui en est à son
dix-huitième volume.
LA CLASSIFICATION EN
SCIENCES DE L'INFORMATION
Fin juin 1989 est prévue, à Alberta,
une conférence internationale (en
fait, limitée aux Etats-Unis et au
Canada anglophone) sur « la clas-
sification bibliothéconomique et
ses fonctions ». Selon les organisa-
teurs, celles-ci sont au nombre de
trois : la fonction « bibliothécale »(bibliothecal) ou de « magasi-
nage » (storage), la fonction bi-bliographique ou du catalogue
systématique (classified catalog)
et la fonction « cognitive », qui
comporte « l'étude des thesaurus
et la modernisation des listes de
vedettes-matières. » La confé-
rence étudiera aussi « l'impact des
nouvelles techniques sur ces fonc-
tions »: le rapporteur, G. Salton
(Université Cornell), s'est em-
ployé depuis 1961 à développer
un système de recherche d'infor-
mation automatisé (System for the
mechanical analysis and retrieval
of text ou SMART) fondé sur l'ex-
traction de termes pris, d'une part
dans les demandes de recherche
des usagers, et d'autre part, dans
les documents susceptibles de ré-
pondre à ces demandes (182).
Les deux premières « fonctions »
de la classification énumérées par
le programme d'Alberta étaient
déjà différenciées dans le manuel
classique de Berwick Sayers,
comme le rappelait Palmerl. La
troisième, si elle se voit dotée d'un
adjectif nouveau et imprécis, mais
au goût du jour - « cognitive » -,
18. (161), p. 203.
avait déjà été mentionnée parBliss, et était considérée par Jesse
H. Shera19 comme la plus suscep-
tible de tirer avantage de l'automa-
tisation : il s'agit de l'exhaustive
literature search, la recherche des
informations les plus complètes
possibles se rapportant à un pro-blème donné.
Il y a déjà plus de cinquante ans,
Grace Osgood Kelley20 avait bien
analysé le peu d'efficacité des
méthodes traditionnelles des bi-
bliothèques américaines quant à
cette troisième fonction, mais elle
s'était révélée fort peu inspirée
quand il s'était agi de proposer des
remèdes afin d'améliorer leur piè-
tre rendement. A partir du moment
où - vers la fin de la décennie
50 - les ordinateurs « de troi-
sième génération » ont été dispo-
nibles sur le marché, ils ont permis
à des gens qui « confondaient
symboles et signification » de
« jouer avec les mots de manière
arbitraire21 ».
Trente ans après, ces exercices ne
sont pas encore passés de mode ;
leur utilité avait paru confirmée
par de premières « évaluations »,
conduites sur des corpus expéri-
mentaux limités (181, 208). Mais
quand David C. Blair (23) a pu
réaliser une évaluation statisti-
quement rigoureuse sur 40 000
documents juridiques, représen-
tant quelque 350 000 pages de
texte, les résultats ont été beau-
coup moins brillants : un taux glo-
bal de rappel (documents « perti-
nents » retrouvés) de 20 % (pour
un taux de précision - éliminant
les documents retrouvés, mais non
pertinents - de 79 %), alors que
les juristes participant à l'expé-
rience considéraient qu'un taux de
rappel de 75 % était le minimum
acceptable. Pour les documents
considérés par les juristes comme
d'intérêt « vital » par rapport au
problème à résoudre, ils esti-
maient nécessaire un taux de rap-
pel de 100 % ; il fut en fait de
48,2 %, avec un taux de précision
tombé à 18,2 %... La conclusion de
Blair mérite d'être citée : « Les re-
cherches faites en utilisant le logi-
ciel employé (STAIRS) n'ont per-
mis de retrouver que 20% des
19. (195), p. 173-176.20. (126), p. 83-125.21. Robert A. FAIRTHORNE (72), p. 98.
documents pertinents. Il est donc
évident que la plus grande partie
des documents pertinents ne
contenait pas les mots et les phra-
ses utilisés dans les questions po-
sées, en dépit du fait que ces
documents pertinents non retrou-
vés concernaient des sujets qui
intéressaient les chercheurs.
Comme les techniques d'indexa-
tion automatique sont presque ex-
clusivement fondées sur l'extrac-
tion de vocabulaires, il n'est nul-
lement évident que ces techni-
ques, si complexes soient-elles,
puissent être efficaces en vue de
fournir des représentations adé-
quates du contenu des docu-
ments22. » On notera aussi avec
intérêt le coût de l'évaluation de
Blair: près de 500 000 dollars.
Comme confirmation indirecte de
l'inefficacité de ce genre de mé-
thodes, on peut citer un résultat
obtenu dans un tout autre do-
maine : dans une recherche en
langage naturel portant sur la
stratigraphie volcanique, Laur-
sen (133) n'a retrouvé que 49 %
des titres recensés par une biblio-
graphie sur le sujet.
Naturellement, il y a beau temps
que les chercheurs et les prati-
ciens s'étaient persuadés de l'in-
suffisance des procédés tradition-
nels de recherche d'informations
et ils sont en général aussi
conscients des limites de l'interro-
gation des banques de données.
Leur stratégie de recherche, telle
qu'elle ressort de nombreuses en-
quêtes, est connue : elle consiste
d'abord à être en contact avec
ceux « qui savent », par les « col-lèges invisibles » et à l'occasion
des congrès, colloques, séminai-
res, visites de laboratoires étran-
gers, à suivre la filière des réfé-
rences (ce qui est grandement
facilité par les index de citations
en ligne), à feuilleter régulière-
ment un choix de périodiques dont
ils savent par expérience qu'ils
peuvent contenir des informations
pertinentes, et finalement à prati-
quer le bouquinage (dit aussi
« butinage » ou browsing) là où il
est praticable, c'est-à-dire dans les
librairies spécialisées, ainsi que
dans les bibliothèques en libre
22. Extrait (et traduction) de l'article paru en1986 dans International classification(vol. 13, p. 23) sous le titre « Full-textretrieval : evaluation a d implications ».
accès et adoptant une classifica-
tion systématique en rayons. Sur
ce point, les bibliothèques fran-
çaises sont, en règle générale, la-
mentablement déficientes par
rapport à leurs homologues an-
glo-saxonnes (sauf rares excep-
tions, telle la Bibliothèque publi-
que d'information du Centre
Georges Pompidou).
On peut tenter de dégager les
principales tendances de la taxi-
logie appliquée au domaine de
l'information - bibliothèques, bi-
bliographies, services de docu-
mentation et banques de données.
Les Etats-Unis
et leur zone d'influence
La position dominante des Etats-
Unis dans l'économie et la politi-
que mondiale se reflète dans l'in-
fluence encore prépondérante de
leurs méthodes de classification et
d'accès par sujets (subject ac-
cess) dans toute l'étendue du
« monde libre ». C'est à Washing-
ton - à la Library of congress -
que sont mis à jour les trois princi-
paux instruments dont disposent
les bibliothécaires, documentalis-
tes et informatistes des autres pays
pour organiser leurs collections
documentaires en vue de faciliter
ce subject access: DDC (Dewey
decimal classification), LCC (Li-
brary of congress classification) et
LCSH (Library of congress subject
headings). L'épidémie des thé-
saurus qui s'est répandue dans le
monde entier (y compris dans les
pays de l'Est et ceux du Tiers-
Monde) est partie, en 1960, de
l'ex-ASTIA (Armed services tech-
nical information agency, devenue
le Defense technical information
center ou DTIC). Qu'on s'en ré-jouisse ou qu'on le déplore, il faut
bien en convenir.
On trouvera une vue d'ensemble
sur la situation de la classification
aux Etats-Unis dans un article de
Robert P. Holley (108). Hormis
quelques rares exceptions, cette
situation peut se caractériser,
comme le note Holley, par une très
grande normalisation de fait en ce
qui concerne les bibliothèques. La
DDC règne pour ainsi dire sans
concurrence dans les bibliothè-
ques publiques et, pour la version
qui leur est spécialement desti-
née, dans les bibliothèques scolai-
res. La LCC est largement majori-
taire dans les bibliothèques uni-
versitaires, la plupart de celles qui
utilisaient encore Dewey - voire
pour quelques-unes Cutter ou une
classification home made -
l'ayant adoptée pour leurs nouvel-
les acquisitions dans les années 60
et au début de la décennie sui-
vante. Quant à l'indexation par
sujets dans les catalogues, elle est
partout faite à l'aide des LCSH ou
de la liste de Sears, qui en est une
version simplifiée. Le fait que les
cotes LCC et les vedettes LCSH
soient indiquées pour toutes les
bandes MARC (dont la plupart
donnent aussi les indices DDC) a
grandement contribué à cette
normalisation, en même temps
qu'il permet la mise à jour conti-
nue des tables de ces deux clas-
sifications et de la liste d'autorité
LCSH.
Les avantages d'un tel système
sont évidents, aussi bien du point
de vue économique que d'un point
de vue « psychologique » : les
usagers qui y sont habitués ne sont
nulle part dépaysés. En revanche,
il conduit à un certain conserva-
tisme ou, si l'on veut, à une cer-
taine inertie: les changements
d'indices ou de vedettes doivent
être limités, afin d'éviter des coûts
excessifs de reclassification ou de
recatalogage. La structure de base
de la DDC et de la LCC demeure
donc identique à ce qu'elle était à
leur naissance - 1876 pour la
première, 1898 pour la seconde -
et ne correspond plus à l'état ac-
tuel des connaissances. Quant aux
vedettes LCSH, elles portent tou-jours la marque WASP (White
Anglo-Saxon protestant) qu'elles
avaient à l'origine et qui est aussi,
du reste, celle des deux classifi-
cations précitées.
Ces défauts pour ainsi dire congé-
nitaux du système américain n'ont
pas entravé sa diffusion au-delà
des frontières des Etats-Unis, prin-
cipalement au Canada (Québec
inclus), entièrement « colonisé »,
mais aussi au Royaume-Uni,
conquis presque complètement et
où la DDC domine très largement
dans les bibliothèques .publiques.
Elle a été adoptée par la British
national bibliography et se par-
tage, pour moitié, les bibliothè-
ques universitaires avec la LCC,
mais aussi, partiellement, d'autres
terrains. Quelque 40 % des 47 000
exemplaires vendus de la 19e édi-
tion de la DDC l'ont été en dehors
des Etats-Unis. Sous une forme ou
sous une autre, la DDC est dispo-
nible dans au moins douze lan-
gues : elle a des éditions catalanes(la 1ere en 1920, la 3e en 1932),
espagnole (1980), italienne (en
préparation depuis 1982), françai-
ses (1976, nouvelle édition d'une
version abrégée en 1989), arabe(édition abrégée et adaptée de
1984 sous l'égide de l'ALECSO23),
chinoise (Taïwan, 3e édition en
23. Arab league ducational, cultural nd
scientific organization.
1965). Depuis la 16e édition
(1958), elle a introduit la pratique
des phoenix schedules, qui
consiste à refondre entièrement
les classes les plus vieillies : elles
ont porté jusqu'à présent sur 17
des mille premières divisions
(41).
Le premier volume de la LCC
(classe Z : bibliographie) est paru
en 1898 ; il a fallu 85 ans pour que
la classe K correspondant au droit
soit enfin complétée (147). Cette
classification a été conçue en fonc-
tion des besoins propres de la plus
grande bibliothèque du monde
actuel, à caractère encyclopédi-
que certes, mais qui laisse très
largement de côté les secteurs
biologique/médical et agricole
- 
on trouve ces deux secteurs
dans deux autres bibliothèques
fédérales, autonomes. Destinée en
premier lieu à répondre aux be-
soins des parlementaires améri-
cains, elle privilégie évidemment
les domaines qui les intéressent,
depuis la politique, le droit et l'his-
toire, jusqu'aux techniques guer-
rières. L'adaptabilité d'un tel sys-
tème pour d'autres institutions est
réduite (21). On ne peut guère
que l'adopter tel qu'il est - quitte
à rajouter des indices supplémen-
taires pour détailler certaines divi-
sions, comme l'a fait par exemple
la bibliothèque du Musée de
l'Homme à Paris.
la recherche en ligne
La liste d'autorité LCSH est mainte-
nant publiée annuellement, au lieu
d'une fois tous les quatre ans
comme avant 1987. Elle est, de
plus, disponible depuis 1988 sur
CD-ROM, pour pouvoir être utili-
sée sur micro-ordinateurs PC et
compatibles. Sa traduction fran-
çaise, réalisée à l'Université Laval
à Québec, a été adaptée aux be-
soins des bibliothèques encyclo-
pédiques françaises (système
RAMEAU : Répertoire d'autorité
matières encyclopédique et al-
phabétique unifié). Une édition en
portugais (projet CAU) a été pré-
parée à la Bibliothèque nationale
du Brésil à partir de 1984, et la
Bibliothèque royale de Belgique a
travaillé de 1982 à 1985 sur une
version trilingue (anglais, français
et flamand) en ligne. Mais on doit
noter que l'adaptation de la LCSH
en Australie n'a pas été sans sou-
lever maints problèmes (99, 141)
et l'on peut se demander si la
structure même des listes d'auto-
rité de ce type est réellement
adaptée à la recherche en ligne24.
Le thème de la recherche par su-jets en ligne est sans doute celui
qui préoccupe le plus les infor-
matistes américains, tant aux
Etats-Unis qu'au Canada. Une des
premières tentatives pour l'explo-
rer - celle de Freeman et de
Pauline Atherton Cochrane en
1968 - appliquait la CDU dans le
domaine de l'énergie nucléaire.
Elle tourna court, l'American insti-
tute of physics, qui la commandi-
tait, ayant estimé - à juste titre 
-
que la CDU était inapplicable en
physique, du fait « qu'elle avait été
développée au moment même où
se déroulait la révolution fonda-
mentale dans ce domaine, repré-
sentée par la mécanique quanti-
que, et indépendamment de
celle-ci » (4).
24. Cf. à ce sujet les articles réunis parPauline COCHRANE (39).
Toutefois, à la 4e Conférence inter-
nationale d'étude sur la recherche
en classification (1982), cinq rap-
ports furent présentés sur ce sujet :
trois des Etats-Unis (Atherton,
Borko et Travis) et deux du Ca-
nada (Schubas et Williamson).
Deux ans plus tard, Pauline Co-
chrane le traita en six « leçons »,
qui furent publiées par l'organe de
la puissante American library as-
sociation ; ses divers articles dans
ce domaine ont été repris dans
une sorte d'anthologie (38). Deux
autres mises au point ont été pu-
bliées (109, 221) et un numéro
entier de Library trends lui a été
consacré (144).
Entre-temps, Karen Markey avait
conduit, pour le compte de l'OCLC(Online computer library center),
un projet expérimental pour tester
la recherche par cotes DDC en
ligne (142, 143). Les performan-
ces obtenues sur des corpus très
limités - entre un minimum de
7 613 notices à l'Université d'Illi-
nois et 11 865 à la Bibliothèque du
Congrès - ne sont pas très re-
marquables. Avec la présentation
la plus favorable, incorporant les
tables et l'index de la DDC, il y eut
25 % de cas où les usagers purent
trouver des documents pertinents
en réponse à leurs questions (sur
un total de 160 questions) et 35 %
de succès pour les recherches
conduites par les bibliothécaires(sur un total de 180 questions)25.
Depuis deux ans, Nancy William-
son mène une recherche parallèle
à celle de Karen Markey, mais
cette fois sur les indices LCC et
pour le compte de l'IFLA (Interna-
tional federation of library associa-
tions). Les résultats n'en sont pas
encore connus.
25. Cf. Karen MARKEY, 1986 (143), p. 145.
La NLM (National library of medi-
cine, Bethesda) s'est engagée
dans une voie quelque peu diffé-
rente. Faisant appel à une série de
contractors (cinq universités et
deux hôpitaux) pour collaborer
avec son propre personnel, elle
expérimente un système com-
plexe dénommé UMLS (Unified
medical language system), dont
les deux éléments essentiels sont
un « macrothesaurus » et une « in-
formation source map » ; mais le
projet fait aussi intervenir des pro-
cédés mis en oeuvre dans les re-
cherches d'intelligence artifi-
cielle : réseaux sémantiques et
système basé sur des « cadres »(frame based system), préconisé
par Minsky. Ce projet, commencé
en 1987, a pour but « de remédier
au manque de coordination entre
les différents systèmes automati-
sés du domaine biomédical. Le but
n'est pas d'imposer un seul voca-
bulaire médical à tous les usagers
et à tous les systèmes, mais de
rendre invisible à l'utilisateur la
myriade de classifications des
connaissances médicales, tout en
ménageant une voie d'accès logi-
que unique à toute une série de
sources d'information biomédi-
cale26 
».
Pour le moment, rien ne laisse
entrevoir une réalisation pro-
chaine des prédictions d'Harold
Borko - inspirées par les travaux
de G. Salton -, suivant lesquelles
la « dynamic library27 » du futur
disposerait pour chaque docu-
ment d'une « représentation »
mise en mémoire sous forme d'un
« vecteur de termes d'indexation
dérivés ». Ces « vecteurs repré-
sentatifs de termes » permet-
traient d'obtenir des « groupes de
documents... générés automati-
quement de manière empirique »,
chacun d'entre eux étant repré-
senté par un « vecteur appelé
centroïde, qui représente un en-
semble pondéré de termes issus
des termes vecteurs présents dans
les documents affectés à cegroupe28 ». Le « bouquinage »
26. Betsy L. HUMPHREYS, « Unified medicallanguage system (UMLS) progress report »,International classification, vol. 15 (1988),p.86-86.Sur ce projet, qui est sans doute le plusintéressant de ceux actuellement  phasepréopérationnelle, cf. aussi Arthur StevenPOLLITT (165).27. Terme repris de G. SALTON, « Proposalfor a dynamic library », Information, part 2,vol. 2, n° 1 (1973).28. Cf. Harold BORKO (26), p. 238, 240-241.
(browsing) se faisant dès lors sur
terminal, on pourrait, toujours se-lon Borko, éliminer complètement
le classement systématique des
documents sur les rayons.
Sur un plan moins futuriste mais
plus concret, il faut souligner l'in-
térêt des travaux menés à l'ISI (Ins-
titute of scientific information, Phi-
ladelphie), grâce aux banques de
données issues des index de cita-
tions, pour réaliser ce que Garfield
appelle un « atlas de la science »,
c'est-à-dire une sorte de panorama
des « fronts de la recherche » les
plus actifs, en utilisant la méthode
du couplage des citations (32, 82).
La littérature nord-américaine sur
l'accès par sujets est recensée
annuellement dans la revue Li-
brary resources and technical ser-
vices. Les recherches dans ce
domaine font le plus souvent l'ob-jet de présentations aux réunions
du Classification research groupde l'ASIS (American society for
information science), qui publie
une Newsletter - ce Special inte-
rest group (SIG/CR), fondé en
1966, comptait 234 membres en
octobre 1980. Il existe d'autre part
un Canadian classification re-
search group ; il est présidé par
Timothy C. Craven, auteur d'un
rapport utile sur la recherche ca-
nadienne en matière de classifica-
tion (1981) et de travaux sur les
méthodes de string indexing ins-
pirées par l'« indexation en
chaîne » (chain indexing) de
Ranganathan - et plus particuliè-
rement sur le système NEPHIS(Nested phrase indexing sys-
tem) (44, 45, 46).
Europe de l'Ouest
Royaume-Uni
C'est à Londres que se réunit régu-
lièrement, cinq ou six fois par an,
le groupe de chercheurs en classi-
fication appliquée le plus ancien-
nement constitué et encore exis-
tant, le Classification research
group (CRG), fondé en 1952.
Contrairement au SIG/CR des
Etats-Unis, il est autonome et
beaucoup plus restreint : quelque
25 membres, dont rarement plus
d'une dizaine sont présents à cha-
que séance. C'est là qu'ont été
discutées presque toutes les prin-
cipales « nouveautés » en matière
de classification, apparues dans
les Iles britanniques depuis bien-
tôt quarante ans.
Le CRG a été à l'origine des confé-
rences internationales sur la re-
cherche en classification, dont la
première s'est tenue à Dorking
(Angleterre) en 1957. Il a pro-
pagé, en l'adaptant, la méthode de
classification dite « à facettes »,
ainsi dénommée par Ranganathan,
qui a ensuite servi à Jean Aitchison
pour élaborer ses nombreux the-
saurofacets à partir de 1969 (2).
Très attiré par le courant philoso-
phique des classifications par
« niveaux d'intégration 29 », le
CRG parraina, de 1963 à 1969, sur
contrat de l'OTAN, une étude en
vue de créer une nouvelle classi-
fication encyclopédique fondée à
la fois sur cette théorie, sur la théo-
rie des « systèmes généraux », sur
le principe des « facettes » et sur
un jeu de « relations » logico-sé-
mantiques (36, 74). Le projet ini-
tial d'un nouveau système de clas-
sification encyclopédique ne fut
pas continué, mais ces travaux
aboutirent, en quelque sorte par
ricochet, à un logiciel pour la pro-
duction d'index alphabétiques as-
sistée par ordinateur, adopté par
la British national bibliography et
connu sous l'acronyme PRECIS(Preserved context index sys-
tem) (6).
Depuis quelque dix ans, le CRG a
consacré une bonne part de ses
travaux à collaborer à la prépara-
tion de la « BC2 », ou deuxième
édition, très remaniée et « facetti-
sée », de la Bibliographic classifi-
cation de Bliss. Cette classification,
américaine à l'origine
(1910-1952), a été anglicisée de-
puis la fondation à Londres, en
1967, de la Bliss classification as-
sociation, dont l'animateur fut et
demeure Jack Mills. Mills consi-
dère la BC2 comme un ensemble
de classifications spécialisées30.
Quatre volumes sont parus en
29. Cf. Eric de GROLIER (91), p. 176-187;(94), p. 39-42.30. Cf. le compte rendu de la 266e réuniondu CRG dans International classification,
vol. 15, p. 91 (1988).
1977, puis le rythme de publica-
tion s'est sensiblement ralenti,
jusqu'à ce qu'une souscription,
lancée en 1984, vînt le relancer. Il
faudra toutefois encore attendre
dix ou quinze ans avant que sorte
le dernier des 19 volumes prévus.
Adoptée par les Colleges of edu-
cation anglais, la partie « éduca-
tion » va faire l'objet cette année
d'une troisième édition. Le CRG a
discuté d'une autre classification
intéressante : il s'agit de la classifi-
cation établie par Bonner pour la
National association of citizens ad-
vice bureaux, basée sur une ana-
lyse empirique des besoins des
usagers et récusant la systématisa-
tion par disciplines (25).
En dehors du CRG, mais influen-
cée comme celui-ci par les mêmes
théories (niveaux d'intégration et
organisationnisme), il faut men-
tionner la tentative de Jolley pour
construire sous le nom de « holo-
thème » un système global des
idées à base binaire, qu'il a appli-
qué à des « index coordonnés » et
à des buts pédagogiques (120).
Beaucoup plus classique est la
classification de la British library
pour les collections en libre accès
de la Science library (65, 183). Les
techniques y sont placées à côté
des sciences qui leur sont asso-
ciées. Des essais de classifications
par centres d'intérêt ont été réali-
sés dans quelques bibliothèques
publiques31. Comme je le signalais
naguère32, cette méthode, utilisée
en Angleterre pour le classement
en rayons, avait été longtemps
auparavant utilisée en Russie (Ru-
bakin) et en Allemagne (Hof-
mann), puis aux Etats-Unis, pour
des catalogues et listes de livres
recommandés.
31. Cf. Richard ROY (180), E. A. SAVAGE(189), ainsi que les références données parBarbara DENISON (57), p. 7.32. (89), p. 218-219 et (94), p. 74.
RFA, Suisse alémanique, Autriche
Ces trois pays présentent une in-
contestable unité, due évidem-
ment à l'usage d'une langue litté-
raire commune. Leurs spécialistes
dans le domaine de la classifica-
tion appliquée participent égale-
ment, depuis 1977, aux réunions
annuelles de la Deutsche Gesell-
schaft für Klassifikation.
La RFA ne s'est que partiellement
convertie au « modèle améri-
cain » : si, après 1945, le libre ac-
cès aux rayons a été généralisé
dans les bibliothèques publiques
et les nouvelles bibliothèques uni-
versitaires, celles-ci n'ont cepen-
dant adopté ni la DDC ni la LCC (à
l'exception, pour cette dernière,
de la Bibliothèque universitaire
d'Ulm ; un projet est également en
cours à la Bibliothèque universi-
taire et de l'Etat de Basse-Saxe de
Göttingen). La plupart des biblio-
thèques publiques ont adopté une
classification systématique pa-
tronnée par le Verein der Biblio-
thekare an öffenlichen Bibliothe-ken33 - comme l'est aussi la ver-
sion destinée aux bibliothèques
pour enfants et adolescents. La
bibliothèque centrale de Berlin
(Amerika-Gedenkbibliothek ou
AGB) a, quant à elle, son propre
schéma (2e ed., 1979). Un projet
de « classification unifiée » (Ein-heitsklassifikation) avait été étudié
à l'initiative de Rolf Kluth ; deux
fascicules avaient été publiés,
pour la philosophie et la physique.
Ce projet a été abandonné en1977, en partie à cause des re-
commandations faites par
l'UNESCO et l'IFLA à la Deutsche
Bibliothek, afin qu'elle utilise la
DDC ou la CDU pour la bibliogra-
phie nationale (3). Les bibliothè-
ques universitaires ont donc
continué à développer individuel-
lement des classifications autono-
mes : l'une des plus élaborées est
celle de Bielefeld, complétée de
1979 à 1985 en quelque 25 fascicu-
les (2710 pages), dont quel-
ques-uns ont déjà eu plusieurs
versions (4 pour les mathémati-
ques, 5 pour le droit).
On trouvera un bref résumé d'en-
semble de la situation en RFA au
début des années 80 dans l'article
de Günther Pflug (164) ; la Gesell-
33. Systematic für Bibliotheken, (SfB), 2e éd.,1987.Systematic für Kinder- undjugendbibliotheken (SKJ), 4e éd., 1987.
schàft für Information und Doku-
mentation (GID), financée par le
gouvernement fédéral et les
Länder, a commandé à une firme
de consultants privée (PROGRIS)
une enquête, dont les résultats ont
été publiés en 1982-83. La CDU
conserve de fortes positions dans
les centres de documentation
technique: Volkswagen l'utilise
par exemple pour un catalogue en
ligne (LIDAS) (104). Toutefois,
l'application en ligne la plus spec-
taculaire est celle de l'Ecole poly-
technique de Zürich, avec le pro-jet ETHICS (ETH information
control system) portant sur quel-
que 500 000 documents et utilisant
50 000 indices CDU ; il a nécessitéjusqu'ici 600 programmes, 400 au-
tres étant prévus (112) ; ce projet
fait suite à EDIS-1, commencé en
1976 (184). En ce qui concerne les
systèmes en ligne, on peut remar-
quer qu'un des tout premiers à
avoir réellement fonctionné a été
celui de Henrichs pour la docu-
mentation philosophique (1968);
il utilisait cependant une méthode
d'analyse lexicale (202). Se basant
sur son expérience à l'Université
technique de Vienne, Otto Ober-
hauser a bien décrit les difficultés
auxquelles se heurte l'usager des
banques de données bibliogra-
phiques pour exploiter les possibi-lités offertes par leurs systèmes de
classification (159).
De 1980 à 1983, toutes les biblio-
thèques du Goethe-Institut (130,
dans 66 pays, 1,5 million de volu-
mes au total) ont été réorganisées
suivant une CDU adaptée et sim-
plifiée (201). Un peu dans la
même ontique que Jolley, déjà
cité, mais adoptant une base ter-
naire et non binaire, Ingetraut
Dahlberg travaille depuis 1970 à
élaborer ce qu'elle appelle une
« information coding classifica-
tion » (ICC) basée sur les « struc-
tures ontiques » (trois « catégo-
ries générales de l'être » et trois
séries de « facettes ») ; ces triades
successives aboutissent à un
schéma à notation décimale en 9
groupes, 81 divisions de second
rang et 729 subdivisions. Elle l'a
appliqué, entre autres, à la classi-
fication de la bibliographie pu-
bliée dans sa revue International
classification (50).
Depuis la fin des années 60 jusqu'à
sa disparition prématurée en 1983,
le limnologiste Martin Scheele
- 
auteur d'une monumentale bi-
bliographie de la littérature biolo-
gique de langue allemande en 24
volumes - a travaillé à l'élabora-
tion de ce qui devait être un non
moins monumental thésaurus du
vocabulaire encyclopédique alle-
mand, classé suivant un système
dénommé par lui « uiliversal face-
ted classification » (UFC). Il sem-
ble que seul le premier volume
soit paru (190). Ce système, très
discutable dans les détails, est
cependant intéressant, du fait qu'il
représente la tentative probable-
ment la plus poussée pour établir
une classification par « phénomè-
nes34 » et non plus par disciplines,
sur la base de la théorie des ni-
veaux d'intégration.
Pays scandinaves
C'est apparemment en Suède
qu'est apparue la première classi-fication « à facettes » inspirée de
Ranganathan. Il s'agit de la classi-
fication mise au point par Giertz,
de 1945 à 1948, pour le Samar-
betskomitten for Byggnadsfragor
(SfB) ou Comité de coordination
pour le bâtiment (85, 152). AStockholm, depuis 1949, l'ingé-
nieur Wåhlin a publié toute une
série de classifications 
- 
les unes
appliquées à un certain domaine(bâtiment, produits, techniques),
les autres universelles - en expé-
rimentant divers procédés de
symbolisation (215).
Au Danemark, il faut signaler la
classification autonome élaborée
par Bendtsen entre le début du
siècle et 1950 pour la bibliothèque
d'Etat d'Aarhus (151), ainsi que les
recherches qui ont conduit, à
l'Ecole de bibliothécaires du Da-
nemark, à élaborer un système de
classification des romans très inté-
ressant (7, 163, 204).
34. Ce terme de « phénomène » ne rendtoutefois qu'imparfaitement l  sens duGegebenheit utilisé en allemand parSCHEELE. Celui d'« objet » serait peut-êtrepréférable.
France
Il ne semble pas qu'il y ait eu dans
notre pays, depuis vingt-cinq ans,
de recherches très originales en
matière de classification appli-
quée, alors que les trois décennies
1940-60 avaient été productives35.
La raison en est sans doute
l'attraction irrésistible que la mode
américaine des thésaurus a exer-
cée dans les pays francophones.
On peut toutefois noter les études
de Patrick Parmentier (162), Ni-
cole Robine (178) et Anne Du-jol (67) sur la perception du clas-
sement des bibliothèques publi-
ques par leurs usagers. Il serait
par ailleurs intéressant de compa-
rer le système de classement par-
ticulier créé à la Médiathèque de
la Cité des sciences et de l'indus-
trie à la Villette, avec celui de la
Science library de Londres, dont
les fonctions sont similaires.
Le Groupe d'études sur l'informa-
tion scientifique (GEIS) avait ef-
fectué entre 1965 et 1970 plusieurs
enquêtes sur les classifications,
les thésaurus, etc., utilisés en
France - essentiellement dans
les centres spécialisés. Le dernier
de ces inventaires - encore par-
tiel et insuffisamment poussé -
est paru en 1970 (111), date à la-
quelle le GEIS avait cessé d'exis-
ter. Une partie de ses activités fut
reprise par l'Institut national de
recherche en informatique et
automatique (INRIA) qui, depuis,
travaille activement dans les do-
maines de la taxinomie numérique
et de l'intelligence artificielle ; il a
cependant laissé pratiquement de
côté les questions de classification
documentaire.
URSS et Europe de l'Est
Trois articles assez récents ont fait
le point sur la situation des métho-
des de classification, respective-
ment en URSS (206), en Polo-
gne (20) et en Tchécoslova-
quie (200), ce qui dispensera de
longs commentaires à leur sujet. Il
n'y a pas eu de nouveauté majeure
dans ce domaine depuis le déve-
loppement de la Bibliotecno-bi-
bliograficeskaja klassifikacija(BBK), élaborée à partir de 1959, et
dont la version complète, en 30
volumes, a été éditée de 1961 à
35. Cf. Eric de GROLIER (90), p. 65-94.
1968 - la préparation d'une
deuxième édition a été décidée en
1982. Des versions abrégées exis-
tent à l'usage des bibliothèques
régionales, des autres bibliothè-
ques publiques, des bibliothèques
enfantines et scolaires. La BBK a
été plus ou moins adaptée et adop-
tée en Bulgarie - la revue Biblio-
tekar publie régulièrement des
articles sur ce travail -, ainsi
qu'au Vietnam. En Allemagne de
l'Est, une version en six volumes
dite « médiane » a été préparée à
partir de 1979 pour les bibliothè-
ques scientifiques (76, 192), mais
les bibliothèques publiques ont un
système indépendant (15).
La CDU est largement utilisée en
URSS, mais seulement dans les
domaines scientifique, technique,
agricole et médical. Le système
d'information scientifique et tech-
nique commun à l'ensemble des
pays du COMECON (Council for
mutual economic assistance) em-
ploie une classification hiérarchi-
sée dite « Rubrikator », qui n'est
pas sans soulever certaines diffi-
cultés (213). En ce qui concerne la
classification de la Chambre cen-
trale d'Etat du livre, plus ou moins
modelée, depuis 1978, sur la BBK,
voir Azerskaja (8). L'adaptation de
toutes ces classifications à la re-
cherche automatisée est à l'ordre
du jour, mais ne fait, apparem-
ment, que commencer. Il existe,
comme partout, de nombreux thé-
saurus sur le modèle américain
- 
introduit en URSS dès 1965 -
ainsi que de nombreux systèmes
expérimentaux de recherche d'in-
formations par des méthodes sta-
tistiques, souvent assez analogues
à celles explorées dans les pays
de l'Ouest.
Inde
Analysant la littérature sur la clas-
sification en Inde de 1932 à 1980,
Kaula et Prasad (124) ont montré
qu'à lui seul, Ranganathan
(1892-1972) était responsable du
quart de cette production. Il s'en
faut cependant de beaucoup que
son propre système de classifica-
tion (Colon classification ou CC)
soit d'usage général en Inde : la
consciencieuse enquête de Sa-
tija (185) montre qu'il est employé
par 17 bibliothèques universitaires
sur 150 ; en 1973, 35 bibliothèques
de Delhi l'utilisaient sur 332(10,5 %). Etudiant d'autre part les
écrits sur la CC parus de 1970 à
1984, Satija (186) a montré que43 % d'entre eux provenaient du
petit groupe « élitiste » formé par
le personnel du Documentation
research and training centre
(DRTC) fondé par Raganathan en1962 (1). Depuis sa première édi-
tion en 1983, la CC a été par deux
fois profondément remaniée : pour
la 5e édition en 1957, avec l'intro-
duction des cinq « catégories gé-
nérales » (PMEST : personnalité,
matière, énergie, espace, temps),
puis en 1987, pour la 7e édition
préparée par Gopinath, qui a
ajouté de nouveaux raffinements à
une notation déjà fort com-
plexe (61, 129, 187). A partir de
1950, des depth schedules (tables
détaillées) de la CC ont été entre-
prises pour des domaines spécia-
lisés : 152 sont parues jusqu'en198036, 21 autres ont été publiées
en 1981.
Par ailleurs, entre 1969 et 1986,
une méthode de construction
semi-automatisée d'index, identi-
fiée sous divers sigles (POPSI,
Classaurus, et finalement DSIS :
Deep structure indexing system) a
été étudiée au DRTC - principa-
lement par Bhattacharyya, Neela-
meghan et, plus récemment, De-
vadason (59). Biswas et Smith ont
publié une évaluation critique de
ce système, à laquelle on pourra
se reporter (22).
En 1983, a été créée une Classifi-
cation society of India, dont le
vice-president Bhattacharyya et le
secrétaire Gopinath sont des
membres du DRTC.
Chine
Zeng Lei a donné une vue d'en-
semble des classifications et des
thesaurus en République popu-
laire de Chine (224) ; on pourra la
compléter par l'article de Liu-Len-
gyel (139), plus spécialement dé-
dié à la Chinese library classifica-
tion (CLC).
La CLC s'est visiblement inspirée
de la BBK soviétique, sans pourtant
s'y conformer. Comme elle, elle
commence par les « classiques »
du marxisme-léninisme (en inté-
grant la « pensée de Mao-Ze-
dong »), ce qui correspond à une
vieille tradition chinoise : les an-
ciennes classifications chinoises,
qui remontent au 1er siècle avant
J.-C., débutaient en effet par les
« livres classiques » - évidem-
36. Cf. la liste établie par P. KAULA et H.N.PRASAD (124), p. 147-148.A titre d'exemple, on pourra consulter ladescription dela table préparée par PadminiRAJ (170).
ment pas les mêmes... Cette classi-
fication inverse l'ordre de la BBK,
en plaçant les sciences sociales(au sens large) avant celles de la
nature. Cette reprise d'une idée
qui avait été longuement débattue,
puis écartée, en URSS, donne
beaucoup moins de place aux
techniques et introduit une classe
spéciale pour les « sciences de
l'environnement ». La religion est
absente du schéma des classes
principales.
Indépendamment de Scheele, et
sans connaître, semble-t-il, son
travail, les bibliothécaires et in-
formatistes de la République po-
pulaire ont réalisé ce qui est assu-
rément le plus colossal thésaurus
encyclopédique jamais entrepris :
quelque 91 200 descripteurs, avec
deux index alphabétiques bilin-
gues (chinois et anglais) - l'un
pour les sciences sociales et hu-
maines, l'autre pour les sciences
de la nature et les techniques - et
deux index par « catégories de
sujets » - 58 au total, dont 47 pour
les techniques, un pour la méde-
cine et un pour l'agriculture et la
sylviculture. Les indices de la CLC
et les descripteurs du « Chinese
thesaurus » sont imprimés sur les
fiches produites par la Bibliothè-
que d'Etat, mais ce service d'in-
dexation centralisé n'est pas en-
core automatisé. En plus du thé-
saurus encyclopédique, une ving-
taine de thésaurus spécialisés ont
été publiés entre 1974 et 1984;
ceux édités après 1980 ont cher-
ché à être compatibles avec le
« Chinese thesaurus ».
Organisations internationales
Ce tour d'horizon présente d'évi-
dentes lacunes, dues probable-
ment davantage à l'obstacle lin-
guistique (pour le Japon) ou à l'in-
suffisance de ma documentation(pour l'Australie et l'Amérique la-
tine37), qu'à l'absence de recher-
ches originales. On peut le com-
pléter par quelques indications
concernant les travaux à l'échelle
internationale, en commençant
par les organisations non gouver-
nementales (ONG).
37. Pour l'Australie, cf.l'article de JohnMcKINLAY (141); pour le Brésil, cf.lesAnais da Conferencia br sileira de
classificaçao bibliografica, Rio, 1979.
Organisations
non gouvernementales
Etant la plus ancienne - elle sera
centenaire en 1995 -, la Fédéra-
tion internationale de documenta-
tion (FTD) a tous les droits à la
première place. Son « enfant », la
classification décimale universelle
(CDU), est encore bien vivant,
malgré toutes les critiques qu'on
peut, à juste titre, lui adresser. Les
éditions « internationales » com-
plètes se poursuivent régulière-
ment, tant en allemand - mise àjour par les DK-Mitteilungen -
qu'en anglais - par les soins de la
British standards institution. Il en
existe également en russe, en
hongrois, en italien, en polonais...
Une édition « medium », rénovée,
est parue en allemand (1978) et en
anglais (1985), mais pas encore
en français : elle comporte quel-
que 40 000 divisions, contre envi-
ron 140 000 pour l'édition com-
plète.
La FID a eu moins de succès avec
le Broad system of ordering (BSO), 
conçu comme un instrument d'in-
terconnexion entre les banques de
données. La classification, éditée
en 1978, a été suivie d'un « ma-
nuel » en 1979 et d'une traductionfrançaise en 1981 ; en 1985, on a
publié les résultats de tests
conduits à l'Université de Londres
sur 36 banques de données. Le
système du BSO a été l'objet de
critiques dans l'ensemble assez
peu favorables (48, 211) et ne
semble guère, en fait, utilisé.
En 1932, l'Institut international de
bibliographie - actuellement la
FTD - avait adopté ma proposition
de créer une commission pour
étudier les problèmes de classifi-
cation en général, indépendam-
ment de la CDU. Il fallut toutefois
attendre 1951 pour que soit réel-
lement constituée la commision
FID/CA (« théorie générale de la
classification »), dont Rangana-
than fut le rapporteur et qu'il utilisa
avec profit pour diffuser ses idées.
Devenue en 1962 la
FID/CR (commission de recher-
ches sur la classification), elle
organisa les deuxième, troisième
et quatrième conférences d'étu-
des sur la recherche en classifica-
tion (1964, 1975, 1982) - la cin-
quième aura sans doute lieu à
Toronto (Canada) en 1990. Trois
conférences régionales se sont
par ailleurs tenues à Königstein(RFA) en 1979, à New Delhi en
1985, et à Montréal en 1986. La
Commission publie depuis 1973
une Newsletter et a édité entre
1961 et 1988 une collection de 16
rapports, qui font suite à ceux
publiés antérieurement dans la
série « Etudes de classification »
de la FID, ou simplement multi-graphiés38.
Au Congrès international des bi-
bliothèques et de bibliographie
qui s'est tenu à Madrid, en 1935,j'avais présenté un rapport sur « la
coopération entre bibliothèques :
classification et catalographie
coopératives ». A la suite de cela,
la Fédération internationale des
associations de bibliothécaires
(IFLA/FIAB) constitua une
sous-commission chargée d'étu-
dier la normalisation des catalo-
gues, qui borna ses études aux
problèmes des codes pour le cata-
logage alphabétique. On attendit
1978 pour réunir une « table
ronde », s'occupant de la classifi-
cation et du catalogage par sujets.
Transformée en 1980 en section de
la division du Contrôle bibliogra-
phique, elle prit, en 1986, son nom
actuel de « Section on classifica-
tion and indexing ». Elle tient
séance à chaque congrès annuel
de l'IFLA.
A l'Union des associations interna-
tionales (Bruxelles), Judge a éla-
boré une « classification fonction-
nelle » sur des bases assez similai-
res à celle d'Ingetraut Dahlberg
déjà citée. Il en a décrit le schéma
en 1984 (121), et l'a appliquée aux
deux suppléments du Yearbook of
intemational organizations : global
action networks (annuel depuis
1983) et Encyclopaedia of world
problems and human potential (2e
ed., 1986).
Organisations
intergouvernementales
Il convient de commencer parl'UNESCO, dont les activités, dans
le domaine ici traité, peuvent être
divisées en trois périodes. Au
cours de la première, une Confé-
rence internationale sur l'analyse
des documents scientifiques,
convoquée en 1949, avait proposé
que l'UNESCO donne son
concours au développement
d'une classification normalisée et à
l'établissement d'un code interna-
38. Cf. l'historique d'Ingetraut DAHLBERG(49), à compléter, pour les origines, parl'ouvrage d'Eric de GROLIER (89), p. 194-7 et248-249.
tional normalisé pour la « sélec-
tion mécanique des documents ».
Le Comité consultatif international
pour la documentation et la termi-
nologie dans les sciences pures et
appliquées, constitué par
l'UNESCO (et connu sous son sigle
anglais IACDocTerPAS), recom-
manda une étude comparative des
systèmes existants, qui aboutit, enfait, à mon travail sur les « catégo-
ries générales applicables aux
classifications et codifications do-
cumentaires » (90).
La deuxième période fut marquée
par la préparation, en collabora-
tion avec le Conseil international
des unions scientifiques (ICSU),
de ce qui allait devenir l'UNISIST
- 
un système de coopération in-
ternationale dans le domaine de
l'information scientifique et tech-
nique. Le rapport général, confié
à Jean-Claude Gardin39, préconi-
sait, d'une part, une « liste de ve-
dettes-matières » pour servir à la
« catégorisation des sujets » à un
« niveau très général », d'autre
part, des « thésaurus intermédiai-
res » dans chaque spécialité,
construits dans un « cadre formel
commun40 ». La première recom-
mandation fut à l'origine du BSO ;
la deuxième n'eut pas de suite
directe, faute d'un accord sur le
« cadre formel commun ».
Dans la troisième période, qui
dure encore, l'UNESCO réalisa
trois thésaurus pour ses propres
besoins : le Thésaurus de l'Unesco,
réalisé par Jean Aitchison (anglais,
1977 ; français, 1984), SPINES pour
la politique scientifique (anglais,
1976 ; français, 1984) et le thésau-
rus « UNESCO/Bureau internatio-
nal de l'éducation » (4e éd., 1984).
Le projet d'un thésaurus intégré
pour les sciences sociales (138)
n'aboutit pas, et l'Organisation ap-
puie maintenant le projet INTER-
COCTA mentionné ci-dessus
(p. 470).
Parmi les autres organisations
spécialisées des Nations Unies,
l'Organisation mondiale de la
santé (OMS/WHO) est restée fi-
dèle à la classification systémati-
39. Jean-Claude GARDIN s'était fait connaîtrepar tes recherches sur le système ditSYNTOL (1960-1964), financées parEURATOM (Communauté européenne dl'énergie atomique)(16, 80).40. Cf. Jean-Claude GARDIN, (81) ; les
références xactes sont indiquées par Ericde GROLIER (94), p. 72.
que pour la classification des ma-
ladies (9e éd. en 1979) et celle des
altérations de la santé, infirmités et
handicaps (anglais, 1980; fran-
çais, 1988). L'Organisation mon-
diale de la propriété industrielle
(OMPI/WIPO) a publié la 3e édi-
tion de la classification internatio-
nale des brevets en 1979 - une 4e
édition est en préparation. La Food
and agricultural organization
(FAO), qui avait hérité de l'an-
cienne classification de l'Institut
international d'agriculture rédigée
par Frauendorfer (1930, 3e éd.
1960), s'est convertie aux thésau-
rus (en 1979, AFSIS: Aquatic
sciences and fisheries information
system ; en 1982, AGROVOC, en
collaboration avec la Commission
des communautés européennes).
Le Bureau international du travail
(BIT/ILO) en est à la 3e édition de
son thésaurus (1985). L'Agence
internationale de l'énergie atomi-
que révise le sien de manière
continue (INIS : version russe,
1983). Les thésaurus de l'United
nations industrial development
organization (UNIDO) et de l'Uni-
ted nations centre for human set-
tlements (UNCHS), respective-
ment pour le développement in-
dustriel et l'habitat, ont été édités
en 1983 et 1986. L'Organisation
des Nations Unies (ONU) elle-
même a repris le thésaurus de Viet
pour le développement économi-
que et social, d'abord préparé
pour l'Organisation de coopération
et de développement économi-
ques (OCDE) (1969, 1979 ; 3e éd.,
1985), et publié le thésaurus UN-
BIS : Liste trilingue des termes uti-
lisés pour l'analyse par sujets des
documents et autres publications
concernant les programmes et les
activités des Nations Unies 1986).
En dehors de sa coopération avec
la FAO pour AGROVOC, la Com-
mission des communautés euro-
péennes a commandité deux thé-
saurus multilingues - pour l'envi-
ronnement (1983) et pour l'éduca-
tion (EUDISED, nouvelle éd.,
1984) - ainsi qu'un Thesaurus
guide, qui décrit 654 thésau-
rus (84). La banque de données
Thesauri-Echo, sur laquelle il estbasé, est plus complète : en 1986,
elle recensait 1009 thésaurus,
dont 141 multilingues, 441 en an-
glais, 226 en allemand et 180 enfrançais41.
BILAN ET PROSPECTIVE
Evoquant la première application,
à la fabrication d'un index (1958),
de la méthode KWIC (Key-words
in context) - pour laquelle Luhn
avait mis au point, peu avant, un
programme d'ordinateur -, un ar-
ticle récent débute par cette
phrase : « Il y a juste 30 ans que
s'effectua la première vraie révo-
lution dans le domaine de la re-
cherche des documents » (155).
Le terme de « révolution » appli-
qué à cette technique paraît ex-
cessif : Luhn lui-même reconnais-
sait volontiers que le principe du
KWIC avait déjà été appliqué en
Angleterre au milieu du XIXe siècle(1856) par Crestadoro (73). Mais
ce qui a réellement marqué les
« 30 glorieuses » évoquées parMagdeleine Moureau, comme elle
le note d'ailleurs ensuite, c'est le
développement accéléré des
banques de données, d'abord bi-
bliographiques, puis - et mainte-
nant surtout - factuelles, accessi-
bles en ligne, les premières dès
1968, aujourd'hui à la portée de
tout détenteur d'un Minitel (plus
de 3 millions en France)... à condi-
tion qu'il soit assez riche pour
payer le coût des interrogations,
relativement fort élevé pour la
plupart des gens ne dépendant
pas d'une entreprise ou d'une insti-
tution complaisante.
Cette prolifération des banques de
données - quelque 4 000 actuel-
lement, dont peut-être 80 à 90 %
d'origine américaine ou reliées à
une base américaine - s'est faite
de façon parfaitement anarchique,
chacune ayant son propre système
41. Cf. International classification, n° 13,p. 92.
de représentation des connais-
sances : on peut compter sur les
doigts d'une seule main les tenta-
tives réussies d'harmonisation,
comme celle opérée pour le do-
maine de la physique. Ainsi, à six
ans du centenaire de cette date de1896, qui, avec le rejet de la CDU
pour l'International catalogue of
scientific literature42 (ICSL), mar-
qua le premier échec du projet
otlétien de réaliser un Répertoire
bibliographique universel, on se
trouve plus loin que jamais, non
seulement de l'unification des sys-
tèmes d'accès par sujets à laquelle
tendait Paul Otlet, mais encore de
la plus modeste coordination entre
eux, comme le proposait Gardin
pour l'UNISIST.
Par ailleurs, le succès mondial
obtenu par les thésaurus semble
avoir fait conclure le vieux débat
entre partisans des répertoires
méthodiques (qui dominaient en
France depuis Naudé) et adeptes
des index alphabétiques (plus
nombreux et plus influents en An-
gleterre, depuis Maunsell) à
l'avantage de ceux-ci. Et ce à telpoint que Jean Aitchison (2) voit la
principale utilité de la BC2 dans le
fait qu'elle peut servir de source
aux thésaurus.
Opposition sommaire
Cependant, on peut considérer
comme aujourd'hui dépassée
l'opposition sommaire que l'on
rencontre assez souvent entre
classifications et index - il est
vrai, surtout dans des articles fran-
çais comme celui déjà cité de
Magdeleine Moureau. Celle-ci
déclare: « La mise en ordre des
notions caractéristiques contenues
dans les document peut s'obtenir
de deux façons: par un classe-
42. Cf. W. Boyd HAYWARD (103), p. 46-7,69,72-74 et 138-139.
ment logique qui regroupe de
proche en proche les notions plusfines sous des notions plus généra-
les ou par un classement alpha-
bétique des mots qui les expri-
ment. La démarche est très diffé-
rente dans ces deux approches:
avec la première, classification
systématique linéaire, on procède
par inclusions successives dans
des séries de classes emboîtées.
Avec la seconde, index alphabéti-
que, on procède par intersection
de classes indépendantes cha-
cune représentée par un mot43 ».
En effet, d'une part, il n'y a pas que
des classifications « linéaires », et,
d'autre part, la définition de la re-
cherche par mots-clés, comme
procédant par « intersection de
classes indépendantes chacune
représentée par mot », corres-
pond aux idées courantes dans les
années 50, quand florissaient les
« unitermes » de Taube.
Il faut avouer que la théorie de ce
qu'on appelle les « langages do-
cumentaires » (langages d'in-
dexation, en anglais indexing lan-
guages) et de leur relation avec le
langage naturel - (langage cou-
rant et langues de spécialités) -
est encore fort peu satisfaisante : si
l'on relit les rapports présentés il y
a treize ans à la « Workshop on
linguistics and information
science », sous l'égide de la
FTD(217), on s'aperçoit qu'on a,
finalement, assez peu avancé de-
puis. Dans les années 60, une flo-
raison d'études tentèrent d'évaluer
les systèmes de recherche docu-
mentaire, mais elles furent, en
général, menées sur des corpus
expérimentaux trop réduits. L'un
des auteurs qui ont poursuivi ce
genre de recherches propose
maintenant des « sites d'évalua-
tion » nationaux, ou par aires lin-guistiques (123). Le responsable
d'une des meilleures évaluations
de la décennie 70, Lancaster, a tiré
de son expérience la conclusion
que l'on pouvait se passer des
« vocabulaires contrôlés tradition-
nels », donc faire l'économie de
toute indexation (systématique ou
alphabétique) à l'entrée des do-
cuments dans le système, l'usager
disposant d'une « certaine forme
de thésaurus [non précisée] pour
l'aider dans sa recherche sur une
base de données en langage natu-
rel44 
». Cette théorie, reprise dans
43. (155), p. 7.44. F. W. LANCASTER, (131), p. 41.
la 2e édition du manuel de Lancas-
ter (132), n'a pas été acceptée,
tant s'en faut, par l'ensemble de la
profession. On peut s'en rendre
compte à la lecture d'un manuel
tout différent (199) primé par
l'American society for information
science (ASIS), ou à la lecture du
compte rendu du livre de Lancas-
ter par Fugmann (77), qui lui op-
pose des arguments pertinents en
ce qui concerne son propre do-
maine, la littérature chimique.
On trouvera, par ailleurs, un ex-
posé nuancé et prudent des diver-
ses positions adoptées dans ce
débat chez Deschâtelets (58). Ce-
lui-ci relève les limitations inhé-
rentes aux diverses formules utili-
sées pour la recherche d'informa-
tions en ligne et note le dévelop-
pement (encore limité) des « in-
terfaces intelligentes », destinées
à se substituer plus ou moins com-
plètement et efficacement au mé-
diateur (bibliothécaire, documen-
taliste ou informatiste servant d'in-
termédiaire entre l'utilisateur final
et les services des banques de
données). Zarri (223) et Bas-
sano (14) fournissent quelques
indications assez sommaires sur
les recherches récentes (surtout
françaises) en informatique do-
cumentaire.
Une bonne partie de ces recher-
ches suit encore la ligne tracée, en
1958, par Luhn, qui utilisait des
méthodes statistiques fondées sur
la plus ou moins grande probabi-
lité d'occurrence et/ou de co-oc-
currence des mots dans les textes.
C'est le cas, par exemple, des
systèmes SPIRIT (Système syn-
taxique et probabiliste d'indexa-
tion et de recherche d'informations
textuelles) en France (55), FAIRS
aux laboratoires GTE (33), ou IRX
à la National library of medicine
des Etats-Unis (101), des travaux
menés au Centre de documenta-
tion scientifique et technique du
CNRS sur l'analyse des brevets
afin de discerner les tendances de
l'innovation technique (212) et du
système « Who knows » déve-
loppé à Bell communications re-
search, en vue d'établir une sorte
de registre des compétences à
l'intérieur de la compagnie (205).
En général, ces recherches com-
portent maintenant des modules
d'analyse morphologique et syn-
taxique (plus ou moins dévelop-
pés) et, plus récemment, sémanti-
que (souvent assez rudimentaire).
Une autre série de recherches fait
davantage appel à des techniques
de classification proprement dite :
- 
simple classification en « pré-
dicats » et « objets », ceux-ci étant
répartis en classes hiérarchisées
dans le système établi par la so-
ciété ERU pour la partie profes-
sionnelle (« pages jaunes » de
l'annuaire téléphonique fran-
çais (37) ; un système analogue aété développé pour le MGS, Mini-
tel guide des services ;
- 
structure en treillis dans le pro-jet étudié à l'University of North
Carolina (83) ;
- 
« réseaux sémantiques » dans
l'étude du Brigham and women's
hospital pour le projet UMLS (127)
déjà évoqué ci-dessus ;
- 
lexiques du type de ceux na-
guère utilisés dans les travaux de
Gardin au Centre de recherche
sur les traitements automatisés en
archéologie classique (CNRS/Pa-
ris X) dans le cadre du système
SIGMINI (Centre d'automatique et
d'informatique de l'Ecole nationale
supérieure des Mines, à Fontaine-
bleau, et Union minière, à Bruxel-
les (118). Des systèmes encore àl'état de prototypes à base de
« représentation conceptuelle »
des documents sont étudiés à la
General electric à Schenectady
(qui utilise des « graphes concep-
tuels » (172)) et au CNRS à Paris(RESEDA)45.
Persistance de l'imprimé
et du papier
Quarante ans après la vision pro-
phétique de Bush (31), le « livreélectronique » a commencé à de-
venir une réalité, sous la dénomi-
nation d'hypertextes (42) et, plus
ambitieusement, d'hypermédias. Il
semble fort intéressant de noter
que nombre de recherches sur
ces nouvelles formes de représen-
tation des connaissances font ap-
pel à la taxilogie, en incorporant, à
la structure de leurs produits, di-
verses formes de classification:
« index hiérarchique » et « carte
cognitive » à l'Université de Cal-
45. G.P. ZARRI (223), p. 30-34.
gary (79) ; « classifications hiérar-
chiques multifacettes » à la NEC
au Japon (100).
Si la prédiction de Bush est en trainde se réaliser, il semble en aller
autrement pour celle que formula
Leroi-Gourhan, en 1965, suivant
laquelle l'écriture était « appeléeà disparaître rapidement ». Sansdoute, les hypertextes sont-ils en
voie de permettre, comme le pré-
voyait Leroi-Gourhan, de « pré-
senter les livres de telle sorte quela matière des différents chapitres
s'offre simultanément sous toutes
ses incidences », mais nous n'en
sommes pas au point où il pensait
que « l'imprimé conserverait les
formes de pensée curieusement
archaïque dont les hommes au-
raient usé pendant la période du
graphisme alphabétique46 ». Je ne
crois guère à cette paperless so-
46. (135), p. 262.
ciety dont, dix ans après Leroi-
Gourhan, tant de futurologues
américains nous avaient annoncé
le prochain avènement. Les textes
écrits sont une partie intégrante
des hypermédias tels que nous les
voyons apparaître, et l'on ne voit
pas pourquoi ils cesseraient d'y
figurer. Je ne crois pas non plus
que les hypertextes et/ou hyper-
médias relégueront le livre tel que
nous le connaissons, y compris le
périodique qui, après tout, n'en est
qu'une forme particulière, aux bi-
bliothèques transformées en mu-
sées de l'imprimé. Voici quarante
ou cinquante ans, on prédisait sadisparition au profit du microfilm
ou de la microfiche ; cela ne s'est
pas produit, et les gens qui ac-
quièrent un document en micro-
forme s'empressent, s'ils le peu-
vent, de transformer celui-ci en
photocopie. Il y a fort à parier qu'ils
feront de même dans nombre de
cas avec les produits du courrierélectronique, des electronic bulle-
tin boards ou des Forums.
Cependant, le livre électronique,
sur vidéodisques, noteCards, etc.,
se développe rapidement - et
l'on peut sans doute prévoir que,
dans un avenir assez proche, il
remplacera le livre classique pour
certains usages, notamment pé-
dagogiques, ou pour l'accès des
médecins généralistes et auxiliai-
res médicaux au savoir enregistré
par des systèmes experts47. Quel-
les sont les conséquences à pré-
voir dans le domaine de la classifi-
cation ?
Un langage complexe
Comme on l'a remarqué ci-dessus,
divers types de classifications,
dont l'architecture est souvent
sous forme de treillis et non d'ar-
borescences, sont utilisés dans les
sytèmes hypertextes/hypermé-
dias ; toutefois, il s'agit de structu-
res sous-jacentes, pratiquementinvisibles pour l'usager, qui pose
ses questions en langage naturel.
L'on pourrait évidemment appli-
quer aux banques de données
bibliographiques le même prin-
cipe de séparation du code d'or-
ganisation interne par rapport au
langage d'interrogation, ce qui
permettrait d'utiliser pour le pre-
mier un mode de symbolisation(notation) aussi complexe que
l'exigerait la structure des sujets
sans inconvénient pour l'utilisateurfinal. Ingetraut Dahlberg avait déjà 
présenté une suggestion en ce
sens dans un de ses éditoriaux
d'International classification
(1986). Elle estimait que la « nota-
tion analytique » correspondant au
« langage codé de la classifica-
tion » serait nécessairement com-
plexe, et écrivait (51): « L'on ne
peut arriver à maîtriser la com-
plexité de notre univers que par
des systèmes fort complexes d'or-
ganisation des concepts et de leur
synthèse à l'aide de structures et
catégories syntactiquement défi-
nies. Nous devons donc consacrerplus d'efforts au développement
de tels systèmes afin de décrire
conceptuellement - c'est-à-dire
47. Cf. le rapport de Toomas TIMPKA etal.(209) portant sur l'expérience en cours dansles centres de santé suédois.
de manière concise, contrôlée et
logique - ce qui a été énoncé
verbalement dans les textes com-
pliqués des livres et des articles. »
L'occasion de ces remarques lui
avait été fournie par une « Lettre à
la rédaction » de Horst Körner.
Celui-ci notait les difficultés ren-
contrées, en Inde, par les usagers
des bibliothèques employant la
Colon classification, du fait de ses
indices compliqués. Dans la 7e
édition de la CC parue un an
après, cette complexité devait être
encore accrue. On doit également
noter que des codes antérieure-
ment destinés à l'analyse de do-
cuments spécialisés, comme ceux
de Pagès (1959) ou de Selye(1956), avaient eux aussi des sys-
tèmes de notation complexes48.
Cette complexité est-elle réelle-
ment inévitable ? Dahlberg cite
une solution proposée par Kluth,
en 1977, dans son projet de clas-
sification unifiée, pour une « easy
notation of complex cases ». Mar-
tin Scheele avait adopté une nota-
tion décimale avec un seul signe
additionnel ( + ), ce qui conduisaità des indices assez longs - jus-
qu'à 20 chiffres49. La notation de
BC2, avec son emploi conjoint de
majuscules latines et de chiffres
arabes, n'est pas beaucoup plus
compliquée, mais le système dit
de « notation rétroactive » allonge
les indices, qui peuvent atteindre
facilement 8 signes pour des su-jets encore moyennement com-
plexes. Zygmunt Dobrowolski,
dans sa classification pour l'Institut
international de la soudure (1944,
1958), abandonnée ensuite au pro-
fit d'un thésaurus, était arrivé à une
remarquable économie de symbo-
les, grâce à son système de nota-
tion original qui, sans cependant
s'y référer, appliquait la « loi d'Es-
48. Cf. Eric de GROLIER (90), p. 73-79 et105-108.49. (190), p. 20-22 ; on pourra trouver desexemples p. 148-152.
toup-Zipf » observée dans les lan-
gues naturelles, où la longueur
des mots est fonction de leur fré-
quence50.
J'ai discuté ailleurs51 ces questions
de notation, qui ont fait l'objet,
depuis, d'un regain d'attention aux
Etats-Unis (115), en RFA (128,
196), en Inde (188), en Tchécos-
lovaquie (173). En France même,
Anne Dujol a présenté d'intéres-
santes remarques sur la percep-
tion par les usagers des indices
CDU à Beaubourg52. Il conviendrait
toutefois de revoir ses conclusions
en tenant compte du célèbre arti-
cle de Miller (148) et d'autres re-
cherches psycholinguistiques sur
les limites de la mémoire à court
terme. Il y a dix-neuf ans, Foskett
signalait une bibliographie rédi-
gée, à l'Ecole de bibliothécaires
du University college, sur les réac-
tions psychologiques aux symbo-
les, qui comportait 645 référen-
ces53. Si j'ai insisté un peu longue-
ment sur le problème de symboli-
sation des classifications docu-
mentaires, c'est qu'il me paraît l'un
des plus importants à résoudre si
l'on veut aboutir à des systèmes
plus satisfaisants que ceux dont on
dispose actuellement. Bien en-
tendu, il y en a d'autres, que j'ai
abordés naguère54.
De nouvelles recherches
D'une manière générale, cette fin
de siècle devrait voir se dévelop-
per de nouvelles recherches, tant
en taxilogie théorique qu'en classi-
fication appliquée. Le pourcen-
tage de la littérature en langue
française dans ces deux domaines
est encore trop faible : sur la bi-
bliographie d'International classi-
fication, il est passé de 4,1 % en
1981 à 5,2% en 1984 et 5,1% en
1986 pour retomber à un bien
maigre 2,1 % en 1988. La mise en
oeuvre du projet de Très grande
bibliothèque (TGB) pourrait (de-
vrait ?) être le point de départ
d'une remise en question des
méthodes d'accès par sujets dans
l'ensemble des bibliothèques
françaises. Il semble impossible,
en effet, de continuer à utiliser
50. (62), p. 95-216.51. (89), p. 271-301 et (94), p. 86-88.52. (67), p. 233, 237.53. (74), p. 43-44.54. (94), p. 75-95 et (97), p. 32-33.
pour le nouveau fonds de la TGB
le vieux cadre de classement de la
Bibliothèque nationale, qui re-
monte à Clément (1697), refondu
en partie au XVIIIe siècle, puis au
milieu du XIXe, mais ensuite réduit
- 
sauf pour l'histoire de France -
à son squelette des classes debase55. Convient-il pour autant,
comme semblent vouloir l'indi-
quer de récentes Instructions56, de
se diriger vers l'adoption de l'une
ou de l'autre des classifications
dominantes d'origine américaine,
dont la structure de base - pres-
que centenaire pour la LCC (fon-
dée sur Cutter, 1891) et plus an-
cienne encore pour la DDC(1876) - ne correspond plus aux
besoins de notre époque ? C'est,
pour le moins, douteux. Mieux
vaudrait reprendre l'idée de Kluth
et chercher à élaborer un nouveau
système unifié de classification
qui bénéficierait de tous les pro-
grès déjà réalisés dans la théorie
taxilogique et ses applications pra-
tiques, et serait enfin adapté aux
possibilités (et exigences) des
techniques actuellement à notre
disposition : vidéotex comme re-
cherche d'information en ligne. Cequi pourrait se faire en collabora-
tion avec d'autres pays - notam-
ment européens - confrontés, en
fait, au même problème, et serait,
au surplus, renouer avec une
vieille tradition française, remon-
55. Cf. E.G. LEDOS (134) et Eric de GROLIER(89), p. 159-169.56. Cf. Jean-Raoul SANSEN, « L'accès auxdocuments dans les bibliothèques
universitaires », dans ce même numéro.
tant au moins à Gabriel Naudé(1627).
Par ailleurs, la création de l'INIST
pourrait être l'occasion de procé-
der au réexamen des classifica-
tions utilisées jusqu'ici par les Bul-
letins signalétiques du CNRS
(CDST et CDSH).
Six ans nous séparent de 1995,
date envisagée pour l'ouverture
de la TGB - en fait, le délai réel
sera plus rapproché : si l'on veut
traiter le million de volumes de-
vant constituer le « fonds de
base » de cette « BN2 », il faudra
décider très rapidement de la
méthode à utiliser. Rien ne serait
plus préjudiciable que de baser
une telle décision - qui engagera
l'avenir pour plusieurs généra-
tions - sur des présupposés plus
ou moins arbitraires, sans procé-
der auparavant à des recherches
tenant compte des progrès déjà
obtenus dans ce domaine de la
« représentation des connaissan-
ces ».
Il semble opportun de rappeler à
ce sujet l'excellente formule de
Foskett: « La classification - la
recherche des structures - est à
la base de tout notre savoir, et
devrait donc être le fondement de
tous nos systèmes d'organisation
de l'information 57 ». En cet anni-
versaire de la Révolution fran-
çaise, on doit noter que cette
conception était celle d'Ameilhon
57. (74), p. 45.
et de Camus quand ils discutaient,
en 1796, à l'Institut national des
sciences et des arts, de la meil-
leure méthode à adopter pour
classer les fonds de ce réseau
national de documentation, dont
Talleyrand avait exposé les prin-
cipes dès 179158.
Ce n'est pas le lieu pour traiter du
détail des travaux qui seraient
nécessaires. Notons, toutefois,
qu'ils devraient, entre autres, por-
ter :
- 
sur les rapports entre la classifi-
cation des macrodocuments(monographies) et celle des mi-
crodocuments (articles, rapports).
Les uns et les autres semblent en
effet constituer deux ensembles
trop différents pour être traités
selon un système uniforme59 ;
- 
sur l'adaptation des classifica-
tions aux différents types de biblio-
thèques (voir, à cet égard, l'expé-
rience instructive des quatre
« versions » différentes de la BBK
soviétique) (207) ;
- 
sur les relations entre systèmes
encyclopédiques et systèmes
spécialisés ;
- 
sur le problème épineux de la
« reclassification », pour tenir
compte des bouleversements en-
traînés par les « révolutions scien-
tifiques » (130) ; Parent avait, dès
1801, perçu l'importance de cettequestion.
58. Cf. Hélène DUFRESNE (66) et Eric deGROLIER (89), p. 152-154.59. Cf. Eric de GROLIER (97), p. 32-33.
1Afolali, M., « A sociological study of
two classification research groups »,Library science with a slant to docu-
mentation, vol. 2, 1985, p. 77-85.
2Aitchison, Jean, « A classification as
a source for a thesaurus: the Biblio-graphic classification of H.E. Bliss as a
source of theasaurus terms and struc-
ture », journal of documentation, vol.42, 1986, p. 160-181.
3
Alsheimer, Rainer, éd., Bestanders-
chliessung und Bibliothekstruktur,Wiesbaden, Harrassowitz, 1979(Festschrift Rolf Kluth).
4
American institute of physics, in-formation division, A program for a
national information system for phy-
sics, Technical report AIP-ID 69 R,1969, cf. p. XXI.
5
Amsler, Robert A., The structure of
the Merriam-Webster dictionary, Ph.
D. thesis, University of Texas, Austin,
TR 164, 1980.
6
Austin, Derek, PRECIS: a manual of
concept analysis and subject in-dexing, 2d ed., London, British library,
1984, (1ère éd., 1974).
7
Austin, Jutta, « The AMP classifica-
tion system for fiction: trial applica-
tions and retrieval tests », 4th ISCCR,1982, vol. 1, p. 216-226.
8
Azerskaja, N.Y., « On the new edition
of the Universal literature classification
for publishing in the USSR », Sovets-
kaja bibliografija, 1986, n° 5, p. 45-49(en russe).
9
Ballmer, Thomas T., « Zur Gewin-
nung einer Fundamentalklassifikationdes menschlichen Wissen », IC,
vol. 10, 1983, p. 69-77 et 127-134.
10
Ballmer, Thomas; Brennenstuhl,Waltraud, Speech act classification,Heidelberg, Springer, 1981.
11.
Ballmer, Thomas; Brennenstuhl,
Waltraud, Deutsche Verben, Tübin-
gen, Narr, 1986.
12
Banathy, S.H., éd. Systems research,
special issue : Evolutionary visions of
the future, vol. 2, n° 1, 1985.
13.
Baraskova, R.I., Der Rubrikator als
Klassifikationssystem der wissenschaf-
tlich-technischen Information, Berlin,Zentralinstitut für Information und Do-
kumentation, 1982.
* Certains titres de périodiques ont été
abrégés. On trouvera leur développement
en fin de bibliographie.
14
Bassano, J.C., « Systèmes experts et
stratégies de recherche de l'informa-
tion », L'informatique documentaire,n° 32, 1988, p. 41-68.
15.
Beck, Helmut, « Von der SAB zurKAB: Gedanken zur Weiterentwic-klung der Klassifikation für staatliche
Allgemeinbibliotheken und Gewerk-
schaftsbibliotheken », Zentralblatt fürBibliothekswesen, vol. 96, 1982,
p. 97-110.
16
Bely, N., et al., Procédures d'analyse
sémantique appliquées à la documen-
tation scientifique, Paris, Gauthier-Vil-
lars, 1970.
17.
Ben-David, Joseph, The scientist's
role in society, Englewood Cliffs, Pren-
tice-Hall, 1971.
18.
Benoist, Jean-Marie, « L'interdiscipli-
narité dans les sciences sociales »,Interdisciplinarité et sciences humai-
nes, Pans, Unesco, vol. 1, 1983,
p. 169-190.
19.
Bertalanffy, Ludwig von, « An ou-tline of general systems theory », Bri-tish journal for the philosophy of
science, vol. 1, 1950, p. 
134-165;
Id., « General systems theory : a criti-
cal review », General systems, vol. 7,1962, p. 1-20.
20
Bielicka, L.A., et al., « Classification
and indexing languages in Poland(1974-1986) », IC, vol. 14, 1987,
p. 23-28 et 85-89.
21
Birket-Smith, Kjeld, Local applicabi-
lity of the Library of Congress classifi-
cation, FID/CR report n° 10, 1970.
22.
Biswas, Sulal C.; Smith, Fred,
« Computerized deep structure in-dexing system : a critical appraisal »,IC, vol. 15, 1988, p. 2-12 et 139-144.
23.
Blair, David C., « Searching biases inlarge interactive document retrieval
systems », Journal of the American
society for information science, vol. 31,
n° 4, 1980, p. 271-277;Id., « An evaluation of retrieval effec-tiveness for a full-text document re-trieval system », CommunicationsACM, vol. 28, n°3, 1985, p. 289-299;Id., « Full-text retrieval: evaluation
and implications », IC., vol. 13, 1986,
p. 18-23: cf. p. 23..
24
Bloor, D., « Durkheim et Mauss revisi-ted », Studies in history and philoso-phy of science, vol. 13, 1982,
p. 267-297.
25
Bonner, Robin A.B., « Community in-formation classification research pro-ject », 4th ISCCR, 1982, vol. 1,
p. 227-234.
26.
Borko, Harold, « The role of classifi-
cation in online retrieval systems and
automated libraries », 4th ISCCR, 1982,
vol. 1, p. 235-245.
27
Bottomore, Tom Burton, « Introduc-tion », Interdisciplinarité et scienceshumaines, Paris, Unesco, 1983, vol. 1,
p. 9-18.
28.
Boulding, Kenneth Ewart, « La
paix », Interdisciplinarité et sciences
humaines, Paris, Unesco, 1983, vol. 1,
p. 309-324.
29
Bromley, Iu. V. et al., Glossary of
ethnicity... Concepts and terms used
in the USSR in the study of ethnos and
ethnic processes; tr. by G. Blankoff-Scarr, Paris, Unesco, 1987 (copies
xerox).
30
Burger, Henry G., « A transitive taxo-
nomy as a dictionary of cause and
effect », paper presented at a meeting
of the Society for general systems
research, London, 1979;
Id., The wordtree, Merriam, Kansas,
1984.
31
Bush, Vannevar, « As we may think »,Atlantic monthly, vol. 176, 1945,
p. 101-110.
32
Carpenter, M.P.; Narin, F., « The
actequacy of the Science citation index(SCI) 
as an indicator of international
scientific activity », journal of the
American society for information
science, vol. 32, n 6, 1981, p. 430-439.
33Chang, Shih-Chio; Chow, Anita,
« Towards a friendly adaptable infor-
mation retrieval system », RIAO 88,
p. 172-182.
34
Chao, Yuen Ren, « Graphic and pho-
netic aspects of linguistic and mathe-
matical symbols », Structure of lan-
guage and its mathematical aspects,Providence, American mathematical
society, 1961, p. 69-82 (Proceedings of
symposia in applied inathematics,
vol. XII).
35
Chodorow, Martin S., et al.,
« Extracting semantic hierarchies from
a large on-line dictionary », Procee-dings, 23rd annual meeting of the
Association for computational linguis-
tics, Chicago, 1985, p. 299-304.
36
Classification research group, Clas-
sification and information control,
London, The Library association, 1969(contient les rapports de Helen To-
mlinson et Derek Austin sur leurs tra-
vaux).
37
Clémencin, Grégoire, « Querying theFrench yellow pages: natural lan-
guage access to the directory »,RIAO 88, p. 287-312.38
Cochrane, Pauline Atherton, « Mo-
dem subject access in the online
age », American libraries, vol. 15,1984, n°2, p. 80-83; n°4, p. 145-150; n° 5,
p. 336-339; n°6, p. 438-443; n°7,
p. 527-529;Id., Redesign of catalogs and indexes
for improved online subject access,Phoenix, Oryx Press, 1985.
39
Cochrane, Pauline Atherton, éd.,
Improving LCSH for use in online
catalogs, Littleton, Libraries unlimited,
1986.
40
Collier, L.W.; Kay, C.J., « The histori-
cal thesaurus of Engush », Dictiona-
ries, 1980/81, n° 2/3, p. 80-89.
41
Comaromi, John P.; Satija, Mohinder
Partap, « Revising the DDC », IC,
vol. 15, 1988, p. 17-20.
42.Conklin, J., « Hypertext, an introduc-
tion and a survey », IEEE Computer,
vol. 20, n° 20, n° 9, 1987, p. 17-41.
43
Courrier, Yves, « SYNTOL », ELIS,
vol. 29, 1980, p. 357-381.
44
Craven, Timothy C., Classification
research in Canada, Frankfurt, Indeks
Verlag, 1981 (FID/CR report series,
n° 19).
45
Craven, Timothy C., « A NEPHIS
screen editor as an aid in permutedindex generation », Journal of informa-
tion science, vol. 5, 1983, p. 187-191;Id., String indexing, Orlando, Acade-
mic press, 1986;Id., « An online entry format based on
multiple search terms », lournal ofdocumentation, vol. 43, 1987, p. 46-53;Id., « Adapting of string indexing sys-
tems for retrieval using proximity ope-
rators », Information processing and
management, vol. 24, 1988, p. 133-140.
46
Craven, Timothy C.; Fjerestad, L.NEPHIS implementation title coding
manual, 3rd ed., London, Ontario,
University of Western Ontario school
of library and information services,
1981.
47.
Croft, W. Bruce, guest editor, « Artifi-
cial intelligence and information re-trieval », Information processing and
management, vol. 23, n° 4, 1987,
p. 249-382.
48
Dahlberg, Ingetraut, « The Broad
system of ordering (BSO) as a basisfor an integrated social science the-
saurus », IC, vol. 7, 1980, p. 66-72.
49.
Dahlberg, Ingetraut, « 35 years ofFID/CR, International forum on infor-
mation and documentation, vol. 6,
1981, p. 20-26.
50
Dahlberg, Ingetraut, Ontical structu-
res and universal classification, Banga-lore, 1978;Id., « Information coding classifica-tion », IC, vol. 9, 1982, p. 87-93;Id., « The International classification
and indexing bibliography (ICIB) and
its classification system », IC, vol. 12,1985, p. 143-152.
51
Dahlberg, Ingetraut, « Classification
and complexity », IC, vol. 13, 1986,
p. 63-64.
52Dahlberg, Wolfgang, Sein und Zeit
bei Nicolai Hartmann, Frankfurt,
AVIVA, 1983;
Id., Ordnung, Sein und Bewusstsein,
Frankfurt, AVIVA, 1984;Id., « Natural aw and évolution : to-
wards a natural classification of or-der », IC, vol. 13, 1986, p. 1-8 et 65-72.
53
Dahlberg, Wolfgang, « The alphabet :pattern, history and perspective of the
earliest classification system », IC,
vol. 11, 1984, p. 9-12.
54
De Bie, Pierre, « La recherche orien-
tée », Tendances principales de la
recherche dans les sciences sociales
et humaines, 1ère partie, Paris, Unesco,
1970, p. 686-764.
55
Debili, Fathi, et al., « About reformu-lation in full-text IRS », RIAO 88,p. 343-360.
56
De Mey, Marc, The cognition para-digm, Dordrecht, Reidel, 1982.
57.Denison, Barbara, Selected materialsin classification : a bibliography, NewYork, Special libraries association,
1968.
58
Deschâtelets, Gilles, « The three
languages theory in information re-trieval », IC, vol. 13, 1986, p. 126-132.
59
Devadason, F.J., Computerized eep
structure indexing system, Frankfurt,Indeks Verlag, 1986 (FID/CR Report
series, n° 21).
60
Dewèze, A., Réseaux sémantiques,
thèse Lyon, 1981.
61.
Dhiany, P., « Colon classification edi-tion 7 - an appraisal », IC, vol. 15,1988, p. 13-16.
62
Dobrowolski, Zygmunt, Etude sur la
construction des systèmes de classifi-
cation, Paris, Gauthier-Villars, 1964.
63
Dolby, R.G.A., chapitre 9 de Ellen et
Reason, 1979: cf. n° 71 ci-dessous.
64
Dress, Andreas, et al., eds., Selbstor-ganisation : die Entstehung von Ord-
nung in Natur und Gesellschaft, Mün-
chen, Piper, 1986.
65
Dron, E.M., « Taxonomy and theScience reference library », Aslib
proceedings, vol. 33, 1981, p. 182-188.
66Dufresne, Hélène, Le bibliothécaireHubert Pascal Ameilhon (1730-1811),
thèse, Paris, 1962.
67
Dujol, Anne, Le clair et l'obscur:perception et usages de la classifica-tion par le public de la BPI, Paris,Service des études et de la recherchede la BPI, n.d.;
Id., « Le clair et l'obscur », Bull. Bibl.France, t. 31, n° 3, 1986, p. 232-237.
68
Durand (de Gros), J.P., Aperçus de
taxinomie générale, Paris, Alcan, 1899.
69
Durkheim, Emile; Mauss, Marcel,
« De quelques formes primitives de
classification », L'Année sociologique,
vol. 6 (1901-2), 1903, p. 1-72; réim-
primé entre autres dans M. Mauss,Essais de sociologie (collection
Points), 1971, p. 162-230.
70
Dutz, Klaus D., éd., Studien zur Klassi-
fikation, Systematik und Terminologie,Münster, MAKS Publikationen, 1985.
71.
Ellen, R.F.; Reason, D., éds., Classifi-
cations in their social context, London,Academic press, 1979.
72.Fairthorne, Robert A., « Content ana-lysis, specification, and control », Au-
nual review of information science and
technology, vol. 4, 1969, p. 73-109.
73
Firby, N.K. « Crestadoro, Andrea »,ELIS, vol. 6, 1971, p. 271-276.
74
Foskett, D.J., Classification for a gene-
ral index 
language, 
London, Library
association, 1970.
75
Foucault, Michel, L'ordre du dis-
cours, Paris, Gallimard, 1971.
76
Fröscher, G., Probleme der Anwen-
dung der sowjetischen bibliothekari-
sch-bibliographischen Klassifikation i
den Bibliotheken der DDR, Berlin,
Ministerium für Hoch- und Fachschul-
wesen, 1979.
77
Fugmann, Robert, compte rendu de
F.W. Lancaster, Vocabulary control for
information retrieval, 2d ed., IC, vol.
14, 1987, p. 164-166.
78
Fuller, V., 4M classification, Berkeley,
Lorentz report production, 1985.
79
Gaines, Brian R.; Vickers, John N.,
« Hypermedia design », RIAO 88,p. 14-23.
80
Gardin, Jean-Claude, SYNTOL, NewBrunswick, Rutgers - the state uni-
versity, 1965.
81
Gardin, Jean-Claude, UMSIST: étude
sur la réalisation d'un système mondiald'information scientifique. Paris,Unesco, 1971.
82
Garfield, Eugene, « ABC of cluster
mapping », Current contents: physics,
chemistry and earth sciences, vol. 20,
1980, n° 40, p. 5-12 et n° 41, p.5-12;Id., « Introducing the ISI atlas of
science », dans New trends in inter-
national librarianship, S.R. Rangana-
than Festschrift, ed. by P.A. Mohanra-jan, New Delhi, Allied publishers,1984.
83
Gauch, Susan; Smith, John B., « Intel-ligent search of fulltext databases »,RIAO 88, p. 162-171.
84.
Gerstenkorn, Alfred, et al., eds.,
Thesaurus guide, Luxembourg, Officefor official publications of the Euro-
pean communities; Amsterdam,North-Holland, 1983.
85.
Giertz, L.M. « The SFB system », 3rdISCCR, 1975.
86
Glaser, Robert, « La science cogni-
tive et l'éducation », Revue internatio-
nale des sciences sociales, vol. 40,
n° 115, p. 23-51.
87
Goblot, Edmond, Le système des
sciences, Paris, Colin, 1922.
88
Goekowski, J., « The structure of
scientific disciplines and the scientific
communications network », Przeglad
socjologiczny, vol. 33, 1981 (1982),p. 69-87 (en polonais).
89Grolier, Eric de, Théorie et pratique
des classifications documentaires, Pa-
ris, UFOD, 1956.
90
Grolier, Eric de, Etude sur les catégo-
ries générales applicables aux classi-fications et codifications documentai-
res, Paris, Unesco, 1962.
91
GroUer, Eric de, On the theoreticalbasis of information retrieval systems,Paris, 1965 (Final report, AFOSR, AF61(052)-505).
92
Grolier, Eric de, « Quelques travaux
récents en matière de classification
encyclopédique », Bull. Bibl. France,
vol. 15, n° 3, 1970, p. 99-126.
93
Grolier, Eric de, compte rendu des
rapports UNISIST, Bull. Bibl. France,
vol. 18, 1973, p. 136-152.
94
Grolier, Eric de, « Le système des
sciences et l'évolution du savoir »,dans Les fondements de la classifica-
tion des savoirs, actes du colloque
d'Ottawa, 1971, Pullach/München,
Verlag Dokumentation, 1974,p. 20-118.
95
Grolier, Eric de, « In search of an
objective basis for the organization of
knowledge », 3rd ISCCR, 1975 (reprisdans les Proceedings, Bangalore,1979, p. 64-73).
96.
Grolier, Eric de, « La classification
cent ans après Dewey », Bulletin del'Unesco à l'intention des bibliothè-
ques, vol. 30, n° 6, 1976.
97.
Grolier, Eric de, « Classifications as
cultural artefacts », 4th ISCCR, vol. 1,1982, p. 19-34.
98
Grolier, Eric de, Glossaire des rela-
tions interethniques, version provi-
soire, Paris, Unesco, 1988 (copies
xerox).
99
Hall, Elaine, « Australian directions in
subject access », rapport à la confé-
rence annuelle de l'IFLA, Sidney,1988.
100
Hara, Yashinori; Kaneko, Asao, « A
new multimedia electronic book andits functional capabilities », RIAO 88,p. 114-123.
101
Harman, Donna, et al., « IRX : aninformation retrieval system for expe-
rimentation and user applications »,RIAO 88, p. 840-848.
102
Hartmann, Nicolai, Der Aufbau der
realen Welt; Grundriss der allgemei-
nen Kategorienlehre, Berlin, de Gruy-
ter, 1933-1950, 3e éd., 1964.
103
Hayward, W. Boyd, The universe of
information: the work of Paul Otlet for
documentation and international orga-
nisation, Moscow, All-Union institute
for scientific and technical informa-
tion, 1975.
104
Hermes, Hans Joachim, « UDC
workshop in Aachen, Germany: a
summary report », IC, vol. 14, 1987,
p. 92-93.
105.
Hobbs, Jerry R., « World knowledge
and word meaning », Proceedings,TINLAP 3, Las Cruces, NM, January
1987.
106
Hobbs, Jerry R.; Moore, Robert C.,
eds, Formal theories of the common-
sense world, Ablex publishing corp.,1985.
107
Hobbs, Jerry R., et al., Commonsense
metaphysics and lexical semantics,
Technical note 392, Menlo Park, SRIinternational, 1986.
108
Holley, Robert P., « Classification inthe USA », IC, vol. 13, 1986, p. 73-78.
109
Holley, Robert P., « Classification inthe online catalog », Advances in li-brary automation and network, 1987,p. 57-88.
110.
Holton, Gerald, Thematic origins of
scientific thought : Kepler to Einstein,Cambridge, Mass., Harvard university
press, 
1973; 
trad. russe, Moskva, 1981.
111.
Hoppé, Kyra; Lévy, Francis, « Listede quelques instruments de classifica-
tion en France », Bull. Bibl. France,
vol. 15, n° 5, 1970, p. 243-257.
112.
Höthiger, R., « ETHICS Projekt Über-
sicht », DK-Mitteilungen, vol. 32, 1988,p. 1-4.
113.
Hnmphxey, Susanne M., « Interactiveknowledge-based indexing : the Med-
Index system », RIAO 88, p. 883-898.
114.
Humphreys, Betsy L., « Unified me-dical language system (UMLS) pro-gress report », IC, vol. 15, 1988,
p. 85-86.
115.
Hyman, R.J., Shelf classification re-
search, Urbana, Illinois university,
Graduate school of library science,
1980.
116.
INSPEC (Information services for
the physics and engineering com-munities data base), Knowledge re-presentation and knowledge pro-gramming for artificial intelligence,
1975-1985, Springfield, NTIS, 1985.
117.
Jacob, François, La logique du vivant,P ris, 
Gallimard, 1970.
118.Jarmouni Idrissi, Mostafa, et al.,
« Self-structured ata banks semanticintegrity and query assistance inter-face », RIAO 
88, 
p. 439-449.
119.
Johnson-Laird, Phil N., « La repré-sentation mentale dela signification »,Revue internationale des sciences o-
ciales, vol. 40, n° 115, 1988, p. 53-69.
120.
Jolley, J.L., « The holotheme », dansLes fondements de la classification
des savoirs, actes du colloque d'Ot-
tawa, 1971, Pullach/München, Verlag
Dokumentation, 1974, p. 335-366, suivid'une « presentation » par RobertFairthorne, p. 367-370; Id., The fabric of knowledge, London,
Duckworth, 1973.
121
Judge, Anthony J.N., « Functional
classification », IC, vol. 11, 1984,
p. 69-76 et 139-150.
122
Juret, Abel, Les idées et les mots,Paris, Vrin, 1960;
Id., Dictionnaire étymologique t sé-
mantique de la langue latine, Paris,
Microfiches E. de Grolier, 1974;
Id., Dictionnaire étymologique t ana-logique sanskrit, id., 1975.
123
Kantor, Paul B., « National, lan-
guage-specific evaluation sites for re-
trieval systems and interfaces », RIAO
88, p. 139-147.
124.
Kaula, Prithvi ; Prasad, H.N., « Clas-
sification literature in India », IC,
vol. 8, 1981, p. 145-149.
125
Kedrov, Bonifatij Mihajlovi&jadnr;, Engels
estestvoznanie, Moskva, 1947;
Id., A classification of sciences: K
Marx's forecast for the science of the
future, Moskva, Mys'l, 1985 (en russe).
126
Kelley, Grace Osgood, The classifica-
tion of books: an inquiry into its use-fulness to the reader, New York,Wilson Co., 1937.
127
Komorowski, Henryk Jan, « Browsing
and authoring tools for a unified medi-
cal language system », RIAO 88,
p. 
624-641.
128
Körner, Horst G., Notationsysteme für
Dokumentationssprachen u d Klassi-
fikationen, Karlsruhe, Fachinforma-
tionszentrum, 1980;
Id., « Optimale Klassengrosse, die
mathematische Konstante e und Nota-tionsfragen », Studien zur Klassifika-tion, vol. 9, p. 50-67.
129
Körner, Horst G., « Letter to the edi-
tor », IC, vol. 13, 1986, p. 94-95.
130
Kuhn, Thomas, The structure of scien-
tific revolutions, Chicago, University ofChicago press, 1962; nouv. éd. révi-
sée, 1970; trad. fr., Paris, Flammarion,
1983.
131
Lancaster, F.W., « Perspective pa-
per : information science », dans Natu-
ral language in information science,
ed. by Donald E. Walker et al., Stock-
holm, Skriptor, 1977, p. 19-43.
132
Lancaster, F.W., Vocabulary control
for information retrieval, 2d ed., Ar-
lington, Information resources press,1986 (1ère éd., 1972).
133
Laursen, J. McKee, « Effectiveness in
using natural language in searching
volcanistratigraphy », rapport à la 
43
réunion annuelle de l'American so-
ciety for information science, 1980,
résumé dans IC, vol. 7, 1980, p. 147.
134
Ledos, E.G., Histoire des catalogues
des livres imprimés de la Bibliothèque
nationale, Paris, Editions des biblio-
thèques nationales, 1936.
135
Leroi-Gourhan, André, Le geste et la
parole, vol. 2, Paris, A. Michel, 1965,
p. 260-262; reproduit dans André Ja-
cob, éd., Points de vue sur le langage,Paris, Klincksieck, 1969, p. 330-331.
136Lévi-Strauss, Claude, La pensée
sauvage, Paris, Plon, 1962.
137
Lex, Wilfried, « A representation of
concepts for their computerization »,IC, vol. 14, 1987, p. 127-132.
138
Litoukhin, J., « Toward an integratedthesaurus of the social sciences », IC,
vol. 7, 1980, p. 56-59.
139
Liu-Lengyel, H.Y., « The develop-
ment and use of the Chinese classifi-
cation system », International library
review, vol. 19, 1987, p. 47-60.
140
Lorenz, Bernd, Systematische Aufstel-
lung in deutschen wissenchaftlichenBibliotheken, Wiesbaden, Harrasso-
witz, 1985.
141McKinlay, John, « Classification in
Australian libraries », IC, vol. 7, 1980,
p. 131-134.
142
Markey, Karen, et al., DDC online
project, Dublin, Ohio, OCLC, 1986.
143
Markey, Karen, « Class number
searching in an experimental online
catalog », IC, vol. 13, 1986, p. 142-150.
144
Markey, Karen, ed., « Public access
online catalogs », Library trends,
vol. 35, n° 4, 1987.
145
Maturana, Humberto ; Varela, Fran-
cisco, Autopoiesis, Santiago, Univer-
sité du Chili, faculté des sciences,
1972, multigraphié;
Id., Autopoiesis and cognition : the
realization of the living, Dordrecht,
Londres, Reidel, 1980;
Id., El árbol del conocimiento : lasbases biológicas del entendimiento
humano, Santiago de Chile, Editorial
universitario, 1986.
146.
Mehler, Jacques; Bertoncini, Jo-
siane, « L état initial et le constructi-
visme », Revue internationale des
sciences ociales, vol. 40, n° 115, 1988,
p. 137-151.
147
Miksa, F., The development of clas-
sification at the Library of Congress,Urbana, University of Illinois graduate
school of library and information
science, 1984.
148Miller, G.A., « The magical number
seven, plus or minus two : some limits
on our capacity for processing infor-
mation », Psychological reviews,
vol. 63, n° 2, 1956, p. 81-97.
149.
Miller, G.A.; Johnson-Laird, P.N.,
Language and perception, Cambridge
university press, 1976.
150
Miyamoto, S., « A clustering method
of scientific literature based on ave-
rage citation multiplicity », Library andinformation science, vol. 17, 1979,
p. 93-102.
151.
Moeller, Bente Ahlers, « Subject ana-lysis in the library », IC, vol. 8, 1981,p. 23-27.
152.
Mölgaard-Hansen, R., « A study onbuilding filing systems », IBCC report,
n° 2, dans Recent developments in
building classification, Rotterdam,
Bouwcentrum, 1959.
153.
Monod, Jacques, Le hasard et la
nécessité, Paris, Le Seuil, 1970.
154.
Morin, Edgar, « Pour une théorie del'auto-organisation », Interdisciplinarité
et sciences humaines, vol. 1, Paris,Unesco, 1983, p. 209-213.
155
Moureau, Magdeleine, « Les '30 glo-
rieuses' de la recherche de références
sur ordinateur », L'informatique do-
cumentaire, n° 32, 1988, p. 7-9.
156.
Nakai, Hirosi, et al., « Representation
rules for scientific words in a kno-
wledge base system », International
congress on terminology and kno-
wledge engineering, 1987, vol. l,
p. 205-215.
157.
Nalimov, Vassili V., Labyrinths of
language, Philadelphia, ISI press,1981; 
Id., Faces of science, id., 1981;
Id., Realms of the unconscious, id.
1983;
Id., Space, time, and life, id. 1985;
Id., « The nature of meaning in proba-bilistically oriented phitosophy » (en
russe), Yaz., nauk. filos;: Logiko-me-
todol, i semiot. anal., 1986, p. 154-180.
158.
Narin, F.; Carpenter, M.P., « Aretechnology and science becoming in-
distinguishable ? », American societyfor information science annual mee-ting, 1984, p. 199-203.
159.
Oberhauser, Otto, « Klassifikation inOnline-Informations-systeme », IC,
vol. 13, 1986, p.79-87.
160.
Oeser, Erhard, Wissenschaft und In-
formation, München, Oldenbourg,1976;
Id., Wissenschaftstheorie alsRekons-
truktion der Wissenschaftsgeschichte,
id., 1978-79.
161.
Palmer, B.I., « Classification as a
foundation study for librarians », TheSayers memorial volume, ed. by D.F.
Foskett and B.I. Palmer, London, The
Library association, 1961, p. 202-212.
162.
Parmentier, Patrick, Les rayons de labibliothèque : contribution àune étude
sociologique de la classification des
lectures, thèse 3e cycle, Paris VI, 1982;
Id., « Bon ou mauvais genre : la clas-
sification des lectures et la classifica-
tion des lecteurs », Bull. Bibl. France,
vol. 31, 1986, p. 202-223.
163
Pejtersen, Annelise Mark, « A new
approach to the classification of fic-
tion ». 4th ISCCR, 1982, vol. 1,
p. 207-215 ;
Pejtersen, A.M.; Austin, Jutta, « Fic-tion retrieval », Journal of documenta-tion, vol. 39, 1983, p. 230-246 et vol. 40,1984, p. 25-35.
164
Pflug, Günther, « Classification i thelibraries of the German Federal Repu-
blic », IC, vol. 9, 1982, p. 27-29.
165
Pollitt, Arthur Steven, « MenUSE for
medicine: end-user browsing and
searching of MEDLINE via the MeSH
thesaurus », RIAO 88, p. 547-573.
166
Prigogine, I.; Glansdorff, P., Struc-
ture, stabilité et fluctuations, Paris,
Masson, 1971;
Pxigogine, I., From being to beco-
ming, San Francisco, Freeman, 1980.
167
PROGRIS (Projektgruppe Informa-
tionssysteme), Klassifikationssysteme
in Information und Dokumentation der
BRD, Berlin, PROGRIS, 1982;
Id., Klassifikationssysteme in Informa-
tion und Dokumentation : Nutzung undMöglichkeiten der Weiterentwic-
klung, Eggerstein-Leopoldshafen, FIZ
Energie, Physik, Mathematik, 1983.
168.
Pylyshyn, Z.W., « Information
science : its roots and relations as
viewed from the perspective of co-gnitive science », dans The study ofinformation interdisciplinary messa-
ges, ed. by F. Machlup and U. Mans-fi ld, New York, Willey, 1983.
169.
Quillian, M. Ross, The elements of
human meaning: a design for an
understanding machine, multigraphié,(1960); cf. critique dans (91), p. 86-90.
170
Raj. Padmini, « Depth Colon classifi-
cation schedule for anesthesiology »,IC, vol. 14, 1987, p. 77-84.
171.
Rapoport, Anatol, « Mathematical as-pects of general systems analysis »,dans Les sciences sociales: problè-
mes et orientations, 
Paris, Unesco,
1968, p. 320-334.
172
Rau, Lisa F., « Conceptual informa-tion extraction and retrieval from natu-
ral language input», RIAO 88,p. 424-437.
173
Richter, V., « The structure of thelocation mark », Techn. knih., vol. 24,1980, p. 193-201 (en tchèque).
174.
Rieger, Burghard, « Definition ofterms, word meaning, and knowledge
structure », International congress onterminology and knowledge enginee-
ring, vol. 2, 1988, p. 25-41.
175.
Riggs, Fred W., Help for social
scientists: a new kind of reference
process, Paris, Unesco, 1986;Id., « Une encyclopédie des conceptsdes sciences sociales », Revue inter-
nationale des sciences sociales,
vol. 39, n° 111, 1987, p. 119-138; TheIntercocta manual, Paris, Unesco, 1988.
176.
Riggs, Fred W., Ethnicity: Intercoctaglossary, pilot edition, Honolulu, Uni-
versity of Hawaii, Dept. of political
science, 1985.
177.
Ritchie, D.; Hanna, F.K., « Semantic
networks: a general definition and a
survey », Inf. technology res. dev.,
vol. 2, 1983, p. 187-231.
178.
Robine, Nicole, Les jeunes travail-
leurs et la lecture, Paris, La Docu-
mentation française, 1984.
179
Rochhausen, Rudolf, Die Klassifika-
tion der Wissenschaften als philoso-phisches Problem, Berlin, DeutscherVerlag der Wissenschaften, 1968.
180.
Roy, Richard, « Classer par centresd'intérêt », Bull. Bibl. France, t. 31, n° 3,1986, p. 224-231.
181
Salton, G., « Automatic text analysis »,Science, vol. 168, n° 3434, 1970,
p. 1099-1104.
182
Salton, G.; Lesk, M.E., « Computerevaluation of indexing and test pro-cessing », Journal of the Association
for computing machinery, vol. 15, n° 1,1968, reproduit dans Introduction toinformation science, ed. by Tefko
Saracevic, New York, Bowker, 1970,p. 621-640;
Salton, G., « Proposal for a dynamiclibrary », Information, part 2, vol. 2,
n° 1, 1973;
Salton, G., Dynamic information and
library processing, Englewood Cliffs,
Prentlce-Hall, 1975;
Salton, G. et al., « Automatic queryformulation in information retrieval ».Jovrnal of the American society for
information science, vol. 34, 1983,p. 262-280.
183.
Sandison, A. « The Science referencelibrary classification for books on
shelves », International journal of li-brarianship, vol. 12, 1980, p. 26-41.
184.Satija, Mohinder Partap, « FID-88pre-conference seminar on computer
applications of the UDC », IC, vol. 15,1988, p. 149-150.
185.
Satija, M.P., « Use of Colon classifi-
cation », IC, vol. 13, 1986, p. 88-92.
186
Satija, M.P., « Colon classification :literature analysis (1970-1984 », IC,
vol. 12, 1985, p. 133-142.
187.
Satija, M.P., Compte rendu de la 7e
éd. de la Colon classification, IC,
vol. 15, 1988, p. 166-170.
188
Satija, M.P., « History of book num-bers », IC, vol. 14, 1987, p. 70-76;Id., A primer in Ranganathan's book
numbers, Delhi, Mittal, 1987.
189.
Savage, E.A., Manual of book classifi-
cation and display for public libraries,London, Allen & Unwin, 1946.
190
Scheele, Martin, Ordnung und Wort-
schatz des Wissens, Schlitz/Hesse,
Guntrum, 1977;
Id., « Automatic indexing of titles andkeywords on the basis of a model for
an overall thesaurus of knowledge »,IC, vol. 10, 1983, p. 135-137.
191
Scheerer, Eckart, « Esquisse d'une
histoire de la science cognitive », Re-
vue internationale des sciences ocia-les, vol. 40, n° 115, 1988, p. 7-21.
192
Schulz, H., « BBK Arbeit », Zentralblattfür Bibliothekswesen, vol. 98, 1984,
p. 366-370.
193
Seiler, Th. B.; Wannemacher, W.B.,
eds., Concept development and the
development of word meaning, Berlin,
Springer, 1983.
194
Shannon, Claude E.; Weaver, W.,
The mathematical theory of communi-
cation, Urbana, University of Illinois
press, 1949.
195
Shera, Jesse H., « Automation without
fear », The Sayers memorial volume,
ed. by D.J. Foskett and B.I. Pàlmer,London, The Library association, 1961,
p. 168-181.
196
SIG/BK Special interest group onlibrary classification, Gesellschaft
für Klassifikation, « Skeleton re-
commandation for the formation of
location marks », IC, vol. 8, 1981,p. 150-152.
197
Simon, Hans Reiner, Research and
publication trends in systematic zoo-logy, 1758-1970, Frankfurt, J.W. Goethe
Universitat, 1982.
198.
SmaU, H.; Greenlee, E., « Citation
context analysis of a co-citation clus-
ter : recombinant-DNA », Scientome-
trics, vol. 2, 1980, p. 277-301.
199
Soergel, Dagobert, Organizing infor-
mation, Orlando, Academic press,1985.
200
Stan&jadnr;ikova, Pa la, « Present state
and future development of information
retrieval languages in Czechoslova-
kia », IC, vol. 11, 1984, p. 133-138.
201.Stilkenboom, M., « Die Dezimalldassi-
fikation in den Bibliotheken des Goe-
the-Instituts », DK-Mitteilungen,
vol. 27, n° 5, 1983, p. 15-16.
202
Stock, Wolfgang G., « InformetrischeUntersuchungsmethoden auf der
Grundlage der Textwortmethode », IC,
vol. 11, 1984, p. 151-157.
203.
Storer, N.W.; Parsons, T., « The dis-
ciplines as a differentiating force »,dans The foundations of access toknowledge, ed. by E.B. Montgomery,
Syracuse University, 1968, p. 101-121;
trad. russe dans 
Nau&jadnr;. dejatel'nost':
struktura i instituty, Moskva, 1980,
p. 56-106.
204.
Sträter, H.; Kloeden, E.V., « Inhaltli-
che Erschliessung schöner Literatur »,Buch und Bibliothek, vol. 40, 1988,p. 342-355.
205.
Streeter, Lynn A.; Lochbaum, Karen
E., « Who knows : a system based on
automatic representation of semantic
structures », RIAO 88, p. 379-388.
206
Sukiasjan, Eduard R., « Classificationpractice in the USSR ». IC, vol. 15,1988, p. 69-72.
207.
Sukiasjan, Eduard R., « Rapport au
congrès IFLA 1983 », résumé dans IC,
vol. 10, 1983, p. 150.
208.
Swanson, Don R., « Searching naturallanguage text by computer », Science,
vol. 132, n° 3 434, 1960, p. 1099-1104.
209.
Timpka, Toomas, et al., « Introducinghypertext in primary health care : sup-porting the doctor-patient relations-hip », RIAO 88, p. 99-113.
210.
Tomita, Masaru, et al., « Linguistic
and domain knowledge sources forthe universal parser architecture », In-ternational congress on terminology
and knowledge engineering, 1987,
vol. 1, p. 191-203.
211.Travis, Irene L., Compte rendu des
documents BSO, IC, vol. 7, 1980,
p. 92-93.
212
Turner, W.A., « Information aids fortechnological decision-making: newdata processing and interrogation
techniques for full-text patent databa-
ses », RIAO 88, p. 389-406.
213
Ungvary, R., « Some remarks on the
structure of the subject class system(Rubricator) of ISTIS from the point of
view of classification theory », Tudo-
manyos es Müszaki Tajekoztatas,
vol. 30, 1983, p. 22-27 (en hongrois).
214
Vannérus, Allen, Vetenskapssyste-
matik, Stockholm, Bonnier, 1907; nouv.éd. 1920.
215.
Vickery, B.C., « Knowledge represen-tation », journal of documentation,
vol. 42, 1986, p. 145-159.
216.
Wåhlin, Ejnax, Research on classifica-tion systems, Stockholm, Swedish
council for building research, 1978(publié aussi comme FID/CR report
n 17, 1979);
Id., « Analysis of different ordering
principles in the area 'technology' (T),
'Industry' (I) and 'Material culture' (M)
- 
the TIM project », 4th ISCCR, 1982,
vol. 1, p. 114-124; « Letter to the edi-
tor », IC, vol. 11, 1984, p. 172-173.
217.
Walker, Donald, et al., eds., Naturallanguage in informatic science, Stock-
holm, Skriptor, 1977.
218
Wildgen, W., Catastrophe theoretic
semantics: an elaboration of RenéThom's theory, Amsterdam, Benjamins,
1982.
219
Wilke, Jürgen, Bibliographie zu Ver-fahren der multivariaten Statistik, der
mehrdimensionalen Kiassifikation und
ihre Anwendungen in Natur- und
Gesellschaftswissenschaften,
1901-1975, Berlin, Akademie-Verlag,
1978.
220.
Wille, Rudolf, « Line diagrams ofhierarchical concept systems », IC,
vol. 11, 1984, p. 77-86.
221.
Williamson, Nancy J., « Subject ac-
cess in the online environment ». Ad-
vances in librarianship, vol. 13, 1983,
p. 49-97.
222
Wojciechowski, Jerzy A., « Fore-
word », Les fondements de la classifi-
cation des savoirs, actes du collogue
d'Ottawa, 1971, Pullach/München,
Verlag Dokumentation, 1974, p. 7-8.
223
Zarri, G.P., « Etat de l'art : les nouvel-les tendances de l'informatique do-
cumentaire », L'informatique docu-
mentaire, n°32, 1988, p. 11-40.
224
Zeng Lei, « An introduction to thesauri
and classification systems in the Peo-ple's Republic of China », IC, vol. 13,1986, p. 24-28.
225.
Zygouris, Radmila, Un exemple de
réseau sémantique pour l'analyse
automatique vers le SYNTOL, CNRS,Section d'automatique documentaire,
1963 (rapport /5/1963/SAD), multi-
graphié).
SIGLES
ELIS 
= 
Encyclopedia of library andinformation science, ed. by Allen Kent,
New York, Dekker.
IC = International classification,
Frankfurt, Indeks Verlag, depuis 1974.
3rd ISCCR 
= 
Ordering systems forglobal information networks, rapportsprésentés à la 3e Conférence interna-
tionale d'étude sur la recherche en
classification, Bangalore, 1975, La
Haye, FID, 1979.
4th ISCCR 
= 
Universal classification,
rapports présentés à la 4e Conférenceinternationale d'étude sur la recher-
che en classification, Augsburg, 1982,Frankfurt, Indeks Verlag, 1982, 2 vol.
RIAO 88 
= 
RIAO 88: Conference...
user oriented content based text andimage handling, Massachusetts Insti-
tute of technology, 1988, Paris, C.I.D.(Centre de hautes études internationa-les d'informatique documentaire),
1988, 3 vol.
