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Summary
This HDR manuscript presents a summary of my research activities after my PhD in
2010. It covers my work in computer vision from the postdoctoral position at Inria Paris
to my present researcher position at Inria Grenoble.
Understanding visual data automatically—one of the main challenges in computer
vision—is having a significant impact in many practical applications, and this phe-
nomenon can only increase with the continuous rise in digital image and video content
being generated. My work presented here focuses on a selection of machine learning meth-
ods for computer vision problems. The core theme of these methods is the extraction of
priors as additional cues for recognition when only partially-supervised data is available.
Such partially-supervised data includes cases where only weak annotations are available,
e.g., image or video labels describing the objects in a scene, instead of pixel-wise labels
for segmenting objects. It also includes scenarios where data is semi-supervised, e.g., the
problem of tracking objects in a video sequence when they are annotated only in the first
frame. A third example of partially-supervised data is the case of incremental learning,
where an existing model is updated with new training data, in the absence of the orig-
inal annotations used to train the initial model. In addition to discussing approaches
to handle all these scenarios, which lack full annotations, we will also demonstrate the




Ce manuscrit présente mes activités de recherche en vision artificielle après ma thèse
de doctorat soutenue en 2010. Il couvre la période de mon post-doctorat à Inria Paris
ainsi que mon activité actuelle de chercheur à Inria Grenoble.
Comprendre automatiquement les données visuelles—un des défis clés en vision artificielle—
a un impact significatif dans de nombreuses applications pratiques, et ce phénomène ne
fait que s’accentuer avec l’augmentation du contenu généré en images et en vidéos. Mon
activité de recherche présentée dans ce manuscript se concentre sur une sélection de
méthodes en apprentissage statistique pour résoudre les problèmes en vision artificielle.
Le thème central de ces méthodes est l’extraction des a priori en tant qu’informations
supplémentaires pour la reconnaissance, lorsque seulement des données partiellement su-
pervisées sont disponibles. Ces données incluent des cas dans lesquels des annotations
faibles sont disponibles, par exemple des libellés par image ou vidéo décrivant les objets
d’une scène, au lieu de libellés par pixels pour segmenter des objets. Il inclut également
des scénarios dans lesquels les données sont semi-supervisées, par exemple le problème
du suivi des objets dans une séquence vidéo quand ils sont annotés uniquement dans la
première image. Un troisième exemple de données partiellement supervisées est le cas de
l’apprentissage incrémental, où un modèle existant est mis à jour avec de nouvelles don-
nées d’apprentissage, en l’absence des annotations d’origine utilisées pour former le mo-
dèle initial. En plus de discuter des approches pour gérer tous ces scénarios, qui manquent
d’annotations complètes, nous allons également démontrer l’importance des a priori pour
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The quantity of digital images and videos available on-line continues to grow at a
phenomenal speed: home users put their movies on YouTube and their images on Flickr;
journalists and scientists set up web pages to disseminate news and research results; and
audiovisual archives from TV broadcasts are opening to the public. In 2021, it is expected
that nearly 82% of the Internet traffic will be due to videos, and that it would take an
individual over 5 million years to watch the amount of video that will cross global IP
networks each month by then. 1 Thus, there is a pressing and in fact increasing demand
to annotate and index this visual content for home and professional users alike. The
available text and audio metadata is typically not sufficient by itself for answering most
queries, and visual data must come into play. This manuscript presents methods to
address this challenge of computer vision, i.e., understanding visual data.
1.1 Research Contributions
The work presented in this HDR manuscript focuses on a selection of machine learn-
ing methods for computer vision problems developed by the author together with his
colleagues. In this context, it deals with the aspects of modelling problems, learning
the models and their parameters, and performing inference efficiently and accurately.
The core theme of the methods discussed in the manuscript is the use of priors as ad-
ditional cues for recognition when only partially-supervised data is available. Example
of such data include: weak image or video labels instead of pixel-wise annotation for
segmentation, semi-supervised case for tracking when only the first frame contains object
annotation. We will also present the benefit of priors for a few fully-supervised recognition
problems, such as text recognition and human pose estimation and segmentation.
The manuscript includes a selection of the author’s research contributions during the
past eight years. It is organized as three parts: modelling priors, motion understanding,
and learning approaches, in the context of visual recognition problems. The following
1. Cisco Visual Networking Index: Forecast and Methodology, 2016-2021, https://goo.gl/C7GQ6s.
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1. Introduction
presents a short summary of research work conducted between 2003 and 2010, i.e., before
and during the author’s PhD (Section 1.1.1), and then provides details of the three
research axes in the manuscript (in Sections 1.1.2, 1.1.3, 1.1.4).
1.1.1 Research conducted before and during my PhD
My research experience started in the final year of my undergraduate in 2003 at IIIT
Hyderabad, India, under the supervision of P. J. Narayanan and C. V. Jawahar. This
resulted in a few publications focused on low-level recognition problems: handwritten
text in documents [A2], [A6], [A7], 2 geometric prior for object tracking [A5], mixture
models for event recognition [A1], [A22].
I then started my PhD in November 2005 under the supervision of Philip H. S. Torr
(Professor, Oxford Brookes University during my PhD, and now at University of Ox-
ford). During my PhD, I decided to specialize in combinatorial optimization methods
for computer vision—a topic that allowed me to explore research problems in multiple
areas, such as machine learning, applied mathematics and computer vision—with a par-
ticular focus on labelling problems. I modelled vision tasks defined on images as labelling
problems involving several parameters, and developed methods to learn the parameters
from annotated training data and perform efficient inference. For example, our work
in [A20] extended the subclass of submodular energy functions that can be minimized
exactly. It proved that a subclass of functions defining constraints on at most three nodes
jointly (i.e., third order functions) can be minimized exactly with the efficient graph cuts
algorithm. While this is a new result, it is limited to a rather small set of functions.
To cater to a larger class of energy functions, we proposed efficient approximate algo-
rithms for pairwise functions in [A4], and then extended it to higher order functions [A3],
[A26]. Some of the methods in [A4] were shown to be orders of magnitude faster than
previous work [90]. Efficient solutions for novel energies, with constraints defined on
thousands of image pixels, were introduced in [A14], [A26] (these publications together
have over 500 citations 3). They were targeted at street-level imagery, similar to that
in Google Street View, with potential applications in the development of driverless cars
and robot navigation. The work in [A14] was also the first one to present an efficient
method for solving functions with very high order, and also validate it on the joint task
of segmentation and detection.
In summary, the common theme of my PhD work is modelling low-level labelling
problems in computer vision as energy functions and solving them efficiently. Since my
PhD I have taken this experience to develop approaches: incorporating novel priors into
computer vision problems, for motion understanding, and machine learning algorithms.
The following three sections will highlight these research contributions after my PhD.
2. References [A#] denote the work of the author, and [#] denote the work of others.
3. All the citation statistics are according to Google Scholar on 10 October 2018.
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1.1.2 Modelling priors for visual recognition
Scene text understanding, i.e., recognizing text occurring in images and videos, is one
instance where we incorporate priors when formulating the problem in an optimization
framework. This has applications such as “reading” text signs on streets in the form of sign
boards, street names, in particular when the reader is unable to read, due to unfamiliarity
with the language or poor vision. Inspired by work from the natural language processing
community, we developed language priors, and used them in combination with visual cues.
Previous work addressing this problem relies on localizing characters accurately before
forming them into words [181]. Instead of pre-selecting characters sub-optimally to form
words, we define a cost function that considers all potential character locations together
with natural language priors in the form of pairwise and higher order constraints. This
joint model, presented in a series of papers [A16], [A18], [A19], [A21], gave state-of-the-art
results on several public benchmark datasets for text recognition. We also applied this
formulation to text-based retrieval, wherein image and video content containing text from
the given query are searched and retrieved [A17]. Our work on scene text understanding
has had a significant impact: (i) over 550 citations in total since 2011, (ii) the datasets we
developed as part of this work are the first large-scale ones for scene text problems (with
over 1 million images), which were used by other groups in Oxford, Barcelona, Japan,
(iii) a PhD thesis award for A. Mishra who worked on this topic.
Our work presented at ICCV 2013 [A8] and in TPAMI 2015 [A23] for segmenting mul-
tiple people is motivated by the fact that knowing the locations of body joints (known as
body pose) is useful to segment a person, and conversely, person segmentation helps lo-
calize body joints more accurately. We proposed priors learnt from estimated body poses
to improve the task of person segmentation. We cast this problem in an optimization
framework with a novel cost function defined using person detections, and likelihoods
computed from pose estimates, colour, motion and stereo disparity cues. This overcame
the limitations of several previous works, which considered: (i) segmentation and pose es-
timation problems separately in spite of the relation between them; or (ii) a single person
in the scene; or (iii) people in non-complex poses in uncluttered scenes. Another example
where we use human body-specific constraints is to solve the pose estimation problem in
videos [A10]. The optimization problem defined on body parts with spatio-temporal links
between them is intractable, and previous approaches provide approximate solutions. Al-
though such methods perform well on certain body parts, e.g., head, their performance
on lower arms, i.e., elbows and wrists, remains poor. Our approach constrains the loca-
tion of body parts temporally over video frames to address this issue, but results in a
large graph with cyclic constraints. Performing inference on such graphs is a well-known
challenging problem in the optimization community. We presented a new approximate
scheme based on variable splitting and dynamic programming techniques exploiting pose
priors. In doing so, we obtain significant improvement in performance on standard as
well as our challenging ‘Poses in the Wild’ dataset. These works have been popular in
the pose estimation and segmentation area, with over 100 citations.
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1.1.3 Visual recognition through motion understanding
I started working on different aspects of understanding motion from the beginning of
my postdoc career. My first work in this direction was presented at CVPR 2011 [A15],
which introduced novel long-range motion and occlusion cues extracted from videos.
These cues constrain many pixels in a video temporally to belong to an object, while
respecting the relative occlusion ordering between two neighbouring objects. This was
the first work to integrate these novel constraints into a video segmentation framework,
and extracts object segments missed by previous work. Long-range cues also formed the
basis of the work of the first PhD student I co-supervised at Inria Grenoble (Y. Hua).
We used them in the context of the tracking problem, where the goal is to localize an
object (or several in some cases) in all the frames of a video, given its location in the first
frame. More specifically, the cues help estimate the state of an object when tracking it,
i.e., whether it is partially or fully occluded, or has undergone a change in appearance
or viewpoint [A12]. Further work in this theme of tracking was presented at ICCV
2015 [A13], where we addressed the challenging problem of localizing objects that can
undergo transformations, such as severe rotation. The tracking problem in this case is
formulated as a proposal selection task, where the location of the object is estimated
from a potential set of location proposals. We make two contributions: (i) introducing
novel proposals estimated from the geometric transformations undergone by an object
and building a rich candidate set for predicting the object location, and (ii) devising a
novel selection strategy using multiple cues. This body of work has over 100 citations,
and is also the basis of our submission to the VOT-TIR tracking challenge (held at ICCV
2015), where we won one of the competition tracks.
Joint work with P. Tokmakov, another PhD student I co-supervised at Inria Grenoble,
first analyzed the fundamental problem of learning motion features automatically from
video [A27]. We formulated this as the problem of determining whether an object is in
motion, irrespective of camera motion, i.e., independent motion. The core of our approach
is a fully convolutional network, which is learned entirely from synthetic video sequences,
and their ground-truth optical flow and motion segmentation. This encoder-decoder style
architecture first learns a coarse representation of the optical flow field features, and then
refines it iteratively to produce motion labels at the original high-resolution. The pixel-
level output of this network denotes whether it has undergone independent motion. We
then extended this work with a visual memory module to handle cases where the object
is in motion only for a part of the video [A28], [A30]. In other words, to segment (an)
object(s) that move(s) in at least some part of the video. Given a video frame as input,
our approach assigns each pixel an object or background label based on the learned spatio-
temporal features as well as the ‘visual memory’ specific to the video, which is acquired
automatically without any manually-annotated frames. The visual memory module is
implemented with convolutional gated recurrent units, which allows to propagate spatial
information over time. In addition to these publications, we also produced open-source
software for this body of work on learning motion features.
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1.1.4 Learning approaches for visual recognition
One of my earlier contributions focused on learning the graph structure when finding
correspondences between two graphs [A11]. Despite this problem of graph matching
being a popular technique in computer vision for finding correspondences between two
images, the structure of the graph to perform this matching has been hard-coded in some
form up until this work. Our work addressed this important limitation with a simple and
effective technique to parameterize a graph model, and learn its attributes from data.
It was an oral presentation at ICCV 2013. We proposed to learn a graph model based
on a graph representation with histogram-based attributes for nodes and edges. To this
end, we presented a generalized formulation for graph matching, which is an extension of
previous learning approaches. We show that all attributes of the graph can be learned in
a max-margin framework. The proposed method reconstructs a graph model inherent in
a target class, and provides impressive matching performance.
The second contribution in this research theme is on weakly-supervised learning for
semantic segmentation [A29], where the goal is to assign labels to all the pixels in an
image (or video). It is particularly important, as acquiring a training set by labeling
images manually at the pixel level is significantly more expensive than assigning class
labels at the image level. We present a weakly-supervised learning approach for a fully
convolutional neural network (FCNN) based framework, which produces state-of-the-art
segmentation results. While there have been recent attempts to learn FCNNs from image-
level weak annotations, they need additional constraints, such as the size of an object, to
obtain reasonable performance. To address this issue, we present motion-CNN, a novel
FCNN framework which incorporates motion cues, and is learned from video-level weak
annotations. Our learning scheme to train the network uses motion segments as soft
constraints, thereby handling noisy motion information.
Our recent contributions in learning approaches are focused on incremental learning
in the context of CNNs [A9], [A25]. Despite the success of CNNs for image classification
and object detection, they are ill-equipped for incremental learning, i.e., adapting the
original model trained on a set of classes to additionally recognize objects of new classes,
in the absence of the initial training data. They suffer from “catastrophic forgetting”–
—an abrupt degradation of performance on the original set of classes, when the training
objective is adapted to the new classes. Our initial work, presented at ICCV 2017 [A25],
addresses this issue, and learns object detectors incrementally, when neither the original
training data nor annotations for the original classes in the new training set are available.
The core of our proposed solution is a loss function to balance the interplay between
predictions on the new classes and a new distillation loss, which minimizes the discrepancy
between responses for old classes from the original and the updated networks. This
incremental learning can be performed multiple times, for a new set of classes in each
step, with a moderate drop in performance compared to the baseline network trained on
the ensemble of data. A follow up to this work presented at ECCV 2018 [A9] studies this
problem for more general neural network architectures.
5
1. Introduction
1.2 List of Publications
Following is the list of my peer-reviewed publications since PhD (2010), organized
according to the publication venue. A subset of these publications, which are included in
this manuscript, are also in the bibliography, and are cited in the following chapters.
Refereed journal articles - 5
— P. Tokmakov, C. Schmid, and K. Alahari,
“Learning to Segment Moving Objects,” International Journal on Computer Vision,
2018 (In press)
— N. Chesneau, K. Alahari, C. Schmid,
“Learning from Web Videos for Event Classification,” IEEE Transactions on Cir-
cuits and Systems for Video Technology, October 2018
— A. Mishra, K. Alahari, and C. V. Jawahar,
“Unsupervised refinement of color and stroke features for text binarization,” Inter-
national Journal on Document Analysis and Recognition, June 2017
— A. Mishra, K. Alahari, and C. V. Jawahar,
“Enhancing Energy Minimization Framework for Scene Text Recognition with Top-
Down Cues,” Computer Vision and Image Understanding Journal, April 2016
— G. Seguin, K. Alahari, J. Sivic, and I. Laptev,
“Pose Estimation and Segmentation of Multiple People in Stereoscopic Movies,”
IEEE Transactions on Pattern Analysis and Machine Intelligence, August 2015
Top refereed international conferences (CVPR/ECCV/ICCV) - 17
— F. M. Castro, M. J. Marín-Jiménez, N. Guil, C. Schmid, and K. Alahari,
“End-to-End Incremental Learning,” ECCV, 2018
— K. Shmelkov, C. Schmid, and K. Alahari,
“How good is my GAN?” ECCV, 2018
— G. A. Sigurdsson, A. Gupta, C. Schmid, A. Farhadi, and K. Alahari,
“Actor and Observer: Joint Modeling of First and Third-Person Videos,” CVPR,
2018
— K. Shmelkov, C. Schmid, and K. Alahari,
“Incremental Learning of Object Detectors without Catastrophic Forgetting,” ICCV,
2017
— P. Tokmakov, K. Alahari, and C. Schmid,
“Learning Video Object Segmentation with Visual Memory,” ICCV, 2017
— P. Tokmakov, K. Alahari, and C. Schmid,
“Learning Motion Patterns in Videos,” CVPR, 2017
— P. Tokmakov, K. Alahari, and C. Schmid,
“Weakly-Supervised Semantic Segmentation using Motion Cues,” ECCV, 2016
— Y. Hua, K. Alahari, and C. Schmid,
“Online Object Tracking with Proposal Selection,” ICCV, 2015
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— Y. Hua, K. Alahari, and C. Schmid,
“Occlusion and Motion Reasoning for Long-term Tracking,” ECCV, 2014
— A. Cherian, J. Mairal, K. Alahari, and C. Schmid,
“Mixing Body-Part Sequences for Human Pose Estimation,” CVPR, 2014
— K. Alahari, G. Seguin, J. Sivic, and I. Laptev,
“Pose Estimation and Segmentation of People in 3D Movies,” ICCV, 2013
— M. Cho, K. Alahari, and J. Ponce,
“Learning Graphs to Match,” ICCV, 2013 (oral)
— A. Gandhi, K. Alahari, and C. V. Jawahar,
“Decomposing Bag of Words Histograms,” ICCV, 2013
— A. Mishra, K. Alahari, and C. V. Jawahar,
“Image Retrieval using Textual Cues,” ICCV, 2013
— F. Couzinié-Devy, J. Sun, K. Alahari, and J. Ponce,
“Learning to Estimate and Remove Non-uniform Image Blur,” CVPR, 2013
— A. Mishra, K. Alahari, and C. V. Jawahar,
“Top-Down and Bottom-up Cues for Scene Text Recognition,” CVPR, 2012
— J. Lezama, K. Alahari, J. Sivic, and I. Laptev,
“Track to the Future: Spatio-temporal Video Segmentation with Long-range Motion
Cues,” CVPR, 2011
Other refereed international conferences - 4
— U. Roy, A. Mishra, K. Alahari, C. V. Jawahar,
“Scene Text Recognition and Retrieval for Large Lexicons,” ACCV, 2014
— V. Goel, A. Mishra, K. Alahari, C. V. Jawahar,
“Whole is Greater than Sum of Parts: Recognizing Scene Text Words,” ICDAR,
2013
— A. Mishra, K. Alahari, and C. V. Jawahar,
“An MRF Model for Binarization of Natural Scene Text,” ICDAR, 2011 (oral)
— M. Schmidt and K. Alahari,
“Generalized Fast Approximate Energy Minimization via Graph Cuts: Alpha-
Expansion Beta-Shrink Moves,” UAI, 2011
Refereed national conferences - 2
— N. Chesneau, G. Rogez, K. Alahari, and C. Schmid,
“Detecting Parts for Action Localization,” BMVC, 2017
— A. Mishra, K. Alahari, and C. V. Jawahar,





This chapter is based on the following publications.
— A. Cherian, J. Mairal, K. Alahari, and C. Schmid,
“Mixing Body-Part Sequences for Human Pose Estimation,” CVPR, 2014 [PDF]
— A. Mishra, K. Alahari, and C. V. Jawahar,
“Enhancing Energy Minimization Framework for Scene Text Recognition with Top-
Down Cues,” Computer Vision and Image Understanding Journal, April 2016 [PDF]
— G. Seguin, K. Alahari, J. Sivic, and I. Laptev,
“Pose Estimation and Segmentation of Multiple People in Stereoscopic Movies,”




This chapter highlights methods that model priors for computer vision problems when
fully-annotated training data is available. In particular, we consider the problems of
recognizing scene text in images, multi-person segmentation, and human pose estimation.
Our multi-person segmentation method relies on the prior that localizing body joints helps
extracting regions corresponding to people (Section 2.1). The second example uses prior
information based on human body-specific constraints for the pose estimation problem
(Section 2.2). In the case of scene text recognition, we introduce priors inspired by natural
language processing models (Section 2.3).
2.1 Multi-Person Segmentation
We explore the problem of detecting and segmenting multiple people in the context of
stereoscopic feature length movies, which provide a large amount of readily available video
footage of challenging indoor and outdoor dynamic scenes. Our goal is to automatically
analyze people in such challenging videos. In particular, we aim to produce a pixel-wise
segmentation, and recover the partial occlusions and relative depth ordering of people
in each frame, as illustrated in Figure 2.1. Our motivation is three-fold. First and
foremost, we wish to develop a mid-level representation of stereoscopic videos suitable
for subsequent video understanding tasks such as recognition of actions and interactions
of people [198]. Human behaviours are often distinguished only by subtle cues, e.g., a
hand contact, and having a detailed and informative representation of the video signal
is a useful initial step towards their interpretation. Second, disparity cues available from
stereoscopic movies are expected to improve results of person segmentation and pose
estimation. Such results, in turn, can be used as a (noisy) supervisory signal for learning
person segmentation and pose estimation in monocular videos or still images [2], [63],
[121], [195]. For instance, a single 90 minute feature length movie can provide more than
150,000 pixel-wise segmented frames. Finally, pose estimation and segmentation of people
will also support interactive annotation, editing, and navigation in stereo videos [91],
which are important tasks in post-production and home video applications.
Given the recent success of analyzing people in range data from active sensors, such
as Microsoft Kinect [143], [161], and a plethora of methods to estimate pixel-wise depth
from stereo pairs [1], the task at hand may appear solved. However, depth estimates from
stereo videos are much noisier than range data from active sensors, see Figure 2.1(b) for an
example. Furthermore, we aim to solve sequences outside of the restricted “living-room”
setup addressed by Kinect. In particular, our videos contain complex indoor and outdoor
scenes with multiple people occluding each other, and are captured by a non-stationary
camera.
We develop a segmentation model in the context of stereoscopic videos, which ad-
dresses challenges such as: (i) handling non-stationary cameras, by incorporating explicit
person detections and pose estimates; (ii) the presence of multiple people in complex
indoor and outdoor scenarios, by incorporating articulated person-specific segmentation
masks (Section 2.1.2) and explicitly modelling occlusion relations among people; and fi-
nally (iii) the lack of accurate stereo estimates, by using other cues, such as colour and
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2.1. Multi-Person Segmentation
(a) Original frame (left) (c) Unary cost for person 1 (e) Person 1’s estimated pose
(b) Disparity (d) Smoothness cost (f) Segmentation result
Figure 2.1 – Illustration of the steps of our proposed framework on a sample frame
(a) from the movie “StreetDance”. We compute the disparity map (b) from the stereo
pair. Occlusion-aware unary costs based on disparity and articulated pose mask are
computed for all the people detected in the scene. In (c) we show the unary cost for
the person labelled 1. Pairwise smoothness costs computed from disparity, motion, and
colour features are shown in (d). The range of values in (b,c,d) is denoted by the red
(low) - blue (high) spectrum of colours. The estimated articulated pose for person 1
is shown in (e). (f) shows the final segmentation result, where each colour represents
a unique person, and the numbers denote the front (0) to back (4) ordering of people.
(Best viewed in colour.)
motion features. We cast the problem as a discrete labelling task involving multiple
person labels, devise a suitable cost function (Section 2.1.1), and optimize it efficiently
(Section 2.1.3). We evaluate the proposed model on our new Inria 3DMovie dataset with
challenging realistic dynamic scenes from two stereoscopic feature-length movies “Street-
Dance” [Giwa and Pasquini, 2010] and “Pina” [Wenders, 2011] (Section 2.1.4). Additional
comparative evaluations of our method are presented in [A23].
Related work. Some of the previous work is limited to segmenting one or two peo-
ple [87], or solving detection [81], pose estimation [161], and segmentation [87] problems
independently. There have been some attempts to solve these problems jointly, such as
joint pose estimation and segmentation [96], [157], but consider restrictive indoor set-
tings [157] or lack an occlusion model to capture interactions among people [96]. The
proposed method addresses these issues with an explicit occlusion model for segmenting
multiple people in indoor and outdoor scenarios. A more elaborate review of related work
is presented in [A23].
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2.1.1 The segmentation model
We aim to segment stereoscopic video sequences extracted from 3D movies into regions
representing individual people. Figure 2.1 illustrates an overview of our method on a
sample frame from a video. Here we consider a stereo pair (only the left image is shown
in the figure), estimate the disparity for every pixel, and use it together with person
detections, colour and motion features, and pose estimates, to segment individual people,
as shown in Figure 2.1(f).
We initialize our model using automatically obtained person detections and assign
every detection to a person, i.e., we assume a one-to-one mapping between people and
detections. Each pixel i in the video takes a label from the set L = {0, 1, . . . , L}, where
{0, 1, . . . , L − 1} represents the set of person detections and the label L denotes the
“background”. 1 The cost of assigning a person (or background) label, from the set L, to
every pixel i, E(x; Θ, τ), is given by:
E(x; Θ, τ) =
∑
i∈V







which is a special case of the energy (2.16). Here, V = {1, 2, . . . , N} denotes the set of
pixels in the video. The pairwise spatial and temporal neighbourhood relations among
pixels are represented by the sets E and E t respectively. The temporal neighbourhood
relations are obtained from the motion field [102] computed for every frame. The function
φi(xi; Θ, τ) is the cost of a pixel i in V taking a label xi in L. It is characterized by pose
parameters Θ = {Θ0,Θ1, . . . ,ΘL−1} and disparity parameters τ = {τ 0, τ 1, . . . , τL−1},
where Θl and τ l represent the pose and disparity parameters for a person label l respec-
tively. The disparity parameters determine the front-to-back ordering of people in the
scene, as discussed in more detail in Section 2.1.3. Note that the pose and disparity
parameters vary across time. However, for brevity, we drop this dependency on t in our
notation.
The function φij(xi, xj) is a spatial smoothness cost of assigning labels xi and xj to two
neighbouring pixels i and j. Similarly, φtij(xi, xk) is a temporal smoothness cost. Given
the parameters Θ and τ , minimization of the cost (2.1) to obtain an optimal labelling
x∗ = arg minxE(x; Θ, τ), results in segmentation of the video into regions corresponding
to distinct people or background. However, in our problem, we also optimize over the
set of pose and disparity parameters. In other words, we address the problem of esti-
mating x∗, the optimal segmentation labels, and Θ∗, τ ∗, the optimal pose and disparity
parameters as:
{x∗,Θ∗, τ ∗} = arg min
x,Θ,τ
E(x; Θ, τ), (2.2)
where E(x; Θ, τ) is the cost of label assignment x, given the pose and disparity param-
eters, as defined in (2.1). Given the difficulty of optimizing E over the joint parameter
space, we simplify the problem and first estimate pose parameters Θ independently of x
and τ as described in Section 2.1.2. Given Θ, we then solve for x, τ as:
{x∗, τ ∗} = arg min
x,τ
E(x, τ ; Θ). (2.3)









Figure 2.2 – A graphical illustration of our model, where the observed variables are
shaded. The variable di in the graph represents the features computed at each pixel i in
the video. For clarity, we show 4 pixels from a frame, and 2 of the temporal links (dashed
line), which connect pixels in one frame to the next. The person label xi and disparity
parameters τ are inferred given the image features di, and the pose parameters Θ.
Person 0 Person 1 Person 2 Person 3 Person 4 Background
Figure 2.3 – Illustration of the occlusion-based unary costs for the example in Figure 2.1.
From left to right we show the unary costs for persons labelled 0 – 4 and the background.
The cost for a pixel to take a label (person or background) is denoted by the red (low)
- blue (high) spectrum of colours. Here we observe the effect of accumulating the label
likelihoods in a front-to-back order. For example, in the illustration for Person 4, a low
cost (red) for taking label 4 is observed only for the pixels that are not occluded by the
other people in front. (Best viewed in colour.)
Further details on inference are provided in Section 2.1.3. A graphical representation of
our model is shown in Figure 2.2. The remainder of this section defines the unary costs,
which are computed independently in every frame, and the spatio-temporal pairwise costs
in (2.1).
Occlusion-based unary costs. Each pixel i takes one of the person or background
labels from the label set L. Building on the approach of [195], we define occlusion-based
costs corresponding to these labels, φi(xi = l; Θ, τ), l in L, as a function of likelihoods βl,
computed for each label l, as follows:
φi(xi = l; Θ, τ) = − logP (xi = l|Θ, τ), (2.4)
where P (xi = l|Θ, τ) = βli
∏
{m|τm>τ l}
(1− βmi ). (2.5)
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Here, βli is the likelihood of pixel i taking the person (or background) label l. Note that
βli’s do not sum to one over the label set for any given pixel. The label likelihood over
the entire image βl is then formed by composing the likelihoods βli, for all pixels i ∈ V
in the image. In essence, βl is a soft mask, which captures the likelihood for one person
detection. It can be computed using the pose estimate of the person, and image features
such as disparity, colour, and motion, as discussed in the following section. To account
for the fact that the people in a scene may be occluding each other, we accumulate the
label likelihoods in a front-to-back order as in (2.5). This order is determined by the
disparity parameters τ we estimate (see Section 2.1.3). In other words, to compute the
cost of a pixel taking a person label i, we consider all the other person labels that satisfy
τm > τ i, i.e., are in front of person i. It makes sure that pixel i is likely to take label l, if
it has sufficiently strong evidence for label l (i.e., βli is high), and also has low evidence
for other labels m, which correspond to people in front of person l (i.e., βmi is low for all
labels with τm > τ l). Figure 2.3 shows an illustration of these costs on an example.
Label likelihood βl. Given a person detection and its corresponding pose estimate Θl,
the problem of computing the label likelihood βl can be viewed as that of segmenting
an image into person vs. background. Note that we do not make a binary decision of
assigning pixels to either the person or the background label. This computation is more
akin to generating a soft likelihood map for each pixel taking a particular person label.
We define this using disparity and pose cues as:
βli = (1− αl) ψp(Θl) + αl ψd(τ l), (2.6)
where ψp(Θl) is an articulated pose mask described in Section 2.1.2, ψd(τ l) is a disparity
likelihood, and αl is a mixing parameter that controls the relative influence of pose and
disparity. The disparity potential is given by:







where di is the disparity value computed at pixel i. The disparity potential is a Gaus-
sian characterized by mean τ l and standard deviation σl, which together with the pose
parameter Θl determines the model for person l. We set βLi = 0.9 for all the pixels for
the background label L. The method for estimating the parameters τ l and σl for person
labels (i.e., for all l 6= L) is detailed in Section 2.1.3.
Smoothness cost. In some cases, the disparity cue used for computing the unary
costs may not be very strong or may “leak” into the background. We introduce colour
and motion features into the cost function (2.1), as part of the smoothness cost, to
alleviate such issues. The smoothness cost, φij(xi, xj), of assigning labels xi and xj to





















Figure 2.4 – (a) Articulated pose masks for three mixture components are shown for
some of the body parts. The pose masks for each part capture a different configuration
of the pose. For instance, the masks for “Left wrist” show three different locations of
the lower arm: stretched out, partially bent over the shoulder, and lying by the torso.
(b) Estimated poses and masks on sample frames. Given a pose estimate (left), we
compute a pose-specific mask (middle) using per-mixture part masks learnt from manually
segmented training data. We show a scaled version of the masks (right), doubling the
actual distances between part masks. This visually explains how each per-mixture mask
is contributing to the final mask. The cost for a pixel to take a person label is denoted
by the red (low) - blue (high) spectrum of colours in the middle and right figures. (Best
viewed in colour.)
where λ, λ1, λ2, λ3, σc, σv and σp are parameters of the model. The function (di − dj)2
measures the difference in disparity between pixels i and j. The motion vector at pixel i
is denoted by vi ∈ R2, and ||vi − vj||2 is the `2-norm of the motion vector difference of
pixels i and j. The function (pbi − pbj)2 measures the difference of colour features (Pb
feature values [9]) of pixels i and j. The temporal smoothness cost φtij(xi, xk) is simply a
difference of Pb feature values for two pixels i and k connected temporally by the motion
vector vi.
Thus far we have discussed the model given person detections, their pose and dis-
parity parameters. In what follows, we will describe our method for detecting people,
their poses, and the likelihood computed from them (Section 2.1.2). We then provide de-
tails of the inference scheme for determining the disparity parameters and the pixel-wise
segmentation (Section 2.1.3).
2.1.2 Estimating an articulated pose mask
The aim here is to obtain an articulated pose segmentation mask for each person
in the image, which can act as a strong cue to guide the pixel-wise labelling. We wish
15
2. Modelling Priors
to capture the articulation of the human pose as well as the likely shape and width of
the individual limbs, torso, and head in the specific pose. We build here on [197], and
extend it in two directions. First, we incorporate disparity as input to take advantage
of the available stereo signal. Second, we augment the output to provide an articulated
pose-specific soft-segmentation mask learnt from manually annotated training data.
We first detect people with a variant of the deformable part-based person detector [49]
adapted to appearance and disparity features, and then fill-in any missing detections
by interpolating the location of the bounding box. This also smooths the detections
temporally [44]. More details on this are available in [A23]. We estimate the pose of
the person within each person detection bounding box building on [197]. We restrict our
pose estimation models to upper body poses, which are more commonly found in movie
data. Again, to benefit from the stereo video, we extract both appearance and disparity
features in the frame. In this framework, the model is represented as a set of K parts,
where a part refers to a patch centered on a joint or on an interpolated point on a line
connecting two joints. For example, we have one part for an elbow, one for a wrist, and
two parts between the elbow and the wrist, spread uniformly along the arm length.
Articulated pose mask ψp. The output of the pose estimator is the location of the
individual parts in the frame as shown in the left column of Figure 2.4(b). To obtain a
pose-specific mask we learn an average mask for each mixture component for each part.
This is achieved by applying the trained pose-estimator on a training set of people with
manually provided pixel-wise segmentations. An illustration of masks for individual parts
and mixture components is shown in Figure 2.4(a).
At test time, given an estimated pose with an instantiated mixture component c∗ for
a part k, the likelihood for the person, ψp(Θ, i) at pixel i, is obtained by laying out and
composing the articulated masks mkc∗ for all the parts. An illustration of the articulated
pose masks for various examples is shown in Figure 2.4(b).
2.1.3 Inference
Poses Θl are estimated independently for each person l and fixed throughout the
rest of the inference procedure described next. The aim is to compute the optimal
disparity parameters τ ∗ and pixel labels x∗ given the pose parameters Θ, as described by
the minimization problem (2.3). It is well known that minimizing multi-label functions
such as E(x; Θ, τ), which corresponds to the segmentation problem, given the pose and
disparity parameters, is in itself np-hard (for the type of smoothness cost we use) [19].
The additional complexity of optimizing over disparity parameters τ further adds to
the challenge. We propose a two-step strategy, where we first: (i) estimate the optimal
disparity parameters τ ∗ using an approximation to (2.3), without the pairwise terms; and
then (ii) obtain the pixel labels x∗ with the estimated (and now fixed) parameters τ ∗ by
minimizing the full cost (2.1), as described below.
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Obtaining disparity parameters. The estimation of the set of disparity parameters
τ for all the people in a frame can be succinctly written as:
τ ∗ = arg min
{τ}
Ẽ(x̃; Θ, τ), (2.9)
where we approximate the original cost function (2.1) by only using unary and ignoring
the pairwise terms 2 as Ẽ(x; Θ, τ) = ∑i∈V φi(xi; Θ, τ). Note that for this modified cost
function, the optimal pixel labelling x̃ for a given τ can be obtained independently for each
pixel as x̃i = arg minm∈L Ẽ(xi = m,Θ, τ). Further, the disparity parameter τ is inversely
related to depth, and determines the front-to-back order of people in a frame. Thus, this
minimization problem (2.9) explores various combinations of the relative order of people
in a frame by optimizing over {τ}. The set of possible disparity parameter values for each
person can still be large, and exploring the exponentially many combinations for all the
people in the frame may not be feasible. To address this issue, we obtain and optimize
over a small set of (up to 3) candidates {τ l}, for each person l. Using a thresholded pose
mask, we compute mean disparity µl of all the pixels within, and set {τ l} = {µl, µl±σl}.
The parameter σl is set according to a linear decreasing function of µl. Note that the
disparity parameters are estimated jointly for all the people in the scene.
Person segmentation. With the estimated disparity (and pose) parameters, we com-
pute the unary and smoothness costs, and use the efficient α-expansion algorithm [21] to
optimize (2.1). This assigns every pixel a person or background label from the set L.
2.1.4 Results: Segmenting multiple people
In this manuscript we focus on the segmentation results. Details of the Inria 3DMovie
dataset and further analysis of the method is presented in [A23]. In the quantitative eval-
uation of the segmentation model, shown in Table 2.1, using ground truth annotations,
we compare three variants of our approach and two baseline methods. The first one (“No
mask, single frame”) refers to the case where the label likelihood βli = ψd, i.e., there is
no influence of pose on the segmentation. In other words, this method uses disparity
features, but not the pose information. The second method (“Uni mask, single frame”)
incorporates a person location likelihood, which is computed by averaging ground truth
segmentations of people from the training data (after rescaling them to a standard size)
into a single non-articulated “universal” person mask – an approach inspired by the suc-
cessful use of such masks in the past [195]. We use this as the person likelihood ψp,
and combine it with disparity likelihood ψd, as explained in Section 2.1.1. The third
variant (“Pose mask, single frame”) incorporates the articulated pose mask, described in
Section 2.1.2. Our complete model (“Proposed”) introduces temporal smoothness across
frames.
For the “Colour only” baseline, we used a colour-based model for the unary costs
without the disparity potential. These costs were computed from colour histograms for




Method Precision Recall Int. vs Union
Proposed 0.869 0.915 0.804
Variants of our method:
No mask, single frame 0.525 0.371 0.278
Uni mask, single frame 0.783 0.641 0.544
Pose mask, single frame 0.849 0.905 0.779
Baselines:
Colour only 0.778 0.769 0.630
[39] 0.762 0.853 0.662
Table 2.1 – Evaluation of pixel-wise person segmentation on our Inria 3DMovie dataset.
We used precision, recall and intersection vs. union scores to compare the methods. Our
method (“Proposed”), which uses disparity, colour, and motion features, along with pose
likelihoods and temporal terms shows the best performance. We also show results of
variants of our approach and two baseline methods.
each label [20]. In other words, each label is associated with a histogram computed from
a region in the image, and the unary cost of a pixel is a function of the likelihood of
the pixel, given its colour, taking this label. The success of this model certainly depends
on the regions used for computing the histograms. We used the result obtained by
segmenting in the disparity space, i.e., “No mask, single frame”, as these regions. We
believe that this provides a reasonable estimate for the label potentials. The background
histogram was computed with bounding boxes harvested from regions with no person
detections. Another baseline we compared with, is derived from the recent work of [39],
which computes the pose of a person in a scene. We evaluated the (monocular) person
vs. background segmentation performed as part of this formulation on our dataset.
We used the precision, recall, and intersection vs. union [2] measures to evaluate
our segmentation results. From Table 2.1, our method “Proposed” shows the best per-
formance. The poor performance of the “Colour only” method, despite a reasonable
initialization for the histograms, is perhaps an indication of the difficulty of our dataset.
From Figures 2.1 and 2.5 we note that the person vs. background distinction is not very
marked in the colour feature space. Furthermore, these images appear to be captured
under challenging lighting conditions.
We then evaluated the benefits of the temporal smoothness terms in (2.1). Per-
forming segmentation temporally shows a 2% increase in the intersection vs. union score
(Table 2.1). We also observe that it reduces flickering artifacts, produces more consistent
segments and reduces leaking in the segmentation. Results on a few sample frames for
the “Proposed” method are shown in Figure 2.5. The success of our approach depends on
the quality of detections. Here, we operated in the high-precision mode, at the expense of
missing difficult examples, e.g., heavily occluded people. Other prominent failure modes
of our method are: (i) challenging poses, which are very different from the training data;
and (ii) cases where the disparity signal is noisy for people far away from the camera
(e.g., Figure 2.5, row 1).
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(a) Original image (b) Segmentation result
Figure 2.5 – Qualitative results on images from the movies “StreetDance” and “Pina”.
Each row shows the original image and the corresponding segmentation. Rows 1 and 2
demonstrate successful handling of occlusion between several people. The method can
also handle non-trivial poses, as shown by Rows 3 and 4. The segmentation results are
generally accurate, although some inaccuracies still remain on very difficult examples.
For instance, in Row 1, the segmentation for the people in the background for persons
3 and 5, due to the weak disparity cue for these people far away from the camera. The





The model presented here explicitly represents occlusions, incorporates person de-
tections, pose estimates, and recovers the relative depth ordering of people in a scene.
Results suggest that disparity estimates from stereo video, while noisy, can serve as a
strong cue for localizing and segmenting people. They also demonstrate that a person’s
pose, incorporated in the form of an articulated pose mask, provides a strong shape prior
for segmentation. The developed representation presents a building block for modelling
and recognition of human actions and interactions in 3D movies.
2.2 Human Pose Estimation
The task of estimating human body-joint locations (i.e., human pose) is challenging
due to several factors, such as the diversity of appearances, changes in scene illumination
and camera viewpoint, background clutter, and occlusion. The difficulty is also not
uniform across body parts, e.g., the estimating the location of head is easier than localizing
parts corresponding to lower arms, i.e., elbows and wrists. The focus of this work is to
improve human pose estimation, and in particular to localize lower-arm parts accurately
by leveraging priors on human body parts.
A popular representation for articulated human poses is a set of rigid body parts [7],
[39], [50], [53], [197], for which body-part templates are learned from training data. A
probabilistic graphical model, often a Markov random field (MRF), is designed with
scores provided by these templates. For single images, the MRF is usually modeled as
a tree or a star-shaped graph, leading to tractable and efficient inference, as successfully
done in [39], [50], [197]. One way to extend such methods for estimating poses in videos
is by introducing regularization on the body parts across time, e.g., by adding temporal
part-part edges [52], [154], [166], [180], [185]. The resulting graphical model is no longer
a tree, and inference becomes intractable. Thus, approximations are required, which can
be done by changing the graph structure, e.g., ensemble of tree-structured MRFs [154],
[185], or by using approximate inference methods, such as loopy belief propagation or
sampling [52], [166], [180].
We present a new approximation scheme adapted to the human pose estimation prob-
lem. We begin by generating a set of pose candidates in each frame with a model in-
cluding temporal links with subsequent frames for the less-certain parts, namely elbows
and wrists, see Figure 2.6b. Since the loops in the corresponding MRF are isolated, we
show that inference can be performed efficiently with the use of distance transforms [51].
We then compute the n-best poses [13], [128] in each frame to obtain a diverse set of
candidate poses (Section 2.2.3). Next we introduce an effective method to smooth these
poses temporally. We decompose the human pose into limbs and track them to gener-
ate body-part sequences. We then recompose the complete pose by mixing these part
sequences (Figure 2.6c, Section 2.2.4). This procedure explores a set of poses that is
exponential in K, the size of the candidate set, in polynomial time (O(NTK2), where N
is the number of body parts and T is the number of frames).
20
2.2. Human Pose Estimation
(a) (b) (c)
Figure 2.6 – Human pose estimated by (a) Yang & Ramanan’s method [196], our ap-
proach: (b) local temporal model for less-certain parts, and (c) mixing body-part se-
quences.
Related work. One of the main challenges for pose estimation in videos is to handle
the temporal coupling of parts across frames. This results in models that are highly
inter-connected (i.e., loopy graphs with high tree-width) and are thus intractable to
perform inference on. Previous works have resorted to approximate inference to address
this issue. For instance, the methods in [166], [180] use a sampling approach. Methods
such as [52], [98] have used loopy belief propagation instead. They typically come with
high computational costs for marginal improvements in performance. Others, e.g., [154],
approximate the model as a convex combination of tree-structured graphs linked with
dual variables, and solve it with a dual decomposition algorithm. A popular alternative
to these approximations is to detect the pose in a few frames, and track it in the rest
of the sequence [163], [167], similar to a tracking-by-detection scheme [6], [13], [139].
Further discussion on related work is available in [A10].
2.2.1 Pose estimation in single images
Our work relies on the deformable mixture-of-parts model proposed for single images
in [196] due to its performance and computational efficiency. We first briefly present
this technique in this section, and then introduce our approach for video sequences. Let
G = (V , E) denote a graph with vertices V and edges E ⊆ V×V representing the structure
of a human pose. Each vertex corresponds to a body part (i.e., head, shoulders, elbows,
wrists), and each edge represents a connection between two of these parts; see Figure 2.7a.
We define a pose p with respect to this graph G as a set of 2D coordinates representing
the positions of the different body parts in an image as:
p =
{
pu = (xu, yu) ∈ R2 : ∀u ∈ V
}
.
The formulation of [196] uses a mixture of body part models. Every part can be associated




Figure 2.7 – (a) Our graphical model for human pose in a single image is shown with
the body parts (head, left and right shoulders, elbows and wrists) and their spatial
connections. (b) The graphical model used to refine the pose estimate pt in image It
with a dummy pose p̃t+1 (shown in solid blue lines), which contains only the wrist and
the elbow parts in image It+1. The temporal links between these two poses are shown in
green. (c) An illustration showing messages between some of the body parts.
model. Thus, estimating the pose involves not only choosing the part positions p, but
also the type for each body part [196]. We use this framework in the paper, but omit the
details in the following presentation to simplify the notation.
The single-image pose estimation problem is then formulated as the minimization of







ψu,v(pu − pv), (2.10)
where φu(I, pu) is an appearance term for the body part u at the position pu in I, and
ψu,v(pu − pv) is a deformation cost for body parts (u, v), which is often compared to the
energy model of a spring. Both φu and ψu,v have underlying linear filters that are learned
by using a structured SVM formulation. When G is a tree, the exact minimizer of (2.10)
can be found in polynomial time with dynamic programming [196].
2.2.2 Pose estimation in videos
Given a video sequence I = (I1, I2, . . . , IT ), it is common to introduce temporal links
between every pair of frames It and It+1 in the sequence, in order to impose temporal
consistency in the estimation of the pose positions p1, p2, . . . , pT . This is achieved by
adding a temporal edge between every pair of nodes put and put+1, leading to the following
cost function:
C(IT , pT ) +
T−1∑
t=1
C(It, pt) + λ1θ(pt, pt+1, It, It+1), (2.11)
where θ is a consistency term between the poses in two consecutive frames and λ1 is a
regularization parameter. We measure the consistency between pt and pt+1 by compar-
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ing pt+1 with pt adjusted with optical flow as follows:
θ(pt, pt+1, It, It+1) =
∑
u∈V
‖put+1 − put − ft(put )‖22, (2.12)
where ft(put ) is the optical flow between frames It and It+1 evaluated at the position put .
Indeed, this approach is quite natural and similar formulations have been proposed [13],
[128], [154]. Our work mainly differs from these approaches in the way we address the
problem of minimizing (2.11), which is intractable and requires some approximations.
The temporal edges introduce loops in the graph, which leads to an intractable in-
ference problem. It would be possible to use an approximate method like loopy belief
propagation, whose complexity is exponential in the size of the maximal clique in the
graph [113]. We have found such a strategy too slow to be practical for pose estimation.
Instead, we propose a two-stage approach.
The first step consists of generating a set of candidate poses in each frame. We
achieve this by minimizing an approximation of (2.11) in combination with the n-best
algorithm [128]. Specifically, we build on the approach of [128] by introducing frame-
frame temporal smoothness among some of the body parts. In the second step, we
decompose the candidate poses into limbs, and generate limb sequences across time. We
then recompose the complete, accurate pose my mixing these body-part sequences. This
strategy shows a better performance than simply optimizing (2.11) over the candidate
poses as in [128] because it explores a larger set of poses. We now detail these two steps.
2.2.3 Generating candidate poses
In this step, we focus on generating a set of K candidate poses in each frame It. One
approach for this task is to use the cost C(It, pt) in (2.10) for estimating poses in the
frame It, and compute the K best and diverse solutions, as proposed in [128]. In other
words, we find diverse pose configurations that yield low cost in each frame independently,
regardless of the temporal smoothness. We have observed that this strategy tends to be
inaccurate for parts that are difficult to estimate, such as wrists, as shown in Section 2.2.5.
We propose a method to refine the estimation of a pose pt in a single image frame It
using a dummy pose p̃t+1 that contains only the wrist and elbow parts in the frame It+1.
We define this task as optimizing the following cost function:
C(It, pt) + C̃(It+1, p̃t+1) + λ̃1
∑
u∈W
‖p̃ut+1 − put − ft(put )‖22, (2.13)
where W ⊂ V represents the left and right wrists and elbows, λ̃1 is a regularization
parameter. The cost C̃ is defined as C in (2.10), except that only terms corresponding
to wrists and elbows are considered, i.e., it contains the appearance terms φu for these
parts and the deformation costs ψu,v between them.
In Figure 2.7b we show the graphical model corresponding to this step. It contains
two isolated loops—a setting where exact inference can be performed with loopy belief
propagation [187]. This algorithm proceeds as a sequence of message passing steps. In
each step, a message Muv is passed from node u to node v in the graph. It is then used to
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Figure 2.8 – Illustration of our limb recombination scheme. From left to right: Block-A:
An image and four candidate poses, where only a part of each pose is well-aligned with
the person. Block-B: We divide each candidate pose into limb parts. Block-C: We allow
the recombination of limbs from different pose candidates with constraints between two
limbs that have a joint in common. Block-D: An example where recombination builds an
accurate pose, which is not in the original candidate set. See text for more details.
update the message from v to other nodes it is connected to. This procedure is repeated
for all the nodes until convergence, i.e., none of the messages change after an update
iteration is performed. On our graph, we begin by sending messages from the leaf nodes
to the root, and then from the root node to the rest. After convergence, we assign each
node to the label corresponding to the minimum marginal at that node. This procedure
can be implemented efficiently on our graph with the distance transform technique [51].
As shown in the experiments, our approach for generating candidate poses by mini-
mizing (2.13) instead of simply minimizing C(It, pt) performs better with no significant
increase in computational cost.
2.2.4 Recombining limbs with variable splitting
After generating a set of K candidate poses for every frame (denoted by Pt for frame
It), a simple strategy is to optimize our global objective function (2.11) over this set as:
min
pt∈Pt,∀t
C(IT , pT ) +
T−1∑
t=1
C(It, pt) + λ1θ(pt, pt+1, It, It+1). (2.14)
This can be solved efficiently with dynamic programming in O(TK2) operations, as done
in [128] for example. However, we have observed that the constraint pt ∈ Pt is an
important limitation of such a strategy. On the one hand, it has the positive effect of
making (2.14) tractable, but on the other hand, having only K different possible poses in
every frame can be problematic. The Pt may contain a “good” candidate pose, but the
method is unable to deal with situations where it is not the case, thus motivating us to
propose an approximate scheme exploring a larger set of poses than Pt.
Our main idea is to allow the recombination of limbs from candidate poses in Pt in
order to create new poses, yielding a new set P̄t that is exponentially larger than Pt. We
will then minimize (2.14) approximately over P̄t. As shown in Figure 2.8: (A) We break
each pose p in Pt into limbs lu,v = (pu, pv), where (u, v) is in E . (B) We decompose (2.14)
into a sum of costs for every limb sequence. (C) We allow the recombination of limbs from
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VideoPose Cooking Activities Poses in the Wild
Figure 2.9 – ESIP + Recomb: We estimate poses using temporal information. Recomb
refers to our method for recombining limbs to find accurate poses (§2.2.4). We compare
with the following methods: Fragkiadaki [54], Park [128], Rohrbach [147], Sapp [154].
different poses as follows: consider two limbs lu,v = (pu, pv) and lv,w = (p′v, p′w) obtained
respectively from two poses p and p′ in Pt. The two limbs share the same body part v,
and thus pv should be close to p′v, such that the two individual limbs can be considered
as a good approximation of the combination (pu, pv, p′w). This is achieved by adding a
pairwise cost γ(lu,v, lv,w) = λ2‖pv − p′v‖22 to our formulation, which can be interpreted as
attaching a spring between the two limbs (Figure 2.8-C). (D) We finally estimate the pose
by recombining limbs in a top-to-bottom fashion, approximately minimizing the resulting
objective function.
Formally, the above approach consists of approximating the objective (2.14) by a sum
of costs over the limbs: ∑
(u,v)∈E
Su,v(lu,v1...T ) + λ2
T∑
t=1
γ(lpa(u),ut , lu,vt ), (2.15)
where lu,v1...T represents a limb sequence (l
u,v
1 , . . . , l
u,v
T ), the function γ is the cost defined
in the previous paragraph, and pa(u) represents the parent node of the body part u in
the tree. Note that to simplify the notation, we associate the head to a limb (h, h) with
pa(h) = h, where h in V is the root of the tree. The score Su,v(lu,v1...T ) for a limb (u, v)
contains all the pairwise terms in (2.14) involving put and pvt , as well as all the terms
involving pvt ’s only. To further simplify the computations and improve the speed of the
procedure, we approximate the non-temporal terms involving put and put − pvt by the cost
C(It, pt) computed in Section 2.2.3.
We then proceed in a top-to-bottom fashion; we start by estimating the head se-
quence, which is usually the most reliable body part in pose estimation, by minimizing
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the corresponding function Sh,h over the set of head candidates. This can be done in
O(K2T ) operations with dynamic programming. In the next step, we estimate the limbs







this is done in O(K2T ) operations. We proceed recursively until the wrists are estimated.
The procedure is approximate, but turns out to be effective in practice, as shown in Sec-
tion 2.2.5. It improves upon (2.14) by exploring a larger set P̄t instead of Pt. Practical
extensions and implementation details of our method are detailed in [A10].
2.2.5 Results: Comparison to related methods
We evaluate our method on three benchmarks: VideoPose [153], MPII Cooking Activ-
ities [147], and Poses in the Wild. Our Poses in the Wild dataset contains 30 sequences,
with about 30 frames each, extracted from the Hollywood movies “Forrest Gump”, “The
Terminal”, and “Cast Away”. We manually annotated all the frames with upper-body
poses. In contrast to the VideoPose and Cooking Activities datasets, it contains realistic
poses in outdoor scenes, with background clutter, severe camera motion and body-part
occlusions. In the following we present a selection of our results, comparing them to
related approaches. A detailed evaluation is available in [A10].
As shown in Figure 2.9, our complete model (ESIP + Recomb) outperforms [54]
(Fragkiadaki in the figure) by nearly 12% on the VideoPose dataset for estimating wrists
(15 pixel error). On the Cooking Activities dataset, ESIP + Recomb shows 11% (elbows),
18% (wrists) and 12% (elbows), 23% (wrists) improvement over [128] (Park) and [147]
(Rohrbach) respectively. In the case of the Poses in the Wild dataset, ESIP + Recomb is
over 15% better than the baseline SIP model, and also shows 7% (elbows), 14% (wrists)
and 16% (elbows), 21% (wrists) improvements over [128] and [147] respectively. The
improvements over [128], although significant (7%, 14%), are less pronounced (compared
to those on the Cooking Activities dataset), as the color-based tracking in [128] works
better on our dataset.
2.2.6 Summary
Our approach for pose estimation in video consists of two steps: (i) an extended
single image pose model using optical flow cues between consecutive frames, and (ii) a
flexible scheme for splitting poses into limbs, generating limb sequences across time, and
recomposing them to generate better poses. We also presented a new challenging dataset,
Poses in the Wild, containing real-world scenarios unavailable in other datasets.
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2.3 Scene Text Understanding
One of the first things we notice in the scene illustrated in Figure 2.10 is the sign board
and the text it contains, which help understand the scene and provide several contextual
cues. Popular recognition methods typically ignore such text, and identify other objects
such as car, person, tree, and regions such as road, sky. The importance of text in images
is also highlighted in the experimental study conducted by Judd et al. [77]. They found
that viewers fixate on text when shown images containing text and other objects. This is
further evidence that text recognition forms a useful component in understanding scenes.
In addition to being an important component of scene understanding, scene text recog-
nition has many potential applications, such as image retrieval, auto navigation, scene
text to speech systems, developing apps for visually impaired people [A17], [118]. Our
method for solving this task is inspired by the many advancements made in the object
detection and recognition problems [31], [35], [49], [162]. We present a framework for
recognizing text that exploits bottom-up and top-down cues. The bottom-up cues are
derived from individual character detections from an image. Naturally, these windows
contain true as well as false positive detections of characters. We build a conditional
random field (CRF) model [97] on these detections to determine not only the true pos-
itive detections, but also the word they represent jointly. We impose top-down cues
obtained from a lexicon-based prior, i.e., language statistics, on the model. In addition
to disambiguating between characters, this prior also helps us in recognizing words.
The first contribution of this work is a joint framework with seamless integration of
multiple cues—individual character detections and their spatial arrangements, pairwise
lexicon priors, and higher-order priors—into a CRF framework which can be optimized
effectively. The proposed method performs significantly better than other related en-
ergy minimization based methods for scene text recognition. Our second contribution
is devising a cropped word recognition framework which is applicable not only to closed
vocabulary text recognition (where a small lexicon containing the ground truth word is
provided with each image), but also to a more general setting of the problem, i.e., open
vocabulary scene text recognition (where the ground truth word may or may not belong
to a generic large lexicon or the English dictionary). The third contribution is compre-
hensive experimental evaluation, in contrast to many recent works, which either consider
a subset of benchmark datasets or are limited to the closed vocabulary setting. We eval-
uate on a number of cropped word datasets (ICDAR 2003, 2011 and 2013 [3], SVT [4],
and IIIT 5K-word [A18]) and show results in closed and open vocabulary settings. Ad-
ditionally, we analyzed the effectiveness of individual components of the framework, the
influence of parameter settings, and the use of convolutional neural network (CNN) based
features [75].
Related work. The task of understanding scene text has gained a huge interest for
more than a decade [42], [117], [181], [183]. It is closely related to the problem of Optical
Character Recognition (OCR), which has a long history in the computer vision and
pattern recognition communities [114]. However, the success of OCR systems is largely
restricted to text from scanned documents. Scene text exhibits a large variability in
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Figure 2.10 – A typical street scene image taken from Google Street View. It contains
very prominent sign boards with text on the building and its windows. It also contains
objects such as car, person, tree, and regions such as road, sky. Many scene understanding
methods recognize these objects and regions in the image successfully, but overlook the
text on the sign board, which contains rich, useful information. The goal of this work is
to address this gap in understanding scenes.
Figure 2.11 – Challenges in scene text recognition. A few sample images from the SVT
and IIIT 5K-word datasets are shown to highlight the variation in view point, orientation,
non-uniform background, non-standard font styles and also issues such as occlusion, noise,
and inconsistent lighting. Standard OCRs perform poorly on these datasets (as seen
in [117], [181]).
appearance, as shown in Fig. 2.11, and can prove to be challenging even for the state-
of-the-art OCR methods (see [117], [181]). Several alternatives have started to address
this challenge, through methods for localizing text characters [117], integrating character
recognition and linguistic knowledge [40], [172], matching text images to a pre-defined
text dictionary (lexicon) [181], or deep learning approaches [17], [74]. A more elaborate
discussion on related work is available in [A16] and a survey paper [200].
2.3.1 The recognition model
We propose a conditional random field (CRF) model for recognizing words. The CRF
is defined over a set of N random variables x = {xi|i ∈ V}, where V = {1, 2, . . . , N}.
Each random variable xi denotes a potential character in the word, and can take a label
from the label set L = {l1, l2, . . . , lk} ∪ ε, which is the set of English characters, digits
and a null label ε to discard false character detections. The most likely word represented
by the set of characters x is found by minimizing the energy function, E : Ln → R,
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Figure 2.12 – Typical challenges in character detection. (left) Inter-character confusion:
A window containing parts of the two o’s is falsely detected as x. (right) Intra-character
confusion: A window containing a part of the character B is recognized as E.






where C ⊂ P(V), with P(V) denoting the powerset of V . Each xc defines a set of random
variables included in subset c, referred to as a clique. The function ψc defines a constraint
(potential) on the corresponding clique c. We use unary, pairwise and higher order
potentials in this work, and define them in Section 2.3.1. The set of potential characters
is obtained by the character detection step discussed in Section 2.3.1. The neighbourhood
relations among characters, modelled as pairwise and higher order potentials, are based
on the spatial arrangement of characters in the word image.
Character detection
The first step in our approach is to detect potential locations of characters in a word
image. In this work we use a sliding window based approach for detecting characters.
This technique has been very successful for tasks such as, face [178] and pedestrian [31]
detection, and also for recognizing handwritten words using HMM based methods [15].
Although character detection in scene images is similar to such problems, it has its unique
challenges. Firstly, there is the issue of dealing with many categories (63 in all) jointly.
Secondly, there is a large amount of inter-character and intra-character confusion, as
illustrated in Fig. 2.12.
We consider windows at multiple scales and spatial locations. The location of the ith
window, di, is given by its center and size. The set K = {c1, c2, . . . , ck}, denotes label
set. Note that k = 63 for the set of English characters, digits and a background class
(null label) in our work. Let φi denote the features extracted from a window location di.
Given the window di, we compute the likelihood, p(cj|φi), of it taking a label cj for all
the classes in K. In our implementation, we used explicit feature representation [176] of
histogram of gradient (HOG) features [31] for φi, and the likelihoods p are (normalized)
scores from a one vs rest multi-class support vector machine (SVM). This basic sliding
window detection approach produces many potential character windows, but not all of
them are useful for recognizing words. We discard some of the weak detection windows
with a pruning step [A16].
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Graph construction and energy formulation
We solve the problem of minimizing the energy function (2.16) on a corresponding
graph, where each random variable is represented as a node in the graph. We begin
by ordering the character windows based on their horizontal location in the image, and
add one node each for every window sequentially from left to right. The nodes are then
connected by edges. Since it is not natural for a window on the extreme left to be strongly
related to another window on the extreme right, we only connect windows which are close
to each other. The intuition behind close-proximity windows is that they could represent
detections of two separate characters. As we will see later, the edges are used to encode
the language model as top-down cues. Such pairwise language priors alone may not be
sufficient in some cases, for example, when an image-specific lexicon is unavailable. Thus,
we also integrate higher order language priors in the form of n-grams computed from the
English dictionary by adding an auxiliary node connecting a set of n character detection
nodes.
Each (non-auxiliary) node in the graph takes one label from the label set L =
{l1, l2, . . . , lk} ∪ ε. Recall that each lu is an English character or digit, and the null
label ε is used to discard false windows that represent background or parts of characters.
The cost associated with this label assignment is known as the unary cost. The cost
for two neighbouring nodes taking labels lu and lv is known as the pairwise cost. This
cost is computed from bigram scores of character pairs in the English dictionary or an
image-specific lexicon. The auxiliary nodes in the graph take labels from the extended
label set Le. Each element of Le represents one of the n-grams present in the dictionary
and an additional label to assign a constant (high) cost to all n-grams that are not in
the dictionary. The proposed model is illustrated in Fig. 2.13, where we show a CRF of
order four as an example. Once the graph is constructed, we compute its corresponding
cost functions as follows.
Unary cost. The unary cost of a node taking a character label is determined by the
SVM confidence scores. The unary term ψ1, which denotes the cost of a node xi taking
label lu, is defined as:
ψ1(xi = lu) = 1− p(lu|xi), (2.17)
where p(lu|xi) is the SVM score of character class lu for node xi, normalized with Platt’s
method [135]. The cost of xi taking the null label ε is defined with the intuition that
detected windows should have a high classifier confidence and their aspect ratio should
agree with that of the corresponding character in the training data.
Pairwise cost. The pairwise cost of two neighbouring nodes xi and xj taking a pair
of labels lu and lv respectively is determined by the cost of their joint occurrence in the
dictionary. This cost ψ2 is given by:
ψ2(xi = lu, xj = lv) = λl exp(−βp(lu, lv)), (2.18)
where p(lu, lv) is the score determining the likelihood of the pair lu and lv occurring
together in the dictionary. The parameters λl and β are set empirically as λl = 2 and
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Figure 2.13 – The proposed model illustrated as a graph. Given a word image (shown
on the left), we evaluate character detectors and obtain potential character windows,
which are then represented in a graph. These nodes are connected with edges based
on their spatial positioning. Each node can take a label from the label set containing
English characters, digits, and a null label (to suppress false detections). To integrate
language models, i.e., n-grams, into the graph, we add auxiliary nodes (shown in red),
which constrain several character windows together (sets of 4 characters in this example).
Auxiliary nodes take labels from a label set containing all valid English n-grams and an
additional label to enforce high cost for an invalid n-gram.
β = 50 in all our experiments. The score p(lu, lv) is commonly computed from joint
occurrences of characters in the lexicon [40], [172]. This prior is effective when the
lexicon size is small, but it is less so as the lexicon increases in size. Furthermore, it
fails to capture the location-specific information of pairs of characters. As a toy example,
consider a lexicon with only two words CVPR and ICPR. Here, the character pair (P,R)
is more likely to occur at the end of the word, but a standard bigram prior model does
not incorporate this location-specific information.
To overcome the lack of location-specific information, we devise a node-specific pair-
wise cost by adapting [145] to the scene text recognition problem. We evaluated our
approach with both the pairwise terms, and found that the node-specific prior achieves
better performance. The cost of either node taking the null label is defined accord-
ingly [A16], to ensure that when two character windows overlap significantly, only one
of them is assigned a character/digit label in order to avoid parts of characters being
labelled.
Higher order cost. An auxiliary node corresponding to every clique of size k (where k
is more than 2) is added to represent the k-th order cost in the graph. The higher order
cost is then decomposed into unary and pairwise terms with respect to this node, similar
to [151]. Each auxiliary node in the graph takes one of the labels from the extended
label set {L1, L2, . . . , LM} ∪ LM+1, where labels L1 . . . LM represent all the k-grams in
the dictionary. The additional label LM+1 denotes all those k-grams which are absent in
the dictionary. The unary cost for an auxiliary variable and the pairwise costs between
an auxiliary node and a non-auxiliary node are detailed in [A16].
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Computing language priors. We compute n-gram based priors from the lexicon (or
dictionary) and then adapt standard techniques for smoothing these scores [172] to the
open and closed vocabulary cases. Image-specific lexicons (small or medium) are used
in the closed vocabulary setting, while in the open vocabulary case we use a lexicon
containing half a million words (henceforth referred to as large lexicon) provided by [183]
to compute these scores.
Inference. Having computed the unary, pairwise and higher order terms, we use the
sequential tree-reweighted message passing (TRW-S) algorithm [89] to minimize the en-
ergy function. The TRW-S algorithm maximizes a concave lower bound of the energy.
It begins by considering a set of trees from the random field, and computes probability
distributions over each tree. These distributions are then used to reweight the messages
being passed during loopy belief propagation [131] on each tree. The algorithm termi-
nates when the lower bound cannot be increased further, or the maximum number of
iterations has been reached.
In summary, given an image containing a word, we: (i) locate the potential characters
in it with a character detection scheme, (ii) define a random field over all these poten-
tial characters, (iii) compute the language priors and integrate them into the random
field model, and then (iv) infer the most likely word by minimizing the energy function
corresponding to the random field.
2.3.2 Datasets and evaluation protocols
Several public benchmark datasets for scene text understanding have been released in
recent years. ICDAR [3] and Street View Text (SVT) [4] datasets are two of the initial
datasets for this problem. They both contain data for text localization, cropped word
recognition and isolated character recognition tasks. In this paper we use the cropped
word recognition part from these datasets. Although these datasets have served well
in building interest in the scene text understanding problem, they are limited by their
size of a few hundred images. To address this issue, we introduced the IIIT 5K-word
dataset [A18], containing a diverse set of 5000 words.
We evaluate the word recognition accuracy in two settings: closed and open vocab-
ulary. Following previous work [A18], [158], [181], we evaluate case-insensitive word
recognition on SVT, ICDAR 2003, IIIT 5K-word, and case-sensitive word recognition on
ICDAR 2011 and ICDAR 2013. For the closed vocabulary recognition case, we perform
a minimum edit distance correction, since the ground truth word belongs to the image-
specific lexicon. On the other hand, in the case of open vocabulary recognition, where
the ground truth word may or may not belong to the large lexicon, we do not perform
edit distance based correction.
2.3.3 Results: Open vocabulary recognition
In this manuscript we highlight experimental results in the open vocabulary setting,
where we use a lexicon of 0.5 million words from [183] instead of image-specific lexicons
32
2.3. Scene Text Understanding
(known as closed vocabulary setting) to compute the language priors. The remaining
experimental analyses are available in [A16]. Many character pairs are equally likely in
this large lexicon setting, thereby rendering pairwise priors less effective than in the case of
a small lexicon. We use priors of order four to address this. Results on various datasets
in this setting are shown in Table 2.2. We compare our method with recent work by
Feild and Miller [47] on the ICDAR 2003 dataset, where our method with HOG features
shows a comparable performance. Note that [47] additionally uses web-based corrections,
unlike our method, where the results are obtained directly by performing inference on the
higher order CRF model. On the ICDAR 2011 and 2013 datasets we compare our method
with the top performers from the respective competitions. Our method outperforms the
ICDAR 2011 robust reading competition winner (TH-OCR method) method by 17%.
This performance is also better than the method of Weinman et al. [182].
On the ICDAR 2013 dataset, the proposed higher order model is significantly better
than the baseline and is in the top-5 performers among the competition entries. The
winner of this competition (PhotoOCR) uses a large proprietary training dataset, which
is unavailable publicly, making it infeasible to do a fair comparison. Other methods,
e.g., NESP [94], use many preprocessing techniques, followed by off-the-self OCR. Such
preprocessing techniques are highly dataset dependent and may not generalize easily to
all the challenging datasets we use. Despite the lack of these preprocessing steps, our
method shows a comparable performance. On the IIIT 5K-word dataset, which is large
(three times the size of ICDAR 2013 dataset) and challenging, the only published result to
our knowledge is Strokelets [199] from CVPR 2014. Our method performs 7% better than
Strokelets. Using CNN features instead of HOG further improves our word recognition
accuracy, as shown in Table 2.2.
2.3.4 Summary
Our model combines bottom-up cues from character detections and top-down cues
from lexicon. We jointly infer the location of true characters and the word they rep-
resent as a whole. We evaluated our method on several challenging street scene text
datasets, and showed that our approach significantly advances the energy minimization
based paradigm for scene text recognition. We also showed that this is complementary
to the resurgence of convolutional neural network based techniques, which can help build
better scene understanding systems.
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Table 2.2 – Word recognition accuracy (in %): open vocabulary setting. The results of our
higher order model (“This work”) with HOG and CNN features are presented here. Since the
network used here to compute CNN features, i.e. [75], is learnt on data from several sources
(e.g., ICDAR 2013), we evaluated with CNN features only on ICDAR 2003 and IIIT-5K word
datasets, as recommended by the authors [75]. We also compare with top performers (based
on [80], [156]) in the ICDAR 2011 and 2013 robust reading competitions. We follow standard




Baseline (CSER+tesseract) [58] 50.99
Feild and Miller [47] 62.76
Our variants
Pairwise [A19] 50.99
Higher order [This work, HOG] 63.02
Higher order [This work, CNN] 67.67
ICDAR 2011 dataset
Baseline (ABBYY) 46.00
Baseline (CSER+tesseract) [58] 51.98
Weinman et al. [182] 57.70
Feild and Miller [47] 48.86
ICDAR’11 competition [156]
TH-OCR System 41.20




Higher order [This work, HOG] 58.03
ICDAR 2013 dataset
Baseline (ABBYY) 45.30





POINEER [182], [183] 53.70
Field’s Method [47] 47.95
TextSpotter [117], [119], [120] 26.85
Our variants
Pairwise [A19] 49.86
Higher order [This work, HOG] 60.18
IIIT 5K-Word
Baseline (ABBYY) 14.60




Higher order [This work, HOG] 44.50
Higher order [This work, CNN] 46.7334
Chapter 3
Motion Understanding
This chapter is based on the following publications.
— Y. Hua, K. Alahari, and C. Schmid,
“Online Object Tracking with Proposal Selection,” ICCV, 2015 [PDF]
— J. Lezama, K. Alahari, J. Sivic, and I. Laptev,
“Track to the Future: Spatio-temporal Video Segmentation with Long-range Motion
Cues,” CVPR, 2011 [PDF]
— P. Tokmakov, C. Schmid, and K. Alahari,
“Learning to Segment Moving Objects,” International Journal on Computer Vision,
2018 (In press) [PDF]
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This chapter presents a selection of approaches for understanding motion. We begin
with the work on extracting long-range motion cues, in the form of occlusion-aware
trajectories, from videos (Section 3.1). This is a form of low-level understanding of motion
for video segmentation. The second approach addresses the problem of localizing objects
undergoing transformations, such as rotation, in a video sequence. Here we consider the
semi-supervised case, where only the first frame is annotated with the object of interest
(Section 3.2). These two works are examples where motion cues are hand-crafted into
the framework. The third approach presented in this chapter shows how motion features
can be learned directly from synthetic data (Section 3.3).
3.1 Long-Range Motion Cues for Segmentation
We seek to develop an intermediate representation, which exploits long-range tem-
poral cues available in the video, and thus provides a stepping stone towards automatic
interpretation of dynamic scenes. In particular, we aim to obtain a spatio-temporal over-
segmentation of video that respects object boundaries, and at the same time temporally
associates (subsets of) object pixels whenever they appear in the video. This is a chal-
lenging task, as local image measurements often provide only a weak cue for the presence
of object boundaries. At the same time, object appearance may significantly change over
the frames of the video due to, for example, changes in the camera viewpoint, scene illu-
mination or object orientation. While obtaining a complete segmentation of all objects
in the scene may not be possible without additional supervision, we propose to partially
address these challenges in this work.
We combine local image and motion measurements with long-range motion cues in the
form of carefully grouped point-tracks, which extend over many frames in the video. In-
corporating these long point-tracks into spatio-temporal video segmentation brings three
principal benefits: (i) pixel regions can be associated by point-tracks over many frames in
the video; (ii) locally similar motions can be disambiguated over a larger frame baseline;
and (iii) motion and occlusion events can be propagated to frames with no object/camera
motion.
Related Work. Individual frames in a video can be segmented independently using
existing single image segmentation methods [30], [48], [160], but the resulting segmenta-
tion is not consistent over consecutive frames. Video sequences can also be segmented
into regions of locally coherent motion by analyzing dense motion fields [159], [186] in
neighbouring frames. Methods such as [34], [62], [168], [175], [204] rely on cues computed
at a local level for segmentation. We build on the hierarchical, graph-based segmenta-
tion method of Grundmann et al. [62] and extend it by incorporating long-range motion
cues into the segmentation. Other related work based on layered representation of video,
e.g., [95], is limited to using a locally affine parametric model. Our method groups point
trajectories, following the approach in [23], but incorporates additional occlusion con-
straints, and recovers partial depth ordering between groups of tracks. A more detailed
presentation of related work is available in [A15].
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(a) (b)
Figure 3.1 – A toy example illustrating x-t video slices. (a): Objects A and B can be
separated early in time if we propagate their motion from a latter point in time. (b):
Objects A and C can be separated despite their motion similarity if we take the relative
depth ordering, as induced by occlusions, into account. Here, A is occluded by B, and B
is occluded by C.
3.1.1 Track clustering with occlusion reasoning
Long-term motion can provide strong low-level cues for many vision tasks. For exam-
ple, two static objects can be separated based on their past or future independent motion
if this motion evidence is propagated over time (see Figure 3.1(a)). Similarly, if an object
B occludes A while C occludes B (as shown in Figure 3.1(b)), we can reason that A and
C are in fact two different objects based on the relative depth ordering. Such analyses
can also be very useful for higher-level scene understanding in terms of objects and event
categories. For example, a point cloud which appears at the door and descends to a chair
is very likely to belong to a sitting person who just entered a room.
Our goal in this work is to over-segment the video into groups of pixels belonging
to the same object over time and to provide novel building blocks for higher level video
interpretation. We start reasoning about the long-term motion by clustering a sparse set
of point-tracks extracted from many frames of a video [23]. Our method, however, is not
specific to this particular choice and could be used with other point tracking algorithms
such as KLT [174] or Particle Video [152].
Depth order based track clustering. We propose a novel energy-based method for
track clustering, which both: (i) groups tracks together based on their similarity, and
(ii) establishes a relative depth ordering between track clusters based on the occlusion
and disocclusion relations among tracks. As a direct consequence, the method is able
to separate tracks, which have similar motion, based on their depth ordering, provided
there is sufficient occlusion evidence in the video.
We represent each track with a random variable Xi, which takes a label xi ∈ L,
representing its cluster assignment. The label set L = {1, 2, . . . , c}, denotes the set of
37
3. Motion Understanding
clusters. We select the number of labels manually. However, an automatic selection of
number of labels can be addressed with a label cost term, such as in [33]. Let n be
the number of tracks in the video sequence, and X = {X1, X2, . . . , Xn} be the set of
random variables. A labelling x refers to any possible assignment of labels to the random
variables, and takes values from the set L = Ln. We define the cost of a label assignment





αijφ1(xi, xj) + (1− αij)φ2(xi, xj) + γijφ3(xi, xj)
]
, (3.1)
where E is the set of pairs of interacting tracks. As detailed later, αij and γij measure,
respectively, the motion similarity and occlusion cost for a pair of tracks (i, j). The three
potentials, φ1(xi, xj), φ2(xi, xj), and φ3(xi, xj) model the joint cost of labelling tracks i
and j. Interacting tracks, E , are only required to have a temporal overlap of at least
two frames, i.e., any two tracks in the video sequence can potentially interact. This
would be equivalent to a generalization of the four or the eight neighbourhood used in
standard pixel-wise Markov random field models [20]. Note that since our goal is to
generate an unsupervised segmentation of a given video sequence, this energy function
E(x) does not include any unary terms, which model the cost of assigning labels to each
random variable independently. The cost function can be extended to incorporate unary
potentials, similar to those in [A14], [162].
Similarity constraints. To assign similar tracks to the same clusters, we use potential
φ1(xi, xj) which takes the form of a standard Potts model [18], [20], i.e.,
φ1(xi, xj) =
{
0 if xi = xj,
1 otherwise. (3.2)
The intuition for including φ1 is that two tracks with similar motion and close locations
are more likely to belong to the same object, and thus should be assigned the same
label. This “attraction” force is modulated by αij which measures the similarity between
two tracks, and ensures that only similar tracks are constrained to take the same label.
The values αij are computed using the distance between the time-corresponding spatial
coordinates of track points ai, aj, as well as the distance between time-corresponding
velocity values in both tracks vi,vj as follows: 1
αij = exp
(





where lij is the length of the temporal overlap (in frames) between the tracks i and j,
and σs is a parameter. Note that this track similarity measure is similar to the one used
1. Note that a is composed of (x, y) coordinates of all points in a track. When comparing two tracks
i and j, we use only points from frames where both tracks overlap in time. Similarly, vi,vj are composed
of velocity values xt − xt−1 and yt − yt−1 for frames t and t− 1 for time-overlapping segments of tracks
i and j.
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in [23]. Furthermore, the effect of using αij with φ1 is equivalent to the contrast-sensitive
Potts model [20].
We also use the potential φ2, which acts as a “repelling” force for tracks that have
low similarity values, i.e., (1− αij) is high. This potential is defined as:
φ2(xi, xj) =
{
1 if xi = xj,
0 otherwise. (3.4)
The potential φ2 ensures that dis-similar tracks take different labels. The repelling force
of φ2 prevents the trivial solution of all tracks being assigned to the same cluster.
The effect of using φ1 and φ2 potentials together with the similarity measure αij is
illustrated in Figure 3.2(c). As can be seen, minimization of the energy defined in terms of
φ1, φ2 only separates the tracks of a moving person from the rest of the tracks originating
from the static scene.
Depth ordering constraints. Although results in Figure 3.2(c) are consistent with
our expectations, the obtained grouping of tracks is far from being perfect since the
method fails to separate different objects sharing similar motion, for example, the static
person in the foreground and its background. We address this problem by reasoning about
occlusions and disocclusions. We observe that tracks of object A are usually terminated
abruptly by the tracks of another object B if B occludes A (we denote this by B → A).
Moreover, C → B → A provides evidence that C and A most likely belong to different
depth layers, i.e., C → A, and therefore C and A should be separated even if they share
similar motion (or appearance, or both). Indeed, the case in Figure 3.1(b) corresponds
to the real example in Figure 3.2, where the background (A) is being occluded by the
moving person (B), which in turn is occluded by the sitting person in the front (C).
In the following we integrate the notion of occlusion within our clustering framework to
enable both improved clustering of tracks and inference of the relative depth ordering
between track clusters.
We introduce the potential φ3(xi, xj) imposing the order on the track labels as follows:
φ3(xi, xj) =
{
1 if xi ≥ xj,
0 if xi < xj.
(3.5)
This potential is modulated by γij in (3.1) which takes a high value for a pair of tracks
(i, j), if j occludes i, i.e., j → i. To measure γij from the data, we consider a pair-wise
asymmetric cost between end-points of track i and all tracks j, close to i. As can be seen
from the x-t slice of the video in Figure 3.2, occlusions often result in “T-junctions” and
tracks are terminated by other near-by tracks with different motion. Hence, we define
score of γij in terms of the difference in velocity vi − vj and the difference in position D
(see Figure 3.3) between tracks (i, j) at the moment of termination (or start) of a track
i as follows:












Figure 3.2 – Track clustering. (a)-(b): Illustration of original image sequence with a
person passing behind another sitting person. On the space-time slice (a), note the two
sets of “T-junctions” generated by the motion boundaries between: (i) the walking person
and the background; and (ii) the walking person and the static person in the front. (c)
Results of similarity-based track clustering using energy function with potentials
φ1 and φ2 only (see text). (d) Results of similarity and occlusion-based track
clustering using the full energy in (3.1). The introduction of the occlusion potential φ3
to (3.1) enables separation of the static person (green) from the static background (blue).
The correct relative depth ordering of track labels (from back to front: 1 < 2 < 3) is
resolved by occlusion reasoning: 1 – background (blue); 2 – moving person (red); 3 –
static person in the front (green). Note that a subset of the original tracks is shown
to make the figure readable. A single cluster is obtained for the walking person (red)
as there are other tracks which connect the two seemingly different components, i.e., a
partial occlusion. (Best viewed in colour.)
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Figure 3.3 – Illustration of measurements involved in the computation of occlu-
sion/disocclusion score γij in (3.6). The velocity vector V1 at the end-point of the occluded
track (blue) is compared to velocity vector V2 of a near-by track (red). D is the image
distance between two tracks.
where σo is a parameter and d is a damping coefficient decreasing the occlusion score with
the increasing distance D between tracks (i, j): d = exp(−D2/σ2d) for some parameter
value σd. Figure 3.4 illustrates the computed values of γi· for each end-point of track i
maximized over all other tracks j.
We next plug-in the potential φ3(xi, xj) and the occlusion score γij into (3.1) and opti-
mize the full energy. The resulting clustering of the tracks is illustrated in Figure 3.2(d).
In contrast to result in Figure 3.2(c), we observe the tracks of the sitting person (green)
have now been separated from the background (blue). Moreover, the relative depth or-
dering of the labels has been correctly recovered as green → red → blue. More results
for the track clustering as well as for its application to the dense video segmentation are
shown in Section 3.1.3.
Optimizing the energy function. The most probable or Maximum a Posteriori
(MAP) labelling x∗ of the energy function in (3.1) is defined as: x∗ = arg minx∈LE(x).
Note that our energy function does not satisfy the submodularity condition [88] even for
the two-label case. Many methods have been proposed to solve such non-submodular
energy functions [19], [89], [90]. We use the sequential tree-reweighted message passing
(TRW-S) algorithm [89] because of its efficiency and accuracy for our clustering problem.
The labels thus obtained for the tracks are then used to define long-range motion cues
for video segmentation.
3.1.2 Graph-based video segmentation with long-range motion
cues
In this section we describe our spatio-temporal video segmentation algorithm, which
incorporates long-range motion cues in the form of clusters of point tracks obtained as
described in Section 3.1.1. Inspired by the graph-based single image segmentation ap-
proach of Felzenszwalb and Huttenlocher [48] and its hierarchical extension to video [62],
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Figure 3.4 – The values of occlusion scores γi· are illustrated for end-points of all tracks
extracted on the example video in Figure 3.2. Large size crosses correspond to large
values of γi· and illustrate good prediction of track occlusion in this example.
we present an efficient way to incorporate long-range motion cues as additional merging
constraints.
Review of the graph-based segmentation [48]. An image is represented by a graph
G = (U,E) with vertices ui ∈ U and edges (ui, uj) ∈ E. The elements of U are pixels
and the elements of E are the edges linking neighbouring pixels. Each edge is assigned
a weight, which is a measure of the colour dissimilarity between the two pixels linked by
that edge. Edges are then ordered by their weight in a non-decreasing order. The ordered
list of edges is traversed one by one, deciding if two pixel regions C1 and C2 connected by
the edge considered are merged according to a score measuring the difference between C1
and C2, relative to the internal similarity within C1 and C2. Both the region difference
and internal similarity are computed from the existing (pre-computed) edges in the graph
and no additional measurements in the image are necessary. The algorithm is efficient as
its complexity is O(nlogn), where n is the number of edges in the graph.
Extensions to video [62]. The image graph in [48] can be extended to a three-
dimensional graph involving all pixels in a video. We follow [62] and add an edge to each
pair of neighbouring pixels in space and time. For a pixel (x, y, t)> we add edges to its
8-connected spatial neighbours as well as to a temporal neighbour (x+ vx, y+ vy, t+ 1)>,
where (vx, vy)> is the velocity vector estimated by optical flow at (x, y, t)> (see Fig-
ure 3.5(a)). The weight of an edge between two pixels is set to the Euclidean distance
between their colour and velocity descriptor vectors (r, g, b, vx, vy)>.
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(a) (b)
Figure 3.5 – (a) Extending the graph-based image segmenter of Felzenszwalb
and Huttenlocher [48] to video. Edges following densely estimated motion field
connect pixel graphs of neighbouring frames, illustrated here for frames i− 1, i and i+ 1.
(b) Adding long-range motion constraints: (i) temporal edges connected by point
tracks (shown as curves here) receive low cost and hence are merged first; (ii) edges
connecting pixels, containing tracks belonging to different groups (shown by two different
colours) receive high cost and are not considered for merging.
Grundmann et al. [62] extend the above pixel graph to a region graph within an
iterative hierarchical segmentation framework. At each iteration j the graph is rebuilt
by connecting neighbouring regions from the previous iteration j− 1. Edges of the graph
have weights corresponding to χ2-distance between region histogram descriptors of colour
and motion. We have compared pixel graphs with region graphs and found the latter
ones to work better. We therefore build on the the hierarchical segmentation of [62] and
extend it as described below.
Incorporating long-range motion cues. Ideally we wish to have a video segmen-
tation where each object is supported by a single spatio-temporal region – an elongated
volumetric segment – whose spatial support in each frame, where the object appears,
should be the same as the object spatial support. However, segmenting all objects in the
video from only low-level cues might be unrealistic without additional top-level supervi-
sion [150]. Hence, we aim at producing an over-segmentation, where object’s “footprint”
in the video is formed from a small set of spatio-temporal regions, which do not cross
object boundaries. Preventing the merging of pixels that belong to different objects can
be difficult or even impossible to resolve based on only local image and temporal infor-
mation. In contrast, we introduce long-range information in the form of point-tracks,
whose shapes provide, over longer time, additional information for disambiguating pixels
with similar local appearance and motion. This is implemented in the following way.
First we encourage the created spatio-temporal segments to have a long support in time
by building them around point-tracks. Second, we impose constraints on the resulting
segmentation based on global track clusters obtained in Section 3.1.1.
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(a) +20 frames (b) +40 frames
Figure 3.6 – Propagation score vs. the object coverage in the initial frame for the proposed
segmentation with long range motion cues (using depth order track clusters or BM [23]
track clusters) compared to the segmentation of [62].
Encouraging long-range temporal connections. We initialize the hierarchical seg-
mentation by building a three-dimensional pixel graph and add edges that follow point
tracks. By giving these edges weight 0, we enforce the merge of all pixels along the
track to one region. The tracks then act as “seeds” for the segmentation, which are then
“grown” by adding additional pixels based on local similarity in motion and colour.
Segmentation with motion constraints. Here we incorporate the track clustering
obtained, as described in Section 3.1.1, into the segmentation framework. Recall, that
tracks are grouped according to their global motion similarity and occlusion constraints
into a set of c groups. The situation is illustrated in Figure 3.5(b). The constraint
is incorporated into the segmentation by introducing an additional label for each pixel
(node) in the pixel graph. First, pixels along the tracks are labeled according to the
cluster to which the track belongs to, a number between 1 and c. The rest of the pixels
are labeled −1. Each time the algorithm is going to do a merge, it checks that either the
label of the two regions is the same or one of them is −1 and it will only merge if any
of these is the case. In case there is a merge, the new region will be labelled with the
maximum label of the two regions being merged. This way we make sure that the regions
containing tracks from different clusters will never be merged. Note that introducing
motion constraints in this form does not affect the complexity of the algorithm.
While the depth ordering constraints are used to produce the track grouping, they
affect the segmentation only indirectly in the form of constraints on the track clusters.
However, we believe the depth ordering information will be useful for further video un-
derstanding tasks, providing useful constraints on object labels, i.e., the “wall” should
appear behind “a person”.
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Figure 3.7 – First row: Frames 0, 20 and 40 of the original sequence, respectively. Sec-
ond row: Tracked points overlaid over the video colour-coded according to the obtained
clusters. The automatically inferred label ordering (front to back): green, red, magenta,
and blue. Note that tracks on the sitting person (green) were correctly separated from
background (blue) with the correct depth ordering, despite the fact that the person is
not moving. Third row: obtained spatio-temporal over-segmentation of the video frames.
Fourth row: the ground truth object regions (left) automatically propagated to the other
frames (middle, right).
3.1.3 Results: Video segmentation
We use a subset of short video clips from the Hollywood 2 dataset [106] to evaluate
this method. Further details are provided in [A15]. Since our goal is to have spatio-
temporal regions that support objects across all frames in videos, we measure how well
the obtained regions ‘follow’ the actual object support. For each video, we have annotated
three frames (with a gap of 20 frames) with outlines of all considered objects. Then we
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take one of the three annotated frames, and for each annotated object in this frame, we
take the spatio-temporal regions which have a significant spatial overlap (measured by the
standard intersection over union score) with the objects in that particular frame. Then
we measure how well these selected regions propagate in time, by measuring the overlap of
their union with the ground truth object annotations in the two other annotated frames.
Figure 3.6 shows the average propagation scores (defined formally in [A15]) obtained
when propagating object regions in the 10 video clips over 20 and 40 frames. Each method
produces a hierarchy of segmentations with an increasing size of segments. Hence, we
plot the propagation score against the object coverage in the first frame measured by
the area overlap with the ground truth. At low hierarchy levels, the (union of) small
segments cover the object in the first frame well (object coverage around 0.8), but have
low propagation score in time. For medium size segments (medium hierarchy levels)
the quality of the segmentation in the first frame decreases (object coverage around 0.6)
but the propagation in time is the best. Finally, large segments at high hierarchy lev-
els have very low (< 0.5) object coverage and also their propagation score decreases as
they often leak to background and other objects. Results are shown for the proposed
video segmenter (Section 3.1.2) with tracks clustered either with the method of Sec-
tion 3.1.1 (Depth order track clusters) or the track clustering method of [23] (BM [23]
track clusters). Performance is compared with the popular video segmentation method
of Grundmann et al. [62].
The best propagation performance is achieved by our region segmenter in combination
with track clustering of [23], outperforming the method of [62] across virtually all reason-
able (>0.5) object coverage levels. This demonstrates the advantage of using clustered
tracks for spatio-temporal video segmentation. Using the same tracks in combination
with our segmentation method in Section 3.1.1 gives somewhat worse results, but in con-
trast to [23], we do not do any post-processing of track clusters, and address a harder
clustering task resolving depth ordering in the scene. Qualitative results of video segmen-
tation, object region propagation and track clustering with depth ordering are illustrated
in Figure 3.7. A more complete evaluation of the method is presented in [A15].
3.1.4 Summary
We have presented an efficient spatio-temporal segmentation algorithm incorporating
long-range motion cues in the form of groups of point-tracks. Towards this goal, we have
devised a new track clustering cost function that includes occlusion reasoning in the form
of depth ordering constraints.
46
3.2. Online Object Tracking
3.2 Online Object Tracking
Tracking-by-detection has emerged as one of the successful paradigms for tracking
objects [105], [192]. It formulates the tracking problem as the task of detecting an object,
which is likely to undergo changes in appearance, size, or become occluded, over time [11],
[12], [65], [78], [171]. These approaches begin by training an object detector with an
initialization (in the form of a bounding box) in the first frame, and then update this
model over time. Naturally, the choice of exemplars used to update and improve the
object model is critical [A12], [171].
Consider the motocross example shown in Figure 3.8. Here, the target (biker and his
motorbike) undergoes several deformations as the biker performs an acrobatics routine,
which leads to significant changes in the aspect ratio as well as the rotation angle of the
bounding box. State-of-the-art tracking methods, e.g., [A12], [171], rely on axis-aligned
bounding boxes and thus are ill-equipped to capture the accurate extents of the object in
such scenarios. In this work, we aim to address this issue by treating the tracking problem
as the task of selecting the best proposal containing the object of interest from several
candidates. To this end, we propose a novel method to generate candidates which capture
the extents of the object accurately, by estimating the transformation(s) undergone by
the object.
The focus of this work is the problem of tracking a single target in monocular video
sequences. The target is provided as a ground truth annotation in the first frame, as
Figure 3.8 – Sample frames (cropped) from the jogging (top row) and motocross (bottom
row) sequences [105]. The ground truth annotation (green) in the first frame (left) is
used to train our tracker and the winner [32] of VOT2014 challenge [105]. We show
these two tracking results (right) on another frame in the sequence. Our method (yellow)




in a standard tracking-by-detection setup [65], [78]. We learn an object detector model
from this annotation and evaluate it in subsequent frames to propose candidate locations
that are likely to contain the target. While these proposals are sufficient to track objects
undergoing a small subset of transformations over time, such as translation shown in
Figure 3.8-top, they cannot handle generic transformations, e.g., similarity transformation
shown in Figure 3.8-bottom. We address this problem by: (i) introducing novel additional
proposals to improve the candidate location set, and (ii) using multiple cues to select the
proposal that is most likely to contain the target. Additional proposals are computed by
robustly estimating the parameters of similarity transformation (i.e., scaling, translation,
rotation) that the target is likely to have undergone, with a Hough transform voting
scheme on the optical flow. With these parameters, we propose several candidate locations
for the target. Thus, for every frame of the video sequence, our candidate set consists
of object detector boxes as well as geometry estimation proposals. Note that state-of-
the-art tracking-by-detection approaches are limited to detector proposals alone. The
second contribution we make is in selecting the best proposal from the candidate set
using multiple cues – objectness scores [203] computed with edge responses [37] and
motion boundaries [184], and the detection score.
Related Work. Tracking-by-detection methods learn an initial discriminative model
of the object from the first frame in the sequence (e.g., with a support vector machine
(SVM) [65], [171]), evaluate it to detect the most likely object location in subsequent
frames, and then update the object model with these new detections. To avoid the well-
known problem of drift [107] in tracking, some methods combine detector- and tracker-
based components [78], control the training set with learning [171], or maintain a pool of
trackers [A12]. These methods however: (i) lack robustness to severe changes in object
size [78] or scale [A12], or (ii) cannot handle commonly-occurring scenarios where the
object is undergoing a geometric transformation [171], such as the rotation shown in
Figure 3.8-bottom. A more complete discussion on related work is presented in [A13].
3.2.1 Proposal selection for tracking
The main components of our framework for online object tracking are: (i) learning
the initial detector, (ii) building a rich candidate set of object locations in each frame,
consisting of proposals from the detector as well as the estimated geometric transforma-
tions, (iii) evaluating all the proposals in each frame with multiple cues to select the best
one, and (iv) updating the detector model. We now present all these components and
then provide implementation details in [A13].
Initial detector. We learn the initial detector model with a training set consisting
of one positive sample, available as a bounding box annotation in the first frame, and
several negative bounding box samples which are automatically extracted from the entire
image. We use HOG features [31], [49] computed for these bounding boxes and learn
the detector with a linear SVM, similar to other tracking-by-detection approaches [A12],
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Figure 3.9 – Two sequences from the VOT dataset [105]. In each row, we show the ground
truth (in green) in the first frame (left) and the best geometry proposal in a subsequent
frame (in yellow in the right image). We show a vertical line on each box to visualize the
rotation angle with respect to image edges.
[171]. The detector is then evaluated on subsequent frames to estimate the candidate
locations of the object. Rather than make a suboptimal decision by choosing the best
detection as the object location in a frame, we extract the top k detections and build a
candidate set. We augment this set with proposals estimated from the transformations
undergone by the object, as described in the following.
Estimating geometry and proposals. In the examples shown in Figure 3.9, the
object of interest is undergoing a geometric transformation (rotation in these examples).
None of the top detector proposals can capture the object accurately in this case. To
address this issue, we explicitly estimate the transformation undergone by the object and
then use it to enrich the candidate set with additional geometric proposals.
We represent the geometric transformation with a similarity matrix [66]. Note that
other transformations like homography can also be used. The similarity transformation is
defined by four parameters – one each for rotation and scale, and two for translation. In
this work, we estimate them with a Hough transform voting scheme using frame-to-frame
optical flow correspondences. We begin by computing the optical flow between frames t−1
and t with a state-of-the-art flow estimation method [24]. The pixels within the object
bounding box with flow values in frame t−1 then give us corresponding pixels in frame t.
With a pair of these matches, given by two pixels in t−1 which are sufficiently distant from
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each other, we estimate the four scalar parameters in the similarity matrix [66]. Every
choice of a pair of corresponding matches gives us an estimate of the four parameters.
We then use the Hough transform [72], wherein each pair of point-matches votes for a
(4D) parameter set, to find the top k consistent parameter sets. This voting scheme
allows us to filter out the incorrect correspondences due to common errors in optical flow
estimation.
To sum up, we estimate the k most likely geometric transformations undergone by
the object as the parameters with the top k votes. Each one of these transformations
results in a candidate location of the object in t, by applying the corresponding similarity
matrix to the object bounding box in t − 1. Before adding all these k proposals to
the candidate set, we perform an additional filtering step to ensure further robustness.
To this end, we discard all the proposals: (i) which have a low confidence, given by
the number of votes, normalized by the total number of point-matches, and (ii) those
where the estimated angle is significantly different from estimations in earlier frames. We
determine both these threshold values with Kalman filtering [79]. A threshold τt, used
for filtering proposals in frame t+ 1, is given by:
τt = ατt−1 + kt(dt − αβτt−1), (3.7)
kt = (pt−1 + q)/(pt−1 + q + r), (3.8)
pt = (1− kt)(pt−1 + q), (3.9)
where α, β, q, r are scalar parameters set empirically (see [A13]), kt is the Kalman gain,
pt is the error estimate. The filter is initialized with τ0 = 0, p0 = 0.1. Here, dt is either the
confidence score or the estimated angle of the selected proposal in frame t to determine
the respective threshold.
Selecting proposals. At the end of the geometry estimation step, we have k proposals
from the detector and (at most) k proposals from the similarity transformation in frame
t. Now, the task is to find the best proposal most likely to contain the object in this
frame. We use three cues, detection confidence score, objectness measures computed
with object edges and motion boundaries, for this task. We first use the (normalized)
detection confidence score computed for each proposal box with the SVM learned from
the object annotation in the first frame and updated during tracking. This provides
information directly relevant to the object of interest in a given sequence.
In cases where the detection scores of all the candidate boxes are statistically similar,
we use cues extracted from object edges [37] and motion boundaries [184] in the image,
referred to as edgeness scores. In other words, when the detection scores are inconclusive
to choose the best proposal, we rely on edgeness measure. Here, all the top candidates
contain the object of interest to some extent, and the task is to choose the one that
best contains the object—a scenario well-suited for edgeness cue because a proposal box
which accurately localizes the entire object has a stronger edge response compared to a
box which overlaps partially with the object, thus resulting in a weaker edge score. The
edgeness score is given by the number of edges (or motion boundaries) within a proposal
box after discarding contours that intersect with the box’s boundary, as in [203]. We
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Figure 3.10 – Two examples of edge and motion boundary responses. In each row, from
left to right, we show the original image (with the object in a green box), edges and
motion boundaries. The edges provide a stronger response in the example in the first row
while motion boundaries are more effective in the example in the second row.
compute edgeness scores with edges and motion boundaries separately and use the one
with a stronger response. As shown in the examples in Figure 3.10, these two cues are
complementary. Then, the proposal with the best edgeness score is selected.
We follow this approach, rather than using a combined score, e.g., a weighted combi-
nation of SVM and edgeness scores, because setting this weight manually is suboptimal,
and learning it is not possible due to the lack of standard training-validation-test datasets
for tracking. In contrast, our approach uses object-specific SVM and generic edgeness
scores effectively, and circumvents the need for a manually set weight to combine scores.
Updating the detector. Having computed the best proposal containing the object,
boxt, we use it as a positive exemplar to learn a new object model. In practice, we update
the current model incrementally with this new sample; see [A13]. This new detector is
then evaluated in frame t+ 1, to continue tracking the object.
3.2.2 Results: Visual object tracking
We now present our empirical evaluation on the visual object tracking (VOT) bench-
mark dataset, and compare with several recent methods. The results of all the methods




No. Method Acc. Robust. Avg.
1 Our-ms-rot 6.07 8.58 7.33
2 Our-ms 4.73 10.13 7.43
3 DSST [32] 6.78 13.99 10.39
4 SAMF 6.46 15.65 11.06
5 DGT 12.67 10.13 11.4
6 KCF [68] 6.16 16.71 11.44
7 PLT14 16.04 6.98 11.51
8 PLT13 19.74 4.00 11.87
9 eASMS 15.37 15.1 15.24
10 Our-ss 16.11 14.47 15.29
11 ACAT 15.1 16.78 15.94
12 MatFlow 23.82 9.67 16.74
13 HMMTxD 11.08 22.51 16.8
14 MCT 18.47 15.14 16.81
15 qwsEDFT 19.06 21.15 20.11
16 ACT 22.68 18.1 20.39
17 ABS 22.34 20.49 21.42
18 VTDMG 23.22 19.94 21.58
19 LGTv1 31.05 12.68 21.87
20 BDF 24.92 19.39 22.15
Table 3.1 – Performance of the top 20 methods on the VOT2014 dataset. We show the
ranking on accuracy (Acc.) and robustness (Robust.) measures, as well as the overall
rank (Avg.). The top performer in each measure is shown in red, and the second and third
best are in blue and green respectively. We show three variants of our method – Our-
ms-rot: uses multiscale detector and geometry proposals, Our-ms: uses only multiscale
detector proposals, and Our-ss: uses only single-scale detector proposals.
The results in Table 3.1 correspond to the baseline experiment in the toolkit, where
each tracker is executed 15 times with the same ground truth annotation in the first
frame, and the overall rank is computed as described in [A13]. Overall, our proposal
selection method using detector and geometry proposals (“Our-ms-rot” in the table)
performs significantly better than DSST [32], the winner of the VOT2014 challenge, with
an average rank of 7.33 vs 10.39. We also evaluated two variants of our approach. The first
one “Our-ms” uses only the multiscale detector proposals and the second variant “Our-
ss” is limited to proposals from the detector evaluated only at a single scale. The overall
rank of these two variants is lower than our full method: 7.43 and 15.29 respectively. The
variant based on multiscale detector proposals performs better on the accuracy measure
compared to the full method, but is significantly worse on the robustness measure. In
other words, this variant fails on many more frames than the full method, and benefits
from the resulting reinitializations. Due to significant changes in scale that occur in
several frames in the dataset, the variant based on a single-scale detector performs rather
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Figure 3.11 – Sample result on the motocross sequence. We compare with several state-
of-the-art trackers. Ground truth: green, Our result: yellow, DSST [32]: red, PLT14:
cyan, Struck [65]: blue. (Best viewed in colour.)
poorly. CMT [116], the key point based tracker which estimates rotation and scale of the
object, has an average rank of 24.43 and is ranked 28th on the list. With the evaluation
protocol of reinitializing the tracker when it fails, we found that using edgeness measure
did not show a significant difference compared to the detection score. Thus, to keep
the comparison with respect to the large number of trackers (38) reasonable, we show a
subset of variants of our methods on VOT.
Our tracker is ranked third on the robustness measure. PLT14 and PLT13, which
are two variants of Struck [65], are first and second respectively. PLT13, the winner of
the VOT2013 challenge, uses object-background colour histograms to weight the features
within the bounding box during SVM training. In essence, it attempts to refine the
object representation from an entire bounding box to an object segmentation. PLT14
is the multiscale version of PLT13, and it shows better accuracy at the cost of a lower
robustness. The segmentation cue used in these methods makes them accurate because
it provides a more precise object representation than a bounding box. However, in many
situations, e.g., fast motion, lack of strong object-background colour priors, it is likely to
fail. This is evident from the significantly lower accuracy of the PLT methods – 16.04,
19.74 compared to 6.07 of our approach (see Table 3.1).
We present a sample qualitative result in Figure 3.11. The motocross sequence is
considered as one of the most challenging sequences in this benchmark, based on the
number of trackers that fail on it. Our approach performs significantly better other
methods. We compare to the results of DSST and PLT14, which performed well on the
VOT2014 challenge, and also Struck, the top performer on several datasets.
3.2.3 Summary
This work presents a new tracking-by-detection framework for online object tracking.
Our approach begins with building a candidate set of object location proposals extracted
using a learned detector model. It is then augmented with novel proposals computed
by estimating the geometric transformation(s) undergone by the object. We localize
the object by selecting the best proposal from this candidate set using multiple cues:
detection confidence score, edges and motion boundaries.
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3.3 Learning Motion Features for Segmentation
Video object segmentation is the task of extracting spatio-temporal regions that corre-
spond to object(s) moving in at least one frame in the video sequence. The top-performing
methods for this problem [45], [127] continue to rely on hand-crafted features and do not
leverage a learned video representation, despite the impressive results achieved by CNNs
for other vision tasks, e.g., image segmentation [133], object detection [142]. Very re-
cently, there have been attempts to build CNNs for video object segmentation [25], [76],
[84]. Yet, they suffer from various drawbacks. For example, [25], [84] rely on a manually-
segmented subset of frames (typically the first frame of the video sequence) to guide
the segmentation pipeline. The approach of [76] does not require manual annotations,
but remains frame-based, failing to exploit temporal consistency in videos. Furthermore,
none of these methods has a mechanism to memorize relevant features of objects in a
scene. In this work, we propose a novel framework to address these issues.
We present a two-stream network with an explicit memory module for video object
segmentation (see Figure 3.12). The memory module is a convolutional gated recurrent
unit (GRU) that encodes the spatio-temporal evolution of object(s) in the input video
sequence. This spatio-temporal representation used in the memory module is extracted
from two streams—the appearance stream which describes static features of objects in
the video, and the temporal stream which captures the independent object motion.
The temporal stream separates independent object and camera motion with our mo-
tion pattern network (MP-Net), a trainable model, which takes optical flow as input
and outputs a per-pixel score for moving objects. Inspired by fully convolutional net-
works (FCNs) [38], [103], [148], we propose a related encoder-decoder style architecture
to accomplish this two-label classification task. The network is trained from scratch with
synthetic data [108]. Pixel-level ground-truth labels for training are generated automat-
ically (see Figure 3.13(d)), and denote whether each pixel has moved in the scene. The
input to the network is flow fields, such as the one shown in Figure 3.13(c). More de-
tails of the network, and the training procedure are provided in Section 3.3.2. With this
training, our model learns to distinguish motion patterns of objects and background.
The appearance stream is the DeepLab network [27], [28], pretrained on the PASCAL
VOC segmentation dataset, and it operates on individual video frames. With the spatial
and temporal CNN features, we train the convolutional GRU component of the framework
to learn a visual memory representation of object(s) in the scene. Given a frame t from
the video sequence as input, the network extracts its spatio-temporal features and: (i)
computes the segmentation using the memory representation aggregated from all frames
previously seen in the video, (ii) updates the memory unit with features from t. The
segmentation is improved further by processing the video in the forward and the backward
directions in the memory unit, with our bidirectional convolutional GRU.
Related Work. Our work is related to: motion and scene flow estimation, video ob-
ject segmentation, and recurrent neural networks. We discuss a selection of these works
here, and provide a more elaborate discussion in [A30]. In concurrent work, Jain et
al. [76] presented a deep network to segment independent motion in the flow field. While
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Figure 3.12 – Overview of our segmentation approach. Each video frame is processed
by the appearance (green) and the motion (yellow) networks to produce an intermediate
two-stream representation. The ConvGRU module combines this with the learned visual
memory to compute the final segmentation result. The width (w’) and height (h’) of the
feature map and the output are w/8 and h/8 respectively.
(a) (b) (c) (d)
Figure 3.13 – (a,b) Two example frames from a sequence in the FlyingThings3D
dataset [108]. The camera is in motion in this scene, along with four independently
moving objects. (c) Ground-truth optical flow of (a), which illustrates motion of both
foreground objects and background with respect to the next frame (b). (d) Ground-truth
segmentation of moving objects in this scene.
their approach is related to ours, they use frame pairs from real videos, in contrast to
synthetic data in our case. Since obtaining accurate ground truth moving object segmen-
tation labels is prohibitively expensive for a large dataset, they rely on an automatic,
heuristic-based label estimation approach, which results in noisy annotations. Our ap-
proach to solve the segmentation problem does not require manually-marked regions.
Several methods in this paradigm generate an over-segmentation of videos [22], [62], [83].
While this can be a useful intermediate step for some recognition tasks in video, it has
no notion of objects.
3.3.1 Learning to segment moving objects in videos
We start by describing the overall architecture of our video object segmentation frame-
work. It takes video frames together with their estimated optical flow as input, and
outputs binary segmentations of moving objects, as shown in Figure 3.12. We target
the most general form of this task, wherein objects are to be segmented in the entire
video if they move in at least one frame. The proposed model is comprised of three key
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components: appearance and motion networks, and a visual memory module described
below.
Appearance network. The purpose of the appearance stream is to produce a high-
level encoding of a frame that will later aid the visual memory module in forming a
representation of the moving object. It takes a w × h RGB frame as input and pro-
duces a 128 × w/8 × h/8 feature representation (shown in green in Figure 3.12), which
encodes the semantic content of the scene. As a baseline for this stream we use the large-
FOV, VGG16-based version of the DeepLab network [27]. This network’s architecture
is based on dilated convolutions [27], which preserve a relatively high spatial resolution
of features, and also incorporate context information in each pixel’s representation. It is
pretrained on a semantic segmentation dataset [43], resulting in features that can distin-
guish objects from background as well as from each other—a crucial aspect for the video
object segmentation task. We also experiment with upgrading the appearance stream
to DeepLab-v2 [28], a more recent version of the model, where the VGG16 architecture
is replaced with ResNet101, and the network is additionally pretrained on the COCO
semantic segmentation dataset [101].
Motion network. For the temporal stream we employ a CNN pretrained for the mo-
tion segmentation task. It is trained to estimate independently moving objects (i.e.,
irrespective of camera motion) based on optical flow computed from a pair of frames as
input; see Section 3.3.2 for details. This stream (shown in yellow in Figure 3.12) produces
a w/4× h/4 motion prediction output, where each value represents the likelihood of the
corresponding pixel being in motion. Its output is further downsampled by a factor 2 (in
w and h) to match the dimension of the appearance stream output.
The intuition behind using two streams is to benefit from their complementarity for
building a strong representation of objects that evolves over time. For example, both
appearance and motion networks are equally effective when an object is moving in the
scene, but as soon as it becomes stationary, the motion network can not estimate the
object, unlike the appearance network. We leverage this complementary nature, as done
by two-stream networks for other vision tasks [164]. Note that our approach is not specific
to the particular networks described above, but is in fact a general framework for video
object segmentation. As shown in [A30], its components can easily replaced with other
networks, providing scope for future improvement.
Memory module. The third component, i.e., a visual memory module, takes the
concatenation of appearance and motion stream outputs as its input. It refines the initial
estimates from these two networks, and also memorizes the appearance and location of
objects in motion to segment them in frames where: (i) they are static, or (ii) motion
prediction fails. The output of this ConvGRU memory module is a 64 × w/8 × h/8
feature map obtained by combining the two-stream input with the internal state of the
memory module, as described in detail in Section 3.3.3. We further improve the model by
processing the video bidirectionally. The output from the ConvGRU module is processed
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by a 1 × 1 convolutional layer and a softmax nonlinearity to produce the final pairwise
segmentation result.
3.3.2 Motion pattern network
Our MP-Net takes the optical flow field corresponding to two consecutive frames of
a video sequence as input, and produces per-pixel motion labels. We treat each video
as a sequence of frame pairs, and compute the labels independently for each pair. The
network comprises several “encoding” (convolutional and max-pooling) and “decoding”
(upsampling and convolutional) layers. The motion labels are produced by the last layer
of the network, which are then rescaled to the original image resolution. We train the
network on synthetic data—a scenario where ground-truth motion labels can be acquired
easily.
Network architecture. Our encoder-decoder style network is motivated by the goal
of segmenting diverse motion patterns in flow fields, which requires a large receptive
field as well as an output at the original image resolution. A large receptive field is
critical to incorporate context into the model. For example, when the spatial region of
support (for performing convolution) provided by a small receptive field falls entirely
within an object with non-zero flow values, it is impossible to determine whether it is
due to object or camera motion. On the other hand, a larger receptive field will include
regions corresponding to the object as well as background, providing sufficient context
to determine what is moving in the scene. The second requirement of output generated
at the original image resolution is to capture fine details of objects, e.g., when only a
part of the object is moving. Our network satisfies these two requirements with: (i)
the encoder part learning features with receptive fields of increasing sizes, and (ii) the
decoder part upsampling the intermediate layer outputs to finally predict labels at the full
resolution. This approach is inspired by recent advances in semantic segmentation, where
similar requirements are encountered [148]. Implementation details of the architecture
are provided in [A30].
Training with synthetic data. We need a large number of fully-labelled examples
to train a convolutional network such as the one we propose. In our case, this data
corresponds to videos of several types of objects, captured under different conditions
(e.g., moving or still camera), with their respective moving object annotations. No large
dataset of real-world scenes satisfying these requirements is currently available, predom-
inantly due to the cost of generating ground-truth annotations and flow for every frame.
We adopt the popular approach of using synthetic datasets, followed in other work [38],
[108]. Specifically, we use the FlyingThings3D dataset [108] containing 2250 video se-
quences of several objects in motion, with ground-truth optical flow. We augment this
dataset with ground-truth moving object labels, which are accurately estimated using





Figure 3.14 – Each row shows: (a) example frame from a sequence in FlyingThings3D,
(b) ground-truth optical flow of (a), which illustrates motion of both foreground objects
and background, with respect to the next frame, and (c) our estimate of moving objects
in this scene with ground-truth optical flow as input.
We train the network with mini-batch SGD under several settings. The one trained
with ground-truth optical flow as input shows the best performance. Note that, while we
use ground-truth flow for training and evaluating the network on synthetic datasets, all
our results on real-world test data use only the estimated optical flow. After convergence
of the training procedure, we obtain a learned model for motion patterns.
Our approach capitalizes on the recent success of CNNs for pixel-level labeling tasks,
such as semantic image segmentation, which learn feature representations at multiple
scales in the RGB space. The key to their top performance is the ability to capture local
patterns in images. Various types of object and camera motions also produce consistent
local patterns in the flow field, which our model is able to learn to recognize. This gives
us a clear advantage over other pixel-level motion estimation techniques [16], [115] that
can not detect local patterns. Motion boundary based heuristics used in [127] can be seen
as one particular type of pattern, representing independent object motion. Our model is
able to learn many such patterns, which greatly improves the quality and robustness of
motion estimation.
Detecting motion patterns. We apply our trained model on synthetic (FlyingTh-
ings3D) as well as real-world (DAVIS, FBMS, SegTrack-v2) test data. Figure 3.14 shows
sample predictions of our model on the FlyingThings3D test set with ground-truth optical
flow as input. Examples in the first two rows show that our model accurately identifies
fine details in objects: thin structures even when they move slightly, such as the neck
of the guitar in the top-right corner in the first row (see the subtle motion in the opti-
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(a) (b) (c)
Figure 3.15 – Sample results on the DAVIS dataset for MP-Net. Each row shows: (a)
video frame, (b) optical flow estimated with LDOF [24], (c) output of our MP-Net with
LDOF flow as input.
cal flow field (b)), fine structures like leaves in the vase, and the guitar’s headstock in
the second row. Furthermore, our method successfully handles objects exhibiting highly
varying motions in the second example. The third row shows a limiting case, where the
receptive field of our network falls entirely within the interior of a large object, as the
moving object dominates. Traditional approaches, such as RANSAC, do not work in this
case either.
In order to detect motion patterns in real-world videos, we first compute optical flow
with popular methods [73], [144], [170]. With this flow as input to the network, we
estimate a motion label map, as shown in the examples in Figure 3.15(c). Although
the prediction of our frame-pair feedforward model is accurate in several regions in the
frame ((c) in the figure), we are faced with two challenges, which were not observed in
the synthetic training set. The first one is motion of stuff [5] in a scene, e.g., patterns
on the water due to the kiteboarder’s motion (first row in the figure), which is irrelevant
for moving object segmentation. The second one is significant errors in optical flow,
e.g., in front of the pram ((b) in the bottom row in the figure). Furthermore, this motion
segmentation approach is purely frame-based, thus unable to exploit temporal consistency
in a video, and does not segment object in frames where they stop moving. In our previous
work [A27] we introduced post-processing steps to handle some of these problems. In
particular, we incorporated an objectness map computed with object proposals [133] to
suppress motion corresponding to stuff, as well as false positives due to errors in flow
estimation. This post-processing allowed the method to achieve competitive results, but
it remained frame-level. The video object segmentation framework presented in this work
addresses all these issues, as shown experimentally.
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3.3.3 ConvGRU visual memory module
The key component of the ConvGRU module is the state matrix h, which encodes
the visual memory. For frame t in the video sequence, ConvGRU uses the two-stream
representation xt and the previous state ht−1 to compute the new state ht. The dynamics
of this computation are guided by an update gate zt, a forget gate rt. The states and
the gates are 3D tensors, and can characterize spatio-temporal patterns in the video,
effectively memorizing which objects move, and where they move to. These components
are computed with convolutional operators and nonlinearities as follows.
zt = σ(xt ∗ wxz + ht−1 ∗ whz + bz), (3.10)
rt = σ(xt ∗ wxr + ht−1 ∗ whr + br), (3.11)
h̃t = tanh(xt ∗ wxh̃ + rt  ht−1 ∗ whh̃ + bh̃), (3.12)
ht = (1− zt) ht−1 + zt  h̃t, (3.13)
where  denotes element-wise multiplication, ∗ represents a convolutional operation, σ
is the sigmoid function, w’s are learned transformations, and b’s are bias terms.
The new state ht in (3.13) is a weighted combination of the previous state ht−1 and
the candidate memory h̃t. The update gate zt determines how much of this memory is
incorporated into the new state. If zt is close to zero, the memory represented by h̃t
is ignored. The reset gate rt controls the influence of the previous state ht−1 on the
candidate memory h̃t in (3.12), i.e., how much of the previous state is let through into
the candidate memory. If rt is close to zero, the unit forgets its previously computed
state ht−1.
The gates and the candidate memory are computed with convolutional operations
over xt and ht−1 shown in equations (3.10-3.12). We illustrate the computation of the
candidate memory state h̃t in Figure 3.16. The state at t − 1, ht−1, is first multiplied
(element-wise) with the reset gate rt. This modulated state representation and the input
xt are then convolved with learned transformations, whh̃ and wxh̃ respectively, summed
together with a bias term bh̃, and passed though a tanh nonlinearity. In other words,
the visual memory representation of a pixel is determined not only by the input and the
previous state at that pixel, but also its local neighbourhood. Increasing the size of the
convolutional kernels allows the model to handle spatio-temporal patterns with larger
motion.
The update and reset gates, zt and rt, are computed in an analogous fashion using
a sigmoid function instead of tanh. Our ConvGRU applies a total of six convolutional
operations at each time step. All the operations detailed here are fully differentiable, and
thus the parameters of the convolutions (w’s and b’s) can be learned in an end-to-end
fashion with back propagation through time [189]. In summary, the model learns to com-
bine appearance features of the current frame with the memorized video representation
to refine motion predictions, or even fully restore them from the previous observations in
case a moving object becomes stationary.
Bidirectional processing. Consider an example where an object is stationary at the
beginning of a video sequence, and starts to move in the latter frames. Our approach
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Figure 3.16 – Illustration of ConvGRU with details for the candidate hidden state module,
where h̃t is computed with two convolutional operations and a tanh nonlinearity.
described so far, which processes video frames sequentially (in the forward direction),
starting with the first frame can not segment the object in the initial frames. This is due
to the lack of prior memory representation of the object in the first frame. We improve our
framework with a bidirectional processing step, inspired by the application of recurrent
models bidirectionally in the speech domain [60].
The bidirectional variant of our ConvGRU is composed of two ConvGRU instances
with identical learned weights, which are run in parallel. The first one processes frames in
the forward direction, starting with the first frame. The second instance process frames in
the backward direction, starting with the last video frame. The activations from these two
directions are concatenated at each time step, and then passed through a convolutional
layer to finally produce a 64×w/8×h/8 output for each frame. Pixel-wise segmentation
from this activation is the result of the last convolutional layer and softmax nonlinearity,
as in the unidirectional case. Bidirectional ConvGRU is used both in training and in
testing, allowing the model to learn to aggregate information over the entire video. In
addition to handling cases where objects move in the latter frames, it improves the ability
of the model to correct motion prediction errors.
Training. We train our visual memory module with the back propagation through time
algorithm [189], which unrolls the recurrent network for n time steps and keeps all the
intermediate activations to compute the gradients. Thus, our ConvGRU model, which
has six internal convolutional layers, trained on a video sequence of length n, is equivalent
to a 6n layer CNN for the unidirectional variant, or 12n for the bidirectional model at





















Mean 49.8 53.3 55.1 55.2 55.8 70.0 70.7 76.2 78.2
Recall 59.1 61.6 55.8 57.5 64.9 85.0 83.5 91.1 89.1
Decay 14.1 2.4 12.6 2.3 0.0 1.4 1.5 7.0 4.1
F
Mean 42.7 50.8 52.3 55.2 51.1 65.9 65.3 70.6 75.9
Recall 37.5 60.0 51.9 61.0 51.6 79.2 73.8 83.5 84.7
Decay 10.6 5.1 11.4 3.4 2.9 2.5 1.8 7.9 3.5
T Mean 25.2 29.1 41.4 26.3 34.3 56.3 32.8 39.3 20.2
Table 3.2 – Comparison to recent methods on DAVIS with intersection over union (J ),
F-measure (F), and temporal stability (T ).
including appearance and motion streams, end-to-end. We resort to using pretrained
versions of the appearance and motion networks, and train the ConvGRU.
In contrast to our motion segmentation model, which is learned on synthetic videos,
we use the training split of the DAVIS dataset [132] for learning the ConvGRU weights.
Despite being an order of magnitude smaller, DAVIS consists of realistic videos, which
turns out to be crucial for effective use of appearance stream to correct motion estimation
errors. Since objects move in all the frames in DAVIS, it biases the memory module
towards the presence of an uninterrupted motion stream. This results in the ConvGRU
learned from this data failing, when an object stops to move in a test sequence. We
augment the training data to simulate such stop-and-go scenarios to learn a more robust
model for realistic videos. To this end, we create additional sequences where we duplicate
the last frame five times, i.e., we create a part of the video in which the object is static.
This setting allows ConvGRU to learn how to segment objects even if they are static.
It explicitly memorizes the moving object in the initial part of the sequence, and then
segments it in frames where the motion stops. We also augment the training data by
duplicating the first five frames to simulates scenarios where the object is static in the
beginning of a sequence.
3.3.4 Results: Video segmentation
We present the performance of our complete method: DeepLab-v2 appearance stream,
ConvGRU memory module trained on DAVIS, Bi-directional processing, MP-Net fine-
tuned on FusionSeg with FlowNet 2.0 used or flow estimation (FSeg + FNet) and Dense-
CRF [92] post-processing, on the DAVIS validation set. Other analyses are available
in [A30], along with the implementation details.
Table 3.2 compares our approach to recent methods on DAVIS. In addition to com-
paring our results to the top-performing unsupervised approaches reported in [132], we
included the results of recent methods from the benchmark website: 2 CUT [82], FSG [76]
2. http://davischallenge.org/soa_compare.html
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Ground truth MP-Net-F [A27] FSG [76] ARP [86] Ours
Figure 3.17 – Qualitative comparison with the top-performing methods on DAVIS. Left
to right: ground truth, results of MP-Net-F [A27], FSG [76], ARP [86], and our method.
and ARP [86], as well as the frame-level variant of our method: MP-Net-F [A27]. This
frame-level approach augments our motion estimation model with an heuristic-based ob-
jectness score and uses DenseCRF for postprocessing (boundary refinement). Our method
outperforms ARP [86], the previous state of the art by 2% on the mean IoU measure. We
also observe an 8.2% improvement over MP-Net-F in mean IoU and 36.1% in temporal
stability, which clearly demonstrates the significance of the visual memory module.
Figure 3.17 shows qualitative results of our approach, and the next three top-performing
methods on DAVIS: MP-Net-F [A27], FSG [76] and ARP [86]. In the first row, our method
fully segments the dancer, whereas MP-Net-F and FSG miss various parts of the per-
son and ARP segments some of the people in the background. All these approaches use
heuristics to combine motion and appearance cues, which become unreliable in cluttered
scenes with many objects. Our approach does not include any heuristics, which makes it
robust to this type of errors. In the second row, all the methods segment the car, but only
our approach does not leak into other cars in the video, showing high discriminability. In
the next row, our approach is able to fully segment a complex object, whereas the other
methods either miss parts of it (MP-Net-F and FSG) or segment background regions as
moving (ARP). In the last row, we illustrate a failure case of our method. The people in
the background move in some of the frames in this example. MP-Net-F, FSG and our
method segment them to varying extents. ARP focuses on the foreground object, but




Our method for video object segmentation combines two complementary sources of
information: appearance and motion, with a visual memory module, realized as a bidirec-
tional convolutional gated recurrent unit. To separate object motion from camera motion
we introduce a CNN-based model, which is trained using synthetic data to segment inde-
pendently moving objects in a flow field. The ConvGRU module encodes spatio-temporal
evolution of objects in a video based on a state-of-the-art appearance representation, and
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4. Learning for Recognition
This chapter focuses on two learning paradigms for computer vision problems. The first
one is on weakly-supervised learning for semantic segmentation (Section 4.1). We present
a learning approach in the context of a fully-convolutional neural architecture, which only
uses annotation labels at the image level instead of the expensive pixelwise segmentation
labels. The other body of work considers the incremental learning problem (Section 4.2),
where an initial model trained on a set of classes is adapted to additionally recognize
objects of new classes, in the absence of all the original training data.
4.1 Weakly-Supervised Semantic Segmentation
Weakly-supervised learning for semantic segmentation is particularly important, as
acquiring a training set by labeling images manually at the pixel level is significantly more
expensive than assigning class labels at the image level. Recent segmentation approaches
have used weak annotations in several forms: bounding boxes around objects [111], [191],
image labels denoting the presence of a category [134], [177] or a combination of the
two [126]. All these previous approaches only use annotation in images, i.e., bounding
boxes, image tags, as a weak form of supervision. Naturally, additional cues would come
in handy to address this challenging problem. As noted in [23], motion is one such cue for
semantic segmentation, which helps us identify the extent of objects and their boundaries
in the scene more accurately. It is however not leveraged for weakly-supervised semantic
segmentation. In this work, we aim to fill this gap by learning an accurate segmentation
model with the help of motion cues extracted from weakly-annotated videos.
Our proposed framework is based on fully convolutional neural networks (FCNNs) [27],
[46], [103], [202], which extend deep CNNs, and are able to classify every pixel in an in-
put image in a single forward pass of the network. While FCNNs show state-of-the-art
results on segmentation benchmark datasets, they require thousands of pixel-level an-
notated images to train on—a requirement that limits their utility. There have been
some attempts [126], [129], [130], [134] to train FCNNs with weakly-annotated images,
but they remain inferior in performance to their fully-supervised equivalents (see Fig-
ure 4.1). In this work, we develop a new CNN variant named M-CNN, which leverages
the motion cues in weakly-labeled videos, in the form of unsupervised motion segmenta-
tion, e.g., [127]. It builds on the architecture of FCNN by adding a motion segmentation
based label inference step, as shown in Figure 4.2. In other words, the predictions from
the FCNN layers and motion segmentation jointly determine the loss used to learn the
network (see Section 4.1.1).
Our approach uses unsupervised motion segmentation from real-world videos, such
as the YouTube-Objects [137] and the ImageNet-VID 1 datasets, to train the network.
In this context, we are confronted with two main challenges. The first one is that even
the best-performing algorithms cannot produce good motion segmentations consistently,
and the second one is the ambiguity of video-level annotations, which cannot guarantee
the presence of object in all the frames. We develop a novel scheme to address these
challenges automatically without any manual annotations, apart from the labels assigned
1. http://vision.cs.unc.edu/ilsvrc2015/download-videos-3j16.php#vid
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Image DeepLab [27] (full) EM-Adapt [126] (weak) M-CNN (weak)
Figure 4.1 – Comparison of fully [27] and weakly [126] supervised methods with our
weakly-supervised M-CNN model.
at the video level, denoting the presence of objects somewhere in the video. To this end,
we use motion segmentations as soft constraints in the learning process, and also fine-tune
our network with a small number of video shots to refine it. Our trained model, despite
using only 150 video labels, achieves performance similar to EM-Adapt [126] trained
on more than 10,000 VOC image labels. Augmenting our training set with 1,000 VOC
images results in a further gain, achieving the best performance on VOC 2012 test set in
the weakly-supervised setting [A29].
Related work. Several segmentation methods learned from weak annotations have
been proposed over the years: some of them use bounding boxes [111], [191], while oth-
ers rely on image labels [177]. Traditional approaches for this task, such as [177], used
a variety of hand-crafted visual features, namely, SIFT histograms, colour, texture, in
combination with a graphical or a parametric structured model. Recent attempts [126],
[129], [130], [134], which focus on adapting FCNNs for the weakly-supervised case use
either a multiple instance learning (MIL) scheme [130], [134] or constraints on the distri-
bution of pixel labels [126], [129] to define the loss function. Weakly-supervised FCNNs
in [126], [129] define constraints on the predicted pixel labels. In summary, none of
these approaches exploit cues extracted from video for segmentation. A more complete
discussion on related work is available in [A29].
4.1.1 Learning semantic segmentation from video
We train our network by exploiting motion cues from video sequences. Specifically,
we extract unsupervised motion segments from video, with algorithms such as [127], and
use them in combination with the weak labels at the video level to learn the network.
We sample frames from all the video sequences uniformly, and assign them the class label
of the video. This collection forms our training dataset, along with their corresponding
motion segments.
The parameters of M-CNN are updated with a standard mini-batch SGD, similar
to other CNN approaches [126], with the gradient of a loss function. Here, the loss
measures the discrepancy between the ground truth segmentation label and the label
predicted at each pixel. Thus, in order to learn the network for the semantic segmentation
task, we need pixel-level ground truth for all the training data. These pixel-level labels
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Motion segmentation Foreground appearance
Inferred labels
Category appearance
Figure 4.2 – Overview of our M-CNN framework for learning semantic segmentation,
where we show only one frame from a video example for clarity. The soft potentials
(foreground appearance) computed from motion segmentation and the FCNN predic-
tions (category appearance) jointly determine the latent segmentation (inferred labels)
to compute the loss, and thus the network update.
are naturally latent variables in the context of weakly-supervised learning. Now, the
task is to estimate them for our weakly-labeled videos. An ideal scenario in this setting
would be near-perfect motion segmentations, which can be directly used as object ground
truth labels. However, in practice, not only are the segmentations far from perfect (see
Figure 4.3), but also fail to capture moving objects in many of the shots. This makes a
direct usage of motion segmentation results impossible. To address this, we propose a
novel scheme, where motion segments are only used as soft constraints to estimate the
latent variables together with object appearance cues.
The other challenges when dealing with real-world video datasets, such as YouTube-
Objects and ImageNet-VID, are related to the nature of video data itself. On one hand,
not all parts of a video contain the object of interest. For instance, a video from a show
reviewing boats may contain shots with the host talking about the boat, and showing it
from the inside for a significant part—content that is unsuitable for learning a segmen-
tation model for the VOC ‘boat’ category. On the other hand, a long video can contain
many nearly identical object examples which leads to an imbalance in the training set.
We address both problems by fine-tuning our M-CNN with an automatically selected,
small subset of the training data.
Network architecture. Our network is built on the DeepLab model for semantic
image segmentation [27]. It is an FCNN, obtained by converting the fully-connected
layers of the VGG-16 network [165] into convolutional layers. A few other changes are
implemented to get a dense network output for an image at its full resolution efficiently.
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Frame Motion seg. [127] Our label prediction
Figure 4.3 – Examples highlighting the importance of label prediction for handling impre-
cise motion segmentations (second column). The soft GMM potentials computed from
motion segments together with network predictions produce better labels (third column)
to learn the network. See Section 4.1.1 for details.
Our work builds on this network. We develop a more principled and effective label
prediction scheme involving motion cues to estimate the latent variables, in contrast to
the heuristic size constraints used in recent work [126] based on DeepLab.
Estimating latent variables with label prediction. Given an image of N pixels, let
p denote the output of the softmax layer of the convolutional network. Then, pli ∈ [0, 1]
is the prediction score of the network at pixel i for label l. The parameters of the network






δ(xi − l) log(pli), (4.1)
where x denotes ground truth segmentation labels in the fully-supervised case, p is the
current network prediction, and δ(xi− l) is the Dirac delta function, i.e., δ(xi− l) = 1, if
xi = l, and 0 otherwise. The segmentation label xi of pixel i takes values from the label set
L = {0, 1, . . . , L}, containing the background class (0) and L object categories. Naturally,
69
4. Learning for Recognition
in the weakly-supervised case, ground truth segmentation labels are unavailable, and x
represents latent segmentation variables, which need to be estimated. We perform this
estimation with soft motion segmentation cues in this work.
Given the motion segmentation s = {si|i = 1, . . . , N}, where si ∈ {0, 1} denotes
whether a pixel i belongs to foreground (1) or background (0). 2 The regions assigned
to foreground can represent multiple objects when the video is tagged with more than
one object label. A simple way of transforming motion segmentation labels si into latent
semantic segmentation labels xi is with a hard assignment, i.e., xi = si. This hard assign-
ment is limited to videos containing a single object label, and also makes the assumption
that motion segments are accurate and can be used as they are. We will see in our ex-
periments that this performs poorly when using real-world video datasets (cf. ‘M-CNN*
hard’ discussed in [A29]). We address this by using motion cues as soft constraints for
estimating the label assignment x in the following.
Inference of the segmentation x. We compute the pixel-level segmentation x as the













where the set V = {1, 2, . . . , N} represents all the pixels, zi denotes the RGB colour at
pixel i and the set E denotes all pairs of neighboring pixels in the image. Unary terms ψmi
and ψfci are computed from motion cues and current predictions of the neural network
respectively with α being a scalar parameter, which weights their impact. The pairwise
term ψij imposes a smoothness over the label space.
The first unary term ψmi captures the appearance of all foreground objects obtained
from motion segments. To this end, we learn two Gaussian mixture models (GMMs),
one each for foreground and background, with RGB values of pixel colours, similar to
standard segmentation methods [127], [149]. The foreground GMM is learned with RGB
values of all the pixels assigned to foreground in the motion segmentation. The back-
ground GMM is learned in a similar fashion with the corresponding background pixels.
Given the RGB values of a pixel i, ψmi (zi) is given by the negative log-likelihood of the
corresponding GMM (background one for l = 0 and foreground otherwise). Using motion
cues to generate this soft potential ψmi helps us alleviate the issue of imperfect motion seg-
mentation. The second unary term ψfci represents the learned object appearance model
determined by the current network prediction pxii for pixel i, i.e., ψ
fc
i (pxii ) = − log(pxii ).
The pairwise term is based on a contrast-sensitive Potts model [20], [149] as:
ψij(xi, xj) = λ(1−∆(i, j))(1− δ(xi − xj))
exp(−γ||zi − zj||2)
dist(i, j) , (4.3)
where zi and zj are colours of pixels i and j, λ is a scalar parameter to balance the
order of magnitude of the pairwise term with respect to the unary term, and γ is a
scalar parameter set to 0.5 as in [127]. The function dist(i, j) is the Euclidean distance
2. We do not include an index denoting the frame number in the video for brevity.
70
4.1. Weakly-Supervised Semantic Segmentation
between pixels. The Dirac delta function δ(xi − xj) ensures that the pairwise cost is
only applicable when two neighboring pixels take different labels. In addition to this,
we introduce the term (1 − ∆(i, j)), where ∆(i, j) = 1 if pixels i and j both fall in the
boundary region around the motion segment, and 0 otherwise. This accounts for the
fact that motion segments may not always respect colour boundaries, and allows the
minimization algorithm to assign different labels to neighboring pixels around motion
edges.
We minimize the energy function (4.2) with an iterative GrabCut-like [149] approach,
wherein we first apply the alpha expansion algorithm [21] to get a multi-label solution, use
it to re-estimate the (background and foreground) GMMs, and then repeat the two steps
for a few iterations. We highlight the importance of our label prediction technique with
soft motion-cue constraints in Figure 4.3. Here, the original, binary motion predictions
are imprecise (bottom two rows) or incorrect (top row) in all the examples, whereas using
them as soft constraints in combination with the network prediction results in a more
accurate estimation of the latent segmentation variables.
Fine-tuning M-CNN. We learn an initial M-CNN model from all the videos in the
dataset which have sufficient motion information. To refine this model we add a fine-
tuning step, which updates the parameters of the network with a small set of unique and
reliable video examples. This set is built automatically by selecting one shot from each
video sequence, whose motion segment has the highest overlap (intersection over union)
score with the current M-CNN prediction. The intuition behind this selection criterion
is that our M-CNN has already learned to discriminate categories of interest from the
background, and thus, its predictions will have the highest overlap with precise motion
segmentations. This model refinement leverages the most reliable exemplars and avoids
near duplicates, often occurring within one video.
4.1.2 Results: With weakly-labeled image and video data
We trained our M-CNN in two settings. The first one is on purely video data, and the
second on a combination of image and video data. We performed experiments primarily
with the weakly-annotated videos in the YouTube-Objects v2.2 dataset [137]. Addition-
ally, to demonstrate that our approach adapts to other datasets automatically, we used
the ImageNet video (ImageNet-VID) dataset. In this section, we focus on results with
the variant trained on image and video data. All the other experiments are discussed
in [A29].
Figure 4.4 shows qualitative results of M-CNN (trained on VOC and YouTube-Objects)
on a few sample images. These have much more accurate object boundaries than the best
variant of EM-Adapt [126], which tends to localize the object well, but produces a ‘blob-
like’ segmentation, see the last four rows in the figure in particular. The first three rows
show example images containing multiple object categories. M-CNN recognizes the object
classes more accurately, e.g., cow in row 5, than EM-Adapt, which confuses cow (shown
in green) with horse (shown in magenta). Furthermore, our segmentation results compare
favorably with the fully-supervised DeepLab [27] approach (see rows 4-6), highlighting
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Image DeepLab [27] (full) EM-Adapt [126] (weak) M-CNN (weak)
Figure 4.4 – Comparison of fully-supervised DeepLab[27] (2nd column), weakly-
supervised EM-Adapt [126] trained on VOC aug (3rd col.), and our weakly-supervised
M-CNN trained on VOC+YouTube-Objects (4th col.), on VOC validation set. (Best
viewed in colour.)72
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[134] + bb VOC+ImNet ∼762,500 37.0 43.8
[134] + seg VOC+ImNet ∼761,500 40.6 48.0
[126] + seg VOC aug. 12,031 69.0 78.2
[112] (full) VOC aug. 10,582 69.6 79.3
[202] (full) VOC aug.+COCO 77,784 74.7 82.9
Weak supervision with additional info.
[134] + sp ImNet ∼760,000 35.8 42.3
[129] + sz VOC aug. 10,582 43.3 48.9
[129] + sz + CRF VOC aug. 10,582 45.1 51.2
[126] + CRF VOC aug. 12,031 39.6 45.2
Weak supervision
[130] VOC aug. 12,031 25.7 -
[129] VOC aug. 10,582 35.6 39.5
[126] VOC aug. 12,031 35.2 40.3
Ours VOC+YTube 3,139 39.8 49.6
Ours VOC+ImNet 3,155 36.9 48.0
Table 4.1 – Performance of our M-CNN on the VOC 2012 test set is shown as IoU scores.
We compare with several recent weakly-supervised methods: EM-Adapt [126], [130],
[129], as well as methods using strong or full supervision: [134]+bb, [134]+seg, [126]+seg,
[112], [202], and those using additional information: [134]+sp, [129]+sz, [129]+sz+CRF,
[126]+CRF.
the impact of motion to learn segmentation. There is scope for further improvement, e.g.,
overcoming the confusion between similar classes in close proximity to each other, as in
the challenging case in row 3 for cat vs dog.
Table 4.1 shows our evaluation on the VOC 2012 test set. We performed this by up-
loading our segmentation results to the evaluation server, as ground truth is not publicly
available for the test set. We compare with several related methods as well. Note that
all the scores reported for these methods in the table are taken directly from the publica-
tions, except [126] without the post-processing CRF step. This result, shown as ‘[126]’ in
the table, is with a model we trained on the VOC augmented dataset. We train M-CNN
on all the 20 VOC classes with the model trained (and fine-tuned) on YouTube-Objects
and perform a second fine-tuning step together with videos from YouTube-Objects and
images from VOC. This achieves 39.8 mean IoU over all the 20 classes, and 49.6 on the
10 classes with video data. This result is significantly better than recent methods using
only weak labels, which achieve 25.7 [130], 35.6 [129] and 35.2 [126]. The improvement
shown by our M-CNN is more prominent when we compute the average over the 10 classes
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where we use soft motion segmentation cues, with nearly 10% and 9% boost over [129]
and [126] respectively. We also evaluated the model trained on ImageNet-VID instead of
YouTube-Objects, which achieves 36.9 and 48.0 on 20 and 10 classes respectively.
A few methods have used additional information in the training process, such as the
size of objects (+ sz in the table), superpixel segmentation (+ sp), or post-processing
steps, e.g., introducing a CRF with pairwise terms learned from fully-annotated data
(+ CRF), or even strong or full supervision, such as bounding box (+ bb) or pixel-level
segmentation (+ seg) annotations. Even though our pure weakly-supervised method
is not directly comparable to these approaches, we have included these results in the
table for completeness. Nevertheless, M-CNN outperforms some of these methods [126],
[134], due to our effective learning scheme. Also from Table 4.1, the number of training
samples used for M-CNN (number of videos shots + number of VOC training images) is
significantly lower than those for all the other methods.
4.1.3 Summary
We presented our M-CNN weakly-supervised learning approach for semantic segmen-
tation, which uses only class labels assigned to videos. It integrates motion cues computed
from video as soft constraints into a fully convolutional neural network. Experimental
results show that our soft motion constraints can handle noisy motion information and
improve significantly over the heuristic size constraints used by comparable approaches
for weakly-supervised semantic segmentation, i.e., by EM-Adapt [126]. We show that this
approach outperforms previous state of the art [126], [129] on the PASCAL VOC 2012
image segmentation dataset, thereby overcoming domain-shift issues typically seen when
training on video and testing on images. More recent methods [71] have extended our
M-CNN framework, closing the performance gap between fully and weakly-supervised




Modern detection methods, such as [14], [142], based on convolutional neural networks
(CNNs) have achieved state-of-the-art results on benchmarks such as PASCAL VOC [43]
and COCO [101]. This, however, comes with a high training time to learn the models.
Furthermore, in an era where datasets are evolving regularly, with new classes and sam-
ples, it is necessary to develop incremental learning methods. A popular way to mitigate
this is to use CNNs pretrained on a certain dataset for a task, and adapt them to new
datasets or tasks, rather than train the entire network from scratch.
Fine-tuning [57] is one approach to adapt a network to new data or tasks. Here,
the output layer of the original network is adjusted, either by replacing it with classes
corresponding to the new task, or by adding new classes to the existing ones. The weights
in this layer are then randomly initialized, and all the parameters of the network are tuned
with the objective for the new task. While this framework is very successful on the new
classes, its performance on the old ones suffers dramatically, if the network is not trained
on all the classes jointly. This issue, where a neural network forgets previously learned
knowledge when adapted to a new task, is referred to as catastrophic interference or
forgetting. It has been known for over a couple of decades in the context of feedforward
fully connected networks [109], [140], and needs to be addressed in the current state-of-
the-art object detector networks, if we want to do incremental learning.
Consider the example in Figure 4.5. It illustrates catastrophic forgetting when in-
crementally adding a class, horse in this object detection example. The first CNN (top)
is trained on three classes, including person, and localizes the rider in the image. The
second CNN (bottom) is an incrementally trained version of the first one for the category
horse. In other words, the original network is adapted with images from only this new
class. This adapted network localizes the horse in the image, but fails to detect the rider,
which it was capable of originally, and despite the fact that the person class was not
updated. In this paper, we present a method to alleviate this issue.
Using only the training samples for the new classes, we propose a method for not
only adapting the old network to the new classes, but also ensuring performance on
the old classes does not degrade. The core of our approach is a loss function balancing
the interplay between predictions on the new classes, i.e., cross-entropy loss, and a new
distillation loss which minimizes the discrepancy between responses for old classes from
the original and the new networks. The overall approach is illustrated in Figure 4.6.
We use a frozen copy of the original detection network to compute the distillation
loss. This loss is related to the concept of “knowledge distillation” proposed in [69], but
our application of it is significantly different from this previous work, as discussed in
Section 4.2.1. We specifically target the problem of object detection, which has the ad-
ditional challenge of localizing objects with bounding boxes, unlike other attempts [100],
[141] limited to the image classification task. We demonstrate experimental results on
the PASCAL VOC and COCO datasets using Fast R-CNN [56] as the network. Our
results show that we can add new classes incrementally to an existing network without
forgetting the original classes, and with no access to the original training data. We also
evaluate variants of our method empirically, and show the influence of distillation and
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Figure 4.5 – Catastrophic forgetting. An object detector network originally trained for
three classes, including person, detects the rider (top). When the network is retrained
with images of the new class horse, it detects the horse in the test image, but fails to
localize the rider (bottom).
the loss function. Note that our framework is general and can be applied to any other
CNN-based object detectors where proposals are computed externally, or static sliding
windows are used.
Related work. The problem of incremental learning has a long history in machine
learning and artificial intelligence [26], [136], [155], [173]. Some of the more recent work,
e.g., [29], [36], focuses on continuously updating the training set with data acquired from
the Internet. They are: (i) restricted to learning with a fixed data representation [36], or
(ii) keep all the collected data to retrain the model [29]. Other work partially addresses
these issues by learning classifiers without access to the ensemble of data [110], [146],
but uses a fixed image representation. Unlike these methods, our goal is learning the
representation and classifiers jointly, without storing all the training examples.
Other related work in the context of deep learning, such as [100], uses knowledge
distillation [69] for one of the classical vision tasks, image classification, formulated in
a deep learning framework. However, their evaluation is limited to the case where the
old network is trained on a dataset, while the new network is trained on a different one,
e.g., Places365 for the old and PASCAL VOC for the new, ImageNet for the old and
PASCAL VOC for the new, etc. Rebuffi et al. [141] also use knowledge distillation, but
decouple the classifier and the representation learning. A more complete discussion on
related work is available in [A25].
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Figure 4.6 – Overview of our framework for learning object detectors incrementally. It
is composed of a frozen copy of the detector (Network A) and the detector (Network B)
adapted for the new class(es). See text for details.
4.2.1 Incremental learning of new classes
Our overall approach for incremental learning of a CNN model for object detection
is illustrated in Figure 4.6. It contains a frozen copy of the original detector (denoted
by Network A in the figure), which is used to: (i) select proposals corresponding to the
old classes, i.e., distillation proposals, and (ii) compute the distillation loss. Network B
in the figure is the adapted network for the new classes. It is obtained by increasing the
number of outputs in the last layer of the original network, such that the new output
layer includes the old as well as the new classes.
In order to avoid catastrophic forgetting, we constrain the learning process of the
adapted network. We achieve this by incorporating a distillation loss, to preserve the
performance on the old classes, as an additional term in the standard cross-entropy loss
function (see Section 4.2.1). Specifically, we evaluate each new training sample on the
frozen copy (Network A) to choose a diverse set of proposals (distillation proposals in
Figure 4.6), and record their responses. With these responses in hand, we compute
a distillation loss which measures the discrepancy between the two networks for the
distillation proposals. This loss is added to the cross-entropy loss on the new classes
to make up the loss function for training the adapted detection network. As we show
in the experimental evaluation, the distillation loss as well as the strategy to select the
distillation proposals are critical in preserving the performance on the old classes (see
experimental results).
Object detection network. We use a variant of a popular framework for object
detection—Fast R-CNN [56], which is a proposal-based detection method built with pre-
computed object proposals, e.g., [10], [203]. We chose this instead of the more recent
Faster R-CNN [142], which integrates the computation of category-specific proposals into
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the network, because we need proposals agnostic to object categories, such as Edge-
Boxes [203], MCG [10]. We use proposals from EdgeBoxes for PASCAL VOC 2007 and
MCG for COCO. This allows us to focus on the problem of learning the representation
and the classifier, given a pre-computed set of generic object proposals.
In our variant of Fast R-CNN, we replaced the VGG-16 trunk with a deeper ResNet-
50 [67] component, which is faster and more accurate than VGG-16. We follow the
suggestions in [67] to combine Fast R-CNN and ResNet architectures. The network
processes the whole image through a sequence of residual blocks. Before the last strided
convolution layer we insert a RoI pooling layer, which performs maxpooling over regions of
varied sizes, i.e., proposals, into a 7×7 feature map. Then we add the remaining residual
blocks, a layer for average pooling over spatial dimensions, and two fully connected layers:
a softmax layer for classification (PASCAL or COCO classes, for example, along with the
background class) and a regression layer for bounding box refinement, with independent
corrections for each class.
The input to the network is an image and about 2000 precomputed object proposals
represented as bounding boxes. During inference, the high-scoring proposals are refined
according to bounding box regression. Then, a per-category non-maxima suppression
(NMS) is performed to get the final detection results. The loss function to train the Fast
R-CNN detector, corresponding to a RoI, is given by:
Lrcnn(p, k∗, t, t∗) = − log pk∗ + [k∗ ≥ 1]R(t− t∗), (4.4)
where p is the set of responses of the network for all the classes (i.e., softmax output),
k∗ is a groundtruth class, t is an output of bounding box refinement layer, and t∗ is
the ground truth bounding box proposal. The first part of the loss denotes log-loss over
classes, and the second part is localization loss. For more implementation details about
Fast R-CNN, refer to the original paper [56].
Dual-network learning. First, we train a Fast R-CNN to detect the original set of
classes CA. We refer to this network as A(CA). The goal now is to add a new set of
classes CB to this. We make two copies of A(CA): one that is frozen to recognize classes
CA through distillation loss, and the second B(CB) that is extended to detect the new
classes CB, which were not present or at least not annotated in the source images. The
extension is done only in the last fully connected layers, i.e., classification and bounding
box regression. We create sibling (i.e., fully-connected) layers [57] for new classes only and
concatenate their outputs with the original ones. The new layers are initialized randomly
in the same way as the corresponding layers in Fast R-CNN. Our goal is to train B(CB)
to recognize classes CA ∪ CB using only new data and annotations for CB.
The distillation loss represents the idea of “keeping all the answers of the network the
same or as close as possible”. If we train B(CB) without distillation, average precision
on the old classes will degrade quickly, after a few hundred SGD iterations. This is a
manifestation of catastrophic forgetting. We illustrate this in the results section. We
compute the distillation loss by applying the frozen copy of A(CA) to any new image.
Even if no object is detected by A(CA), the unnormalized logits (softmax input) carry
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enough information to “distill” the knowledge of the old classes from A(CA) to B(CB).
This process is illustrated in Figure 4.6.
For each image we randomly sample 64 RoIs out of 128 with the smallest background
score. The logits computed for these RoIs by A(CA) serve as targets for the old classes in
the L2 distillation loss shown below. The logits for the new classes CB are not considered
in this loss. We subtract the mean over the class dimension from these unnormalized logits
(y) of each RoI to obtain the corresponding centered logits ȳ used in the distillation loss.
Bounding box regression outputs tA (of the same set of proposals used for computing
the logit loss) also constrain the loss of the network B(CB). We chose to use L2 loss
instead of a cross-entropy loss for regression outputs because it demonstrates more stable
training and performs better (see §4.2.2). The distillation loss combining the logits and
regression outputs is written as:




(ȳA − ȳB)2 + (tA − tB)2
]
, (4.5)
where N is the number of RoIs sampled for distillation (i.e., 64 in this case), |CA| is the
number of old classes, and the sum is over all the RoIs for the old classes. We distill
logits without any smoothing, unlike [69], because most of the proposals already produce
a smooth distribution of scores. Moreover, in our case, both the old and the new networks
are similar with almost the same parameters (in the beginning), and so smoothing the
logits distribution is not necessary to stabilize the learning.
The values of the bounding box regression are also distilled because we update all
the layers, and any update of the convolutional layers will affect them indirectly. As box
refinements are important to detect objects accurately, their values should be conserved
as well. This is an easier task than keeping the classification scores because bounding
box refinements for each class are independent, and are not linked by the softmax.
The overall loss L to train the model incrementally is a weighted sum of the distillation
loss (4.5), and the standard Fast R-CNN loss (4.4) that is applied only to new classes
CB, where groundtruth bounding box annotation is available. In essence,
L = Lrcnn + λLdist, (4.6)
where the hyperparameter λ balances the two losses. We set λ to 1 in all the experiments
with cross-validation.
The interplay between the two networks A(CA) and B(CB) provides the necessary
supervision that prevents the catastrophic forgetting in the absence of original training
data used by A(CA). After the training of B(CB) is completed, we can add more classes
by freezing the newly trained network and using it for distillation. We can thus add new
classes sequentially. Since B(CB) is structurally identical to A(CA ∪ CB), the extension
can be repeated to add more classes.
Sampling strategy. As mentioned before, we choose 64 proposals out of 128 with the
lowest background score, thus biasing the distillation to non-background proposals. We
noticed that proposals recognized as confident background do not provide strong learning
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method old new all
A(1-10) 65.8 - -
+B(11-20) w/o distillation 12.8 64.5 38.7
+B(11-20) w distillation 63.2 63.1 63.1
+B(11-20) w/o bbox distillation 58.7 63.1 60.9
+B(11-20) w EWC [85] 31.6 61.0 46.3
A(1-20) 68.4 71.3 69.8
Table 4.2 – VOC 2007 test average precision (%). Experiments demonstrating the
addition of 10 classes, all at once, to a pretrained network. Classes 1-10 are the old
classes, and 11-20 the new ones.
cues to conserve the original classes. One possibility is using an unbiased distillation that
randomly samples 64 proposals out of the whole set of 2000 proposals. However, when
doing so, the detection performance on old classes is noticeably worse because most of the
distillation proposals are now background, and carry no strong signal about the object
categories. Therefore, it is advantageous to select non-background proposals.
4.2.2 Results: Addition of multiple classes
We evaluate our method on the PASCAL VOC 2007 detection benchmark and the
Microsoft COCO challenge dataset. This manuscript presents a selection of these results
on VOC, and all the other analyses are presented in [A25]. We use the standard mean
average precision (mAP) at 0.5 IoU threshold as the evaluation metric for our VOC
experiments.
We train the network A(1-10) on the first 10 VOC classes (in alphabetical order) with
the VOC trainval subset corresponding to these classes. In the second stage of training
we used the remaining 10 classes as CB and trained only on the images containing the
new classes. Table 4.2 shows a summary of the evaluation of these networks on the VOC
test set, with the full results in [A25].
Training the network B(11-20) on the 10 new classes with distillation (for the old
classes) achieves 63.1% mAP (“B(11-20) w distillation” in the tables) compared to 69.8%
of the baseline network trained on all the 20 classes (“A(1-20)”). Performance on the
new classes is slightly worse than with the joint training of all the classes. The mAP on
new classes is 63.1% for the network with distillation versus 71.3% for the jointly trained
model. However, without distillation, the network achieves only 12.8% mAP (“+B(11-
20) w/o distillation”) on the old classes. Note that the method without bounding box
distillation (“+B(11-20) w/o bbox distillation”) is inferior to our full method (“+B(11-
20) w distillation”).
We also performed the 10-class experiment for different values of λ in (4.6), the hy-
perparameter controlling the relative importance of distillation and Fast R-CNN loss.
Results shown in [A25] demonstrate that when the distillation is weak (λ = 0.1) the new
classes are easier to learn, but the old ones are more easily forgotten. When distillation












Figure 4.7 – Incremental training. Grey dots correspond to samples stored in the repre-
sentative memory. Green dots correspond to samples from the new classes. Dots with
red border correspond to the selected samples to be stored in the memory. (Best viewed
in colour.)
ting λ to 1 is a good trade-off between learning new classes and preventing catastrophic
forgetting.
We also compare our approach with elastic weight consolidation (EWC) [85], which
is an alternative to distillation and applies per-parameter regularization selectively to
alleviate catastrophic forgetting. We reimplemented EWC and verified that it produces
results comparable to those reported in [85] on MNIST, and then adapted it to our object
detection task. We do this by using the Fast R-CNN batches during the training phase,
and by replacing log loss with the Fast R-CNN loss. Our approach outperforms EWC
for this case, when we add 10 classes at once, as shown in Table 4.2.
Discussion. So far we have presented an approach for incremental learning of object
detectors for new classes, without access to the training data corresponding to the old
classes. We address the problem of catastrophic forgetting in this context, with a loss
function that optimizes the performance on the new classes, in addition to preserving the
performance on the old classes. Our recent work presented at ECCV 2018 [A9] studies
a variant of this learning problem for image classification, when a few of the training
samples corresponding to the old classes are available. An overview of this framework is
illustrated in Figure 4.7 and explained in the following.
4.2.3 End-to-end incremental learning
Our end-to-end approach uses a deep network trained with a cross-distilled loss func-
tion, i.e., cross-entropy together with distillation loss. The network can be based on the
architecture of most deep models designed for classification, since our approach does not
require any specific properties. A typical architecture for classification can be seen in
Fig. 4.8, with one classification layer and a classification loss. This classification layer
uses features from the feature extractor to produce a set of logits which are transformed
into class scores by a softmax layer (not shown in the figure). The only necessary modifi-
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Figure 4.8 – Our incremental model. Given an input image, the feature extractor produces
a set of features which are used by the classification layers (CLi blocks) to generate a
set of logits. Grey classification layers contain old classes and their logits are used for
distillation and classification. The green classification layer (CLN block) contains new
classes and its logits are involved only in classification. (Best viewed in colour.)
cation is the loss function. To help our model retain the knowledge acquired from the old
classes, we use a representative memory that stores and manages the most representative
samples from the old classes. In addition to this we perform data augmentation and a
balanced fine-tuning. All these components put together allow us to get state-of-the-art
results.
Representative memory
When a new class or set of classes is added to the current model, a subset with the most
representative samples from them is selected and stored in the representative memory.
We investigate two memory setups in this work. The first setup considers a memory
with a limited capacity of K samples. As the capacity of the memory is independent
of the number of classes, the more classes stored, the fewer samples retained per class.
The number of samples per class, n, is thus given by n = bK/cc, where c is the number
of classes stored in memory, and K is the memory capacity. The second setup stores a
constant number of exemplars per class. Thus, the size of the memory grows with the
number of classes. The representative memory unit performs two operations: selection
of new samples to store, and removal of leftover samples.
Selection of new samples. This is based on herding selection [188], which produces a
sorted list of samples of one class based on the distance to the mean sample of that class.
Given the sorted list of samples, the first n samples of the list are selected. These samples
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are most representative of the class according to the mean. This selection method was
chosen based on our experiments testing different approaches, such as random selection,
histogram of the distances from each sample to the class mean. The selection is performed
once per class, whenever a new class is added to the memory.
Removing samples. This step is performed after the training process to allocate mem-
ory for the samples from the new classes. As the samples are stored in a sorted list, this
operation is trivial. The memory unit only needs to remove samples from the end of the
sample set of each class. Note that after this operation, the removed samples are never
used again.
Deep network
Architecture. The network is composed of several components, as illustrated in Fig. 4.8.
The first component is a feature extractor, which is a set of layers to transform the input
image into a feature vector. The next component is a classification layer which is the last
fully-connected layer of the model, with as many outputs as the number of classes. This
component takes the features and produces a set of logits. During the training phase,
gradients to update the weights of the network are computed with these logits through
our cross-distilled loss function. At test time, the loss function is replaced by a softmax
layer (not shown in the figure).
To build our incremental learning framework, we start with a traditional, i.e., non-
incremental, deep architecture for classification for the first set of classes. When new
classes are trained, we add a new classification layer corresponding to these classes, and
connect it to the feature extractor and the component for computing the cross-distilled
loss, as shown in Fig. 4.8. Note that the architecture of the feature extractor does not
change during the incremental training process, and only new classification layers are
connected to it. Therefore, any architecture (or even pre-trained model) can be used with
our approach just by adding the incremental classification layers and the cross-distilled
loss function when necessary.
Cross-distilled loss function. This combines a distillation loss [69], which retains
the knowledge from old classes, with a multi-class cross-entropy loss, which learns to
classify the new classes. The distillation loss is applied to the classification layers of the
old classes while the multi-class cross-entropy is used on all classification layers. This
allows the model to update the decision boundaries of the classes. The loss computation
is illustrated in Fig. 4.8. The cross-distilled loss function L(ω) is defined as:




where LC(ω) is the cross-entropy loss applied to samples from the old and new classes,
LDf is the distillation loss of the classification layer f , and F is the total number of
classification layers for the old classes (shown as grey boxes in Fig. 4.8).
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pij log qij, (4.8)
where qi is a score obtained by applying a softmax function to the logits of a classification
layer for sample i, pi is the ground truth for the sample i, andN and C denote the number
of samples and classes respectively.








pdistij log qdistij, (4.9)
where pdisti and qdisti are modified versions of pi and qi, respectively. They are obtained
by raising pi and qi to the exponent 1/T , as described in [69], where T is the distillation
parameter. When T = 1, the class with the highest score influences the loss significantly,
e.g., more than 0.9 from a maximum of 1.0, and the remaining classes with low scores
have minimal impact on the loss. However, with T > 1, the remaining classes have a
greater influence, and their higher loss values must be minimized. This forces the network
to learn a more fine grained separation between them. As a result, the network learns a
more discriminative representation of the classes. Based on our empirical results, we set
T to 2 for all our experiments.
Results. We evaluate five different splits with different class order and incremental
steps of 2, 5, 10, 20, and 50 classes. The class order is identical for all the evaluated
methods, to ensure that the results are comparable. Table 4.3(a) summarizes the results
of the experiments and Figure 4.9 shows the incremental steps for 2 and 5 classes. The
rest of plots are included in the appendix suppmat. The ‘Upper-Bound’ result, shown
in Figure 4.9 with a large cross (in magenta) in the last step, is obtained by training a
non-incremental model using all the classes, and all their training samples.
We observe that our end-to-end approach obtains the best results for 2, 5, 10, and
20 classes. For 50 classes, although we achieve the same score as Hybrid1 (the variant of
iCaRL using CNN classifier), we are 1% lower than iCaRL. This behaviour is due to the
limited memory size, resulting in a heavily unbalanced training set containing 12.5 times
more data from the new samples than from the old classes. To highlight the statistical
significance of our method’s performance compared to iCaRL, we performed a paired
t-test on the results obtained for CIFAR-100. The corresponding p-values are 0.00005,
0.0005, 0.003, 0.0077, 0.9886 for 2, 5, 10, 20, and 50 classes respectively, which shows
that the improvement of our method over iCaRL is statistically significant (p < 0.01) in
all cases, except for 50 classes where both methods show similar performance.
It can be also observed that the performance of our approach remains stable across
the incremental step sizes (from 2 to 20 classes per step) in Table 4.3(a), in contrast to
all the other methods, which are dependent on the number of classes added in each step.
This is because a small number of classes at each incremental step benefits the accuracy
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Figure 4.9 – Accuracy on CIFAR-100. Average and standard deviation of 5 executions
with (a) 2 and (b) 5 classes per incremental step. Average of the incremental steps is
shown in parentheses for each method. (Best viewed in pdf.)
# classes 2 5 10 20 50
Our-CNN 63.8 ± 1.9 63.4 ± 1.6 63.6 ± 1.3 63.7 ± 1.1 60.8 ± 0.3
iCaRL 54.1 ± 2.5 57.8 ± 2.6 60.5 ± 1.6 62.0 ± 1.2 61.8 ± 0.4
Hybrid1 34.9 ± 4.5 48.4 ± 2.6 55.8 ± 1.8 60.4 ± 1.0 60.8 ± 0.7
LwF.MC 9.6 ± 1.5 29.5 ± 2.2 40.4 ± 2.0 47.6 ± 1.5 52.9 ± 0.6
(a) CIFAR-100






Table 4.3 – Fixed memory size: accuracy on CIFAR-100 and ImageNet. Each column
represents a different number of classes per incremental step. Each row represents a
different approach. The best results are marked in bold.
in the early stages of the incremental learning process, as only a few classes must be
classified. However, as more steps are applied to train all the classes, the accuracy of the
final stages decreases.
The behaviour is reversed when larger number of classes are added in each incremental
step. Lower accuracy values are seen during the early stages, but this is compensated
with better values in the final stages. These effects can be seen in Figure 4.9, where
two different number of classes per incremental step (2 and 5) are visualized. Figure 4.9
also shows that our approach is significantly better than iCaRL when a small number
of classes per incremental step are employed. With larger number of classes in each
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step, iCaRL approaches our performance, but still remains lower overall. Our approach
clearly outperforms LwF.MC in all the cases, thus highlighting the importance of the
representative memory in our model.
4.2.4 Summary
The two methods presented in this part of the chapter describe how CNNs can be
trained in an incremental fashion using a combination of cross-entropy and distillation
loss functions. In both cases, either no or very few samples from the old classes are used




This HDR manuscript has presented a selection of the author’s collaborative research
contributions during the past eight years. In particular, it focused on extracting priors
as an additional cue for recognition problems in computer vision, where only partial
annotations are available. Section 3.1 presented long-range motion cues for unsupervised
segmentation. Tracking objects when only the first frame is annotated was discussed in
Section 3.2, and Section 3.3 considered the case where an alternative form of supervision,
through synthetic data, can be used for learning motion features. Chapter 4 presented
two learning methods for weakly-supervised semantic segmentation (Section 4.1) and
incremental learning, where none or a limited amount of the original data is available
(Section 4.2). In addition to these partially-supervised methods, we discussed human and
language-based priors for segmentation (Section 2.1) and pose estimation (Section 2.2),
and text recognition (Section 2.3) respectively.
We will conclude the manuscript with a few directions for future work.
Modelling video data. Despite several successful models for image data, e.g., [93],
their equivalents for video are still lacking. Popular methods are: (i) a simple extension of
the bag-of-visual-words model to video, which is limited to capturing short-term motion
patterns; (ii) ad-hoc video representations like dense trajectories [179] that model longer-
term temporal relations in contrast to the bag-of-visual-words model, but require several
hand-tuned parameters; and (iii) initial attempts for extending convolutional neural net-
works trained, at least in part, with images [164] to the video case, which are interesting,
but do not fully exploit inherent motion cues. This problem of modelling video data is
an ambitious goal, given the intrinsic variability of videos in both spatial and temporal
dimensions. We plan to make progress in two directions to address this problem.
First, features will be learned directly from video data, and targeted specifically for
each task defined on video, unlike previous work attempting to fit models trained on
images to video data. Our approach will integrate additional cues, such as detection of
people [64], [A13] and their body-joint locations [124], [125], and prior knowledge of the
object of interest. The second direction builds on our work on automatically learning
motion features from videos [A27], [A28]. In this related work [A27], [A28], we first
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address the problem of determining whether an object is in motion, irrespective of the
camera motion, and then learn its features. This methodology, however, was developed
for video foreground/background segmentation, and now needs to be built for higher-
level semantic tasks, such as action recognition, scene understanding. Recent work on
actor-centric representations [169] is another avenue to explore, but should go beyond a
simple box-based representation of actions.
Joint modelling of visual and audio data. With our new deep learning based video
representation described above, the next objective is to find relations among visual and
audio data samples. We plan to explore a graph matching framework [104], [194] in this
context. Graph matching finds correspondences between vertices of two given graphs by
optimizing a cost function. This framework has been popular for finding correspondences
between a pair of images [A11], but now the objective is to go beyond such uni-modal
matching to the challenging case of multi-modal matching, thereby leveraging the com-
plementarity among different datasets.
In our case, an audio or a visual data sample denotes a graph and the components of
data (e.g., audio or visual component features) represent its vertices. We plan to build on
this basic framework with novel cost functions, incorporating recent advances in image
and video segmentation [41], [55], and speech and text recognition [A16], [138]. Adapting
the structure of the graph to each data sample, instead of imposing a single structure
on the entire dataset is another research problem in this context. One possibility is to
begin with a fully-connected graph, where the importance of each edge is represented
by an additional learnt weight parameter. A weight close to zero implies that the edge
connecting two nodes is not critical for matching. Recent work analyzing audio and
image/video data jointly [8], [123], [201] is another interesting line of work to explore
in this context. This joint analysis is achieved, for example, by learning a common
embedding space where correspondences between audio and image data can be made
directly [8], [123].
Incremental learning with synthetic data. We will explore the use of synthetic data
within the incremental learning framework. Imbalance between the number of samples
belonging to the old and the new classes is an important issue when learning a model
incrementally [A9]. We propose to address this through the generation of synthetic
samples. The synthetic examples will be generated using a selection of the old samples,
in order to avoid storing the entire training set. Another important research question
to be addressed here is the selection of old samples, including their number, and what
criteria are relevant for the choice. A complementary direction in this research theme is
the use of generative adversarial networks (GANs) [59] for data generation. GANs are
popular for generating images today, but suffer from problems such as the lack of: (i) an
explicit likelihood measure, which is commonplace in comparable generative models, and
(ii) sufficient diversity in the generated data. Our recent work [A24] proposed ways to
study these issues. The next step is to use our initial results to build stronger GAN
models, with a particular focus on generating data for incremental learning.
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Long-term memory modules. In the past few years there has been a growing interest
in adding memory modules to machine learning algorithms, in particular, neural network
models [61], [190], [193], building on classical ideas in [70], which implicitly encoded short-
term memory by hidden states and weights. The memory component in recent neural
network reads and writes observations from the past, and is used during both the training
and test phases. All these previous attempts are, however, limited to text-based memory
components, to answer questions about a sequence of sentences, e.g., a story [61], [190],
[193], or simple decision oriented ones, for finding shortest paths or moves in a rule-based
game [61]. None of them extend to learning image or video based memory components.
One research direction to explore in this context is a visual memory network, with nodes
to explicitly model memory. As part of this, we will introduce explicit memory elements,
which store (and update) learnt representations of object categories and human actions of
known classes. Separate units will store representations of unknown categories or actions,
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