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Abstract
A Cameron–Martin-type theorem is proved for the canonical Brownian motion on the group of homeo-
morphisms of the circle.
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0. Introduction
Regularizing effect of the heat semi-group (or backward regularity) is equivalent to the dif-
ferentiation of the heat measure relatively to its starting point; in the case of a finite-dimensional
Lie group this regularity can be obtained through the following Girsanov formula:
d
d
∣∣∣∣
=0
Ee+zf
(
gx(t)
)= Ee
(
f
(
gx(t)
)× 1
t
t∫
0
〈
Ad
(
gx(s)
)
z, dx(s)
〉)
. (∗)
When G = Diff(S1), the diffeomorphism group of the circle, this formula cannot be written
down. Indispensable prerequisite of conformal invariance determines uniquely for G the canon-
ical Brownian motion; for g ∈ Diff(S1),Ad(g)z is the direct image of the vector field z; as
the canonical Brownian motion gx(s) is an Hölderian homeomorphism (see [5,16,25]), then
Ad(gx(s))z is not even defined! This difficulty appeared already for the loop groups in 1990,
but at a less singular level. Driver, and after Fang [15,17], have solved in 1997 the problem for
loop groups by substituting in (∗) the parallel transport induced by the right-invariant connection
for the parallel transport induced by the Levi-Civita connection of the underlying Riemannian
metric. We follow a parallel approach in this more difficult analytical context.
Our approach will involve:
• implementation of the formalism of the stochastic calculus of variations on frame bundle for
an infinite homogeneous Riemannian manifold;
• construction in right-invariant coordinates of the Levi-Civita parallel transport;
• computations of infinite-dimensional differential geometry.
1. Riemannian geometry above Virasoro algebra
We recall in this introduction some known facts on the geometric structures linked to Virasoro
algebra. Denote by G the group of smooth diffeormorphisms of the circle Diff(S1) and denote
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tification of a smooth vector field with a smooth function by the formula u → u(θ) d
dθ
identifies
G to C∞(S1); the Lie bracket in this identification is given by
[u,v](θ) = u(θ)v′(θ)− u′(θ)v(θ); (1.1)
in the trigonometric basis the bracket has the following expression:
{2[coskθ, cospθ ] = (k − p) sin(k + p)θ + (k + p) sin(k − p)θ,
2[sin kθ, sinpθ ] = (p − k) sin(k + p)θ + (k + p) sin(k − p)θ,
2[coskθ, sinpθ ] = (p − k) cos(k + p)θ + (k + p) cos(k − p)θ.
(1.2)
Let δji be the Kronecker symbol, in (1.2), the coefficients of the sin and cos functions play the
role of structure constants with respect to the basis 1, coskθ , sin kθ , k  1, and we can write
(1.2) as
2[coskθ, cospθ ] =
∑
q1
[
(k − p)δk+pq + (k + p)δk−pq − (k + p)δp−kq
]
sinqθ,
2[sin kθ, sinpθ ] =
∑
q1
[
(p − k)δp+kq + (k + p)δk−pq − (k + p)δp−kq
]
sinqθ,
2[coskθ, sinpθ ] =
∑
q1
[
(p − k)δk+pq + (k + p)δk−pq + (k + p)δp−kq
]
cosqθ + 2kδpk . (1.2)′
The Lie bracket (1.1) differs from the one considered in [11] who consider the left-invariant Lie
algebra. For z,u ∈ G let
ad(z)u = [z,u] and Ad(exp(tz))=∑
n0
tn
n!
(
ad(z)
)n
. (1.3)
The operator ad(z) is not bounded; by consequence the convergence of the series defining Ad
must be discussed case by case. The Hilbert transform is defined by
J coskθ = sin kθ, J sin kθ = − coskθ for k  1. (1.4)
We shall take as it is usual in harmonic analysis, the Hilbert transform of a constant function
equal to zero. The Hilbert transform possesses the Nijenhuis property with respect to the Lie
bracket (1.1); for u, v ∈ V ,
[Ju,Jv] − [u,v] = J ([u,Jv] + [Ju, v]). (1.5)
As J 2 = −1 it defines on G0 the quotient G by the constant functions a completely integrable
complex structure. On G0, all alternate bilinear ad-invariant bilinear form have been classified;
they constitute a two parameters family of symplectic structures depending on constants c, h:
ωc,h(u, v) =
2π∫ ((
2h− c
12
)
u′ − c
12
u′′′
)
v
dθ
π
. (1.6)0
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mations
z → az+ b
b¯z+ a¯ , |a|
2 − |b|2 = 1. (1.7)
The Lie algebra of H is su(1,1). It is generated by the three vector fields cos θ, sin θ,1.
There exists a unique Hilbertian metric on G invariant by the adjoint action of su(1,1) [6].
As this invariance is equivalent to the conformal invariance, it plays a key role in the construction
of the Brownian motion on the space of Jordan curves of the complex plane. We shall denote
by V , the subspace of G generated by coskθ , sin kθ for k  2. On V , this su(1,1) invariant
scalar product can be expressed as the following Kähler metric:
(u | v) = ω(Ju, v), where ω = ω12,0; ω(u, v) = −
2π∫
0
(u′ + u′′′)v dθ
π
. (1.8)
The associated canonical Brownian motion on G has the following expression:
x˜(t) =
∑
k>1
1√
k3 − k
(
x2k(t) coskθ + x2k+1(t) sin kθ
)
, (1.9)
where x∗(t) is an infinite sequence of scalar-valued independent Brownian motions; then if h is
a homographic transformation, the processes x and Ad(h)(x) are equidistributed.
One of the main objective of our program (see [4]) is the construction of a unitarizing mea-
sure for highest weight representation of the Virasoro algebra V . Given a representation of V ,
a unitarizing measure is defined as a probability measure μ on a complex space on which V op-
erates infinitesimally such that this infinitesimal action integrates into a unitary representation in
the space of holomorphic μ-square integrable functions. It has been proved [3] that unitarizing
measures must be supported on the quotient of H\G: this quotient is a complex manifold M;
from the other hand, it has been proved [7] that the symplectic form ωc,0 passes to the quotient.
Therefore M has a structure of infinite-dimensional Kähler manifold.
We can state now precisely the objective of the present paper: prove a Cameron–Martin type
theorem for the Brownian motion “on” M.
Consider the following basis of G:
e0 = 1, e1 = sin θ, e2 = cos θ,
ck = e2k = 1√
k3 − k coskθ, sk = e2k−1 =
1√
k3 − k sin kθ for k > 1. (1.10)
Consider the semi-definite Hermitian form defined on G by
‖ξ‖2 =
∑
ξ2k , ξ =
∑
ξkek.k>1 k0
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definite Hermitian form, then
(coskθ | cos jθ) = (sin kθ | sin jθ) = α(k)δjk , (coskθ | sin jθ) = 0 for k, j  2.
(1.11)
The cylindrical Brownian motion on G is given by x(t) = ∑k0 xk(t)ek , where {xk(t)}k0 is
an infinite sequence of independent real-valued Brownian motions. The corresponding right-
invariant elliptic operator on G is
L= 1
2
∑
k0
(
∂lek
)2
, where
(
∂lekf
)
(g) := d
d
∣∣∣∣
=0
f
(
exp(ek)g
)
. (1.12)
The associated process is given by the Stratonovitch SDE
dgx(t) =
(∑
k0
ek ∗ dxk(t)
)
gx(t). (1.13)
Proposition. The SDE (1.13) is invariant in law under the rotations of the circle; it is invariant
under the symmetry θ → −θ ; it has the same form in the Itô formalism.
Proof. The invariance comes from the corresponding invariance in distribution of the Gaussian
process on S1 defined by (1.9). We fix an angle θ , then (1.13) can be written d(gx,t (θ)) =∑
k0 ek(gx,t (θ)) ∗ dxk(t). Finite-dimensional Itô calculus gives the result. More conceptually
the drift appearing by making the Itô contraction has to be invariant by rotation and symmetry;
the only vector field on S1 satisfying these invariance is the vector field zero. 
Theorem. The process t → gx(t) is a Markov process with continuous trajectory taking its val-
ues into the group H of Hölderian homeomorphisms of the circle. Let projM be the projection
G → H\H, then
projM
(
gx(t)
)
is the Brownian motion “on”M. (1.14)
Proof. Denote  the Laplace–Beltrami operator on M; then L− 12 is the first order operator
associated to the vector field
∑
k Γ
∗
kk , where  is the tensor field obtained by the difference
between the right-invariant connection and the Levi-Civita connection of M. The tensor field 
will be computed in the next paragraph; by direct inspection of the formula given in (1.16) we
get
Γ
j
kk = 0, ∀j, k.  (1.15)
1.1. Bundle of orthonormal frame over M
We denote O(M) the bundle of orthonormal frame of M: recall that an orthonormal frame
r is an Hilbertian isomorphism of the tangent plane Tm(M) onto the l2 Hilbert space; let E :=
G/ su(1,1), where su(1,1) is identified with the 3-dimensional space generated by ek , k < 2.
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under the action of Ad(h), h ∈ H . The ek , k > 1, define an orthonormal basis of E , realizing an
isomorphism of E with l2. We have a canonical map of Ψ :G → O(M) defined by
g → {rkg}k>1, rkg (∗) = (rg(∗) | ek)E , [rg]−1(ζ ) = π ◦ dd
∣∣∣∣
=0
exp(ζ )g, ζ ∈ E,
where π is the projection G → H\G =M. The structural group of the frame bundle is the full
unitary group U(l2) of the Hilbert space E . Consider G as a principal bundle of structural group
H acting on the left. Then the map Ψ is a principal bundle homomorphism in the sense that
Ψ (Hg) ⊂ U(E)×Ψ (g); more precisely
Ψ (hg) = Ad(h) ◦Ψ (g).
The data of a frame ro at the point m0 determines all other frames at this point by composition
by elements of U(l2). Therefore we define a surjective map
Ψ˜ :U
(
l2
)×G → O(M) by Ψ˜ (U,g) := U−1 ◦Ψ (g).
Introduce the product group
S := U(l2)×G.
Define a injective morphism j of the group H into S by
j :H → S by h → (Ad(h),h).
Let H˜ := j (H). Then we get
Theorem. The frame bundle O(M) of the homogeneous manifold M := H\G is isomorphic to
the following homogeneous manifold: H˜\S .
On O(M) the Levi-Civita connection defines a connection form Ω taking its value in U(l2),
the Lie algebra of U(l2); the kernel of Ω is constituted by horizontal vectors fields on O(M).
Denote ρg the right action of G upon M; this right action preserves the Riemannian metric
and therefore induces an isomorphism ρ˜g on the frame bundle O(M); by the unicity of the
connection form we have
(
ρ˜g
)∗
Ω = Ω.
The inverse image Ψ ∗(Ω) of Ω defines a differential 1-form on G with values into U(l2). As the
Riemannian metric on M is invariant on the right action of G we obtain that
Ψ ∗(Ω) is constant and therefore is given by linear map A :G → U(l2).
On su(1,1), the map A is equal to the adjoint action ad(es), s < 2 on E . Let B the linear map
of G into U(E) defined by B(ei) = ad(ei), for i < 2, B(ei) = 0 for i  2, then A− B vanishes
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field:
 :E → U(l2).
Taking ei , i > 1, as orthonormal basis of E the transfer tensor field is expressed by scalar indexed
by three indices:
Γ ki,j :=
(
(ei)(ej ) | ek
)
E , i, j, k > 1.
Main Theorem. The transfer tensor field is equal to
Γ kij =
1
2
(([ei, ej ] | ek)− ([ej , ek] | ei)+ ([ek, ei] | ej )), i, j, k > 1, (1.16)
and is antisymmetric in the two last indices j , k.
This expression already appeared in [6]. A similar expression appears in a different con-
text [13, p. 176].
Our strategy will consist to compute  in a local chart. In a local chart, there is a known
expression to obtain the Riemann–Christoffel symbol in terms of the derivative of the metric
tensor. We shall choose as local chart an exponential chart. Then the expression of the Maurer–
Cartan differential form in the exponential chart will give access to the metric tensor. With the
right-invariant parallelism, we have
Theorem. In the exponential chart the Riemann–Christoffel symbols ˆ has the following expres-
sion:
(
ˆ(ei)(ej ) | ek
)
E = ˆ
k
i,j =
1
2
[([ei, ek] | ej )+ ([ej , ek] | ei)].
Proof. Denote V the subspace of G generated by ei , i > 1: V  E . Define a local chart ψ of M
nearby m by
ψg(v) := π
(
exp(v)g
)
, v ∈ V, v small,
where g is taken in π−1(m). The metric transfer by π ′(g) on the tangent space to M at m is
independent of the choice of g ∈ π−1(m).
The Jacobian of a change of exponential charts. Given u, η ∈ G determine ζ ∈ G such that the
following relation holds true:
(i) exp(ζ ) exp(u) = exp(u+ η)+ o(),  → 0.
As the two expressions are equal for  = 0, it turns out that the resolution of (i) is equivalent
to the calculation of the derivative relatively to  at  = 0. The derivative of the left-hand side
is equal to ζ exp(u). We consider the right-hand side as equal to U1 , where U

t is given as the
solution of the ODE
d
Ut = Ut (u+ η), U0 = Identity.dt
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d
dt
K = Ku+U0η, K0 = 0.
We solve this equation by the method of Lagrange writing Kt = L exp(tu):
d
dt
L = exp(tu)η exp(−tu);
and finally
(ii) ζ =
1∫
0
exp(tu)η exp(−tu) dt.
Define Φ(t) := exp(tu)η exp(−tu). Then
d
dt
Φ(t) = uΦ(t)−Φ(t)u = ad(u)Φ(t), Φ(0) = η,
therefore
Φ(t) = exp(t ad(u))η = η +∑
n>0
tn
n!
[
ad(u)
]n
η.
The integral in (ii) can be exactly computed and we get
(iii) ζ = η +
∑
n>0
1
(n+ 1)!
[
ad(u)
]n
(η); and if u → 0, ζ = η + 1
2
ad(u)(η)+ o(u).
The metric of M in a local chart. Denote by e the identity of G; at the center of the chart ψe,
the metric of M and the metric of V coincides. We compare the metrics and |η|V , |ζ |V . When
η, ζ ∈ V , they are linked by the relation
ψexp(v)(ζ ) = ψe(v + η)+ o(),  → 0,
or
π
(
exp(ζ ) exp(v)
)= π(exp(v + η))+ o(),  → 0.
Take for new unknown ρ defined by
ζ = η + 1
2
ad(v)η + ρ.
Using (iii) and the differentiability of π , we have ρ ∈ su(1,1). Denote by PV the projection on
V in the direct sum decomposition G = V ⊕ su(1,1) then
(iv) ζ = η + 1 adV (v)(η), adV := PV ◦ ad ◦ PV .2
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The derivative of the metric tensor, relatively to a direction w equals
d
dt
∣∣∣∣
t=0
(
I + 1
2
adV (tw)
)∗(
I + 1
2
adV (tw)
)
= 1
2
[[
adV
]∗
(w)+ adV (w)].
Writing (v2 | [v1, v3]V )V = ([adV (v1)]∗v2 | v3)V , we define
G(v1, v2, v3) =
([v1, v2]V | v3)V + (v2 | [v1, v3]V )V , [v, v′]V := PV ([v, v′])
then the coefficients of Christoffel in the exponential chart with the orthonormal basis {ek}k>1
are given by
Γˆ kij =
1
4
(([ei, ej ] | ek)+ (ej | [ei, ek])+ ([ej , ei] | ek)+ (ei | [ej , ek])
− ([ek, ei] | ej )− (ei | [ek, ej ]))= 12
(([ei, ek] | ej )+ ([ej , ek] | ei)). 
Proof of the Main Theorem. The transfer tensor field, as a tensor field, is independent of the
chart. The expression of the Levi-Civita’s connection in the exponential chart has been given
above. We compute the right-invariant connection in the exponential chart. The identity (iv) leads
to another connection
Γ˜ kij =
1
2
([ei, ej ] | ek).
The difference of the two connections kij = Γˆ kij − Γ˜ kij gives kij . 
1.2. Structural equation transfered from O(M) to S = U(l2)×G
We have an algebraic parallelism on U(l2)×G = S induced by the right-invariant Lie algebra
of the product group so(l2)×G; a constant vector field in the algebraic parallelism is of the form
(ζ )u,g =
(
d
d
∣∣∣∣
=0
exp(ζ¨ )×U, d
d
∣∣∣∣
=0
exp(ζ˙ )× g
)
, ζ¨ ∈ so(l2), ζ˙ ∈ G. (1.17)
Denote ζˆ the projection of ζ˙ on the quotient E of G by su(1,1). In the classical theory of Rie-
mannian frame bundle, the Levi-Civita connection induces on O(M) the parallelism differential
1-forms (λ˙, λ¨), the first taking value in l2, the second taking values in so(l2). The map Ψˆ defines
inverse image of the parallelism forms:
σ˙ := Ψˆ ∗(λ˙), σ¨ := Ψˆ ∗(λ¨).
Using the right-invariant parallelism on S these differential forms are expressed as the following
functions:
σ˙ :S → L(G; l2), σ¨ :S → L(so(l2)× G; so(l2)).
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parallelism differential forms are given by
〈ζ, σ˙ 〉U,g =
{(
U∗(ζˆ ) | ek
)}
k>1, 〈ζ, σ¨ 〉U,g = U∗ ◦
(
ζ¨ − (U∗(ζˆ ))) ◦U, (1.18)
where U∗ is the adjoint (and the inverse) of U .
Proof. First take U = Identity; then σ¨ vanishes on vector fields which have a vanishing Levi-
Civita covariant derivative and σ¨ is equal to the identity on vertical vector fields: these two
properties characterize the Levi-Civita connection form. We prolongate by equivariance to all
values of U . The first parallelism form is defined by
〈ζ, σ˙ 〉r = r
(
π ′(z)
)
, π : O(M) →M.
On the canonical frame, we have 〈ζ, σ˙ 〉ro = ζ˙ ; we prolongate by equivariance. 
Remark. The parallelism differential forms do not depend upon g, which corresponds to the
invariance of the Riemannian metric under the right G action.
Under the left action of H˜ the function σ˙ is invariant; under the same action σ¨ is Ad(h−1)-
covariant.
Theorem of Structural Equations. The coboundary of the parallelism differential forms are
equal to the following expressions:
〈ζ1 ∧ ζ2, dσ˙ 〉 = σ¨ (ζ1)
(
σ˙ (ζ2)
)− σ¨ (ζ2)(σ˙ (ζ1)), (1.19)a
〈ζ1 ∧ ζ2, dσ¨ 〉 = σ¨ (ζ1)σ¨ (ζ2)− σ¨ (ζ2)σ¨ (ζ1)− R
(
σ˙ (ζ1)∧ σ˙ (ζ2)
)
, (1.19)b
where R is the Riemannian curvature of M propagated by tensorial variance from its definition
in U = Identity. At U = Identity, it is defined as
R
(
ζ˙1 ∧ ζ˙2
)= (ζ˙1)(ζ˙2)− (ζ˙2)(ζ˙1)− ([ζ˙1, ζ˙2]).
Remark. The fact that the inverse image commutes with the coboundary implies that the struc-
tural equations on O(M) lift automatically to U(l2)×G = S .
Proof.
〈ζ1 ∧ ζ2, dσ˙ 〉 +
〈[ζ1, ζ2], σ˙ 〉= ∂ζ1(σ˙ (ζ2))− ∂ζ2(σ˙ (ζ1)),〈[ζ1, ζ2], σ˙ 〉U,g = U([ζ˙1, ζ˙2]),
∂ζ1
(
σ˙ (ζ2)
)
U,g
= ∂ζ1
(
U
(
ζ˙2
))= (ζ¨1U)(ζ˙2)+U([ζ˙1, ζ˙2]),
〈ζ1 ∧ ζ2, dσ˙ 〉 = −U
([
ζ˙1, ζ˙2
])+ (ζ¨1U)(ζ˙2)− (ζ¨2U)(ζ˙1).
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expression

(
ζ˙1
)(
ζ˙2
)− (ζ˙2)(ζ˙1)− [ζ˙1, ζ˙2]
which vanishes granted the absence of torsion of the Levi-Civita connection. This establishes
the first structural equation when U = Identity; the general case is obtained by tensorial variance
argument. 
For the second structural equation
〈ζ1 ∧ ζ2, dσ¨ 〉 +
〈[ζ1, ζ2], σ¨ 〉= ∂ζ1(σ¨ (ζ2))− ∂ζ2(σ¨ (ζ1))
let us compute at U = Identity
〈[ζ1, ζ2], σ¨ 〉= [ζ¨1, ζ¨2]− ([ζ˙1, ζ˙2])= ζ¨1ζ¨2 − ζ¨2ζ¨1 − ([ζ˙1, ζ˙2]),
∂ζ1
(
σ¨ (ζ2)
)= ad(ζ¨1)(σ¨ (ζ2))− ([ζ¨1, ζ˙2])
= ζ¨1σ¨ (ζ2)− σ¨ (ζ2)ζ¨1 − 
([
ζ¨1, ζ˙2
])= ζ¨1σ¨ (ζ2)− σ¨ (ζ2)ζ¨1,
since in the structure product of Lie algebras, the bracket between elements of two different
components vanishes; this means that [ζ¨1, ζ˙2] = 0. Replacing in these formulas ζ¨k by σ¨ (ζk) +
(ζ˙k) we get (1.19)b; we prolongate by equivariance for U = Identity.
2. Levi-Civita’s connection on H\G; Kählerian geometry; Curvatures
With the Hilbert transform, tensor fields associated to the Levi-Civita’s connections respec-
tively on Diff(S1)/S1 and H\Diff(S1) have been given in [2]. See [19] for an alternative
approach; see [21,22,26] for related results. The function α(k) = k3 − k satisfies
(m+ j)α(m− j)+ (j − 2m)α(j)+ (2j −m)α(m) = 0,
(2j +m)α(m) = (m− j)α(m+ j)+ (2m+ j)α(j),
(k + 2)α(k) = (k − 1)α(k + 1). (2.1)
Moreover,
([u,v] | Jw)+ ([w,u] | Jv)+ ([v,w] | Ju)= 0. (2.2)
Following [2], and because of (1.16), let u ∈ V , v ∈ diff(S1), w ∈ V , we define Γ (v)u and
Λ(v)u = −Γ (u)v with
2
(
Γ (v)u | w)= ([w,v] | u)+ ([w,u] | v)− ([u,v] | w),
2
(
Λ(v)u | w)= −2(Γ (u)v | w)= ([v,w] | u)+ ([u,w] | v)+ ([v,u] | w) (2.3)
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Γ (u)v | w)+ ([v,u] | w)= (Γ (v)u | w).
With (2.2), we have, see [2], for u ∈ V , v ∈ diff(S1),
Γ (v)Ju = JΓ (v)u and (Γ (v)u | w)= −(u | Γ (v)w). (2.4)
Both Γ and Λ are torsionless. The expression of Γ in the trigonometrical basis is given by the
following lemma.
Lemma 1 (Expression of Γ ). If v = 1, v = cos θ , v = sin θ , then Γ (v) is given by 2(Γ (v)u | w) =
([w,v] | u)− ([u,v] | w), thus 2(Γ (1)u | w) = −(w′ | u)+ (u′ | w) = 2(u′ | w). We obtain
Γ (1)u = u′. (2.5)i
For k  2, {
sin kθ√
α(k)
,
coskθ√
α(k)
}
is an orthonormal system for the scalar product and since (k − 2)α(k) = (k + 1)α(k − 1), we
obtain: {
2Γ (cos θ) coskθ = −1k3 × (k + 1) sin(k − 1)θ − (k − 1) sin(k + 1)θ,
2Γ (cos θ) sin kθ = 1k3 × (k + 1) cos(k − 1)θ + (k − 1) cos(k + 1)θ, (2.5)ii{
2Γ (sin θ) sin kθ = −1k3 × (k + 1) sin(k − 1)θ + (k − 1) sin(k + 1)θ,
2Γ (sin θ) coskθ = −1k3 × (k + 1) cos(k − 1)θ + (k − 1) cos(k + 1)θ, (2.5)iii
and for p  2,⎧⎨
⎩
2Γ (cospθ)(sin kθ) = (p + k)1kp+2 cos(k − p)θ + (2p+k)α(k)α(p+k) cos(p + k)θ,
2Γ (cospθ)(coskθ) = −(p + k)1kp+2 sin(k − p)θ − (2p+k)α(k)α(p+k) sin(p + k)θ,
(2.5)iv
⎧⎨
⎩
2Γ (sinpθ)(sin kθ) = −(p + k)1kp+2 sin(k − p)θ + (2p+k)α(k)α(p+k) sin(p + k)θ,
2Γ (sinpθ)(coskθ) = −(p + k)1kp+2 cos(k − p)θ + (2p+k)α(k)α(p+k) cos(p + k)θ.
(2.5)v
Proof. We calculate, for example, Γ (cospθ) sinkθ as follows:
4
(
Γ (cospθ) sin kθ | cosmθ)
= 2([cosmθ, cospθ ] | sin kθ)+ 2([cosmθ, sin kθ ] | cospθ)− 2([sin kθ, cospθ ] | cosmθ)
= (m− p)α(k)δm+pk − (p +m)α(k)δm+kp + (m+ p)α(k)δk+pm
(k +m)α(p)δm+pk + (k −m)α(p)δm+kp + (k +m)α(p)δk+pm
(k + p)α(m)δm+p + (k + p)α(m)δm+kp + (k − p)α(m)δk+pm . k
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Lemma 2. The operator Γ (cospθ)2 +Γ (sinpθ)2, for p  0, is diagonal in the trigonometrical
basis. For p  0, k  2,
2Γ (cospθ)2 sin kθ + 2Γ (sinpθ)2 sin kθ
= −(p + k)2 α(k − p)
α(k)
1kp+2 sin kθ − (2p + k)
2α(k)
α(p + k) sinkθ, (2.6)
([
Γ (cospθ)2 + Γ (sinpθ)2] sin kθ | sin kθ)
= ([Γ (cospθ)2 + Γ (sinpθ)2] coskθ | coskθ). (2.7)
In particular for k  2,
[
Γ (cos θ)2 + Γ (sin θ)2] sin kθ = −(k2 − 2) sin kθ and Γ (1)2 sinkθ = −k2 sin kθ.
Proof.
4Γ (cospθ)2 sin kθ = −(p + k)2 α(k − p)
α(k)
1kp+2 sinkθ − (2p + k)
2α(k)
α(p + k) sin kθ
− k(p + k)1k2p+2 sin(k − 2p)θ − (2p + k)(3p + k)α(k)
α(2p + k) sin(2p + k)θ,
4Γ (sinpθ)2 sin kθ = −(p + k)2 α(k − p)
α(k)
1kp+2 sinkθ − (2p + k)
2α(k)
α(p + k) sin kθ
+ k(p + k)1k2p+2 sin(k − 2p)θ + (2p + k)(3p + k)α(k)
α(2p + k) sin(2p + k)θ.
Adding, it gives (2.6). The operators Γ (cospθ), Γ (sinpθ) have been given for p  2. For Γ (1),
Γ (cos θ), Γ (sin θ), we have
(iv) 4Γ (cos θ)2 sin kθ = 1k3(k + 1)
[−1k4k sin(k − 2)θ − (k − 2) sin kθ]
+ (k − 1)[−1k2(k + 2) sin kθ − k sin(k + 2)θ]
4Γ (sin θ)2 sin kθ = −1k3(k + 1)
[−1k4k sin(k − 2)θ + (k − 2) sin kθ]
+ (k − 1)[−1k2(k + 2) sin kθ + k sin(k + 2)θ].
Adding it gives the result. 
Theorem.
∑
Γ
(
cospθ√
α(p)
)2
+ Γ
(
sinpθ√
α(p)
)2
(2.8)2p
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λk = 12
∑
2p
[
(p + k)2 α(k − p)
α(p)α(k)
1kp+2 + (2p + k)
2α(k)
α(p)α(p + k)
]
, (2.9)
where the series converge.
2.1. The complex representation of Γ
We have expressed Γ in real coordinates. Using the linearity, we obtain its expression in
complex coordinates and we compare it with Bowick–Rajeev’s connection [11].
Proposition (Expression of Γ in complex coordinates). For p, k  2,
Γ
(
eipθ
)
eikθ = i (2p + k)α(k)
α(p + k) e
i(p+k)θ ,
Γ
(
eipθ
)
e−ikθ = −i(p + k)1kp+2 × e−i(k−p)θ = 1kp+2 ×
[
eipθ , e−ikθ
]
, (2.10)1
Γ
(
e−ipθ
)
eikθ = i(p + k)1kp+2 × ei(k−p)θ = 1kp+2 ×
[
e−ipθ , eikθ
]
,
Γ
(
e−ipθ
)
e−ikθ = −i (2p + k)α(k)
α(p + k) e
−i(p+k)θ . (2.10)2
For p = 1,
Γ
(
eiθ
)
eikθ = i(k − 1)ei(k+1)θ = [eiθ , eikθ ],
Γ
(
eiθ
)
e−ikθ = −i1k3(k + 1)e−i(k−1)θ = 1k3
[
eiθ , e−ikθ
]
, (2.11)1
Γ
(
e−iθ
)
eikθ = i1k3(k + 1)ei(k−1)θ = 1k3
[
e−iθ , eikθ
]
,
Γ
(
e−iθ
)
eikθ = −i(k − 1)e−i(k+1)θ = [e−iθ , e−ikθ ]. (2.11)2
For p = 0, Γ (1)u = u′ = [1, u].
Proof. For p  2, k  2,
Γ
(
eipθ
)
eikθ = Γ (cospθ + i sinpθ)(coskθ + i sin kθ)
= Γ (cospθ)− Γ (sinpθ)+ iΓ (cospθ) sin kθ + iΓ (sinpθ) coskθ.
We proceed in the same way for the others. Since Γ is a real operator, we can also remark that
Γ
(
e−ipθ
)
eikθ = Γ (eipθ )e−ikθ . 
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earity to a complex scalar product. For two complex vector fields X and Y , the scalar product is
(X | Y), then by linearity, for k, p  0,
(coskθ + i sin kθ | cospθ − i sinpθ) = 2α(k)δpk ,
(cos kθ + i sin kθ | cospθ + i sinpθ) = 0.
Using Γ ∗ = −Γ for the adjoint Γ ∗, we obtain
(
Γ
(
eipθ
)
eikθ
∣∣ e−irθ )= (eikθ ∣∣ Γ (eipθ )∗e−irθ )= −(eikθ ∣∣ Γ (eipθ )e−irθ ).
From the second equation in (2.10)1, we deduce the first.
2.2. The complex representation of the Bowick–Rajeev connection
Proposition. For a vector u ∈ diff(S1), let u+ = π+(u) and u− = π−(u). We define the sub-
spaces H+ = π+(diff(S1)) and H− = π−(diff(S1)). Then for Γ ,
Γ (u+)u− = π−[u+, u−] and Γ (u−)u+ = π+[u−, u+]. (2.12)
For u ∈ diff(S1), we have Γ (u)(H+) ⊂ H+ and Γ (u)(H−) ⊂ H−.
Proof. It is a consequence of (2.10), (2.11).
To unify the notations with [11], we put Lm(θ) = eimθ for m ∈ Z and Lm = L−m.
For u ∈ diff(S1), we denote φ(u), see [11], the linear operator defined as follows. For p  2,
φ(L0)L−p = −pL−p,
φ(L1)L−p = −(1 + p)L1−p,
φ(L−1)L−p = −(p − 1)L−(1+p),
φ(Lm)L−p = −1pm+2 × (m+ p)Lm−p for m 2,
φ(L−m)L−p = (2m+ p)α(p)
α(p +m) L−(m+p) for m> 0,p > 0. (2.13)
With Lm(θ) = cosmθ + i sinmθ , we obtain
2φ(cosmθ) cos(pθ) = (p + 2m)α(p)
α(p +m) cos(p +m)θ − 1pm+2(m+ p) cos(p −m)θ,
2φ(sinmθ) sin(pθ) = − (p + 2m)α(p)
α(p +m) cos(p +m)θ − 1pm+2(m+ p) cos(p −m)θ,
2φ(sinmθ) cos(pθ) = (p + 2m)α(p)
α(p +m) sin(p +m)θ + 1pm+2(m+ p) sin(p −m)θ,
2φ(cosmθ) sin(pθ) = (p + 2m)α(p) sin(p +m)θ − 1pm+2(m+ p) sin(p −m)θ. (2.14)
α(p +m)
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Γ (u) = −φ(Ju) for u ∈ diff(S1).  (2.15)
2.3. Riemannian curvature and Ricci curvature
We shall show that Γ has same curvature as the connection φ and we develop the calculation
of the Ricci curvature. By composition of operators, for m, p  2,
(i) 4Γ (cosmθ)Γ (sinmθ) sinpθ
= −1pm+2 (m+ p)
2α(p −m)
α(p)
cospθ + (2m+ p)
2α(p)
α(p +m) cos(pθ)
− p(m+ p)1p2m+2 cos(p − 2m)θ + (2m+ p)(3m+ p)α(p)
α(p + 2m) cos(p + 2m)θ.
In the same manner, we calculate 4Γ (sinmθ)Γ (cosmθ) sinpθ and finally, we obtain
(ii) 2[Γ (cosmθ)Γ (sinmθ)− Γ (sinmθ)Γ (cosmθ)] sinpθ
= −1pm+2 (m+ p)
2α(p −m)
α(p)
cospθ + (2m+ p)
2α(p)
α(p +m) cos(pθ),
(iii) 2Γ ([cosmθ, sinmθ ]) sinpθ = 2mΓ (1) sinpθ = 2mp cospθ.
The Riemannian curvature tensor of M, let R˜ is an Hermitian map of
R˜ =: E ∧ E → E ∧ E .
We denoteW ⊂ E ∧ E consisting of invariants under the right action of S1; thenW is composed
of the 2-volume element in each of the 2 planes generated by cq, sq .
Theorem.
(iv) R˜(W) ⊂W, R˜ vanishes on the orthogonal to W,
R
(
cosmθ√
α(m)
,
sinmθ√
α(m)
)
sinpθ√
α(p)
= λm,p cospθ√
α(p)
with
λm,p = 12α(m)
[
−1pm+2 (m+ p)
2α(p −m)
α(p)
+ (2m+ p)
2α(p)
α(p +m) − 2mp
]
.
Remark. The symmetry λn,p = λp,n coming from general properties of symmetry of curvature
tensor can be verified by direct computation starting from (2.1).
Theorem. If we fix m, then for m> 1 we have [10,11,19,20],
(v)
∑
p2
λmp = −1312 Identity.
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Lemma. (See [12].) If a = 0 and for m 1,
(vi) Sm =
∑
p1
{
−χpm+1(p +m)2
[
a(p −m)3 + b(p −m)
ap3 + bp
]
+ (p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
= −13
6
m3 + 1
6
m.
For a = 0, the series diverge.
Proof.
Sm =
∑
pm+1
{
−(p +m)2
[
a(p −m)3 + b(p −m)
ap3 + bp
]
+ (p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
+
∑
pm
{
(p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
.
We calculate the first sum:
Im =
∑
pm+1
{
−(p +m)2
[
a(p −m)3 + b(p −m)
ap3 + bp
]
+ (p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
.
We have
−(p +m)2
[
a(p −m)3 + b(p −m)
ap3 + bp
]
= −a(p
2 −m2)2(p −m)− b(p2 −m2)(p +m)
ap3 + bp
= −p2 + 2m2 +mp + −2am
3p2 + am5 − am4p − bpm2 + bm3 − 2bp2m
ap3 + bp .
Replacing p by p +m in this last expression, we see that the second term in Sm is
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3 + bp)
a(p +m)3 + b(p +m)
= (p +m)2 − 2m2 −m(p +m)
+ 2am
3(p +m)2 − am5 + am4(p +m)+ b(p +m)m2 − bm3 + 2b(p +m)2m
a(p +m)3 + b(p +m) .
Adding, we obtain
(vii) Im =
∑
pm+1
−2am3p2 + am5 − am4p − bpm2 + bm3 − 2bp2m
ap3 + bp
+ 2am
3(p +m)2 − am5 + am4(p +m)+ b(p +m)m2 − bm3 + 2b(p +m)2m
a(p +m)3 + b(p +m)
=
∑
pm+1
−φ(p)+ φ(p +m) = −φ(m+ 1)− φ(m+ 2)− · · · − φ(2m)
=
∑
1pm
−φ(m+ p),
where
φ(p) = −−2am
3p2 + am5 − am4p − bpm2 + bm3 − 2bp2m
ap3 + bp .
The last equality in (vii) is valid only if limp→∞ φ(p) = 0, i.e. if a = 0. Thus, when a = 0, we
obtain
Sm =
∑
1pm
−φ(m+ p)+
{
(p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
.
Thus
Sm =
∑
1pm
−2am
3(p +m)2 − am5 + am4(p +m)+ b(p +m)m2 − bm3 + 2b(p +m)2m
a(p +m)3 + b(p +m)
+
{
(p + 2m)2 (ap
3 + bp)
a(p +m)3 + b(p +m) − 2mp
}
,
Sm = −m2(m+ 1)+
∑
1+mp2m
−
{
2am3p2 − am5 + am4p + bpm2 − bm3 + 2bp2m
ap3 + bp
}
+ (p +m)2 (a(p −m)
3 + b(p −m))
3ap + bp
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∑
1+mp2m
(−mp − 2m3 + p2)= −13
6
m3 + m
6
.
We have used 12 + · · · + n2 = n(n+1)(2n+1)6 . 
3. Stochastic parallel transport
The stochastic parallel transport is for us a substitute for the absence of Lie algebra and adjoint
action for the group of circle homeomorphisms. Its construction constitutes the key technical step
of our whole paper.
3.1. Horizontal parametrization of the Brownian motion on M
Let x(t) = (xk(t))k0 be a sequence of independent Brownian motions, the horizontal Brown-
ian motion on O(M) is defined by solving the Stratonovitch SDE
〈∗drx, λ˙〉 = dx(t), 〈∗drx, λ¨〉 = 0. (3.1)
The lifting to S of the horizontal Brownian motion is obtained by solving the Stratonovitch
SDE
〈∗dsx, σ˙ 〉 = dx(t), 〈∗dsz, σ¨ 〉 = 0. (3.2)
We have a natural projection π1 of S onto M defined by π1(U,g) → Hg; then π1(sx(t)) is
the Brownian motion M.
We have defined in (1.14) another parametrization of the Brownian motion by projecting on
M the canonical Brownian gz(t) on G, where zk is an infinite sequence of independent Brownian
motions.
Theorem. The relation between these two parametrizations are obtained by solving the system
of operator-valued SDE:
dx(t) =
∑
k>1
Ωt(ek) dzk(t), dtΩt = Γ (∗dxt )Ωt , with Ω0 = Id, (3.3)
the second equation written on the Itô form is
dΩt =
(∑
k>1
(ek) dxk(t)+ 12
∑
k>1
(
(ek)
)2
dt
)
Ωt with Ω0 = Id. (3.4)
Remark. The first equation is an Itô SDE when the second is a Stratonovitch SDE.
Proof. Denoting π :G → H\G, then we must solve the equation
π1
(
sx(t)
)= π(gz(t)).
The drift coming in the first equation is zero since x and z are both Brownian motions. Equa-
tion (3.4) is obtained by taking Itô’s contractions. 
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We can consider the system (3.3) as if z was given and x must be determined by an implicit
SDE, which will be hard to solve.
The mapping x → z is an isomorphism of probability spaces; it is therefore indifferent to take
as basic variable either z or x.
We will take as basic variable x, then we solve the Itô SDE (3.4) and obtain z by
dz(t) = Ω−1t
(
dx(t)
)
and finally gz by solving dgz(t) = ∗dz(t)gz(t). (3.5)
This change of parametrization is a deep fact which is possible granted that the Riemannian
metric on G is invariant by the right action of G.
3.3. Expression of the parallel transport SDE in the trigonometrical basis
Let for k  2,
ck = e2k = coskθ√
α(k)
, sk = e2k−1 = sin kθ√
α(k)
,
and for k  2, p  2,
⎧⎪⎨
⎪⎩
2Γ (cospθ)ck = −(p + k)
√
α(k−p)
α(k)
sk−p1k>p+1 − (2p + k)
√
α(k)
α(p+k) sk+p,
2Γ (cospθ)sk = (p + k)
√
α(k−p)
α(k)
ck−p1k>p+1 + (2p + k)
√
α(k)
α(p+k) ck+p,⎧⎪⎨
⎪⎩
2Γ (sinpθ)ck = −(p + k)
√
α(k−p)
α(k)
ck−p1k>p+1 + (2p + k)
√
α(k)
α(p+k) ck+p,
2Γ (sinpθ)sk = −(p + k)
√
α(k−p)
α(k)
sk−p1k>p+1 + (2p + k)
√
α(k)
α(p+k) sk+p.
Make the convention α(s) = 0 if s  1 and denote for p  2, k  2,
ap(k) := (p + k)2 × α(k − p)
α(p)α(k)
, bp(k) := (2p + k)2 × α(k)
α(p)α(p + k) .
Since (k + 2)α(k) = (k − 1)α(k + 1), we put for p = 1, k  2,
a1(k) := (1 + k)2 × α(k − 1)
α(k)
,
b1(k) := (k − 1)2 × α(k + 1)
α(k)
= (k + 2)2 × α(k)
α(k + 1) .
We have the identities
bp(k − p) = ap(k)1k>p+1, ap(k + p) = bp(k). (3.6)
Then for p  1,
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{
2Γ (cp)ck = −
√
ap(k)sk−p −
√
bp(k)sk+p,
2Γ (sp)sk = −
√
ap(k)sk−p +
√
bp(k)sk+p,{
2Γ (sp)ck = −
√
ap(k)ck−p +
√
bp(k)ck+p,
2Γ (cp)sk =
√
ap(k)ck−p +
√
bp(k)ck+p.
Let V be the subspace of G, generated by {ck, sk}k2, then Γ (1), Γ (cospθ), Γ (sinpθ),
p  1, are antisymmetric operators from V to V .
3.4. Calculus of Itô contraction for parallel transport
Theorem. The Itô contractions for (3.4) are expressed in the trigonometric basis by a diagonal
matrix, where λk is given in (3.7).
Remark. The diagonal character can be explained by the necessity of the contraction matrix to
be invariant under the right-adjoint action of S1.
Proof. If zt = Ωt(z0) were a solution, denote zt (ek) = (zt | ek), then the Itô stochastic differen-
tials of zt (ek) would satisfy
2dzt (ck) =
∑
p1
(√
bp(k)zt (sk+p)+
√
ap(k)1k>p+1zt (sk−p)
)
dx2p(t)
+ (−√bp(k)zt (ck+p)+√ap(k)1k>p+1zt (ck−p))dx2p−1(t)+ Yk dt
+ 2zt (sk) dx0(t)− zt (ck) dt,
2dzt (sk) =
∑
N>p>1
(−√bp(k)zt (ck+p)−√ap(k)1k>p+1zt (ck−p))dx2p(t)
+ (−√bp(k)zt (sk+p)+√ap(k)1k>p+1zt (sk−p))dx2p−1(t)+Zk dt
− 2zt (ck) dx0(t)− zt (sk) dt.
The drift terms Y,Z corresponding to the stochastic differentials in dxj (t), j  1, are calculated
with the usual Itô contractions 〈,〉:
{
2〈dzt (sk+p), dx2p(t)〉 = −(
√
bp(k + p)zt (ck+2p)+
√
ap(k + p)zt (ck)) dt,
2〈dzt (sk−p), dx2p(t)〉 = −(
√
bp(k − p)zt (ck)+
√
ap(k − p)zt (ck−2p)) dt,
{
2〈dzt (ck+p), dx2p−1(t)〉 = −(
√
bp(k + p)zt (ck+2p)−
√
ap(k + p)zt (ck)) dt,
2〈dzt (ck−p), dx2p−1(t)〉 = −(
√
bp(k − p)zt (ck)−
√
ap(k − p)zt (ck−2p)) dt,
2Yk =
∑
p1
√
bp(k)
〈
dzt (sk+p), dx2p(t)
〉+√ap(k)〈dzt (sk−p), dx2p(t)〉
−
√
bp(k)
〈
dzt (ck+p), dx2p−1(t)
〉+√ap(k)〈dzt (ck−p), dx2p−1(t)〉.
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2Yk = −
∑
p1
[√
bp(k)
√
ap(k + p)+
√
ap(k)
√
bp(k − p)
]
zt (ck) dt = −λ(k)zt (ck) dt,
where
λ(k) =
∑
p1
[√
bp(k)
√
ap(k + p)+
√
ap(k)
√
bp(k − p)
]
.
Because of (3.6)
λ(k) =
∑
p>1
(
bp(k)+ bp(k − p)
)=∑
p>1
(
bp(k)+ ap(k)
)
, (3.7)a
and we have the following relation with λk defined in (2.9):
λ(k) = −2λk. (3.7)b
In the same way, for Z,
{
2〈dzt (ck+p), dx2p(t)〉 = (
√
bp(k + p)zt (sk+2p)+
√
ap(k + p)zt (sk)) dt,
2〈dzt (ck−p), dx2p(t)〉 = (
√
bp(k − p)zt (sk)+
√
ap(k − p)zt (sk−2p)) dt,
{
2〈dzt (sk+p), dx2p−1(t)〉 = −
(√
bp(k + p)zt (sk+2p)−
√
ap(k + p)zt (sk)
)
dt,
2〈dzt (sk−p), dx2p−1(t)〉 = −
(√
bp(k − p)zt (sk)−
√
ap(k − p)zt (sk−2p)
)
dt,
2Zk =
∑
−
√
bp(k)
〈
dzt (ck+p), dx2p(t)
〉−√ap(k)〈dzt (ck−p), dx2p(t)〉
−
√
bp(k)
〈
dzt (sk+p), dx2p−1(t)
〉+√ap(k)〈dzt (sk−p), dx2p−1(t)〉,
thus
2Zk = −
∑
p1
[√
bp(k)
√
ap(k + p)+
√
ap(k)
√
bp(k − p)
]
zt (sk) dt = −λ(k)zt (sk) dt. 
3.5. Energy spectrum of the parallel transport
We want to establish a priori estimates for the coordinates which will be charged by the
parallel transport of a given trigonometric polynomial. As this is the rule in a priori estimates,
we make firstly the assumption of the existence of a solution of (S).
H. Airault, P. Malliavin / Journal of Functional Analysis 241 (2006) 99–142 121Theorem. If zt = Ω(t)z0 is a solution of (3.4), let zt (ck) = (zt | ck) and zt (sk) = (zt | sk), k  2,
then ξk(t) = E[zt (ck)2 + zt (sk)2] satisfy the infinite-dimensional ODE system
d
dt
⎛
⎜⎜⎜⎜⎜⎝
ξ2
ξ3
ξ4
ξ5
ξ6
· · ·
⎞
⎟⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
−λ(2) a1(3) a2(4) a3(5) a4(6) · · ·
a1(3) −λ(3) a1(4) a2(5) a3(6) · · ·
a2(4) a1(4) −λ(4) a1(5) a2(6) · · ·
a3(5) a2(5) a1(5) −λ(5) a1(6) · · ·
a4(6) a3(6) a2(6) a1(6) −λ(6) · · ·
a5(7) · · ·
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
ξ2
ξ3
ξ4
ξ5
ξ6
· · ·
⎞
⎟⎟⎟⎟⎟⎠ . (3.8)a
The matrix of the system is symmetric and the sum of the coefficients on a row is zero. The
quadratic form associated to the infinite matrix in (3.8)a is
ξTMξ = −
∑
p>1
∑
k>p+1
ap(k)(ξk−p − ξk)2.
It defines a negative symmetric operator.
Proof. To obtain ξk(t) = E[zt (ck)2 + zt (sk)2], we calculate the Itô’s differentials
dzt (ck)
2 = 2zt (ck) dzt (ck)+
〈
dzt (ck), dzt (ck)
〉
,
dzt (sk)
2 = 2zt (sk) dzt (sk)+
〈
dzt (sk), dzt (sk)
〉
.
Since
4
〈
dzt (ck), dzt (ck)
〉= ∑
p1
(√
bp(k)zt (sk+p)+
√
ap(k)zt (sk−p)
)2
dt
+
∑
p1
(−√bp(k)zt (ck+p)+√ap(k)zt (ck−p))2 dt
+ 4zt (sk)2 dt,
4
〈
dzt (sk), dzt (sk)
〉= ∑
p1
(√
bp(k)zt (ck+p)+
√
ap(k)zt (ck−p)
)2
dt
+
∑
p1
(−√bp(k)zt (sk+p)+√ap(k)zt (sk−p))2 dt
+ 4zt (ck)2 dt,
adding, we find
2
〈
dzt (ck), dzt (ck)
〉+ 2〈dzt (sk), dzt (sk)〉
=
∑
p1
[
bp(k)
(
zt (ck+p)2 + zt (sk+p)2
)+ ap(k)(zt (ck−p)2 + zt (sk−p)2)]dt
+ 2[zt (ck)2 + zt (sk)2]dt.
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d
[
zt (ck)
2 + zt (sk)2
]
= martingale term − 1
2
λ(k)
[
zt (ck)
2 + zt (sk)2
]
dt − [zt (ck)2 + zt (sk)2]dt
+ 1
2
∑
p
bp(k)
[
zt (ck+p)2 + zt (sk+p)2
]
dt + 1
2
∑
p
ap(k)
[
zt (ck−p)2 + zt (sk−p)2
]
dt
+ [zt (ck)2 + zt (sk)2]dt.
Taking expectation, we obtain for ξk(t) = E[zt (ck)2 + zt (sk)2] the system of ODE:
2
d
dt
ξk(t) = −λ(k)ξk(t)+
∑
p1
bp(k)ξk+p(t)+
∑
p1
ap(k)ξk−p(t)
= −λ(k)ξk(t)+
∑
p1
ap(k + p)ξk+p(t)+
∑
p+1k
bp(k − p)ξk−p(t),
Because of (3.6), the infinite matrix of this system is (3.8)a. This proves the theorem. 
Define the matrix A∞ as
A∞ =
⎛
⎜⎜⎜⎜⎜⎝
−λ(2) a1(3) a2(4) a3(5) a4(6) · · ·
a1(3) −λ(3) a1(4) a2(5) a3(6) · · ·
a2(4) a1(4) −λ(4) a1(5) a2(6) · · ·
a3(5) a2(5) a1(5) −λ(5) a1(6) · · ·
a4(6) a3(6) a2(6) a1(6) −λ(6) · · ·
a5(7) · · ·
⎞
⎟⎟⎟⎟⎟⎠ , (3.8)b
where
ap(k) := (p + k)2 × α(k − p)
α(p)α(k)
, a1(k) := (1 + k)2 × α(k − 1)
α(k)
.
Define the matrix B∞ as
B∞ =
⎛
⎜⎜⎜⎜⎜⎝
−λ(2) 0 0 0 0 · · ·
0 −λ(3) 0 0 0 · · ·
0 0 −λ(4) 0 0 · · ·
0 0 0 −λ(5) 0 · · ·
0 0 0 0 −λ(6) · · ·
0 · · ·
⎞
⎟⎟⎟⎟⎟⎠ . (3.8)c
We introduce
B˜∞ = B∞ ⊗
(
1 0
0 1
)
.
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dimensional space cq, sq , the eigenvalue being −λ(q).
Theorem (Expression of innovation energy). Let z0 be the initial value of zt , denote
ukt = E
((
zt (ck)− z0(ck)
)2 + (zt (sk)− z0(sk))2), v(t) = E(zt − z0),
then these two infinite column vectors satisfy the system of ODE:
dvt
dt
− B˜(v(t))= B˜(z0), v0 = 0;
du
dt
−A(ut ) =A(2z0 ⊗ v + ξ0)− 2z0 ⊗ dv
dt
, u0 = 0. (3.9)a
Proof. As
dzt =
∑
j

(
dxj (t)
)
zt + 12
∑
j
2(ej )z dt
we deduce
dtE(zt ) = B˜
(
E(zt )
)
,
ukt = E
(
z2t (ck)+ z2t (sk)
)− 2z0(ck)vt (ck)− 2z0(sk)vt (sk)− z20(ck)− z20(sk);
this can be written as
ut = ξt − 2z0 ⊗ v − ξ0,
du
dt
=A(ξt )− 2z0 ⊗ dv
dt
=A(ut + 2z0 ⊗ v + ξ0)− 2z0 ⊗ dv
dt
. 
Corollary. Denote
α(t) :=
∑
k∈A
uk(t) then α(t) = −2(z0 | v(t)). (3.9)b
Proof. We use the fact which is proved later in (3.13) that the semi-group associated to the
matrix A is conservative. We get
dα
dt
= −2z0 ⊗ dv
dt
, α(0) = 0;
then we integrate this ODE. 
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Denote A the set of integers 2. Define for a function f :A → R the Beurling–Deny Dirichlet
form [8]
D(f ) =
∑
p>1
∑
k>p+1
ap(k)
(
f (k − p)− f (k))2.
Denote by T a contraction map, T :R → R meaning that |T (ξ)− T (ξ ′)| |ξ − ξ ′|, then
D(h)D(f ), h = T ◦ f.
Beurling–Deny have attached to every Dirichlet form on a discrete space a stochastic process.
We shall follow their approach.
An infinite matrix indexed by A can be considered as a map ϕ :A × A → R. We make the
three assumptions:
• the matrix is symmetric ϕ(a, b) = ϕ(b, a);
• the sum of each column is zero: ∑ϕ(a0, a) = 0;
• the nondiagonal coefficients are positive.
Then the quadratic form associated to A is a Dirichlet form.
We associate to every a0 ∈ A a probability measure νa0 on A, supported by the complement
of a0, defined by rescaling the column
νa0(a) :=
1
−ϕ(a0, a0) × ϕ(a0, a), a = a0, νa0(a0) = 0.
The collection of the probability transition {νa0}a0∈A defines a random walk γϕ on A.
We construct a continuous time process ξϕ(t) as follows: the probability space of ξϕ is the
product of two probability spaces, the probability space of the random walk and the probability
space constituted by an infinite sequence of exponential variables Xk each normalized to have
expectation 1. We pass from the discrete time random process γϕ to the continuous time ξϕ(t) by
the change of time
ξϕ(t) = γϕ
(
N(t)
)
,
where N(t) denotes the number of jumps which have appeared until time t ,
∑
kN(t)
1
−ϕ(γϕ(k), γϕ(k))Xk  t <
∑
kN(t)+1
1
−ϕ(γϕ(k), γϕ(k))Xk.
Theorem. Identify the element of RA with the function f :A → R. Then the exponential of the
matrix ϕ is equal to the Beurling–Deny semi-group and we have
(
exp
(
tϕ(∗,∗))f )(a0) = Ea0(f (ξϕ(t))). (3.10)
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Corollary. If f > 0 then exp(tϕ(∗,∗))f > 0.
We denote ξ∞ the process associated to the matrix A∞.
We define As from the matrix A∞ by keeping in the matrix A∞ only the terms expressed by
the function as(∗) and by readjusting the diagonal coefficients to have zero sum on each column.
Then
A∞ =
∑
s>1
As .
We denote γs the random walk associated to the matrixAs ; then the absolute values of the jumps
of γs are equal to s.
Theorem. Associate to an integer N the matrix
AN =
∑
sN
As .
Denote ξN the process associated to the matrix AN then the probability space of ξN can be
realized as a subspace of the probability space of ξ∞.
Proof. Define a stopping time TN on the random walk γ∞ as the first time when the jump of
the random walk γ∞ has a jump of absolute value > N . Given a deterministic time t0, then the
conditional probability of the set T > t0 on the probability space of γ∞ gives a realization of the
probability space of γN(s), s  t0.
Take the same exponential clock Xk for the two processes γN,γ∞; denote N∞(t),NN(t) the
number of jumps appearing before time t ; as each diagonal coefficients ofA∞ is greater than the
corresponding element of AN we deduce that N∞(t) > NN(t). 
3.7. The dynamic conserves the energy
The sum of the coefficients of each of its column is zero. In finite dimension this will imme-
diately imply that the function which is the sum of all coordinates is a constant of the motion.
For the infinite-dimensional matrix A∞, this is a deep question.
We shall treat this analytical problem by a probabilistic approach. A stochastic process ξ
defined on A is said conservative if almost surely it does not reach the infinity in finite time.
Lemma. Assume that the random walk γ∞ satisfies
∞∑
n=1
1
[γ∞(n)]2 = +∞, almost surely, (3.11)
then the process ξ∞ is conservative.
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∞∑
n=1
1
λ[γ∞(n)] = ∞.
The fact to go to infinity in finite time implies that there exists t0 < ∞ such that, denoting
W =
{
sup
t<t0
N(t) = ∞
}
, then Prob(W) > 0.
We have emphasized that the probability space of the process γ∞ is the product of probability
space of the exponential clock by the probability space of the random walk. By projecting W
and by using Fubini theorem, we get that there exists a set of trajectory of the random walk of
positive probability such that, above each fixed, trajectory, for a set of positive probability of the
exponential clock we have N(t0) = +∞. As the trajectory is fixed the sequence {λ(γ (n))} is a
fixed numerical sequence satisfying
∞∑
n=1
1
λ[γ∞(n)] = ∞.
As
∑
k<N(t)
1
λ(γ (k))
Xk  t
we deduce
Prob
( ∞∑
n=1
1
λ(γ (k))
×Xk < t0
)
> 0
which is absurd granted the fact that
E
( ∞∑
n=1
1
λ(γ (k))
×Xk
)
=
∞∑
n=1
1
λ(γ (k))
= ∞. 
Theorem. The process ξ∞ is conservative.
Proof. We shall use the central limit theorem to describe the asymptotics of the random walk γ∞.
Let us compute the moments of the increasings of this random walk; the first moment is given by
Ds :=
∑
j∈A
(j − s)νs(j) = λ(s)
( ∑
1ps−2
p × (ap(s + p)− ap(s))+ ∑
s−2<p
pap(s + p)
)
and the α-moment is given by
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∑
j∈A
|j − s|ανs(j)
= 1
λ(s)
( ∑
1ps−2
pα × (ap(s + p)+ ap(s))+ ∑
s−2<p
pαap(s + p)
)
.
Finally
λ(s) =
( ∑
1ps−2
(
ap(s + p)+ ap(s)
)+ ∑
s−2<p
ap(s + p)
)
.
Let us approximate these sums by integrals. We get
λ(s) 
∞∫
2
at (t + s) dt +
s−2∫
0
at (s) dt
=
∞∫
2
(2t + s)2 × α(s)
α(t)α(t + s) dt +
s−2∫
0
(t + s)2 × α(s − t)
α(t)α(s)
dt  s2,
V αs λ(s) 
∞∫
2
tα × (2t + s)2 × α(s)
α(t)α(t + s) dt +
s−2∫
0
tα(t + s)2 × α(s − t)
α(t)α(s)
dt  s2
or
V αs  cα,
where cα is an absolute constant depending upon α which is finite for α  3.
We have
λ(s)Ds 
s∫
1
t
(
(2t + s)2 × α(s)
α(t)α(t + s) − (t + s)
2 × α(s − t)
α(t)α(s)
)
dt
+
+∞∫
s
t (2t + s)2 × α(s)
α(t)α(t + s) dt  s.
Finally
Ds = c × 1
s
+ o
(
1
s
)
.
We pass in logarithmic coordinates writing log s = u. If we add a Brownian motion s0 + b(t)
we get u = u0 + 1s b(t); the change of times which is multiplied by s2; the sum of s2 Brownian
motions rescaled by 1 has for variance 1 is therefore an usual Brownian motion.s
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s
becomes of 1
s2
in logarithmic coordinate, and in the time
recalling O(1). We have proved the following lemma. 
Lemma. The process log ξ∞(t) = u(t) converges in law for u → ∞ towards the diffusion having
for infinitesimal generator
d2
du2
+ c d
du
. (3.12)
This lemma implies the divergence of the series (3.11).
Theorem (Conservation of the energy). Consider the differential equation
du(t)
dt
=A∞
(
u(t)
)
.
Assume uk(0) 0 and
∑
k uk(0) < ∞, then
∑
k
uk(t) =
∑
k
uk(0). (3.13)
Proof. As the matrixA∞ is symmetric, the associated process is reversible if we take as invariant
measure ρ the measure which gives to every element of A the mas equal to 1. The reversibility
means that we associate to u0 the measure σ = u0ρ. We push forward this measure by the process
considering the measure σt defined by
∫
f dσt =
∫
Ea
(
f
(
λ(t)
))
σ0(da).
The invariance of the measure ρ for the random walk γ means that utρ = σt . 
Corollary. Let ξ such that ξk > 0, denote
‖ξ‖1 =
∑
ξk
then
∥∥exp(tA)ξ∥∥1 = ‖ξ‖1. (3.14)
3.8. Construction of finite-variated parallel transport
We truncate Eq. (3.4) by restricting ourselves to a finite sum of Brownian motions:
dΩ
p
t←0 =
( ∑
ck dx2k(t)+ sk dx2k+1(t)+
1
2
(
2ck + 2sk
)
dt
)
Ω
p
t←0, (3.15)
1<k<p
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p
0←0 being the identity operator. Denote
Ap = 12
∑
q<p
2cq + 2sq .
Either using the S1 right-invariance or by direct computation we get that the matrix Ap is diag-
onal.
Theorem. Let ζ be a trigonometric polynomial; form the Picard series associated to Eq. (3.15);
apply this series to ζ , ζ being fixed, we obtain an L2-absolutely convergent series for t ∈
[0, (16p2)−1[.
Proof. Abbreviate cq dx2q + sq dx2q+1 as q dxq.
The Picard series has the following shape
Ωt←0ζ − ζ  I1 + I2 + · · · + Im + · · · ,
where Im is the mth iterated integral; we have
I1(t) :=
∫
0<τ1<t
(∑
q<p
q dxq(τ1)+Ap dτ1
)
ζ ;
the sequence of iterated integrals is constructed by the recurrence
Im(t) :=
∫
0<τ1<t
(∑
q<p
q dxq(τ1)+Ap dτ1
)
Im−1(τ1).
For instance
I2(t) :=
∫
τ2<τ1<t
( ∑
q1<p
q1 dxq(τ1)+Ap dτ1
)( ∑
q2<p
q2 dxq2(τ2)+
1
2
Ap dτ2
)
ζ.
Define a sequence positive Hermitian unbounded operator Js(t) by the relation
E
(∥∥Is(t)∥∥2H 3/2)=
t∫
0
(Jsζ | ζ ), s = 1,2, . . . ,
J1(t) = E
[ ∫
[0,t]2
(
−
∑
q dxq(τ1)+Adτ1
)(∑
q′ dxq′(τ2)+Adτ2
)]
= −2At +A2t2,
J2(t) = E
∫
{τ ′2<τ ′1<t}×{τ2<τ1<t}
(
−
∑
q′2 dxq′2(τ
′
2)+Adτ ′2
)(
−
∑
q′1 dxq′1(τ
′
1)+Adτ ′1
)
×
( ∑
q1 dxq(τ1)+Adτ1
)( ∑
q2 dxq2(τ2)+Adτ2
)
,q1<p q2<p
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t∫
0
∑
qJ1(t − τ)q dτ + 1
(2!)2 t
4A4 +
t∫
0
A
(
J1(t − τ)−A2(tτ )2
)
Aτ dτ.
This leads to the recurrence formula
Jn(t) =
t∫
0
∑
qJn−1(t − τ)q dτ + 1
(n!)2 t
2nA2n +
t∫
0
AJn−1(t − τ)Aτ dτ.
A key fact is that the matrix q dxq has in each line (or in each column) at most four terms
different from zero. Denote by a the largest frequency appearing in the trigonometric polyno-
mial ζ . We are interested in the coefficients [Js(t)]αβ with α,β  a. By each product we increase
or decrease the frequency by at most p. Therefore in Jn(t) the most defavorable situation will be
to increase the frequency of p in the first n and subsequently to decrease the frequency of p in
the last n steps. We use formulas (2.5)∗, where k < a we get the domination j + a. We get the
following bound for the biggest term:
[
(p + a)(2p + a) · · · (np + a)]2  (n!)2p2n exp( a
p
)
.
We have in each sum of the product at most four terms. The number of possible paths of the
product is a random walk corresponding to 4 × possible choices at each step which leads to a
total number of paths bounded by (4p)2n. This proves the theorem. 
3.9. Extension
Trigonometrical polynomials being dense and the operator constructed by the Picard series
preserving the norm we have that we can extend it to H 3/2. Then the semi-group property
Ωt←0 = Ωt←t ′ ◦Ωt ′←0
gives the existence of the resolvent for all t .
3.10. Convergence of finite variate stochastic parallel transport
In this section we fix once for all a deterministic time t0 and deterministic trigonometric
polynomial z0; our objective is to construct the stochastic parallel transport zt , for t ∈ [0, t0],
starting from z0.
We denote ξ(0) the energy spectrum of z0 which is computed by taking for each frequency
the sum of the square of the sin, cos, coefficients of z0. Then ξs(0) = 0 except for a finite set J
of indices s.
Denote ξ∞(t) the energy evolution, starting from ξ(0), for the dynamic generated by A∞.
Let us compute ξ∞(t) by the adjoint process; denote by ρ the measure which associate to
every point of A the mass 1 then denote σt = ξ(t)× ρ then∫
f dσt =
∫
Ea
(
f
(
λ(t)
))
σ0(da).
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sN(t) is almost surely finite. Given , we can find N0 such that
Prob
(
sup
s∈J
sN(t0) > N0
)
 
2
.
For a random walk γ denote
‖γ ‖N0 :=
∑
0k<N(0)
∣∣γ (k + 1)− γ (k)∣∣.
Then there exists R < ∞ such that
Prob
(
sup
s∈J
∥∥sγ∞∥∥
N0
>R
)
 
2
.
Consider the energy estimate associated to the matrix AQ; our claim is that for Q large enough
we have the same estimates that for the matrix A∞. This has been proved (3.11) at the exception
of a change of time ψN(t) which has to be refined. Take
R1 = R + sup
s∈J
s,
then, ∀Q>Q0, we have
∑
kR1
1
(AQ(ek) | ek) −
∑
kR1
1
(AQ(ek) | ek) < 
2
which lead to the estimate
Prob
(∞N(t0) > QN(t0)+ 2) .
Denote zQ(t) the stochastic parallel transport associated to
dzQ(t) =
( ∑
j2Q
(ej ) ∗ dxj
)
zQ(t), zQ(0) = z(0).
We have therefore proved the following.
Theorem. There exists Q0 such that ∀Q>Q0 we have
Prob
( ∑
k2R1
∣∣(zQ | ek)∣∣ 
)
 . (3.16)
Main Theorem. Denote ΩN the stochastic parallel transport driven by the first 2N Brownian
motions, then the sequence ΩNt (z0) is a Cauchy sequence converging towards z∞(t), which
satisfies the SDE of the parallel transport.
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Nt =
[
ΩNt
]∗(
(e2q)+ (e2q+1)
)
ΩNt .
Lemma. Let M >N , then we can write
ΩMt (z0) = ΩNt (ζt ),
where ζt is determined by the following SDE:
dζt =
∑
N<qM
(
Nt (dx2q+1)+ Nt (dx2q+2)+ 12
(
N2t (cq)+ N2t (sq)
)
dt
)
ζt , ζ0 = z0;
consequently
E
(∥∥ΩMt (z0)−ΩNt (z0)∥∥2l2)= E(‖ζt − z0‖2l2).
Proof. Differentiate ΩNt (ζt ), using the independence of the different Brownians which exclude
stochastic contraction. 
Use the unitarity of ΩNt . 
Lemma. Denote E˜ the expectation relatively to the Brownian motions of rank > 2N ; denote
BMNt =
[
ΩNt
]∗ ∑
N<sM
BsΩNt ; α(t) = E˜
(‖ζt − z0‖2l2), v(t) = E˜(ζ(t)).
Then
α(t) = −2(z0 | v(t)), where dvt
dt
− B˜MNt
(
v(t)
)= B˜MNt (z0), v0 = 0. (3.17)
Proof.
d
dt
E˜
(
ζ(t)
)= E˜(BMNt (ζt ))= BMNt (v(t)+ z0),
d
dt
∑
E˜
((
ζ k(t)
)2)= E˜((BMNt ζt | ζt))+∑
k
dζ kt ∗ dζ kt ;
compute the contraction
∑
k
dζ kt ∗ dζ kt =
∑
2N<jM
(
Nt (ej )ζ
∣∣ Nt (ej )ζ )
and finally we get:
dt E˜
∑[
ζ kt
]2 = E˜(AMNt ζ | ζ ),
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AMNt =
[
ΩNt
]∗ ∑
N<sN
AsΩNt .
We do not get a close system of differential equations in the E˜(ζ 2k ); we introduce ηt =
ΩNt (ζ ), v
k
t = [ηkt ]2, then
dt (vt ) =
∑
N<sM
As(vt ).
We deduce by the theorem of conservation of energy that
∑
k
vkt = constant or E˜
∑
k
[
ζ kt
]2 = constant. 
Lemma.
∥∥BMNt (z0)∥∥→ 0, when N → ∞. (3.18)
Proof. Let r be a positive integer; consider the matrix coefficient [ΩNt ]N+rα := ωN+rα (N, t); we
can interpret E([ωN+rα (N, t)]2) as the mass of the point α for the energy process ξN(t) starting
from N + r at time 0. According to the scaling limit (3.12) we have
E
([
ωN+rα (N)
]2)
< exp
(
−c
(
log
N
α
)2)
, uniformly in r > 0, t  t0,N >N0.
As the matrix B∞ has its diagonal coefficients of order O(N + r)2, the following fact will prove
the lemma:
∑
N
(N + r)2 exp
(
−c
(
log
N + r
α
)2)
→ 0. 
The combination of (3.17), (3.18) proves that {ΩNt (z0)}N is a Cauchy sequence, uniformly in
t ∈ [0, t0]. Denote z∞x (t) its limit.
Remain to prove that z∞x (t) := limN→∞ ΩNt (z0) satisfies (3.4); denote
γx(t,N, k) :=
(
zNx (t) | ek
);
then exp(−λNk t)γx(t,N, k) is an L2-martingale converging in L2 towards
exp
(−λ∞k t)γx(t,∞, k).
With the theory of Kunita–Watanabe of L2-martingale, we get that
t → exp(−λ∞k t)γx(t,∞, k)
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in {dxj }j>1, the coefficient of dxj being the limit of the corresponding coefficient for
exp(−λNk t)γx(t,N, k). 
4. Stochastic calculus of variations and backward regularity
Let x(t) = (xk(t))k0 be the sequence of independent Brownian motions and consider [23]
the stochastic flow xΘt←0 defined on S by solving the Stratonovitch SDE:
〈∗drx, σ˙ 〉 = dx(t), 〈∗drx, σ¨ 〉 = 0, rx(0) = a ∈ S ↔ rx(t) = xΘt←0(a). (4.1)
Denote χg0 the right action of g0 ∈ G on O(G) defined as χg0(U,g) := (U,gg0); then χg0 ◦
xΘt←0 = xΘt←0 ◦ χg0 . Given a()—a differentiable curve on O(G), the Jacobian flow xΘ ′t←0
is defined by
d
d
∣∣∣∣
=0
(
xΘt←0
(
a()
))=: xΘ ′t←0(a′(0)). (4.2)
The parallelism differential form σ makes possible to give a simple expression of the Jacobian
flow. Denote
〈
xΘ
′
t←0
(
a′(0)
)
, σ˙
〉=: h˙(t), 〈xΘ ′t←0(a′(0))σ¨ 〉=: h¨(t). (4.3)
Theorem. The functions h˙(t), h¨(t) are determined by the following system of linear Stratonovitch
SDE:
dt h˙ = −h¨ ∗ dxt , dt h¨ = Rrz(t)
(∗dxt ∧ h˙(t)). (4.4)a
Remark that the invariance under the right action of G implies that RU,g does not depend upon g,
fact that we shall denote as RU,g =: RU . Writing the Itô version of (4.4)a with these notations,
we get
dt h˙+ 12RicciΩx(t)
(
h˙(t)
)
dt = −h¨(t) dxt ,
dt h¨ = RΩx(t)
(
dxt ∧ h˙(t)
)+ R˜Ωx(t)(h¨(t))dt, (4.4)b
where R˜ is the curvature tensor considered as defining an endomorphism of so(G), the space of
antisymmetric bounded operators over G.
Proof. Replace the Brownian motion x(t) by a smooth regularization:
xη(t) = {xηk (t)}k0, where xηk (t) =
1∫
xk(t + ηξ)v(ξ) dξ,0
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of the following ODE:〈
drη, σ˙
〉= dxη(t), 〈drη, σ¨ 〉= 0, rη(0) = a(), (4.5)
converges, when η → 0, towards the solution of (4.1).
Considering the solution of (4.5) we get a C∞ map Ψη : (t, ) → O(Gρ); we take the inverse
image of the parallelism differential form σ :
Ψ ∗η (σ ) = adxη(t)+ bd;
then by the second equation (4.5), we have a¨ = 0 and by the first equation a˙ = Identity; therefore
Ψ ∗η (σ ) = dxη + b¨ηd + b˙ηd.
As the structural equation is stable by inverse image, we deduce
dΨ ∗η (σ ) = Ψ ∗η (dσ ); (4.6)
by usual computation on R2 we have
dΨ ∗η (σ ) =
∂bη
∂t
dt ∧ d.
Computing the right-hand side of (4.6) by using the structural equations and splitting into com-
ponents we get
∂b˙η
∂t
= −b¨ dx
η
dt
,
∂b¨η
∂t
= −R
(
b˙,
dxη
dt
)
.
Letting η → 0 and applying again the limit theorem, we get (4.4)a.
The Itô contraction between Rrx(t) and ∗dxt vanishes because the curvature is invariant under
a horizontal variation of r , fact which corresponds to the G invariance of the Riemannian metric.
The second Itô contraction between dxt and h˙(t) gives rise to R˜; the contraction Rrz(t)(dxt ∧
h˙(t)) together with dxt gives rise to the Ricci term. 
Theorem (Integration by part). Let v ∈ E = G/ su(1,1); then
d
d
∣∣∣∣
=0
(
E
(
f
(
gx(t0) exp(v0)
)))= E(f (gx(t0))k(x)), where
E
(∣∣k(x)∣∣2) exp(δt0)− 1
δt20
‖v0‖2E , δ = 13/6. (4.7)
Proof. We follow [9,14,18]. An infinitesimal Euclidean motion of the G-cylindrical Brownian
motion is defined by
x → y, y(t) =
t∫
exp(qs) dz(s)+ 
t∫
w(s)ds,0 0
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adapted functional with values in L2([0, t0];Gρ); define the derivative
Dq,w(∗Θt0←0) := ζ(t0), ζ(t) :=
t∫
0
∗Θ ′t0←s(qs,ws) ds. (4.8)a
Starting from (4.4), we choose (q,w) by solving the system
dtv + 12Ricci(v) = w, v(0) = v0,
dq = R(∗dx ∧ v), q(0) = 0. (4.8)b
Then taking ζ from (5.8) and (5.4) we get,
dt ζ˙ + 12RicciΩz(t)
(
ζ˙ (t)
)
dt = (q − ζ¨ (t))dzt +wdt,
dt ζ¨ = RΩz(t)
(∗dzt ∧ ζ˙ (t))
which leads to the following remarkable expression (see [18, Eq. (2.32)]):
ζ˙ = v, ζ¨ = q. (4.8)c
Denote At←0 the resolvent of the first equation (4.8)b, take
w(t) = − 1
t0
At←0(v0), (4.8)d
w(t0) = At0←0(v0)+
t0∫
0
At0←t h(t) dt = 0. (4.8)e
This last equality meaning that the “jump resulting from the derivative at t = 0 have been com-
pletely swept out at time t0.” Let us emphasize that Eq. (4.8)d gives rise to an adapted h. As the
infinitesimal rotations preserve the Gaussian measure we have Dq,h has the same formula of
integration by part as D0,h formula which is provided by Girsanov:
k(z) = 1
t0
t0∫
0
(
At←0(v0) | dxt
)
. (4.8)f
By Itô energy identity of stochastic integral we have, using the fact that
At = exp
(
13
t
)
,12
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E
(∣∣k(z)∣∣2) ‖v0‖2E 1
t20
t0∫
0
exp
(
13
6
t
)
dt. 
Corollary. The quotient spaceH\G is a Riemannian manifold on which G operates on the right
isometrically. Denote my the Brownian motion on M and consider the associated semi-group
defined as
Pt(φ)(m) = Emy(0)=m
(
φ
(
mx(t)
))
, φ ∈ L∞(M).
Then Pt is sending bounded function into differentiable functions.
5. From backward regularity to quasi-invariance
5.1. Passage in radial coordinates
Consider the double quotient
N = H\G/H.
Theorem. Unitarizing measure must be carried by a fibration of N by compact fiber.
Proof. Consider the symplectic group of Sp(∞). Associate to every functionf on the circle its
harmonic extension f˜ to the disk. Define
‖f ‖21/2 =
∫
|z|<1
|∇f˜ |2 dz∧ dz¯. (5.1)
As the Dirichlet integral is preserved by conformal map we have
‖f ◦ h‖1/2 = ‖f ‖1/2 ∀h ∈ H. (5.2)
Remark that if f is holomorphic then f ◦ h is holomorphic. Denote ρ(g) the homomorphism
map of G into Sp(∞) defined by
f → f ◦ g−1. (5.3)
Denote U+ the group of unitary transformation of holomorphic function; denoteH the subgroup
of Sp(∞) constituted by ( u 00 u¯ ), u ∈ U+, then the Siegel disk
D(∞) = Sp(∞)/H.
Therefore ρ induces a map
σ :H\G →D(∞).
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K
((
a b
b¯ a¯
))
:= log det(I + b†b).
We have
K
((
a b
b¯ a¯
)
h
)
= K
((
a b
b¯ a¯
))
, h ∈H,
fact which makes possible to push down K to the Siegel disk. Denote K1(g) = K(ρ(g)), then
K1(hg) = K1(g).
Furthermore, it has been proved in [4] that K1(g−1) = K(g), fact which implies
K1(g) = K1(gh).
Therefore
∂rei (K1) = 0, i  3,
the unitarizing drift ∇K vanishes in the directions ∂rei . This implies that a probability unitarizing
measure can be defined only on a compact fibering of H\G/H . 
Theorem. An element of z ∈ E defines a vector field Z on N .
Proof. As G operates on M on the right we have a natural map of G into vector fields on M
which associates to u ∈ G the vector field Zu(m) := m exp(u); the passage fromM toN makes
possible to quotient G by su(1,1). 
5.2. Smooth vector field on N
Remark that the unitarity of the adjoint action implies that N has a structure of Riemannian
manifold; on the Riemannian manifold N the covariant derivative of a vector field Y , let ∇Y
makes possible to compute intrinsically the norm at one point ‖∇Y‖. The following theorem
will express in right-invariant coordinates properties of Riemannian geometry.
Theorem. Let
z =
∑
q>1
αq cosqθ + βq sinqθ;
denote Z the associated vector field on N , then ‖∇Z‖ is a constant function and
‖∇Z‖ < ∞ if and only if
∑
q>1
q5 × (α2q + β2q)< ∞. (5.4)
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therefore
‖∇Z‖2 
∑
q
∥∥Γ (eq)z∥∥2 = −(B∞z | z),
where the operator B∞ has been defined by (3.8)c. 
5.3. Cameron–Martin Theorem
Denote πt0(m0, dm) the law of the Brownian motion “on” M at time t0 starting at time zero
from m0. Denote π˜t0(n0, dn) its image by the projection M →N .
Theorem. Let z ∈ E , and let Z the associated vector field on N ; assume
z is a trigonometric polynomial. (5.5)
Then there exists a constant ct0 depending only upon t0, and function δ(Z) such that for every
smooth test function F we have:
∫
N
(DZF)(n)π˜t0(n0, dn) =
∫
N
F(n)δ(Z)(n)π˜t0(n0, dn). (5.6)
Furthermore, ∫
N
∣∣δ(Z)(n)∣∣π˜t0(n0, dn) < ∞.
Proof. For t0 > t denote Ωxt0←t the unitary operator on E defined by the stochastic parallel
transport:
dt0Ω
x
t0←t = 
(∗dx(t))Ωxt0←t , Ωxt←t = Identity;
for t  τ < t0, e ∈ E , the derivative
Dτ,e
(
Ωxt0←t
)= (Ωxt0←τ ) ◦ (e) ◦ (Ωxτ←t),
and define Ωt←t0 as the inverse operator of Ωxt0←t . Using the fact that the inverse of a unitary
operator is its transposed we get by transposition
Dτ,e
(
Ωx0←t0
)= −(Ωx0←τ ) ◦ (e) ◦ (Ωxτ←t0). (5.7)
Define
αk(x) =
(
ek
∣∣Ωx0←t (z));0
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ζk(x, t) := 1
t0
exp
(
13
12
(t0 − t)
)
Ωxt←0(ek), 0 < t < t0.
Then
∫
N
(DZF)(n)π˜t0(n0, dn) = exp
(
13
12
t0
)
×E
[∑
k
αkDζkF
(
nx(t0)
)]
. (5.8)
Therefore, denoting by δX the divergence operator on the Wiener space, we have
(
δ(Z)
)
(n) = exp
(
13
12
t0
)
×E
(
δX
(∑
k
αkζk
) ∣∣∣ nx(t0) = n
)
.
By functorial property of the divergence
δX
(∑
k
αkζk
)
=
∑
k
αkδX(ζk)−
∑
k
Dζk (αk). (5.9)
We shall show the convergence of these two series. Remark that the vector fields ζk are
adapted; therefore
δX(ζk) = 1
t0
t0∫
0
exp
(
13
12
(t0 − t)
)(
Ωxt←0(ek) | dx(t)
);
by the energy relation for stochastic integral we have
E
(
δX(ζk)δX(ζl)
)= 1
t20
t0∫
0
exp
(
13
6
(t0 − t)
)
× (Ωxt←0(ek) ∣∣ (Ωxt←0(el)))dt; (5.10)
we deduce that δ(ζk) is, up to a rescaling, an orthonormal system of functions; as the series∑
k α
2
k = ‖z‖2 we obtain that the first series in (5.9) converges in L2.
Using (5.7) we get
Dζk (αk) = −
1
t0
t0∫
0
(
ek
∣∣ (Ωx0←t ◦ (Ωxt←0(ek)) ◦Ωxt←t0)(z))× exp
(
13
12
(t0 − t)
)
dt,
Dζk (αk) =
1
t0
t0∫ (

(
Ωxt←0(ek)
)(
Ωxt←0(ek)
) ∣∣Ωxt←t0(z))× 1312 (t0 − t) dt.
0
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Dζk (αk) =
1
t0
t0∫
0
([
Ωxt←t0(z),Ω
x
t←0(ek)
] ∣∣Ωxt←0(ek))× 1312 (t0 − t) dt. (5.11)
The inequality
∑
k E(|Dζk (αk)|) < ∞ is obtained by using asymptotic of corresponding energy
processes. 
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