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We investigate an original family of quantum distinguishability problems, where the goal is to per-
fectly distinguish between M quantum states that become identical under a completely decohering
map. Similarly, we study distinguishability of M quantum channels that cannot be distinguished
when one is restricted to decohered input and output states. The studied problems arise naturally
in the presence of a superselection rule, allow one to quantify the amount of information that can be
encoded in phase degrees of freedom (coherences), and are related to time-energy uncertainty rela-
tion. We present a collection of results on both necessary and sufficient conditions for the existence
of M perfectly distinguishable states (channels) that are classically indistinguishable.
I. INTRODUCTION
Finding optimal schemes for distinguishing between
quantum states under various assumptions forms a fam-
ily of important problems in quantum information sci-
ence, with applications within quantum cryptography
and quantum computation [1–3]. It is well known that
two pure states can be deterministically discriminated if
and only if they are orthogonal, or, in the case of mixed
states, if their supports do not overlap [4]. However,
any interaction of the investigated system with an envi-
ronment leads to the process of quantum decoherence,
which reduces the probability of correctly distinguish-
ing between given quantum states [5]. The full decoher-
ence process can be described by a channel that sends
any quantum state into a classical state represented by
a corresponding diagonal density matrix. It may then
happen that two orthogonal, completely distinguishable
quantum states, decohere to the same classical state,
e.g., qubit states |+〉 ∝ |0〉+ |1〉 and |−〉 ∝ |0〉 − |1〉 are
orthogonal and decohere to the same maximally mixed
classical state. One can therefore study the deteriorating
effect of the decoherence process on quantum information
by asking: how many perfectly distinguishable quantum
states decohere to a fixed classical state?
More formally, in the first part of this paper we intro-
duce and investigate the problem of distinguishing quan-
tum states {ρ(n)}Mn=1 that are classically indistinguish-
able, i.e., their decohered versions, {D(ρ(n))}Mn=1 with D
denoting a completely decohering quantum channel in the
preferred basis {|k〉}dk=1, cannot be distinguished with
a probability larger than 1/M (which corresponds to a
random guess). Such states share the same classical ver-
sion p,
∀n : 〈k|ρ(n)|k〉 =: pk, (1)
and the main object of our studies is thus defined as
follows.
Definition 1 (M -distinguishability region). A
d-dimensional probability vector p belongs to
M -distinguishability region AMd of the probability
simplex ∆d if and only if there exist M perfectly
distinguishable quantum states with the same classical
version p.
Our interest in the mathematical structure of
M -distinguishability regions is physically motivated by
its direct relation to the problem of encoding informa-
tion in coherence. Note that M perfectly distinguishable
states allow one to encode log2M bits of information.
By fixing the classical degrees of freedom (the classical
version p) for a set of states {ρ(n)}Mn=1, the only way left
to encode information is to use the quantum degrees of
freedom (coherence). Thus, the maximal number M of
perfectly distinguishable states with a fixed classical ver-
sion p quantifies the capacity of coherence to carry infor-
mation that cannot be accessed classically. This is simi-
lar in spirit to the problem of quantum data hiding [6, 7],
when one wants to store classical bits in correlations, so
that they are inaccessible locally. Also, the separation
into the classical and quantum degrees of freedom for en-
coding information is reminiscent of the previous studies
on splitting uncertainty into classical and quantum part
parts [8, 9].
It is important to note that the restriction to classi-
cal version of a state is not only an abstract constraint
allowing one to assess the ability of coherence to carry
information. Whenever the dynamics obeys a symmetry
linked to some conservation law, the processing of states
that break this symmetry is constrained [10, 11]. In par-
ticular, since coherence in the energy eigenbasis breaks
time-translation symmetry, the conservation of energy re-
stricts possible processing of coherences [12, 13]. As a
result, without the access to an additional resource in
the form of a quantum reference frame for phase [14],
states ρ and its decohered version D(ρ) become indis-
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2tinguishable1, and so one can access only information
encoded in the classical degrees of freedom (with the dis-
tinguished basis given by the energy eigenbasis). Let us
point out that this indistinguishability plays a crucial role
within quantum thermodynamics as it affects the amount
of work that can be extracted from a system prepared in
a superposition of energy eigenstates [15].
One can also invert the question and instead of ask-
ing how much information can be encoded in coherence,
ask: how much information is lost due to the irreversible
process of decoherence? One way to quantify the de-
teriorating effect of the decohering channel D is to ask
about the largest number M of messages that could have
been encoded in D(ρ) before the action of D. In other
words, one is interested in finding the number of orthog-
onal preimages of D(ρ), known as coherifications of D(ρ)
(see Ref. [16] for details and Appendix A for an intu-
itive visualization of the coherification procedure). It is
also worth noting that since D describes the process of
measuring the system in a given basis and then discard-
ing the result, M -distinguishability regions can shed new
light on the disturbing effect measurements have on a
quantum system.
Finally, there is a strong link between the problem of
M -distinguishability and energy-time uncertainty rela-
tion. For this, consider now that the distinguished basis
is given by the eigenstates of Hamiltonian H, {|Ek〉},
so that p is given by pk = 〈Ek| ρ |Ek〉. Although an ob-
servable for time does not exist, there is nevertheless the
expectation that time and energy should be complemen-
tary variables, resulting in a version of uncertainty rela-
tion between them. Non-rigorously, it should state that
if a given state ρ has a well-defined energy then it is a
bad clock, i.e., it does not significantly change in time
(in the limit of ρ being a sharp energy eigenstate, ρ be-
comes stationary and does not evolve in time at all); and
if a state ρ allows one to distinguish different moments of
time with high precision, then the energy of ρ cannot be
well-defined. Of course, there are many ways to quantify
both the sharpness of energy of ρ and the quality of ρ as
a clock. For example, in the most traditional formulation
by Mandelstam and Tamm [17], the uncertainty of energy
is quantified by the variance of p, and the timing quality
of ρ is given by the minimal time needed for ρ to evolve
to another distinguishable state (clearly, if such time is
long, then the time resolution is low, meaning the quality
of ρ as a clock is low). The maximal number M of per-
fectly distinguishable states with a fixed diagonal p can
now be related to a particular version of the energy-time
uncertainty relation presented above. Namely, given a
state with energy distribution p, its timing quality can
1 More precisely, here the decohering channel D destroys coherence
between different energy eigenspaces, leaving the coherence be-
tween Hamiltonian eigenstates corresponding to the same eigen-
value unchanged. Therefore, our studies apply to this scenario
when the Hamiltonian of the system is non-degenerate.
be measured by M , which tells us how many different mo-
ments in time can be distinguished unambiguously (i.e,
with no uncertainty) using ρ. The M -distinguishability
regions AMd provide then a geometric way to visualize
energy-time uncertainty relation: the closer one gets to
the centre of the probability simplex (the uniform dis-
tribution), the more uncertain the energy outcomes be-
come, but the better potential timing quality of the state
becomes.
In the second part of the paper we focus on a closely
related notion of classically indistinguishable channels,
by studying the distinguishability of their coherified ver-
sions [16]. Research along this line was recently per-
formed for the problem of discriminating quantum mea-
surements [18, 19], where it was shown that the dia-
mond norm distance between two von Neumann mea-
surements is given by the minimal value of the distance
between their completely coherified versions. Here, we
consider classically indistinguishable channels, which are
the channels that cannot be distinguished by using clas-
sical input states and being restricted to the classical
versions of output states. A set of quantum channels
{Φ(n)}Mn=1 that are classically indistinguishable share the
same classical action, so they generate the same stochas-
tic matrix T ,
∀n : 〈k|Φ(n)(|l〉〈l|)|k〉 =: Tkl, (2)
which describes discrete dynamics in the probability sim-
plex. By allowing access to arbitrary input states (includ-
ing entangled ones) and general quantum measurements
of the output states, such channels can potentially be dis-
tinguished. The natural question that arises then, and
that we address in the paper, is: how many perfectly dis-
tinguishable quantum channels can there be that share
the same classical action T? More formally, we study
distinguishability numbers defined in the following way.
Definition 2 (Distinguishability numbers). Distin-
guishability number M(T ) is the maximal number of
quantum channels that share the same classical action T
and can be perfectly distinguished. Restricted distin-
guishability number M˜(T ) is the maximal number of
quantum channels that share the same classical action T
and can be perfectly distinguished without using entan-
gled input states.
Studying distinguishability numbers allows one to
quantify distinct ways of processing information encoded
in coherences. More precisely, classically indistinguish-
able channels transform classical degrees of freedom in
the same way, described by the fixed classical action T ,
and so the only way to distinguish them is through the ef-
fect they have on quantum degrees of freedom, i.e., coher-
ences. As with the quantum states, here also we can draw
an analogy with the entanglement scenario in which one
wants to investigate quantum channels that cannot be
distinguished by scrutinizing local systems [20], as they
transform local states in the same way. Instead of the lo-
cality constraint, here we focus on classicality constraint
3that can arise, e.g., due to the conservation law and a
lack of an appropriate reference frame [14]. In such sit-
uations one can only prepare input classical states and
cannot distinguish between output states that share the
same classical version. Therefore, effectively one only has
access to the classical action T and cannot distinguish
channels corresponding to the same stochastic matrix T .
One can also use distinguishability numbers to get in-
sight into the effect that intermediate measurements have
on discrete quantum Markov processes. Imagine the sce-
nario in which the system undergoes a discrete process
that at each time step transforms it according to a fixed
quantum channel Φ. Moreover, assume that before and
after each application of Φ one observes the system by
measuring it in the preferred basis {|k〉}. This way, by re-
peating the experiments many times and recording mea-
surements outcomes, one can reconstruct the transition
matrix T between different states |k〉. Now, despite the
fact that there may be a whole family {Φ(n)} of quan-
tum processes leading to the same observations, sequen-
tial measurements collapse all Φ(n) to the same classical
Markov process described by T . If one did not observe
the system at each time step, the accumulated interfer-
ence effects could result in each Φ(n) transforming the
system in completely distinct way, so that by properly
measuring the final state one could find out which Φ(n)
actually happened. The distinguishability numberM(T )
describes then the number of quantum Markov processes
that are equal and equivalent to a classical process T
if observed at each time step, but completely distinct if
unobserved.
The paper is structured in the following way. First, in
Sec. II, we set the scene by introducing necessary con-
cepts, fixing the notation and formally defining the no-
tion of state and channel distinguishability. Then, Sec-
tion III is devoted to the studies of distinguishability of
classically indistinguishable states, while Section IV fo-
cuses on classically indistinguishable channels. Finally,
the conclusions and open problems for future research
can be found in Sec. V.
II. SETTING THE SCENE
A. Mathematical background and notation
A state of a finite-dimensional quantum system is de-
scribed by a density operator ρ acting on a d-dimensional
Hilbert space Hd that is positive, ρ ≥ 0, and normalized
by a trace condition, Tr (ρ) = 1. A state is pure if ρ = ρ2,
so it can be represented by a 1-dimensional projector,
ρ = |ψ〉〈ψ|; and mixed otherwise. General evolution of
quantum states can be described by quantum channels,
i.e., completely positive trace preserving (CPTP) maps
acting on density matrices of order d. Every quantum
channel Φ admits a Kraus decomposition [5] of the form
Φ(·) =
∑
k
Kk(·)K†k, (3)
where Kk are called Kraus operators and, due to trace
preserving condition, satisfy
∑
kK
†
kKk = 1 with 1 de-
noting the identity matrix of size d. Moreover, with each
channel Φ one can associate a Jamio lkowski state [21],
defined by the image of the extended map acting on a
maximally entangled state,
JΦ =
1
d
(Φ⊗ I) |Ω〉〈Ω| , (4)
with |Ω〉 = ∑k |kk〉 and I denoting the identity channel.
Under this isomorphism the CP condition is translated
into positivity of JΦ, and the TP condition is replaced
by Tr1 (JΦ) = 1/d.
The subset of classical states is given by quantum
states ρ that are incoherent with respect to a given dis-
tinguished orthonormal basis {|k〉}dk=1, i.e., 〈k| ρ |l〉 = 0
for k 6= l. The choice of the basis is physically moti-
vated by a particular problem under study, e.g., within
quantum thermodynamics one is concerned with energy
eigenbasis [12, 13]. Classical state can be alternatively
represented by a probability distribution p = diag (ρ),
where diag (ρ) denotes a mapping of a density matrix ρ
into a probability vector p with pk = ρkk. Moreover, for
a general quantum state ρ we call the probability dis-
tribution diag (ρ) the classical version of ρ. Note that
under the completely decohering quantum channel D,
D(ρ) =
∑
k
〈k| ρ |k〉 |k〉〈k| , (5)
every quantum state ρ is mapped to a classical state spec-
ified by the classical version of ρ.
We also define a subset of classical channels that con-
sists of all channels Φ whose corresponding Jamio lkowski
states are classical, i.e., 〈kk′| JΦ |ll′〉 = 0 whenever k 6= l
or k′ 6= l′. Classical channel can be alternatively rep-
resented by a stochastic transition matrix T given by
1
d |T 〉〉 = diag (JΦ), where |·〉〉 denotes the (row-wise) vec-
torization of a matrix,
|T 〉〉 := (T ⊗ 1)|Ω〉 = (1⊗ T>) |Ω〉, (6)
and T satisfies Tkl ≥ 0 and
∑
k Tkl = 1. Moreover, for
a general quantum channel Φ we call the corresponding
transition matrix T the classical action of Φ. A quan-
tum channel Φ can be mapped to its classical version via
a completely decohering supermap that decoheres the cor-
responding Jamio lkowski state JΦ [16], and is described
by the following two-step concatenation
Φ→ ΦD = D ◦ Φ ◦ D. (7)
Note also that the classical action T of a channel Φ de-
scribes the transition between diagonal states,
Tkl = 〈k|Φ(|l〉〈l|)|k〉. (8)
4Therefore, a classical channel represented by T maps a
quantum state with classical version p to a classical state
Tp; and a quantum channel Φ with classical action T
maps a classical state p to a quantum state with classical
version given by Tp. Finally, a stochastic matrix T is
called bistochastic if
∑
l Tkl = 1; and unistochastic if
there exists a unitary matrix U such that T = U ◦ U¯ ,
with ◦ representing the entry-wise product (also known
as Hadamard or Schur product).
Throughout the paper the dimension of the underly-
ing Hilbert space will be denoted by d, so all operators
(matrices) will act on d-dimensional state vectors, while
quantum channels will act on d×d density matrices. The
(d− 1)-dimensional probability simplex that represents
the set of d-dimensional classical states will be denoted
by ∆d, while its centre, i.e., the maximally mixed distri-
bution with each entry equal to 1/d, will be denoted by η.
Moreover, we introduce a flat probability vector vM with
first M entries equal to 1/M (in particular vd = η). Be-
yond the identity matrix and identity channel, 1 and I,
we will make frequent use of the unitary Fourier matrix
F and the maximally mixing van der Waerden matrix W
defined by
Fkl =
1√
d
exp
(
2pii(k − 1)(l − 1)
d
)
, Wkl =
1
d
, (9)
so that |Fkl|2 = Wkl. We also define a set of d diagonal
unitary matrices D(k), with the diagonal specified by the
columns of F , i.e.,
D
(k)
ll =
√
dFkl. (10)
B. Distinguishability problem
The central problem studied in this work concerns
state and channel distinguishability, which are defined as
follows. Given a quantum state ρ and a promise that it
belongs to a preselected set of M states {ρ(n)} (with each
one being equally likely), the task is to find the optimal
way of deciding n∗ satisfying ρ = ρ(n
∗). The optimality
of the protocol means succeeding with the highest pos-
sible probability (and thus the problem is often referred
to as the maximum likelihood distinguishability). A sim-
ilar question can be posed for quantum channels: given a
single use of a channel Φ, decide which one from the pre-
defined set of M equally likely channels {Φ(n)} it is. We
say that a set of M states (channels) is M -distinguishable
if it admits perfect distinguishability, i.e., if there exists
a protocol that succeeds with unit probability.
Let us first briefly discuss the simplest case of distin-
guishability problem for M = 2. Given two classical
states represented by probability distributions p and q,
one finds that the maximum likelihood probability
P (p, q) of the correct distinction between them is given
by
P (p, q) =
1 + δ(p, q)
2
, δ(p, q) :=
1
2
∑
k
|pk − qk|, (11)
with δ known as the total variation distance. The opti-
mal protocol simply consists of measuring the system in
the distinguished basis, and upon observing outcome k
answer p if pk ≥ qk, and q otherwise. Similarly, given
two quantum states, ρ and σ, the optimal measurement
leads to probability P (ρ, σ) of distinguishing them given
by [5]
P (ρ, σ) =
1 +Dtr(ρ, σ)
2
, Dtr(ρ, σ) =
1
2
Tr (|ρ− σ|) ,
(12)
with Dtr known as the trace distance. We conclude that
two states are perfectly distinguishable if and only if they
have orthogonal supports. This fact straightforwardly
leads to the following statement: a set of M states is
M -distinguishable if and only if each pair of states have
orthogonal supports.
Let us now proceed to channel distinguishability. To
distinguish two classical channels represented by tran-
sition matrices T (1) and T (2), one has to find a classi-
cal state p that optimizes the distinguishability between
T (1)p and T (2)p. Using convexity one can argue that
such an optimal classical state should be sharp, i.e., it
has all zero entries except for some k, for which it is
equal to 1. Such a state is then transformed by T (1) to
the k-th column of T (1), denoted by T
(1)
?k ; and by T
(2) to
the k-th column of T (2), denoted by T
(2)
?k . Hence, the op-
timal probability of distinguishing T (1) from T (2) is given
by
P (T (1), T (2)) = max
k
1 + δ(T
(1)
?k , T
(2)
?k )
2
. (13)
The problem of distinguishing between general quantum
channels Φ(1) and Φ(2) is more complicated, due to the
possible use of entangled states. Let us thus first con-
sider that one has no access to entanglement. Then,
analogously to the classical case, one has to find a quan-
tum state ρ that optimizes the distinguishability between
Φ(1)(ρ) and Φ(2)(ρ). Again, using convexity argument,
one can restrict the optimization to pure states ψ lead-
ing to
P˜ (Φ(1),Φ(2)) = max
ψ
1 +Dtr(Φ
(1)(ψ),Φ(2)(ψ))
2
, (14)
where tilde denotes the constrained optimization with
no entanglement. More fundamentally, however, one can
make use of entangled states to improve the distinguisha-
bility between Φ(1) and Φ(2), so that
P (Φ(1),Φ(2))
= max
Ψ
1 +Dtr[(Φ
(1) ⊗ I)(Ψ), (Φ(2) ⊗ I)(Ψ)]
2
, (15)
where the optimization is over pure bipartite states Ψ.
5III. CLASSICALLY INDISTINGUISHABLE
STATES
A. Permutohedron bound and M-distinguishability
We start our analysis by finding necessary conditions
for M -distinguishability. Geometrically this problem is
equivalent to bounding M -distinguishability regions AMd
within the probability simplex ∆d. First, note that,
by definition, we have Ald ⊂ Akd for 1 ≤ k < l ≤ d, andA1d = ∆d. Now, in order to find further non-trivial con-
ditions we introduce the concept of permutohedron [22]:
Definition 3 (Permutohedron). For every x ∈ Rd the
permutohedron Pd(x) is the convex hull of all the per-
mutations of x,
y ∈ Pd(x) ⇐⇒ ∃λ : y =
∑
k
λkΠkx, (16)
with λ being d!-dimensional probability vector and {Πk}
denoting the set of d! permutation matrices acting on
d-dimensional vectors. In particular, we will use a short-
hand notation PMd while referring to Pd(vM ).
Permutohedra PMd form nested convex polytopes in
Rd−1 with vertices given by {ΠkvM} and satisfying
PM+1d ⊂ PMd , P1d = ∆d and Pdd = {η}. We illustrate the
first few of them in Fig. 1. Using PMd we can now boundAMd via the following result.
Proposition 4 (Permutohedron bound). The neces-
sary condition for M -distinguishability of a set of quan-
tum states {ρ(n)}Mn=1 with a fixed classical version p is
maxk pk ≤ 1/M . Equivalently, AMd ⊆ PMd .
Proof. Since {ρ(n)}Mn=1 are orthogonal, we have
M∑
n=1
ρ(n) ≤ 1. (17)
By taking the matrix element 〈k| · |k〉 of both sides we
get
Mpk ≤ 1, (18)
which holds for all k, so in particular maxk pk ≤ 1/M .
Direct application of the above result to time-energy
uncertainty scenario, described in the Introduction, leads
to the following statement: a state that is able to distin-
guish M different moments in time satisfies the inequal-
ity for min-entropy H∞(p) ≥ logM , with p denoting
its distribution over energy. We note that this coincides
with the particular version of the recent result presented
in Ref. [23], where the authors studied entropic formu-
lations of energy-time uncertainty relation. Thus, any
improvements over the permutohedron bound could also
tighten inequalities derived there.
FIG. 1. Permutohedra. Visualization of permutohedra PMd
for 2 ≤ d ≤ 4 and 1 ≤ M ≤ d. Permutohedron PMd has(
d
M
)
vertices located at the centres of (M − 1)-faces of the
probability simplex ∆d
Before proceeding let us also state two useful results
concerning M -distinguishability of pure states. First, we
can relate it to the existence problem of particular unis-
tochastic matrix.
Lemma 5. M -distinguishability of a set of pure quan-
tum states {|ψ〉(n)}Mn=1 with a fixed classical version p is
equivalent to the existence of a unistochastic matrix T
with first M columns equal to p.
Proof. First, assume that there exists a set of M distin-
guishable pure states with a fixed classical action p, i.e.,
there exists {|ψ(n)〉}Mn=1 satisfying
∀m,n : |〈k|ψ(n)〉|2 = pk, 〈ψ(m)|ψ(n)〉 = δmn, (19)
with δmn denoting Kronecker delta. Now, since {|ψ(n)〉}
form an orthonormal set, one can construct a unitary U
with the first M columns given by the components of
these states. More precisely, we can define U by
Ukn = 〈k|ψ(n)〉 (20)
for k ∈ {1, . . . , d}, n ∈ {1, . . . ,M}, and complete the
remaining columns with orthonormal states. Then the
stochastic matrix T = U◦U¯ is unistochastic by definition,
and Tkn = pk for n ∈ {1, . . . ,M}.
Conversely, assume that there exists a unistochastic T
with Tkn = pk for n ∈ {1, . . . ,M}. This is equivalent to
the existence of a unitary U with the first M columns
given by
|un〉 =
∑
k
√
pke
iφkn |k〉. (21)
Since the columns of a unitary matrix are orthogonal the
set {|un〉}Mn=1 forms M perfectly distinguishable quan-
tum states with a fixed diagonal p.
Moreover, we can show that for distributions ly-
ing at the boundary of permutohedron PMd , M -
distinguishability of mixed states is equivalent to M -
distinguishability of pure states.
Lemma 6. Consider p such that pk∗ = 1/M for
some k∗, i.e., p lies at the boundary of a permutohe-
dron PMd . Then, p ∈ AMd implies the existence of M
orthogonal pure states with a fixed classical version p.
6Proof. Assumption p ∈ AMd means that there exists a set
{ρ(n)}Mn=1 of perfectly distinguishable quantum states.
Let us diagonalize each ρ(n),
ρ(n) =
rn∑
α=1
λ(n)α |ψ(n)α 〉〈ψ(n)α |. (22)
Now, on the one hand we get
∀n : 1
M
= 〈k∗|ρ(n)|k∗〉 =
rn∑
α=1
λ(n)α |〈k∗|ψ(n)α 〉|2, (23)
resulting in
M∑
n=1
rn∑
α=1
λ(n)α |〈k∗|ψ(n)α 〉|2 = 1. (24)
On the other hand, perfect distinguishability of {ρ(n)}Mn=1
implies
〈ψ(m)β |ψ(n)α 〉 = δmnδαβ , (25)
so that one {|ψ(n)α 〉} can be used to form a unitary matrix
U as in the proof of Lemma 5. Using analogous argument
of the unistochasticity of T = U ◦ U¯ we then get
M∑
n=1
rn∑
α=1
|〈k∗|ψ(n)α 〉|2 ≤ 1 (26)
Finally, comparing Eqs. (23) and (26), we see that for
all n the spectrum λ
(n)
α is sharp, i.e., each ρ(n) is a pure
state.
B. Tightness of the permutohedron bound
We now proceed to analysing how tight the permuto-
hedron bound is. We start with the following tightness
result.
Proposition 7. The necessary condition for
M -distinguishability, as stated by Proposition 4, is
also sufficient for M = 2 and M = d. Equivalently,
A2d = P2d and Add = Pdd .
Proof. We first show A2d = P2d . We need to prove that
for a given p the condition maxk pk ≤ 1/2 implies the
existence of two perfectly distinguishable quantum states
with a fixed classical version p. Consider the following
two pure states,
|ψ(1)〉 =
d∑
k=1
√
pk|k〉, |ψ(2)〉 =
d∑
k=1
√
pke
iφk |k〉, (27)
so that their overlap is given by
|〈ψ(1)|ψ(2)〉|2 =
d∑
k=1
pke
iφk . (28)
Now, note that the existence of phases {φk} such that
the above expression vanishes is equivalent to the possi-
bility of constructing a closed polygon out of d segments
of lengths {pk}. Recall that the generalized triangle in-
equality states that the longest side of the polygon has
to be shorter than the sum of the remaining sides; and
its converse ensures that one can build a closed polygon
if this condition is satisfied. Therefore, if
max
k
pk ≤
∑
k
pk −max
k
pk = 1−max
k
pk, (29)
meaning maxk pk ≤ 12 , then there exists a choice of
phases {φk} such that the overlap between |ψ(1)〉 and
|ψ(2)〉 vanishes.
We now show that Add = Pdd . For this, we need to
prove the existence of d orthogonal states with classi-
cal version η. This is simply accomplished by choosing
columns of the Fourier matrix, |ψ(k)〉 = F |k〉, which are
all mutually orthogonal and the corresponding classical
states are maximally mixed.
Although, for the particular cases of M = 2 and
M = d, M -distinguishability regions AMd coincide with
the corresponding bounding permutohedra PMd , the fol-
lowing result shows that, in general, the permutohedron
bound is not tight.
Proposition 8. The necessary condition for
M -distinguishability, as stated by Proposition 4, is
not sufficient for M = d − 1 and even d > 2. Equiva-
lently, Ad−1d 6= Pd−1d for even d > 2.
The proof of the above result can be found in Ap-
pendix B. We thus see, that the regions AMd have a more
complex structure than permutohedra PMd . Let us illus-
trate this using the simplest non-trivial example of d = 4
and M = 3. As shown in Fig. 1, the probability simplex
∆4 can be represented by a 3-dimensional tetrahedron,
with maximally mixed distribution η in the centre and
vertices corresponding to sharp probability distributions,
i.e., (1, 0, 0, 0) and permutations thereof. Permutohedron
P34 , bounding the region A34, is also a tetrahedron, with
vertices f i located at the centres of the faces of the orig-
inal tetrahedron, i.e., f1 = v3 = 13 (1, 1, 1, 0) and f
i for
i > 1 are given by permutations of f1. However, as we
prove in Appendix C, not all points within the tetrahe-
dron P34 belong to A34. More precisely, we show that
while the points lying on lines connecting edges of P34
with its centre belong to A34, the faces of P34 and points
lying on the lines connecting centres of these faces with
the centre of P34 do not belong to A34. We illustrate this
in Figs. 2a-b. Moreover, based on numerical evidence, we
conjecture that points belonging to A34 have the following
product structure:
abf1 + a(1− b)f2 + (1− a)bf3 + (1− a)(1− b)f4, (30)
with a, b ∈ [0, 1]. We present this conjectured set in
Fig. 2c.
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FIG. 2. Structure of A34. (a) Probability vectors lying on
lines connecting edges of P34 with its centre belong to A34.
(b) Probability vectors lying on the faces of P34 and points
lying on the lines connecting centres of these faces with the
centre of P34 do not belong to A34. (c) Conjectured form of
the distinguishability region A34 described by Eq. (30).
C. Properties of M-distinguishability regions
Here, we collect the properties of M -distinguishability
regions AMd beyond what is stated by the permutohe-
dron bound AMd ⊂ PMd . First, we make two obvious
observations: the vertices of PMd always belong AMd andAMd does not have to be convex. The first one comes
from the fact that vertices Πkv
M of PMd correspond to
maximally mixed states on theM -dimensional subspaces,
and we know that then the columns of M -dimensional
Fourier matrix form M orthogonal states with a fixed
classical version vM . The second observation comes
from noting that already A34 is not convex. Despite M -
distinguishability regions not being convex, we conjecture
that they have a related property of being star-shaped.
Conjecture 9. The M -distinguishability regions AMd
form star-shaped domains with the centre point given by
η, i.e.,
p ∈ AMd =⇒ ∀λ ∈ [0, 1] : λp+(1−λ)η ∈ AMd . (31)
Remark 10. The above conjecture, via Lemma 5, is di-
rectly related to the known conjecture about the star-
shaped property of the set of unistochastic matrices [24].
The next property allows one to conclude that p be-
longs to M -distinguishability region, if its coarse-grained
version belongs to it. The definition of coarse-graining
and the result are as follows.
Definition 11 (Coarse-graining). The set G of coarse-
graining matrices consists of all stochastic matrices with
entries in {0, 1}. Moreover, if q = Gp for some G ∈ G,
then q is called a coarse-grained version of p.
Proposition 12. If there exist M perfectly distinguish-
able pure states with a classical version q given by coarse-
graining of p, i.e., q = Gp, then there exists M perfectly
distinguishable pure states with a classical version p.
Proof. Assume that there exists a set of M mutually or-
thogonal states
|ψ(n)〉 =
∑
k
√
qk exp(iφ
(n)
k )|k〉, (32)
with q = Gp. Let us denote by k∗ the unique index for
which Gk∗k = 1, and construct the set of M states
|ψ˜(n)〉 =
∑
k
√
pk exp(iφ
(n)
k∗ )|k〉. (33)
These states all have a fixed classical action p and are
mutually orthogonal,
〈ψ˜(m)|ψ˜(n)〉 =
∑
k
pk exp(iφ
(n)
k∗ − iφ(m)k∗ )
=
∑
k
qk exp(iφ
(n)
k − iφ(m)k )
= 〈ψ(m)|ψ(n)〉 = 0, (34)
so that p ∈ AMd .
In particular, since edges (1-faces) e(kl) of PMd ,
e(kl) = λΠkv
M + (1− λ)ΠlvM , λ ∈ [0, 1], (35)
can be coarse-grained to a vertex vM , they all belong
to the distinguishability region AMd . On the other hand,
faces (2-faces) of PMd do not need to belong to AMd , as
illustrated in Fig. 2b, where no point of the proper 2-face
of P34 belongs to A34. In fact, the proof of Proposition 8
shows that the centres of 2-faces of Pd−1d do not belong
to Ad−1d for even d > 2.
Finally, we can say something about the smallest non-
trivial distinguishability region Ad−1d . For this, let us
first denote by B(p, ) the ball of radius  centred at p,
so that q ∈ B(p, ) if and only if δ(p, q) ≤ . We then
have the following result.
Proposition 13. For prime d there exists d − 1 per-
fectly distinguishable states with classical version p if p
is close enough to a maximally mixed distribution, i.e.,
δ(p,η) ≤  for some  > 0. Equivalently, for prime d we
have
∃ > 0 : B(η, ) ⊆ Ad−1d . (36)
Proof. Due to Lemma 5, the existence of d−1 orthogonal
pure states with classical version p, is equivalent to the
unistochasticity of the following matrix,
T (p) =

p1 p1 . . . p1 1− (d− 1)p1
p2 p2 . . . p2 1− (d− 1)p2
...
...
. . .
...
...
pd pd . . . pd 1− (d− 1)pd
 . (37)
8Now, for T (p) lying in the ′-ball around T (η) = W ,
p lies in an -ball around η. Hence, if we could show
that in the ′-ball around W all bistochastic matri-
ces are unistochastic, then we would prove that in the
-ball around η all probability distributions allow for
(d− 1)-distinguishability. Due to result of Ref. [25], we
know that such a ball exists if there exists an isolated
complex Hadamard matrix of dimension d. Finally, since
it is known that the Fourier matrix F (which is a complex
Hadamard matrix) is isolated for any prime d, it implies
the existence of the postulated ball B(η, ) ⊂ Ad−1d for
prime d.
Remark 14. For composite dimensions we know that
there exist isolated complex Hadamard matrices for
d ∈ {5, . . . , 17} [26]. Therefore, the above theorem holds
in those dimensions. Moreover, there is no isolated com-
plex Hadamard matrix of order 4, so there are proba-
bilities infinitesimally close to η, which do not allow for
3-distinguishability (as can be seen in Fig. 2b with four
directions from the centre having no 3-distinguishable
states).
IV. CLASSICALLY INDISTINGUISHABLE
CHANNELS
Each classical action T can be represented by speci-
fying d points, each belonging to a distinct simplex ∆d
and describing the column vectors of T . However, since
geometrically this picture is not as clear as in the case
of classical states, we avoided generalising the concept of
distinguishability regions, and instead we focus on dis-
tinguishability numbersM(T ) and M˜(T ). Nevertheless,
it is helpful to divide classical actions into three families:
unistochastic, bistochastic, and general stochastic matri-
ces. In what follows we describe results concerning each
of the families separately, and at the end of the section
we also present a full analysis of classically indistinguish-
able qubit channels. Before we start, notice that for all
T we have M(T ) ≤ d2, M˜(T ) ≤ d and M˜(T ) ≤M(T ).
A. Unistochastic action
We start our study of distinguishability numbers by
focusing on channels with a unistochastic classical ac-
tion T . By definition, there exists at least one unitary
channel with a given unistochastic action. In fact, as we
now show, for every unistochastic T one can always find
d unitary channels that can be perfectly distinguished
without using entanglement.
Proposition 15. For every unistochastic T the re-
stricted distinguishability number M˜(T ) = d.
Proof. By definition of a unistochastic matrix T , there
exists a unitary matrix U such that T = U ◦ U¯ . Now,
consider a set of d unitary channels V (k) := D(k)U , with
D(k) defined in Eq. (10) and k ∈ {1, . . . , d}. Every such
channel has the same classical action given by T . More-
over, when acting on a state
|ψ+〉 = 1√
d
U†
∑
l
|l〉 (38)
the set {V (k)} produces an orthonormal set of states,
D(k)U |ψ+〉 = 1√
d
∑
l
D(k)|l〉 =
∑
l
Fkl|l〉 = F |k〉. (39)
The obvious next question to ask is whether using en-
tangled input states one can increase this number. As
we will show, the answer strongly depends on T , with
extreme cases given by T = 1 and T = W . These cor-
respond to situations where entanglement cannot help
at all, and where it raises the number of distinguishable
channels all the way to d2. Before proving this statement,
let us first introduce a family of Schur-product channels
defined by [27, 28].
Definition 16 (Schur-product channels). The action of
a Schur-product channel ΦX is given by
ΦX : ρ 7→ ρ ◦X, (40)
where the entry-wise product is performed in the distin-
guished basis and X is an arbitrary correlation matrix,
i.e., X is positive and has ones on the diagonal.
We can now prove the following result.
Proposition 17. Distinguishability numbers for the
identity and van den Waerdan matrix are given by
M(1) = d and M(W ) = d2.
Proof. To prove the first part we will show that
M˜(1) ≥M(1) which, together with the condition
M˜(1) ≤M(1) and Proposition 15, leads to M(1) = d.
We start by noting that the most general quantum chan-
nel consistent with classical action T = 1 is a Schur-
product channel (this can be easily seen by comparing
their Jamio lkowski states and showing that they are the
same). Now, consider n such channels, {Φ(n)}Mn=1, each
defined via the corresponding correlation matrix X(n).
The necessary and sufficient condition for perfect distin-
guishability between all those channels is the existence of
a bipartite state |Ψ〉 such that that for any two channels,
Φ(m) and Φ(n), we have [29]
[Φ(m) ⊗ I(|Ψ〉〈Ψ|)][Φ(n) ⊗ I(|Ψ〉〈Ψ|)] = 0. (41)
Let us write a general pure bipartite state |Ψ〉 in the
Schmidt basis as
|Ψ〉 =
d∑
j=1
cj |ajbj〉, (42)
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|aj〉 =
d∑
k=1
αjk|k〉, |bj〉 =
d∑
k=1
βjk|k〉. (43)
Now, by straightforward calculation, one can show that
Eq. (41) implies that for all k, l, p, r we have
√
cpcrαpkα
∗
rl
∑
j
djX
(m)
kj Y
(n)
jl = 0, (44)
where
dj :=
∑
k
|αkj |2ck, (45)
with dj ≥ 0 and
∑
j dj = 1. Thus, for every k, l we have
that either ∑
j
djX
(m)
kj Y
(n)
jl = 0 (46)
or that
√
cpαpk = 0 for every p, or that
√
crα
∗
rl = 0
for every r. The latter two conditions are equivalent to
dk = 0 and dl = 0, which can be seen by squaring and
summing the original conditions. We thus conclude that
if for some choice of |Ψ〉 the channels {Φ(n)}Mn=1 are all
perfectly distinguishable, then for every k, l either dk = 0,
or dl = 0, or Eq. (46) is true for all m,n.
Consider now the action of channels {Φ(n)}Mn=1 on a
separable state |ψ〉 defined by
|ψ〉 =
∑
j
√
dj |j〉. (47)
For the output states to be perfectly distinguishable we
need that for every pair m,n the following condition is
satisfied [29]
Φ(m)(|ψ〉〈ψ|)Φ(n)(|ψ〉〈ψ|) = 0. (48)
This means that for every k, l we require√
dkdl
∑
j
djX
(m)
kj X
(n)
jl = 0. (49)
The above conditions are precisely the same as for distin-
guishability with arbitrary entangled state, i.e., if there
exists an entangled state |Ψ〉 allowing for perfect distin-
guishability of all channels {Φ(n)}Mn=1, then there also
exists a separable state |ψ〉 allowing for perfect distin-
guishability. Therefore, as entanglement does not in-
crease the maximal number of distinguishable channels
with classical action T = 1, and without entanglement
this number is equal to d, we conclude that M(1) = d.
We now turn to T = W case. Note that all d2 unitary
matrices U (kl) defined by
U (kl) := D(k)FD(l)†, (50)
have the same classical action given by W . Moreover,
the action of each of these channels on one half of the
maximally entangled state |Ω〉 produces an orthonormal
set of states {|Ψkl〉} with
|Ψkl〉 = (U (kl) ⊗ 1)|Ω〉. (51)
To see that are {|Ψkl〉} are indeed orthogonal, note that
〈Ψk′l′ |Ψkl〉 = 1
d
∑
j
〈j|D(l′)F †D(k′)†D(k)FD(l)†|j〉
=
∑
j,j′
〈j|Fl′jF †D(k′)† |j′〉〈j′|D(k)FF ∗lj |j〉
=
∑
j,j′
Fl′jF
∗
k′j′Fkj′F
∗
lj = [FF
†]l′l[FF †]kk′
= δll′δkk′ . (52)
Thus, we conclude that all d2 channels U (kl) with clas-
sical action T = W are perfectly distinguishable, and so
M(W ) = d2.
Corollary 18. The maximal set of perfectly distinguish-
able Schur-product channels is d.
For a general matrix T one expects that M(T ) can
take all values between the above extremes given by d
and d2. We will now show how the construction used
while provingM(W ) = d2 can be generalized, opening a
way to construct N > d perfectly distinguishable chan-
nels, and thus finding lower bounds on M(T ) for gen-
eral unistochastic T . First, we restrict our search for the
maximal set of perfectly distinguishable channels with a
fixed unistochastic classical action T to unitary channels.
Since the moduli of every entry for all these unitaries are
equal, we may further restrict our considerations to uni-
taries of the following form
U (mn) = L(m)UR(n), (53)
where L(m) and R(n) are general diagonal unitaries with
L
(m)
kk = exp
(
iφ
(m)
k
)
, R
(n)
kk = exp
(
iθ
(n)
k
)
, (54)
and U is any unitary matrix satisfying U◦U = T . Finally,
we assume that the input state used in the distinguisha-
bility protocol is the maximally entangled state |Ω〉. The
set of unitaries {U (mn)} is then perfectly distinguishable
if for all pairs m,n and m′, n′ we have that the following
expression vanishes,
〈〈U (mn)|U (m′n′)〉〉 =
∑
k,k′
[L(n
′)†L(n)TR(m)R(m
′)†]kk′ . (55)
We note the close resemblance of the above problem to
pure state distinguishability. There one needed to find
phases {φ(n)k }, so that
∑
k pk exp(iφ
(n)
k − iφ(m)k ) vanishes
for all m,n; here, one is looking for phases {φ(m)k } and
{θ(n)k }, so that Eq. (55) is satisfied. In Appendix D we
show how the above method can be used to find d+1 per-
fectly distinguishable channels with a particular classical
action.
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B. General stochastic action
Although for unistochastic action one could always find
d perfectly distinguishable channels, it is no longer the
case when one considers general stochastic action T . In
fact, there exist T for which one cannot construct even
2 distinguishable channels. As a particular example con-
sider the completely contractive classical action T defined
by T1k = 1 for all k, and Tjk = 0 for all k and j 6= 1.
This classical action uniquely defines a quantum channel
Φ(·) = |1〉〈1|, and thus M(T ) = 1.
As channel distinguishability ultimately depends on
state distinguishability, we can employ the results from
Sec. III.
Proposition 19. Consider a classical action T and de-
note the probability distribution formed from the entries
of its l-th column by T?l. If, for any l, we have T?l ∈ AMd ,
then M˜(T ) ≥M .
Proof. Define a set of channels {Φ(n)} by
Φ(n)(ρ) :=
d∑
l=1
K
(n)
l ρK
(n)†
l (56)
with
K
(n)
l := |ψ(n)l 〉〈l| (57)
and
|ψ(n)l 〉 =
d∑
k=1
√
Tkle
iφ
(n)
k |k〉. (58)
The classical action of each of Φ(n) is given by T for every
choice of phases {φ(n)k },
〈k|Φ(n)(|l〉〈l|)|k〉 = |〈k|ψ(n)l 〉|2 = Tkl. (59)
At the same time the state |l〉 is mapped by Φ(n) to
|ψ(n)l 〉, whose classical version is T?l independently of
{φ(n)k }. Therefore, if there exists M perfectly distinguish-
able states with classical version T?l, then it is possible
to choose phases {φ(n)k } so that each Φ(n) maps |l〉 to an
orthogonal state |ψ(n)l 〉.
The above result, together with Proposition 7, imply
the following corollary.
Corollary 20. If the entries of at least one column of the
stochastic matrix T satisfy the triangle inequality, i.e.,
the largest entry is smaller than the sum of the remaining
entries, then M˜(T ) ≥ 2.
Even if no column of T satisfies the triangle inequality,
there can still exist two perfectly distinguishable chan-
nels. This time the distinguishability protocol will re-
quire the use of entanglement, but before we state the
result, we first need to introduce a particular swap pro-
cedure Sjαkl . Given a stochastic matrix T the matrix
T ′ = Sjαkl (T ) is obtained by multiplying column k of T
by a real number α, which is then followed by a transpo-
sition of two elements in row j, one belonging to column
k and the other to column l.
Proposition 21. Assume that the classical action T can
be transformed by some swap procedure Sjαkl into a ma-
trix T ′, such that both columns k and l of T ′ satisfy the
triangle inequality. Then, M(T ) ≥ 2.
The proof of the above result can be found in Ap-
pendix E.
C. Bistochastic action
Finally, we proceed to the results concerning distin-
guishability of quantum channels with a fixed classical
action T that is bistochastic. Our main result states that
one can always find at least two perfectly distinguishable
channels with a given bistochastic classical action.
Proposition 22. For every bistochastic matrix T we
have M(T ) ≥ 2.
Proof. First, if there exists a column of T that satisfies
the triangle inequality, i.e., the largest entry is smaller
than the sum of the remaining entries, then M(T ) ≥ 2
due to Lemma 20. Otherwise, we deal with T such that
each column contains an element larger than 12 . Without
loss of generality we can assume those elements are placed
on the diagonal of the matrix T . Similarly, without loss
of generality we may assume that the largest of the non-
diagonal elements of T is T21. The plan now is to show
that for a proper choice of α, the swap procedure S2α21
transforms T into T ′ such that the triangle inequality is
satisfied by columns 1 and 2 of T ′. This will allow us
to use Proposition 21 and conclude that M(T ) ≥ 2. To
achieve this we will separately consider two situations:
T11 > T22 and T11 ≤ T22.
First assume T11 < T22 and choose S
2α
21 with α = 1, so
that
T =

T11 T12 . . .
T21 T22 . . .
T31 T32 . . .
...
...
 S2α21−−→ T ′ =

T11 T12 . . .
T22 T21 . . .
T31 T32 . . .
...
...
. (60)
As T is bistochastic, we have
T21 +
∑
k 6=1
T2k = 1 =⇒ T21 ≤ 1− T22 =
∑
k 6=2
Tk2, (61)
therefore the second column of T ′ satisfies the triangle
inequality (because the largest element in column 2 of T ′
is T21). Similarly, we have
T22 ≤ 1− T21 =
∑
k 6=2
Tk1, (62)
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so the first column of T ′ also satisfies the triangle in-
equality (because the largest element in column 1 of T ′
is T22). We conclude that, due to Proposition 21, there
exist two perfectly distinguishable channels with classical
action T .
Let us now turn to the second case, T11 ≥ T22. Again,
we obtain T ′ by a swap procedure S2α21 ,
T =

T11 T12 . . .
T21 T22 . . .
T31 T32 . . .
...
...
→ T ′ =

T11 αT12 . . .
αT22 T21 . . .
T31 αT32 . . .
...
...
 (63)
with
α =
2T11 + T21 − 1
T22
. (64)
Due to bistochasticity of T we have T21 ≤ 1− T11, so
αT22 = 2T11 + T21 − 1 ≤ T11, (65)
meaning that T11 is the largest element in the first col-
umn of T ′. This column satisfies the triangle inequality,
because∑
k 6=1
T ′k1 = αT22 + (1− T11 − T21) = T11. (66)
It remains to show that the second column of T ′ satis-
fies the triangle inequality. We denote the second largest
element in the second column of T by x. If T21 ≥ αx then
T21 is the greatest element in the second column of T
′.
Then, the triangle inequality has the following form
T21 ≤
∑
k 6=2
αTk2 = α(1− T22), (67)
which is equivalent to
(2T11 − 1)(1− T22)− (2T22 − 1)T21 ≥ 0. (68)
As 2T11 − 1 ≥ 2T22 − 1 and 1 − T22 ≥ T21, the above
inequality holds.
If T21 < αx then αx is the greatest element in the
second column of T ′. Then, the triangle inequality has
the following form
αx ≤
∑
k 6=2
αTk2 − αx+ T21 = α(1− T22 − x) + T21, (69)
which is equivalent to
α(1− T22)− 2αx+ T21 ≥ 0. (70)
Since T21 ≥ x it is sufficient to check that the function f
defined by
f(T21) := α(1− T22)− T21(2α− 1) (71)
is greater or equal 0 for T21 ∈ [0, 1 − T11]. The function
f is concave, i.e.,
f(ps+ (1− p)t) ≥ pf(s) + (1− p)f(t), (72)
with p ∈ [0, 1]. It is thus sufficient to check that f(0) ≥ 0
and f(1− T11) ≥ 0. By straightforward calculation, one
obtains
f(0) =
1
T22
(2T11 − 1)(1− T22) ≥ 0, (73a)
f(1− T11) = 1
T22
(2T11 − 1)(T11 − T22) ≥ 0. (73b)
Therefore f(T21) ≥ 0 for all T21 ∈ [0, 1 − T11]. This
means that the triangle inequality is satisfied for the sec-
ond column of T ′ and, due to Proposition 21, ends the
proof.
The above result can be further refined for a particular
subset of bistochastic matrices defined in the following
way.
Definition 23 (Circulant matrix). A stochastic matrix
T is called circulant if it is of the form:
T =
d∑
k=1
λkX
k, (74)
with λ ∈ ∆d and
X =
d∑
k=1
|k ⊕ 1〉〈k| , (75)
where ⊕ denotes addition modulo d.
For this particular family of bistochastic matrices we
can prove a result analogous to Proposition 15 that con-
cerns unistochastic matrices.
Proposition 24. For every circulant T the restricted
distinguishability number M˜(T ) = d.
Proof. For a given circulant matrix T , define a set of d
quantum channels {Φ(n)}dn=1 through their Jamio lkowski
states,
JΦ(n) =
d∑
α=1
λα|ψ(n)α 〉〈ψ(n)α |, (76)
with λ defining T through Eq. (74) and |ψ(n)α 〉 given by
|ψ(n)α 〉 =
1√
d
d∑
k=1
Fnk|k, k ⊕ α〉. (77)
By direct inspection one can check that
〈kl|JΦ(n) |kl〉 =
1
d
Tkl, (78)
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so that for all n the classical action of Φ(n) is given by
T . Moreover,
〈ψ(m)β |ψ(n)α 〉 = δαβδmn, (79)
with the first Kronecker delta coming from orthogonal-
ity of supports and the second one from orthogonality
of columns of the Fourier matrix F . This implies or-
thogonality of the Jamio lkowski states JΦ(n) , and thus
quantum channels Φ(n) sharing the same classical action
T are perfectly distinguishable.
D. Qubit channels
In this final section we provide a solution for the prob-
lem of distinguishing classically indistinguishable qubit
channels. We start by noting that a classical action of a
general qubit channel is given by
T =
(
a 1− b
1− a b
)
, (80)
with 0 ≤ a, b ≤ 1. For a = b we deal with bistochastic
matrices that for two-dimensional systems coincide with
unistochastic matrices. Without loss of generality, we
may assume that a ≥ b and introduce ∆ := a− b ≥ 0.
The full characterization of restricted distinguishabil-
ity numbers for qubit channels is given by the following
Proposition and is illustrated in Fig. 3a.
Proposition 25. Restricted distinguishability number
M˜(T ) for a qubit classical action T parametrized as in
Eq. (80) is given by
M˜(T ) =

1 : for
1
2
< |a− b| ≤ 1,
2 : for 0 ≤ |a− b| ≤ 1
2
.
(81)
Proof. We first consider the case ∆ ∈ [0, 12]. We define
two quantum channels, Φ(+) and Φ(−), in the following
way,
Φ(±)(·) = Ψ(±)(U(·)U†), (82)
with a unitary U given by
U =
1√
1−∆
(√
1− a −√b√
b
√
1− a
)
(83)
and quantum channels Ψ(±) defined by their
Jamio lkowski states,
JΨ(±) =
1
2

∆ 0 ±∆ 0
0 1 ±√1− 2∆ 0
±∆ ±√1− 2∆ 1−∆ 0
0 0 0 0
 . (84)
FIG. 3. Distinguishing qubit channels. Regions of the pa-
rameter space, describing the set of qubit classical actions via
Eq. (80), corresponding to different distinguishability num-
bers. (a) Regions with different restricted distinguishability
numbers M˜(T ). (b) Regions with different distinguishability
numbers M(T ). The star in the middle corresponds to van
der Waerden matrix W that can be coherified to four perfectly
distinguishable unitary matrices given by Eqs. (100a)-(100b);
while the endpoints of the blue segment can be coherified
to three perfectly distinguishable unitary matrices given by
Eqs. (104a)-(104c) with φ = θ = 2pi/3 or φ = 4pi/3 and
θ = 2pi/3.
Using the fact that the Jamio lkowski states of Φ(±) are
related to those of Ψ(±) by
JΦ(±) = (1⊗ U) JΨ(±)
(
1⊗ U†) , (85)
it is straightforward to verify that the classical action
of Φ(±) (encoded on the diagonal of JΦ(±)) is given
by T parametrized as in Eq. (80). Moreover, a state
ρ = U† |ψ〉〈ψ|U with
|ψ〉 = |0〉+
√
1− 2∆|1〉√
2(1−∆) (86)
is mapped by Φ(±) to orthogonal states,
Φ(±)(ρ) = Ψ(±)(|ψ〉〈ψ|) = |±〉〈±| , (87)
so that Φ(+) and Φ(−) are perfectly distinguishable.
We will now show that for ∆ > 12 we have M(T ) = 1.
The image of a qubit channel Φ is an ellipsoid inside a
Bloch ball. Antipodal points |0〉〈0| and |1〉〈1| are mapped
onto antipodal points,
Φ (|0〉〈0|) = 1
2
(
1 + z0 x0 − iy0
x0 + iy0 1− z0
)
, (88a)
Φ (|1〉〈1|) = 1
2
(
1 + z1 x1 − iy1
x1 + iy1 1− z1
)
. (88b)
Fixing T corresponds to fixing z0 and z1,
〈0|Φ (|0〉〈0|) |0〉 = 1
2
(1 + z0) = a, (89a)
〈1|Φ (|1〉〈1|) |1〉 = 1
2
(1− z1) = b, (89b)
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so that z0 = 2a−1 and z1 = 1−2b. Now, the centre of the
ellipsoid lies in the middle between the antipodal points
and its z coordinate is equal to zc = ∆. The z coordi-
nate of any point belonging to ellipsoid must lie between
zc + ζ and zc − ζ, for some ζ ≥ 0. If zc = ∆ > 12 then
ζ < 12 , because the ellipsoid has to lie inside the Bloch
ball. Thus, zc − ζ > 0 and the entire ellipsoid lies inside
the northern hemisphere of the Bloch ball. Analogously,
if zc = ∆ < − 12 then ζ < 12 and the entire ellipsoid lies
inside the southern hemisphere. In either case, regardless
of the choice of Φ, the image of Φ lies entirely inside one
of the hemispheres and does not contain two orthogonal
states. This implies that one cannot construct two chan-
nels with the same classical action T that will be perfectly
distinguishable without using entangled states.
We now proceed to entangled-assisted distinguishabil-
ity protocols. Our results on distinguishability numbers
for qubit channels are captured by the following Propo-
sition and are illustrated in Fig. 3b
Proposition 26. Distinguishability number M(T ) for
a qubit classical action T parametrized as in Eq. (80)
satisfies
M(T ) =

2 : for 0 < |a− b| ≤ 1
2
,
3 : for a = b and a ∈
[
1
3
,
2
3
]
\
{
1
2
}
,
4 : for a = b =
1
2
.
(90)
Proof. First, we will focus on classical action T that is
not bistochastic, i.e., a 6= b implying ∆ > 0. A general
entangled two-qubit state is given by
|ψ〉 =
1∑
j,k=0
cjk|jk〉. (91)
Now, the output ρ(n) of a channel Φ(n) acting on one part
of this state can be written as
ρ(n) := Φ(n)⊗I(|ψ〉〈ψ|) = (1⊗[ψ]>)JΦ(n)(1⊗[ψ]>)†, (92)
where [ψ] is a matrix obtained from |ψ〉 via mapping
|jk〉 → |j〉〈k|. Since we analyse entanglement-assisted
discrimination, we may assume that the Schmidt number
of |ψ〉 is 2, and thus [ψ] is invertible. Moreover, as T is
not unistochastic, Φ(n) cannot be a unitary [16] and thus
the rank of JΦ(n) has to be at least 2. Therefore, for any
channel Φ(n) whose classical action T is not bistochastic,
the rank of the output state ρ(n) must be at least 2.
However, the necessary condition for the set {ρ(n)}Mn=1
to be mutually orthogonal is
M∑
n=1
rank(ρ(n)) ≤ 4, (93)
and so M ≤ 2. This proves that for 0 < |a− b| ≤ 1/2 we
have M(T ) = 2, due to
2 = M˜(T ) ≤M(T ) ≤ 2, (94)
where the first equality comes from Proposition 25.
We now proceed to bistochastic classical actions, a = b.
We will first show that if two qubit unitary channels,
U and V , are perfectly distinguishable with the use of
some entangled state |Ψ〉, they are mutually orthogonal,
Tr
(
UV †
)
= 0, meaning also that they are perfectly dis-
tinguishable with the use of maximally entangled state
|Ω〉. As a result, looking for M perfectly distinguishable
unitary channels, we may only focus on a single input
state |Ω〉. To see this, note that perfect distinguishabil-
ity of unitaries U and V with the use of state |Ψ〉 means
0 = 〈Ψ| (V † ⊗ 1) (U ⊗ 1) |Ψ〉 = Tr (V †Uρ) , (95)
where ρ = Tr2 (|Ψ〉〈Ψ|). Since the matrix V †U has a
spectral decomposition
V †U = U0
(
eiφ1 0
0 eiφ2
)
U†0 = UΛU
†
0 , (96)
we can rewrite the distinguishability condition as
Tr
(
V †Uρ
)
= Tr
(
ΛU†0ρU0
)
= 0. (97)
Defining ρ′ = U†0ρU0, we obtain
eiφ1ρ′11 + e
iφ2ρ′22 = 0. (98)
This implies ρ′11 = ρ
′
22 and e
iφ1 = −eiφ2 . Thus,
Tr
(
V †U
)
= Tr (Λ) = 0. (99)
But, this implies perfect distinguishability between U
and V with the use of maximally entangled state |Ω〉,
because
〈Ω| (V † ⊗ 1) (U ⊗ 1) |Ω〉 = Tr (V †U) = 0.
We will now find necessary conditions for M(T ) = 4.
Using an analogous rank argument as before (captured
by Eqs. (92)-(93)), we see that all four channels must be
rank 1, i.e., be unitary. As explained above, these uni-
taries Ui must be orthogonal, meaning that there must
exist four mutually orthogonal states 1√
2
|Ui〉〉 with classi-
cal version 12 (a, 1−a, 1−a, a). From the permutohedron
bound, Proposition 4, we know that a necessary condition
for this is a = 1/2. Moreover, this condition is sufficient,
as the following four unitaries with classical action T are
all mutually orthogonal:
U1 =
1√
2
(−1 1
1 1
)
, U2 =
1√
2
(
1 −1
1 1
)
, (100a)
U3 =
1√
2
(
1 1
−1 1
)
, U4 =
1√
2
(
1 1
1 −1
)
. (100b)
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We proceed to finding necessary conditions for
M(T ) = 3. Again, from the rank argument, the consid-
ered three channels are either all unitary, or two of them
are unitary and one has rank 2. In the first case, we can
use the orthogonality condition, so that the existence of
three perfectly distinguishable unitary channels is equiv-
alent to the existence of three mutually orthogonal states
1√
2
|Ui〉〉 with classical version 12 (a, 1− a, 1− a, a). From
the permutohedron bound, we clearly see that it is pos-
sible only if a ∈ [1/3, 2/3]. In the second case, we have
two unitary channels U and V , and the third channel is
a mixed unitary channel
Φ(·) = λS(·)S† + (1− λ)T (·)T †, (101)
with S, T unitary and λ ∈ (0, 1), because all unital
(bistochastic) qubit channels are mixed-unitary chan-
nels [30]. Perfect distinguishability between U and Φ
implies then that one can perfectly distinguish between
U and S, and between U and T . Analogous implica-
tion holds for V . Therefore, perfect distinguishability
between U , V and Φ is equivalent to the existence of two
sets of mutually orthogonal vectors: 1√
2
{|U〉〉, |V 〉〉, |S〉〉}
and 1√
2
{|U〉〉, |V 〉〉, |T 〉〉}. Applying the permutohedron
bound to these two sets yields:
(a, 1− a, 1− a, a) + 1
2
(s1, s2, s3, s4) ≤ (1, 1, 1, 1), (102a)
(a, 1− a, 1− a, a) + 1
2
(t1, t2, t3, t4) ≤ (1, 1, 1, 1), (102b)
where the inequalities are elementwise and vectors s and
t, according to Eq. (101), satisfy
λs+ (1− λ)t = (a, 1− a, 1− a, a). (103)
We clearly see that if a > 2/3 then either Eq. (102a) or
Eq. (102a) does not hold, because either s1 or t1 must be
larger than a. Similarly, one of these equations does not
hold for a < 1/3, because either s2 or t2 must be larger
than 1− a.
We can thus conclude that the necessary condition for
M(T ) = 3 is a ∈ [1/3, 2/3]. Moreover, this condition
is sufficient, since one can find three unitary channels
with a fixed classical action T that, when acting on one
part of a maximally entangled state |Ω〉, map it to three
orthogonal states. More precisely, consider the following
unitaries
U1 =
( √
a
√
1− a√
1− a −√a
)
, (104a)
U2 =
( √
a
√
1− aeiθ√
1− aeiφ −√aei(φ+θ)
)
, (104b)
U3 =
( √
a
√
1− aei2θ√
1− ae2iφ −√ae2i(φ+θ)
)
. (104c)
with φ and θ specified by:
2a− 1 =
(
cot
φ
2
)√√√√ 1− cot2 φ2
1 + 3 cot2 φ2
, (105)
and
cot2
θ
2
=
1− cot2 φ2
1 + 3 cot2 φ2
. (106)
One can check by direct calculation that when
a ∈ [1/3, 2/3] the above unitaries are indeed orthogo-
nal.
As a final remark, let us comment on the most well-
studied qubit channels, the phase-damping channel and
the (generalised) amplitude-damping channel, from the
perspective of our work. It is straightforward to no-
tice that the classical action of a phase-damping channel,
specified by Kraus operators
KPD1 =
(
1 0
0
√
1− λ
)
, KPD2 =
(
0 0
0
√
λ
)
, (107)
is given by the identity matrix for any value of the damp-
ing parameter λ ∈ [0, 1]. Thus, through Proposition 17,
there exist two perfectly distinguishable channels with
the same classical action as the phase-damping channel,
e.g., the identity and the phase flip channels. On the
other hand, the classical action of the amplitude-damping
channel, specified by Kraus operators
KAD1 =
(
1 0
0
√
1− γ
)
, KAD2 =
(
0
√
γ
0 0
)
, (108)
is given by the matrix T from Eq. (80), with a = 1 and
b = 1 − γ. From Figs. 3a and 3b, we see that for small
damping parameters γ ≤ 1/2 there are two perfectly dis-
tinguishable channels with the same classical action as
the amplitude damping channel, but for γ > 1/2 there
exists only one such channel. Finally, the classical action
of the generalised amplitude damping channel, specified
by Kraus operators
KGAD1 =
√
pKAD1 , K
GAD
2 =
√
pKAD2 , (109a)
KGAD3 =
√
1− p
(√
1− γ 0
0 1
)
, (109b)
KGAD4 =
√
1− pKAD†2 , (109c)
is given by T with a = p+ (1− p)(1− γ) and
b = 1− p+ p(1− γ). This means that, depending
on p ∈ [0, 1] and γ ∈ [0, 1], the parameters of the classi-
cal action can take the values a ∈ [0, 1] and b ∈ [1− a, 1]
(the upper-right half of Figs. 3a and 3b). Therefore,
the number of perfectly distinguishable channels with
the same classical action as the generalised amplitude-
damping channel can vary between 1 (e.g., for p = 1 and
γ = 1) and 4 (only for p = 1/2 and γ = 1).
V. OUTLOOK
In this work, motivated by the studies on loss of quan-
tum information due to decoherence, we analyzed differ-
ent ways in which one can coherify a classical probability
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vector to obtain distinct quantum states. More precisely,
we investigated the problem of finding the maximal num-
ber of perfectly distinguishable quantum states which all
decohere to the same classical state represented by a fixed
probability vector. We described general properties and
found bounds for the M -distinguishability regions AMd –
the subsets of the probability simplex containing classical
states that can be coherified to M perfectly distinguish-
able quantum states.
An analogous problem was studied for classical
stochastic matrices, which can be coherified into quan-
tum channels. For a given stochastic transition ma-
trix T of order d we studied the distinguishability num-
ber M(T ) and the restricted distinguishability number
M˜(T ) – the maximal number of perfectly distinguish-
able quantum channels (with and without the access to
entangled states) which share the same classical action T .
We found general bounds for distinguishability numbers,
showed that M˜(T ) = d for all unistochastic T and that
M(T ) ≥ 2 for all bistochastic T . We have also solved
this problem in the simplest case of d = 2, characterizing
the set of classically indistinguishable qubit channels.
Our work opens many potential avenues for future re-
search. First, in the current work we have focused ex-
clusively on the condition of perfect distinguishability, so
a natural next question concerns the behaviour of M -
distinguishability regions (and distinguishability num-
bers) under -smoothing of that condition, i.e., when a
distinguishability protocol is allowed to fail with some
small probability . This is not only important from
a practical point of view (as in any realistic protocol
state preparations are prone to noise), but may also bring
deeper insight into the structure of the sets of classically
indistinguishable states and channels. Note, for example,
that for large prime dimensions d, while there are obvi-
ously just d orthogonal states, one can construct d2 + d
almost orthogonal states, with overlap 1/d
d→∞−−−→ 0, by
choosing d basis states from each of d + 1 mutually un-
biased bases [31]. This suggests that -smoothing might
have a significant effect on M -distinguishability regions
and a particular technical question one may want to ask
is: how does the error  of distinguishing M states scale
with the distance from a given M -permutohedron.
One can also try to explore further the following simple
observation. Similarly to the fact pointed out in Ref. [32]
that entanglement can enhance the distinguishability of
entanglement-breaking channels, we see that coherence
can enhance distinguishability of completely decohering
channels. As a particular example consider the following
dual quantum channels,
Φ(1)(·) = D(Y (·)Y †), Φ(2)(·) = D(Y †(·)Y ), (110)
with
Y =
1√
2
(
1 1
−1 1
)
. (111)
Both these channels have the same classical action and
are completely decohering, meaning that the output of
both Φ(1) and Φ(2) is the same for every incoherent
input state. At the same time, we see that a state
|+〉 ∝ |0〉+ |1〉 allows one to perfectly distinguish be-
tween Φ(1) and Φ(2), as they send it to orthogonal states
|0〉 and |1〉. This extends the initial idea of Ref. [32] that
distinguishability of resource destroying maps [33] can be
improved by using resource states.
Last, but not least, from the resource-theoretic per-
spective one may be interested in quantifying the amount
of resources needed to distinguish between classically in-
distinguishable states and channels. Recall that classical
constraints may arise either through a lack of phase ref-
erence in the presence of a superselection rule [14], or in
the scenarios studied within the resource theory of coher-
ence [34, 35]. One can then ask about minimal amounts
of resources, e.g., a minimal size of a phase reference, al-
lowing one to overcome those constraints and perform a
perfect distinguishability protocol.
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Appendix A: Visualizing the coherification
procedure
1. Quantum states
Looking for a coherification of a classical state p we
aim at finding its preimage with respect to the completely
decohering channel D, i.e., a quantum state ρ such that
diag (ρ) = p [16]. In other words, different coherifications
of p correspond to different quantum states with a fixed
diagonal (representing populations in the distinguished
basis {|i〉}) but different off-diagonal terms (representing
coherences with respect to {|i〉}). The strength of coher-
ification can be measured, for example, by the purity or
l1-norm of coherence of the coherified state. However,
positivity of ρ constrains the off-diagonal terms and the
extreme case, which we refer to as complete coherifica-
tion, corresponds to a pure state |ψ〉. Now, a set of all
complete coherifications of p is a set of all pure states
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|ψ〉 satisfying p = diag (|ψ〉〈ψ|). Therefore, the complete
coherification procedure can be seen as quantization of
the simplex of classical probability vectors – the set of
all classical input states is mapped to the set of all pure
quantum states while preserving the measurement statis-
tics in the distinguished basis. Similarly, if we constrain
the strength of coherification, we will map the classical
simplex to a set of mixed quantum states corresponding
to partially decohered pure states.
Let us visualize this concept using the simplest ex-
ample of a qubit system. A distribution over a classi-
cal bit can be represented by a unit segment with ex-
tremal points corresponding to sharp distributions (1, 0)
and (0, 1), see Fig. 4. We can now embed this classical
state space into a quantum one, i.e., the interval [0, 1] rep-
resenting classical probabilistic states becomes embedded
inside the 3-dimensional Bloch ball containing the den-
sity matrices of size d = 2. This is visualized in Fig. 4 as
inserting the unit segment into a balloon. Now, the co-
herification procedure can be understood as inflating the
balloon, effectively expanding the state space. Observe
that the classical pure states, (1, 0) and (0, 1), do not
change their positions and become quantum basis states,
|0〉 and |1〉. From the presented picture it is clear that
coherification can be seen as inverse of the decoherence
process, which leads to the diminishing of the off-diagonal
entries of the density matrix, see Fig. 4.
2. Quantum channels
Looking for a coherification of a classical stochastic ma-
trix T we aim at finding the preimage of its Jamio lkowski
state with respect to the completely decohering chan-
nel D, i.e., we look for a quantum channel Φ such that
its Jamio lkowski state JΦ satisfies diag (JΦ) = |T 〉〉 [16].
In other words, different coherifications of T correspond
to different quantum channels with a fixed classical action
(representing population transitions in the distinguished
basis {|i〉}) but varying otherwise, e.g., with different ac-
tion on the off-diagonal terms. Note that, although co-
herification of quantum channels is defined via the co-
herification of corresponding quantum states, due to an
additional trace-preserving constraint the process is more
involved, and complete coherification is generally impos-
sible [16]. Nevertheless, the coherification procedure can
again be seen as quantization of the classical space of
stochastic matrices – first, one embeds this space in the
space of quantum channels, and then maps every stochas-
tic matrix T into a channel with classical action T .
Unlike the set of one-qubit quantum states, which has
only three dimensions and can thus be conveniently visu-
alized, the set of all one-qubit quantum channels has 12
dimensions, which makes it hard to analyze. Fortunately,
every unital channel acting on a qubit system is unitarily
FIG. 4. Coherification of a qubit. Probabilistic states of a
classical bit (represented by a unit segment with endpoints
given by sharp distributions) can be embedded in a quantum
state space of density matrices of size d = 2 (represented
by a red balloon). Coherification procedure for qubit systems
(visualized by inflating the balloon) continuously expands the
state space from a classical simplex to the Bloch sphere of pure
states. As such, it can be seen as the inverse of a decohering
process which, eventually, brings any quantum state ρ back to
the diagonal matrix representing a classical state p = diag(ρ).
equivalent to a Pauli channel,
Ψp(·) =
3∑
j=0
piσj(·)σj , (A1)
with σj denoting three Pauli matrices appended by the
identity matrix, σ0 = 1, and p being a classical probabil-
ity vector of length four. Thus the set all Pauli channels
(and, hence, the set of all unital channels) can be rep-
resented by a regular 3-dimensional tetrahedron, which
can be easily visualized, see Fig. 5.
Classical unital channels correspond to bistochastic
matrices which, in the case of a 2-dimensional system,
can be parametrized by a single number a ∈ [0, 1],
Ba =
(
a 1− a
1− a a
)
. (A2)
These classical channels, after embedding in the space
of unital quantum channels, form an interval within
the tetrahedron of unital quantum channels, see Fig. 5.
The endpoints of the interval, B1 and B0, corre-
spond to a completely decohering channel D and D
followed by the Pauli x channel. To see this, note
that the Jamio lkowski state of a classical channel B1
is given by JB1 ∝ |00〉〈00|+ |11〉〈11|, while JI = |Ω〉〈Ω|
and Jσz = |Ω′〉〈Ω′| with |Ω′〉 ∝ |00〉 − |11〉. It is thus
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σx(·)σx
σy(·)σy
σz(·)σz
I
D
σxD(·)σx
FIG. 5. The set of unital qubit channels. The set of unital
quantum channels acting on a qubit system forms a regu-
lar tetrahedron spanned by the identity channel I and three
unitary Pauli channels. It contains a one-dimensional set of
classical channels (bistochastic matrices) given by the interval
that joins completely decohering map D and D followed by a
permutation, i.e., by a Pauli x channel. These extremal clas-
sical channels correspond to equal mixtures of I and σz(·)σz,
and equal mixtures of σx(·)σx and σy(·)σy, respectively.
clear that JB1 =
1
2 (JI + Jσz ), so that the classical
channel B1 is given by the equal mixture of iden-
tity and Pauli z channels, which in turn is equal
to D. Similarly, the Jamio lkowski state of a classical
channel B0 is given by JB0 ∝ |01〉〈01|+ |10〉〈10|, while
Jσx = |ω〉〈ω| and Jσy = |ω′〉〈ω′| with |ω〉 ∝ |01〉+ |10〉
and |ω′〉 ∝ |01〉 − |10〉. Analogously, we have that
JB0 =
1
2 (Jσx + Jσy ), so that the classical channel B0 is
given by the equal mixture of Pauli x and y channels,
which in turn is equal to σxD(·)σx.
To visualize the coherification procedure of the set of
classical bistochastic maps we may again imagine insert-
ing the unit interval (representing classical channels) in-
side a balloon and inflating it. This time, however, the
balloon is confined inside the regular tetrahedron of uni-
tal channels, see Fig. 6. In practice, it is hardly possi-
ble to inflate the balloon so that it reaches the corners
of the tetrahedron, which corresponds to complete co-
herification of classical bistochastic channels to unitary
channels. Note also that, similarly to quantum states,
coherification of quantum channels can be seen as the
inverse process to the decohering supermap (decohering
the Jamio lkowski state of a channel), which in the cur-
rent case sends all elements of the tetrahedron back to the
unit interval of classical bistochastic matrices, see Fig. 6.
Appendix B: Proof of Proposition 8
Proof. Consider a d-dimensional probability vector
p =
1
d− 1
(
2
3
,
2
3
,
2
3
, 1, . . . , 1
)
, (B1)
FIG. 6. Coherification of unital qubit channels. Coherification
of the set of classical bistochastic matrices, which expands
the unit interval representing them to the full tetrahedron
of quantum unital channels, can be visualized by inflating a
balloon on a stick inside a tetrahedron. Decoherence in the
space of quantum channels shrinks the tetrahedron back to
the unit interval.
with d > 2 being even. We will prove that despite the
fact that p ∈ Pd−1d (so that it satisfies the necessary
condition of Proposition 4), there does not exist d− 1
perfectly distinguishable states with a fixed classical ver-
sion p. First, note that p lies at the boundary of Pd−1d , so
that due to Lemma 6 we can restrict our considerations
to pure states. This, via Lemma 5, means that finding
d− 1 vectors with classical version p is equivalent to the
unistochasticity of the following d× d matrix,
T =
1
d− 1

2
3 · · · 23 d−13
2
3 · · · 23 d−13
2
3 · · · 23 d−13
1 · · · 1 0
...
. . .
...
...
1 · · · 1 0

. (B2)
We will now assume that T is unistochastic, with the
corresponding unitary matrix denoted by U , and show
that for even d this leads to a contradiction.
Without loss of generality we can assume that the first
row and the first column of U are real and nonnegative.
Due to orthogonality of the first and last column of U ,
the first three elements of the last column of U are equal
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to either c or c′ with
c =
√
d− 1
3
(
1, ei
2pi
3 , e−i
2pi
3
)
, (B3a)
c′ =
√
d− 1
3
(
1, e−i
2pi
3 , ei
2pi
3
)
. (B3b)
We can assume that the last column of U is specified
by c, as the proof for the alternative choice is analogous.
Similarly, for 1 < i < d, due to orthogonality of the i-
th and last column, the first three elements of the i-th
column are equal to either a or b with
a =
√
2
3
(1, 1, 1) (B4a)
b =
√
2
3
(
1, e−i
2pi
3 , ei
2pi
3
)
. (B4b)
The postulated matrix U (up to permutation of
columns) has consequently the following form
U =
1√
d− 1

a . . . a b . . . b c
0
A B
...
0
, (B5)
with A being a (d−3)×dA matrix, B being a (d−3)×dB
matrix, and dA + dB = d− 1. Orthogonality of the first
dA columns of U implies
〈ak|al〉 =
{
−2 for k 6= l
d− 3 for k = l , (B6)
with the vectors |ak〉 denoting the columns of the A.
Analogous condition holds for the columns of B, denoted
by |bk〉.
It is now straightforward to compute A†A and B†B,
yielding
A†A = (d− 1)1dA − 2dA|+dA〉〈+dA |, (B7a)
B†B = (d− 1)1dB − 2dB |+dB 〉〈+dB |, (B7b)
where
|+dA〉 =
1√
dA
∑
k
|k〉, (B8)
and equivalently for dB . We conclude that
rankA =
{
dA for 2dA + 1 6= d,
dA − 1 for 2dA + 1 = d,
(B9a)
rankB =
{
dB for 2dB + 1 6= d,
dB − 1 for 2dB + 1 = d.
(B9b)
The final orthogonality relations are between column
k from the first block, k ≤ dA, and column l from the
second block, l > dA. They give
0 = a · b+ 〈ak|bl−dA〉 = 〈ak|bl−dA〉 , (B10)
which means that A†B = 0. In other words
span{|ak〉}dAk=1 ⊥ span{|bl〉}dBl=1, (B11)
so that
rankA+ rankB = rank(A|B), (B12)
where A|B is a (d − 3) × (d − 1) matrix build by con-
catenating matrices A and B. Since rank(A|B) ≤ 3, we
have
rankA+ rankB ≤ d− 3, (B13)
which, due to Eqs. (B9a)-(B9b), is impossible for an even
dimension d. Thus, the postulated matrix U cannot ex-
ist.
Appendix C: Distinguishability region A34
In this appendix we describe the structure of distin-
guishability region A34. We first show that the subset
of permutohedron P34 presented in Fig. 2a does belong
to A34. We then prove that the subset of permutohe-
dron P34 presented in Fig. 2b does not belong to A34. Fi-
nally, we formulate a conjecture on the exact form of A34
(presented in Fig. 2c) and support it numerically.
1. Subset of P34 belonging to A34
The permutohedron P34 is a tetrahedron with vertices
given by f1 = 13 (1, 1, 1, 0) and f
i for i ∈ {2, 3, 4} are
given by permutations of f1. Without loss of general-
ity, a point on the edge of this tetrahedron has the form
p(s) = 13 (s, 1− s, 1, 1) with s ∈
[
0, 12
]
. We will consider
a point p(s,t) on a line connecting p(s) and the centre η
of P34 ,
p(s,t) = 3
(
1
3
− t
)
η + 3tp(s), (C1)
with t ∈ [0, 13]. We will now show that all such points
belong to the distinguishability region A34. In order to
achieve this we will consider the following three pure
states
|ψ1〉 = x1|1〉+ x2|2〉+ x3|3〉+ x4|4〉, (C2)
|ψ2〉 = x1|1〉+ x2eiα2 |2〉+ x3eiα3 |3〉+ x4eiα4 |4〉, (C3)
|ψ3〉 = x1|1〉+ x2eiα2 |2〉+ x3eiα4 |3〉+ x4eiα3 |4〉, (C4)
with xi =
√
p
(s,t)
i and prove that for all s ∈
[
0, 12
]
and
t ∈ [0, 13] there exists a choice of phases {α2, α3, α4},
such that the above states are mutually orthogonal.
The overlap 〈ψ2|ψ3〉 reads
〈ψ2|ψ3〉 = 1
2
(1− t+ (1 + t) cos(α3 − α4)) , (C5)
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so that orthogonality condition, 〈ψ2|ψ3〉 = 0, gives
α3 = arccos
t− 1
t+ 1
+ α4. (C6)
The remaining overlaps are equal, 〈ψ1|ψ2〉=〈ψ1|ψ3〉=:F ,
and given by
F =
1
4
[1 + (4s− 3) t+ (1 + t− 4st)eiα2
+ (1 + t) (eiα3 + eiα4)
]
. (C7)
Using Eq. (C6) we can simplify the above expression to
arrive at
F =
1
4
[1 + (4s− 3) t+ (1 + t− 4st)eiα2
+ 2
(
i
√
t+ t
)
eiα4 ]. (C8)
We now note that Eq. (C8) for all α2, α4 ∈ [0, 2pi)
describes an annulus ann(x;R, r) with the centre x, larger
radius R and smaller radius r equal to
x =
1
4
(1 + (4s− 3) t) , (C9)
R =
1
4
∣∣∣|1 + t− 4st|+ 2 ∣∣∣i√t+ t∣∣∣∣∣∣ , (C10)
r =
1
4
∣∣∣|1 + t− 4st| − 2 ∣∣∣i√t+ t∣∣∣∣∣∣ . (C11)
The existence of phases such that {|ψ1〉, |ψ2〉, |ψ3〉}
are mutually orthogonal is thus equivalent to
0 ∈ ann(x;R, r), which can be verified by the fol-
lowing elementary calculations.
First, we need to prove that the distance between the
centre of the annulus x and 0 is smaller than the larger
radius R (see Fig. 7). Substituting the expressions for x
and R into x ≤ R yields
4t(1− 2s) + 2
√
t(t+ 1) ≥ 0, (C12)
which is always satisfied since s ≤ 1/2 and t ≥ 0.
Next, we need to prove that the distance between
the centre of the annulus x and 0 is larger than the
smaller radius r. Here we have two cases: one when
|1 + t− 4st| ≥ 2 ∣∣i√t+ t∣∣ holds, and one when the oppo-
site holds. In both cases the condition x ≥ r simplifies
to t ≤ 1/3 which is always true, because t ∈ [0, 1/3].
2. Subset of P34 not belonging to A34
Without loss of generality, a point p lying in the in-
terior of the face of permutohedron P34 can be expressed
by
p =
1
3
(1, r + s, q + s, q + r), (C13)
FIG. 7. Annulus ann(x;R, r) described by Eqs. (C9)-(C11)
.
with q + r + s = 1 and q, r, s > 0. Changing variables
according to
a1 =
r + s
2
, a2 =
q + s
2
, a3 =
q + r
2
, (C14)
we have
p =
1
3
(1, 2a1, 2a2, 2a3), (C15)
with a1 + a2 + a3 = 1, 0 < aj <
1
2 .
We will now prove that one cannot find three mutually
orthogonal states {|ψ1〉, |ψ2〉, |ψ3〉} with the classical ver-
sion given by p. The general form of such states is given
by
|ψ1〉 = 1√
3
|0〉+√2 3∑
j=1
√
aj |j〉
 (C16)
|ψ2〉 = 1√
3
|0〉+√2 3∑
j=1
√
aje
iφj |j〉
 (C17)
|ψ3〉 = 1√
3
|0〉+√2 3∑
j=1
√
aje
iθj |j〉
 . (C18)
Orthogonality conditions can be now rewritten in terms
of truncated vectors,
|ψ˜1〉 =
3∑
j=1
√
aj |j〉, (C19)
|ψ˜2〉 =
3∑
j=1
√
aje
iφj |j〉, (C20)
|ψ˜3〉 =
3∑
j=1
√
aje
iθj |j〉, (C21)
as:
〈ψ˜1|ψ˜2〉 = 〈ψ˜1|ψ˜3〉 = 〈ψ˜2|ψ˜3〉 = −1
2
. (C22)
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We will now prove, by contradiction, that for the
orthogonality condition to hold the set of vectors
{|ψ˜1〉, |ψ˜2〉, |ψ˜3〉} must be linearly independent. Assume
that these vectors are linearly dependent, i.e., there ex-
ists complex numbers α, β, γ such that |α|+ |β|+ |γ| > 0
and
α|ψ˜1〉+ β|ψ˜2〉+ γ|ψ˜3〉 = 0. (C23)
By the orthogonality condition, Eq. (C22), we have
α− β
2
− γ
2
= 0, (C24)
−α
2
+ β − γ
2
= 0, (C25)
−α
2
− β
2
+ γ = 0, (C26)
which leads to conclusion that α = β = γ. Since at least
one of them is nonzero, all are nonzero. Thus, we have
|ψ˜3〉 = −|ψ˜1〉 − |ψ˜2〉. (C27)
But this means:
3∑
j=1
√
aje
iθj |j〉 = |ψ˜3〉 = −
3∑
j=1
√
aj
(
1 + eiφj
) |j〉. (C28)
Hence,
∀j ∈ {1, 2, 3} : eiθj = − (1 + eiφj) . (C29)
In particular, focusing on the absolute value,
∀j ∈ {1, 2, 3} : cosφj = −1
2
, (C30)
which implies
∀j ∈ {1, 2, 3} : sinφj = j
√
3
2
, (C31)
where j ∈ {−1, 1}. Inserting Eqs. (C30)-(C31) into
Eq. (C20), we obtain
|ψ˜2〉 =
3∑
j=1
√
aj
(
−1
2
+ ji
√
3
2
)
|j〉. (C32)
The overlap 〈ψ˜1|ψ˜2〉 is therefore equal to
〈ψ˜1|ψ˜2〉 =
3∑
j=1
aj
(
−1
2
+ ji
√
3
2
)
= −1
2
+ i
√
3
2
3∑
j=1
ajj . (C33)
Since we know that 〈ψ˜1|ψ˜2〉 = − 12 the imaginary part
must vanish, meaning that
3∑
j=1
ajj = 0. (C34)
But this is only possible if ai are a permutation of(
1
2 ,
1
4 ,
1
4
)
. As we know that aj <
1
2 we arrive at a contra-
diction, which disproves the assumption of linear depen-
dence of {|ψ˜1〉, |ψ˜2〉, |ψ˜3〉}.
We now know that the set {|ψ˜1〉, |ψ˜2〉, |ψ˜3〉} must be
linearly independent but, on the other hand, the Gram
matrix for these vectors reads 1 − 12 − 12− 12 1 − 12
− 12 − 12 1
 . (C35)
It is straightforward to check that it is of rank 2,
which means that vectors {|ψ˜1〉, |ψ˜2〉, |ψ˜3〉} are linearly
dependent. This finishes the proof that orthogonal
{|ψ˜1〉, |ψ˜2〉, |ψ˜3〉} cannot exist.
We now proceed to states with classical version q lying
on the lines connecting the centre of the permutohedron
P34 with the centres of its faces. Without loss of generality
such a point can be expressed by
q =
1
4
(1− 3t, 1 + t, 1 + t, 1 + t), (C36)
with t ∈ [−1/9, 0]. Now, via Lemma 5, we know that the
existence of mutually orthogonal {|ψ1〉, |ψ2〉, |ψ3〉} with
classical version q is equivalent to the existence of a unis-
tochastic matrix
T (q) =
1
4

1− 3t 1− 3t 1− 3t 1 + 9t
1 + t 1 + t 1 + t 1− 3t
1 + t 1 + t 1 + t 1− 3t
1 + t 1 + t 1 + t 1− 3t
 . (C37)
The above family of bistochastic matrices has been stud-
ied in Ref. [24], where the authors showed that for no
values of t ∈ [−1/9, 0] is T (q) unistochastic (see Eq. (33)
of Ref. [24]). Therefore, there cannot exist three orthog-
onal pure states with classical action given by q.
3. Conjectured form of A34
Due to Lemma 5, the problem of finding d−1 orthogo-
nal vectors with the same classical version p is equivalent
to verifying whether a particular bistochastic matrix B,
with the first d− 1 columns given by p, is unistochastic.
By employing the algorithm proposed by Uffe Haagerup
and described in Ref. [36] we numerically verified whether
matrices B corresponding to probability vectors within
the permutohedron P34 are unistochastic, and this way
obtained a numerical approximation of the distinguisha-
bility region A34. Its form suggested the conjecture de-
scribed by Eq. (30) and the supporting evidence is pre-
sented in Fig. 8.
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f1
f2
f3
f4
FIG. 8. Numerical evidence supporting conjectured form
of A34. Cross sections through the permutohedron P34 with 3-
distinguishable states confirmed numerically indicated by red
dots, and the conjectured form of A34, described by Eq. (30),
indicated by blue solid curves.
Appendix D: d+ 1 perfectly distinguishable unitaries
Consider d = p − 1 for prime p and fix a bistochastic
matrix T ,
T =
1
p
(W + 1). (D1)
For d for which T is unistochastic we define U to be
any unitary satisfying U ◦ U = T . Next, we define the
following p diagonal unitaries E(k):
E
(k)
jj = exp
(
2pii(j − 1)k
p
)
. (D2)
Now, p unitaries defined by E(k)UE(k) are all perfectly
distinguishable, since Eq. (55) is satisfied for all k, l (with
E in place of both L and R). More precisely, the condi-
tion given by Eq. (55) reads
0 =
(
d∑
m=1
exp
(
2pii(m− 1)(k − l)
p
))2
+
d∑
m=1
exp
(
4pii(m− 1)(k − l)
p
)
.
Since we sum over all but one p-th roots of the unity, the
right hand side of the above simplifies to
exp
(
4pii(p− 1)(k − l)
p
)
− exp
(
4pii(p− 1)(k − l)
p
)
,
and thus vanishes, as required.
Appendix E: Proof of Proposition 21
Proof. Without loss of generality we can assume that
k = 1, l = 2 and j = 2. Then, columns k and l of T ′,
which we will denote by x and y, are given by
x = (T11, αT22, T31, . . . , Td1)
>
, (E1a)
y = (αT12, T21, αT32, . . . , αTd2)
>
. (E1b)
By assumption, the entries of the above vectors satisfy
the triangle inequality, so that using Proposition 7 we
know that there exist two pairs vectors |ξ〉, |ξ′〉 and
|η〉,|η′〉, such that 〈ξ|ξ′〉 = 0, 〈η|η′〉 = 0 and
|ξk|2 = |ξ′k|2 = xk (E2a)
|ηk|2 = |η′k|2 = yk, (E2b)
where we used standard shorthand notation ξk = 〈k|ξ〉.
We now define bipartite states
|ξˆ〉 =ξ1|11〉+ ξ2|22〉+ ξ3|31〉+ . . .+ ξd|d1〉, (E3a)
|ηˆ〉 =η1|12〉+ η2|21〉+ η3|32〉+ . . .+ ηd|d2〉, (E3b)
with analogous definitions for |ξˆ′〉 and |ηˆ′〉, so that all four
states are mutually orthogonal. Moreover, we introduce
S(t) = |0〉〈0|+ t |1〉〈1| , (E4)
and define another set of bipartite states
|f〉 =1⊗ S
(
1√
α
)
|ξˆ〉, (E5a)
|g〉 =1⊗ S
(
1√
α
)
|ηˆ〉, (E5b)
with analogous definitions for |f ′〉 and |g′〉. Note that
vectors |f〉 and |g〉 are not normalized, but they satisfy
〈f |f〉+ 〈g|g〉 = 2. (E6)
We are now ready to construct channels Φ(1) and
Φ(2) with classical action T by providing their their
Jamio lkowski states,
JΦ(1) =
1
d
(
|f〉〈f |+ |g〉〈g|+
d∑
k=1
d∑
l=3
Tkl |kl〉〈kl|
)
, (E7a)
JΦ(2) =
1
d
(
|f ′〉〈f ′|+ |g′〉〈g′|+
d∑
k=1
d∑
l=3
Tkl |kl〉〈kl|
)
.
(E7b)
One can verify that T is indeed classical action of Φ(1)
and Φ(2) by a direct calculation of the diagonal elements
of JΦ(1) and JΦ(2) .
Moreover, the action of Φ(1) and Φ(2) on one half of an
unnormalized bipartite state |ψ〉,
|ψ〉 = |00〉+√α|11〉 = 1⊗ S(√α)|Ω〉, (E8)
maps it to two orthogonal states. To see this, let us
calculate it explicitly,(
Φ(1) ⊗ I
)
(|ψ〉〈ψ|)
=
(
Φ(1) ⊗ I
) [
(1⊗ S(√α)) |Ω〉〈Ω| (1⊗ S(√α))]
=
(
1⊗ S(√α)) (Φ(1) ⊗ 1) (|Ω〉〈Ω|) (1⊗ S(√α))
=
(
1⊗ S(√α) dJΦ(1) (1⊗ S(√α))
=
(
1⊗ S(√α)) (|f〉〈f |+ |g〉〈g|) (1⊗ S(√α))
= |ξˆ〉〈ξˆ|+ |ηˆ〉〈ηˆ| , (E9)
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and, through analogous calculation, we also get(
Φ(2) ⊗ I
)
(|ψ〉〈ψ|) = |ξˆ′〉〈ξˆ′|+ |ηˆ′〉〈ηˆ′|. (E10)
Since |ξˆ〉, |ξˆ′〉, |ηˆ〉 and |ηˆ′〉 are all mutually orthogonal,
we conclude that channels Φ(1) and Φ(2) are perfectly
distinguishable.
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