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Jan van Leeuwen, ed., Handbook of Theoretical Computer Science. Volume A: Algo- 
rithms and Complexity Volume B: Formal Models and Semantics (Elsevier, Amster- 
dam, Netherlands/ The MIT Press, Cambridge, MA, 1990). 
It is a pleasure to review this fine series of theoretical computer science articles in 
the Handbook. Obviously a review of this size cannot cover all the topics in a book of 
such size (about 2300 pages) and such variation. An attempt o review the Handbook 
chapter by chapter appeared to be far beyond the acceptable bounds. 
In the preface, J. van Leeuwen acknowledges that the aim of the Handbook is “to 
provide a wide audience of professionals and students in Computer Science and related 
disciplines with an overview of the major results and developments in the theoretical 
exploration of these issues to date.” Even a glance through the Handbook convinces the 
reader that the aim is achieved with significant success in spite of the fact that Theoretical 
Computer Science tends to become a boundless area with researchers attempting to 
solve ever-growing problems coming from other fields and absorbing their methods. 
The Handbook collects for the first time most of the essential results in Theoretical 
Computer Science. As a whole, the overviews presented in the Handbook are profound, 
thoroughly written, interesting and they contain materials filtered and scattered over a 
variety of sources. They are aided with up-to-date and quite extensive references. Some 
of the chapters gladden the reader with lists of open problems. Each of the volumes 
contains a subject index. 
The Handbook is published perfectly and is relatively free of typographical errors, 
and those that do occur are mostly harmless. 
The merits of the book under review are quite obvious, so let us focus on some gaps. 
Volume A 
Volume A covers a wide spectrum of materials concerning models of computation (in- 
cluding parallel ones), resource bounded computations, algorithmic (in a wide sense) 
problems in graphs, pattern matching, number theory, geometry, motion planning in 
robotics, algebraic as well as circuit complexity theory, Kolmogorov complexity, reduc- 
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tion concepts, data structures, cryptography, models of VLSI, algorithm analysis, and 
many other topics. 
The chapter devoted to computational geometry (CG) contains a list of seven open 
problems concerning CG, the chapter devoted to algebraic complexity contains seventeen 
open problems spread in the text, and the chapter on parallel algorithms for shared- 
memory machines ends with a list of eleven open problems. 
Machine-independent complexity theory is presented very briefly and the most recent 
results concerning the effective speed-up are omitted. 
In the chapter devoted to Kolmogorov complexity and its applications, the investiga- 
tions of I? Martin-Liif on random tests, playing one of the central roles in the develop- 
ments concerning Kolmogorov complexity, are omitted although they are cited. Results 
of former Soviet Union researchers on Kolmogorov complexity are hardly avaible to the 
readers in their original form because of language difficulties as well as A.A. Markov’s 
school’s constructive style peculiarity. Unfortunately, many of these results are missing. 
Volume B 
Volume B covers a wide field of material concerning automata theory (on finite as 
well as infinite objects), formal languages, rewrite systems, logic programming, semantic 
domains, and so on. 
Unfortunately, the reader of the chapters dealing with type systems will not find 
models based on Yu.L. Ershov’s fc-spaces (see, for example, Theory of Enumerations 
(Nauka, Moscow, 1975) (in Russian), or 2. Math. Logik Grundl. Math. 21 ( 1975)). 
Some of the relatively old investigations made in other disciplines have not lost 
their significance for Theoretical Computer Science till now. In my opinion, the result 
of D. Nelson (Recursive functions and intuitionistic number theory, Trans. AIMS 61 
(1947) 307-368) which demonstrates one more link between logic and computation, 
should have his noteworthy place in the chapter devoted to logic programming. The same 
could be said for G. Kreisel’s no-counterexample interpretation (On the interpretation 
of nonfinitist proofs, J. Symbolic Logic 16 ( 195 1) 241-267). 
In the chapter devoted to algebraic specification, the author has made a small slip 
in the proofs of Lemma 5.3.5 and Theorem 5.3.6 (pp. 726-729), the case of nowhere 
defined functions is missing (no primitive recursive function can enumerate the empty 
set), but it is easy to complete these proofs. 
The chapter devoted to denotational semantics contains no information on the language 
of sigma-expressions (see, for example, S.S. Goncharov and D.I. Sviridenko, Sigma- 
programming, in: Computing Systems 107 (Novosibirsk, 1985)) and other papers in the 
same series). 
The length of the chapter devoted to methods and logics for proving programs could 
have been cut in half, with great gain in clarity. 
A serious oversight, in my opinion, is the fact that an overview on programming 
proofs, or program synthesis is not provided. 
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There are some redundant repetitions of essentially the same material in the Handbook. 
For example, the properties of CPOs and continuous functions and their fixed point have 
their reasonable place in the chapters. 
The Handbook could be the best place to arrange the terminology of Theoretical 
Computer Science. As an example a widespread confusion in the use of the terms 
“Tarski Theorem” (on complete lattice of fixpoints) and “Knaster-Tar&i Theorem” ( ?) 
may be considered: both terms are used when the subject is “Knaster Theorem” (on 
existence of fixpoints) (see, Une theoreme sur les fonctions d’ensembles, Ann. Sot. 
Polon. Math. 6 (1927) 133-134). 
Perhaps, a great opportunity was missed by not providing a list of open problems in 
the Handbook. 
These are the words I ought to say with an optimistic hope that the next version of 
the Handbook will be more perfect. 
Nevertheless, the Handbook is a unique presentation of theoretical computer science 
and is highly recommended to those interested in it. So enjoy it as I did. 
Hrant. B. MARANDJAN 
institute for Informatics and Automation Problems 
Academy of Sciences 
Yerevan, Armenia 
Jorge Lobo, Jack Minker and Arcot Rajasekar, Foundations of Disjunctive Logic 
Programming (MIT Press, London, 1992), Price $60.75. 
Positive logic programming is a fragment of first-order logic enjoying nice com- 
putational and model-theoretic properties. These are essentially the completeness of a 
variation of linear resolution ( SLD-resolution) and the existence of a minimal Herbrand 
model, computable as least fixpoint of an immediate consequences operator. These prop- 
erties are the basis of the well-known interpretation of this fragment as a programming 
language. The expressive power of positive logic programs has been improved by al- 
lowing to use a form of default negation (normal logic programs) and other logical 
connectives in the clause bodies. Still the basic computational properties of positive 
logic programs can be shown to hold. The basic constraint is therefore on the structure 
of the clause heads, which are always forced to be (positive) atoms. Many people in 
the logic programming community believe this to be an essential constraint. Namely, if 
we relax the strong constraint on the clause heads, we are going to lose all the nice 
properties of logic programs. 
The theory of disjunctive logic programs, developed by Jack Minker’s group over 
several years, shows that this is not really the case. By using clauses with disjunctive 
heads we can represent indefinite knowledge, while preserving most of the properties 
of positive logic programs. In particular, there exists still a complete linear resolution 
strategy (SLI-resolution). Moreover the minimal Herbrand model can be replaced by 
