The purpose of this paper is to present an itertaive regularization method of zero order for finding a common element of the solution set for a variational inequality problem involving a Lipschitz continuous monotone mapping A 0 and for a finite family of λ i strictly pseudocontractive mappings {T i } N i=1 from a closed convex subset C into Hilbert space H.
INTRODUCTION
Let H be a real Hilbert space with the scalar product and norm denoted by the symbols ., . and . , respectively, and C be a closed convex subset in H. Denote the projection of x ∈ H onto C by P C (x). A mapping A 0 of C into H is called monotone if
for all x, y ∈ C. The variational inequality problem is to find u * ∈ C such that
for all x ∈ C. The set of solutions of the variational inequality problem is denoted by V I(C, A 0 ). A mapping T of C into H is called λ pseudocontractive in the terminology of Browder and Petryshyn [3] , if there exists a number λ ∈ [0, 1) such that
where I is the identity operator in H. This inequality is equivalent to (I − T )(x) − (I − T )(y), x − y ≥ 1 − λ 2 (I − T )(x) − (I − T )(y) 2 .
Therefore, the operator I − T is (1 − λ)/2 inverse strongly monotone (hence monotone) and Lipschitz continuous with the Lipschitz constant 2/(1 − λ). Clearly, when λ = 0, T is nonexpansive, i.e.,
, the domain of definition of T . It means that the class of λ strictly pseudocontractive mappings strictly includes the class of nonexpansive mappings. Denote by F (T ) the set of fixed points of the operator T in C, i.e.,
The problem investigated in this paper is to find an element
which is assumed to be nonempty. The case, when A 0 is α 0 inverse strongly monotone, i.e.,
for x, y ∈ C, N = 1 and T 1 is nonexpansive, is sudied in [10] where it is proved the following theorem. 
Let {x n } be a sequence generated by
Then, in [7] this algorithm is developed in connection with the extragradient method [5] for the case when A 0 only is monotone and Lipschitz continuous. Since a nonexpansive mapping is 0 strictly pseudoconstractive, then the considered case in [7, 10] is a particular one of our problem. The case A 0 ≡ 0 is considered in [6] and [11] with N = 1 and N > 1, respectively. On the other hand, for solving the variational inequality problem (1.1) Bakushinskii in [1] studied the following iterative regularization process
and proved the result. 
Suppose that β n , α n satisfy the following conditions:
In this paper, by introducing the Tikhonov regularization process we consider the generation of (1.3) for problem (1.2) with that A 0 is monotone and Lipschitz continuous operator with Lipschitz constant L and T i is λ i pseudocontractive mapping.
Later, the strong and weak convergences of any sequence are denoted by → and , respectively.
Main results.
Let F be a bifunction from C × C to R. The equilibrium problem for F is to find u * ∈ C such that
Assume that the bifunction F satisfies the following set of standard properties.
Condition 2.1
The bifunction F is such that:
We formulate the following facts in [2] , [4] , [8] , [9] which are necessary in the proof of our results. 
then U * contains a unique element. Lemma 2.1 Let {a n }, {b n }, {c n } be the sequences of positive numbers satisfying the conditions:
Then, lim n→+∞ a n = 0.
Lemma 2.2 Assume that T is a pseudocontractive self-mapping of a closed convex subset C of a Hilbert space H. If T has a fixed point, then I − T is demiclosed at zero
; that is whenever {x n } is a sequence in C weakly converging to some x ∈ C and the sequence {(I − T )(x n )} strongly converges to zero, it follows (I − T )(x) = 0.
We construct the Browder-Tikhonov regularization solution u α by solving the following variational inequality problem: find u α ∈ C such that
where α → 0, is the regularization parameter.
We have the following results.
Theorem 2.1 (i) For each α > 0, problem (2.2) has a unique solution u α . (ii)
lim α→0 u α = u * , u * ∈ V I(C, A 0 ) ∩ F, u * ≤ y y ∈ V I(C, A 0 ) ∩ F. (iii) u α − u β ≤ |α − β| α u * .
Proof.(i) Set
Then, problem (2.2) is equivalent to that: find u α ∈ C such that
where
It is not difficult to verify that F i , i = 0, ..., N, all are the bifunctions. Therefore, F α (u, v) also is a bifunction, i.e. F α (u, v) satisfies condition 2.1, and strongly monotone with constant α > 0. Hence, (2.3) (consequently (2.2)) has a unique solution u α for each α > 0.
(ii) Now we shall prove that
.., N, and
This fact, u α is the solution of (2.3) and the properties of F i give
Since C is closed in the norm and convex, then C is weak closed. Hence, u * ∈ C. We prove that u * ∈ V I(C, A 0 ). From (2.3) and the properties of F i , i = 1, ..., N, it follows
After passing k → ∞, we obtain F 0 (v, u * ) ≤ 0 for any v ∈ C. By virtue of the proposition 2.1, we have u
On the other hand, since
then from (2.5) and the (1 − λ i )/2 inverse strongly monootne property of A i it follows
From lemma 2.2 it implies that u * ∈ F (T i ). Since the closed convex set V I(C, A 0 ) ∩ F has only one element with the minimal norm , then from (2.4) it follows that all sequence {u α } converges to u * . (iii) From (2.1), (2.3) and the monotone property of A i it follows
for each α, β > 0. Theorem is proved.
Remark. Obviously, if u α k →ũ, where u α k is the solution of (2.1) with
Now, consider the iterative regularization method of zero order
Theorem 2.2
Proof. Let u n be the solution of (2.2) when α = α n . Then,
where due to the nonexpansive property of P C , the monotone and Lipschitz continuous properties of A i , i = 0, ..., N, (2.6) and (2.7) we can write
Thus,
Therefore,
Thus, applying the inequality (a + b)
2α n β n (1 + 1 2 α n β n ).
It is not difficult to check that b n and c n satisfy the conditions in lemma 2.1 for sufficiently large n. Hence, lim n→+∞ Δ 
