Recursive estimation of nonlinear dynamical systems is an important problem that arises in several engineering applications. Consistent and accurate propagation of uncertainties is important to ensuring good estimation performance. It is well known that the posterior state estimates in nonlinear problems may assume non-Gaussian multimodal densities. In the past, Gaussian filters and particle filters were introduced to handle non-Gaussianity and nonlinearity. However, these methods have seen only limited success as most filters attempt to fix the number of modes during the estimation process, and the particle filters suffer from the curse of dimensionality. In this paper, we propose a particle based Gaussian filtering approach for the general nonlinear estimation problem that is free of the particle depletion problem inherent to most particle filters. We employ an ensemble of randomly sampled states for the propagation of state probability density. A Gaussian mixture model of the propagated uncertainty is then recovered by clustering the ensemble. The posterior density is obtained subsequently through a Kalman measurement update of the mixture modes. We prove the weak convergence of the PGM density to the true filter density assuming exponential forgetting of initial conditions by the true filter. The performance of the proposed filtering approach is demonstrated through several test cases and is extensively compared to other nonlinear filters.
I. INTRODUCTION
Rapid advances in the fields of control and automation has made it necessary to be able to estimate the state of a numerous variety of dynamical systems. As a result, there is growing interest in the recursive and computationally efficient algorithms for estimating the state and associated uncertainty in higher dimensional nonlinear systems. The Kalman filter was proposed as the unbiased minimum variance estimator for linear dynamical systems perturbed by additive Gaussian noise [1] , [2] . The extended Kalman filter (EKF) was introduced to incorporate nonlinear systems into the Kalman filtering framework [3] . However, the limitations of the Jacobian linearization assumptions and the accumulation of linearization errors often resulted in the divergence of EKF estimates. The Unscented Kalman Filter (UKF) and the broader class of sigma point Kalman filters provided a derivative free alternative to the EKF [4] , [5] . Both EKF and UKF approximate the posterior pdf with a single Gaussian pdf. However, the state pdf in a general nonlinear filtering problem can be non-Gaussian and multimodal. A Gaussian mixture approximation of the state pdf was proposed to incorporate the multimodality of the problem in nonlinear settings [6] , [7] . These approaches however had a major shortcoming as the number of Gaussian components were kept constant through out the estimation process. Also the component weights were 978-0-9964527 -4-8©2016 ISIF updated only during the measurement update. Approaches to adapting the weights of individual Gaussian modes by minimizing the propagation error committed in the GMM approximation have been proposed recently [8] . A different approach to improving the accuracy of GMM filters is by splitting the Gaussian components during the propagation based on nonlinearity induced distortion [9] . Both of these approaches require frequent optimizations, or entropy calculations, to be performed during the propagation, which significantly add to the overall computational requirement.
The particle filters (PF) are a class of sequential Monte Carlo methods that employ an ensemble of states known as particles to represent the state pdf [10], [11] . These states are sampled from the initial pdf and propagated forward in time based on the nonlinear system model. The measurement updates are performed by assigning weights to individual particles which may then be resampled. The PF does not enforce restrictive assumptions on the nature of dynamics or pdf. Quite often, the measurement updates in particle filters result in weight degeneration wherein a significant fraction of particles lose their importance weights. This problem, termed the "particle depletion" is a major shortcoming of the particle filters as it requires the number of particles to be increased exponentially with the dimension of state space [12] . Particle based approaches such as the Ensemble Kalman filter (EnKF) and the Feedback particle filter (FPF) that forego the resampling based measurement update have been demonstrated to be effective in higher dimensional filtering problems involving unimodal pdfs [13] , [14] .
In this paper, we propose a particle Gaussian mixture filter (PGMF), addressing the general multimodal nonlinear filtering problem. The PGMF design is inspired by a previous work on a UKF-PF hybrid filter that was proposed for space object tracking [15] . The PGMF employs an ensemble of states for performing the uncertainty propagation. A functional form of the propagated pdf is then recovered as a Gaussian mixture model by clustering the states. The posterior pdf is obtained by performing a Kalman measurement update on the GMM. The PGMF is conceived to keep track of the nonlinear uncertainty propagation without performing any additional optimization and splitting operation during the propagation step. As the posterior pdf is obtained without employing the particle measurement update, the PGMF is not prone to the particle depletion problem and the associated curse of dimensionality. As the additional clustering step is performed only during the measurement update step, the PGMF is especially suitable for filtering in the sparse measurement scenario.
The remainder of this article is organized as follows. An introductory discussion on mixture model and clustering is given in section II. The PGM filter algorithm, and an associated convergence result, are presented in section III. The PGM filter is applied to three test cases and compared extensively with the PF, the UKF and the EnKF in section IV.
II. PRELIMINARIES: MIXTURE MODEL FILTERING
Let the state of the dynamical system of interest be denoted by x E ~d. We assume that the state of the system evolves according to a Markov chain whose transition density is specified by p(x' lx ), and assumed to be known. We also obtain measurements of the state at discrete times n and the observation model is specified by the following:
where {vn } is a discrete time Gaussian white noise process with zero mean and covariance Rn. Let 1fn-1(X) denote the pdf of the state after the measurement Zn-1. Then, the prediction of the pdf before the measurement Zn at time n (the predicted prior pdf) is given by:
Further, after measurement Zn is received, the pdf of the state is updated according to Bayes rule as (the posterior pdf):
1f n (x) = p(zn l x )1f;;-(x) J p(zn lx')1f':;: (x')dx" (3) p( Z Ix ) is the measurement likelihood function and can be inferred from the measurement model above. The prediction and the update steps above are the key steps to any recursive filtering algorithm. Let us assume that a mixture representation has been chosen for the predicted and posterior pdfs. In particular, let:
where pi (.),Pi (') are standard pdfs, and {Wi (n)}, {wi(n)} are positive sets of weights that both add up to unity. The prediction equation for the mixture model then boils down to the following: M(n-1) 1f;;-(x) = L wi(n -1) j p(X IX')1fi,n-1(X')dx'. (5) i=l " -v -" , , wi(n) Explicitly, the mixture prediction step can be split into the following two steps: wi (n) = wi(n -1) " (6) P~n (x) = jp(XIX')Pi,n-1(X')dX'. (7) Given an observation Zn, the prior mixture 1f;:;-(x) is transformed into the posterior mixture 1f n (x) as follows:
Define the likelihood that Zn comes from the ith mixture component as: (9) Rearranging the above mixture expression using the definition of the component/ mode likelihood gives us:
The above expression shows that the measurement update has a hybrid nature, a standard update of the individual modes of the mixture with the measurement Zn, and a discrete Bayesian update of the mode weights using the mode likelihoods li (n).
Note that the mode likelihoods are the Bayes' normalization factors for the individual modes. Explicitly, we delineate the discrete and continuous updates of the mixture model below:
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Pi,n (X) = li (n)' . (12) It behooves us to take a closer look at the hybrid prediction equations 6 and 7 as well as the hybrid update equations 11 and 12. Let us assume that we have fixed the form of the mixture model to a Gaussian Mixture Model (GMM), i.e., the posterior pdf at time n -1 can be represented by the GMM:
where Q(x; fL , P) represents the Gaussian pdf with mean fL and covariance P. Consider first the prediction equations. Note that from the way it has been written, the number of mixture components at time n -l, M(n-l), is the same as the number of mixture components of the prediction at time n, M-(n) . However, this assumes that the prediction of the ithGaussian component 1fi,n-1 of the posterior pdf at time n -1 remains a single Gaussian at time n, 1f in ' However, this is, in general, not true. The number of mix' ture components necessary to approximate the state pdf may vary from one time step to the other. For example, consider the nonlinear dynamical system 
where r(t) is a white noise process. In figure a, the locations of 200 particles sampled from the initial pdf 7ro (x)
as they evolve through the dynamics of the system are seen to separate into two distinct modes as time progresses. Hence, in order to use mixture models for prediction, we have to find a way to deal with time varying number of GMM components. Next, let us consider the measurement update equation 12.
Since the prior component is Gaussian, and the update Eq. 12 could be done simply using the Kalman/ least squares update, i.e.,: (16) Pi (n) = Pi-(n) -Pi~Z~(n)Pi~Z~(n)Pi~Z~(n), (17) where Pi,
and Edf(X) ] represents an expectation of the function f(X) with respect to the random variable X where X rv Q(x ; J1i (n), Pi-(n)). However, similar to the prediction case, in general, a single predicted Gaussian component can split into multiple modes after the update 12. An illustration of this is given in figure. 1 
An ensemle for the posterior pdf 7r( xlz ) is obtained through resampling and is seen to split into two separate modes. Hence, just as in the prediction step, there is a need to deal with the time varying number of GMM components after an update.
For ease of treatment and clarity of exposition, we shall not consider the measurement update aspect of the GMM filtering problem in this paper, which will be treated in a companion paper. Hence, we make the following assumption for the remainder of the paper. Assumption 1. We shall assume a Gaussian mixture representation for the predicted and posterior filtered densities. Further; we assume that given a predicted mixture component at time n, Q ( x; J1i (n), P i -(n)), the update Eq. 12 after an observation Zn is approximated arbitrarily well by the Least Squares/ Kalman update Eq. 16-17.
III. THE PARTICLE GAUSSIAN MIXTURE (PGM) FILTER
In this section, we first present the PGM filter. We also discuss the computations involved in the actual implementation of the PGM filter in detail. The basic assumption underlying the PGM algorithm is that the predicted prior and posterior filter densities can be represented using a GMM. In particular, let:
In general, M -(n) and M (n) need not be the same, however, owing to Assumption 1, they are assumed to be equal for the purposes of this paper. For instance, given a linear measurement function, this is true. The PGM filtering algorithm is composed of three basic steps that are described below. l)Sampling: The PGM filter assumes the availability of the Markov transition kernel p(xlx') using which it can draw samples of the next state x given that the current state is x' . The first step in the PGM algorithm is the use of the transition
1) Sample Np particles X(i) from from 7rn -1 and the transition kernel p(x' lx ) as follows:
2) Use a clustering algorithm C to cluster the set of particles 2)Clustering: Then, we use a clustering algorithm C to partition the set of points into M -(n) different clusters whose means and covariances can be evaluated using sample averaging. Clustering is a field of Machine learning termed as Unsupervised Learning [16] , [17] . In the experimental results presented in this paper, we use the simple k-means clustering algorithm [18] , which is computationally very inexpensive while still being able to give good results for well separated clusters. Once the vectors Xi are assigned into different clusters, an M mode GMM describing the set S may be derived as follows.
Here :n. (.) represents the indicator function.
3) Measurement update: Incorporate the measurement information by updating the means and covariances of all M modes individually using a least squares/ Kalman measurement update. Also update the mixture weights using the mode likelihoods li (n) as in Eq. 11. In the present work we have considered two different approaches to computing the covariance terms(Pi ,zx(n + 1), Pi, zz(n + 1)) and the expectations (Ei (h(X») required for performing the Kalman update.
(a) Update I(PGM filter 1): In this approach, we compute the statistics of the posterior random variable with the unscented transform using a set of of 2d + 1 sigma points that are distributed symmetrically. The covariance terms and the expectations required for computing the Kalman gain and posterior statistics are then computed as the weighted sample averages from the sigma points. (b) Update 2 (PGM filter2): In this approach, the covariances and cross covariances required for computing the gain matrix are evaluated directly from the particles. Let
Xj ,n+ l " ", Xj ,n+ l ' ... ,Xj,n+ l enote t e set of particles that form the jth cluster. Then the mean and covariance terms required for updating the cluster j are assigned the corresponding sample averages computed from S~;+ l'
Recursive implementation of the prediction, clustering and update steps as described here constitutes the PGM filter. However, we have included the following additional steps in the practical implementation of the filter with the aim of improving performance.
Naive k-means clustering: The k-means approach requires the total number of clusters to be specified externally. To work around this limitation, we have implemented a naive strategy which only requires the upper bound M;;"ax (n + 1) as the external input instead of M -(n + 1). We define the likelihood agreement measure (Lmes ) [9] as the measure of fitness of the parametric model Ba in describing the dataset S. Let (NpMdi) where Np is the number of particles to be clustered, d the dimensionality of the state space, M the number of clusters and i is the number of iterations [19] . Implementing the naive clustering strategy as described here will result in a quadratic time complexity in M;;"ax(n + 1).
Merging: Depending on the clustering scheme, dynamics and measurement models, one may observe several closely distributed mixture modes in the posterior pdf. The components that are located sufficiently close may be merged to obtain a GMM with well separated modes. A similar situation may arise when the clustering scheme assigns a complex model to describe the data due to overfitting. To identify the right modes to be merged, we define the following normalized error metric [20] as a measure of similarity between modes i and j.
Clearly, D(i , j) = 0 when the components i,j are identical and D( i, j) = 1 when they are completely dissimilar. Mixture modes that are closely spaced, can be merged whenever the value of normalized error metric falls below a predetermined tolerance (tol). In the present study, we have chosen this tolerance to be tol = 0.01. Let iI, ... ,ik be the indices of the mixture modes that are to be merged. Then the mixture parameters of the new Gaussian component obtained after merging is given by
It can be shown that under the condition of exponential forgetting of initial conditions by the true filter, the PGM filter density converges weakly to the true filter density [21] .
IV. NUMERICAL EXAMPLES
In this section, the particle Gaussian mixture filter is applied to three test case problems to evaluate the filtering performance. Other nonlinear filters such as the UKF and PF are also simulated for comparison. For the PF, a sequential importance resampling (SIR) design is considered. The estimation results are assessed for accuracy, consistency and informativeness. A description of the metrics used to compare the filter performance in each of the aforementioned categories is provided below. 1) Accuracy: A Monte Carlo averaged root mean squared error (Erms (t)) is considered for evaluating the accuracy of the estimates. 2) Consistency: The consistency of the filtered pdf is examined using the normalized estimation error squared (NEES) test. For a unimodal state pdf, the NEES test is evaluated using the X 2 test statistic ((3j,t) given by
(3j,t = (xj(t) -P,J(t)f(Pj(t)) -l(X j (t)pj(t)). (27)
The term pj (t) in the above expression represents the distributed, the product N M o (3t has a X2 distribution with dN M 0 degrees of freedom. Hence, the consistency of the filtered pdf can be tested by determining whether (3t falls within probable bounds determined from the corresponding X2 random variable. For the multimodal filters, the NEES test statistic is computed from the GMM using the mean and covariance of the most likely mode,i.e. , ((3t ) is computed from this expression as
Mo j=l
It can be shown that when the state vector x E ~d is normally
Consider the discrete time nonlinear dynamic system given by
X k 25xk
Xk + 1 = -2 + ( 2) + 8 cos(1.2k) + Vk
A measurement model aiding the estimation of the system is specified as
The process noise term Vk and measurement noise term nk are assumed to be independent zero mean Gaussian random variables with covariances Q = 10 and R = 1 respectively. Two variants of the PGM filter, an SIR filter and a UKF are simulated to estimate the test case 1 system for a duration of 52 time steps over 50 Monte Carlo runs. The initial state of the system is assumed to distributed as Po(x ) = N(O, 2) .
Measurements are recorded at every other instant. The SIR and the PGM filters are implemented with a set 50 particles. The upper bound on the number of mixture components M max is set to be 2. The parameter values used in the implementation of the UKF may be found in Table I . where li U bO.99((3t ) is the indicator function which equals 1 when (3t < UbO.99 and zero otherwise. The results presented in table II clearly show that the PGM filter implementations offer the most accurate, consistent and informative estimates among all the filters that were tested.
B. Example 2
In this example, the PGM filters are employed in the estimation of a 3 dimensional Lorenz 63 model for atmospheric convection. The noise perturbed dynamics of the Lorenz 63 system is described the the following set of equations, Xl = a( -Xl + X2), a = 10 X2 = (3X l -X2 -XIX 3, (3 = 28 X3 = -'YX3 + XIX2 + r(t), "( = 8/ 3 
Fig. 2 : Example 1 Results
A scalar nonlinear measurement model(zk) is considered which is given by
The process and measurement noise covariances are both set be equal to 1. The initial state of the system is characterized by the bimodal pdf The state of the system is updated at a time step 6.t = O.Ols.
The measurements are recorded at the interval of ten time steps. The two variants of the PGM filter, the PF and a conventional Gaussian mixture UKF are employed in the estimation of the Lorenz63 system. The PGM filters and the SIR filter are implemented with 300 particles and M max is set be 2. The UKF is implemented using the parameters listed in 
C. Example 3
In this test case, The PGM filters are employed in the estimation of a Lorenz96 system. The noise perturbed dynamics 
where i = 1,2, ··· ,40. The term F represents a constant external forcing. In the present work, we set F = 8. The covariance of the zero mean Gaussian white noise is assumed to be Q = 10-2 . A linear measurement model is employed in the estimation of the Lorenz96 system and it is defined as,
where H E IR2ox 40. The measurement noise is assumed to be a zero mean Gaussian random vector with a covariance R = 10-2 hOx20 where Ii,j = (\,j' The initial state pdf is given by 
V. CONCLUSIONS
A novel Gaussian mixture-particle PGM algorithm for nonlinear filtering has been presented. During the prediction step, the PGM filter uses an ensemble of particles to propagate the prior uncertainty. The propagated ensemble is clustered to recover a GMM representation of the propagated pdf. Measurements are incorporated through a Kalman update of the mixture modes to arrive at the posterior pdf. The PGM approach allows the number and weight of mixture components to be adapted during propagation unlike the conventional mixture filters. Additionally, the PGM is not prone to the curse of dimensionality associated with particle measurement updates. The PGM filter density is shown to converge weakly to the true filter density under the condition of exponential forgetting of initial conditions by the true filter. The PGM filter is employed in three test cases to evaluate the etimation performance. It is demonstrated that the PGM filter offers superior estimation performance in comparison to UKF, PF and a mixture UKF. The PGM filter is demonstrated to be capable of tracking the 40 dimensional lorenz 96 system wherein the PF suffers particle depletion. The design of a PGM filtering scheme that incorporates splitting of mixture modes during the measurement update is a goal of future work. Further, the effect of the clustering scheme on the PGM filter needs to be rigorously evaluated.
