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ABSTRACT

COMPACT REPRESENTATIONS OF UNCERTAINTY
IN CLUSTERING
FEBRUARY 2021
CRAIG GREENBERG
B.M.A., VANDERBILT UNIVERSITY
B.A., UNIVERSITY OF PENNSYLVANIA
M.Sc., JOHNS HOPKINS UNIVERSITY
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Andrew McCallum

Flat clustering and hierarchical clustering are two fundamental tasks, often used
to discover meaningful structures in data, such as subtypes of cancer, phylogenetic
relationships, taxonomies of concepts, and cascades of particle decays in particle physics.
When multiple clusterings of the data are possible, it is useful to represent uncertainty
in clustering through various probabilistic quantities, such as the distribution over
partitions or tree structures, and the marginal probabilities of subpartitions or subtrees.
Many compact representations exist for structured prediction problems, enabling
the efficient computation of probability distributions, e.g., a trellis structure and
corresponding Forward-Backward algorithm for Markov models that model sequences.
However, no such representation has been proposed for either flat or hierarchical

viii

clustering models. In this thesis, we present our work developing data structures and
algorithms for computing probability distributions over flat and hierarchical clusterings,
as well as for finding maximum a posteriori (MAP) flat and hierarchical clusterings,
and various marginal probabilities, as given by a wide range of energy-based clustering
models.
First, we describe a trellis structure that compactly represents distributions over
flat or hierarchical clusterings. We also describe related data structures that represent
approximate distributions. We then present algorithms that, using these structures,
allow us to compute the partition function, MAP clustering, and the marginal probabilities of a cluster (and sub-hierarchy, in the case of hierarchical clustering) exactly.
We also show how these and related algorithms can be used to approximate these
values, and analyze the time and space complexity of our proposed methods. We
demonstrate the utility of our approaches using various synthetic data of interest as
well as in two real world applications, namely particle physics at the Large Hadron
Collider at CERN and in cancer genomics. We conclude with a brief discussion of
future work.
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INTRODUCTION

Probabilistic models provide a rich framework for expressing and analyzing uncertain data because they provide a full joint probability distribution rather than an
uncalibrated score or point estimate. There are many well-established, simple probabilistic models, for example Hidden Markov Models (HMMs) for modeling sequences.
Inference in HMMs is performed using the forward-backward algorithm, which relies
on an auxiliary data structure called a trellis (a graph-based dynamic programming
table). This trellis structure serves as a compact representation of the distribution
over state sequences. Many model structures compactly represent distributions and
allow for efficient exact or approximate inference of joint and marginal distributions.
(Flat) clustering is a fundamental unsupervised learning task, used in myriad
applications. Classic clustering algorithms and even modern ones, however, only
provide a point estimate of the “best” partitioning according to some metric. While
this is sufficient in some cases, many applications require a method to quantify
the uncertainty in the provided point estimate, e.g., when selecting a clusterings
from among datasets to present a human labeler, it is necessary that the clustering
scores in each dataset be calibrated to enable the selection. Furthermore, normalized
probabilities often prove to be beneficial over point estimates even in applications where
point estimates are technically sufficient, e.g., [64]. In addition, in many applications,
there are other partitions of the data that are nearly as good as the best one. Therefore
representing uncertainty in clustering can allow one, for example, to chose the most
interpretable clustering from among a set of nearly equivalent options.
Similarly, hierarchical clustering algorithms are used to discover meaningful structures, such as phylogenetic trees of organisms [44], taxonomies of concepts [17],
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subtypes of cancer [65], and jets in particle physics [10]. Among the reasons that
hierarchical clustering has been found to be broadly useful is that it forms a natural
data representation of data generated by a Markov tree, i.e., a tree-shaped model
where the state variables are dependent only on their parent or children. Additionally,
hierarchical clusterings can be used to represent alternative flat partitions of a dataset.
Representing discrete distributions can be rather challenging, since the size of the
support of the distribution can grow extremely rapidly. In the case of HMMs, the
number of sequences that need to be represented is exponential in the sequence length.
Despite this, the forward-backward algorithm (i.e., belief-propagation in a non-loopy
graph) performs exact inference in time linear in the size of the sequence multiplied
by the square of the size of the state space. In the case of clustering, the problem is
far more difficult. The number of (flat) clusterings of N elements, known as the Nth
Bell number [2], grows super-exponentially in the number of elements to be clustered.
For example, there are more than a billion ways to cluster 15 elements. The case, of
hierarchical clustering is worse still, with the number of hierarchies of N elements
equal to (2N − 3)!!, resulting in more than 200 trillion ways to create hierarchies of
15 elements. An exhaustive approach would require enumerating and scoring each
clustering.
In this thesis, we present data structures for computing probability distributions
and inference in clustering models: the cluster trellis, sparse trellis, and slab tree. We
also present algorithms that use these structures to compute probability distributions
over flat and hierarchical clusterings, as well as for finding maximum a posteriori
(MAP) flat and hierarchical clusterings, and various marginal probabilities, as given
by a wide range of energy-based clustering models. Using these data structures and
algorithms, we are able to compute each of these various values exactly. Something
appealing about exact solutions is that they actually solve the problem as posed.
Exact solutions also have the nice property that no approximation method can ever
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output a better answer, no matter how long the approximation method is allowed
to run. It’s also worth noting that there are applications where solving the problem
exactly is of extreme benefit, for example when evaluating data models. For cases
where approximations will do, it is also possible to use the presented data structures
and algorithms to provide approximations of these values, which we also describe in
this thesis.
The cluster trellis, or simply trellis, on a dataset, X, is a directed acyclic graph
(DAG) where there is a vertex for each element of the power set of X, P(X). There is
an edge between pairs of vertices, Vi and Vj if the cluster corresponding to Vi is a
maximal strict subset of the cluster corresponding to Vj .
The cluster trellis can be sparsified by leaving out some of the vertices and edges,
which can be desirable for efficiency or to encode hard constraints. We refer to any
such trellises as a sparse trellis. The tree structures used in hierarchical clustering are
a commonly known example of a sparse trellis, which we refer to as tree-structured
sparse trellises.
The slab tree is a data structure we’ve developed to approximate distributions
over clusterings, inspired by spike and slab models. It is a tree-structured sparse
trellis where each vertex is augmented with a "slab" value. These slab values are
used to assign probability mass to clusters not present in the tree. We demonstrate
that this substantially improves a tree-structured sparse trellis’s ability to faithfully
represent a distribution over clusterings. Interestingly, the slab tree is able to take
an approximation of the partition function, and assign approximate probabilities to
clusterings such that sum of these approximate values still sum to 1.
Our algorithms for computing the partition function, MAP clustering, and various
marginals using cluster trellises and sparse trellises consist of dynamic programs that
can operate in either a top-down or bottom up fashion on a cluster trellis or sparse
trellis, labeling vertices with local partition functions and maximum values. In the
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case of flat clusterings, it is also possible to read from these structures the likely splits
and joins of clusters, as well as the marginal probability of a either a specific cluster,
or of a specified set of elements being clustered together. In the case of hierarchical
clusterings, the marginals that can be computed with these structures consist of the
marginal probability of a given sub-hierarchy as well as of a given cluster. These
algorithms work in any circumstance where the potential of a cluster can be computed.
We prove that our algorithms return exact values in the case of cluster trellises. When
a cluster trellis has been sparsified for efficiency reasons, our algorithms provide
approximations, in a manner analogous to using beam search [60] in HMMs. When the
vertices in a sparse trellis represents all clusters considered possible (i.e., any vertex
missing from the sparse trellis has a corresponding cluster with zero probability, e.g.,
due to hard constraints or other reasons) our algorithms are again exact. We provide
an analysis of their time and space complexity using the cluster trellis as well as using
sparse trellises (in which case the time and space complexity are measured in the size
of the sparse trellis).
Our inference algorithm using slab trees, inspired by the spike-and-slab model
[51] that provides a mixture of a flat distribution with a modal distribution, works
by quantizing the mass of various sub-clusterings represented by the vertices in the
slab tree. Any clustering that is not present in the slab tree is given probability mass
according to a slab value in the structure, determined by the correspondence between
the splits represented in the tree and the splits represented in the clustering.
We also provide a few simple extensions to the presented data structures and
algorithms in order to enable clustering under various natural constraints, e.g., those
of the following form: two elements cannot be in the same cluster (except at the
root of a hierarchical clustering). Note that it is possible to use constraints to
encode existing knowledge into the clustering problem, which is useful, for example,
in the physical sciences, where there is a certain amount known through existing
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theory and experiments. Encoding this information can helpfully reduce the state
space considered and encode distributions over clusterings that do not violate some
fundamental assumptions in the domain.
We demonstrate the effectiveness of our approaches using various synthetic data of
interest as well as in two real world applications, namely particle physics at the Large
Hadron Collider at CERN and in cancer genomics. In the case of flat clustering, we
experiment using synthetic data laid out in a grid, the UCI Zoo dataset, and data
from the Cancer Genome Atlas (TCGA). For hierarchical clustering, our experiments
use synthetic data generated in a manner proposed by [14] for Dasgupta cost, as
well as the Prediction Analysis of Microarray 50 (pam50) gene expression dataset for
heirarchical correlation clustering, and data produced by Ginkgo, a toy generative
model for jets [21]. For slab trees, in addition to using UCI Zoo and TCGA data, we
use a scientific author entity resolution dataset described in [80].
The compact representation of probability distributions over flat and hierarchical
clusterings are fundamental problems in managing uncertainty. This thesis presents
data structures and algorithms for exact and approximate inference in flat and
hierarchical clustering, reducing the time complexity of these problems from super
exponential in the number of data points to sub-quadratic in the size of the cluster
trellis.

5

CHAPTER 1
BACKGROUND

1.1

Probabilistic Models and Uncertainty in Flat Clustering

Clustering1 is the task of dividing a dataset into disjoint sets of elements. Formally,
Definition 1. (Clustering) Given a dataset of elements, X = {xi }N
i=1 , a clustering
S
is a set of subsets, C = {C1 , C2 , . . . , CK } such that Ci ⊆ X, K
i=1 Ci = X, and
Ci ∩ Cj = ∅ for all Ci , Cj ∈ C, i 6= j. Each element of clustering C is referred to as a
cluster.
Our goal is to design data structures and algorithms for efficiently computing
the probability distribution over all clusterings of X. We adopt an energy-based
probability model for clustering, where the probability of a clustering is proportional
to the product of the potentials of the individual clusters making up the clustering. The
primary assumption in energy-based clustering is that there exists a potential function
mapping each clustering onto the positive reals, and that the potential function
is decomposable as the product of cluster potentials. While it is intuitive that the
probability of elements being clustered together would be independent of the clustering
of elements disjoint from the cluster, one could conceive of distributions that violate
this assumption. A decomposable potential also means that representing multiple
"orthogonal" ways of clustering the data might result in relatively high probability for
potentially unintuitive clusterings. For example, if an potential function represents
1

Clustering is sometimes referred to as “flat clustering” in order to distinguish it from hierarchical
clustering. We adopt this same terminology, but sometimes refer to flat clustering simply as clustering
when there’s no ambiguity.
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clustering objects according to color and shape, clusterings that cluster some elements
according to color and others according to shape will necessarily have will have
relatively high probability mass, perhaps greater than what might be expected if
a human were to assign a relative probability to these clusterings. An additional
assumption is that exponentiating pairwise scores preserves item similarity. This is
the Gibbs distribution, which has been found useful in practice [29].
Definition 2. (Energy Based Clustering) Let X be a dataset, C be a clustering
of X, and EX (C) be the potential function describing the compatibility of a clustering
C, and EX (C) be the potential for cluster C. Then, the probability of C with respect to
X, PX (C), is equal to the potential of C normalized by the partition function, Z(X).
P
This gives us PX (C) = EXZX(C) and Z(X) = C∈CX EX (C). The potential of clustering
Q
C,is defined as the product of the potentials of its clusters: EX (C) = C∈C EX (C).
We refer to this as an energy-based model since often it is the case that EX (·) is
defined by the unnormalized Gibbs distribution as EX (C) = exp(−βEX (C)), where β
is the inverse temperature and EX (C) is the energy.
We use CX to refer to all clusterings of X. In general, we assume that X is fixed
and so we omit subscripts to simplify notation. Note that computing the membership
probability of any element xi in any cluster Cj , as is done in mixture models, is
ill-suited for our goal. In particular, this computation assumes a fixed clustering
whereas our work focuses on computations performed with respect to the distribution
over all possible clusterings.

1.2

Probabilistic Models and Uncertainty in Hierarchical Clustering

A hierarchical clustering is a recursive splitting of a dataset into subsets until
reaching singletons (this can equivalently be viewed as starting with the set of singletons
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and repeatedly taking the union of sets until reaching the entire dataset). This is
in contrast to flat clustering, where the task is to partition the dataset into disjoint
subsets. Formally,
Definition 3. (Hierarchical Clustering2 ) Given a dataset of elements, X =
{xi }N
i=1 , a hierarchical clustering, H, is a set of nested subsets of X, s.t. X ∈ H,
T
{{xi }}N
Xj = ∅. Further,
i=1 ⊂ H, and ∀Xi , Xj ∈ H, either Xi ⊂ Xj , Xj ⊂ Xi , or Xi
S
∀Xi ∈ H, if ∃Xj ∈ H s.t. Xj ⊂ Xi , then ∃Xk ∈ H s.t. Xj Xk = Xi .
When a subset Xj ∈ H, Xj is referred to as a cluster in H. When Xi , Xj , Xk ∈ H
S
and Xj Xk = Xi , we refer to Xj and Xk as children of Xi , and Xi the parent of Xj
and Xk ; if Xj ⊂ Xi we refer to Xi as an ancestor of Xj and Xj a descendent of Xi .
Leaves of the tree refer to individual elements / singleton clusters.
In our work, we consider an energy-based probabilistic model for hierarchical
clustering. We provide a general (and flexible) definition of the probabilistic model
and then give three specific examples of the distribution. Our model is based on
measuring the compatibility of all pairs of sibling nodes in a binary tree structure.
Formally,
Definition 4. (Energy-based Hierarchical Clustering) Let X be a dataset, H be
a hierarchical clustering of X, let ψ : 2X × 2X → R+ be a potential function describing
the compatibility of a pair of sibling nodes in H, and let φ(H) be a potential function
for the H structure. Then, the probability of H for the dataset X, P (H|X), is equal to
the unnormalized potential of H normalized by the partition function, Z(X):

P (H|X) =

φ(H)
where φ(H) =
Z(X)

Y

ψ(XL , XR )

(1.1)

XL ,XR ∈sibs(H)

2
We limit our exposition to binary hierarchical clustering. Binary structures encode more treeconsistent clusterings than k-ary [8]. Natural extensions may exist for k-ary clustering, which are left
for future work.
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where sibs(H) = {(XL , XR )|XL ∈ H, XR ∈ H, XL ∩ XR = ∅, XL ∪ XR ∈ H} and the
partition function Z(X) is given by:

Z(X) =

X

φ(H).

(1.2)

H∈H(X)

where H(X) gives all binary hierarchical clusterings of the elements X. We refer to
this as an energy-based model since often it is the case that ψ(·, ·) is defined by the
unnormalized Gibbs distribution, as ψ(XL , XR ) = exp(−βE(XL , XR )), where β is the
inverse temperature and E(·, ·) is the energy.
This probabilistic model allows us to express many familiar distributions over tree
structures. It also has a connection to the classic algorithmic hierarchical clustering
technique, agglomerative clustering, in that ψ(·, ·) has the same signature as a “linkage
function” (i.e., single, average, complete linkage). We note that in this work we do
not use informative prior distributions over trees P (H) and instead assume a uniform
prior. We now give three example instances of the aforementioned probabilistic model,
each corresponding to a well-known or otherwise important use cases:
Use Case 1. (Jet Physics) The potential of a hierarchy is identified with the
product of the likelihoods of all the 1 → 2 splittings of a parent cluster into two
child clusters in the binary tree. Each cluster, X, corresponds to a particle with an
energy-momentum vector x = (E ∈ R+ , p~ ∈ R3 ) and squared mass t(x) = E 2 − |~p|2 .
A parent’s energy-momentum vector is obtained from adding its children, i.e., xP =
xL + xR . We study a toy model for jet physics, where for each pair of parent and
√
√
√
left (right) child clusters, with masses tP and tL ( tR ) respectively, the likelihood
function is,

ψ(XL , XR ) = f (t(xL )|tP , λ) · f (t(xR )|tP , λ)
9

(1.3)

where
f (t|tP , λ) =

1
λ −λ tt
e P
1 − e−λ tP

(1.4)

The first term is a normalization factor associated to the constraint that t < tP .
Use Case 2. (Hierarchical Correlation Clustering) In the cancer genomics
use case (§5.2.2), we are given a dataset of vectors indicating level of gene expressions
which are endowed with pairwise affinities that are both positive and negative. In this
case, we define the potential of a pair of sibling nodes in the tree to be the sum of the
positive edges not crossing the cut, minus the sum of the negative edges crossing the
cut:
ψ(Xi , Xj ) = exp(−βE(Xi , Xj ))
X
X
X
E(Xi , Xj ) =
wij I[wij > 0] −
wij I[wij < 0] −
wij I[wij < 0]
xi ,xj ∈Xi ×Xj

xi ,xj ∈Xi ×Xi ,
xi 6=xj

(1.5)
(1.6)

xi ,xj ∈Xj ×Xj ,
xi 6=xj

where wij is the affinity between xi and xj . This potential is the correlation clustering
objective [5].
Use Case 3. (Dasgupta’s Cost) Dasgupta [24] defines a cost function for hierarchical clustering that has been the subject of much theoretical interest (primarily on
approximation algorithms for the cost) [18, 19, 12, 14, 53, 62]. Given a graph with
vertices of the dataset X and weighted edges representing pairwise similarities between
points W = {(i, j, wij )|i, j ∈ {1, ..., |X|} × {1, ..., |X|}, i < j, wij ∈ R+ }. Dasgupta’s
cost is defined as:

E(Xi , Xj ) = (|Xi | + |Xj |)

X

wij

(1.7)

xi ,xj ∈Xi ×Xj

In [24], Dasgupta gives two equivalent formulations of the cost function, and Equation
1.7 corresponds to the splitting cost in the cut-cost formulation, where the weight of
P
the cut is given by xi ,xj ∈Xi ×Xj wij .
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CHAPTER 2
DATA STRUCTURES FOR COMPUTING PROBABILITY
DISTRIBUTIONS AND MAP ESTIMATES OF
CLUSTERING MODELS

2.1

The Cluster Trellis

To support the computation of probabilistic quantities in clustering models, we
introduce an auxiliary data structure we call a cluster trellis.
Definition 5. (Cluster Trellis) A cluster trellis, T, over a dataset of elements,
X = {xi }N
i=1 , is a graph, T = (V(T), E(T)), whose vertices represent all valid clusters
of elements of X. The edges of the graph connect a pair vertices if one (the “child”
node) is a maximal strict subset of the other (the “parent” node).
More formally, the cluster trellis data structure is a directed acyclic graph (DAG),
where there is a bijection between the vertices of the graph and the power set of
dataset X sans the empty set, i.e., P(X) \ ∅. This bijection associates with each trellis
vertex V a dataset, denoted X(V), while the trellis vertex associated with a dataset
X is denoted V(X). There exists an edge from vertex Vi to Vj , if ∃Vk ∈ V(T) s.t.
the set of elements associated with Vj and the set of elements associated with Vi have
an empty intersection and a union equal to the set of elements associated with Vk
T
S
(i.e., X(Vi ) X(Vj ) = ∅ ∧ X(Vi ) X(Vj ) = X(Vk )).
We note that the edges of the structure are not crucial for the presentation given
in this thesis of our algorithms, with the exception of algorithms for approximating
distributions over hierarchical clusterings. Nevertheless they are practically useful in
the implementation of the algorithms.
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In this thesis, we refer to a cluster trellis (see Definition 5) simply as a trellis 1 .
Each vertex in the trellis, V ∈ V(T), stores various memoized values, including a
partition function sub-value Z(X(V)), used for computing the partition function. For
flat clustering, V also stores the potential of the associated data set, E(X(V)), as well
as the MAP clustering value and MAP clustering of X(V). For hierarchical clustering,
the MAP tree value, φ(H∗ [V]) and the backpointer Ξ(H∗ [V]) for the MAP tree.
See Figure 2.1 for a visual representation of a clustering trellis over 4 elements.
Each vertex memoizes a potential of its associated cluster, E(X(V)), each of which
can be computed as a function over a constant number outbound edges. We borrow
terminology from DAGs and say vertex V0 is a parent of vertex V, if there is an edge
from V0 to V, and that vertex V00 is an ancestor of V if there is a directed path from
V00 to V.
abcd

ab

abc

abd

acd

bcd

ac

ad

bc

bd

a

b

c

d

cd

Figure 2.1: A cluster trellis, T, over a dataset X = {a, b, c, d}. Each node in the trellis
represents a specific cluster, i.e., subset, of X corresponding to its label. Solid lines
indicate parent-child relationships. Note that a parent may have multiple children
and a child may have multiple parents.

1
Note the cluster trellis structure as described in Definition 5 is closely related to the Hasse
Diagram [73], though has several important distinctions: (1) the trellis is a data structure that allows
memoization and other programming techniques, (2) trellises can be sparsified, removing some of
the vertices and edges (see Section 2.2), and (3) trellises permit other edge arrangements (see, for
example, the hierarchical clustering sparse trellis edge arrangements in Definition 6).
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2.2

The Sparse Trellis

Unfortunately, the size of the trellis scales exponentially with the size of the dataset,
which limits the use of the trellis in practice. In this section, we introduce the sparse
trellis, which is a trellis with some nodes and edges omitted. Increasing the sparsity of
a trellis enables the computation of clustering distributions for larger datasets.
Definition 6. (Sparse Trellis) Given a trellis T = (V(T), E(T)), we define a sparse
b = (V(T),
b E(T))
b where V(T)
b 6= ∅, V(T)
b ⊂ V(T),
trellis with respect to T to be any T
b ⊂ E(T).
and E(T)
Definition 7. (Sparse Trellis for Flat Clustering) A sparse trellis for flat clusterb = (V(T),
b E(T)),
b where the edges satisfy the following additional
ing is a sparse trellis T
b = {(V, V0 )| X(V0 ) ⊂ X(V) ∧ @V00 ∈ V(T)
b : X(V0 ) ⊂ X(V00 ) ⊂ X(V)};
property: E(T)
Definition 8. (Sparse Trellis for Hierarchical Clustering) A sparse trellis for
b = (V(T),
b E(T)),
b
hierarchical clustering is a sparse trellis T
where the edges satisfy
b ⊆ {(V, V0 )| X(V0 ) ⊂ X(V) ∧ ∃V00 ∈ T
b :
the following additional property: E(T)
T
S
X(V0 ) X(V00 ) = ∅ ∧ X(V0 ) X(V00 ) = X(V)}.
We sometimes refer to a trellis as a “full” trellis, in contrast to a sparse trellis, if it
contains all valid vertices and edges over a dataset.
b is how to treat any cluster
The key challenge of analyzing a sparse trellis, T,
C ∈ P(X) \ ∅ that is not represented by a vertex in the sparse trellis, i.e., C 6∈
b
{X(V) : V ∈ V(T)}.
Although there are several feasible approaches to reasoning
about such clusters, in this thesis we assume that any cluster that is not represented
by a vertex in a sparse trellis has zero potential, consistent with how missing clusters
are treated when using trees to represent sets of potential flat clusterings. We address
this differently when defining slab tree structures (see Section 2.3).
Since the potential of a clustering, C, is the product of its clusters’ potentials
(Definition 2), E(C) = 0 if it contains one or more clusters with zero potential.
14

2.2.1

Sparse Trellises Containing Valid Clusterings

Note that there exist a number of sparse trellises that contain no valid clusterings.
b = (V(T)
b = {V1 , V2 , V3 }, E(T)
b = ∅), where X(V1 ) =
As an example, consider T
{x1 , x2 }, X(V2 ) = {x2 , x3 }, and X(V3 ) = {x1 , x3 }.
For ease of analysis, with the exception of tree-structured sparse trellises, in flat
clustering we focus on a specific family of sparse trellises which are closed under
recursive complement.
b =
Definition 9. (Closed Under Recursive Complement) A sparse trellis T
b E(T)),
b
b X(V) ⊂
(V(T),
is closed under recursive complement iff: ∀V, V0 ∈ V(T),
b : X(V) S X(V00 ) = X(V0 ) ∧ X(V) ∩ X(V00 ) = ∅.
X(V0 ) =⇒ ∃V00 ∈ V(T)
This property ensures that the trellises contain only valid partitions.
Similarly, in hierarchical clustering, we restrict our consideration to trellises that
b if there exists an edge from V to
only contain valid hierarchies, namely ∀V, V0 ∈ V(T),
b s.t. X(V0 ) T X(V00 ) = ∅, X(V0 ) S X(V00 ) = X(V),
V0 , there must exist a V00 ∈ V(T)
and there exists and edge from V to V00 . Note that this is a less restrictive condition
than being closed under recursive complement.

2.2.2

Tree-Structured Sparse Trellis

The often-used hierarchical (tree-structured) clustering encompasses another family
of sparse trellises. Each vertex in a tree-structured trellis has at most one parent.
A tree-structured trellis meets the definition of a sparse trellis since, for any two
vertices, V1 , V2 , in such a trellis, exactly one of the following must hold: X(V1 ) ⊂
X(V2 ), X(V2 ) ⊂ X(V1 ), or X(V1 ) ∩ X(V2 ) = ∅.
This family of sparse trellises has the advantage that many practical algorithms
can be used for trellis construction, such as hierarchical agglomerative clustering. Note
b = 1) a tree-structured sparse trellis represents
that (with the exception of when |V(T)|
multiple flat clusterings and (always) a single hierarchical clustering.
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2.3

The Slab Tree for Flat Clustering

Using tree data structures for approximating distributions over flat clusterings
is convenient, since algorithms for efficient computation using trees are well-known.
However, when zero probability mass is given to partitions that are not tree consistent,
as is typically done when using trees to encode distributions over clusterings, the
resultant distribution can be a poor approximation to the true distribution over
clusterings.
In particular, the overwhelmingly vast majority of the possible clusterings are not
tree consistent, and thus will be given no mass, even those containing high potential.
This deficiency of using trees to encode distributions over clusterings is the fundamental
motivation for our development of slab trees, which do not suffer the same loss of
probability mass for non-tree consistent partitions.
b is a tree-structured sparse trellis, where
Definition 10. (Slab Tree) A slab tree, T,
each vertex in the slab tree, V, has an associated slab potential, S(V), representing the
b
potential of clusterings that are not consistent with the tree structure of T.
The slab values act as cluster-based smoothing that distributes probability mass
to clusterings not in the tree structure. Slab trees can have arbitrary branching factor,
however we limit our focus to binary trees since they simultaneously encode the largest
number of tree-consistent partitions, and are also common in practice [33, 8, 41].
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CHAPTER 3
EXACT DISTRIBUTIONS OVER FLAT CLUSTERINGS

3.1

Algorithms and Analysis

Recall that our goal is to efficiently compute a distribution over the valid clusterings
of an instance of energy-based clustering. Given a dataset X, a naïve first step in
computing such a distribution is to iterate through its unique clusterings and, for
each, compute its potential and add it to a running sum. If the number of elements is
|X| = N , the number of unique clusterings is the N th Bell Number, BN , expressible
P −1 N −1
as the recursive formula BN = N
Bk , which is super-exponential in N [47].
k=0
k
Note that a cluster, C, may appear in many clusterings of X. For example, consider
the dataset X 0 = {a, b, c, d}. The cluster {a, b} appears in 2 of the clusterings of
X 0 . More precisely, in a dataset comprised of N elements, a cluster of M elements
appears in the (N − M )th Bell Number of its clusterings. This allows us to make
use of memoization to compute the distribution over clusterings more efficiently, in a
procedure akin to variable elimination in graphical models [27, 79]. Unlike variable
elimination, our procedure is agnostic to the ordering of the elimination.

3.1.1

Computing the Partition Function

Computing a distribution over an event space requires computing a partition
function, or normalizing constant. We present an algorithm for computing the
partition function, Z(X), with respect to all possible clusterings of the elements of
X, i.e., C. Our algorithm uses the trellis and a particular memoization scheme to
significantly reduce the computation required: from super-exponential to exponential.
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The full partition function, Z(X), can be expressed in terms of cluster potentials
and the partition functions of a specific set of subtrellises. A subtrellis rooted at V,
denoted T[V] contains all nodes in T that are descendants of V.
Formally, a subtrellis, T[V] = (V(T[V]), E(T[V])), has vertices and edges satisfying the following properties: (1) V(T[V]) = {V0 ∈ V(T)|X(V0 ) ⊆ X(V)}, and (2)
E(T[V]) = {(V0 , V00 )|(V0 , V00 ) ∈ E(T) ∧ V0 , V00 ∈ V(T[V])}. Note that T[V] always
forms a valid trellis.
The following procedure not only computes Z(X), but also generalizes in a way that
the partition function with respect to clusterings for any subset X 0 ⊂ X, i.e., Z(X 0 ),
can also be computed. We refer to the partition function for a dataset X(V) memoized
at the trellis/subtrellis T[X(V)] as the partition function for the trellis/subtrellis,
Z(T[X(V)]).
Algorithm 1 PartitionFunction(T, X)
Pick xi ∈ X
Z(X) = 0
for V in V(T)(i) do
Let V0 be such that X(V0 ) = X \ X(V)
if Z(X(V0 )) has not been assigned then
Z(X(V0 )) = PartitionFunction(T[V0 ], X(V0 ))
Z(X) ← Z(X) + E(X(V)) ∗ Z(X(V0 ))
return Z(X)

Define V(T)(i) = {V ∈ V(T)|xi ∈ X(V)} and V(T)(i) = V(T)\V(T)(i) . In other
words, V(T)(i) is the set of all vertices in the trellis containing the element xi and
V(T)(i) is the set of all vertices that do not contain xi .
Proposition 1. Let V ∈ V(T) and xi ∈ X(V). The partition function with respect to
P
X(V) can be written recursively, with Z(X(V)) = Vi ∈V(T[V])(i) E(Vi ) · Z(X(V)\X(Vi ))
and Z(∅) = 1.
Proof. The partition function Z(X(V)) is defined as:
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X Y

Z(X(V)) =

C∈CX(V) C∈C

E(C)

For a given element xi in X(V), the set of all clusterings of X(V) can be re-written to
factor out the cluster containing xi in each clustering,
CX(V) = {{Vi } ∪ C|vi ∈ V (i) , C ∈ CX(V)\X(Vi ) }.
Note that CX(V)\X(Vi ) refers to all clusterings on the elements X(V)\X(Vi ). Using this
expansion and since E({Vi }∪Ci ) = E({Vi })E(Ci ), we can rewrite the partition function
as below. By performing algebraic re-arrangements and applying our definitions:

Z(X(V)) =

X
Vi ∈V

=

(i)

X
C∈CX(V)\X(Vi )

X

X

Vi ∈V (i) C∈CX(V)\X(Vi )

=

X
Vi ∈V (i)

=

X
Vi ∈V (i)

E(Vi )

E(Vi )E(C)
E(Vi )

X

Y
C∈C

Y

C∈CX(V)\X(Vi ) C∈C

E(C)
E(C)

E(Vi )Z(X(V) \ X(Vi ))

As a result of Proposition 1, we are able to construct a dynamic program for
computing the partition function of a trellis that computes the exact partition function
value without repeating any computations. It works as follows: (1) select an arbitrary
element xi from the dataset;
(2) construct V(T)(i) as defined above;
(3) for each vertex Vi ∈ V(T)(i) , compute and memoize the partition function of
X(V) \ X(Vi ) (if it is not already memoized);
(4) sum the partition function values obtained in step (3). The pseudocode for
this dynamic program appears in Algorithm 1.
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We use Algorithm 1 and Proposition 1 to analyze the time and space complexity
of computing the partition function. Consider a trellis T over a dataset X = {xi }N
i=1 .
Our goal is to compute the partition function, Z(T). When the partition function of
all subtrellises of T have already been computed, Algorithm 1 is able to run without
recursion.
Proposition 2. Let T be a trellis such that the partition function corresponding to
each of its subtrellises, T[Vi ], is memoized and accessible in constant time. Then, Z(T)
can be computed by summing exactly 2N −1 terms. Given that the partition function of
every strict sub-trellis of T (i.e., any sub-trellis of T that is not equivalent to T) has
been memoized and is accessible in constant time, then Z(T) is computed by taking
the sum of exactly 2N −1 terms.
Proof. According to Proposition 1, Z(T) can be written as a sum of products of
cluster potentials and partition functions. Note that V(T)(i) and V(T)(i) are disjoint,
V(T)(i) ∪ V(T)(i) = V(T), and V(T)(i) represents the nonempty sets in the powerset of
N − 1 elements. This implies the size of V(T)(i) is 2N −1 . Therefore, in the special case
described in Proposition 2, the trellis can be used to compute the partition function
in time 2N −1 .
We now consider the more general case, where the partition function of all subtrellises of T have not yet been computed:
Theorem 1. Let T be a trellis over X = {xi }N
i=1 . Then, Z(T) can be computed in
O(3N −1 ) = O(|V(T)|log(3) ) time.
Proof. We compute Z(T) using the equation defined in Proposition 1. To begin, an
element xi ∈ X is chosen and V(T)(i) is constructed. Computing Z(T) requires the
cluster potential of each V ∈ V(T)(i) (recall that there are 2N −1 such vertices) and
the corresponding partition functions. These partition functions are computed for a
sub-trellis T[V] such that xi ∈
/ X(V). Let Tk be the set of sub-trellises of T over k
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elements, none of which are xi . If the partition function of every sub-trellis in Tk−1 is
computed and memoized before the partition function of any sub-trellis in Tk , then,
for any sub-trellis T[V] ∈ Tk , all relevant partition functions will have been memoized.
By Proposition 2, computing Z(T[V]) includes exactly 2k−1 terms.
What remains to be analyzed is the number of sub-trellises in each set Tk . Recall
that any sub-trellis in Tk must not contain the element xi . Then, the number of

sub-trellises in Tk is Nk−1 . Summing over all subtrellises, we must compute:
N
−1 
X
k=1


N − 1 k−1 1 N
2
= (3 − 3)
k
6

terms. In total, computing the cost of the summing over all the subtrellis and the cost
of computing Z(T) as given by Proposition 2 is 16 (3N − 3) + 2N −1 = O(3N −1 ). Since
|V(T)| = 2N , then O(3N −1 ) = O(|V(T)|log(3) ).
3.1.2

Computing the MAP Clustering

By making a minor alteration to Algorithm 1, we are also able to compute the
value of and find the clustering with maximal potential. Specifically, at each vertex in
the trellis, V, store the clustering of X(V) with maximal potential (and its associated
potential). We begin by showing that there exists a recursive form of the max-partition
calculation analogous to the computation of the partition function in Proposition 1.
Definition 11. (MAP Clustering) Let V ∈ V(T) and xi ∈ X(V). The maximal
clustering over the elements of X(V), denoted C ? (X(V)), is defined as: C ? (X(V)) =
argmaxC∈CX(V) E(C).
Proposition 3. C ? (X(V)) can be written recursively as C ? (X(V)) = argmaxV0 ∈V(T[V])(i) E(V0 )·
E(C ? (X(V) \ X(V0 ))).
Proof. Consider C ? (X(V)), the clustering with the maximal potential over X(V).
Select an arbitrary element xi ∈ X(V). Since C ? (X(V)) is a valid clustering, it must
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contain only one cluster that contains xi ; call that cluster Ci? . Let cluster Ci? be
represented by a node V0 ∈ V(T[V]). Given Ci? , we can construct C ? (X(V)) by finding
the maximal clustering of the remaining elements, i.e.,

argmax
V00 ∈C

X(V)\X(V0 )

E(X(V00 )) = E(C ? (X(V) \ X(V0 )))

Finally, Ci? ∈ C ? (X(V)) since we take the argmax with the respect to V(T[V])(i) and
Ci? ∈ V(T[V])(i) .
In other words, the clustering with maximal potential over the set of elements,
X(V) can be written as the potential of any cluster, C, in that clustering multiplied
by a clustering with maximal potential over the elements X(V)\C.
Using this recursive definition, we modify Algorithm 1 to compute the MAP
clustering instead of the partition function, resulting in Algorithm 2.
Algorithm 2 MAPClustering(T, X)
Pick xi ∈ X
MaxScore(X) ← 0
MaxPart(X) ← ∅
for V in V(T)(i) do
Let V0 be such that X(V0 ) = X \ X(V)
if MaxScore(X(V0 )) has not been assigned then
MaxCluster(T [V0 ], X(V0 ))
if MaxScore(X) < E(X(V)) · MaxScore(X(V0 )) then
MaxScore(X) = E(X(V)) · MaxScore(X(V0 ))
MaxPart(X) = X(V) ∪ MaxPart(X(V0 ))
return MaxPart(X),MaxScore(X)

The correctness of this algorithm is demonstrated by Proposition 3. We can now
analyze the time complexity of the algorithm. We use similar memoized notation for
the algorithm where C ? (T[X(V)]) is the memoized value for C ? (X(V)) stored at V.
?
Proposition 4. Let T be a trellis over X = {xi }N
i=1 . Then, C (TX ) can be computed

in O(3N −1 ) time.
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Proof. Observe that the number of recursive calls to Algorithm 2 is the same as
the number of recursive calls to Algorithm 1. Next, observe that the amount of
computation required at each recursive call follows the same argument as in the proof
of Theorem 1.

3.1.3

Computing Marginals

The trellis facilitates the computation of two types of cluster marginals. First,
the trellis can be used to compute the probability of a specific cluster, X(V), with
respect to the distribution over all possible clusterings; and second, it can be used to
compute the probability that any group of elements, X, are clustered together. We
begin by analyzing the first style of marginal computation as it is used in computing
the second.
Let C(V) ∈ C be the set of clusterings that contain the cluster X(V). Then the
P

marginal probability of X(V) is given by P (X(V)) =

C∈C(V)

E(C)

Z(X)

, where Z(X) is

the partition function with respect to the full trellis described in section 1.1. This
probability can be re-written in terms of the complement of X(V), i.e., P (X(V)) =
P

C∈C(V)

E(C)

Z(X)

P

=

C∈C(V)

E(X(V))E(C\X(V))
Z(X)

E(X(V))

=

P

C 0 ∈CX\X(V)

Z(X)

E(C 0 )

=

E(X(V))Z(X\X(V))
.
Z(X)

Note that if Z(X \ X(V)) were memoized during Algorithm 1, then computing the
marginal probability requires constant time and space equal to the size of the trellis.
This is only true for clusters whose complements do not contain element xi (selected to
compute Z(X) in Algorithm 1), which is true for |V (T)|/(2|V (T)| − 1) of the vertices
in the trellis. Otherwise, we may need to repeat the calculation from Algorithm
1 to compute Z(X \ X(V)). We note that due to memoization, the complexity of
computing the partition function of the remaining verticies is no greater than the
complexity of Algorithm 1.
This machinery makes it possible to compute the second style of marginal. Given
a set of elements, X, the marginal probability of the elements of X being clustered
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together is: P (X) =

P

X(V)∈T:X⊆X(V)

P (X(V)). The probability that the elements

of X is distinct from the marginal probability of a cluster in that P (X) sums the
marginal probabilities of all clusters that include all elements of X. Once the marginal
probability of each cluster is computed, the marginal probability of any sets of elements
being clustered together can be computed in time and space linear in the size of the
trellis.
3.1.4

Maximal Cluster Splits and Joins

The trellis can facilitate computing the most likely join, i.e., the pair of clusters
that maximally increases the resultant clustering potential when combined:

argmax{E(C ∪ C 0 ) ∗ 1{E(C∪C 0 )>E(C)∗E(C 0 )} }.
C,C 0 ∈C

We also consider the most likely split of a cluster. For a cluster C, this reduces to
finding the MAP estimate for the partitioning of C. This can be computed directly
using the subtrellis rooted at the vertex corresponding to C. An alternative approach
to using the trellis for finding likely splits for clusters in a clustering is to choose to
place a restriction on the set of possible splits, for example that only a single datapoint
can be split from an existing cluster C ∈ C. These splits are the set of children of the
verticies in the trellis corresponding to clusters in C, and the one among them that
maximally increases the resultant clustering potential is

argmax {E(X(V0 )) ∗ 1{E(X(V0 ))>E(X(V))} |C ∈ C}

V0 ∈ch(V(C))

where

ch(V) = {V0 ∈ V(T)|X(V0 ) ⊂ X(V) ∧ ||X(V0 )| − |X(V)|| = 1}
and V(C) is the vertex in T corresponding to C.
24

3.1.5

Trellis Construction

For completeness, we present the following algorithm for building a trellis.
Algorithm 3 ConstructTrellis(X)
V(T) ← ∅
E(T) ← ∅
for i ← 1 through |P(X)| do
for C in Pi (V) do
Let V be a vertex corresponding to C
V(T) ← V(T) ∪ {V}
for C 0 in Pi−1 (C) do
Let V0 be the vertex corresponding to C 0
E(T) ← E(T) ∪ {(V0 , V)}
E(V) ← ComputePotential(V)
return T

3.2

Case Study: Correlation Clustering

The energy-based clustering framework is compatible with any objective computed
from a set of non-negative cluster scores1 .
One such objective that is widely used in practice is known as correlation clustering
[5]. We present the traditional correlation clustering model in this section and present
it in the energy-based correlation clustering model in the next section. The input to
correlation clustering is a complete (weighted) graph, G = (V, E), where each edge
has real-valued weight, i.e., wuv ∈ R, (u, v) ∈ E. The goal is to construct a clustering
of the vertices that maximizes the sum of positive edge-weights within each cluster
minus the negative edge-weights across the clusters.
Formally, let CV be the set of all clusterings of V . Given a clustering C ∈ CV ,
the sum of all positive within cluster edge-weights with respect to a clustering C is
P
P
denoted S + (C) = C∈C (u,v)∈C wuv 1{wuv >0} .

1

One approach to using the energy-based clustering framework with negative cluster scores is
to exponentiate the cluster scores prior to inputing them into the framework, as we will see in this
section.
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Similarly, S − (C) is the sum of the negative across-cluster edges with respect to
C. The optimal clustering C ? ∈ CV is the one that maximizes the sum of positive
within-cluster edge weights minus the sum of all negative across-cluster edge weights,
C ? = maxC∈CV S + (C) − S − (C) = maxC∈CV S ± (C). The problem is known to be NPHard[5].
There exist other objective functions over clusterings that are ordering-equivalent
P
P
to S ± (·). Define S(C) = C∈C (u,v)∈C wuv .
Proposition 5. Let OS? ± (CX ) be the sequence containing all clusterings of a set of
elements, X, in descending order with respect to S ± (·). Let OS? (CX ) be the sequence
containing all clusterings of X, in descending order with respect to S(·). Then OS? ± (CX )
and OS? (CX ) are ordering-equivalent.
Proof. Two functions, f1 ,f2 are said to be order equivalent iff ∀ci , cj ∈ C, f1 (ci ) <=
f1 (cj ) =⇒ f2 (ci ) <= f2 (cj ).

X X

f (c) :=

ci ∈C u,v∈Ci

−

wuv ∗ 1{wuv >0}

X XX
ci ,cj ∈C u∈ci v∈cj

X X

g(c) :=

wuv ∗ 1{wuv <=0}

wuv

ci ∈C u,v∈Ci

We want to show that f (c) is order equivalent with g(c).
Note that

∀C ∈ Cn ,

X XX
ci ,cj ∈C u∈ci v∈cj

+

X X
ci ∈C u,v∈Ci

wuv ∗ 1{wuv <=0}

wuv ∗ 1{wuv <=0} = E −
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where E − is a constant function of the input affinity matrix.

g(c) =

X X

+

X X

ci ∈C u,v∈Ci

ci ∈C u,v∈Ci

g(c) −

X X
ci ∈C u,v∈Ci

+

wuv ∗ 1{wuv >0}
wuv ∗ 1{wuv <=0}

wuv ∗ 1{wuv <=0} = f (c)

X XX
ci ,cj ∈C u∈ci v∈cj

g(c) = f (c) +

wuv ∗ 1{wuv <=0}

X XX
ci ,cj ∈C u∈ci v∈cj

+

X X
ci ∈C u,v∈Ci

wuv ∗ 1{wuv <=0}

wuv ∗ 1{wuv <=0}

g(c) = f (c) + E −

Proposition 5 is not widely known, though it has occasionally been used implicitly.
For example, Kappes et al [38], state S(·) as the correlation clustering objective.
Although the two methods for scoring a correlation clustering (i.e., S ± (·) vs. S(·))
may compute different scores for the same clustering, Fact 5 implies that any clustering
C of a dataset, X, has the same ordering under both objectives. Importantly, the best
clustering, C ? , is equivalent under either objective. Our analysis focuses on S(·) since
it is more convenient computationally when the number of clusters is large, which is
common in practice [78].
The correlation clustering objective is computed in terms of positive and negative
edge weights whereas our framework operates over non-negative potentials. We can
use a Gibbs distribution to transform cluster scores to potentials, similar to [38].
Q
Q
P
Specifically, E(C) = C∈C E(C) = C∈C exp[ (u,v)∈C wuv ]. After computing cluster
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potentials, the full probability distribution over clusterings is constructed using the
equations in Definition 2.

Computing Cluster Potential
Computing the potential of cluster C requires summing the

|C|(|C|−1)
2

within-cluster

edge weights. Since the number of potential clusters is 2N − 1 (for a dataset of size
 |k|(|k|−1)
P
N
N ), the naïve approach sums N
= 2N −3 (N 2 − N ) = O(N 2 · 2N )
k=1 k ·
2
edge-weights.
Proposition 6. Let C be a cluster with |C| > 2 and let Ci and Cj be two distinct
clusters such that Ci ⊂ C, Cj ⊂ C and |Ci | = |Cj | = |C| − 1. Then, the potential of C
can be expressed as E(C) =

E(Ci )E(Cj )E(Ci \Cj ∪Cj \Ci )
.
E(Ci ∩Cj )

Proposition 6 follows from set algebra and the linearity of the potential function.
Algorithm 3 exploits Fact 6 to speed up trellis construction. Algorithm 3 can be found
in Section 3.1.5.
Proposition 7. Algorithm 3 constructs a trellis, T, for a graph G = (VG , EG ) and
computes the potential of all clusters. Computing the potential of all clusters requires
 P

N
O(|V (T)|) = N2 + N
k=3 k ∗ 4, steps where N = |VG |.
Specifically, cluster potentials are memoized at each vertex in the trellis and then
reused to compute the potentials of new clusters before they are added to the trellis.
The potential for cluster C corresponding to vertex v in the trellis is denoted E(v)
in Algorithm 3. As described below, ComputePotential uses the fast computation
described in Fact 6 with memoized values for each of the E terms at corresponding
vertices in the trellis.
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(a) Grid dataset.
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(b) Clustering probabilities.

Data
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Potential
MAP
2.262e-06
10.206
Horizontal 5.403e-07
2.437
Complete
2.216e-07
1.000
Shattered 2.216e-07
1.000
Inside
7.968e-08
0.356

Figure 3.1: Probability of clusterings of the Grid dataset.

3.3
3.3.1

Experiments
Synthetic Data Example

We begin by providing a simple synthetic data example. We provide the probabilities and potentials of various clusterings of a Grid dataset, in which potentials
are computed by correlation clustering and exponentiating the negative Euclidean
distance between examples (which are simply evenly spaced points on a grid). Notice
that the MAP clustering and other clusterings in the Grid dataset exhibit relatively
similar probabilities.

3.3.2

Cancer Gene Expression

In this section, we demonstrate the utility of the cluster trellis for flat clustering
via experiments on real-world gene expression data. To begin, we provide a high-level
background on cancer subtypes to motivate the use of our method in the experiment
in Section 3.3.2.
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Background For an oncologist, determining a prognosis and constructing a treatment plan for a patient is dependent on the subtype of that patient’s cancer [45]. This
is because different subtypes react well to some treatments, for example, to radiation
and not chemotherapy, and for other subtypes the reverse is true [65]. For example,
basal and erbB2+ subtypes of breast cancer are more sensitive to paclitaxel- and
doxorubicin-containing preoperative chemotherapy (approx. 45% pathologic complete
response) than the luminal and normal-like cancers (approx. 6% pathologic complete response)[61]. Unfortunately, identifying cancer subtypes is often non-trivial.
One common method of learning about a patient’s cancer subtype is to cluster their
gene expression data along with other available expression data for which previous
treatments and treatment outcomes are known [66].
Data & Methods We use breast cancer transcriptome profiling (FPKM-UQ) data
from The Cancer Genome Atlas (TCGA) because much is known about the gene
expression patterns of this cancer type, yet there is heterogeneity in the clinical
response of patients who are classified into the same subtype by standard approaches
[77].
The data are subselected for African American women with Stage I breast cancer.
We select African American women because there is a higher prevalence of the basallike subtype among premenopausal African American women [55] and there is some
evidence that there is heterogeneity (multiple clusters) even within this subtype
[77]. Stage I breast cancer patients were selected because of the prognostic value in
distinguishing aggressive subtypes from non-aggressive subtypes at an early stage.
Despite the considerable size of TCGA, there are only 11 samples meeting this
basic, necessary inclusion/exclusion criteria. Each of the 11 samples is a 20,000
dimensional feature vector, where each dimension is a measure of how strongly a given
gene is expressed. We begin by sub-selecting the 3000 features with greatest variance
across the samples.
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We then add an infinitesimal value prior to taking the log of the remaining features,
since genome expression data is believed to be normally distributed in log-space [63].
A similar data processing was shown to be effective in prior work [63].
We use correlation clustering as the energy model. Pairwise similarities are
exponentiated negative euclidean distances.
We subtract from each the mean pairwise similarity so that similarities are both
positive and negative. We then compute the marginal probabilities for each pair (i.e.,
the probability that the two samples appear in the same cluster). See Section 3.1.3
for how to compute these values using the trellis.
Model Evaluation using Marginals One method for evaluating a set of cancer
subtype clustering models is to identify pairs of samples that the evaluator believes
should be clustered together and inspect their pairwise potentials. However, high
pairwise potentials do not necessarily mean the points will be clustered together by the
model (which considers how the pairs’ cluster assignment impacts the rest of the data).
Similarly, a low pairwise potential does not necessarily mean the two samples will not
be clustered together. The pairwise marginal on the other hand exactly captures the
probability that the model will place the two samples in the same cluster. We test if
the corresponding unnormalized pairwise potentials or a simple approximation of the
marginals could reasonably be used as a proxy for exact pairwise marginals.
Pairwise potentials vs. Marginals & Exact vs. Approximate Marginals
Figure 3.2 plots the pairwise log potentials vs. pairwise log marginals of the subsampled TCGA data2 . The pairwise scores and marginals are not strongly correlated,
which suggests that unnormalized pairwise potentials cannot reasonably be used as
a proxy for pairwise marginals. For example, the sample pair of patients (partial id
numbers given) 74ca and d6fa have a potential of -4.7 (low), but a pairwise marginal

2
The MAP clustering of the TCGA subsample is:
C1: {7b57, 74ca, 28a2, 73ac, 200e, 62da, d6fa, c532}, C2: {6a88, 0232}, C3: {a8f5}.
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Pairwise Energies and Marginals

Approximate vs. Exact Marginal Log Probability of Pairs Of Points
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Figure 3.2: For each pair of patients with Stage I cancer, we
plot the potential and marginal
probability of the pair being in
the same cluster as described
in Section 3.3.2.
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Exact Pairwise Log Marginals
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Figure 3.3: The approximate vs.
exact pairwise marginals for each
pair of gene expressions. Approximate marginals are computed
using a Perturb-and-MAP based
method [38].

that is nearly one. This is because both 74ca and d6fa have high potential with
sample 62da, with pairwise potentials 91.09 (the fourth largest) and 44.5, respectively.
Figures 3.4 and 3.5 that visualize the pairwise potentials and pairwise marginals,
respectively.
We also explore the extent to which an approximate method can accurately
capture pairwise marginals. We use an approach similar to Perturb-and-MAP [38].
We sample clusterings by adding Gumbel distributed noise to the pairwise potentials
and using Algorithm 2 to find the maximal clustering with the modified potentials.
We approximate the marginal probability of a given pair being clustered together by
measuring how many of these sampled clusters contain the pair in the same cluster.
Figure 3.3 plots the approximate vs. exact pairwise marginal for each pair of points
in the dataset. The figure shows that the approximate method overestimates many of
the pairwise marginals. Like the pairwise scores (rather than exact marginals), using
the approximate marginals in practice may lead to errors in data analysis.
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Figure 3.4: Heatmap of the
pairwise potentials between the
patients. The pair 74ca and
d6fa has a potential of -4.7,
74ca and 62da have 91.09, and
d6fa and 62da have 44.5.

Figure 3.5: Heatmap of the
marginal probability that a pair
will be clustered together. Patients
74ca and d6fa have a pairwise
marginal that is nearly one, despite
having a low pairwise potential.
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3.3.3

Pairwise Potentials vs. Marginals in UCI Zoo Dataset

We repeat our experiment comparing pairwise potentials vs. marginals, as described
in section 4.2, using data selected from the UCI zoo dataset [28]. Potentials are
computed by exponentiated cosine similarity. Figures 3.6 and 3.7 show that the
potentials and marginals for many pairs are not well correlated. For example, the pair
sea wasp and termite has high potential, however the marginal probability of the pair
being clustered together is low.
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potentials between the animals.
together.

3.4

Related Work

While there is, to the best of our knowledge, no prior work on compact representations for exactly computing distributions over clusterings, there is a small amount
related work on computing the MAP k-clustering exactly, as well as a wide array
of related work in approximate methods, graphical models, probabilistic models for
clustering, and clustering methods.
Previous work explores using trees to encode distributions over clusterings, though
the focus is limited to modeling mixtures of tree consistent partitions rather than
computing the marginals, maximal clusterings, and the partition function [33, 8].
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The first dynamic programming approach to computing the MAP k-clustering was
given in [36], which focuses on minimizing the sum of square distances within clusters.
It works by considering distributional form of the clusterings, i.e., all possible sizes of
the clusters that comprise the clustering, and defines “arcs” between them. However,
no full specification of the dynamic program is given and, as the author notes, many
redundant computations are required, since there are many clusterings that share
the same distributional form. In [35], the first implementation is given, with some
of the redundancies removed, and the implementation and amount of redundancy is
further improved upon in [71]. In each of these cases, the focus is on finding the best
k-clustering, which can be done using these methods in O(3n ) time. These methods
can also be used to find the MAP clustering for all K, however doing so would result
in an O(n ∗ 3n ) time, which is worse than our O(3n ) result.
In [42], the authors use fast convolutions to compute the MAP k-clustering and
k-partition function. Fast convolutions use a Mobius transform and Mobius inversion
e 2 2n ) time. It would seem
on the subset lattice to compute the convolution in O(n
promising to use this directly in our work, however, our algorithm divides the subset
lattice in half,which prevents us from applying the fast transform directly. The authors
note that, similar to the above dynamic programming approaches, their method can
be used to compute the clustering partition function and MAP in O(n ∗ 3n ), which is
larger than our result of O(3n ). Their use of convolutions to compute posteriors of ke 3 2n ) algorithm to compute the pair-wise
clusterings also implies the existence of an O(n
posterior matrix, i.e., the probability that items i and j are clustered together, though
the authors mention that, due to numerical instability issues, using fast convolutions
to computing the pair-wise posterior matrix is only faster in theory.
Recently proposed perturbation based methods [38] approximate distributions over
clusterings as well as marginal distributions over clusters. They use the Perturb and
MAP approach [57], originally proposed by Papandreou, which is based on adding
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Gumbel distributed noise to the clustering potential function. Unfortunately, for
Perturb and MAP to approach the exact distribution, independent samples from the
Gumbel distribution must be added to each clustering potential, which would require
a super-exponential number of draws. To overcome this, Kappes et al. [38] propose
adding Gumbel noise to the pairwise real-valued affinity scores, thus requiring fewer
draws, but introducing some dependence among samples. They must also perform an
outer relaxation in order obtain a computable bound for the log partition function. As
a result, the method approaches a distribution with unknown approximation bounds.
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CHAPTER 4
APPROXIMATING DISTRIBUTIONS OVER FLAT
CLUSTERINGS

While exact methods can be used for relatively small data sets, we wish to be able
to compute distributions over clusterings for larger, less-constrained data sets as well.
In this chapter we describe approaches to approximating distributions over clusterings
for larger data sets than can be handled with exact methods, by utilizing sparse trellis
or slab tree data structures.

4.1
4.1.1

Algorithms and Analysis
Sparse Trellises

For trellises closed under recursive complement or those that are tree-structured, we
show that the partition function, the clustering with maximal potential, and marginal
probabilities (of a given cluster, or of a given set of points being in the same cluster)
can be computed using the algorithms described in Section 3.1. When the vertices
omitted from a sparse trellis correspond to clusters that have non-zero potential, the
algorithms provide approximate rather than exact values for the clustering model.
Since these algorithms have complexity measured in the number of nodes in the trellis,
their efficiency improves with trellis-sparsity. The more general family of all sparse
trellises is also discussed briefly.
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4.1.1.1

Approximating the Partition Function

Sparse Trellises Closed Under Recursive Complement
Recall from definition 9 that a sparse trellis is closed under recursive complement
if and only if for every ancestor of a vertex in the trellis there exists a complementary
vertex, such that the dataset associated with the vertex and the dataset associated
with the complementary vertex have empty intersection and union equal to the dataset
b is not closed under
associated with the ancestor. It important to note that if a T
recursive complement, we cannot simply run Algorithm 1 because not all vertices
for which the algorithm must compute the potential (or the partition function) are
guaranteed to exist.
b that is closed under recursive complement, we are able to
Given a sparse trellis, T,
compute the partition function, i.e., the sum of the potentials over of all sparse-trellisb =P
consistent clusterings, Z(T)
b E(C), by using Algorithm 1.
C∈C(T)
b = (V(T),
b E(T))
b be a sparse trellis whose vertices are closed
Proposition 8. Let T
b in O(|T|
b log(3) ).
under recursive complement. Then Algorithm 1 computes Z(T)
Proof. Recall that Algorithm 1 begins by constructing V(T)(i) with respect to an
b we construct V
b (i) . Note that
arbitrary element xi . Analogously, for the sparse trellis T
b (i) | < 2N −1 or else T
b = T. By our zero-potential assumption, for all V ∈ V(T)(i) \V
b (i) ,
|V
E(V) = 0. Therefore, the potential of any clustering that is not computed by Algorithm
b
1 is also zero and may be omitted when computing the partition function of T.
Finally, we show by contradiction that the algorithm does not omit any clusterings
with non-zero potential. Assume that the algorithm does not compute the potential
of a clustering C that has non-zero potential. Since C is a valid clustering, it must
b then the vertex V that
contain a cluster C that contains the element xi . If C ∈ T
b (i) and E(V) > 0, so the algorithm would have computed its
represents C must be in V
b (i) which means that E(C) = 0, a contradiction.
potential. Therefore, V ∈
/V
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b log(3) ) time and space linear in |T|.
b
By Theorem 1, this algorithm runs in O(|T|
b be closed under recursive complement, for
Note that due to the constraint that T
b each element
every vertex V in the sparse trellis such that V has no parents in T,
b
xi ∈ X(V) is contained in |T[V]|/2
clusters, allowing the same counting argument as
in the proof of Theorem 1.

Tree-structured Sparse Trellises
As mentioned in Section 2.2.2, the often-used hierarchical (tree structured) clustering encompasses one family of sparse trellises.
We can use a similar technique to compute the partition function of a tree-structured
trellis.
Fact 1. Let p be a parent vertex and let ch(p) be p’s children. Beginning at the
Q
leaves, proceed up the tree computing Z(p) = E(p) + c∈ch(p) Z(c), where Z(·) is the
(memoized) partition function at a node. Then Z(root) will contain the partition
function for tree-consistent partitions.
Proof. We must compute the partition at p. Note that if p is a leaf, the partition
function at p is E(p). Otherwise, let ch(p) be the children of p. First, note that a
valid clustering of X(p) consist of the union of a clustering from each of the children
of p, c ∈ ch(p). The same is true for c, and all of p’s descendents. Also, note
that the potential of this sampled clustering is simply the product of the potentials
of the samples. Recall that a partition function of a child V ∈ ch(p), Z(V) is a
sum of clustering potentials over all clusterings of the descendants of V. Therefore,
Q
0
V0 ∈ch(p) Z(V ) is a sum of terms, each term being a product of one clustering from
each child in ch(p), i.e., a valid clustering of the descendants of p. Notice that this
product contains all valid clusterings of the descendants of p such that each valid
clustering is built by taking the union of a clustering from each child in ch(p). Also,
no clustering will be double counted because all of p’s children are disjoint. Adding
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the potential of the complete partition, E(p), to this product computes the partition
function of p.

4.1.1.2

Approximating the MAP Clustering

Sparse Trellises Closed Under Recursive Complement
b closed under recursive
Given a sparse trellis closed under recursive complement, T,
complement, we are able to compute the MAP sparse-trellis-consistent partition,
b = argmax
b log(3) ) time
C ? (T)
b E(C), by using Algorithm 2. Doing so takes O(|T|
C∈C(T)
b space. The correctness and complexity analysis are analogous to those
and O(|T|)
given for Proposition 8, with references to the partition function replaced with MAP
clustering and references to Theorem 1 with Proposition 4.

Tree-structured Sparse Trellises
As with the parititon function, we are able to compute the maximal clustering in a
b time an a similar manner. Namely, starting
tree-structured sparse trellis, T, in O(|T|)
at the leaves, compare the potentials of a parent and the product of its childrens’
potentials. Store the maximum of these two options at the parent, along with the
corresponding clustering (either the parent or the union of the clusterings stored at
each child). Continue the process upwards until the root of the trellis is reached. At
the end of this process the root contains the clustering with the maximal potentials
as well as the corresponding potentials. The proof of correctness is analogous to the
one given for Fact 1.

4.1.1.3

Approximating Marginals

The sparse trellis facilitates the computation of the same two types of cluster
marginals as the full trellis: (1) the probability of a specific cluster, Xi , with respect
to the distribution over all possible clusterings, and (2) the probability that any group
of elements, Xi , are clustered together.
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b denoted Pb (V(Xi )), is 0 if
The probability of cluster Xi , given sparse trellis T,
T
b i.e., if data set Xi is not in sparse trellis T.
b This is not necessarily the
Xi 6∈ V(T),
case for the probability that a group of elements, Xi , are clustered together.
Sparse Trellises Closed Under Recursive Complement Given a sparse trellis,
b that is closed under recursive complement, and a cluster, X(V), s.t. V ∈ V(T),
b the
T,
algorithm described in Section 3.1.3 can be used to compute the probability X(V) by
modifying the set of clusterings being summed over–from all possible clusterings to
those that are consistent with the sparse trellis and containing the data set X(V),
b (V) :
denoted C(T)
P

(V)

b
C∈C(T)

P (X(V)) =

Z(X)

E(C)

where Z(X) is the partition function with respect to the sparse trellis, described in
Section 4.1.1.1. Re-writing this probability in terms of the complement of X(V), we
get,
P
P (X(V)) =
=

b (V)
C∈C(T)

E(C)

P
=

(V)

b
C∈C(T)

E(X(V))E(C \ X(V))

Z(X)
P
0
E(X(V)) C 0 ∈C(T)
b X\X(V) E(C )
Z(X)

Z(X)

=

E(X(V))Z(X \ X(V))
Z(X)

(4.1)
(4.2)

As in the full trellis case, additional Z values may need to be computed, and the
complexity of computing the partition function of the remaining vertices is no greater
b log(3) ).
than the complexity of Algorithm 1 on a sparse trellis, namely O(|T|
Given a set of elements, X, the marginal probability of the elements of X being
P
clustered together is: P (X) = X(V)∈T:X⊆X(V)
P (X(V)). Once the marginal probabilb
ity of each cluster in the sparse trellis is computed, the marginal probability of any
sets of elements being clustered together can be computed in time and space linear in
the size of the sparse trellis.

41

b and
Tree-Structured Sparse Trellises Given a tree-structured sparse trellis, T,
b the marginal probability of cluster Xi , P (V(Xi )), is given by the
a cluster Xi ∈ T,
product of the cluster potential with the product of all siblings and aunt vertices in
the tree, i.e.,

P (V(Xi )) = E(Xi ) ∗

Y
Vj ∈V(T)|Xi ⊆X(Vj )

Z(X(Vj ) \ Xi )

(4.3)

The marginal probability of a set of elements, Xi , being clustered together is
computed by summing the marginal probabilities of all clusters in the sparse trellis
that contain Xi , i.e.,
X

P (Xi ) =

P (Vj )

(4.4)

Vj ∈V(T)|Xi ⊆X(Vj )

The proofs are left as an exercises for the interested reader.

4.1.1.4

Sparse Trellis Construction

There are two general approaches to building sparse trellises: sparsification (subtractive), and construction (additive) methods. While sparsification methods are
interesting from a theoretical perspective, for example one can consider compression rates when removing vertices from a trellis, any method that starts with a full
trellis will necessarily not scale. Therefore, we focus on methods for sparse trellis
construction.
Inspired by Hierarchical Agglomerative Clustering (HAC), we propose a sparse
trellis building method DAG Agglomerative Clustering (DAC). DAC works in a manner
similar to HAC, only in DAC, when two clusters are merged, they are not removed
from the queue, as in HAC, i.e., skip line 9 in the HAC pseudocode given in [1].
Instead of stopping when a tree is reached, DAC stops when some specified criteria
are met, for example the total number of vertices added or the relative potential of
recently added vertices.
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Sparse trellises built using DAC might not be closed under recursive complement.
In such a case, we are able to close a sparse trellis by adding vertices (and edges) to it,
while setting the potential for each vertex as 0. The majority of sparse trellises are not
closed under recursive complement, therefore when given an arbitrarily-shaped sparse
trellis, it may be necessary to add a large number of vertices, impacting the time and
space complexity of using trellises that are built and then subsequently closed under
recursive complement. See Section 7.3 for more on building sparse trellises.
We note that there also exist numerous algorithms for building tree structures,
which can be utilized directly to create tree-structured sparse trellises (HAC being
one such algorithm).

4.1.2

Slab Trees

Recall that slab trees distribute potential to clusterings that are not tree consistent
and otherwise would all be given zero probability mass. Our goal is to efficiently
approximate distributions over clusterings of a set of points in a manner that 1) is able
to assign non-zero probability mass to every clustering, 2) minimizes divergence to the
true distribution over clusterings, and 3) forms a true probability distribution (i.e.,
sums to 1), and that . We begin by describing an algorithm for assigning potential
to clusterings that allows non-zero probability mass for clusterings that are not tree
consistent while still forming a valid distribution. We then describe how to set a slab
tree’s node potential and slab values in order to minimizes total variation distance
between the approximate and exact distributions. We compare our approach to an
approximate normalization method, which sets the potential for each clustering, C, as
given in Definition 2, and uses an approximation of the partition function to produce
probabilities (see Equation 4.7), as is done, e.g., in [38].
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4.1.2.1

Assigning Clustering Potentials

In order to assign potential to a given clustering, C, using a slab tree, T, we define
a function, fT : C → P(V(T)), over the set of clusterings and slab trees that maps
clusterings to a subset of vertices in the slab tree.

fT (C) = {V|V ∈ V(T) ∧ (∀C ∈ C, C ⊆ X(V) ∨ C

\

X(V) = ∅)}∧
\
∀V0 ∈ {V ∈ V(T)|∀C ∈ C, C ⊆ X(V) ∨ C
X(V) = ∅}, V ⊆ V0 }

In words, f maps clustering C to the set of vertices in T s.t. (1) all the clusters in
C are either a subset of data set corresponding to each vertex in the set or has empty
intersection each such data set, and (2) no vertex in the set is a proper superset of
another vertex in the set. The potential for C is then given by
E(C) =

Y
V∈fT (C)

E(V) × 1{X(V)∈C} + S(V) × 1{X(V)6∈C}

(4.5)

See Algorithm 4 for pseudo-code to compute E(C) using the root of slab tree T,
V(X). Note that since the potential for each cluster in a clustering must be computed
and it takes O(log(N )) to determine the cluster potential using a slab tree, thus the
runtime complexity of is assigning the potential of a clustering is O(N log(N )). Given
this approach to assigning the potentials of clusterings, we are able to compute the
partition function using the following algorithm:

Z(V) = E(V) + S(V)(B|X(V)| −

Y
V0 ∈ch(V)

B|X(V0 )| − 1) +

Y

Z(V0 )

(4.6)

V0 ∈ch(V)

where BN is the N th Bell number.
Theorem 2. Computing E(C) as in Equation 4.5, and Z(X) = Z(V(X)) as in
P
Equation 4.6 results in a correct partition function, i.e., C∈C E(C)/Z(V(X)) = 1.
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Proof. We use a strong inductive argument. The base cases of N = 1, 2, 3 are trivial.
The inductive step follows directly from 4.6 and Fact 1.
Algorithm 4 Compute-Potential(V, C))

for C in C do
for V0 in ch(V) do
T
if C 6⊂ X(V0 ) and C X(V0 ) 6= ∅ then
if C = X(V) then
return E(V)
else
Qreturn S(V)
return V0 ∈ch(V) Compute-Potential(V0 , C)

4.1.2.2

Setting Vertex Potential and Slab Values

A natural question arises regarding how slab values should be set. Since slabs
distribute potential to clusterings in a way that depends on which vertices in the slab
tree every cluster in the clustering is consistent with, this may be viewed as quantizing
clusterings to the “nearest" tree-consistent clustering, where “nearest"is based on these
vertices. Therefore, the best possible value to assign a slab when minimizing the total
variation distance is the mean potential of the sub-clusterings that will assigned the
slab value. More precisely,
Proposition 9. The optimal value to assign slab potential for vertex V in order to minimize total variation distance can be computed as follows: S(V) =

Q
Z(V)−E(V)− V0 ∈ch(V) Z(V0 )
Q
,
B|X(V)| − V0 ∈ch(V) B|X(V0 )| −1

where BN is the N th Bell number.
Proof. We use a strong inductive argument. The base cases of N = 1, 2, 3 are trivial.
The inductive step, note the numerator computes the sum of the potentials of the
(sub)clusterings being given the slab value S(V ), and the denominator is the number
of (sub)clusterings that will be given the slab value S(V ), which gives the mean. The
mean provides the minimum variance for the slab S(V ), which in turn minimizes the
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total variation distance, since the total variation distance is a monotonic function of
the slab variances.
A more subtle question is how the potentials at each vertex should be set. One
might chose to set them to be the same as the slab value, simplifying equation 4.6
somewhat. Another natural choice is to set the vertex potentials to be the same as
would be used in a tree-structured sparse trellis tree shape, which has the property
that tree consistent clusterings are given the same potential as they would be in treestructured sparse trellises. We choose to use the latter approach in our experiments.
Note that the setting of optimal slab values utilizes the partition function value
at each vertex in the slab tree. When the exact partition function is unavailable, as
might be expected, we use an approximate value to set the slab values.

4.1.2.3

Slab Tree Construction

Even with perfect partition function estimates, the total variation distance of
slab trees can vary based on the vertices making up the tree. The slab tree that
minimizes the total variation distance from the exact distribution is denoted as T? .
Note that the total variation distance between a slab tree and the exact distribution
is a function of both the tree topology as well as the quality of the partition function
estimate used to set the slab values. Assuming a perfect partition function estimate,
the optimal tree can be expressed as the one that minimizes the variance of the
clustering potentials that cross each cut represented by the tree structure of T? . In
the case where the tree structure represents primarily high potential clusters and the
slab value provides potential for the remaining, relatively low-potential clusters, the
minimization is similar in form to sparsest cut [4], motivating the use of Sparsest-Cut
Trees. Sparsest-Cut Trees have been popular in the Bayesian hierarchical clustering
community, since Sparsest-Cut Trees are a greedy approximation to a natural cost
function on trees [25]. Sparsest-Cut Trees are built by repeatedly taking the sparsest
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cut, starting at the root and ending at the leaves. Since the sparest-cut problem is
known to be NP-hard [49], approximations are used in practice. We use Sparsest-Cut
Trees as a heuristic for slab tree tree-structure in our experiments in Section 4.2.

4.1.2.4

Slab Tree vs Distributions Using an Approximate Normalizer

An alternative to approximating the distribution over clusterings using a hierarchical clustering, is to approximate the value of the partition function directly. In this
approach, the probability of a clustering is defined as:

PX (C) =

EX (C)
ẐX

,

(4.7)

where ẐX is the approximation to the true partition function ZX . Perturb-and-MAP
is an approach for computing ẐX that has been applied to energy-based product
partition models [38].
An interesting characteristic of computing the probability of C, is that using the
exact clustering potential as the numerator and an estimate of Z in the denominator
is that the kLk1 distance of the resultant distribution is entirely a function of the
absolute difference between the estimated and exact partition functions. In particular,
the L1 distance between the true distribution P and the approximate distribution P̂
is given by P − P̂

=
1

|Ẑ−Z|
.
|Ẑ|

Using approximate normalizers to estimate probability distributions does not
result in probability distributions over clusterings. In particular, the sum of clustering
probabilities assigned using Equation 4.7 do not equal 1, except in the case where
the partition function estimate, ZˆX , equals the exact partition function ZX . This
violates the Kolmogorov axiom of unit measurement[43], one of the three basic axioms
of probability theory, thus is undesirable from a theoretical perspective. It may be
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undesirable in practice as well1 . Recall that the slab tree methods satisfy the axiom
of unit measurement.
In addition, it is possible to quantify when slab trees provide a smaller total variation
distance from the true distribution than the using an approximate normalizer:
Proposition 10. Compared with approximate normalization methods, distributions
approximated with slab trees result in a reduction in total variation distance from the
exact distribution when the following holds:

|Ẑ − Z| >

Ẑ
E(C) − Ê(C)
Z

X
C∈C

where ET (C) is the potential assigned to the clustering C by slab tree T.
Proof. This follows from the following algebra:
X E(C) E(C)
X E(C) ET (C)
−
−
>
Z
Z
Ẑ
Ẑ
C∈C
C∈C
X E(C) ET (C)
−
Z
|Ẑ|
Ẑ
C∈C
X
ẐE(C) − ZET (C)
=⇒ Z · |Ẑ − Z| >
=⇒

|Ẑ − Z|

>

C∈C

=⇒ Z · |Ẑ − Z| > Z

X
C∈C

Ẑ
E(C) − ET (C)
Z

Note that as |Ẑ − Z| approaches zero, so does the total variation distance of
approximate normalization methods from the exact distribution. Conversely, the slab
tree total variation distance from the exact distribution approaches zero as ET (C)
approaches

Ẑ
E(C).
Z

1

We, like Kolmogorov, “disregard the deep philosophical dissertations on the concept of probability
in the experimental world,” and instead refer the reader to [50].
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4.2

Experiments

We measure the divergence between the distributions produced using our method
and the true distribution over clusterings on small datasets, where doing so is computationally feasible. We propose and analyze an evaluation criteria for this setting. In
our experiments, we evaluate using several clustering datasets in applications areas
including entity resolution, phylogenetics, and biomedical gene expression, for which
distributions over clusterings are particularly useful.

4.2.1

Application Areas & Data

Entity Resolution Knowledge bases (KBs), structured data repositories that express relationships between entities, are ubiquitous in modern technology, for example,
in web-search, automated assistants, map services (such as Google Maps), and academic bibliographic services (such as Semantic Scholar or PubMed). A fundamental
component of the automatic construction of these knowledge bases is entity resolution,
the task of determining the identity of ambiguous entity mentions. We apply our
method in the entity resolution setting for scientific author co-reference. In building
a knowledge base of scientists and research papers, such as Google Scholar, author
names appearing on scientific papers may be ambiguous. For example, DBLP lists
numerous real-world authors who share the name Wei Wang2 . We apply our method
to a recently created dataset of scientific author entity mentions used in [80]. We use
pairwise similarities given by the state-of-the-art graph autoencoder based approach
[80].
Phylogenetics Tree structures are often used in biology to organize the relationships
between organisms at multiple levels of granularity. The distribution over clusterings
given by the slab tree model captures additional uncertainty beyond that offered by a
2

https://dblp.uni-trier.de/pers/hd/w/Wang:Wei
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traditional hierarchical clustering, providing a richer representation of the evolutionary
relationship between biological organisms. We use the popular UCI Zoo dataset3 ,
which consists of animals and their attributes. We obtain pairwise edge scores by
computing the mean-subtracted cosine distance for all pairs of data points. We select
a subset of animals from related classes.
Gene Expression in Breast Cancer Patients Oncologists develop treatment
plans for patients based on the patients’ subtype of cancer [45]. The subtype of
cancer is often determined based on clustering patients’ gene expression data combined
with expression data from previous treatments for which outcomes are known [65].
The Cancer Genome Atlas (TCGA) provides breast cancer transcriptome profiling
(FPKM-UQ) data. We select a subset of African American women with Stage I
breast cancer for the reasons given in [31]. We use the same pre-processing techniques
described in [31].

4.2.2

Methods

We compare the following methods:
Perturb-and-MAP [38] By repeatedly adding Gumble noise parameterized with
the Euler-Mascheroni constant to the pairwise edge weights and then estimating the
potential of the MAP clustering, this method is able to approximate the log partition
function. To find an approximate MAP, we build a tree by recursively applying
sparsest cut and then select the tree consistent partition that has the highest potential.
We refer to the method below as P&M.
Hierarchical Clustering Inference Using a tree data structure, as described in
Section 2.2.2, this method computes a distribution over clusterings. Recall that in
3

https://archive.ics.uci.edu/ml/datasets/zoo

50

∆ log Z
0-Tree Slab Tree
Zoo-10
8.516
9.348
Bio-11
Coref-10 10.650

0.896
4.508
0.673

log Z
10.458
13.429
12.446

Figure 4.1: Absolute difference from the exact log partition function for the Zero-Tree
(0-Tree) and Slab Tree approaches. The last column lists the exact log partition
function value.

this approach, all partitions that are not tree-consistent are given 0 probability mass.
We build the cluster tree by recursively applying a sparsest cut solver. We refer to
this method as 0-Tree.
Slab Tree The approach we propose in this work, using a tree structure built with
recursive sparsest cut. The partition function at each node in the slab tree is computed
using Perturb and MAP (P&M ), as described above.
Note that we chose to compare slab trees with Perturb-and-MAP, as the later
has been successfully applied to approximating the partition function[38]. We do
not compare with additional approximate normalizer methods since we are able to
analytically describe the relationship (with respect to total variation divergence from
the exact distribution) between the slab tree approach and using an approximate
normalizer (see Proposition 10).

4.2.3

Results

In Figure 4.1 we see the accuracy of the predicted log-partition functions on small
datasets. The absolute difference between the 0-Tree and the exact partition function
observed in the Zoo-10 data is the same order of magnitude as the partition function
itself. Using the slab tree approach, with the partition function approximated using
the Perturb and MAP approach, the difference between the difference from the exact
partition function is much smaller than using the 0-tree. While the difference observed
51

Zoo-10
Bio-11
Coref-10

P&M

0-Tree

Slab Tree

0.896
4.508
0.981

9.899
9.349
10.990

0.995
0.270
1.814

Figure 4.2: Mean absolute error between the exact and approximate log-probabilities
computed over all clusterings, for the Perturb and MAP (P&M), Zero tree (0-Tree),
and Slab Tree approaches.

in Zoo-10 and Coref-10 is on the order of 5-8 %, the difference for Bio-11 is much
greater, on the order of 30 %.
In Figure 4.2 we evaluate the mean absolute error of each methods’ approximate log
probability of a clustering, i.e.,

P

C∈C

| log P̂ (C)−log P (C)|
,
|C|

where log P̂ (C) is the predicted

log probability and log P (C) is the true log probability. Note that this quantity is
similar, but not the same as the kLk1 distance, which, for the P&M approach, can be
derived from the absolute differences in Table 4.1 as described in Section 4.1.2.4. The
slab tree method results in a major improvement in divergence compared with the
0-tree approach. In the cases where the partition function estimates are close to the
exact value, Zoo-10 and Coref-10, Perturb and MAP performs somewhat better than
the slab tree approach. In the case where the partition function estimate is relatively
poor, Bio-11, the slab tree approach provides a substantial improvement over Perturb
and MAP.

4.3

Related Work

We are not aware of any previous work transforming approximations of partition
functions of distributions of clusterings into compact representations of true probability
distributions, as is done with slab trees. There has been some work on compactly
representing distributions over clusterings, using either trees or DAGs, as well as
estimating the partition function in this context. There has also been a substantial
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work in estimating partition functions in general graphical models4 .

The most

directly related work to slab trees has been on computing distributions over clusterings.
As mentioned in [31], trees are special cases of sparse trellises, which are directed
acyclic graphs used for a dynamic programming approach to computing the partition
function exactly [31]. In [36] the authors propose dynamic programming to compute
the partition function for clusterings of size k, however there is redundancy in the
computation. [71] and [35] improve on this but take the same general approach. [42]
compute the exact partition function using convolutions on a Mobius strip. These
approaches find the exact partition function, rather than use an estimate of the
function to represent the distribution. Crucially, the complexity of these approaches
are exponential in the size of the dataset, making them appropriate only for small
datasets.
Distributions over clusterings or partitions of a set of points are frequently modeled
with Bayesian non-parameteric models such as Dirichlet Process Mixture Models
[3] and equivalent statistical models such as Chinese Restaurant processes [2] and
the Stick-Breaking Process [58]. In these approaches, the posterior distribution is a
distribution over clusterings. These methods differ from our work in the likelihood
and prior used. Our work uses a correlation clustering objective, while these works
most often use parametric densities such as Gaussians or multinomials. We use a
uniform prior over clusterings, while these methods typically a rich-get-richer objective
as in the aforementioned methods. Furthermore, the posterior distribution typically a
distribution over the parametric densities. Similar to our work Bayesian Hierarchical
Clustering approximates the posterior distribution of a Dirichlet Process Mixture
4

It may be worth noting that there is not a clear equivalent graphical model for the general
energy-based clustering models we address; in the cases where there is an equivalent graphical model,
e.g., in correlation clustering, the graph is fully connected (thus results relying on sparseness are of
limited use here).
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Model using a tree structure [33]. Only tree consistent partitions are given non-zero
probability in this approach.
More generally there are several approximation methods for approximating the
partition function for graphical models. [57] use a perturbation based approaches.
MCMC has been a popular approach for this purpose [59] , sometimes utilizing various
improvements, such as Langevin dynamics [48] to improve performance. [52] uses
Gibbs sampling methods and there have been variational methods [74] proposed to
provide bounds on the partition function as well.
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CHAPTER 5
EXACT DISTRIBUTIONS OVER HIERARCHICAL
CLUSTERINGS

Exactly performing MAP inference and finding the partition function by enumerating all hierarchical clusterings over N elements is exceptionally difficult because
the number of hierarchies grows extremely rapidly, namely (2N − 3)!! (see [11, 23]
for more details and proof). To overcome the computational burden, we introduce
a cluster trellis data structure [32] for hierarchical clustering. We describe how this
data structure enables us to use dynamic programming algorithms to exactly compute
MAP structures and the partition function. Our algorithms compute these quantities
without having to iterate over each possible hierarchy in the O(3N ) time. While
still exponential, this is orders of magnitude faster than enumerating all trees and
is to our knowledge the fastest exact MAP / partition function result (See §5.1.2
and §5.1.1 for proofs). Furthermore, we demonstrate how our methods can be used
to sample structures from P (H|X), compute marginal probabilities of subtrees, all
without enumerating the complete set of hierarchical clusterings.

5.1
5.1.1

Algorithms and Analysis
Computing the Partition Function

Given a dataset of elements, X = {xi }N
i=1 , the partition function, Z(X), for the set
of hierarchical clusterings over X, H(X), is given by Equation 1.2. The trellis is used
to facilitate a memoized dynamic program to compute the partition function and the
MAP. To achieve this, we need to re-write the partition function in the corresponding
recursive way. In particular,
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Exhaustive Computation of the
Partition Function - O((2N-3)!!)

Computation using Trellis - O(3N) << O((2N-3)!!)

Z({a, b, c, d}) = ({a, b, c}, {d}) · ({a, b}, {c}) · ({a}, {b})

Z({a, b, c, d}) = ({a, b, c}, {d}) · Z({a, b, c}) · Z({d}) + ({a, b, d}, {c}) · Z({a, b, d}) · Z({c})

+ ({a, b, c}, {d}) · ({b, c}, {a}) · ({b}, {c})

+ ({a, b}, {c, d}) · Z({a, b}) · Z({c, d}) + ({a, c}, {b, d}) · Z({a, c}) · Z({b, d})

+ ({a, b, c}, {d}) · ({a, c}, {b}) · ({a}, {c})

+ ({a, c, d}, {b}) · Z({a, c, d}) · Z({b}) + ({b, c, d}, {a}) · Z({b, c, d}) · Z({a})

+ ({a, c, d}, {b}) · ({a, c}, {d}) · ({a}, {c})

+ ({a, d}, {b, c}) · Z({a, d}) · Z({b, c})

+ ({a, c, d}, {b}) · ({a, d}, {c}) · ({a}, {d})
+ ({a, c, d}, {b}) · ({c, d}, {a}) · ({c}, {d})

+ ({a, b, d}, {c}) · ({a, b}, {d}) · ({a}, {b})

+ ({a, b, d}, {c}) · ({a, d}, {b}) · ({a}, {d})
+ ({a, b, d}, {c}) · ({b, d}, {a}) · ({b}, {d})

Tree Potential is
Production of
Sibling Potentials
{a,b,c}

+ ({b, c, d}, {a}) · ({b, c}, {d}) · ({b}, {c})

+ ({b, c, d}, {a}) · ({b, d}, {c}) · ({b}, {d})

( {b,c} ,

+ ({b, c, d}, {a}) · ({c, d}, {d}) · ({c}, {d})
+ ({a, b}, {c, d}) · ({a}, {b}) · ({c}, {d})
+ ({a, c}, {b, d}) · ({a}, {c}) · ({b}, {d})

(

{b}

,

{c}

{a}

)

Recursive Computation
of Z using Memoization
{a,b,c,d}

Partition Function is
Sum of Tree Potentials
( {a,b,c} ) + ( {a,b,c} ) + ( {a,b,c} )
{a,b}

{c}

{a,c}

{b}

{b,c}

{a}

{a,b,c} {a,b,d} {a,c,d} {b,c,d}

{a,b}

{a,c}

{a,d}

{b,c}

{b,d}

{a}

{b}

{c}

{d}

{c,d}

Z({a, b, c}) = ({a, b}, {c}) · Z({a, b}) · Z({c})
+ ({a, c}, {b}) · Z({a, c}) · Z({b})

)

+ ({b, c}, {a}) · Z({b, c}) · Z({a})

+ ({a, d}, {b, c}) · ({a}, {d}) · ({b}, {c})

Figure 5.1: Computing the partition function. An example of using a trellis to
compute the distribution over hierarchical clusterings of the dataset {a, b, c, d}. The
left panel shows the exhaustive computation of the partition function, consisting of
the summation of (2 · 4 − 3)!! potential equations, one for each of the 5!! = 15 trees
rooted at {a, b, c, d}. The right panel shows the computation of the partition function
using the corresponding trellis. The sum for the partition function is over 24−1 − 1 = 7
equations, each making use of a memoized Z value. Colors indicate corresponding
computations that are computed with and stored in the trellis.

Proposition 11. For any x ∈ X, the hierarchical partition function can be written
P
P
recursively, as Z(X) =
=
E(H)
H∈H(X)
Xi ∈Xx ψ(Xi , X \ Xi ) · Z(Xi ) · Z(X \ Xi )
where Xx is the set of all clusters containing the element x (omitting X), i.e,. Xx =
{Xj : Xj ∈ 2X \ X ∧ x ∈ Xj }.
Proof. Given a dataset X, pick an element x ∈ X. We consider all possible Ω clusters
S
XLω ⊂ X that contain x. Given XLω , then XRω is fixed so as to satisfy XLω XRω = X
T
and XLω XRω = ∅. We want to show that the partition function Z(X) can be written
recursively in terms of Z(XLω ) and Z(XRω ).
The partition function is defined as the sum of the potentials of all possible
hierarchical clusterings HX = {Hm }M
m=1 ,
Z(X) =

=

M
X
m=1
M
X
m=1

E(Hm (X))
ψ(XLm , XRm ) E(Hm (XLm )) E(Hm (XRm ))
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(5.1)

where XLm

S

XRm = X, XLm

T

XRm = ∅. Also, Hm (XLm ) and Hm (XRm ) are the sub-

hierarchies in Hm that are rooted at XLm and XRm , respectively. Next, we rewrite Eq.
5.1 grouping together all the hierarchies Hi that have the same clusters {XLm , XRm } 1 ,
Z(X) =

Ω
X
ω=1

=

Ω
X

ψ(XLω , XRω )

J
X
j=1

j

E(H

(XLω ))

ψ(XLω , XRω ) Z(XLω ) Z(XRω )

K
X
k=1

E(Hk (XRω ))
(5.2)

ω=1

with M = Ω · J · K, J = (2|XLω | − 3)!!, and K = (2|XRω | − 3)!!. Thus, Z(X) of a cluster
X can be written recursively in terms of the partition function of the sub-clusters of
X 2.

Algorithm 5 describes how to efficiently compute the partition function using the
trellis by making use of Proposition 11. Our algorithm works by first setting the
partition function of the leaf nodes in the trellis to 1. Algorithm 5 is described in a
recursive way. It starts by picking any element in the dataset, xi , and the complement
containing all points other than xi , X \ xi . It then considers all clusters, Xj , of the
powerset of X \ xi , i.e., Xj ∈ 2Xj \xi ). For the cluster Xi = Xj ∪ {xi }, the partition
function is computed (memoized, recursively) for Xi and its complement, thus enabling
the application of Proposition 11 to get Z(X). The algorithm can equivalently be
written in a bottom-up, non-recursive way. In this case, the partition function for
every node in the trellis is computed in order (in a bottom-up approach), from the
nodes with the smallest number of elements to the nodes with the largest number
of elements, memoizing the partition function value at each node. By computing
1

The cluster trellis provides an exact solution conditioned on the fact that the domain of the
linkage function is the set of pairs of clusters, and not pairs of trees.
2

Note that for each singleton xi , we have Z(xi ) = 1.
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Algorithm 5 PartitionFunction(X)
Pick xi ∈ X and set Z(X) ← 0
i}
for Xj in 2X\{x
do
S
Xi ← Xj {xi }
if Z(V(Xi )) not set then Z(V(Xi )) ← PartitionFunction(Xi )
if Z(V(X \ Xi )) not set then Z(V(X \ Xi ) ← PartitionFunction(X \ Xi )
Z(X) ← Z(X) + ψ(Xi , X \ Xi ) · Z(V(Xi )) · Z(V(X \ Xi ))
return Z(X)
the partition functions in this order, whenever computing the partition function of a
given node in the trellis, the partition functions of all of the descendent nodes will
have already been computed and memoized. In Figure 5.1, we show a visualization
comparing the computation of the partition function with the trellis to the brute force
method for a dataset of four elements. We have the following complexity result for
the algorithm:
Theorem 3. For a given dataset X of N elements, Algorithm 5 computes Z(X) in
O(3N ) time.
Proof. The partition function is computed for each node in the trellis, and due to the
order of computation, at the time of computation for node i, the partition functions for
all nodes in the subtrellis rooted at node i have already been computed. Therefore, the
partition function for a node with i elements can be computed in 2i steps (given the
pre-computed partition functions for each of the node’s descendants), since the number
of nodes for the trellis rooted at node i (with i elements) corresponds to the powerset of


P
i n
N
i. There are ni nodes of size i, making the total computation N
i=1 2 i = 3 −1.
The time-complexity of the algorithm is O(3N ), since the partition function for
each node in the trellis is computed and the descendent nodes’ partition functions are
always pre-computed due to the order of computation. This is significantly smaller
than the (2N − 3)!! possible hierarchies.
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5.1.2

Computing the MAP Hierarchical Clustering

Similar to other dynamic programming algorithms, such as Viterbi, we can adapt
Algorithm 5 in order to find the MAP hierarchical clustering. The MAP clustering
for dataset X, H? (X), is H? (X) = argmaxH∈H(X) P (H|X) = argmaxH∈H(X) φ(H). As in
the partition function, we can use a recursive memoized technique. Each node will
store a value for the MAP, denoted φ(H? (X)) and a backpointer Ξ(H? (X)). To use the
recursive technique we use the following Proposition for correctness of the recursion.
Proposition 12. For any x ∈ X, let Xx = {Xj : Xj ∈ 2X \ X ∧ x ∈ Xj }, then
φ(H? (X)) = maxXi ∈Xx ψ(Xi , X \ Xi ) · φ(H? (Xi )) · φ(H? (X\Xi )).
Proof. We proceed in a similar way as detailed in Proposition 11 , as follows. Given
a dataset X, pick an element x ∈ X. We consider all possible Ω clusters XLω ⊂ X
S
that contain x. Given XLω , then XRω is fixed so as to satisfy XLω XRω = X and
T
XLω XRω = ∅. We want to show that the MAP clustering E(H∗ (X)) can be computed
recursively in terms of E(H∗ (XLω )) and E(H∗ (XRω )).
The MAP value is defined as the potential of the clustering with maximal potential
E among all possible hierarchical clusterings HX = {Hm }M
m=1 ,
E(H∗ (X)) = max E(Hm (X))
m∈M

= max ψ(XLm , XRm ) E(Hm (XLm )) E(Hm (XRm ))
m∈M

where XLm

S

XRm = X, XLm

T

(5.3)

XRm = ∅. Also, Hm (XLm ) and Hm (XRm ) are the sub-

hierarchies in Hm that are rooted at XLm and XRm , respectively. As mentioned earlier,
the cluster trellis provides an exact MAP solution conditioned on the fact that the
domain of the linkage function is the set of pairs of clusters, and not pairs of trees.
Thus, we can rewrite Eq. 5.3 grouping together all the hierarchies Hi that have the
same clusters {XLm , XRm }, as follows
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∗

E(H (X)) = max
ω∈Ω

ψ(XLω , XRω ) ∗
j

max E(H
j∈J

(XLω ))

k

max E(H
k∈K



(XRω ))

= max ψ(XLω , XRω ) E(H∗ (XLω )) E(H∗ (XRω ))
ω∈Ω

(5.4)

with M = Ω · J · K. Thus, E(H∗ (X)) of a cluster X can be written recursively in terms
of the MAP values of the sub-clusters of X 3 .

As in the partition function algorithm described in Section 5.1.1, the time complexity for finding the MAP clustering is O(3N ). To compute the maximal likelihood
hierarchical clustering, the maximal potential of the sub-hierarchy rooted at each
node is computed, rather than the partition function. Pointers to the children of the
maximal sub-hierarchy rooted at each node are stored at that node. A proof of the
time complexity, analogous to the one for the partition function, follows:
Proof. The MAP tree is computed for each node in the trellis, and due to the order
of computation, at the time of computation for node i, the MAP trees for all nodes
in the subtrellis rooted at node i have already been computed. Therefore, the MAP
tree for a node with i elements can be computed in 2i steps (given the pre-computed
partition functions for each of the node’s descendants), since the number of nodes for
the trellis rooted at node i (with i elements) corresponds to the powerset of i. There


P
i n
N
are ni nodes of size i, making the total computation N
i=1 2 i = 3 − 1.

3

Note that for each singleton xi , we have E(H∗ (xi )) = 1.
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Algorithm 6 MAP(X)
if φ(V(X)) set then
return φ(X), Ξ(X)
Pick xi ∈ X
φ(X) ← −∞
Ξ(X) ← null {Backpointer to give MAP tree structure.}
i}
for Xj in 2X\{x
do
S
Xi ← Xj {xi }
t ← ψ(Xi , X \ Xi ) · φ(V(Xi )) · φ(V(X \ Xi ))
if φ(X) < t then
φ(X) ← t
Ξ(X) ← {Xi , X \ Xi } ∪ Ξ(Xi ) ∪ Ξ(X \ Xi )
return φ(X), Ξ(X)
5.1.3

Computing the Number of Hierarchical Clusterings

We note for interest that we’re able to count the total number of hierarchies using
the trellis4 . We implement a bottom-up approach and start by assigning a number of
trees N = 1 to to each cluster of one element. Then, given a parent cluster Xp , we add
P
the contribution Npi (Np = i Npi ) of each possible pair i of left and right children,
sXp = {XL , XR }, where XL ∪ XR = Xp and XL ∩ XR = ∅. In particular, we obtain
Npi = NXi L · NXi R

(5.5)

Thus Np is the number of possible trees of the sub-branch whose root node is Xp . We
repeat the process until we reach the cluster of all elements X.

5.1.4

Computing Marginal Probabilities

In this section, we describe how to compute two types of marginal probabilities.
The first is for a given sub-hierarchy rooted at Xi , i.e., Hi ∈ H(Xi ), defined as
P
P (Hi |X) = H∈A(Hi ) P (H|X) , where A(Hi ) = {H : H ∈ H(X) ∧ Hi ⊂ H}, and Hi ⊂ H
4

This gives a result matching exactly the formula (2N − 3)!!
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indicates that Hi is a subtree of H. The second is for a given cluster, Xi , defined as
P
P (Xi |X) = Hi ∈H(Xi ) P (Hi |X).
Proposition 13. The value of P (Hi |Xi ) can be computed using the same algorithm
used for the partition function, except by first merging X(Hi |X) into a single leaf node,
but using φ(X(Hi )) for the potential of the newly merged leaf.
Proof. For a given sub-hierarchy rooted at Xi , i.e., Hi ∈ H(Xi ), the marginal probabilP
ity is defined as P (Hi |X) = H∈A(Hi ) P (H|X) , where A(Hi ) = {H : H ∈ H(X) ∧ Hi ⊂ H},
P
and Hi ⊂ H indicates that Hi is a subtree of H. We can rewrite H∈A(Hi ) P (H|X) as
P
H∈A(Hi ) φ(H(X))/Z, which gives us:

P (Hi |X) =

where ZHi (X) =

X

P (H|X) =

H∈A(Hi )

P

X φ(H(X))
ZH (X)
= i
Z
Z

(5.6)

H∈A(Hi )

H∈A(Hi ) φ(H(X)),

the sum of potential values for all the hierarchies

containing the sub-hierarchy Hi . This gives us
|A(Hi )|

ZHi (X) =

X
m=1

E(Hm (X))

|A(Hi )|

=

X
m=1

where XLm

S

XRm = X, XLm

ψ(XLm , XRm ) E(Hm (XLm )) E(Hm (XRm ))
T

(5.7)

XRm = ∅. Also, Hm (XLm ) and Hm (XRm ) are the sub-

hierarchies in Hm that are rooted at XLm and XRm , respectively. Next, we rewrite Eq.
5.7 grouping together all the hierarchies Hi that have the same clusters {XLm , XRm }.
Note that Hi ⊂ H, implies Xi ⊆ XL or Xi ⊆ XR . Assume W.L.O.G. that Xi ⊆ XL .
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ZHi (X) =

Ω
X

ψ(XLω , XRω )

ω=1

=

J
X
j=1

Ω
X

j

E(H

(XLω ))

K
X
k=1

E(Hk (XRω ))

ψ(XLω , XRω ) ZHi (XLω ) Z(XRω )

ω=1

(5.8)

with |A(Hi )| = Ω · J · K, J = |{H(XL ) : Xi ⊆ XL }|, K = |{H(XR )}| and setting
ZHi (Xi ) = E(H(Xi )).
Proposition 14. The value of P (Xi |X), can be computed using the same algorithm
used for the partition function, except by first merging X(Hi |X) into a single leaf node,
but using Z(Xi ) for the potential of the newly merged leaf.
Proof. For a given cluster Xi , the marginal probability is defined as P (Xi |X) =

P

H∈A(Xi ) P (H|X)

, where A(Xi ) = {H : H ∈ H(X) ∧ Xi ⊂ H}, and Xi ⊂ H indicates that cluster Xi is
P
P
contained in H. We can rewrite H∈A(Xi ) P (H|X) as H∈A(Xi ) φ(H(X))/Z, which gives
us:

P (Xi |X) =

where ZXi (X) =

P

X

P (H|X) =

H∈A(Xi )

H∈A(Xi ) φ(H(X)),

X φ(H(X))
ZXi (X)
=
Z
Z

(5.9)

H∈A(Xi )

the sum of potential values for all the hierar-

chies containing the cluster Xi . This gives us
|A(Xi )|

ZXi (X) =

X

E(Hm (X))

m=1
|A(Xi )|

=

X
m=1

where XLm

S

XRm = X, XLm

T

ψ(XLm , XRm ) E(Hm (XLm )) E(Hm (XRm ))

(5.10)

XRm = ∅. Also, Hm (XLm ) and Hm (XRm ) are the sub-

hierarchies in Hm that are rooted at XLm and XRm , respectively. Next, we rewrite Eq.
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5.10 grouping together all the hierarchies Hi that have the same clusters {XLm , XRm }.
Note that Xi ⊂ H, implies Xi ⊆ XL or Xi ⊆ XR . Assume W.L.O.G. that Xi ⊆ XL .
ZXi (X) =

Ω
X

ψ(XLω , XRω )

ω=1

=

Ω
X

J
X
j=1

j

E(H

(XLω ))

K
X
k=1

E(Hk (XRω ))

ψ(XLω , XRω ) ZXi (XLω ) Z(XRω )

ω=1

(5.11)

with |A(Hi )| = Ω · J · K, J = |{H(XL ) : Xi ⊆ XL }|, K = |{H(XR )}|, and setting
ZXi (Xi ) = Z(Xi ).
5.1.5

Sampling from the Distribution of Hierarchical Clusterings

Drawing samples from the true posterior distribution P (H|X) is also difficult
because of the extremely large number of trees. In this section, we introduce a
sampling procedure for hierarchical clusterings Hi implemented using the trellis which
gives samples from the true posterior without enumerating all possible hierarchical
clusterings.
The sampling procedure will build a tree structure in a top-down way. We start
with the cluster of all the elements, X, and then sample one child of that cluster,
XL ⊂ X, (Eq. 5.12) and set the other to be the complement of the child with respect
to the parent, i.e., X \XL . This procedure repeats recursively from each of the children
and terminates when a cluster contains a single element. A child XL of parent Xp ,
i.e., XL ⊂ Xp is sampled according to:
p(XL |Xp ) =

1
· ψ(XL , Xp \XL ) · Z(XL ) · Z(Xp \XL ).
Z(Xp )

Pseudocode for this algorithm is given in Algorithm 7.
Theorem 4. Sample(X) (Alg. 7) gives samples from P (H|X).
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(5.12)

Proof. We want to show that drawing samples of trees using Algorithm 7 gives samples
from P (H|X). To do this, we show that the probability of a tree can be re-written as
the product of probabilities of sampling each split in the structure. This then directly
corresponds to the top-down sampling procedure in Algorithm 7.
Recall from Definition 4 we have:

P (H|X) =

1
Z(X)

Y

ψ(XL , XR )

(5.13)

XL ,XR ∈sibs(H)

We can equivalently write this as:

P (H|X) =

Y
XL ,XR ∈sibs(H)

1
· ψ(XL , XR ) · Z(XL ) · Z(XR )
Z(XL ∪ XR )

(5.14)

To understand why this can be written this way, observe that for for each in
sibs(H) (i.e., internal nodes such as XL and XR the Z(XL ) and Z(XR ) terms will be
cancelled out by corresponding terms in the product for the children of XL or XR . To
see this we can write out the product for three pairs nodes XL , XR and their children
XLL , XLR and XRL and XRR respectively:
1
Z(Xp )

ψ(XL , XR ) Z(XL ) Z(XR ) ·

1
Z(XL )

ψ(XLL , XLR ) Z(XLL ) Z(XLR ) ·

1
Z(XR )

ψ(XRL , XRR ) Z(XRL ) Z(XRR )

(5.15)

Recall that for the pair of siblings that are the children of the root that the
1
Z(XL ∪XR )

term will not be cancelled out and corresponds exactly to

function.
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1
Z(X)

the partition

Algorithm 7 Sample(X)
if |X| = 1 return {X}
Sample XL from p(Xi |X) (Eq. 5.12).
return {XL , X \ XL } ∪ Sample(XL ) ∪ Sample(X \ XL )
Next, we observe that Eq. 5.14 can be re-written in terms of Equation 5.12 which
defines p(XL |XL ∪ XR ):
P (H|X) =

Y
XL ,XR ∈sibs(H)

p(XL |XL ∪ XR )

(5.16)

Algorithm 7 applies Eq. 5.12 recursively in a top-down manner using a series of
splits which have a probability that directly corresponds to the product of terms in
Eq. 5.16.

This algorithm is notable in that it does not require computing a categorical
distribution over all trees and samples exactly according to P (H|X).
5.1.6

Trellis Construction

For completeness, we note that Algorithm 3 for building trellises presented in 3.1.5
can be used to build trellises for hierarchical clustering as well.

5.2

Experiments

In this section, we demonstrate the use of the exact MAP, partition function,
and sampling approaches described in this paper on two real world applications: jet
physics and cancer genomics, as well as one synthetic data experiment related to
Dasgupta’s cost [24]. In each real world application, we demonstrate how the trellis
is used to compute exact MAP and the distribution over clusterings that are more
informative and accurate than approximate methods. In particle physics, we use a
simulation model for cascades of particle physics decays in jet physics that provides
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ground truth hierarchies facilitating evaluation. We additionally demonstrate the use
of the sampling procedure (§5.1.5) in this domain. In cancer genomics, we show how
we can model subtypes of cancer, which can help determine prognosis and treatment
plans. Lastly, we give an illustrative example for the use of the proposed approaches
with Dasgupta’s cost, running on the kinds of data for which greedy methods are
known to be approximate.

5.2.1

Jet Physics and Hierarchical Clusterings

5.2.1.0.1

Background The Large Hadron Collider (LHC) at CERN collides two

beams of high-energy protons and produces many new (unstable) particles. Some of
these new particles (quarks and gluons) will undergo a showering process, where they
radiate many other quarks and gluons in successive binary splittings. These 1 → 2
splittings can be represented with a binary tree, where the energy of the particles
decreases after each step. When the energy is below a given threshold, the showering
terminates, resulting in a spray of particles that is called a jet. The particle detectors
only observe the leaves of this binary tree (the jet constituents), and the unstable
particles in the showering process are unobserved. Thus, a specific jet could result from
several latent trees generated by the showering process. While the latent showering
process is unobserved, it is described by quantum chromodynamics (QCD).
It is natural to represent a jet and the particular clustering history that gave rise
to it as a binary tree, where the inner nodes represent each of the unstable particles
and the leaves represent the jet constituents. This representation connects jets physics
with natural language processing (NLP) and biology, which is exciting and was first
suggested in [46].
Jets are among the most common objects produced at the Large Hadron Collider
(LHC) at CERN, and a great amount of work has been done to develop techniques
for a better treatment and understanding of them, from both an experimental and
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theoretical point of view. In particular, determining the nature (type) of the initial
unstable particle (the root of the binary tree), and its children and grandchildren that
gave rise to a specific jet is essential in searches for new physics, as well as precision
measurements of our current model of nature, i.e., the Standard Model of particle
physics. In this context, it becomes relevant and interesting to study algorithms to
cluster the jet constituents (leaves) into a binary tree and metrics to compare them.
Being able to improve over the current techniques that attempt to invert the showering
process to reconstruct the ground truth-level tree would assist in physics searches at
the Large Hadron Collider.
There are software tools called parton showers, e.g., PYTHIA, Herwig, Sherpa,
that encode a physics model for the simulation of jets that are produced at the LHC.
Current algorithms used by the physics community to estimate the clustering history
of a jet are domain-specific sequential recombination jet algorithms, called generalized
kt clustering algorithms [10], and they do not use these generative models. These
algorithms sequentially cluster the jet constituents by locally choosing the pairing of
nodes that minimizes a distance measure. Given a pair of nodes, this measure depends
on the angular distance between their momentum vector and the value of this vector
in the transverse direction with respect to the collision axis between the incoming
beams of protons.
Currently, generative models that implement the parton shower in full physics
simulations are implicit models, i.e., they do not admit a tractable density. Extracting
additional information that describes the features of the latent process is relevant
to study problems where we aim to unify generation and inference, e.g inverting the
generative model to estimate the clustering history of a jet. A schematic representation
of this approach is shown in Figure 5.2.
At present, it is very hard to access the joint likelihood in state-of-the-art parton shower generators in full physics simulations. Also, typical implementations of
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parton showers involve sampling procedures that destroy the analytic control of the
joint likelihood. Thus, to aid in machine learning (ML) research for jet physics, a
python package for a toy generative model of a parton shower, called Ginkgo, was
introduced in [21]. Ginkgo has a tractable joint likelihood, and is as simple and easy to
describe as possible but at the same time captures the essential ingredients of parton
shower generators in full physics simulations. Within the analogy between jets and
NLP, Ginkgo can be thought of as ground-truth parse trees with a known language
model. A python package with a pyro implementation of the model with few software
dependencies is publicly available in [21].
5.2.1.0.2

Data and Methods In this paper, we proposed a new method to

efficiently find the MAP hierarchical clustering, partition function Z, and compute an
estimate for the posterior distribution over all possible hierarchical clusterings from
sampling. We will compare the trellis results for the MAP hierarchical clustering with
approximate methods, as described below. The ground truth hierarchical clusterings
of our dataset are generated with the toy generative model for jets Ginkgo, see [20]
for more details. This model implements a recursive algorithm to generate a binary
tree, whose leaves are the jet constituents. Jet constituents (leaves) and intermediate

Figure 5.2: Schematic representation of the tree structure of a sample jet generated with
Ginkgo and the clustered tree for some clustering algorithm. For a given algorithm, z labels
the different variables that determine the latent structure of the tree. The tree leaves x are
labeled in red and the inner nodes in green.
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state particles (inner nodes) in Ginkgo are represented by a four dimensional energymomentum vector.
Next, we review new algorithms to cluster jets based on the joint likelihood of
the jet binary tree in Ginkgo, introduced in [22]. In this work the authors explore
algorithms that aim to obtain the maximum likelihood estimate (MLE) or MAP for the
latent structure of a jet. In this approach, the tree latent structure zshower is fixed by
the algorithm. In particular, greedy and beam search algorithms are studied. Greedy
simply chooses the pairing of nodes that locally maximizes the likelihood at each step,
whereas beam search maximizes the likelihood of multiple steps before choosing the
latent path. The current implementation only takes into account one more step ahead,
with a beam size given by

N (N −1)
,
2

with N the number of jet constituents to cluster.

Also, when two or more clusterings had an identical likelihood value, only one of them
was kept in the beam, to avoid counting multiple times the different orderings of the
same clustering (see [9] for details about the different orderings of the internal nodes
of the tree). This approach significantly improved the performance of the beam search
algorithm in terms of finding the MLE.
5.2.1.0.3

Results In this section we show results for the implementation of the

trellis algorithm on a jet physics dataset of 5000 Ginkgo [21] jets with a number of leaves
between 5 and 10, and we refer to it as Ginkgo510. We start by comparing in Table
6.1 the mean difference among the MAP values for the hierarchies likelihood obtained
with the trellis, beam search and greedy algorithms. We see that the likelihood of
the trees increase from greedy to beam search to the trellis one, as expected. We use
beam search as a baseline to estimate the MAP value, which typically has a good
performance for trees with up to about 10 leaves, but as we see in Table 6.1, the trellis
MAP value is greater. Next, in Figure 5.3 we show a plot of the partition function
versus the MAP for each set of leaves in Ginkgo510 dataset. It is interesting to note
that there seems to be a correlation between Z and the Trellis MAP. We want to
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Trellis
Beam Search

Beam Search

Greedy

0.4 ± 0.5

1.5 ± 1.1
1.1 ± 1.1

tion for the difference in log likelihood
for the MAP tree found by algorithms
indicated by the row and column heading on the Ginkgo510 dataset.
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Table 5.1: Mean and standard devia-
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Figure 5.4: Comparison of the posterior
distribution for a specific jet with five
leaves for sampling 105 hierarchies using
Alg 7 (black dots with small error bars)
and expected posterior distribution (in
green). The plots show the discrete nature
of the distribution. The log likelihood for
the ground truth tree is a vertical dashed
red line.

Figure 5.3: Scatter plot of the partition
function Z vs. the trellis MAP ` for the
Ginkgo510 dataset, with up to 10 leaves
(jet constituents). The color indicates the
number of leaves of each hierarchical clustering. There appears to be a correlation
between Z and the MAP.

emphasize that the implementation of the trellis algorithm allows us to access the
partition function.
Finally, we show the implementation of the sampling procedure introduced in
section 5.1.5. We compare the sampled posterior distribution with respect to the
expected one (as explained below), conditioned on a set of five leaves. We show in
Figure 6.4 the results from sampling 105 hierarchies (black dots) and the expected
distribution (green) for the likelihood of each hierarchy. The expected posterior is
defined as the probability density function of each possible hierarchy. In principle, this
could be obtained by taking the ratio of the likelihood of each hierarchy with respect
to the partition function Z. We opt to take an approximate approach, as follows. If
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we sample enough number of times, we would expect each possible hierarchy to appear
at least once. Thus, as a proof of concept, we sample 105 hierarchies for a set of five
leaves (88 different hierarchies), keep only one of them for each unique likelihood value
and normalize by Z and bin size. We show this result in the histogram labeled as
Expected (green) in Figure 6.4. There is an excellent agreement between the sampled
and the expected distributions.
5.2.2

Cancer Genomics and Hierarchical Clusterings

5.2.2.0.1

Background Hierarchical clustering is a common clustering approach

for gene expression data [65]. However, standard hierarchical clustering uses a greedy
agglomerative or divisive heuristic to build a tree. It is not uncommon to have a need
for clustering a small number of samples in cancer genomics studies. An analysis of
data available from https://clinicaltrials.gov shows that the median sample size for
7,412 completed phase I clinical trials involving cancer is only 30.
5.2.2.0.2

Data and Methods Here, we compare a greedy agglomerative cluster-

ing to our exact MAP clustering tree using the Prediction Analysis of Microarray 50
(pam50) gene expression data set. The pam50 data set (n = 232, d = 50) is available
from the UNC MicroArray Database [70]. It has intrinsic subtype annotations for
139 of the 232 samples. Missing data values (2.65%) were filled in with zeros. We
drew a stratified sample of the total data set with two samples from each known
intrinsic subtype and two samples from the unknown group. The Pearson correlation
coefficient was used for the clustering metric for the PAM50 data set experiments.
The correlation clustering input can be represented as a complete weighted graph,
G = (V, E), where each edge has weight wuv ∈ [−1, 1], ∀(u, v) ∈ E. The goal is to
construct a clustering of the nodes that maximizes the sum of positive within-cluster
edge weights minus the sum of all negative across-cluster edge weights. However, the
correlations among subsampled pam50 (n = 12) data set are all positive. To allow more
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Approximate Tree via Greedy

Figure 5.5: Cancer Genomics.
Comparison of trees from greedy hierarchical clustering (left) and exact MAP clustering using the trellis (right) on the subsampled pam50
data set. The colors indicate subtypes of breast cancer (grey if unknown). Though both appear to
assign unknown samples to LumB,
the right tree positions the unknown
samples closer to the Her2 samples.

MAP Tree via Trellis

Figure 5.6: Dasgupta’s Cost. Comparison between MAP tree found using the trellis
and the tree found by agglomerative clustering for a graph that is known to be difficult
for with greedy methods.

0
balanced weights among vertices, we transform the weights using wuv
= tan wuv π2



0
and then subtracted the average of all wuv
.

5.2.2.0.3

Results Figure 5.5 displays the greedy hierarchical clustering tree and

the MAP tree with transformed weights for the twelve samples selected from the
pam50 dataset. The main difference between these trees is in the split of the subtree
including LumB, HER2, and unknown samples. The greedy method splits HER2
from LumB and unknown, while the MAP tree shows a different topology for this
subtree. For the MAP solution, we note that the subtree rooted at {7, 8, 9, 10, 11, 12}
is consistent. All of the correlation coefficients among this cluster are positive, so
the optimal action is to split off the item with the smallest (positive) correlation
coefficient.
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Figure 5.7: Comparison of the the number of trees vs complexity of trellis algorithms.

5.2.3

Dasgupta’s Cost

Figure 5.6 gives an example graph, as proposed by [14] to bound average-linkage
performance, following a model for which greedy methods are known to be approximate
with respect to Dasgupta’s cost [53, 18]. We run greedy agglomerative clustering and
trellis-based MAP procedure (Eq. 1.7). Unsurprisingly, the greedy method fails to
achieve the lowest cost tree while the trellis-based method identifies an optimal tree.
The cost of the greedily built tree is 44.08 while the tree built using the trellis is 40.08.

5.2.4

Runtime Asymptotics Plots

See Figure 5.7 for a comparison of the number of trees vs the time complexity of
the trellis algorithms for finding the partition function, MAP, and marginal values.
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5.3

Related Work

Often, probabilistic approaches, such as diffusion trees [54, 40] and coalescent
models [69, 9, 34], model which tree structures are likely for a given dataset. For
instance, in particle physics generative models of trees are used to model jets [10],
and similarly coalescent models have been used in phylogenetics [67]. Inference in
these approaches is done by approximate, rather than exact, methods such as greedy
best-first, beam-search, sequential Monte Carlo [75], and MCMC [54] and lead to local
optima. These methods do not have efficient ways to compute an exact normalized
distribution over all tree structures.
Despite this, modeling distributions over tree structures has been the subject of
a large body of work, including various types of Bayesian non-parametric models,
e.g., [40, 34, 7, 56, 30]. These methods only support using parametric distributions
to define emission probabilities and do not support the general family of potential
functions as in our method. However inference in factor graph models as well as
many of the Bayesian non-parameteric models is typically approximate or performed
by sampling methods. This lends in practice to approximate MAP solutions and
distributions over tree structures. Bootstrapping methods, such as [68], represent
uncertainty in hierarchical clustering, however they approximate statistics of interest
through repeatedly (re-)sampling from the empirical distribution. Exact methods like
the one we propose have not, to our knowledge, been proposed. See Chapter 6 in
general, and Section 6.3 in particular, for a more in depth discussion of approximate
distributions over hierarchical clusterings.
Recent work [38, 42, 31] has studied distributions over flat clusterings and showed
that dynamic programming can be used to both efficiently compute the partition
function as well as find the MAP clustering [71, 32]. See Chapter 3 in general, and
Section 3.4 in particular, for a more in depth discussion of exact distributions over
flat clusterings
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CHAPTER 6
APPROXIMATING DISTRIBUTIONS OVER
HIERARCHICAL CLUSTERINGS

Hierarchical clustering is a classic unsupervised learning task with numerous
applications. In settings where an potential function or likelihood can be assigned
to candidate clusters, the clustering problem can be cast in probabilistic terms.
Approximate inference methods often use greedy/beam search to explore candidate
hierarchies. Exact methods such as the hierarchical trellis (Greenberg et al, 2020)
explore the entire space of trees using a dynamic programming approach. While this
approach is efficient compared to the double factorial growth in the number of possible
hierarchical clusterings1 , the scaling of this algorithm is limited to small datasets.
Thus in this section, we utilize a sparse trellis, which allows to scale to much
larger datasets by controlling the sparsity index, i.e. the fraction of hierarchies we
consider from the total of (2N − 3)!!. Most hierarchies have likelihood values orders of
magnitude smaller than the MAP clustering making their contribution to the partition
function negligible 2 . As a result, if we build a sparse trellis that considers the most
relevant hierarchies, we could find approximate solutions for the MAP values and
partition function for datasets where implementing the exact trellis is not feasible.
The algorithms are similar to the exact cluster trellis ones, though there are differences
in the implementation.
1

The number of hierarchical clusterings over N elements grows as (2N − 3)!! (see [11, 23])

2

In general, low likelihood is equivalent to large potentials. However, we refer to likelihood as this
is directly connected to the jet physics example used as a case study in this chapter.
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Additionally, we show how the sparse trellis can be used to sample structures
from P (H|X) and compute the posterior distribution for the likelihood of the hierarchies conditioned on a set of leaves, without enumerating the full set of hierarchical
clusterings.

6.1

Algorithms and Analysis

With an amendment to the edges of the trellis data structure and a corresponding
reformulation of the algorithms for hierarchical clusterings presented in Chapter 3,
we are able to approximate the partition function, MAP clustering, and the marginal
probability (of a given sub-hierarchy or a cluster). Our approach is similar to one we
utilized for flat clustering–making use of sparse trellises. Unlike sparse trellises for flat
clustering, sparse trellises for hierarchical clustering need not be closed under recursive
complement, instead having the lesser requirement that only valid hierarchies are
represented by the edge structure. This crucial reliance on the trellis edges as part
of these algorithms is the primary difference between them and those presented in
earlier chapters, and is what makes them practical without the need for closure under
recursive complement.

6.1.1

Approximating the Partition Function

In order to approximate the partition function, we make use of the sparse trellises
for hierarchical clustering described in Section 2.2. Our algorithm is analogous to
Algorithm 5, given in Section 5.1.1, with the essential difference that when computing
the partition function for vertex V, the algorithm iterates over the edge structure.
b represents a set of hierarchical
A sparse trellis for hierarchical clustering, T,
clusterings through its edge structure. Recall, each vertex in vertex, V, in sparse trellis
b has edges to a subset of all two-partitions of X(V), and we denote this subset ch(V).
T
Any hierarchical clustering, H ∈ H, that contains an edge from X(V) to Xi ∈ P(X(V))

77

b otherwise H is consistent
s.t. Xi 6∈ ch(V) is said to be inconsistent with sparse trellis T,
b (or sparse-trellis-consistent). We denote the set of all hierarchical clusterings
with T
b as H(T).
b
consistent with T,
Proposition 15. The partition function over the set of sparse-trellis-consistent hierb is given by:
archical clusterings, H(T),
Z(X) =

X
b
H∈H(T)

φ(H) =

X

ψ(XL , XR ) · Z(XL ) · Z(XR )

(6.1)

XL ,XR ∈ch(V(X))

Proof. The proof is the same as given for Proposition 11, only instead of summing
over all two-partitions, the sum is over all two-partitions that are present in the sparse
trellis. Any two-partition of V missing from ch(V(X)) can not be part of a hierarchical
b thus such trees get 0 potential.
clustering that is consistent with T,
Analogous to Section 5.1.1, we describe an algorithm to efficiently approximate
the partition function given a sparse trellis by making use of Proposition 15. Similar
to Algorithm 5, it works by setting the partition function of the leaf nodes in the
trellis to 1, then following the edges from each leaf to their set of parents, and then
computing the partition function for those vertices using Proposition 15. The partition
functions for every vertex is computed and memoized in this way, from the leafs to
b the
the root. Note that when computing the partition function for any vertex, V in T,
partition functions for all of V’s children has already been memoized. See Algorithm
8 for pseudocode.
As in flat-clustering sparse trellises, our algorithm is a function of the size of the
trellis, though in this case, specifically the number of edges. The time complexity for
our algorithm is:
Theorem 5. For a given dataset X of N elements, Algorithm 8 computes Z(X) in
b time.
O(|E(T)|)
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Algorithm 8 PartitionFunction(X)
Set Z(X) ← 0
for XL , XR in ch(V(X)) do
if Z(V(XL )) not set then Z(V(XL )) ← PartitionFunction(XL )
if Z(V(XR )) not set then Z(V(XR ) ← PartitionFunction(XR )
Z(X) ← Z(X) + ψ(XL , XR ) · Z(V(XL )) · Z(V(XR ))
return Z(X)
Proof. The partition function is computed recursively, starting at the root, and
following the edge structure down the trellis to the leaves. Each edge is followed once
to a given vertex, V and, a constant computation (a sum and a product) at each
vertex is needed.
6.1.2

Approximating the MAP Clustering

As with Algorithm 5, we can adapt Algorithm 8 in order to approximate the
MAP hierarchical clustering. The MAP clustering that is sparse-trellis-consistent with
b H? (T),
b is H? (T)
b = argmax
T,
b φ(H). Just as in the MAP hierarchical clustering
H∈H(T)
algorithm described in Section 5.1.2, we use a recursive memoized technique, and
each node stores a local MAP value, denoted φ(H?Tb (X)), rather than a local partition
function value. We use the following Proposition for correctness of the recursion.
b is
Proposition 16. The MAP hierarchical clustering consistent with sparse trellis T
given by φ(H?Tb (X)) = maxXi ∈ch(V(X)) ψ(Xi , X \ Xi ) · φ(H?Tb (Xi )) · φ(H?Tb (X\Xi )).
As in the partition function algorithm described in Section 6.1.1, the time comb
plexity for finding the MAP clustering is O(|E(T)|).
Proof. These proofs for these are the same as for Proposition 15 and Theorem 5,
replacing the partition function with the MAP clustering.
6.1.3

Approximating Marginals

We describe how to compute the two types of marginal probabilities described in
Section 5.1.4: the marginal probability of a given sub-hierarchy rooted at Xi , P (Hi |Xi ),
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and the marginal probability of a given cluster, Xi , P (Xi |X). The value of P (Hi |Xi )
can be computed using algorithm described in Section 5.1.4, except by first merging
X(Hi |X) into a single leaf node, but using φ(X(Hi )) for the potential of the newly
b otherwise the marginal
merged leaf. This assumes Hi is sparse-trellis-consistent with T,
probability is 0. The same is true for computing the value of P (Xi |X), except after
merging Xi into a single leaf node, the value Z(Xi ) should be used.
Proof. The proofs are the same as those given in Section 5.1.4, only instead of summing
over all two-partitions, the sum is over all two-partitions that are present in the sparse
trellis. Any two-partition missing from a ch(V(X)) can not be part of a hierarchical
b thus such trees get 0 potential.
clustering that is consistent with T,
6.1.4

Sparse Hierarchical Trellis Construction

The performance of the sparse trellis depends on the subset of all possible hierarchies
over which it expands. This subset is chosen by the building strategy, which provides
the set of hierarchies consistent with the sparse trellis. The set of hierarchies can be
generated however desired, e.g., using multiple different state of the art methods that
return a single hierarchy, or using or more methods that can generate multiple likely
hierarchies (for example, beam search), or some combination.
Note that some care must be taken when constructing a sparse trellis as the union
of trees, since when a vertex is present in multiple trees: (1) it will be paired under
one or more, but not necessarily all, of it ancestors, and (2) each tree has its own set
of descendants of that vertex.
See Section 6.2.1 for particular building strategies used in our experiments, as well
as Section 7.3 for other approaches.
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6.2

Experiments

In this section, we show experiments comparing the performance of the sparse
trellis to compute various probabilistic quantities that are important in real world
applications in particle physics. We compare the MAP hierarchical clustering and
partition function of the sparse vs the exact trellis. Also, for the MAP values, we
include other approximate methods such as greedy and beam search algorithms, and
analyze the improvements versus the sparsity of the trellis. Our dataset contains the
ground truth hierarchies sampled from a toy model to simulate cascades of particle
physics decays in jet physics. Finally, we provide an implementation of the sampling
procedure to obtain the posterior distribution, detailed in section 5.1.5, and compare
the sampled distribution for different ways of building the sparse trellis with the exact
trellis one.

6.2.1

Sparse Trellis Building Strategies

There are different mappings for the ordering of the leaves of the input trees, and
it is interesting to study the different subsets of hierarchies spanned by the sparse
trellis depending on the map. For this paper, we ordered the leaves in increasing norm
of their momentum vector p~ ∈ R3 (see section 1.2 for more details about the model).
Once we choose a specific ordering, we iterate over the input trees, creating a
vertex Vi in the trellis for each new node in the tree, i.e. nodes that have not been
visited in previous input trees. A schematic representation is shown in Figure 6.1.
This way, the input sample of trees determines the trellis vertices that are created.
The trellis considers every possible hierarchical clustering that can be realized with
these vertices which is typically much greater than the number of input trees. After
creating the trellis, we initialize the leaf vertices values with some dataset of interest
and run the inference algorithms, e.g. MAP and partition function computations.
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Figure 6.1: Schematic representation of how the trellis is built iterating over each tree with
four leaves from a sample dataset. After every hierarchical structure is added, the final trellis
is composed of the colored vertices, the leaves and the root vertex. The vertices that are not
colored represent the subset of vertices of the exact trellis that are missing in the sparse case.

We present results for two distinctive procedures to build the trellis, and name the
trellises according to them as Simulator and Beam Search trellis.
Simulator Trellis: Input trees are sampled from running a simulator. In this
case, sample trees are expected to be around the mean of the posterior distribution.
Also, we restrict the generated trees to have the same number of leaves, which is fixed
for each trellis we create.
Beam Search Trellis: Input trees are obtained from running the beam search
algorithm over a sample of datasets of leaves. This approach is much more general, as
it could be implemented for datasets where there is no generative model. In this case,
we expect the distribution for the likelihood of our input trees to be shifted toward
higher values, compared to the simulator trellis. Note that we choose beam search
for our experiments, but this approach could be implemented with any agglomerative
clustering, and only requires a “linkage function” (i.e., single, average, complete
linkage).

6.2.2

Binary Tree Representation of Particle Physics Jets

Detectors at the Large Hadron Collider (LHC) at CERN measure the energy (and
momentum) of particles that hit them. Typically, the pattern of particle hits will
have localized regions. The particles in each region are clustered and referred to as a
jet, and can be thought of as the leaves of a binary tree. This tree is originated by a
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showering process where an initial (unstable) particle (root) goes through successive
binary splittings until reaching the final state particles that hit the detector and are
represented by the leaves. These leaves are observed while the latent showering process,
described by quantum chromodynamics (QCD), is not. As a result, there are several
latent trees that correspond to a set of leaves. This representation, first suggested in
[46], connects jets physics with natural language processing (NLP) and biology.
Currently, generative models in full physics simulations for the showering process
that produces a set of leaves do not admit a tractable density (they are implicit
models). A main problem in data analyses in collider physics deals with estimating
this latent showering process. Thus, an open area of research aims to unify generation
and inference, which typically requires extracting additional information from the
simulator; e.g estimate the clustering history of a set of leaves (final state particles).
At present, it is very hard to access the joint likelihood in state-of-the-art parton shower generators in full physics simulations. Also, typical implementations of
parton showers involve sampling procedures that destroy the analytic control of the
joint likelihood. Thus, to aid in machine learning (ML) research for jet physics, a
python package for a toy generative model of a parton shower, called Ginkgo, was
introduced in [21]. Ginkgo has a tractable joint likelihood, and is as simple and easy to
describe as possible but at the same time captures the essential ingredients of parton
shower generators in full physics simulations. Within the analogy between jets and
NLP, Ginkgo can be thought of as ground-truth parse trees with a known language
model. A python package with a pyro implementation of the model with few software
dependencies is publicly available in [21].

6.2.3

Data & Methods

In this chapter, we proposed methods to build a sparse hierarchical trellis to
efficiently find approximate values for the MAP hierarchical clustering and partition
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function Z while a considering a significantly smaller number of hierarchies. We also
implemented a sampling procedure over this sparse trellis that gives an estimate for
the posterior distribution over all possible hierarchical clusterings.
The ground truth hierarchical clusterings of our dataset are generated with the toy
generative model for jets Ginkgo [20]. We will compare the sparse trellis results for the
MAP hierarchical clustering with the exact trellis, as well as approximate methods.
These are implementations of greedy and beam search algorithms that aim to obtain
the maximum likelihood estimate (MLE). Greedy locally maximizes the likelihood
at each step. For beam search, we keep b trees (where b labels the beam size). At
each step, we expand each of those trees over the top b options that maximize the
clustering likelihood and keep the top b of the total of b2 trees. Our implementation,
takes b given by

N (N −1)
,
2

with N the number of jet constituents to cluster. We avoid

double counting of the different orderings of the same clustering (for specifics about
the possible orderings of the internal nodes of a tree see [9]).

6.2.4

Results

In this section we compare results between the sparse trellis implemetation and
the other benchmark algorithms on a jet physics dataset of 25,000 Ginkgo [21] jets
with 9 leaves, and we refer to this dataset as Ginkgo9. We split our dataset into a
train and a test datasets 3 . We compare in Figures 6.2 and 6.3 the results for the
mean values over 100 trees of the test dataset for the sparse trellis built with two
approaches, the ground truth trees (Simulator trellis) and the MLE trees obtained
with beam search (BS trellis), both from the train partition of the dataset.
We start by comparing in Table 6.1 the mean difference among the MAP values
for the hierarchies likelihood obtained with the Exact, BS, and Sim. trellises, as
3

We take the terms train and test from machine learning tasks but there is no optimization method
in our algorithm
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Table 6.1: Mean and standard deviation for the difference in log likelihood for the
MAP tree found by algorithms indicated by the row and column heading on the
Ginkgo9 test dataset.

Exact Trellis
BS Trellis
Sim. Trellis
Beam Search

BS Trellis

Sim. Trellis

Beam Search

0.03 ± 1.32

0.23± 1.34
0.20±0.27

0.89±0.60
0.86±1.43
0.66±1.46

Greedy
1.75±0.97
1.73±1.64
1.52±1.65
0.86±0.97

well as beam search and greedy algorithms. We see that the potential values of the
trees found using the sparse trellises are greater than beam search and greedy, with a
sparsity index of only 6 × 10−2 .
Even though beam search has a good performance for trees with a small number
of leaves, we see that both sparse trellises quickly improve over beam search, with a
sparsity index of only about 2%. For this values, the trellis is very efficient and fast
to run. Both sparse trellises approach the performance of the exact one, but the BS
trellis does it much faster. Next, in Figure 6.3 we show a plot of the partition function
versus the sparsity, on the test dataset. We see that the BS trellis approaches the
exact value for the partition function faster. However, both trellises obtain a value for
the partition function within 5% of the exact one with a sparsity index of 0.2 or less.
Next, we show in Figure 6.4 the posterior distribution from sampling 105 hierarchies
with the Exact, Sim. and BS trellises. We compare the Sim. and BS trellis for sparsity
values of about 0.9 and 0.1 respectively. There is an excellent agreement between
the Sim. trellis and the Exact one. It is interesting to note that even though the BS
trellis distribution is slightly shifted toward greater log likelihood ` values there is a
reasonable agreement with the exact one, for a sparsity of only ∼ 0.1.
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¯ = 1 ∑N j log ∑ p(x,H)
logZ
N j i=1

Nj
`¯ = N1j ∑i=1
log pi(x,H ∗)
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Figure 6.2: Scatter plot of the trellises
MAP ` vs their sparsity. Each value corresponds to the mean over 100 trees of
the test dataset. We show the Simulator
(Sim.) and the Beam Search (BS) trellises.
We add the values of the exact trellis (red),
beam search (blue) and greedy (orange)
algorithms for comparison. The BS trellis
approaches the performance of the exact
one for a much smaller sparsity index.

0.4
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Figure 6.3: Scatter plot of the trellises
partition function Z vs their sparsity.
Each value corresponds to the mean over
100 trees of the test dataset. We show the
Simulator (Sim.) and the Beam Search
(BS) trellises. We add the value of the
exact trellis (red) for comparison.
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Figure 6.4: Posterior distribution of ` for a specific jet with five leaves. We show the
distribution from sampling 105 hierarchies from the posterior using the procedure described
in Sec. 5.1.5. We compare the distribution from the Sim. trellis (red), BS trellis (green) and
Exact one (gray). The log likelihood ` for the ground truth hierarchical clustering is shown
as a vertical dashed blue line.
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6.3

Related Work

Modeling distributions over tree structures has been the subject of a large body of
work. Bayesian non-parametric models typically define a posterior distribution over
tree structures given data such as Dirichlet and Pitman-Yor diffusion trees [54, 40],
coalescent models [69, 9, 34], and in the case of grouped data, the nested Chinese
restaurant processes [7] and nested hierarchical Dirichlet processes [56]. Other models,
such as tree structured nested sticking breaking, provide a distribution over a different
class of tree structures, one for which data can sit at internal nodes [30]. These
methods, while providing a distribution over trees, only support using parametric
distributions to define emission probabilities and do not support the general family
of probabilistic models used in our approach, which can use any scoring function to
define the distribution. Factor graph-based distributions over tree structures such as
[76] on the other hand support a flexible class of distributions over tree structures as
in our approach.
Dasgupta [24] defines a cost function for hierarchical clustering. Much work has
been done to develop approximate solution methods and related objectives [62, 19, 12,
53, 18, 14].
Bootstrapping methods, such as [68], represent uncertainty in hierarchical clustering.
Unlike our approach, bootstrapping methods approximate statistics of interest through
repeatedly (re-)sampling from the empirical distribution.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK

As a result of the work in this thesis, we are now able to compute exact distributions
and MAP values over the set of flat clusterings and the set of hierarchical clusterings
for energy-based clustering models. The developed techniques can also be used
approximate distributions and MAP values over these sets. There are real world
applications that are able to benefit from these techniques, including particle physics
at the Large Hadron Collider at CERN and cancer genomics.
We include a summary table listing the time and space complexities, as well as the
approximate maximum number of elements for each of the major approaches described
in this thesis. See Table 7.1.
The data structures and algorithms also lay the foundation for many new and
interesting research directions and future work1 . We share our thoughts on a few these
here.

7.1

Sparse Trellises as Constraint Encoding

It is sometimes useful to consider a subset of all possible flat or hierarchical
clusterings that satisfy some constraints for flat and hierarchical clustering with
constraints, respectively), for example, when there is existing knowledge that would be
better encoded than learned or when the application demands adjusting the probability
mass of some clusterings based on some set of criteria. Encoding existing knowledge can
1

One potential future endeavor is to unify the trellis data structures and algorithms using the
approach developed for sparse hierarchical trellises.
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Table 7.1: The runtime and space complexities, as well as the order of magnitude of the
maximum dataset size for each of the major approaches described in this thesis. Note
that the time complexity for Slab Tree Construction assumes the partition function
estimate and the cut selection for any given node are provided in constant time.

Trellis Partition Function
Trellis MAP Clustering
Trellis Marginals
Sparse Trellis Partition Function
Sparse Trellis MAP Clustering
Sparse Trellis Marginals
Slab Tree Construction
Slab Tree Probability Query

Time

Space

Max Dataset Size

O(3N −1 )

O(2N )

O(3N −1 )
b log(3) )
O(|T|
b log(3) )
O(|T|
b log(3) )
O(|T|
O(N )
O(N log(N ))

O(2N )
b
O(|T|)
b
O(|T|)
b
O(|T|)

20
20
20
100–1000
100–1000
100–1000
10000+
10000+

O(3N −1 )

O(2N )

O(N )
O(N )

helpfully reduce the state space considered and represent distributions over clusterings
that do not violate some fundamental assumptions in the application domain. Several
recent papers (see [16], [39], [37] for examples) have used constrained clustering in
applications requiring some specified measures of fairness. There are several ways
one might specify clustering constraints. The classic approach in flat clustering is
pairwise instance-based constraints (i.e., constraints on whether two elements in
X should/should not be clustered together, referred to as must-link/cannot-link,
respectively) [6], which can be expressed with certain equivalent geometric distance
constraints (where elements within /δ must/must not be clustered together) [26].
Other forms of constraints in flat clustering have also been explored, including cluster
size constraints [6], and balancing with respect to an existing clustering [16]. Flat
clustering constraints are not directly applicable to hierarchical clustering, and there
has been work developing constraints for hierarchical clustering as well, with triplet
constraints (i.e., that two elements in X must be clustered earlier in the hierarchy
than with a third element)[72] being common [15, 14, 13].
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The trellis can effectively represent several forms of constraints, including pairwise
instance-based constraints, triplet constraints, and balance constraints.
The must-link constraint, where (xi ,xj ) must be in the same cluster corresponds
to a trellis where the leaves corresponding to elements xi and xj are merged together
to form a new leaf, xij . A trellis with a single instance of this constraint would then
be sized 2n−1 − 1 rather than 2n − 1, and in general applying k constraints of this
type reduces the trellis size to 2n−k − 1.
The cannot-link constraint, where (xi ,xj ) can’t be clustered together corresponds
to a trellis where all the clusters containing (xi ,xj ) are removed (sans the root). As
above, a trellis with a single instance of this constraint would then be sized 2n−1 − 1
rather than 2n − 1. In the general case, there is the possibility between overlap
between the pairs being removed, so the trellis size is a function of the number of
these constraints along with the overlap among constraints.
Triplet constraints, where (xi ,xj ) must be joined together before either is joined
with x, corresponds to a trellis where there are no nodes containing xi and x (or xj
and x) that do not also contain xj (or xi ).
Interestingly, we’re able to easily extend triplet constraints to more a general
kind of constraint, i.e., (xa , xb , xc |xx , xy , xz ), indicating2 that xa , xb , and xc , must be
merged prior to being merged with xx and xy and xz . In this example, xa and xx
can to be joined together at the leaves, but then joining xa and xx with xy and xz
would violate the constraint. Note that constraints of this type correspond to a trellis
where xa (or xb or xc ) does not appear in a cluster with xx , xy , and xz without also
appearing with xb and xc (etc.).
It is important to note that all of the above approaches encode hard constraints,
meaning that the constraint set must be satisfiable for there to be a solution (i.e.,

2

Note that swapping "or" in place of "and" here makes (xa , xb |xx , xy , xz ) corresponds to (xa , xb |xx )
+ (xa , xb |xy ) + (xa , xb |xz )).
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solutions meeting only some of the constraints are never considered). It is also possible
apply soft constraints by reducing cluster potential functions rather than removing
them from the trellis, and in this way both soft and hard constraints can be encoded.
Balance constraints in clustering have been proposed in the context of fairness where
membership in a demographic is an auxiliary clustering, and the measure of balance
within a cluster is minimum ratio of demographics within a cluster, though this type of
constraint can be viewed generally as clustering with respect to an existing partition.
When using hard constraints, a balance threshold is chosen in order to include/exclude
certain clusters, and soft constraints can be used by increasing/decreasing each clusters
potential according to the balance.
Despite the trellis naturally encodes a variety of important constraints, it struggles
to effectively encode constraints based on the cluster sizes. For example, if attempting
to encode the constraint that all clusters must either be roughly the same size, it would
be necessary to include both large and small clusters (since clusterings that consist of
few large clusters or many small clusters both satisfy the constraint). However, the
trellis would also include clusterings consisting of both small and large clusters, which
fail the constraint.

7.2

Algorithms for Arbitrarily-Shaped Flat Sparse Trellises

The flat clustering algorithms using sparse trellises are only able to be run on
sparse trellises closed under recursive complement or are tree-structured. It would
be generally useful to be able to compute the partition function and MAP given
arbitrarily-shaped trellises without having to close them under recursive complement.
One relaxation that could be considered is whether a cluster forms any valid k-ary
partition under a descendant, rather than a complement (i.e., a two-partition). This
represents a much broader set of trellises and could prove to be useful in practice.
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However, it would be necessary to find the com (perhaps represented as edges in the
trellis), and to carefully consider how to account for k in the algorithms.
Another direction would be to find or establish positive results regarding relationship between MAP hierarchy and MAP flat-clustering and/or between the hierarchical
clustering partition function and flat clustering partition function, which broaden the
set of flat clustering trellises to those usable for hierarchical clustering.
Otherwise, the primary challenge in computation using sparse flat clustering
trellises is how to deal w/intersections of elements in trellis nodes (since we can’t
simply consider the partition of a node with its complement in the trellis). One
potentially productive direction would be to consider methods from sieve theory.

7.3

Flat and Hierarchical Sparse Trellis Growing Techniques

We described some sparse trellis construction techniques in Sections 4.1.1.4 and
6.1.4, though many more approaches exist.
For example, one can start with the leaves (or root), adding (removing) a single
element to each of the leaves (the root). If the potential increases, add it to the sparse
trellis, otherwise do not. Iterate, continuing to add (remove) one element from each
cluster added to the sparse trellis in the previous iteration, and adding to the sparse
trellis if the resultant cluster increases in potential. In flat clustering, whenever the
potential function is monotonically increasing along some path3 , where the steps are
single joins (splits) from the shattered (single) partition to the MAP clustering, a
sparse trellis grown in this way is guaranteed contain the MAP clustering. While in
the worst case this could build a full trellis, this seems like a promising and exciting
direction for empirical exploration, since in the best case this makes finding the exact
MAP tractable for relatively large datasets.
3

This is the case for correlation clustering and, we expect, many other clustering settings.
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Since sparse trellises are representations of distributions over clusterings, it would
be interesting to treat sparse trellis construction as a representation learning problem.
One concrete idea in this direction involves using the full trellis as the structure of a
neural network and learning the sparse trellis encoding (essentially a sparsification
approach (see Section 4.1.1.4)). Another direction to consider is, given a set of high/low
potential clusterings, learning the potential function between pairs of elements in the
dataset.
In Section 7.5 we describe using trellises as search structures, as well as how to
search without creating trellises in advance. As a result, various search techniques
create sparse trellises a by-product.

7.4

Building on Slab Trees

Section 4.1.2 covers only the most fundamental ideas in slab trees, and there are
many directions one could go to expand and improve upon Slab trees. We list just a
few here:
• Multiple slab trees, rather than just a single tree, are able to represent more and
more complex distributions.
• Slab sparse trellises, similar to multiple slab trees, represent more and more
complex distributions than using a tree.
• Marginals, can be computed according to slab trees using methods similar to
those described in Sections 5.1.4.
• Slab trees for hierarchical clusterings are possible as well, where the slab values
are given to hierarchies in a manner nearly identical to flat clusterings.
• Jointly building the slab tree and setting the slab values should result in slab
trees that better represent the exact distribution.
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Among other things, can be used to build sparse trellises for computing Z. Similar
to the sparse trellis construction techniques discussed in 7.3, the search techniques
described in 7.5 could provide a way to set slab values, as an alternative to using
existing partition function estimation techniques.

7.5

Trellises as Search Structures

Cost functions such as Dasgupta’s cost enables hierarchical clustering to be cast as
an optimization problem. Similarly, ad hoc methods for hierarchical clustering (e.g.,
greedy agglomerative, divisive, etc.) can be viewed as search over the space we are of
all hierarchical clusterings. Viewing clustering as search leads naturally to the use of
existing search methods, some which have seen little to no use for clustering, since
applying search naively leads to a super-exponentially large space and time complexity.
The trellis data structure, as a compact encoding of search state space as paths in
the trellis, and associated dynamic programming techniques hold great promise for
approaching clustering as search.
Further, searching over sparse trellises yields a natural approximation under an
augmented trellis data structure that enables the algorithm to scale to larger data
sets. One is able to search over the clusterings represented in the sparse trellis. It
is also possible to search a broader space of clusterings, using the sparse trellis as a
search space initializer, with the missing vertices and edges representing states not yet
explored, and the search extending from existing vertices. Among other approaches,
we are hopeful we might be able to bring graph streaming techniques to bear in cases
where we are searching large scale graphs (e.g., by treating the two-partitions at each
node as coming from a data stream).
We find this a very exciting direction, with many possible additional spin-off
directions, and we are actively researching clustering as search.
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