ABSTRACT Adaptive controllers and signal processors play a key role in dealing with parameter uncertainties. This paper proposes an adaptive and new information theoretic algorithm for secure and optimal source-coding. We optimise the volume of the achievable rate-distortion-equivocation region by the private Helen's rate (HR), defining a stochastic mean-field game (MFG). The aforementioned stochasticity deals with the additional uncoded side-information (SI) at the encoder-decoder, or even possibly-decoded SI at the eavesdropper (Eve). The stochastic partial derivative equations (SPDEs), namely the Hamilton-JacobiBellman (HJB) and the Fokker-Planck-Kolmogorov (FPK) are presented, being solved by a discretised Lagrangian. We explore the Information-flow over the resultant Riemann-Sphere and our proposed SMFG's stability from a many-body-theoretic perspective. We also show that while the equivocation (uncertainty) rate is ≤ min{H(X ), R h }, I(Y; Z|W) which is upper-bounded to min{I(X ; Y), I(Y; Z|W)}, versus I(X ; Z|W) theoretically converges to the information-Bottleneck-bound H(X ). Simulation results also show an out-performance of our scheme over the existing work, proving the SMFG's stability and an adequate distance to Pareto-Optimal sets. Our generic solution covers a comprehensive field of studies determining smooth non-linearity.
a lower-bound of the optimal exponent function relating to the correct probability of decoding was achieved for a multiencoder single-decoder scheme. In [5] , an asymptotically optimal distributed joint-channel-source-channel-coding was explored by means of polar codes. In [6] , the universality of logarithmic losses over rate-distortion regions was investigated.
Game-theory can cover any mathematical/physical discussion in which the agents (players) are applied to e.g. vectors or matrices in the context of virtual users. Indeed, in a game-theoretic paradigm, the role and the effect(s) of the agents from a physical/mathematical point of view can be theoretically explored.
A mean-field game (MFG) based paradigm assumes a (an) finite (infinite) population of agents. The agents govern their dynamics towards an agreement-point aimed at optimising a certain criterion such as minimisation of a cost or maximisation of an reward. The main feature of MFGs is the amount of the density of the aforementioned dynamics which is the evolution of the whole population. To this end, the time evolution of probability mass functions (PMFs) is taken into account [7] , [8] . This is because the stochastic convolution integrals are required. Consequently, the aforementioned games are presented in terms of two stochastic partial derivative equations (SPDEs), namely Hamilton-Jacobi-Bellman (HJB) and Fokker-PlanckKolmogorov (FPK). These equations are solved by a Lagrange function for which a discretisation is applied with the aid of e.g. McCormack or Lax-Friedrichs methods. In [7] , the stability of multi-dimensional non-linear Langevin dynamics and the perturbation ones were theoretically examined. A linear-quadratic MFG for jump-diffusion paradigms was introduced handling the correlation among the agents in [8] . In [9] , a Stackelberg scenario was defined for MFG problems examining the solvability of the control trajectory. In [10] [11] [12] novel strategies were applied for traffic models using Markov jumps in graph theory assuming adversarial disturbance.
One of the chief applications of SMFGs is in the ManyBody-Theory. Indeed, the behavior of high-dimensional stochastic models is interpreted as a simpler one that physically approximates the original by averaging over Degreesof-Freedom through SFMGs. These models study a large (even ∞) number of individual components that theoretically interact with each other [13] [14] [15] [16] [17] [18] . An extreme range of the properties of solids, microscopic particles in Quantumphysics such as atoms and molecules are analysed by a definition over the set of the eigen-functions of the manybody Hamiltonian. For the relevant energy-scale of the manybody systems which are changed to a one-body paradigm, it is interesting to determine the energy-contributions and information-flow etc [13] [14] [15] . Many-body systems are also intent to randomly fluctuate and move. To this end, the changes to the total energy and information-flow are totally important. One of the essential principles in this context is the Riemann-manifold and its fractal-based behavior w.r.t. the second-law of thermodynamics [16] [17] [18] . The causal and non-casual knowledge of future data-arrivals about the fractals entail offline (or deterministic) and online (or stochastic) algorithms. 4 Regarding the literature which was discussed above, more acceptable versions of: security-optimality [4] [5] [6] [7] , and stability-tractability [7] [8] [9] [10] , [20] , [21] are still required. These open trends motivate us to propose a new scheme relating to which our contribution is as follows. This paper proposes a novel algorithm for source-coding, applicable for any compression protocol such as [1] [2] [3] . More specifically:
• (i) we propose a totally generic solution to a new information-theoretic MFG, applying the stochasticity to cope with parameter uncertainties;
• (ii) additionally, with the definition of an SMFG based multi-terminal scenario, Helen's rate (HR) is achieved to guarantee a target (reward) for the rate-distortion region in a tractable manner; 4 See e.g. [19] [20] [21] .
• (iii) we also discuss about the Information-flow over the resultant Riemann-Sphere; and
• (iv) finally, we examine optimality of our proposed SMFG and its efficiency via stability examination and distance to Pareto-Optimal sets which grant our proposed SMFG. We re-emphasis again that our generic solution and its applicability can cover a comprehensive field of studies in both categories of information-theory and game-theory. [4] [5] [6] [7] [8] [9] [10] , [20] , [21] .
The rest of the paper is organised as follows. Preliminaries including the system set-up is given in Section II. The problem formulation of our SMFG and the relative equations for its dynamics and our main results are provided in Section 3. Pen-ultimately, the evaluation of the framework by computer simulations are discussed in Section IV. Finally, Conclusions and remarks are listed in the last section, while providing the proofs in appendices.
II. PRELIMINARIES A. NOTATIONS AND BASICS
Some useful notations used throughout the paper are listed in Table 1 . [12] .
B. SYSTEM SETUP
Consider a two-sided source-coding scheme, i.e., both Alice and Bob know the decoded data of Helen as in Fig. 1 . In other words, Helen source-code is correlated with both Bob and Alice source-codes. 5 A multi-terminal Alice group sends data to a multi-terminal Bob group, while multiterminal Helen group guaranteeing a rate-equivocation at a multi-terminal Eve group. For the k-th game, k-th Helen, k-th Alice and k-th Bob respectively observe the sets W ||Y|| + 2 holds, where ||·|| shows the cardinality. Indeed, for the k-th game, we have a simple Wyner-Ziv framework 6 where the Alice-encoder and Helen-encoder respectively follow
where · −→ · stands for the source-encoding/decoding process. Moreover, the Bob-decoder follows
h,k and R Let: σ d (v) be the noise for an SMFG relating to parameter uncertainties, and partial unavailability of the SI sets at the legitimate groups, or even the decoded SI at Eve; R ≥ 0 be the volume of the achievable rate-distortion-equivocation region of the Sphere I(Y; Z|W); be the minimum value of the equivocation; T ∈ (0, ∞) be the time of the terminal point of the control process; and b max ∈ (0, ∞) be the maximum value possible for the HR R h (call B(t)). Assume the utility function
5 Although our source-coding model is generic applicable even for the onesided scenario in which Helen source-code is correlated with only one of Alice (in accordance with Gelfand-Pinsker) or Bob source-code. 6 A Slepian-Wolf (multi-encoder single-decoder) scheme with SI.
Considering HR as B(v; R(v)) and its PMF as M(v; R(v))
where | ∞ 0 M(t; R(t))dR| = 1 and M(t; R(t)) ≥ 0 over a complete probability space, the average HR at the time state v isB [2] , [3] , we by-default assume that the distortionconstraint dist{X , Z} ≤ γ 1 and the equivocation-constraint
and (iii) the secrecy rate is equal to max
PMFs I(X ; Y|W).
III. PROBLEM FORMULATION & MAIN RESULTS

A. SMFG: HJB & FPK
Proposition 1: The 2-tuple optimal Bellman function trajectory U{t; R(t)} has a Nash equilibrium solution when the following set of problems exists (see e.g. [7] [8] [9] [10] [11] to understand how to write an MFG and how to solve it)
Proof: See Appendix A for the proof. The HJB equation is physically written as
where the Hamiltonian is expressed as
The Bellman principle says that the HJB equation is the necessary and sufficient condition for the value function [7] [8] [9] . Hence, the relative 2-D SPDE is completed by the FPK equation as
regarding to the PMF M(t; R(t)). Now, w.r.t. δ t M(t, R(t)) as the FPK equation as a constraint for HJB [10] , [11] , 8 hence, the problem can be solved.
Lemma 1: SMFG is completely written by an integration of HJB and FPK.
Proof: See Appendix B for the proof.
W.r.t. Htn, the game's positivity proven by the HJB's solvability, and (t; R(t)) as the Lagrange multiplier, define the dual-Lagrange function L(B(t; R(t)), M(t; R(t)), (t; R(t))) for the triplet (B(t;R(t)), M(t; R(t)), (t; R(t))) as Eq. (2), shown at the bottom of this page.
To solve the Lagrange function, we discretise it. First, we discretise respectively the coefficients t and R into large intervals [0, ..., 
, and 9 The stochastic kernel f is weakly continuous a, b, c) . Additionally, with respect to total variation norm, the observation kernel r is continuous over (a, b) 
. In Eq. (3), the time and rate horizon-windows are mapped to the set of vertices n and i, respectively.
The Karush-Kuhn-Tucker conditions solve Eq. (3), resulting in Eqs. (4), (5) and (6), as shown at the bottom of the next page. They are presented with the knowledge of the following properties of Dirac function, namely δ(−n) = δ(n) and the sampling (shifting) property. The later principally indicates 10 Which says that f (n) is shifted out at the value of n 0 .
C. STABILITY OF SMFG
11 See e.g. [23] to understand the relevance between the stability and Information-flow. 
L(B(t; R(t)), M(t; R(t)), (t; R(t))) :=
T t ∞ −∞ R(v)M(v; R(v))dvdR E{ T t R(v)dv+R(T ) Rmax } − T 0 ∞ r (t; R(t))[∂ R {B(t; R(t))M(t; R(t))} +σ 2 ∂ 2 RR {M(t; R(t))} − ∂ t M(t; R(t))]dtdR (2) L d (n, i; B d , M d , d ) := t T n=0 r R max i=0 C d (n, i)M d (n, i) − t T n=0 r R max i=0 d (n, i)[B d (n, i) × M d (n, i + 1) − M d (n, i) r + M d (n, i) B d (n, i + 1)−B d (n, i) r +σ 2 M d (n, i + 1)−2M d (n, i) + M d (n, i − 1) ( r) 2 − M d (n + 1, i)−M d (n, i) t ](3)
E. OUR PROPOSED ALGORITHM
Algorithm 1 solves Eqs. (3), (4), (5), (6 
IV. EVALUATIONS
A. EFFICIENCY Fig. 2 shows I(Y; Z|W) which is upper-bounded to ≤ min{I(X ; Y), I(X ; Z|W)}, versus I(X ; Z|W) changing the constant γ 1 defined in Feature 1, and time. As shown, R is achievable from the low, being upper-bounded to the information-Bottleneck-bound 12 12 See [24] to understand the principle of Information-Bottleneck. i.e., 1 for Bernoulli-sources. As time progresses, the required I(X ; Z|W) almost converges to the same level for higher R targets. Furthermore, as the threshold defined for the distortion level rises, R is more enhanced. Fig. 3 also shows a concave curve of = min{R h , H(X )} w.r.t. the normalised value of R h as calculated in [3] . Fig. 4 proves the accuracy of Algorithm 1 showing the similar quantity compared to the pdepe Toolbox of MATLAB. In addition, it is revealed that our scheme has an outperformance over the online/offline algorithms proposed in [25] , [26] . We also define the accuracy as :
B. OUT-PERFORMANCE OVER THE EXISTING WORK
as well. Fig. 5 finally proves the out-performance of our scheme over [20] , [21] in the context of algorithm's complexity. In this figure, the term others/our which is a ratio, shows the quantity of the complexity for other work devided by our scheme's complexity. The aforementioned out-performance is highlighted specifically in the high iteration regime (for the iterations higher than 50).
V. CONCLUSION & REMARKS
An information theoretic SMFG was defined which is implementable to any source-coding model. Our framework was granted by novel mathematical points of view. We, more interestingly, in this paper studied the 2 nd law of Thermodynamics in stochastic games. We indeed proposed a generic solution. In particular, (i) a new information-theoretic meanfield-game was technically proposed, applying the parameter stochasticity to deal with uncertainties; (ii) additionally, with the definition of an SMFG based multi-terminal scenario, Helen's rate was achieved to guarantee a target for the rate-distortion region; (iii) pen-ultimately, the Informationdensity for the resultant Riemann-Sphere was calculated; and (iv) finally, the optimality of our proposed SMFG was explored and also its efficiency w.r.t. the distance to Pareto-Optimal sets. The proof is guaranteed in terms of the following two-step solution.
Step 1: Uniqueness Lemma 3: Although the Bellman function trajectory U{t; R(t)}, is a non-decreasing function of the time and R (∂ t U ≥ 0 and ∂ R U ≥ 0), it is upper-bounded.
Proof: We prove Lemma 3 here for ∂ t U as follows (∂ R U is also similar for R ∈ [0, R max ]). First of all, let us recall the following fact.
Fact 1 (Levy mean) [27] : Let the countable set t be the product space η 1 ×· · ·×η t for the randomly independent (or weakly dependent) sequence η 1 , · · ·, η t . Assume the 1-Lipschitz feature 13 F: η t −→R. Furthermore, the linearly spanned co-ordinates of F are strongly bounded. Levy mean is deterministically written as the Diameter of the surface [27] , taking into account Fact 1. This bounded value goes to zero when t → 0 w.r.t. the scaling factor relating to the offline algorithm. This completes the proof of Uniqueness and Lemma 3.
Step
2: Smoothness of HJB: Stability Examination of the Control Trajectory
The smoothness expressed above is obvious regarding the existence of the derivatives of all the orders for the Hamiltonian Htn. Thus, by taking derivative of the Hamiltonian Htn w.r.t. B(·) and equating it to zero, subsequently, plugging into the HJB equation, we obtain B (·). Indeed, an ordinary differential equation without independent variable holds, i.e., F(y, y ) = 0, or y = g(y) for which one can write t = cte + f (y ) y dy or f new (y) = g new (t) + cte where g new (t) is T 0 dt = T and cte is a constant. Hence, the derivative of the Hamiltonian Htn is given by d dB(t; R(t)) {R(t)+B(t;R(t))∂ R U(t;R(t))−B(t)} = 0, (A1)
solvable by assuming y =: B(t; R(t)) and y =:B(t). Specifically, we also make another solution to the Hamiltonian with the aid of the mean value theorem for integrals. This theorem indicates that if g(z) is a continuous (not necessarily decreasing) function,
holds, where g(t) is both non-decreasing over [a, b] and integrable. Then, we have B (t; R(t)) = ∂ R U (t; R(t)) | B (t;R(t)) which should be plugged into the HJB equation.
Therefore, the proof is completed w.r.t the two-step solution given above.
APPENDIX B PROOF OF LEMMA 1
The HJB-FPK equations can be solved in the light of each other, due to the non-linear structure of the Hamiltonian, over the 2-D domain t ∈ [t 0 , T ] × B(t) ∈ [0, b max ]. In other words, HJB (backward Kolmogorov) backwardly solves the problem in time domain t ∈ [t 0 , T ], whereas FPK (Forward Kolmogorov) helps at forwardly solving the value function in time domain. In fact, a pair (κ 1 , κ 2 ) is an MFG if κ 1 ∈ (κ 2 ) and κ 2 = (κ 1 ), [12] , which indicates the optimality of the policy κ 1 for the state-measure flow κ 2 . This is satisfied where consistency of κ holds the state distributions of the player when it optimally plays through κ 1 , [12] , which completes the proof.
APPENDIX C PROOF OF THEOREM 1
The proof is guaranteed in terms of the following three-step solution.
Step 1: Harmony of the Fluctuations 14 Cauchy-Kovalevskaya Theorem 15 principally indicates that if F(U(t, R(t))) is analytic in the vicinity of the point pair (t 0 , R 0 ), then, also U(t, R(t)) is analytic there. The analyticity of F(U(t, R(t))) is proven following the smoothness of the HJB. 16 This local analyticity is interpreted as the fluctuations of the aforementioned functions in the vicinity of the point pair (t 0 , R 0 ), i.e., ( Furthermore, with the aid of Fourier series we can make the functions of the fluctuations periodic in a specific domain for which the feature of Levy mean 17 is satisfied.
Step 2: Steady State of the Hamiltonian Our SMFG w.r.t. a given delay τ 0 (t) is bounded as Newton-Leibnitz formula indicates that 18 x(t − τ 0 (t)) = x(t) − t t−τ (t) x (s)ds for a given function x(t). Furthermore, for the Hamiltonian, lim T →∞ | Sup
Moreover, the Nash-equilibria may be far from Paretooptimal 19 sets [32] . Therefore, one may also require to calculate the amount of goodness in terms of how many far they are. We should hence consider a complex t-plane, so as to compute Htn t = d dt Htn in the Schwinger-Keldysh counter. 20 To this end, we write Eq. C1, as shown at the bottom of this page, defining the auxiliary variables ξ 1 ≥ 0 and ξ 2 ≥ 0 where ξ 1 ≤ ξ 2 .
Step (t, q ι (t),q ι (t)) = 0. The proof is completed w.r.t. the three-step solution given above.
APPENDIX D PROOF OF THEOREM 2
Step 1: Volum-Entropy Over the Systolic Set Assume a Collar (Torus) its minimum length, named Systole, 21 suffices for the Info-flow according to the 2 nd law of Thermodynamics. One can get the VolumeEntropy over the two given Entangled-Spheres 22 B i and B j as the maximal exponential growth rate of the volume of the metric ball B i,j (located in the entangled region). 23 The Volume-Entropy of the Graph in accordance with the aforementioned Riemann-Sphere is expressed 24 25 Step 2: Transfer-Entropy Let us investigate the correlation-coefficient 26 20 See e.g. [33] to understand the principle of Schwinger-Keldysh counter. 21 See e.g. [34] , [35] . 22 Disjoint. 23 For which the probability density function of the surfaces of the two aforementioned Riemann-Spheres is required (which is Gamma distributed as discussed in e.g. [35] ). 24 See e.g. [34] , [35] for the physical logic behind of the Volume-Entropy. 25 See the Heine-Borel Theorem. 26 Call Green-function in non-linear dynamics. 29 The proof is completed w.r.t. the three-step solution given above.
APPENDIX E PROOF OF LEMMA 2
As discussed untill now, the control trajectory is bounded from t to t (smooth) which consequently grants the algorithm convergence w.r.t. the scaling factor relating to the algorithm.
