The human language faculty has been claimed to be grounded in the ability to process hierarchically structured sequences. This human ability goes beyond the capacity to process sequences with simple transitional probabilities of adjacent elements observable in non-human primates. Here we show that the processing of these two sequence types is supported by different areas in the human brain. Processing of local transitions is subserved by the left frontal operculum, a region that is phylogenetically older than Broca's area, which specifically holds responsible the computation of hierarchical dependencies. Tractography data revealing differential structural connectivity signatures for these two brain areas provide additional evidence for a segregation of two areas in the left inferior frontal cortex.
The human language faculty has been claimed to be grounded in the ability to process hierarchically structured sequences. This human ability goes beyond the capacity to process sequences with simple transitional probabilities of adjacent elements observable in non-human primates. Here we show that the processing of these two sequence types is supported by different areas in the human brain. Processing of local transitions is subserved by the left frontal operculum, a region that is phylogenetically older than Broca's area, which specifically holds responsible the computation of hierarchical dependencies. Tractography data revealing differential structural connectivity signatures for these two brain areas provide additional evidence for a segregation of two areas in the left inferior frontal cortex.
Broca's area ͉ inferior frontal gyrus ͉ syntax A core component of the human language faculty is the grammatical rule system called syntax, which interplays with phonology (speech sounds) and semantics (meanings). This grammatical rule system allows the generation and understanding of an unlimited number of sentences, i.e., different combination of words, whereby the rearrangement and permutations of words in sentences are crucially licensed by hierarchical structures within the rule system (1, 2) . It has been argued that the human language faculty is based on the capacity to process recursive structures (3) .
Recently, it was shown that humans differ from non-human primates in their capacity to deal with hierarchically structured sequences (4) . Whereas non-human primates are well set to learn and process sequences determined by local transition probabilities, e.g., a sequence like ABAB, they fail on sequences that involve more complex hierarchical structures characterized by recursive embeddings, e.g., sequences like AABB where the [AB] part is embedded, i.e., A[AB]B. The processing of such embedded structures, however, is crucial for any natural human language because they allow the understanding of embedded sentences such as ''The boy [that the girl saw] was tall.'' Thus, it may not be surprising that humans, in contrast to non-human primates, learn and process both types of grammar, local transitions and recursive structures, with equal ease (4) . These behavioral findings suggest that the evolution of the human language faculty, although building on cognitive capabilities present in our ancestors, goes far beyond these abilities.
Here the question is raised whether and how the principle processing difference between the two types of grammars is reflected in the human brain. The hypothesis is put forward that the computational requirements associated with each grammar type are reflected in a differentiated functional neuroanatomy. Two brain areas in the left frontal cortex shown to be involved in the processing of syntax are considered as prime candidate areas for such a differentiation (5) . The first one is Broca's area, a phylogenetically younger region than more posteriorly and more ventrally located cortical regions, namely the ventral premotor cortex and the frontal operculum (FOP) (6). These areas have long been described to differ cytoarchitectonically (Brodmann areas, BA) according to the layering of the cortex (7) . Among the six layers of the isocortex, layer IV is virtually missing in the ventral premotor cortex (BA 6). In contrast, it is present, although not fully developed, in BA 44 and fully developed in BA 45, with the two latter areas together constituting Broca's area. Therefore, the ventral premotor cortex is considered as agranular (BA 6), whereas BA 44 is classified as dysgranular and BA 45 as granular cortex (7, 8) . The FOP has been described as weakly granular by some neuroanatomists (6) but has not been classified cytoarchiectronically by others (7) . Today different brain areas can also be differentiated, but, moreover, receptorarchitectonically according to a different distribution of receptor binding of neurotransmitters (9) . In fact, BA 6 has already been shown to differ from BA 44 and BA 45 with respect to their receptorarchitectonic characteristics (10), but the FOP remains to be specified receptorarchitectonically.
An additional possibility to structurally segregate adjacent brain regions is provided more recently by the identification of connectivity profiles based on structural imaging techniques (11, 12) . Apart from allowing the segregation of adjacent brain areas, these techniques, moreover, provide information about which other brain regions a particular brain area connects (13) . This information may be used to constrain interpretations of functional imaging data (12) .
The hypothesis of a functional differentiation of Broca's area and the FOP is based on a review of language-related imaging studies (14) . An involvement of BA 44͞45 was found for the processing of sentences requiring a hierarchical reordering of the arguments due to a noncanonical surface structure (e.g., objectbefore-subject structure, i.e., ''It was the cat that the dog chased'' reordered into the subject-before-object structure, i.e., ''The dog chased the cat.'') or due to embedded structure (e.g., A[AB]B, i.e., ''The song [that the boy sang] pleased the teacher'') (15) . This pattern of results was reported for English (16, 17) , German (18) , Hebrew (19) , and Japanese (20) . The processing of local structural requirements either within a phrase (21) (in German) or across adjacent phrases (22, 23) (in English) does not activate BA 44͞45 but rather seems to activate the adjacent FOP. However, given that the different localizations stem from a comparison across different studies, using different paradigms, languages, and subjects, a possible functional differentiation still is a working hypothesis.
Thus the functional differentiation between BA 44͞45 and FOP for grammar processing remains to be proven. If it is indeed the structure of the sequence to be defined as either being hierarchical or local that determines the activation in the inferior frontal cortex, then we should observe different activations as a function of the type of sequential structure keeping everything else constant.
A functional MRI (fMRI) experiment was designed to directly test whether the two brain regions, namely BA 44͞45 and FOP, can be differentiated as a function of the grammar type underlying the sequence to be computed. To this end, two grammars, allowing a direct comparison of the two functions under consideration processing structural hierarchies versus processing local probabilities, were created. Both grammar types allowed the generation of meaningless, but well structured, sequences of consonant-vowel syllables. One type of grammar is fully determined by local transitional probabilities between a finite number of items (or states) and is, therefore, called Finite-State Grammar (FSG). The other type of grammar allows the generation of phrase structures by recursive rules and is called Phrase-Structure Grammar (PSG). The ''words'' used in the two grammars were identical. The structure of the different grammars and the words used in the different classes (class A and class B) are presented in Fig. 1 . Processing of each grammar type during perception requires a check of the incoming element against the predicted structure. In case of the FSG, this check is based on the evaluation of a local transition. In the case of the PSG, the prediction is based on a more elaborate process of building up hierarchical dependencies. Here we assume that the computation of hierarchical dependencies recruits BA 44͞45 and that the evaluation of an incoming element against a predicted structure is supported by the FOP. The latter assumption is supported by a series of fMRI findings indicating the lateral premotor cortex to be generally involved in the evaluation of incoming elements against predicted structures in sequences (24) . All subjects in both grammar groups were submitted to a learning session during which the novel grammar was learned by trial and error before scanning took place. During scanning, new correct and incorrect sequences were presented to the FSG and the PSG group, and subjects were required to judge whether a given sequence was correct with respect to the grammar they had learned.
It is worth noting that the learning that occurred before the fMRI session may draw on putative mechanisms of learning a second language although proficient use of a second language appears to be native-like. In a recent fMRI experiment on artificial grammar learning, it was shown that the initial learning phase was associated with high activation of the left hippocampus but that increased proficiency was associated with decreasing activation in the left hippocampus and an increase in the left inferior frontal gyrus (25) . This finding suggests that the more proficient the language user, the more similar is the activated neural network to a native speaker (see also ref. 26 ).
In addition to the functional data, connectivity profiles for a subgroup of subjects were calculated for the two brain areas of interest, namely BA 44 and FOP. Under the assumption that a functional differentiation between two areas might co-occur with a differentiation of the connectivity profile of these two areas, we expected different tractograms for BA 44 and FOP.
Results
Behavioral Results. Learning of the PSG was more difficult than of the FSG (error rate of the last block of FSG, 12.1%, and of PSG, 27.0%; main effect grammar type F (1, 34) ϭ 12.052, P Ͻ 0.001). Two days later, each group was submitted to a test session during which brain activation was measured by means of MRI. Behavioral data from the present fMRI experiment revealed that the FSG was slightly easier to process (error rates for the judgment task were FSG, 6.5%, and PSG, 15.5%; main effect of grammar type: F (1, 34) ϭ 5.01, P Ͻ 0.05). . Additional activation not included in the figure was found for both grammar types in the right temporal region (BA 21͞22) and left BA 21 for the PSG (see Table 1 ). These activations are not considered to be syntax-specific, because temporal activations have been reported for both semantic and syntactic processing (15, 18) . The same argumentation holds for the bilateral insula activation found for the PSG (Ϫ38, Ϫ8, 4, z max ϭ 3.91, P Ͻ 0.01; 34, 0, Ϫ2, z max ϭ 3.60, P Ͻ 0.01), as previous studies suggest that this activation is not specifically related to syntactic processing (20, 28) .
An ANOVA with the factors Grammar Type (2) ϫ Violation (2) ϫ Length (2) ϫ Time Step (4: 5, 7, 9, and 11 s after sequence onset) was conducted for the two critical regions of interests in the frontal cortex, FOP and Broca's area. The factor Length was included to test for the possible influence of working memory. The presence of an interaction of the factor Length and Grammar Type would indicate such an influence, the absence of such an interaction, however, indicates that the observed effects are independent of the aspect of working memory.
For ) . It is reflected in the difference observed for the PSG between the incorrect conditions (black line for long and blue line for short sequences) and the correct conditions (green line for long and red line for short sequences). Because no such difference between incorrect and correct conditions was found for the FSG, the present data indicate that the processing of the PSG (but not of the FSG) additionally recruits Broca's area.
To demonstrate that the activity in Broca's region is not due to the difficulty of the task in the PSG, an additional analysis in BA 44͞45 with the two-level factors Performance ϫ Violation was conducted. Individual performance of the PSG group was taken into account: High performance (n ϭ 9, mean value ϭ 95% correct answers, SD ϭ 2.8) and low performance (n ϭ 8, mean value ϭ 71% correct answers, SD ϭ 7.4) formed the between subject factor Performance. No effect was found (Performance ϫ Violation: F (1, 15) ϭ 0.47, not significant). These results suggest that task difficulty is not correlated with the activity in Broca's area, therefore indicating the activity in Broca's area for PSG compared to FSG is to be attributed to the difference in grammar type rather than task difficulty.
Structural Imaging Results. Analysis of the diffusion tensor image data of representative subjects from the two different grammar groups reveal differential tractograms for the FOP and BA 44. In the two subjects from the FSG group who showed activation in the FOP, the individual FOP activations were taken as the seed points for the individual tractograms. Both subjects demonstrated a structural connectivity of the FOP with the anterior temporal lobe via the fasciculus uncinatus ( Fig. 3 Foreground) . These connectivity profiles were also present in the two subjects from the PSG group, providing additional support for the generality of this connection ( Fig. 3 Background) . The two subjects from the PSG group had shown functional activation in Broca's area. These activations were taken as the seed points for individual tractograms. For both subjects from the PSG group, tractograms with seed points in Broca's area for these subjects indicated connectivity with the posterior and middle portion of the superior temporal region via the fasciculus longitudinalis superior ( Fig. 3 Foreground) . A look at the two subjects from the FSG group (showing no activation in BA 44) indicates that these subjects demonstrate very similar tractograms as those from the PSG group (Fig. 3 Background) .
Thus for all four subjects, we find two distinct connectivity profiles, one connecting Broca's area via the fasciculus longitudinalis superior to the temporal lobe and one connecting the FOP via the fasciculus uncinatus to the temporal lobe. Given this structural similarity, the activation of Broca's area and the FOP, thus, is clearly a function of the input, namely the two different grammar types.
Discussion
The present results indicate a functional differentiation between two cytoarchitectonically and phylogenetically (7) different brain areas in the left frontal cortex. The evaluation of transitional dependencies in sequences generated by an FSG, a type of grammar that was shown to be learnable by non-human primates, activated a phylogenetically older cortex, the frontal operculum. In contrast, the computation of hierarchical dependencies in sequences generated according to a PSG, the type of grammar characterizing human language, additionally recruits a phylogenetically younger cortex, namely Broca's area (BA 44͞ 45). This result is in accordance with findings across different studies showing that BA 44͞45 is crucial for the processing of syntactically complex sentences hierarchies in natural languages (18, 19, 29, 30) but not for the processing of local syntactic errors (21, 22) . Here we show the principal functional differentiation between BA 44͞45 and FOP. Although the involvement of the FOP was observed for both grammar types, the computation of the hierarchically structured sentences only activated BA 44͞45. The FOP appears to support the check of the incoming element against the predicted element and, therefore, is involved in the processing of ungrammaticalities independent of the structure of the sequence. BA 44͞45 is additionally recruited when structural hierarchies on which the evaluation can be based are to be computed. Importantly, our data indicate that it is not processing difficulty per se that causes BA 44͞45 activation but that activation in this area is a function of the presence of structural hierarchies. At this point, the question arises as to what extent the computations assigned to Broca's area and FOP are specific to the language domain.
The defined areas in the inferior frontal gyrus may not be domain-specific, because, for example, Broca's area has been found to be activated when processing syntax in music (31, 32) , and ventral premotor cortex was shown to be involved in monitoring stimulus for anomalies (24) by either local or global structure violation (33) . Thus different brain regions may serve specific types of computations independent of the particular domains (see also ref. 34 ), but they appear to receive their domain specificity, however, as part of a specialized functional network.
Structural data revealed that the two functionally different areas are parts of different structural networks. Although the FOP is connected to the anterior temporal lobe via the fasciculus uncinatus, Broca's area is connected to the posterior and middle portion of the superior temporal region via the fasciculus longitudialis superior. These differential connectivity signatures receive a functional interpretation on the basis of a number of prior functional studies and the present data. The network consisting of Broca's area and the mid͞posterior portion of the superior temporal gyrus (STG) was found to be activated in studies investigating syntactic complexity (18, 19) and the processing of the PSG in the present study. Activation in the posterior STG in language studies has been functionally connected to integration processes (35) , because this area has been shown to be active for the processing of ungrammatical sentences where the integration of the violating element into the prior structure is impossible (21) , for syntactically complex object-first sentences where the integration of the next element into the prior sentential structure is difficult (36, 37) , and for sentences in which the sentence's final verb is hard to integrate because it requires a revision of the prior established argument hierarchy (38) . In contrast, activation in the anterior portion of the STG together with the FOP has been reported for the processing of local phrase structure violations (21) . Localization data from a magnetoencephalographic study revealed that these two activations can be functionally linked to an initial phase of structure building during which local syntactic dependencies based on word category information are checked (39) . It was hypothesized that the activation of the anterior STG observed in the spoken language study may reflect access to word category information encoded in the lexicon, whereas the inferior frontal activation should be linked to the process of local structure building. Under this hypothesis, we would have expected for the present FSG activation in the FOP but not in the anterior STG. This pattern of results is what was observed in the present study.
The direct comparison of the two artificial grammar types indicates a functional differentiation of two areas in the human brain that can be differentiated phylogenetically (7) , cyto-and receptorarchitectonically (8) (9) (10) , and with respect to their structural connectivity signatures (present data). The observation that the grammar type processed by human and non-human primates is subserved by a brain area, which is phylogenetically older than the brain area subserving the processing of the grammar type only learnable by humans, may be interpreted to reflect an evolutionary trait in the phylogeny from non-human to human primates. However, a direct comparison at the neuroarchitectonic level appears to be premature at present because although a subdivision of the prefrontal cortex in the macaque monkey has been proposed both on cytoarchitectonic (40) and on functional data (41) , the homologies between the monkey and the human cortex are still under discussion. Therefore, presently, it is unclear whether F5 in the macaque has to be considered as the precursor of human BA 44 or whether F5 has to be viewed as the direct precursor of human BA 6, whereas BA 44 (already present with a maximal width of 4-9 mm in the macaque) evolved into the larger BA 44 in humans (42) .
In conclusion, there is no doubt that processing syntactic hierarchies and recursion is a crucial aspect of human language. Although some take it to be one of several crucial aspects (43), others consider it as the only aspect that makes human language special (3). Here we report findings pointing toward an evolutionary trajectory with respect to the computation of sequences, from processing simple probabilities to computing hierarchical structures, with the latter recruiting Broca's area, a cortical region that is phylogenetically younger than the frontal operculum, the brain region dealing with the processing of transitional probabilities.
Methods
Participants. Forty healthy, right-handed subjects participated in this study (19 male, mean age 26 years, SD ϭ 2.7 years). They were native German speakers and had normal or corrected to normal vision. No subject had a known history of neurological, major medical, or psychiatric disorder. Before scanning, subjects were informed about the potential risks and gave a declaration of consent. Table 1 ) were used as starting points. Friederici Stimuli. Sequences of consonant-vowel syllables were visually presented to the subjects. The syllables were assigned to two classes (A and B), which were coded by different consonants and vowels (see Fig. 1 ). For both types of artificial grammar, the same syllables were used. The probability of occurrence of the frequency of the several syllables was balanced to prevent pattern learning. If one syllable would occur by chance more frequently in a certain position of one sequence, the subject could assume a rule behind this chunk. Hence, all syllables appeared with equal frequency in the experiment. Violations occurred at different positions in the sequence, thus forcing the subjects to parse the entire sequences according to the rule as learned. Violations occurred at positions in the four-element short sequences and at the crucial positions 1, 2, 7, and 8 in the eight-element long sequences for the FSG and at the positions 1, 8, 4, and 5 in the long sequences for the PSG (compare structures in Fig. 1 ). To process these sequences, subjects had to judge their grammaticality, identify the class membership of a given consonantvowel-syllable, and match the class membership of the incoming element with the rule-based predicted class.
Procedure. Subjects were randomly assigned to one of two groups either by learning FSG or PSG. A between-subject design was chosen to prevent interference of the two grammars during learning and testing. Learning. Learning took place 2 days before the fMRI experiment. The learning period was segmented into 12 blocks. In each block, 10 correct sequences were presented. Thereafter, five correct and five incorrect sequences were shown. Participants were instructed to extract the rule underlying the syllable sequences. In total, 240 stimuli were presented. Sequences of four, six, and eight syllables were used in both the FSG and the PSG; i.e., FSG: (AB) 2 , (AB) 3 , (AB) 4 ; PSG: A 2 B 2 , A 3 B 3 , A 4 B 4 (80 items each). Sequences of each grammar type were presented visually. Subjects were required to respond to sequences by indicating with a button press whether the sequences were grammatical or ungrammatical. Feedback was given. The learning lasted 23 min. Testing. In the fMRI session, 160 new items were presented (80 correct and 80 incorrect). Half of the sequences contained four syllables, and half of them eight syllables. Sequences of two different lengths were included to allow for a possible influence of working memory under the assumption that short sequences (four elements) require less working memory than long sequences (eight elements). This consideration should hold in particular for sequences of PSG. Subjects judged whether the sequences were rule-based. Again, feedback was given. 40 null events were included and presented in a pseudorandomized order with the other trials.
Each sequence started with a fixation cross (500 ms). Each syllable was presented for 300 ms with an interstimulus interval of 200 ms between the syllables. Then, subjects could respond for 1,000 ms, followed by feedback for 500 ms. Trials started with a jitter of 0, 500, 1,000, or 1,500 ms. fMRI Data Acquisition. Imaging was performed on a 3T Trio scanner (Siemens, Erlangen, Germany) equipped with the standard birdcage head coil. Stabilization cushions were used to reduce head motion. For registration purposes, two sets of two-dimensional anatomical images were acquired for each participant immediately before the functional imaging. A Modified Driven Equilibrium Fourier Transform and an EPI-T1 sequence were used. T1weighted Modified Driven Equilibrium Fourier Transform (44) images [data matrix 256 ϫ 256, recycle time (TR) ϭ 1.3 s, echo time (TE) ϭ 7.4 ms] were obtained with a non-slice-selective inversion pulse followed by a single excitation of each slice (45) . Anatomical images were positioned parallel to anterior commissure-posterior commissure. Functional data were acquired from 16 axial slices (thickness ϭ 3 mm; gap ϭ 0.6 mm) by using a gradient-echo planar imaging with a TE of 30 ms, flip angle of 90°, TR of 2.000 ms, and acquisition bandwidth of 100 kHz. The matrix acquired was 128 ϫ 128 with a field of view of 25.6 cm, resulting in an in-plane resolution of 2 mm ϫ 2 mm. One functional run with 666 time points was measured.
Functional Imaging Data Analysis. The fMRI data processing was performed by using the software package LIPSIA (46) . Functional data were motion-corrected offline with the Siemens motion correction protocol (Siemens). To correct for the temporal offset between the slices acquired in one scan, a cubic-splineinterpolation was applied. A temporal highpass filter with a cutoff frequency of 1͞60 Hz was used for baseline correction of the signal, and a spatial Gaussian filter with 3.768 mm full width at half maximum was applied. The increased autocorrelation caused by the filtering was taken into account during statistical calculation by an adjustment of the degrees of freedom. To align the functional slices with a 3D stereotactic coordinate reference system, a rigid linear registration with six degrees of freedom (three rotational and three translational) was performed. The rotational and translational parameters were acquired on the basis of the Modified Driven Equilibrium Fourier Transform and EPI-T1 slices to achieve an optimal match between these slices and the individual 3D reference data set. This 3D reference data set was acquired for each subject during a previous scanning session. The Modified Driven Equilibrium Fourier Transform volume data set with 160 slices and 1-mm slice thickness was standardized to the Talairach stereotactic space (27) . The rotational and translational parameters were subsequently transformed by linear scaling to a standard size. The resulting parameters were then used to transform the functional slices by using trilinear interpolation so that the resulting functional slices were aligned with the stereotactic coordinate system. This linear normalization process was improved by a subsequent processing step that performed an additional nonlinear normalization.
The statistical evaluation was based on a least-squares estimation by using the general linear model for serially autocorrelated observations (47, 48) . The design matrix was generated with a synthetic hemodynamic response function (49) and its first and second derivative. The model equation, including the observation data, the design matrix, and the error term, was convolved with a Gaussian kernel of dispersion of 4 s full width at half maximum to deal with the temporal autocorrelation (50) . Contrast images of the differences between the specified conditions were calculated for each subject. Each individual functional data set was aligned with the standard stereotactic reference space. Because of poor behavioral data in the fMRI session (Ͻ57% correct answers), three subjects were excluded from the analysis. Group analyses (random-effects model) based on the contrast images were subsequently performed. The individual contrast images were then entered into a second-level random effects analysis (one-sample t test). Subsequently, t values were transformed into Z scores. To protect against false-positive activations, only regions with a Z score Ͼ3.09 (P Ͻ 0.05; corrected for multiple comparisons) and with a volume Ͼ120 mm 3 (10 voxels) were considered.
The time course analysis for the region-of-interest in the FOP was performed in the voxel (x, y, and z of the Talairach system), yielding the highest activation (contrast incorrect vs. correct) in both the PSG and the FSG group (Ϫ34, 20, Ϫ2). For the region-of-interest in Broca's area, the highest activated voxel in the PSG (Ϫ46, 16, 8) was chosen, and time courses were calculated for both groups at this voxel coordinate.
Structural Data Acquisition. Diffusion-weighted data and highresolution 3-D T1-weighted as well as 2D T2-weighted images were acquired in four subjects (two from the FSG and two from the PSG group) on a Siemens 3T Trio Scanner with an eightchannel array head coil.
The diffusion-weighted data were acquired by using a spinecho EPI sequence (TR ϭ 8.100 ms, TE ϭ 120 ms, 44 axial slices, resolution 1.7 ϫ 1.7 ϫ 3.0 mm, gap ϭ 0.3 mm, two acquisitions, maximum gradient strength 40 mT͞m). The diffusion weighting was isotropically distributed along 24 directions (b value ϭ 1,000 s͞mm 2 ). Additionally a data set with no diffusion weighting was acquired. The total scan time was Ϸ7 min.
The T2-weighted images (RARE; TR ϭ 7,800 ms; TE ϭ 105 ms, 44 axial slices, resolution 0.7 ϫ 0.7 ϫ 3.0 mm, gap ϭ 0.3 mm, flip angle 150°) were coregistered to the 3D T1-weighted (MPRAGE; TR ϭ 100 ms, TI ϭ 500 ms, TE ϭ 2.96 ms, resolution 1 ϫ 1 ϫ 1 mm, flip angle 10°, two acquisitions) images. Subsequently, the diffusion-weighted images were nonlinearly registered onto the T2-weighted images to reduce distortion artifacts. Based on the registered diffusion weighted images, a diffusion tensor image was calculated.
White Matter Tractography. For diffusion tensor image analysis, we developed a 3D extension of the random walk method proposed by Koch et al. (51) . The algorithm was applied to all white matter voxels in the functional activated area. The target space for the tractography was the whole white matter volume with a resolution of 1 ϫ 1 ϫ 1 mm. The fiber tracts for all start voxels in the region were averaged. The algorithm can be described by a model of particles, moving randomly from voxel to voxel. The transition probability to a neighboring voxel depends on a local probability density function based on the local diffusivity profile that is modeled from the diffusion tensor image measurement. The particle will move with a high probability along directions with high diffusivity, i.e., the presumed fiber direction. While repeating this random walk many times, we get a relative measure of the anatomical connectivity between the start and the target voxel. For each elementary transition, the probability for a movement is computed from the product of the diffusion coefficient of the two neighboring voxels in the direction of the connecting line. The product is raised to the 7th power to focus the probability distribution to the main fiber direction and suppress the influence of transverse diffusion. This value was empirically chosen in such a way that the trajectories of most particles follow the main fiber directions. A total of 500,000 particles were tested for the start region. To compensate for the distance-dependent bias of connectivity, each value is normalized to the distance to the start region. After reducing the dynamic range of the connectivity values by logarithmic transformation, the values were scaled to the range between 0 and 1. To remove random artifacts, only voxels with connectivity values Ͼ0.6 were displayed. This 3D distribution of connectivity values in the brain is called tractogram.
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