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ON THE QUANTUM SYMMETRY OF DISTANCE-TRANSITIVE
GRAPHS
SIMON SCHMIDT
Abstract. In this article, we study quantum automorphism groups of distance-
transitive graphs. We show that the odd graphs, the Hamming graphs H(n, 3),
the Johnson graphs J(n, 2) and the Kneser graphs K(n, 2) do not have quantum
symmetry. We also give a table with the quantum automorphism groups of all
cubic distance-transitive graphs. Furthermore, with one graph missing, we can
now decide whether or not a distance-regular graph of order ≤ 20 has quantum
symmetry. Moreover, we prove that the Hoffman-Singleton graph has no quantum
symmetry. On a final note, we present an example of a pair of graphs with the
same intersection array (the Shrikhande graph and the 4× 4 rook’s graph), where
one of them has quantum symmetry and the other one does not.
Introduction
The symmetries of a finite graph are captured by its automorphisms. A graph
automorphism is a bijection σ : V → V on the vertices, where vertices i and j
are adjacent if and only if σ(i) and σ(j) are. Via composition, we get a group
structure on the set of automorphisms and obtain the automorphism group of the
graph. Banica and Bichon generalized the concept of automorphism groups of finite
graphs to the so called quantum automorphism groups of finite graphs ([1, 5]) in
the framework of Woronowicz’s compact matrix quantum groups ([18]). Here we
say that a graph has no quantum symmetry if the quantum automorphism group
coincides with its classical automorphism group. In [2], Banica and Bichon computed
the quantum automorphism groups of vertex transitive graphs up to order eleven,
except the Petersen graph. There are also results for the quantum automorphism
groups of circulant graphs, see [9, 3].
In recent work [14] the author showed that the Petersen graph has no quantum
symmetry. Here it was crucial to use the fact that the Petersen graph is strongly
regular. Strongly regular graphs are special cases of distance-regular graphs, namely
those with diameter two. A distance-transitive graph is a graph such that for any
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given pair of vertices i, j in distance a and any other pair of vertices k, l with d(k, l) =
a there is a graph automorphism σ : V → V with σ(i) = k and σ(j) = l. Since
distance-transitive graphs are also distance-regular, we can try to apply similar
techniques as for the Petersen graph. In the present work, we are not only using the
fact that distance-transitive graphs are distance-regular – the distance-transitivity
plays an important role, too.
Quantum automorphism groups are in close relation to quantum isomorphisms
appearing in quantum information theory. This was discovered for example in [12]
and [13]. By results in [13, Corollary 3.7, Corollary 4.15], one can classify the
quantum graphs and the classical graphs that are quantum isomorphic to a given
graph, if this graph has no quantum symmetry. Since we obtain many new examples
of graphs without quantum symmetry in this article, this could be used to better
understand the quantum graphs and the classical graphs quantum isomorphic to
those graphs.
1. Main results
In this section, we summarize the results we obtain in this article. The tools for
proving that a graph has no quantum symmetry can be found in Section 3 whereas
the explicit examples are tackled in the Sections 4, 5 and 6.
Amongst the tools we want to highlight the following two.
Theorem 1.1. Let Γ be a finite, undirected graph, let (uij)1≤i,j≤n be the generators
of C(G+aut(Γ)) and let d(s, t) be the distance of s, t ∈ V .
(i) If we have d(i, k) 6= d(j, l), then uijukl = 0.
(ii) Let Γ be distance-transitive. Let j1, l1 ∈ V and put m := d(j1, l1). If
uaj1ubl1 = ubl1uaj1 for all a, b with d(a, b) = m, then we have uijukl = ukluij
for all i, k, j, l with d(j, l) = m = d(i, k).
We show that the odd graphs Ok have no quantum symmetry in Subsection 4.1.
Thus, we have an example of an infinite family of distance-transitive graphs having
no quantum symmetry, besides the cycles.
Theorem 1.2. The odd graphs Ok have no quantum symmetry.
The next main result addresses Hamming graphs, see Subsection 4.2. We know
precisely for which values the Hamming graphs have no quantum symmetry.
Theorem 1.3. The Hamming graphs H(n, 3), n ∈ N, H(1, 2) and H(m, 1), m =
1, 2, 3, have no quantum symmetry. For all other values, the graph H(n, k) has
quantum symmetry.
We also study the Johnson graphs J(n, 2) and their complements. In contrary to
the Hamming graphs, it is not clear what happens for the Johnson graphs J(n, k)
with k > 2.
Theorem 1.4. For n ≥ 5, the Johnson graphs J(n, 2) and the Kneser graphs
K(n, 2) do not have quantum symmetry.
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We also present a table with the quantum automorphism groups of all cubic
distance-transitive graphs. There are twelve such graphs as shown by Biggs and
Smith in [6]. For three of them, namely the complete graph on four points K4, the
complete bipartite graph on six points K3,3 as well as the cube Q3, it is known that
they have quantum symmetry and their quantum automorphism groups are given in
[2]. We show that the remaining ones have no quantum symmetry in Section 5, the
example of the Petersen graph being known from [14]. We also give the intersection
arrays (see Definition 2.7) of the graphs in the table. This can be used for example
to look up if Lemma 3.8 applies.
Theorem 1.5. Let Γ be a cubic distance-transitive graph of order ≥ 10. Then Γ
has no quantum symmetry.
We obtain the following table for the cubic distance-transitive graphs.
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
K4 ([2]) 4 S4 S
+
4 {3;1}
K3,3 ([2]) 6 S3 ≀ Z2 S3 ≀∗ Z2 {3,2;1,3}
Cube Q3 ([2]) 8 S4 × Z2 S
+
4 × Z2 {3,2,1;1,2,3}
Petersen graph([14]) 10 S5 Aut(Γ) {3,2;1,1}
Heawood graph 14 PGL(2, 7) Aut(Γ) {3,2,2;1,1,3}
Pappus graph 18 ord 216 Aut(Γ) {3,2,2,1;1,1,2,3}
Desargues graph 20 S5 × Z2 Aut(Γ) {3,2,2,1,1;1,1,2,2,3}
Dodecahedron 20 A5 × Z2 Aut(Γ) {3,2,1,1,1;1,1,1,2,3}
Coxeter graph 28 PGL(2, 7) Aut(Γ) {3,2,2,1;1,1,1,2}
Tutte 8-cage 30 Aut(S6) Aut(Γ) {3,2,2,2;1,1,1,3}
Foster graph 90 ord 4320 Aut(Γ) {3,2,2,2,2,1,1,1;1,1,1,1,2,2,2,3}
Biggs-Smith graph 102 PSL(2, 17) Aut(Γ) {3,2,2,2,1,1,1;1,1,1,1,1,1,3}
Table 1. Quantum automorphism groups of all cubic distance-
transitive graphs.
In addition to the previous table, we study more distance-transitive graphs, prefer-
ably of order ≤ 20. As mentioned in the introduction, distance-transitive graphs are
distance-regular. There is only one distance-regular graph of order ≤ 20 that is not
distance-transitive, namely the Shrikhande graph. We show that this graph has no
quantum symmetry in Subsection 6.4.
Except for the Johnson graph J(6, 3), we now know for all distance-regular graphs
with up to 20 vertices whether or not they have quantum symmetry. Distance regular
graphs of order 11 ≤ n ≤ 20 that have quantum symmetry are the 4×4 rook’s graph
(Proposition 4.8), the 4-cube ([4]), the Clebsch graph ([15]) as well as the complete
graphs Kn, the cycles Cn, the complete bipartite graphs Kn,n and the crown graphs
(KnK2)
c for suitable n (see [2] for those four families). The graphs of order n ≤ 11
can be found in [2].
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It was already shown in [2] that the Paley graph P9 has no quantum symmetry
and in [9] that P13 and P17 have no quantum symmetry. We give alternative proofs
of these facts in Subsection 4.5.
Besides graphs of order ≤ 20, we also show that the Hoffman-Singleton graph has
no quantum symmetry by proving that all strongly regular graphs with girth five
have no quantum symmetry in Subsection 4.4.
We get the following table, containing all distance-regular graphs with up to 20
vertices.
Name of Γ Order Aut(Γ) G+aut(Γ) Intersection array
Octahedron J(4, 2) ([2]) 6 Z2 ≀ S3 Z2 ≀∗ S3 {4,1;1,4}
Cube Q3 ([2]) 8 S4 × Z2 S
+
4 × Z2 {3,2,1;1,2,3}
Paley graph P9 ([2]) 9 S3 ≀ Z2 Aut(Γ) {4,2;1,2}
Petersen graph ([14]) 10 S5 Aut(Γ) {3,2;1,1}
Icosahedron 12 A5 × Z2 Aut(Γ) {5,2,1;1,2,5}
Paley graph P13 ([9]) 13 Z13 ⋊ Z6 Aut(Γ) {6,3;1,3}
Heawood graph 14 PGL(2, 7) Aut(Γ) {3,2,2;1,1,3}
co-Heawood graph 14 PGL(2, 7) Aut(Γ) {4,3,2;1,2,4}
Line graph of Petersen graph 15 S5 Aut(Γ) {4,2,1;1,1,4}
Cube Q4 ([4]) 16 H4 O
−1
4 {4,3,2,1;1,2,3,4}
4× 4 rook’s graph H(2, 4) 16 S4 ≀ Z2 ?(has qsym) {6,3;1,2}
Shrikhande graph 16 Z24 ⋊D6 Aut(Γ) {6,3;1,2}
Clebsch graph ([15]) 16 Z42 ⋊ S5 SO
−1
5 {5,4;1,2}
Paley graph P17 ([9]) 17 Z17 ⋊ Z8 Aut(Γ) {8,4;1,4}
Pappus graph 18 ord 216 Aut(Γ) {3,2,2,1;1,1,2,3}
Johnson graph J(6, 3) 20 S6 × Z2 ? {9,4,1;1,4,9}
Desargues graph 20 S5 × Z2 Aut(Γ) {3,2,2,1,1;1,1,2,2,3}
Dodecahedron 20 A5 × Z2 Aut(Γ) {3,2,1,1,1;1,1,1,2,3}
Hoffman-Singleton graph 50 PSU(3, 52) Aut(Γ) {7,6;1,1}
Kn ([2]) n Sn S
+
n {n− 1;1}
Cn, n 6= 4 ([2]) n Dn Aut(Γ) (⋆
1)
Kn,n ([2]) 2n Sn ≀ Z2 S
+
n ≀∗ Z2 {n, n; 1, n}
(KnK2)
c ([2]) 2n Sn × Z2 S
+
n × Z2 (⋆
2)
Johnson graph J(n, 2),n ≥ 5
(
n
2
)
Sn Aut(Γ) {2n − 4,n− 3;1,4}
Kneser graph K(n, 2),n ≥ 5
(
n
2
)
Sn Aut(Γ) (⋆
3)
Odd graphs Ok
(
2k−1
k−1
)
S2k−1 Aut(Γ) (⋆
4)
Hamming graphs H(n, 3) 3n S3 ≀ Sn Aut(Γ) (⋆
5)
Table 2. Quantum automorphism groups of distance-regular graphs
up to 20 vertices and some additional graphs.
Here
(⋆1) = {2, 1, ..., 1; 1, ..., 1, 2} for n even, {2, 1, ..., 1; 1, ..., 1, 1} for n odd,
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(⋆2) = {n− 1, n− 2, 1; 1, n− 1, n− 2},
(⋆3) = {(n− 2)(n− 3)/2, 2n− 8; 1, (n− 3)(n− 4)/2},
(⋆4) = {k, k − 1, k − 1 . . . , l + 1, l + 1, l; 1, 1, 2, 2, . . . , l, l} for k = 2l − 1,
{k, k − 1, k − 1, . . . l + 1, l + 1; 1, 1, 2, 2, . . . , l − 1, l − 1, l} for k = 2l,
(⋆5) = {2n, 2n− 2, . . . , 2; 1, 2, . . . , n}.
In [14], we only needed the values in the intersection array of the Petersen graph
to show that this graph has no quantum symmetry. Thus one might guess that the
intersection array contains all information about the quantum symmetry of a graph.
But this is not the case because of the following. The Shrikhande graph and the 4×4
rook’s graph have the same intersection array. We see that the 4 × 4 rook’s graph
has quantum symmetry by Proposition 4.8, whereas the Shrikhande graph has no
quantum symmetry, see Subsection 6.4. This shows that in general one needs to use
further graph properties to decide whether or not a graph has quantum symmetry,
the intersection array is not enough.
Looking at Table 2, we have the following questions. We know that the 4×4 rook’s
graph has quantum symmetry, but what is the corresponding quantum group? Does
the graph J(6, 3), or more generally the graph J(n, k) for k ≥ 3, have quantum
symmetry? Regarding Table 1, it is known that there is only one cubic distance-
regular graph that is not distance-transitive. This is the Tutte 12-cage. We do not
know whether or not this graph has quantum symmetry and leave it as an open
question.
2. Preliminaries
2.1. Finite graphs. The definitions in this subsection are well-known and can for
example be found in the books [7], [11].
Let Γ = (V,E) be a finite graph without multiple edges, i.e. finite sets of vertices
V and edges E ⊆ V × V . A graph is called undirected, if for all (i, j) ∈ E, we also
have (j, i) ∈ E. The order of a graph denotes the number of elements in V , i.e. the
number of vertices in the graph.
For the rest of this article, we assume that Γ is undirected. Let v ∈ V . The
vertex u ∈ V is called a neighbor of v, if (v, u) ∈ E. A path of length m joining two
vertices i, k ∈ V is a sequence of vertices a0, a1, . . . , am with i = a0, am = k such
that (an, an+1) ∈ E for 0 ≤ n ≤ m − 1. A cycle of length m is a path of length m
where a0 = am and all other vertices in the sequence are distinct. The degree deg v
of a vertex v ∈ V denotes the number of edges in Γ incident with v. We say that
a graph Γ is k-regular for some k ∈ N0, if deg v = k for all v ∈ V . The 3-regular
graphs are also called cubic graphs.
Definition 2.1. Let Γ be an undirected graph. We define the girth g(Γ) of a graph
to be the length of a smallest cycle it contains.
For example, we have g(P) = 5, where P denotes the Petersen Graph.
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Definition 2.2. Let Γ be an undirected graph. A clique is a subset of vertices
W1 ⊆ V such that any vertices are adjacent. A clique, such that there is no clique
with more vertices is called maximal clique. The clique number of Γ is the number
of vertices of a maximal clique. On the other hand, an independent set is a subset
W2 ⊆ V such that no vertices are adjacent.
Definition 2.3. Let Γ = (V,E) be a k-regular graph on n vertices. We say that Γ
is strongly regular if there exist λ, µ ∈ N0 such that
(i) adjacent vertices have λ common neighbors,
(ii) non-adjacent vertices have µ common neighbors.
In this case, we say that Γ has parameters (n, k, λ, µ).
Definition 2.4. Let Γ be an undirected graph and v, w ∈ V .
(a) The distance d(v, w) of two vertices is the length of a shortest path connecting
v and w.
(b) The diameter of Γ is the greatest distance between any two vertices v, w.
Definition 2.5. Let Γ be a regular graph. We say that Γ is distance-regular if for
two vertices v, w, the number of vertices at distance k to v and at distance l to w
only depend on k, l and d(v, w).
Remark 2.6. The strongly regular graphs are exactly the distance-regular graphs
with diameter two.
The next definition introduces the intersection array. The intersection array is
important to understand the structure of a distance-regular graph.
Definition 2.7. Let Γ be a distance-regular graph with diameter d. The intersection
array of Γ is a sequence of integers {b0, b1, . . . , bd−1; c1, c2, . . . , cd}, such that for any
two vertices v, w at distance d(v, w) = i, there are exactly bi neighbors of w at
distance i+ 1 to v and exactly ci neighbors of w at distance i− 1 to v.
We will now give the definition of distance-transitive graphs. Besides the
Shrikhande graph, all graphs appearing in this article are distance-transitive.
Definition 2.8. Let Γ be a regular graph. We say that Γ is distance-transitive if for
all (i, k), (j, l) ∈ V × V with d(i, k) = d(j, l), there is an automorphism ϕ ∈ Aut(Γ)
with ϕ(i) = j, ϕ(k) = l.
Remark 2.9. Let Γ be a distance-transitive graph and let v, w ∈ V . Since we have
an automorphism ϕ ∈ Aut(Γ) with ϕ(v) = x, ϕ(w) = y for every pair of vertices
x, y with d(x, y) = d(v, w), we see that the number of vertices at distance k to v
and at distance l to w only depend on k, l and d(v, w). Thus, we see that every
distance-transitive graph is distance-regular.
We recall the definition of line graphs and incidence graphs since those construc-
tions will be used explicitely in this article.
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Definition 2.10. Let Γ be a finite, undirected graph. The line graph L(Γ) of Γ is
the graph whose vertices correspond to edges of Γ and whose vertices are connected
if and only if the corresponding edges are incident in Γ (i.e. are connected by a
vertex).
See for example [10] for the next definition.
Definition 2.11. Given c, d ∈ N, a configuration (P, L) consists of points P =
{p1, . . . , pa} and lines L = {L1, . . . , Lb} in a plane, such that
(i) there are c points on each line and d lines through each point,
(ii) two different lines intersect each other at most once,
(iii) two different points are connected by one line at most.
Definition 2.12. Let (P, L) be a configuration with points P = {p1, . . . , pa} and
lines L = {L1, . . . , Lb}. Then the incidence graph of the configuration is a bipartite
graph consisting of vertices P ∪L. Here P and L are independent sets (in the sense
of Definition 2.2) and we have an edge between pj and Lk if and only if pj is adjacent
to Lk in the configuration.
The following definitions concern the automorphism group of a graph. This will
be generalized in the next subsection. We start with the definition of the adjacency
matrix.
Definition 2.13. Let Γ be a finite graph of order n, without multiple edges. The
adjacency matrix ε ∈Mn({0, 1}) is the matrix where εij = 1 if (i, j) ∈ E and εij = 0
otherwise.
Definition 2.14. Let Γ = (V,E) be a finite graph without multiple edges. A
graph automorphism is a bijection σ : V → V such that (i, j) ∈ E if and only
if (σ(i), σ(j)) ∈ E. The set of all graph automorphisms of Γ forms a group, the
automorphism group Aut(Γ). If Γ has n vertices, we can view Aut(Γ) as a subgroup
of the symmetric group Sn, in the following way.
Aut(Γ) = {σ ∈ Sn | σε = εσ} ⊆ Sn.
Here ε denotes the adjacency matrix of the graph.
2.2. Quantum automorphism groups of finite graphs. We start with the def-
inition of compact matrix quantum groups. Those were defined by Woronowicz
[17, 18] in 1987.
Definition 2.15. A compact matrix quantum group G is a pair (C(G), u), where
C(G) is a unital (not necessarily commutative) C∗-algebra which is generated by uij,
1 ≤ i, j ≤ n, the entries of a matrix u ∈Mn(C(G)). Moreover, the *-homomorphism
∆ : C(G)→ C(G)⊗C(G), uij 7→
∑n
k=1 uik⊗ukj must exist, and u and its transpose
ut must be invertible.
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The quantum symmetric group S+n defined by Wang [16] is the quantum analogue
of the symmetric group Sn. It is the compact matrix quantum group, where
C(S+n ) := C
∗(uij, 1 ≤ i, j ≤ n | uij = u
∗
ij = u
2
ij,
∑
l
uil =
∑
l
uli = 1).
Now, we are ready to define quantum automorphism groups of finite graphs.
Those are quantum subgroups of S+n . The following definition was given by Banica
[1] in 2005.
Definition 2.16. Let Γ = (V,E) be a finite graph on n vertices V = {1, ..., n}.
The quantum automorphism group G+aut(Γ) is the compact matrix quantum group
(C(G+aut(Γ)), u), where C(G
+
aut(Γ)) is the universal C
∗-algebra with generators uij,
1 ≤ i, j ≤ n and relations
uij = u
∗
ij = u
2
ij, 1 ≤ i, j, k ≤ n,(2.1)
n∑
l=1
uil = 1 =
n∑
l=1
uli, 1 ≤ i ≤ n,(2.2)
ujiulk = ulkuji = 0, (i, k) /∈ E, (j, l) ∈ E,(2.3)
uijukl = ukluij = 0, (i, k) /∈ E, (j, l) ∈ E,(2.4)
where (2.3) and (2.4) are equivalent to uε = εu.
There is another definition of quantum automorphism groups by Bichon [5] in
2003. This is a quantum subgroup of the one defined by Banica.
Definition 2.17. Let Γ = (V,E) be a finite graph on n vertices V = {1, ..., n}.
The quantum automorphism group G∗aut(Γ) is the compact matrix quantum group
(C(G∗aut(Γ)), u), where C(G
∗
aut(Γ)) is the universal C
∗-algebra with generators uij,
1 ≤ i, j ≤ n, Relations (2.1) – (2.4) and
uijukl = ukluij, (i, k), (j, l) ∈ E.(2.5)
The next definiton was given by Banica and Bichon in [2].
Definition 2.18. Let Γ = (V,E) be a finite graph. We say that Γ has no quantum
symmetry if C(G+aut(Γ)) is commutative, or equivalently
G+aut(Γ) = Aut(Γ).
3. Tools for proving commutativity of the generators
In this section, we develop tools to obtain commutation relations between the
generators of the quantum automorphism group. The following, well-known fact
can be found for example in [14].
Lemma 3.1. Let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)). If we have
uijukl = uijukluij
then uij and ukl commute.
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Proof. Since uijukluij is selfadjoint, we infer the result. 
The next lemma yields that, if we want to show that a graph has no quantum
symmetry, it suffices to look at words uijukl, where d(i, k) = d(j, l).
Lemma 3.2. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the generators
of C(G+aut(Γ)). If we have d(i, k) 6= d(j, l), then uijukl = 0.
Proof. We may assume m := d(i, k) < d(j, l). For m = 0, we get i = k and hence
uijuil = 0 since uij, uil are orthogonal projections by Relations (2.1), (2.2). If m = 1,
then Relation (2.3) yields the assertion. Otherwise, there is a path of length m ≥ 2
from i to k, say i, a1, a2, . . . , am−1, k. By Relation (2.2), we get
uijukl = uij
(∑
b1
ua1b1
)(∑
b2
ua2b2
)
. . .

∑
bm−1
uam−1bm−1

 ukl
=
∑
b1,...,bm−1
uijua1b1ua2b2 . . . uam−1bm−1ukl.
Since d(j, l) > m, there is no path of length m between j and l. Thus, for all
b0 := j, b1, . . . , bm−1, bm := l, there are two vertices bx, bx+1 with (bx, bx+1) /∈ E. We
get uaxbxuax+1bx+1 = 0 by Relation (2.3) and therefore
uijua1b1ua2b2 . . . uam−1bm−1ukl = 0
for all b1, . . . , bm−1. We conclude
uijukl =
∑
b1,...,bm−1
uijua1b1ua2b2 . . . uam−1bm−1ukl = 0.

The following lemma concerns distance-transitive graphs. It allows us to work
with one pair of vertices (j1, l1) in distance m to obtain commutativity of all uij, ukl
with d(i, k) = d(j, l) = m.
Lemma 3.3. Let Γ be a distance-transitive graph and let (uij)1≤i,j≤n be the gener-
ators of C(G+aut(Γ)). Let j1, l1 ∈ V and put m := d(j1, l1). If uaj1ubl1 = ubl1uaj1
for all a, b with d(a, b) = m, then we have uijukl = ukluij for all i, k, j, l with
d(j, l) = m = d(i, k).
Proof. Let j1, l1 ∈ V and uaj1ubl1 = ubl1uaj1 for all a, b with d(a, b) = m. The map
ϕ˜ : C(G+aut(Γ)) → C(G
+
aut(Γ)), uij 7→ (ϕuϕ
−1)ij = uϕ(i)ϕ(j) is a *-isomorphism for
all ϕ ∈ Aut(Γ), because we have ε(ϕuϕ−1) = (ϕuϕ−1)ε since ϕ and ϕ−1 commute
with the adjacency matrix ε of Γ. For all pairs j, l with d(j, l) = m, there is a graph
automorphism ϕj,l with ϕj,l(j1) = j, ϕj,l(l1) = l, since Γ is distance-transitive (see
Definition 2.8). Let ϕ˜j,l be the ∗-isomorphism corresponding to ϕj,l. We obtain
uijukl = ϕ˜j,l(uϕ−1
j,l
(i),j1
uϕ−1
j,l
(k),l1
) = ϕ˜j,l(uϕ−1
j,l
(k),l1
uϕ−1
j,l
(i),j1
) = ukluij,
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for all i, j, k, l with d(j, l) = m = d(i, k), since we know d(ϕ−1j,l (i), ϕ
−1
j,l (k)) = m and
thus have uϕ−1
j,l
(i),j1
uϕ−1
j,l
(k),l1
= uϕ−1
j,l
(k),l1
uϕ−1
j,l
(i),j1
by assumption. 
For the rest of this section, we give criteria on properties of the graph Γ (for exam-
ple the girth or the intersection array) that allow us to say that certain generators
of G+aut(Γ) commute. The following theorem generalizes Theorem 3.2 of [14]. Recall
that the girth g(Γ) of a graph was defined in Definition 2.1.
Theorem 3.4. Let Γ be an undirected graph with girth g(Γ) ≥ 5. Then G+aut(Γ) =
G∗aut(Γ).
Proof. Let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)) and let (i, k) ∈ E, (j, l) ∈ E.
It holds
uijukl = uijukl

 ∑
s;(l,s)∈E
uis


by Relations (2.2) and (2.3).
Take s 6= j with (l, s) ∈ E. Since we also have (j, l) ∈ E, the only common
neighbor of j and s is l as otherwise we would get a quadrangle in Γ, contradicting
g(Γ) ≥ 5. Hence, for all a 6= l, we have (a, s) /∈ E or (a, j) /∈ E. Then Relation
(2.3) implies ukauis = 0 or uijuka = 0 for all a 6= l. By also using Relations (2.1)
and (2.2), we get
uijukluis = uij
(
n∑
a=1
uka
)
uis = uijuis = 0.
Therefore, we obtain
uijukl = uijukl

 ∑
s;(l,s)∈E
uis

 = uijukluij
and we conclude uijukl = ukluij by Lemma 3.1. This yields G
+
aut(Γ) = G
∗
aut(Γ). 
The upcoming lemma deals with graphs where adjacent vertices have one common
neighbor.
Lemma 3.5. Let Γ be an undirected graph such that adjacent vertices have exactly
one common neighbor. Then G+aut(Γ) = G
∗
aut(Γ). In particular, we have G
+
aut(Γ) =
G∗aut(Γ) for distance-regular graphs with b0 = b1 + 2 in the intersection array.
Proof. Let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)) and let (i, k), (j, l) ∈ E.
Using Relations (2.2), (2.3) we get
uijukl = uijukl

 ∑
p;(l,p)∈E
uip

 .
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There is exactly one p1 6= j, (l, p1) ∈ E such that (p1, j) ∈ E since adjacent vertices
have exactly one neighbor and we have (j, l) ∈ E. In this case we have (j, a) /∈ E or
(a, p1) /∈ E for a 6= l, because l is the only common neighbor of j and p1. We deduce
uijukluip1 = uij
(∑
a
uka
)
uip1 = uijuip1 = 0
by Relations (2.3) and (2.2).
Now, let p /∈ {j, p1}, (l, p) ∈ E and let s be the only common neighbor of i and
k. It holds
uijukluip = uij
(∑
a
usa
)
ukluip = uijusp1ukluip
by Relations (2.2), (2.3), since p1 is the only common neighbor of j and l. We also
know that j is the only common neighbor of p1 and l and since we have (l, p) ∈ E,
we deduce (p1, p) /∈ E. Relations (2.2), (2.4) now yield
0 = usp1uip = usp1
(∑
a
ual
)
uip = usp1ukluip
because k is the only common neighbor of s and i. Thus we have
uijukluip = uijusp1ukluip = 0.
Summarising, we get
uijukl = uijukluij
and by Lemma 3.1 we conclude uijukl = ukluij for (i, k), (j, l) ∈ E. 
The next lemma is technical and mostly used to shorten the upcoming proofs.
Lemma 3.6. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the generators
of C(G+aut(Γ)). Let d(i, k) = d(j, l) = m. Let q be a vertex with d(j, q) = s, d(q, l) = t
and ukluaq = uaqukl for all a with d(a, k) = t. Then
uijukl = uijukl
∑
p;d(l,p)=m,
d(p,q)=s
uip.
In particular, if we have m = 2 and if G+aut(Γ) = G
∗
aut(Γ) holds, then choosing
s = t = 1 implies
uijukl = uijukl
∑
p;d(l,p)=2,
(p,q)∈E
uip.
Proof. Using Lemma 3.2 and Relation (2.2), we know
uijukl = uijukl
∑
p;d(l,p)=m
uip.
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Additionally, we want to obtain
uijukl = uijukl
∑
p;d(l,p)=m,
d(p,q)=s
uip.
By Relation (2.2) and Lemma 3.2, we have
uijukl = uij
(∑
a
uaq
)
ukl = uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl.
Furthermore, also by Relation (2.2) and Lemma 3.2, it holds
uijukl = uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl
= uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl∑
p
uip
= uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl ∑
p;d(l,p)=m
uip.
Since we have ukluaq = uaqukl for all a with d(a, k) = t and by Lemma 3.2, we get
uijukl = uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl ∑
p;d(l,p)=m
uip
= uijukl

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ∑
p;d(l,p)=m
uip
= uijukl

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ∑
p;d(l,p)=m,
d(p,q)=s
uip.
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Using ukluaq = uaqukl for all a with d(a, k) = t again, we obtain
uijukl = uijukl

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ∑
p;d(l,p)=m,
d(p,q)=s
uip
= uij

 ∑
a;d(i,a)=s,
d(k,a)=t
uaq

 ukl ∑
p;d(l,p)=m,
d(p,q)=s
uip.
By Lemma 3.2 and Relation (2.2), we get
uijukl = uij
(∑
a
uaq
)
ukl
∑
p;d(l,p)=m,
d(p,q)=s
uip
= uijukl
∑
p;d(l,p)=m,
d(p,q)=s
uip
and this completes the proof. 
The following result is helpful, if one has a specific labelling of the vertices and it
is not to hard to see which vertices are in distance m to the given ones.
Lemma 3.7. Let Γ be a finite, undirected graph and let (uij)1≤i,j≤n be the generators
of C(G+aut(Γ)). Let d(i, k) = d(j, l) = m and let p 6= j be a vertex with d(p, l) = m.
Let q be a vertex with d(q, l) = s and d(j, q) 6= d(q, p). Then
uij

 ∑
t;d(t,j)=d(t,p)=m,
d(t,q)=s
ukt

uip = 0.
Especially, if l is the only vertex satisfying d(l, q) = s, d(l, j) = m and d(l, p) = m,
we obtain uijukluip = 0.
Proof. By Relation (2.2) and Lemma 3.2, it holds
uij

 ∑
t;d(t,j)=d(t,p)=m,
d(t,q)=s
ukt

 uip = uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq



 ∑
t;d(t,j)=d(t,p)=m,
d(t,q)=s
ukt

 uip.
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Now, let b 6= t, for all t appearing in the above sum. We prove
uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq

 ukbuip = 0.
Indeed, if d(b, q) 6= s or d(b, p) 6= m, then we get
uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq

 ukbuip = 0,
by Lemma 3.2. On the other hand, if d(b, q) = s and d(b, p) = m, then we have
d(b, j) 6= m by assumption. This yields
uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq

ukbuip = uijukbuip = 0,
also by Relation (2.2) and Lemma 3.2. Using
∑
b ukb = 1, we deduce
uij

 ∑
t;d(t,j)=d(t,p)=m,
d(t,q)=s
ukt

uip = uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq



 ∑
t;d(t,j)=d(t,p)=m,
d(t,q)=s
ukt

 uip
= uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq


(∑
b
ukb
)
uip
= uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq

 uip.
Since we assumed d(j, q) 6= d(q, p), the condition d(i, a) = d(j, q) implies d(i, a) 6=
d(q, p). Thus, Lemma 3.2 yields uaquip = 0 for all such a and we get
uijukluip = uij

 ∑
a;d(i,a)=d(j,q),
d(k,a)=s
uaq

uip = 0.

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We see that certain values in the intersection array of a graph Γ give commutation
relations of the generators of G+aut(Γ) in the subsequent lemma. Recall Definition
2.7 of the intersection array.
Lemma 3.8. Let Γ be a distance-regular graph with intersection array
{b0, b1, . . . , bd−1; c1, c2, . . . , cd} and let (uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)).
Let cm ≥ 2 for some m ≥ 2 and assume
uijukl = ukluij
for all vertices i, j, k, l with d(i, k) = d(j, l) = m− 1. If
(a) c2 = 1 and b1 + 1 = b0,
(b) c2 = 1 and b1 + 2 = b0,
(c) or c2 = 2, m = 2 and b1 + 3 = b0,
then we have uijukl = ukluij for all i, j, k, l with d(i, k) = d(j, k) = m.
Proof. Let d(i, k) = d(j, l) = m. Since cm ≥ 2, there are two neighbors t, τ of j in
distance m− 1 to l. Since we have uacubd = ubduac for d(a, b) = d(c, d) = m − 1 by
assumption, we get
uijukl = uijukl

 ∑
p;d(p,l)=m,
(t,p)∈E
uip

 and uijukl = uijukl

 ∑
p;d(p,l)=m,
(τ,p)∈E
uip


by Lemma 3.6. We deduce
uijukl = uijukl

 ∑
p;d(p,l)=m,
(t,p)∈E
uip


= uijukl

 ∑
p;d(p,l)=m,
(τ,p)∈E
uip



 ∑
p;d(p,l)=m,
(t,p)∈E
uip


= uijukl

 ∑
p;d(p,l)=m,
(τ,p)∈E,(t,p)∈E
uip

 .
In case (a), we know from b1 + 1 = b0 that Γ does not contain a triangle. There-
fore we have d(t, τ) = 2, since they have a common neighbor j and they are not
connected, because otherwise there would be a triangle in Γ. Then c2 = 1 implies
that j is the only common neighbor of t and τ . Thus only j satisfies d(j, l) = m,
(τ, j) ∈ E, (t, j) ∈ E.
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In case (b), we either have (t, τ) ∈ E or d(t, τ) = 2. If (t, τ) ∈ E, then b1+2 = b0
implies that j is the only common neighbor of t and τ . If d(t, τ) = 2, we get that j
is the only common neighbor of t and τ because c2 = 1.
In case (c), we get that j and l are the only common neighbors of t and τ by
similar considerations as in case (b). Thus, j is the only vertex satisfying the above
conditions.
Summarizing, in all three cases
uijukl = uijukl

 ∑
p;d(p,l)=m,
(τ,p)∈E,(t,p)∈E
uip

 = uijukluij
and then Lemma 3.1 completes the proof. 
4. Families of distance-transitive graphs
In this section we deal with families of distance-transitive graphs. The considered
families are well-known and can for example be found in [7]. The strategy of proving
that a graph has no quantum symmetry is the following.
(1) By Lemma 3.2, we know that it suffices to show uijukl = ukluij for d(i, k) =
d(j, l).
(2) Choose a distance d(i, k) = d(j, l) = m (usually, one starts with m = 1, then
m = 2 and so on).
(3) First check if Theorem 3.4, Lemma 3.5 or Lemma 3.8 applies. If this is the
case, then we know uijukl = ukluij for d(i, k) = d(j, l) = m.
(4) Otherwise, using Lemma 3.3, we know that it is enough to show uij1ukl1 =
ukl1uij1 for one pair (j1, l1) and all (i, k) with d(i, k) = m.
(5) If we know the neighbors of l1 (for example because of a known construction
of the graph), one can apply Lemma 3.7 and use the equations to deduce
uijukl = ukluij for d(i, k) = d(j, l) = m.
(6) If this does not work, we have to treat this distance in the graph as a special
case and try to get uijukl = ukluij by other methods.
4.1. The odd graphs. We show that the odd graphs do not have quantum sym-
metry. Here we use that strategy as described above.
Definition 4.1. Let k ≥ 2. The graph Ok with vertices corresponding to (k −
1)-subsets of {1, . . . , 2k − 1}, where two vertices are connected if and only if the
corresponding subsets are disjoint is called odd graph.
The odd graphs have the following properties, see for example [7, Proposition
9.1.7].
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Remark 4.2. Odd graphs are distance-transitive with Aut(Ok) = S2k−1, diameter
k − 1 and girth g(Ok) ≥ 5 for k ≥ 3. They have the intersection array
{k, k − 1, k − 1 . . . , l + 1, l + 1, l; 1, 1, 2, 2, . . . , l, l} for k = 2l − 1,
{k, k − 1, k − 1, . . . , l + 1, l + 1; 1, 1, 2, 2, . . . , l − 1, l − 1, l} for k = 2l.
Example 4.3. The graph O2 is the triangle and O3 is the Petersen graph. We know
that those graphs have no quantum symmetry by [16] and [14], respectively.
We are now ready to prove Theorem 1.2.
Theorem 4.4. The odd graphs have no quantum symmetry.
Proof. Since we know that O2 has no quantum symmetry, we can assume k ≥ 3.
Then we know that Ok has girth g(Ok) ≥ 5 and thus we get G
+
aut(Ok) = G
∗
aut(Ok)
by Theorem 3.4, i.e. Relation (2.5) holds.
Take d(i, p) = d(j, q) = 2. We want to show uijupq = upquij. Since Ok is
distance-transitive, it is enough to show uijupq = upquij for j = {1, . . . , k − 1},
q = {1, . . . , k − 2, k} by Lemma 3.3.
Step 1: It holds uijupq = uijupq
k∑
s=1,
s 6=k−1
uids, where ds is defined as {1, . . . , k}\{s}.
The only common neighbor of j and q is a = {k + 1, . . . , 2k− 1}. Since G+aut(Ok) =
G∗aut(Ok), we get
uijupq = uijupq
∑
b;d(b,q)=2,
(a,b)∈E
uib
by Lemma 3.6. Neighbors of a = {k+1, . . . , 2k− 1} are ds = {1, . . . , k}\{s}, where
s = 1, . . . , k. Those are in distance two to q if s 6= k − 1 and we have dk = j. Thus
uijupq = uijupq
∑
b;d(b,q)=2,
(a,b)∈E
uib = uijupq
k∑
s=1,
s 6=k−1
uids .
Step 2: It holds uijupquids = 0 for all s ∈ {1, . . . , k − 2}.
Take ds with s ∈ {1, . . . , k−2}. Let t = {1, . . . , k−2, k+1}. We get that d(j, t) = 2
and d(q, t) = 2 since they have the common neighbor {k, k + 2, . . . , 2k − 1} and
{k − 1, k + 2, . . . 2k − 1}, respectively. Because t ∪ ds = {1, . . . , k + 1}, we see that
there is no (k − 1)-subset of {1, . . . , 2k − 1} disjoint to t and ds and we deduce
d(t, ds) 6= 2. Furthermore, we get that q and rs = {1, . . . , k − 1, k + 1}\{s} are
the only vertices in distance two to j, ds and t. This holds since the only (k − 1)-
subsets of {1, . . . , 2k − 1} that have k − 2 elements in common with {1, . . . , k − 1},
{1, . . . , k}\{s}, s 6= k − 1, k and {1, . . . , k − 2, k + 1} are {1, . . . , k − 2, k} and
{1, . . . , k − 1, k + 1}\{s}. Now, Lemma 3.7 yields
uij(upq + uprs)uids = 0.(4.1)
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Since we have g(Ok) ≥ 5, i and p have exactly one common neighbor which we
denote by c. Recall that a is the only common neighbor of j and q. Using Equation
(4.1), we get
ucauij(upq + uprs)uids = 0
and because of Relation (2.5), we obtain
uijuca(upq + uprs)uids = 0.
Since the sets {k+1, . . . , 2k−1} and {1, . . . k−1, k+1}\{s} are not disjoint, we have
(a, rs) /∈ E. But we know (c, p) ∈ E by the choice of c, thus we get uijucauprsuids = 0
by Relation (2.3). This yields
uijucaupquids = 0.(4.2)
The vertex a is the only common neighbor of j and p, therefore it holds
uijucaupq = uij
(∑
e
uce
)
upq = uijupq
by Relations (2.2) and (2.3). We deduce
uijupquids = uijucaupquids = 0
from Equation (4.2).
Step 3: It holds uijupq = upquij.
Recall that dk = j. From previous steps, we get
uijupq = uijupq
k∑
s=1,
s 6=k−1
uids = uijupquij
and Lemma 3.1 yields uijupq = upquij.
The odd graph Ok has diameter k − 1. Taking this and Lemma 3.2 into account,
it remains to show uijupq = upquij for 3 ≤ d(i, p) = d(j, q) ≤ k− 1. We have c2 = 1,
b1 + 1 = b0 and cd ≥ 2 for all d ≥ 3 in the intersection array of Ok and thus we
obtain the desired equations by using Lemma 3.8 (a) (k − 3)-times. 
4.2. Hamming graphs. In this subsection, we give a precise description for which
values d, q ∈ N the Hamming graph H(d, q) has quantum symmetry and for which
it does not.
Definition 4.5. Let S = {1, . . . , q} for q ∈ N and let d ∈ N. The Hamming graph
H(d, q) is the graph with vertex set Sd, where vertices are adjacent if they differ in
exactly one coordinate.
We state some properties of the Hamming graphs in the following remark, see for
example [7, Theorem 9.2.1] and [8, Subsection 12.4.1].
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Remark 4.6. The Hamming graphs are distance-transitive and we have H(d, q) =
Kdq , where  denotes the Cartesian product of graphs. Here, for two graphs X =
(V1, E1), Y = (V2, E2), the Cartesian product XY is the graph with vertex set
V1 × V2, where two vertices (u1, u2), (v1, v2) are connected if and only if either
u1 = v1 and (u2, v2) ∈ E2 or (u1, v1) ∈ E1 and u2 = v2.
Hamming graphs include the following families of graphs.
Example 4.7.
(i) The Hamming graphs H(d, 1) are the complete graphs Kd.
(ii) For q = 2, we obtain the hypercube graphs.
(iii) The Hamming graphs H(2, q) are the q × q rook’s graphs.
The following proposition is an easy consequence of [2, Proposition 4.1].
Proposition 4.8. Let q ≥ 4, d ∈ N or q = 2, d ≥ 2. Then H(d, q) has quantum
symmetry.
Proof. Let q ≥ 4, d ∈ N. We know H(d, q) = Kdq and by Proposition 4.1 of [2], we
have a surjective *-homomorphism ϕ : C(G+aut(H(d, q))→ C(S
+
q )⊗C(G
+
aut(K
d−1
q )).
Thus, if q ≥ 4, this yields that C(G+aut(H(d, q))) is non-commutative.
Let q = 2, d ≥ 2. We get a surjective *-homomorphism ϕ : C(G+aut(H(d, 2)) →
C(H+2 ) ⊗ C(G
+
aut(K
d−2
2 )) by Proposition 4.1 of [2], thus C(G
+
aut(H(d, 2)) is non-
commutative. 
The following theorem completes the proof of Theorem 1.3.
Theorem 4.9. The Hamming graphs H(d, 3) do not have quantum symmetry, for
d ∈ N.
Proof. Let i,j be adjacent vertices. Thus they differ in exactly one coordinate is 6=
js. Since we have q = 3, this means that there is only one vertex that differs in
exactly one coordinate to i and j, namely k with ka = ia = ja for all a 6= s and
ks 6= is, ks 6= js. Therefore, adjacent vertices have exactly one neighbor and we get
G+aut(H(d, 3)) = G
∗
aut(H(d, 3)) by Lemma 3.5. Hence Relation (2.5) holds.
The Hamming graphH(d, 3) has diameter d. Using Lemma 3.2, it remains to show
uijukl = ukluij for all i, j, k, l with 2 ≤ d(i, k) = d(j, l) ≤ d to obtain G
+
aut(H(d, 3)) =
Aut(H(d, 3)). For this, consider s = (1, . . . , 1), t(m) = (t
(m)
1 , . . . t
(m)
d ), where t
(m)
1 =
· · · = t
(m)
m = 2, t
(m)
m+1 = · · · = t
(m)
d = 1 for 2 ≤ m ≤ d, p1 = (2, 1, . . . , 1) and
p2 = (1, 2, 1, . . . , 1).
Step 1: The only common neighbor of p1 and p2 in distance m to t
(m) is s.
The only common neighbors of p1 and p2 are s and (2, 2, 1, . . . , 1). We obtain that s is
the only common neighbor of p1, p2 in distance m to t
(m), since d(t, (2, 2, 1, . . . , 1)) =
m− 2.
20 SIMON SCHMIDT
Step 2: We have uijukl = ukluij for d(i, k) = d(j, l) = 2.
Let d(i, k) = d(j, l) = 2. By Lemma 3.3, it is enough to consider j = s and l = t(2).
Since we know (j, p1), (j, p2) ∈ E, (l, p1), (l, p2) ∈ E and have G
+
aut(H(d, 3)) =
G∗aut(H(d, 3)), we get
uijukl = uijukl
∑
q;d(q,l)=2,
(q,p1)∈E
uiq and uijukl = uijukl
∑
q;d(q,l)=2,
(q,p2)∈E
uiq
by Lemma 3.6. We deduce
uijukl = uijukl
∑
q;d(q,l)=2,
(q,p1)∈E,(q,p2)∈E
uiq.
By Step 1, we know that j is the only common neighbor of p1, p2 at distance two to
l. Therefore we obtain uijukl = uijukluij. Then Lemma 3.1 yields uijukl = ukluij .
Step 3: We have uijukl = ukluij for d(i, k) = d(j, l) = 3.
Now, let d(i, k) = d(j, l) = 3. By Lemma 3.3, we can choose j = s and l = t(3).
Since we know (j, p1), (j, p2) ∈ E, d(l, p1) = (l, p2) = 2 and have uacubd = ubduac for
all a, b, c, d with d(a, b) = d(c, d) = 2 by Step 2, we get
uijukl = uijukl
∑
q;d(q,l)=3,
(q,p1)∈E
uiq and uijukl = uijukl
∑
q;d(q,l)=3,
(q,p2)∈E
uiq
by using Lemma 3.6. We obtain
uijukl = uijukl
∑
q;d(q,l)=3,
(q,p1)∈E,(q,p2)∈E
uiq
and get uijukl = uijukluij, since the only common neighbor of p1, p2 at distance
three to l is j by Step 1. Then Lemma 3.1 yields uijukl = ukluij.
Repeating this argument (d− 3)-times yields the assertion. 
4.3. The Johnson graphs J(n, 2) and the Kneser graphs K(n, 2). In the fol-
lowing we show that J(n, 2) and K(n, 2) have no quantum symmetry for n ≥ 5. For
n ≤ 5, the quantum automorphism groups of J(n, 2) and K(n, 2) are already known
from [2], [14]. The natural question here is what happens for k > 2. Since we know
that the odd graphs Ok are the Kneser graphs K(2k− 1, k− 1), we dealt with some
special case in Subsection 4.1.
Definition 4.10. Let n, k ∈ N.
(i) The Johnson graph J(n, k) is the graph with vertices corresponding to k-
subsets of {1, . . . , n}, where two vertices are connected if and only if the
intersection of the corresponding subsets has (k − 1) elements.
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(ii) The Kneser graph K(n, k) is the graph with vertices corresponding to k-
subsets of {1, . . . , n}, where two vertices are connected if and only if the
corresponding subsets are disjoint.
Example 4.11.
(i) The Kneser graphs K(n, 1) are the complete graphs Kn.
(ii) The Johnson graphs J(n, 2) are the line graphs of the complete graphs Kn.
Remark 4.12. The Johnson graphs K(n, 2) are distance-transitive with diameter
2, see [7, Theorem 9.1.2]. For n ≤ 5, the quantum automorphism groups of K(n, 2)
are known, since K(4, 2) = 3K2, K(5, 2) = P , where P denotes the Petersen graph.
The following gives a proof of Theorem 1.4.
Theorem 4.13. For n ≥ 5, the Johnson graph J(n, 2) and the Kneser graph K(n, 2)
do not have quantum symmetry.
Proof. We show that J(n, 2) has no quantum symmetry for n ≥ 5. This suffices
because K(n, 2) is the complement of J(n, 2).
Let (i, k), (j, l) ∈ E. We want to prove uijukl = ukluij. Since J(n, 2) is distance-
transitive, it suffices to show this for j = {1, 2} and l = {1, 3} by Lemma 3.3.
Step 1: We have uijukl = uijukl

 n∑
a=2,
a6=3
ui{1,a} +
n∑
b=2,
b6=3
ui{3,b}

.
By Relations (2.2), (2.3), it holds
uijukl = uijukl
∑
p;(l,p)∈E
uip.
Since l = {1, 3}, it has neighbors {1, a}, {3, b}, a, b 6= 1, 3 and thus
uijukl = uijukl
∑
p;(l,p)∈E
uip = uijukl


n∑
a=2,
a6=3
ui{1,a} +
n∑
b=2,
b6=3
ui{3,b}

 .
Step 2: It holds uijuklui{1,a} = 0 for a ∈ {4, . . . , n} and uijuklui{2,3} = 0.
Let p = {1, a}. The common neighbors of p and j = {1, 2} are {2, a} and {1, c} for
c /∈ {1, 2, a}. Therefore
uij

uk{2,a} +
n∑
c=3,
c 6=a
uk{1,c}

 uip = uij

 ∑
a;(a,j)∈E,(a,p)∈E
uka

 uip = uijuip = 0.(4.3)
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The only common neighbors of j, p and {2, d}, where d /∈ {1, 2, a}, are {2, a} and
{1, d}. We also know d(j, {2, d}) = 1 6= 2 = d(p, {2, d}) and thus we obtain
uij(uk{2,a} + uk{1,d})uip = 0(4.4)
for all such d by Lemma 3.7. This yields
uij(uk{2,a} + uk{1,d})uip = 0 = uij(uk{2,a} + uk{1,3})uip
and we deduce
uijuk{1,d}uip = uijuk{1,3}uip
for d /∈ {1, 2, a}. Putting this into Equation (4.3), we infer
uij(uk{2,a} + (n− 3)uk{1,3})uip = 0.
Using Equation (4.4) with d = 3, we get
(n− 4)uijuk{1,3}uip = 0.
Since we assumed n ≥ 5, we obtain uijuk{1,3}uip = uijukluip = 0. Furthermore,
we also get uijuk{2,a}ui{1,a} = 0 by Equation (4.4). By repeating the arguments for
p = {2, 3}, one obtains uijuk{1,3}ui{2,3} = uijuklui{2,3} = 0.
Step 3: It holds uijuklui{3,b} = 0 for b ∈ {4, . . . , n}.
Let p = {3, b}, b ∈ {4, . . . , n}. Since l = {1, 3} and {1, b} are the only common
neighbors of j = {1, 2}, p and {1, e}, where e /∈ {1, 2, 3, b}, we have
uij(ukl + uk{1,b})uip = 0(4.5)
by Lemma 3.7, because (j, {1, e}) ∈ E, (p, {1, e}) /∈ E. Now, multiplying Equation
(4.5) by uipukl from the left, we obtain
uipukluij(ukl + uk{1,b})uip = uipukluijukluip + uipukluijuk{1,b}uip = 0.
Similar to uijuklui{1,a} = 0 (see Step 2 ), we obtain ukluijuk{1,b} = 0. Thus, we get
uipukluijukluip = 0,
which implies uijukluip = 0.
Step 4: We have uijukl = ukluij for (i, k), (j, l) ∈ E.
From Steps 1–3, we get
uijukl = uijukl


n∑
a=2,
a6=3
ui{1,a} +
n∑
b=2,
b6=3
ui{3,b}

 = uijukluij
and therefore obtain uijukl = ukluij for (i, k), (j, l) ∈ E by Lemma 3.1.
Step 5: We have uijukl = ukluij for d(i, k) = d(j, l) = 2.
Let d(i, k) = 2 = d(j, l). We show uijukl = ukluij, where we can choose j =
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{1, 2}, l = {3, 4} by Lemma 3.3. The vertices {1, 3}, {2, 4} are common neighbors
of j and l. By Lemma 3.6, we get
uijukl = uijukl
∑
{a,b};{a,b}∩{3,4}=∅,
({a,b},{1,3})∈E
ui{a,b} = uijukl
∑
{a,b};{a,b}∩{3,4}=∅,
1∈{a,b}
ui{a,b}
and
uijukl = uijukl
∑
{c,d};{c,d}∩{3,4}=∅,
({c,d},{2,4})∈E
ui{c,d} = uijukl
∑
{c,d};{c,d}∩{3,4}=∅,
2∈{c,d}
ui{c,d}.
We deduce
uijukl = uijukl

 ∑
{a,b};{a,b}∩{3,4}=∅,
1∈{a,b}
ui{a,b}



 ∑
{c,d};{c,d}∩{3,4}=∅,
2∈{c,d}
ui{c,d}

 .
Since we know ui{a,b}ui{c,d} = 0 for {a, b} 6= {c, d}, we obtain
uijukl = uijukl

 ∑
{a,b};{a,b}∩{3,4}=∅,
1∈{a,b}
ui{a,b}



 ∑
{c,d};{c,d}∩{3,4}=∅,
2∈{c,d}
ui{c,d}


= uijukl

 ∑
{a,b};{a,b}∩{3,4}=∅,
1∈{a,b},2∈{a,b}
ui{a,b}


= uijukluij,
since {1, 2} is the only subset containing 1 and 2. Then Lemma 3.1 completes the
proof, since J(n, 2) has diameter 2. 
4.4. Moore graphs of diameter two. We show that the Moore graphs of di-
ameter two have no quantum symmetry. Those are precisely the strongly regu-
lar graphs with girth five or equivalently all strongly regular graphs with µ = 0,
λ = 1. There are only three such graphs, the 5-cycle, the Petersen graph and the
Hoffman-Singleton graph, where the existence of a fourth graph with parameters
(3250, 57, 0, 1) is still an open problem, see for example [7, Section 6.7].
Theorem 4.14. Strongly regular graphs with girth five have no quantum symmetry.
Proof. Since the graph Γ has girth five, we get G+aut(Γ) = G
∗
aut(Γ) by Theorem 3.4.
Let d(i, k) = d(j, l) = 2. It remains to show uijukl = ukluij.
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Step 1: We have uijukl = uijukl
∑
p;d(p,l)=2,
(p,t)∈E
uip, where t is the only common neighbor of
j and l.
There exist exactly one s ∈ E such that (i, s) ∈ E, (k, s) ∈ E and exactly one t ∈ E
such that (j, t) ∈ E, (l, t) ∈ E, since otherwise we would get a quadrangle in Γ. We
get
uijukl = uijustukl,
by Relations (2.2), (2.3) and it holds
uijukl = uijukl
∑
p;d(p,l)=2,
(p,t)∈E
uip,
because we have G+aut(Γ) = G
∗
aut(Γ) and thus can use Lemma 3.6.
Step 2: We have uijukluip = 0 for p 6= j with d(p, l) = 2, (p, t) ∈ E.
If Γ is 2-regular (the 5-cycle) then we are done, because the only vertex p with
d(p, l) = 2, (p, t) ∈ E is j. Therefore, we can assume that Γ is n-regular with n ≥ 3
in the remaining part of the proof. Take p 6= j with d(p, l) = 2, (p, t) ∈ E. It holds
uijukluip = uijuklustuip = uij

 ∑
a;(a,k)∈E,
d(a,i)=2
uab

 uklustuip,
where we choose b 6= t with (b, l) ∈ E, which implies d(b, j) = d(b, p) = 2. We know
that l is the only common neighbor of b and t, because Γ has girth five. We deduce
uij

 ∑
a;(a,k)∈E,
d(a,i)=2
uab

uklustuip = uij

 ∑
a;(a,k)∈E,
d(a,i)=2
uab

 ustuip
by Relations (2.2), (2.3). Furthermore, there exist exactly one e ∈ E such that
(i, e) ∈ E, (e, a) ∈ E for all a with d(a, i) = 2 and exactly one f ∈ E such that
(j, f) ∈ E, (b, f) ∈ E, since otherwise we would get a quadrangle in Γ. This yields
uijuabustuip = uijuefuabustuip = uijuefuabuipust,
where we also used uipust = ustuip. Because of uefuab = uabuef , we get
uijuabustuip = uijuefuabuipust = uijuabuefuipust.
It holds (f, p) /∈ E, because otherwise j and p would have two common neighbors, t
and f , where we know t 6= f since we have (b, f) ∈ E whereas d(b, t) = 2. Because
we know (i, e) ∈ E, we obtain
uijuabustuip = uijuabuefuipust = 0,
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by Relation (2.3). Summarizing, we get
uijukluip = uij

 ∑
a;(a,k)∈E,
d(a,i)=2
uab

 ustuip = ∑
a;(a,k)∈E,
d(a,i)=2
uijuabustuip = 0.
Step 3: We have uijukl = ukluij.
By the previous steps, we conclude
uijukl = uijukl
∑
p;d(p,l)=2
(p,t)∈E
= uijukluij,
which implies that uij and ukl commute by Lemma 3.1. This completes the proof. 
Remark 4.15. Since it is known that the 5-cycle and the Petersen graph have no
quantum symmetry, the only new insight we get is that the Hoffman-Singleton graph
has no quantum symmetry. Also, if the strongly regular graph with parameters
(3250, 57, 0, 1) exists, then it has no quantum symmetry by the previous theorem.
4.5. Paley graphs P9, P13 and P17. The Paley graphs are constructed using finite
fields. We use this construction to show that P9, P13 and P17 have no quantum
symmetry.
Definition 4.16. Let q be a prime power with q = 1 mod 4 and let Fq be the finite
field with q elements. The Paley graph Pq is the graph with vertex set Fq, where
vertices are connected if and only if their difference is a square in F .
Remark 4.17. The Paley graphs are distance-transitive.
Proposition 4.18. The Paley graphs P9, P13 and P17 have no quantum symmetry.
Proof. Note that the Paley graph P9 is strongly regular with parameters (9,4,1,2).
Thus, Lemma 3.5 yields G+aut(P9) = G
∗
aut(P9). Since P9 is self-complementary, the ar-
guments in the proof of Lemma 3.5 also work for (i, k), (j, l) /∈ E. Thus C(G+aut(P9))
is commutative.
Regarding the Paley graph P13, observe that 0, 1, 3, 4, 9, 10, 12 are the squares in
F13. Let (i, k), (j, l) ∈ E. Since P13 is distance-transitive, we can choose j = 1, l = 2
by Lemma 3.3. We get
ui1uk2 = ui1uk2
∑
p;(p,2)∈E
uip,
by Relations (2.2), (2.3). The neighbors of 2 are 1, 3, 5, 6, 11, 12. The task is now
to find for every neighbor p 6= 1 of 2 a vertex q, d(q, 2) = s with d(1, q) 6= d(q, p),
such that 2 is the only common neighbor of 1, p in distance s to q, because then
we get uijukluip = 0 by Lemma 3.7. We find the following vertices that fulfill
these properties: 11 for 3, 11 for 5, 3 for 6, 5 for 11 and 5 for 12. Thus we get
ui1uk2 = ui1uk2ui1 and we conclude G
+
aut(P13) = G
∗
aut(P13) by Lemma 3.1 and Lemma
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3.3. Since P13 is self-complementary, the same arguments work for (i, k), (j, l) /∈ E
and we get that P13 has no quantum symmetry.
Concerning the Paley graph P17, observe that 0, 2, 4, 8, 9, 13, 15, 16 are the squares
in F17. Let (i, k), (j, l) ∈ E. Since P17 is distance-transitive, we can choose j = 1,
l = 2 by Lemma 3.3. We get
ui1uk2 = ui1uk2
∑
p;(p,2)∈E
uip,
by Relations (2.2), (2.3). The neighbors of 2 are 1, 3, 4, 6, 10, 11, 15, 17. As for P13,
the task is to find for every neighbors p 6= 1 of 2 a vertex q, d(q, 2) = s with
d(1, q) 6= d(q, p), such that 2 is the only common neighbor of 1, p in distance s to
q, because then we get uijukluip = 0 by Lemma 3.7. We have the following vertices
that fulfill these properties: 10 for 3, 10 for 4, 17 for 6, 4 for 10, 15 for 11, 11 for 15,
6 for 17. We get ui1uk2 = ui1uk2ui1 and therefore G
+
aut(P17) = G
∗
aut(P17) by Lemma
3.1 and Lemma 3.3. Since P17 is self-complementary, we the same arguments work
for (i, k), (j, l) /∈ E and we obtain that P17 has no quantum symmetry. 
Remark 4.19. Note that it was already shown in [2] that P9 has no quantum
symmetry. In [9], it was proven that P13 and P17 have no quantum symmetry.
Thus, we just give alternative proofs of those facts. One could try to get similar
results for other Paley graphs Pq, q > 17. But using our method one has to treat
them case by case, we do not get a general statement for all Paley graphs in this
way.
5. Quantum automorphism groups of cubic distance-transitive
graphs
In this section we study the quantum automorphism groups of all cubic distance-
transitive graphs. Those quantum automorphism groups are known for the complete
graph K4, the complete bipartite graph K3,3, the cube Q3 from [2] and for the
Petersen graph from [14]. The following result was established by Biggs and Smith
in [6].
Theorem 5.1 (Biggs, Smith). There are exactly twelve cubic distance-transitive
graphs.
Thus, there are eight remaining graphs. We treat them case by case. We first
start with a useful lemma. The proof is similar to the one of Theorem 3.3 in [14].
Lemma 5.2. Let Γ be a cubic graph with girth g(Γ) ≥ 5 and let (uij)1≤i,j≤n be the
generators of C(G+aut(Γ)). Then we have uijukl = ukluij for d(i, k) = 2 = d(j, l).
Proof. Let d(i, k) = 2 = d(j, l). There exist exactly one s ∈ E such that (i, s) ∈
E, (k, s) ∈ E and exactly one t ∈ E such that (j, t) ∈ E, (l, t) ∈ E, since otherwise
we would get a quadrangle in Γ. We know ustukl = uklust by Theorem 3.4 and
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therefore we get
uijukl = uijukl

 ∑
p;d(l,p)=2,
(t,p)∈E
uip


by Lemma 3.6. The graph Γ is 3-regular and we know that j and l are neighbors of
t, where d(l, l) = 0 6= 2. We deduce
uijukl = uijukl(uij + uiq)
where we denote by q the third neighbor of t.
It holds
uijukl = uij
(∑
a
usa
)
ukl = uij

 ∑
a;(j,a)∈E,(a,l)∈E
usa

 ukl = uijustukl,
since t is the only common neighbor of j and l. Observe that
uijustukquiq = 0 and uijustukjuiq = uijukjustuiq = 0
by Relations (2.1) and ustukj = ukjust from Theorem 3.4. We therefore get
uijukluiq = uijustukluiq
= uijust(ukl + ukj + ukq)uiq
= uijust

 ∑
a;(t,a)∈E
uka

 uiq
= uijust
(
n∑
a=1
uka
)
uiq
= uijustuiq,
where we also used Relations (2.2), (2.3). By Relation (2.1) and using uijust = ustuij,
we obtain
uijukluiq = uijustuiq = ustuijuiq = 0,
since j 6= q.
We conclude
uijukl = uijukluij.
Then Lemma 3.1 yields uijukl = ukluij and this completes the proof. 
Lemma 5.3. Let Γ be a cubic distance-regular graph of order ≥ 10 and let
(uij)1≤i,j≤n be the generators of C(G
+
aut(Γ)). Then we have uijukl = ukluij for
d(i, k) = d(j, l) ≤ 2.
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Proof. For the intersection array, we have b1 = 2 and c2 = 1 for all cubic distance-
regular graphs of order ≥ 10. It follows that all those graphs have girth ≥ 5, because
we need adjacent vertices to have at least one common neighbor (b1 + 1 < k for a
k-regular graph) to get a triangle and vertices in distance two to have at least two
common neighbors (c2 ≥ 2) to get a quadrangle in the graph. Because of Theorem
3.4 and Lemma 5.2, we get uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. 
In the following we study the quantum automorphism groups of the remaining
eight cubic distance-transitive graphs and prove Theorem 1.5. As a reminder we
write the intersection array in parantheses to the graph. We always write uij, 1 ≤
i, j ≤ n, for the generators of C(G+aut(Γ)).
5.1. The Heawood graph ({3, 2, 2; 1, 1, 3}). Since the Heawood graph has diam-
eter three, we have d(i, k), d(j, l) ≤ 3 for all i, j, k, l ∈ V . By Lemma 5.3, we know
uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. Because of Lemma 3.2, it just remains to
prove uijukl = ukluij for d(i, k) = d(j, l) = 3, to get that the Heawood graph has no
quantum symmetry. But this follows from Lemma 3.8 (a), because we have c2 = 1,
c3 = 3 and b1 + 1 = b0.
5.2. The Pappus graph ({3, 2, 2, 1; 1, 1, 2, 3}). The Pappus graph has diameter
four, and thus we have d(i, k), d(j, l) ≤ 4 for all i, j, k, l ∈ V . We know uijukl =
ukluij for d(i, k) = d(j, l) ≤ 2 because of Lemma 5.3. It holds c3 = 2, c4 = 3,
b1 + 1 = b0 and we can use Lemma 3.8 (a) two times to get uijukl = ukluij for
3 ≤ d(i, k) = d(j, l) ≤ 4. Using Lemma 3.2, we conclude that the Pappus graph has
no quantum symmetry.
5.3. The Desargues graph ({3, 2, 2, 1, 1; 1, 1, 2, 2, 3}). The Desargues graph has
diameter five. Therefore we have d(i, k), d(j, l) ≤ 5 for all i, j, k, l ∈ V . We know
uijukl = ukluij for d(i, k) = d(j, l) ≤ 2 by Lemma 5.3. Using Lemma 3.2, it remains
to show uijukl = ukluij for 3 ≤ d(i, k) = d(j, l) ≤ 5. This follows from applying
Lemma 3.8 (a) three times, since c3 = 2, c4 = 2, c5 = 3 and b1 + 1 = b0. Thus, the
Desargues graph has no quantum symmetry.
To deal with more graphs we need an additional lemma.
Lemma 5.4. Let Γ be a cubic distance regular graph. If we know that uijukl = ukluij
for d(i, k) = d(j, l) ≤ m− 1 and it either holds
(i) bm−1 = 1 or
(ii) bm−1 = 2 and bm = cm = 1, girth g(Γ) ≥ 2m,
then we get uijukl = ukluij for d(i, k) = d(j, l) = m.
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Proof. Let d(i, k) = d(j, l) = m. Let t be a neighbor of j in distance m − 1 to l.
Since we know that uacubd = ubduac for d(a, b) = d(c, d) = m− 1, we get
uijukl = uijukl
∑
p;d(l,p)=m,
(t,p)∈E
uip,
by Lemma 3.6.
For (i), we have bm−1 = 1 and we deduce that j is the only neighbor of t with
d(l, j) = m, since d(t, l) = m− 1. Therefore
uijukl = uijukl
∑
p;d(l,p)=m,
(t,p)∈E
uip = uijukluij,
and Lemma 3.1 yields uijukl = ukluij for d(i, k) = d(j, l) = m.
Regarding (ii), we have bm−1 = 2. Thus there are two neighbors of t with d(l, j) =
m, since d(t, l) = m− 1. Those are j and another vertex q. Therefore
uijukl = uijukl
∑
p;d(l,p)=m,
(t,p)∈E
uip = uijukl(uij + ujq).
It holds bm = cm = 1 and since Γ is a cubic graph, this implies that there is exactly
one neighbor, say s, of k at distance m to i. Similarly, we have neighbors a, b of l
at distance m to j, q respectively. We deduce
uijukluiq = uijusauklusbuiq = uijusausbukluiq
by Relations (2.2), (2.3) and since uklusb = usbukl. Assume a = b. Then we know
d(a, j) = m = d(a, q). We also have d(a, t) = m, since we know d(l, t) = m − 1,
(l, a) ∈ E and Γ has girth g(Γ) ≥ 2m. But then t has two neighbors at distance m
to a, namely j and q. This contradicts the fact that there is exactly one neighbor
of t at distance m to a. This yields a 6= b and therefore
uijukluiq = uijusausbukluiq = 0.
Summarizing, we get
uijukl = uijukl
∑
p;d(l,p)=3,
(t,p)∈E
uip = uijukl(uij + ujq) = uijukluij
and now Lemma 3.1 yields uijukl = ukluij for d(i, k) = d(j, l) = m. 
5.4. The Dodecahedron ({3, 2, 1, 1, 1; 1, 1, 1, 2, 3}). The Dodecahedron has diam-
eter five, thus we have d(i, k), d(j, l) ≤ 5 for all i, j, k, l ∈ V . Lemma 5.3 yields
uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. We get uijukl = ukluij for d(i, k) = d(j, l) = 3
by Lemma 5.4 (i), since the Dodecahedron is a cubic distance regular graph with
b2 = 1. Now, since we have c4 = 2, c5 = 3 and b1 + 1 = b0, we can use Lemma 3.8
(a) two times to get uijukl = ukluij for 4 ≤ d(i, k) = d(j, l) ≤ 5. We conclude that
the Dodecahedron has no quantum symmetry by Lemma 3.2.
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5.5. The Coxeter graph ({3, 2, 2, 1; 1, 1, 1, 2}). Since the Coxeter graph has di-
ameter four, we have d(i, k), d(j, l) ≤ 4 for all i, j, k, l ∈ V . By Lemma 5.3, we
know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2. We have b2 = 2, b3 = 1, c3 = 1 in the
intersection array of the Coxeter graph, where the Coxeter graph has girth 7. Thus,
we can use Lemma 5.4 (ii) to get uijukl = ukluij for d(i, k) = d(j, l) = 3. We obtain
uijukl = ukluij for d(i, k) = d(j, l) = 4 by Lemma 3.8 (a), since we have c4 = 2
and b1 + 1 = b0. Then Lemma 3.2 yields that the Coxeter graph has no quantum
symmetry.
We give the following technical lemma because it applies to the three remaining
graphs.
Lemma 5.5. Let Γ be a cubic distance regular graph of order ≥ 10 with b2 = 2,
g(Γ) ≥ 7 and let d(i, k) = d(j, l) = 3. Then
uijukl = uijukl(uij + uiq),
where q is the unique vertex adjacent to the neighbor x of j, d(x, l) = 2 with d(q, j) =
2 and d(l, q) = 3.
Proof. Let d(i, k) = d(j, l) = 3. Let x be the unique vertex with (j, x) ∈ E, d(x, l) =
2. It is unique because we assumed g(Γ) ≥ 7. By Lemma 5.3, we get ukluyx = uyxukl
for all y ∈ V with d(k, y) = 2. We obtain
uijukl = uijukl
∑
p;(x,p)∈E,
d(p,l)=3
uip
by Lemma 3.6. We conclude
uijukl = uijukl(uij + uiq),
because x has three neighbors where two of them are at distance three to l, since
b2 = 2. 
5.6. The Tutte 8-cage ({3, 2, 2, 2; 1, 1, 1, 3}). The Tutte 8-cage has diameter four,
thus we have d(i, k), d(j, l) ≤ 4 for i, j, k, l ∈ V . Lemma 5.3 yields uijukl = ukluij
for d(i, k) = d(j, l) ≤ 2.
Let d(i, k) = d(j, l) = 4. The Tutte 8-cage is the incidence graph of the Cremona-
Richmond configuration, see [10]. Therefore we can label one of the maximal inde-
pendent sets by unordered 2-subsets of {1, . . . , 6}, where vertices at distance two to
the vertex {a, b} are exactly those corresponding to a 2-subset that does not con-
tain a or b. The remaining vertices in the maximal independent set are exactly the
vertices in distance four to {a, b}. Using this labelling we write j = {1, 2}, l = {1, 3}
and show that
ui{1,2}uk{1,3} = uk{1,3}ui{1,2}.
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This suffices to get uijukl = ukluij for d(i, k) = d(j, l) = 4 by Lemma 3.3, because
the Tutte 8-cage is distance-transitive.
Step 1: We have ui{1,2}uk{1,3} = ui{1,2}uk{1,3}(ui{1,2} + ui{2,3}).
There are three vertices ta, a ∈ {1, 2, 3}, such that d(j, ta) = d(ta, l) = 2, because
we have c4 = 3 and c3 = 1. Since we know ustaukl = uklusta by Lemma 5.2, we get
uijukl = uijukl

 ∑
p;d(p,l)=4,
d(p,ta)=2
uip


by Lemma 3.6. Using this, we obtain
uijukl = uijukl

 ∑
p;d(p,l)=4,
d(p,t1)=2
uip



 ∑
p;d(p,l)=4,
d(p,t2)=2
uip



 ∑
p;d(p,l)=4,
d(p,t3)=2
uip


= uijukl

 ∑
p;d(p,l)=4,
d(p,ta)=2, a=1,2,3
uip

 .(5.1)
The vertices in distance two to {1, 2} and {1, 3} are t1 = {4, 5}, t2 = {4, 6} and
t3 = {5, 6}. Looking at Equation (5.1), we only have to consider vertices that are in
distance two to those three vertices. The only 2-subset of {1, . . . , 6} besides {1, 2}
and {1, 3} that does not contain 4, 5 or 6 is {2, 3}. Thus we get
ui{1,2}uk{1,3} = ui{1,2}uk{1,3}(ui{1,2} + ui{2,3}).
Step 2: We have ui{1,2}uk{1,3}ui{2,3} = 0.
Using Relations (2.2) and (2.4), we obtain
ui{1,2}uk{1,3}ui{2,3} = ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

 uk{1,3}

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

ui{2,3}.
The vertex {1, 3} is the only one in distance four to {1, 2}, {2, 3}, {3, 4} and {1, 5},
because the only pair of numbers where at least one of them is contained in those
subsets are 1 and 3. Let q 6= {1, 3}. If d(q, {1, 5}) 6= 4 or d(q, {3, 4}) 6= 4, then
ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

 ukq

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

ui{2,3} = 0,
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by Lemma 3.2. If we have d(q, {1, 5}) = 4 and d(q, {3, 4}) = 4, but
d(q, {1, 2}) 6= 4, we get
ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

 ukq

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

 ui{2,3}
= ui{1,2}ukq

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

 ui{2,3} = 0,
by using Relations (2.2), (2.4) and Lemma 3.2. A similar argument shows
ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

 ukq

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

 ui{2,3} = 0
for q with d(q, {1, 5}) = 4, d(q, {3, 4}) = 4 and d(q, {2, 3}) 6= 4. This yields
ui{1,2}uk{1,3}ui{2,3} = ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

uk{1,3}

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

ui{2,3}
= ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}


(∑
a
uka
) ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

ui{2,3}
= ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}



 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

 ui{2,3}.
Since d({1, 2}, {3, 4}) = d({2, 3}, {1, 5}) = 2, we know that ui{1,2} commutes with
us{3,4} and ui{2,3} commutes with ut{1,5} by Lemma 5.2. We deduce
ui{1,2}uk{1,3}ui{2,3} = ui{1,2}

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}



 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}

 ui{2,3}
ON THE QUANTUM SYMMETRY OF DISTANCE-TRANSITIVE GRAPHS 33
=

 ∑
s;d(s,i)=2,
d(k,s)=4
us{3,4}

 ui{1,2}ui{2,3}

 ∑
t;d(t,i)=2,
d(k,t)=4
ut{1,5}


= 0,
since ui{1,2}ui{2,3} = 0.
Step 3: It holds ui{1,2}uk{1,3} = uk{1,3}ui{1,2}.
Using Step 1 and Step 2, we obtain ui{1,2}uk{1,3} = ui{1,2}uk{1,3}ui{1,2}. By Lemma
3.1, we get that ui{1,2} and uk{1,3} commute.
Step 4: It holds uijukl = ukluij for d(i, k) = d(j, l) = 3.
Let d(i, k) = d(j, l) = 3. We prove that uijukl = ukluij for d(i, k) = d(j, l) = 3. Let
x be the unique vertex adjacent to j and in distance two to l. This vertex is unique
because the Tutte 8-cage has girth eight. By Lemma 5.5, we get
uijukl = uijukl(uij + uiq),
where q is the unique vertex adjacent to x with d(q, j) = 2, d(l, q) = 3. Take a
neighbor t of j at distance four to l. Then we have
uijukluiq = uij

 ∑
s;(s,i)∈E,
d(k,s)=4
ust

 ukluiq = uijukl

 ∑
s;(s,i)∈E,
d(k,s)=4
ust

 uiq,
because of Relations (2.2), (2.3) and uklust = ustukl for all such s since d(t, l) =
d(s, k) = 4. Assume that t is connected to q. Then j and q have two common
neighbors, x and t, where we know that x 6= t because we have d(x, l) = 2 whereas
d(t, l) = 4. But then we get the quadrangle j, x, q, t, j and this contradicts the fact
that the Tutte 8-cage has girth eight. Thus, t and q are not adjacent. We deduce
uijukluiq = uijukl

 ∑
s;(s,i)∈E,
d(k,s)=4
ust

uiq = 0
by Relation (2.3). Thus we get uijukl = uijukluij and we obtain uijukl = ukluij for
d(i, k) = d(j, l) = 3 by Lemma 3.1.
Summarizing, we have uijukl = ukluij for d(i, k) = d(j, l) ≤ 4. Using Lemma 3.2,
we conclude that the Tutte 8-cage has no quantum symmetry.
5.7. The Foster graph ({3, 2, 2, 2, 2, 1, 1, 1; 1, 1, 1, 1, 2, 2, 2, 3}). The Foster graph
has diameter eight. Therefore, we have d(i, k), d(j, l) ≤ 8 for i, j, k, l ∈ V . By
Lemma 5.3, we know uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
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Let d(i, k) = 3, d(j, l) = 3. We want to show uijukl = ukluij.
Step 1: It holds uijukl = uijukl(uij + uiq), where q is the unique vertex adjacent to
the neighbor x of j, d(x, l) = 2 with d(q, j) = 2, d(l, q) = 3.
The Foster graph has girth ten. Thus, by Lemma 5.5, we get
uijukl = uijukl(uij + uiq),
for q as above.
Step 2: It holds uijukluiq = uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz

 uiq for z ∈ V with (z, l) ∈ E and
d(z, j) = 4.
Take z with (z, l) ∈ E, d(z, j) = 4. Using Relations (2.2) and (2.4), we obtain
uijukluiq = uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz

 ukluiq.
We know (z, l) ∈ E and d(l, q) = 3. Since we have b3 = 2 and c3 = 1, it either holds
d(z, q) = 2 or d(z, q) = 4. Assume d(z, q) = 2. Then we get a cycle of length ≤ 6,
since we have d(z, q) = 2, d(q, l) = 3 and (z, l) ∈ E. But this contradicts the fact
that the Foster graph has girth ten and we conclude d(z, q) = 4. It holds c4 = 1,
thus l is the only neighbor of z at distance three to q. This yields
uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz

 ukluiq = uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz



 ∑
a;(a,z)∈E,
d(a,q)=3
uka

 uiq
= uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz


(∑
a
uka
)
uiq
= uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz

 uiq,
by using Lemma 3.2 and Relations (2.2), (2.3).
Step 3: It holds uijuszuiq = 0 for s ∈ V with (s, k) ∈ E and d(i, s) = 4.
For every such s, take t with d(i, t) = 4, d(s, t) = 2 (exists because for a neighbor of
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s at distance five to i there is a neighbor t 6= s with d(i, t) = 4, since c5 = 2). We
get
uijuszuiq = uij

 ∑
p;d(p,z)=2,
d(p,j)=4
utp

uszuiq = uijusz

 ∑
p;d(p,z)=2,
d(p,j)=4
utp

 uiq(5.2)
by Lemma 3.2 and because we have utpusz = uszutp by Lemma 5.2. The Foster
graph has girth ten, therefore there is exactly one neighbor of j at distance two
to l. This is the vertex x from Step 1. We know that q is also a neighbor of x.
Take p with d(p, z) = 2, d(p, j) = 4. We want to show d(p, q) 6= 4. For this, we
assume d(p, q) = 4 and prove that then x has three neighbors in distance four to p,
contradicting c5 = 2. We have d(p, j) = 4 by the choice of p. Let y be the third
neighbor of x. We have d(x, l) = 2 and know d(j, l) = d(q, l) = 3, therefore the
remaining neighbor y of x has to be adjacent to l as otherwise d(x, l) 6= 2. We
also have (z, l) ∈ E and d(z, p) = 2, where we know z 6= y since d(x, j) = 2, but
d(z, j) = 4. It holds d(l, p) = 3 and we have c3 = 1, b3 = 2. Thus, l has one
neighbor at distance two to p and two neighbors at distance four to p. Since we
know that z is the neighbor of l with d(z, p) = 2, we conclude d(y, p) = 4 because
y is another neighbor of l. Thus x has the three neighbors j, q and y in distance
four to p contradicting c5 = 2. We conclude d(p, q) 6= 4 for all p with d(p, z) = 2,
d(p, j) = 4. By Lemma 3.2, we deduce
uijuszuiq = uijusz

 ∑
p;d(p,z)=2,
d(p,j)=4
utp

uiq = 0
for all s with (s, k) ∈ E, d(s, i) = 4.
Step 4: It holds uijukl = ukluij for d(i, k) = d(j, l) = 3.
The Steps 2 and 3 yield
uijukluiq = uij

 ∑
s;(s,k)∈E,
d(s,i)=4
usz

 uiq = 0.
Using Step 1, we get uijukl = uijukluij for d(i, k) = d(j, l) = 3 and we obtain
uijukl = ukluij by Lemma 3.1.
Step 5: We have uijukl = ukluij for 4 ≤ d(i, k) = d(j, l) ≤ 8.
Let d(i, k) = d(j, l) = 4. There is exactly one a with (a, i) ∈ E, d(k, a) = 3, and
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exactly one b with (b, j) ∈ E, d(l, b) = 3 since c4 = 1. It holds
uijukl = uijukl

 ∑
p;d(p,l)=4,
(b,p)∈E
uip


by Lemma 3.6 since ukluab = uabukl. There are exactly two vertices adjacent to b
and at distance four to l, since d(b, l) = 3 and b3 = 2. One of them is j, so we get
uijukl = uijukl(uij + uiq),
where q is the other neighbor of b in distance four to l. We have
uijukluiq = uij

 ∑
p;d(p,l)=2,
d(p,j)=4
utp

 ukluiq = uijukl

 ∑
p;d(p,l)=2,
d(p,j)=4
utp

 uiq
by Relations (2.2), (2.3) and uklutp = utpukl. But now we are in the same situation
as in Equation (5.2), thus by the same argument we get d(p, q) 6= 4. By Lemma
3.2, we deduce uijukluiq = 0. This implies uijukl = uijukluij and Lemma 3.1 yields
uijukl = ukluij for d(i, k) = d(j, l) = 4.
Since we now know uijukl = ukluij for d(i, k), d(j, l) ≤ 4 and it holds c2 = 1,
b1 + 1 = b0 and cn ≥ 2 for 5 ≤ n ≤ 8, we can use Lemma 3.8 (a) four times to
get uijukl = ukluij for d(i, k) = d(j, l) ≤ 8. Then Lemma 3.2 yields that the Foster
graph has no quantum symmetry.
5.8. The Biggs-Smith graph ({3, 2, 2, 2, 1, 1, 1; 1, 1, 1, 1, 1, 1, 3}). Since the Biggs-
Smith graph has diameter seven, we have d(i, k), d(j, l) ≤ 7 for i, j, k, l ∈ V . By
Lemma 5.3, we get uijukl = ukluij for d(i, k) = d(j, l) ≤ 2.
Let d(i, k) = d(j, l) = 4. We show uijukl = ukluij for d(i, k) = d(j, l) = 4.
Step 1: It holds uijukl = uijukl(uij + uiq1 + uiq2 + uiq3), where d(j, q1) = 2 and
d(j, q2) = d(j, q3) = 4.
Since the Biggs-Smith graph has girth nine, there is exactly one vertex t with
d(t, j) = d(t, l) = 2 and exactly one vertex s with d(i, s) = d(s, k) = 2. It holds
uijukl = uijukl

 ∑
p;d(p,l)=4,
d(p,t)=2
uip


by Lemma 3.6, since we know ukluat = uatukl for a with d(a, l) = 2. There are
exactly four vertices that are at distance four to l and at distance two to t, where
one of them is j (There are six vertices at distance two to t, where one of them is l
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and another one is a vertex at distance two to l. The rest is at distance four to l).
We deduce
uijukl = uijukl(uij + uiq1 + uiq2 + uiq3),
where d(j, q1) = 2 and d(j, q2) = d(j, q3) = 4.
Step 2: We have uijukluiq1 = 0.
We know that the Biggs-Smith is 3-regular and it holds b4 = c4 = 1. Thus, if we
have d(a, b) = 4 for vertices a, b, there is exactly one neighbor of a in distance four
to b. Therefore we have exactly one neighbor x of k with d(x, i) = 4 and exactly
one neighbor y of l with d(y, j) = 4. By Relations (2.2), (2.3), we deduce
uijukluiq1 = uijuxyukluiq1.
Denote by z1 the common neighbor of j and q1. We know that j and q1 are two
neighbors of z1 at distance four to l. Thus d(z1, l) = 4 contradicts c4 = b4 = 1
and d(z1, l) = 5 contradicts c5 = 1. But it holds d(z1, l) ∈ {3, 4, 5} since z1 has
neighbors in distance four to l. We deduce d(z1, l) = 3. We have b3 = 2, c3 = 1 and
know d(z1, l) = 3, thus l has two neighbors at distance four to z1 and one neighbor
at distance two to z1. If d(y, z1) = 2, then we get d(y, j) ≤ 3 since (j, z1) ∈ E
contradicting d(y, j) = 4. We conclude d(y, z1) = 4 as y is a neighbor of l not in
distance two to z1. Furthermore it holds d(q1, y) 6= 4, as otherwise z1 would have
the two neighbors j and q1 at distance four to y contradicting b4 = c4 = 1, since
d(z1, y) = 4. But this yields
uijukluiq1 = uijuxyukluiq1 = uijukluxyuiq1 = 0,
by using Relation (2.3) and uxyukl = ukluxy.
Step 3: We have uijukluiq2 = 0.
We know that q2 and q3 are in distance two to t. Thus, they have to be adjacent to
one of the neighbors of t. They cannot be adjacent to z1, because z1 has neighbors
j, q1 and t and the Biggs-Smith graph is 3-regular. It holds b2 = 2, c2 = 1 and we
know d(t, l) = 2, which means that t has one neighbor, say z2, adjacent to l and
two neighbors (z1 and one more) in distance three to l. Denote the third neighbor
of t by z3. Recall d(q2, l) = d(q3, l) = 4. Thus q2, q3 cannot be adjacent to z2 as
otherwise d(q2, l) = d(q3, l) ≤ 2. We conclude that q2, q3 are both neighbors of z3,
where d(z3, l) = 3. The vertices z2 and y are neighbors of l. We have d(l, t) = 2
and (t, z2) ∈ E, where we know that the other neighbors of l are in distance three
to t because we have b2 = 2. We deduce d(y, t) = 3. It also holds d(z2, y) = 2 since
they have the common neighbor l and the Biggs-Smith graph has girth nine. Thus
we get d(z3, y) = 4 by b3 = 2, since d(t, y) = 3 and we know that z1 is the neighbor
of t in distance two to y. Because of d(z3, y) = 4 and c4 = b4 = 1, we see that only
one of the vertices q2, q3 is in distance four to y, say this is q3. We obtain
uijukluiq2 = uijuxyukluiq2 = uijukluxyuiq2 = 0,
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by Relations (2.2), (2.3), using uxyukl = ukluxy and Lemma 3.2.
Step 4: It holds uijukluiq3 = 0.
We have d(q3, y) = 4 and since l is a neighbor of y at distance four to q3, we know
that the two neighbors c, d 6= l of y are not in distance four to q3 because c4 = b4 = 1.
Therefore
uijuxyukcuiq3 = 0 = uijuxyukduiq3
by Lemma 3.2. We deduce
uijukluiq3 = uijuxyukluiq3
= uijuxy(ukl + ukc + ukd)uiq3
= uijuxy

 ∑
a;(y,a)∈E
uka

 uiq3
= uijuxy
(∑
a
uka
)
uiq3
= uijuxyuiq3,
by also using Relations (2.2), (2.3). Now, take e, f to be the vertices with d(e, i) =
d(e, x) = 2, d(f, j) = d(f, y) = 2 (those are unique, since d(i, x) = d(j, y) = 4 and
the Biggs-Smith graph has girth nine). It holds
uijuxyuiq3 = uijuefuxyuiq3 = uijuxyuefuiq3,
by Relations (2.2), (2.3) and since we know uxyuef = uefuxy by Lemma 5.3. We have
d(f, q3) 6= 2 because otherwise there would be two vertices, f and t, in distance two
to j and q3, so we would get an cycle of length ≤ 8 in the Biggs-Smith graph(f 6= t,
since d(y, f) = 2, d(y, t) = 3). Thus, by Lemma 3.2, we get
uijukluiq3 = uijuxyuiq3 = uijuxyuefuiq3 = 0.
Step 5: It holds uijukl = ukluij for d(i, k) = d(j, l) = 4.
From Steps 1–4, we deduce uijukl = uijukluij for d(i, k) = d(j, l) = 4 and we get
uijukl = ukluij by Lemma 3.1.
Step 6: We have uijukl = ukluij for d(i, k) = d(j, l) = 3.
Let d(i, k) = d(j, l) = 3. We obtain
uijukl = uijukl(uij + uiq),
by Lemma 5.5, where d(q, j) = 2, d(l, q) = 3. We have b3 = 2 and therefore there are
two neighbors t1, t2 of j in distance four to l and two neighbors s1, s2 of i in distance
four to k. At least one of them, say t1, is not connected to q, since otherwise we
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would get the quadrangle j, t1, q, t2, j. By Lemma 3.2 we get usat1uiq = 0, a = 1, 2.
Because we know usat1ukl = uklusat1 , since d(sa, k) = 4 = d(t1, l), we deduce
uijukluiq = uij(us1t1 + us2t1)ukluiq = uijukl(us1t1 + us2t1)uiq = 0.
This yields uijukl = uijukluij for d(i, k) = d(j, l) = 3 and we obtain uijukl = ukluij
by Lemma 3.1.
Step 7: We have uijukl = ukluij for 5 ≤ d(i, k) = d(j, l) ≤ 7.
We now have uijukl = ukluij for d(i, k) = d(j, l) ≤ 4 and since b4 = 1, we get
uijukl = ukluij for d(i, k) = d(j, l) = 5 by Lemma 5.4 (i). We have b5 = 1 and
thus, using Lemma 5.4 (i) again, we obtain uijukl = ukluij for d(i, k) = d(j, l) = 6.
Lemma 3.8 (a) now yields uijukl = ukluij for d(i, k) = d(j, l) = 7, because c2 = 1,
b1 + 1 = b0, c7 = 3. Using Lemma 3.2, we conclude that the Biggs-Smith graph has
no quantum symmetry.
Remark 5.6. There is only one cubic distance-regular graph that is not distance-
transitive. This is the Tutte 12-cage. We do not know whether or not this graph
has quantum symmetry.
6. Further distance-regular graphs with no quantum symmetry
In this chapter, we study further distance-regular graphs of order ≤ 20. We
assume (uij)1≤i,j≤n to be the generators of C(G
+
aut(Γ)) and show that the graph Γ
of the has no quantum symmetry in the corresponding subsection.
The following graph is the co-Heawood graph, which is the bipartite complement
of the Heawood graph with respect to the complete bipartite graph K7,7 and thus
closely related to the Heawood graph.
6.1. The co-Heawood graph ({4, 3, 2; 1, 2, 4}). The co-Heawood graph has di-
ameter three. Therefore we have d(i, k), d(j, l) ≤ 3 for i, j, k, l ∈ V . Since the
co-Heawood graph is the bipartite complement of the Heawood graph with respect
to K7,7, we see that vertices at distance three to a vertex i are exactly those that are
connected to i in the Heawood graph. Vertices at distance two are the same ones in
both graphs, since those are the six other vertices in the same maximal independent
set as i. And finally the vertices that are connected to i in the co-Heawood graph are
those at distance three to i in the Heawood graph. Therefore, we can use the same
arguments as in Theorem 3.4 to obtain that uijukl = ukluij for d(i, k) = d(j, l) = 3
for the co-Heawood graph. Also arguments of the proof of Lemma 5.2 work similarly
to show uijukl = ukluij for d(i, k) = d(j, l) = 2 by replacing neighbors with vertices
at distance three. Then using the same approach as in Lemma 3.8 (a), also replacing
neighbors with vertices at distance three, we get uijukl = ukluij for (i, k), (j, l) ∈ E.
We obtain that the co-Heawood graph has no quantum symmetry by Lemma 3.2.
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6.2. The line graph of the Petersen graph L(P) ({4, 2, 1; 1, 1, 4}). The line
graph of the Petersen graph has diameter three and thus we have d(i, k), d(j, l) ≤ 3
for i, j, k, l ∈ V . Since adjacent vertices have exactly one common neighbor, Lemma
3.5 yields G+aut(L(P)) = G
∗
aut(L(P)). Therefore Relation (2.5) holds.
Now, let d(i, k) = d(j, l) = 2. We want to prove uijukl = ukluij. We know that
the Petersen graph is the Kneser graph K(5, 2). Thus, vertices in the line graph of
the Petersen graph are of the form {{a, b}, {c, d}}, where {a, b}, {c, d} are disjoint
2-subsets of {1, . . . , 5}. Two vertices are connected if and only if they have exactly
one 2-subset in common. The line graph of the Petersen graph is distance-transitive,
therefore it suffices to show uijukl = ukluij for j = {{1, 2}, {3, 4}}, l = {{1, 3}, {4, 5}}
by Lemma 3.3. The only common neighbor of j and l is t = {{1, 2}, {4, 5}}. Since
we know G+aut(L(P)) = G
∗
aut(L(P)), we get
uijukl = uijukl
∑
p;d(p,l)=2,
(p,t)∈E
uip
by Lemma 3.6. Besides j, the vertex q = {{1, 2}, {3, 5}} is the only other vertex in
distance two to l which is also adjacent to t. This yields
uijukl = uijukl(uij + uiq).
The vertex b = {{1, 3}, {2, 4}} is adjacent to l and in distance three to j. Using
Relations (2.2) and (2.4), we deduce
uijukluiq = uij

 ∑
a;d(a,i)=3,
(a,k)∈E
uab

ukluiq.
Because of Relation (2.5), we get
uijukluiq = uijukl

 ∑
a;d(a,i)=3,
(a,k)∈E
uab

 uiq.
We see that {{2, 4}, {3, 5}} is a neighbor of b and q. This yields d(b, q) ≤ 2 and
since we have d(a, i) = 3, we obtain
uijukluiq = uijukl

 ∑
a;d(a,i)=3,
(a,k)∈E
uab

 uiq = 0,
by Lemma 3.2. Summarizing, it holds uijukl = uijukluij . By Lemma 3.1, we see
that uij and ukl commute.
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For d(i, k) = d(j, l) = 3, all conditions for Lemma 3.8 (b) are fulfilled and we get
uijukl = ukluij for d(i, k) = d(j, l) = 3. Using Lemma 3.2, we deduce that the line
graph of the Petersen graph has no quantum symmetry.
Lemma 6.1. Let Γ be an undirected graph with clique number three, where adjacent
vertices and vertices at distance two have exactly two common neighbors. Then we
have G+aut(Γ) = G
∗
aut(Γ).
Proof. Let (i, k), (j, l) ∈ E. By Relations (2.2), (2.3) we have
uijukl = uijukl

 ∑
p;(l,p)∈E
uip

 .
Denote the two common neighbors of j and l by p1, p2.
We have (p1, p2) /∈ E, since otherwise we get a clique of size four, but we know
that the clique number of Γ is three. Also p1, p2 have two common neighbors since
d(p1, p2) = 2, where we know that those are l and j. This yields that l is the only
common neighbor of p1, p2 and j. We also have (j, p1) ∈ E, (p1, p2) /∈ E by previous
considerations and deduce
uijukluipa = 0, a = 1, 2
by Lemma 3.7, where we choose q = p1 for p2 and vice versa.
Now, let p /∈ {j, p1, p2} and (l, p) ∈ E (this implies (p, j) /∈ E). We know that
we have (p1, p) /∈ E or (p2, p) /∈ E since otherwise p1 and p2 have three common
neighbors: j, l and p. Choose px, x ∈ {1, 2} such that (px, p) /∈ E. Since px, p have
l as common neighbor and we know d(px, p) = 2, there is exactly one other common
neighbor q 6= l of px, p. It holds (j, q) /∈ E, because otherwise j, px and p would be
common neighbors of l and q, but we know that they can only have two common
neighbors since d(l, q) ≤ 2. Therefore l is the only common neighbor of j, px and p.
We also have (j, px) ∈ E, (px, p) /∈ E and we obtain
uijukluip = 0
by Lemma 3.7, where we choose q = px.
Summarizing, we get
uijukl = uijukl

 ∑
p;(l,p)∈E
uip

 = uijukluij
and by Lemma 3.1 we get uijukl = ukluij for (i, k), (j, l) ∈ E. 
6.3. The Icosahedron ({5, 2, 1; 1, 2, 5}). The Icosahedron has diameter three and
therefore we have d(i, k), d(j, l) ≤ 3 for i, j, k, l ∈ V . Since adjacent vertices and
vertices at distance two have exactly two common neighbors and since we know that
the clique number is three, we get uijukl = ukluij for (i, k), (j, l) ∈ E by Lemma 6.1
and uijukl = ukluij for d(i, k) = 2 = d(j, l) by Lemma 3.8 (c).
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By Lemma 3.2 we know that uij and ukl commute if d(i, k) 6= d(j, l). Thus it
remains to show uijukl = ukluij for d(i, k) = 3 = d(j, l). Note that for every vertex
x, there is exactly one other vertex at distance three to x. Let d(i, k) = 3 = d(j, l).
By Lemma 3.2, we get
uijukl = uijukl
∑
p;d(l,p)=3
uip.
Since j is the only vertex in distance three to l, we conclude
uijukl = uijukluij.
Then Lemma 3.1 yields uijukl = ukluij and we get that the Icosahedron has no
quantum symmetry.
6.4. The Shrikhande graph ({6, 3; 1, 2}). First note that the Shrikhande graph is
strongly regular with parameters (16, 6, 2, 2). Thus it has diameter two and we know
d(i, k), d(j, l) ≤ 2 for i, j, k, l ∈ V . Since λ = µ = 2, we know that every two vertices
have exactly two common neighbors and we also know that the clique number is
three. By Lemma 6.1, we obtain uijukl = ukluij for (i, k), (j, l) ∈ E. Then all the
conditions of Lemma 3.8 (c) are met, we get uijukl = ukluij for (i, k), (j, l) /∈ E. We
conclude that the Shrikhande graph has no quantum symmetry.
Remark 6.2. The 4 × 4 rook’s graph H(2, 4) is strongly regular with the same
parameters as the Shrikhande graph, but we know that the 4 × 4 rook’s graph has
quantum symmetry by Proposition 4.8. The proof above does not apply for the 4×4
rook’s graph because this graph has cliques of size four.
Remark 6.3. Since the Shrikhande graph has no quantum symmetry, we get that
the quantum orbital algebra and the classical orbital algebra are the same. Therefore
the Shrikhande graph is a nice example of a graph whose quantum orbital algebra
is different from the coherent algebra of the graph. See [12] for more on quantum
orbital algebras of graphs.
References
[1] Teodor Banica. Quantum automorphism groups of homogeneous graphs. J. Funct. Anal.,
224(2):243–280, 2005.
[2] Teodor Banica and Julien Bichon. Quantum automorphism groups of vertex-transitive graphs
of order ≤ 11. J. Algebraic Combin., 26(1):83–105, 2007.
[3] Teodor Banica, Julien Bichon, and Gaetan Chenevier. Graphs having no quantum symmetry.
Ann. Inst. Fourier, pages 955–971, 2007.
[4] Teodor Banica, Julien Bichon, and Benoˆıt Collins. The hyperoctahedral quantum group. J.
Ramanujan Math. Soc., 22(4):345–384, 2007.
[5] Julien Bichon. Quantum automorphism groups of finite graphs. Proc. Amer. Math. Soc.,
131(3):665–673, 2003.
[6] N. L. Biggs and D. H. Smith. On trivalent graphs. Bull. London Math. Soc., 3:155–158, 1971.
[7] A. E. Brouwer, A. M. Cohen, and A. Neumaier. Distance-regular graphs, volume 18 of Ergeb-
nisse der Mathematik und ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas
(3)]. Springer-Verlag, Berlin, 1989.
ON THE QUANTUM SYMMETRY OF DISTANCE-TRANSITIVE GRAPHS 43
[8] Andries E. Brouwer and Willem H. Haemers. Spectra of graphs. Universitext. Springer, New
York, 2012.
[9] Arthur Chassaniol. Study of quantum symmetries for vertex-transitive graphs using inter-
twiner spaces. arXiv:1904.00455, 2019.
[10] H. S. M. Coxeter. Self-dual configurations and regular graphs. Bull. Amer. Math. Soc., 56:413–
455, 1950.
[11] D. A. Holton and J. Sheehan. The Petersen graph, volume 7 of Australian Mathematical
Society Lecture Series. Cambridge University Press, Cambridge, 1993.
[12] Martino Lupini, Laura Mancˇinska, and David Roberson. Nonlocal Games and Quantum Per-
mutation Groups. arXiv:1712.01820, 2017.
[13] Benjamin Musto, David Reutter, and Dominic Verdon. The Morita theory of quantum graph
isomorphisms. Comm. Math. Phys., 365(2):797–845, 2019.
[14] Simon Schmidt. The Petersen graph has no quantum symmetry. Bull. Lond. Math. Soc.,
50(3):395–400, 2018.
[15] Simon Schmidt. Quantum automorphisms of folded cube graphs. arXiv:1810.11284, 2018.
[16] Shuzhou Wang. Quantum symmetry groups of finite spaces. Comm. Math. Phys., 195(1):195–
211, 1998.
[17] S. L. Woronowicz. Compact matrix pseudogroups. Comm. Math. Phys., 111(4):613–665, 1987.
[18] S. L. Woronowicz. A remark on compact matrix quantum groups. Lett. Math. Phys., 21(1):35–
39, 1991.
Saarland University, Fachbereich Mathematik, 66041 Saarbru¨cken, Germany
E-mail address : simon.schmidt@math.uni-sb.de
