Introduction
cell-type and tissue specific expression pattern (Memczak et al. 2013; Salzman et al. 2013; Xia 69 et al. 2016). The single-stranded closed circular RNA molecules were first observed in viroid 70 (Sanger et al. 1976 ). Later, researchers found the circular shape of small RNA structural variants 71 in the cytoplasm of eukaryotic cell with low expression level (Hsu and Coca-Prados 1979) , 72 which was considered to be the products of mis-splicing (Cocquerelle et al. 1993) . to be cancer-specific in various cancer cell lines (Zhou et al. 2018) . 84 
85
Analyses of intron sequences flanking circularized exons show enrichment of repeat sequences, 86 which are believed to be necessary for circularization (Dubin et al. 1995; Zhang et al. 2014) . 87 downloaded from circBase and CIRCPedia databases. CIRCPedia also provides the circRNAs 153 expression status. 10-fold cross-validation was carried out to reduce the biases during modeling. 154 All training data labeled as expressed (non-zero) and unexpressed (zero) were randomly 155 partitioned into 10 equal size subsets, of which 9 subsets were used to train model and one was 156 retained for testing. A classifier was then trained to distinguish expressed circRNAs (FIPs) from 157 all circRNAs (FIPs) with training set and tested in testing set. AUC score was used as the index 158 to evaluate model performance. The model was then used to predict expressed circRNAs from 159 whole genome. In the second phase, a regressor was trained to model and predict circRNAs 160 expression values. For those expressed circRNAs in CIRCPedia with known expression levels, 161 we applied regression algorithm on these training data to model circRNAs expression levels. 162 10-fold cross-validation was also used when constructing model. Model In the first phase, we constructed classification models to determine the circRNAs' expression 187 status. The circRNAs expression status were labeled as expressed (ON) and not expressed 188 (OFF). Among all tested models, we found that random forest (rf) performed significantly 189 superior to others with higher AUC of 0.7981, 0.7779, 0.7876, 0.7820, and 0.7994 for 190 GM12878, H1-hESC, HeLa-S3, HepG2, and NHEK in feature selection (Figure 2A ). The 191 model of K562 showed the best performance with AUC of 0.8223. Thus, we chose rf as the 192 final method. Notably, all these 6 cell lines showed a similar pattern. That is, when no more 193 than 3 features were used, the AUC of rf increased significantly along with the number of 194 features increasing. However, the AUC barely changed when more than 3 features were used. 195 Model performances are shown in Table 2 . We then ranked all features' importance in each 196 model, and result showed that, Alu, H3K36me3 and H3K79me2 were the top 3 features 197 consistently in all 6 cell lines ( Figure 2B ), which suggested that these 3 features might play 198 important roles on the process of circRNAs formation. In addition, to explore whether these 199 features were predictive for all cell lines indiscriminatingly or there were different regulation 200 patterns among different cell lines, we performed the cross prediction. Model was trained in 201 one cell line and then was used to predict circRNAs in other cell lines. The results showed that 202 the performance of cross prediction was comparable to which were trained in the original cell 203 line ( Figure 2C ). And it also indicated that the features were indiscriminatingly predictive and 204 the model could be generally used for predicting circRNAs expression in different cell lines. only one cell line which were considered as cell-specific, while only 13.8% (102,165) were 224 predicted to be expressed across 6 cell lines. This result showed significant cell-specificity of 225 predicted circRNAs in different cell lines. 226
227
Validating predicted expression status with RNA-seq data 228 To illustrate the reliability of our prediction, we further performed the RNA-seq analysis of 6 229 human acute myelocytic leukemia (AML) samples and HeLa cell, to validate the predicted 230 circRNAs expression status in K562 and HeLa cell lines. We detected 9,834 and 1,853 231 circRNAs in K562 and HeLa-S3 cell lines with relative high abundance, 80.30% (7,897) and 232 80.52% (1,492) of which were predicted as expressed circRNAs in K562 and HeLa-S3, 233 respectively. We predicted a big majority of authentically expressed circRNAs, which indicated 
Modeling of circRNAs expression levels 243
CircRNAs expression levels could be well modeled by quantitative models 244 Regression algorithms were then applied to model and predict circRNAs expression levels. For 245 each cell line, we estimated error (RMSE) and the correlation (PCC) between observed and 246 predicted expression values to evaluate the model performance. Random forest (rf) showed the 247 lowest RMSE and highest PCC values in all 6 cell lines when as many of features were included 248 in our models ( Figure 3A) . RMSE values ranged from 1.33 (H1-hESC) to 1.61 (HeLa-S3) and 249 PCC were from 0.38 to 0.45 ( Figure 4 , Table 3 ). H1-hESC showed the highest correlation with 250 the lowest RMSE and highest PCC value. We evaluated the feature importance in each cell line. 251 As shown in Figure 3B 
Validating predicted expression levels with known circRNAs in circBase 261
To demonstrate the predicted accuracy of our circRNAs expression levels, we firstly mined 262 circBase database to verify the circRNAs expression levels. We compared the predicted 263 expression levels of circRNAs in circBase with those were unreported in the data set to see 264 whether there were significant differences between these two groups in predicting expression 265 levels. It showed that the predicted expression levels of circRNAs in circBase were higher than 266 those in unreported group significantly (p-value < 2.2e-16) in all 6 cell lines ( Figure 5 ). We 267 further predicted the expression levels of the circRNAs that were predicted to be expressed and To further explore the predictive power of epigenetic features in distinguishing expressed 285 circRNAs from other regions and modeling circRNAs expression levels, we compared the 286 prediction accuracy of models by feature groups of all features, epigenetic features excluding 287
Alu, Alu only, and to find whether the using of epigenetic features can significantly improve 288 model performance. Epigenetic features showed superior prediction power than only using Alu 289 when modeling circRNAs expression status, and the AUC of epigenetic models was 290 
Comparison with other tools for predicting circRNAs 328
Compared with previous published tools or methods (Table 4) , CIRCScan is more applicable 329 for predicting circRNAs in the following aspects: firstly, CIRCScan is capable of modeling and 330 predicting both circRNAs expression status and expression levels with high accuracy, while 331 other tools used alignment or classification algorithms could only predict the expression status. 332 Secondly, epigenetic and sequence features were both included in our model, which is able to 333 account for the cell specificity. In comparison, other tools only using genomic information 334 could only generate non-cell-specific results. Thirdly, CIRCScan predicted circRNAs 335 expression with the consideration of alternative splicing and different circular isoforms derived 336 from one gene. Moreover, some tools were restricted to only distinguish circRNAs from 337 lncRNAs or constitutive exons, while CIRCScan could be widely used to predicted circRNAs 338 in genome-wide. in genes with high elongation rates, and the high elongation rates had a positive correlation with 392 distance from the nearest active transcription unit, and low complexity DNA sequence such as 393
Alu of genome short interspersed element (SINE) (Veloso et al. 2014 ). On the other hand, 394 inhibition or slowing of canonical pre-mRNA processing events has been proved to shifts the 395 normal protein-coding genes products toward circular RNAs isoforms and increased the 396 circRNAs output (Liang et al. 2017 
Methods

408
Acquisition of known circRNAs and screening for genomic intron pairs 409
The data sets of known circRNAs of different cell lines were downloaded from circBase 410 Regions of each selected ENCODE epigenetic element in 6 cell lines were firstly extracted and 440 then the overlapped BED/GFF/VCF entries were merged into a single interval using Bedtools 441 "merge" sub-comm. Merged regions were then intersected with intron regions (parameters: 442 bedtools intersect -a -b -wao). For each of the epigenetic feature, we annotated the intron pairs 443 by IP_scoreepi of which the density of features in intron regions was take into consideration. introns (pairs) to promoters were taking into consideration to avoid potential bias. For intron 458 length, we used stratified sampling and set several length ranges (parts) and then assigned intron 459 pairs into each part according to the sum of introns length. P-values of the flanking introns 460 length for positive and negative sets were then calculated to evaluate the results of stratified 461 sampling (Table S2 ). For distance of introns (pairs) to promoters, we divided the FIPs into two 462 parts according to whether they had proximal promoters (within 1M bp region) or not to make 463 sure the proportions of intron pairs with proximal promoters in positive and negative sets were 464 the same. Promotor region was defined as the +/-1K bp region of transcription start site (TSS). 465 Randomly sampled negative sets were then combined with positive sets as the training data sets 466 for machine learning. In regression models, all intron pairs were divided into two groups 467 according to whether there were expression values available. Those (circRNA) FIPs with 468 expression levels were used to constructed regression models and then applied to predict 469 expression values of the predicted expressed circRNAs. 470
471
Model generation, evaluation and optimization 472
Five different types of widely used classification algorithms of machine learning, including 473 linear discriminant analysis (lda), naive bayes (nb), neural network (nnet), random forest (rf) 474 and bagged CART (treebag) were applied in constructing classification models. In phase II, 475 algorithms of nnet, rf and treebag were further used to construct regression models. All these 476 algorithms were implemented in the "caret" package in R (version 3.2.4). To reduce the bias 477 during sampling, 10-fold cross-validation was carried out in all classification and regression 478 models. All training data was randomly partitioned into 10 equal size subsets, of which 9 479 subsets were used to train model and one retained for testing. Function "varImp" was used to 480 calculate the importance of each feature. For random forest classification models,used as variable importance metric for random forest regression (Strobl et al. 2008 ). Parameter 484 tuning was also applied for each algorithm to get the best parameters and optimize the model 485 performance. To remove the redundant information and obtain the optimal subset of features, 486 we used the recursive feature elimination (Guyon 2002) . To improve the computational 487 efficiency of model training, we applied the parallel processing frameworks in R (R package 488 "doParallel") during model generation. Finally, the best performing subset was used to generate 489 the final model. The model was then applied to predict the expression status and levels of 490 circRNAs by the function of "predict" packaged in "caret". 491 492
Evaluation of model performance 493
Several generally used indexes were applied in our study to evaluate the performance of models. 494 For classification models, sensitivity (recall), specificity, accuracy, precision and area under the 495 curve of ROC (AUC, sensitivity versus 1 -specificity) were used to evaluate predicted accuracy. 496 True positive (TP) and false negative (FN) represent the numbers of positive instances predicted 497 to be positive or negative separately. Similarly, false negative (FP) and true negative (TN) refer 498 to the numbers of negative instances which are predicted to be positive or negative respectively. 499 AUC score was applied as the core index to evaluate model performance and other indexes 500 for references. Root-mean-square error (RMSE) values and Pearson's correlation coefficient r 501 (PCC) were calculated to evaluate the regression models performance. RMSE refers to: 502 CCTGCTGTTCTAGCACTTCAT-3' (Deshpande et al. 2014 ). We used mi30 backbone to 516 expression the shRNA and constructed it into pCDH-CMV-MCS-EF1α-puro lentivirus plasmid. 517
All sequences of the primers for AF10 shRNA and mi30 shRNA backbone are shown in the 518 Table S3 . Table S3 . Results of qPCR are shown in Figure S3 . 537 538 RNA quantification and qualification 539 RNA degradation and contamination was monitored on 1% agarose gels. RNA purity was 540 checked using the NanoPhotometer spectrophotometer (IMPLEN, USA). RNA concentration 541 was measured using Qubit RNA Assay Kit in Qubit 2.0 Flurometer (Life Technologies, USA). 542 RNA integrity was assessed using the RNA Nano 6000 Assay Kit of the Bioanalyzer 2100 543 system (Agilent Technologies, USA). 544
545
Library preparation and sequencing of human K562 cells 546 Ribosomal depleted sequencing libraries were generated for all samples using NEBNext 547
UltraTM RNA Library Prep Kit for Illumina (NEB, USA) following manufacturer's 548 recommendations and index codes were added to attribute sequences to each sample. 549 Fragmentation was carried out using divalent cations under elevated temperature in NEBNext 550
First Strand Synthesis Reaction Buffer (5X). First strand cDNA was synthesized using random 551 hexamer primer and M-MuLV Reverse Transcriptase (RNase H-). Second strand cDNA 552 synthesis was subsequently performed using DNA Polymerase I and RNase H. Remaining 553 overhangs were converted into blunt ends via exonuclease/polymerase activities. After 554 adenylation of 3' ends of DNA fragments, NEBNext Adaptor with hairpin loop structure were 555 ligated to prepare for hybridization. The library fragments were purified and size-selected for 556 250-300 bp cDNA fragments with AMPure XP system (Beckman Coulter, Beverly, USA). 557
Then 3 µl USER Enzyme (NEB, USA) was used with size-selected, adaptor-ligated cDNA at 558 37°C for 15 min followed by 5 min at 95 °C before PCR. PCR was performed with Phusion 559
High-Fidelity DNA polymerase, Universal PCR primers and Index (X) Primer. At last, PCR 560 products were purified (AMPure XP system) and library quality was assessed on the Agilent 561 RNA-seq data of 6 in-house acute myelocytic leukemia (AML) samples were used to detect 566 circRNAs. Total RNA was extracted from monocytes of 6 acute myeloid leukemia samples 567 using Trizol Reagent (Life Technologies, USA). Total RNA was then depleted of ribosomal 568 RNA using a Ribominus kit (Invitrogen, USA) according to the manufacturer's instructions. 569 RNase-R treatment was carried out for 1 hour at 37°C using RNase R (Epicenter, USA) 1.5 570 U/μg. Ribosomal RNA depleted, RNase R-treated samples were used as templates for cDNA 
CircRNAs detection, annotation and differential expression analysis 577
For all RNA-seq data, we followed Song's computational pipeline UROBORUS (Song et al. 578 2016) to detect circRNAs. RNA-seq reads were initially mapped to the human reference 579 genome (hg19) using TopHat2 (Kim et RNase R, we filtered all back-spliced junction detected by the means number of back-spliced 588 junction reads among all samples and selected those of relative high expression level, and 589 threshold of average one reads per sample was adopted. For RNA-seq data of untreated and 590 AF10 knock down K562 cells, those back-splicing junctions supported by at least two reads (Robinson et al. 2010) 
