This paper proposes and analyzes an optimal preconditioner for a general linear symmetric positive definite (SPD) system by following the basic idea of the well-known BPX framework.
Introduction
This paper is to design an efficient preconditioner for a large class of nonstandard finite element methods for solving the diffusion model    −div(A∇u) = f in Ω,
where Ω ⊂ R d (d = 2, 3) is a bounded polygonal domain, the diffusion tensor A : Ω → R d×d is a matrix function that is assumed to be symmetric and uniformly positive definite, and f ∈ L 2 (Ω).
The choice of homogeneous boundary condition is made for ease of presentation, since similar results are valid for other boundary conditions.
Let T h be a triangulation of Ω, and F h be the set of all faces of T h . We introduce a finite dimensional space
with P k (F ) denoting the set of polynomials with order no greater than k on F , and consider the following general symmetric and positive definite (SPD) system for equation ( The first class of nonstandard finite element methods that fall into the framework (1.3) are hybrid or hybridized finite element methods ( [5, 33, 36, 37, 3, 14, 16, 17, 18, 4, 20, 19, 30] ). Due to the relaxation of the constraint of continuity at the inter-element boundaries by introducing some Lagrange multipliers, the corresponding hybrid method allows for piecewise-independent approximation to the potential or flux solution. Thus, after local elimination of unknowns defined in the interior of elements, the method leads to a SPD discrete system of the form (1.3), where the unknowns are only the globally coupled degrees of freedom describing the Lagrange multiplier.
In [3, 14] , the Raviart-Thomas (RT) [35] and Brezzi-Douglas-Marini (BDM) mixed methods were shown to have equivalent hybridized versions. A new characterization of the approximate solution of hybridized mixed methods was developed and applied in [16] to obtain an explicit formula for the entries of the matrix equation for the Lagrange multiplier unknowns. An overview of some new hybridization techniques was presented in [17] . In [4] a unifying framework for hybridization of finite element methods was developed. Error estimates of some hybridized discontinuous Galerkin (HDG) methods were derived in [18, 19, 30] .
The weak Galerkin (WG) method [40, 32, 31] is the second class of nonstandard approach that applies to the framework (1.3). The WG method is designed by using a weakly defined gradient operator over functions with discontinuity, and allows the use of totally discontinuous functions in the finite element procedure. The concept of weak gradients provides a systematic framework for dealing with discontinuous functions defined on elements and their boundaries in a near classical sense [40] . Similar to the hybrid methods, the WG scheme can be reduced to the form (1.3) after local elimination of unknowns defined in the interior of elements. We note that when A in (1.1) is a piecewise-constant matrix, the WG method is, by introducing the discrete weak gradient as an independent variable, equivalent to the hybridized version of the RT or BDM mixed methods.
For the discretization of the diffusion model (1.1) on simplicial 2D or 3D meshes, we refer to [29] for a multigrid WG algorithm, and to [15] for an auxiliary space multigrid preconditioner for the WG method as well as a reduced system of the weak Galerkin method involving only the degrees of freedom on edges/faces. Besides, some noncnforming methods, e.g. the nonconforming Crouzeix-Raviart element method [22] , can also lead to a SPD discrete system of the form (1.3). To this end, one needs to introduce a special projection of the flux solution to the element boundaries as the trace approximation. We refer to [12, 6, 13, 1, 28, 34, 27, 38, 46] for multigrid algorithms or preconditioning for the CR or CR-related nonconforming finite element methods. In particular, in [13] , an optimal-order multigrid method was proposed and analyzed for the lowest-order Raviart-Thomas mixed element based on the equivalence between Raviart-Thomas mixed methods and certain nonconforming methods.
As far as we know, the first preconditioner for the system (1.3) was developed in [24] , where a Schwarz preconditioner was designed for the hybridized RT and BDM mixed element methods.
In [25] a convergent V-cycle multigrid method was proposed for the hybridized mixed methods for Poisson problems. By following the idea of [25] , a non-nested multigrid V-cycle algorithm, with a single smoothing step per level, was analyzed in [21] for the system (1.3) arising from one type of HDG method.
It is well known that the BPX multigrid framework, developed by Bramble, Pasciak and Xu [10] , is widely used in the analysis of multigrid and domain decomposition methods. We refer to [7, 8, 9, 11, 23, 26, 39, 44, 42, 43, 45] for the development and applications of the BPX framework.
In [41] an abstract framework of auxiliary space method was proposed and an optimal multigrid technique was developed for general unstructured grids. Especially, in [42] an overview of multilevel methods, such as V-cycle multigrid and BPX preconditioner, was given for solving various partial differential equations on quasi-uniform meshes, and the methods were extended to graded meshes and completely unstructured grids.
In this paper, we shall follow the basic ideas of ( [10] , [41] , [42] ) to construct a BPX preconditioner for the system (1.3), which is, due to the definition of the discrete space M 0 h,k , corresponding to nonnested multilevel finite element spaces. We will show the proposed preconditioner is optimal.
We arrange the rest of the paper as follows. Section 2 introduces some notations and preliminaries. Section 3 constructs the BPX preconditioner and derives the condition number estimation of the preconditioned system. Section 4 shows some applications of the proposed preconditioner.
Finally, Section 5 provides some numerical results.
Notations and preliminaries
Throughout this paper, we use the standard definitions of Sobolev spaces and their norms and semi-norms (cf. [2] ), namely for an arbitrary open set D ⊂ R d and any nonnegative integer s, Let Ω ⊂ R d be a polygonal, and let T h be a conforming shape-regular triangulation of Ω. For any T ∈ T h , h T denotes the diameter of T , and we set h := max T ∈T h h T . We define the mesh-
We also need the following notations: for any µ ∈ L 2 (∂T ),
In the context, we use x y to denote x cy, where c is a positive constant independent of h which may be different at its each occurrence. The notation x ∼ y abbreviates x y x. For the bilinear form d h (·, ·) in the system (1.3), we give the following abstract assumption.
Remark 2.1. This assumption is valid for many nonstandard finite element methods, as will be shown in Section 4. We note that the Schwarz preconditioner constructed in [24] can also be extended to the system (1.3) under Assumption 2.1.
Basing on Assumption 2.1, we are ready to present an estimate that characters the conditioning of the system (1.3).
Theorem 2.1. Suppose T h to be quasi-uniform. Under Assumption 2.1, it holds
Proof. See the proof of Theorem 2.3 in [24] .
We introduce the operator
Obviously, D h is an SPD operator, and from Theorem 2.1 it follows the condition number estimate
where
) denote the maximum and minimum eigenvalues of D h respectively. In fact, some further analysis can show that κ(D h ) ∼ h −2 (cf. [30] ).
3 BPX preconditioner
Preconditioner construction
Suppose we are given a coarse quasi-uniform triangulation T 0 . Then we obtain a nested sequence of triangulations {T j : 0 j J} through a successive refinement process, i.e., T j is the uniform refinement of T j−1 for j > 0. We denote by h j the mesh size of T j , i.e., the maximum diameter of the simplex in T j . We set T h = T J and h = h J . Associated with each triangulation T j , we define
For each V j , we denote by {φ j,i : i = 0, 1, . . . , N j } the standard nodal basis of V j , where N j is the dimension of V j . We set {η i : i = 1, 2, . . . , M } to be the standard nodal basis of
where |F | denotes the d − 1 dimensional Hausdorff measure of F . Define the adjoint operator
With the operators Π h , Π t h , the nodal basis, {φ j,i : i = 0, 1, . . . , N j }, of V j , and the nodal basis,
h,k , we define the BPX preconditioner (in operator form) for the operator D h given in (2.4) as follows:
where Λ := {(j, i) : 0 j J, 0 i N j }. It's trivial to verify that B h is a SPD operator with respect to ·, · h .
Estimation of condition number
We shall follow the abstract framework of [41] to analyze the condition number of the preconditioned system for (1.3).
For the sake of convenience, in this subsection we assume
At first, we give a characterization of B −1 h in the lemma below.
Proof. The proof is a trivial modification of the proof of the Lemma 2.4 ( [44] ). Set
We easily have
Combining (3.6) with (3.9), we obtain
which yields (3.5) immediately.
Through standard scaling arguments, it's easy to derive the following lemma.
Lemma 3.2. It holds
In light of Lemma 3.1, Lemma 3.2 and (3.12), we show a new characterization of B −1 h below.
Next, we define a linear operator
For each node a of T J ,
, if a is an interior node, 14) where ω a denotes the set of simplexes that share the node a.
We have the following estimates for P h .
Proof. For each T ∈ T h , we use N (T ) to denote the set of vertexes of T and ω T the set {T ′ ∈ T h : T ′ and T share a same vertex}.
We have
which implies
i.e. the estimate (3.15) holds.
On the other hand, since
Therefore, it holds
This completes the proof.
Basing on the lemmas above, we are ready to estimate the condition number of the operator 
which implies 
Then (3.17) follows from Assumption 2.1 immediately, and (3.18) is a direct conclusion from (3.17).
Lemma 3.6. Under Assumption 2.1, for any 19) which implies 20) where
Proof. For any v h ∈ V J , an inverse estimate indicates
which, together with Lemma 3.3, implies
Then (3.19) follows from Assumption 2.1, and (3.20) is just a trivial conclusion from (3.19).
From Lemmas 3.5-3.6, we obtain the main result of our paper for the estimation of the condition number of B h D h :
and D h , B h are defined by (2.4), (3.4), respectively.
Implementation
We recall that {η i : 1 i M } is the standard nodal basis of M 
Then it follows from Theorem 2.1, or the estimate (2.5), that
By the definition, (3.2), of Π h , there exists a matrix I j ∈ R M×Nj for j = 0, 1, · · · , J, such that
We set I h ∈ R M×M to be the identity matrix. From the definition, (3.4), of B h , it follows, for any
Thus, in view of (3.22), we have
where B h is the matrix representation of the operator B h given by
From Theorem 3.1 it follows
This means that the matrix B h is an optimal preconditioner for the stiffness matrix D h .
Remark 3.1. From the definition (3.24), it's easy to see that the preconditioner B h preserves the advantage of the well-known BPX preconditioner, i.e., it's optimal and perfect for parallel computation.
Applications
Firstly, let V (T ) and W (T ) be two local finite dimensional spaces for T ∈ T h . Define
Then we introduce another two local spaces,
and define a local projection operator P
We recall
Hybridized discontinuous Galerkin method
The general framework of HDG method for the problem (1.1) reads as follows ( [4] ): Seek
and α T denotes a nonnegative penalty function defined on ∂T .
For any T ∈ T h , we introduce two local problems as follows.
Local problem 1: For any given
Local problem 2:
h,k × W h to be the solution of the system (4.2), and suppose, for any 6) and λ h ∈ M 0 h,k is the solution of the system (1.3), i.e.
and for any T ∈ T h , (u µ h , σ µ h )| T ∈ V (T ) × W (T ) denotes the solution of the local problem (4.3)
by replacing λ h with µ h .
We list in what follows several types of HDG methods for which Assumption 2.1 holds.
x and α T = 0. The corresponding HDG scheme (4.2) turns out to be the well-known hybridized RT mixed element method ( [3] ).
d and α T = 0. The corresponding HDG method turns out to be the well-known hybridized BDM mixed element method ( [14] ).
For Types 1-2 HDG methods, it was shown in [24] that Assumption 2.1 holds.
. The corresponding HDG method was proposed in [4] and analyzed in [19] . It was shown in [21] that Assumption 2.1 holds.
T ). The corresponding HDG method was proposed and analyzed in [30] , where Assumption 2.1 was shown to hold.
Remark 4.1. It has been shown in [16, 17] that, when A is a piecewise constant matrix and k ≥ 1, the stiffness matrices of the bilinear form d h (·, ·) arising from the hybridized RT mixed element method, i.e. the Type 1 HDG method, and from the corresponding hybridized BDM mixed element method, i.e. the Type 2 HDG method, are the same. Then any preconditioner for the Type 1 HDG method is also a preconditioner for the Type 2 HDG method, and vice versa.
Weak Galerkin method
We follow [40] to introduce the discrete weak gradients. Here we make a little modification, just for the sake of convenience.
At first, for T ∈ T h we define
(4.9)
Secondly, we define ∇
The WG method reads as follows:
h,k , where α T denotes a nonnegative penalty function defined on ∂T . We shall follow the same routine as in the previous subsection. We begin with defining two local problems as follows.
(4.14)
Similar to Theorem 4.1, the following conclusion holds.
h,k to be the solution of the system (4.12), and suppose, for any T ∈ T h , u f and u λ h to be the solutions of the local problems (4.13) and (4.14), respectively. 15) and λ h ∈ M 0 h,k is the solution of the system (1.3), i.e.
Then it holds
We consider two basic cases of the WG method (4.12) ( [40] ):
In both cases, we can prove that Assumption 2.1 holds by using a similar technique used in [24] .
Remark 4.2. We note that the reduced system (1.3) is nothing but the Schur complement system of the WG method.
Remark 4.3. If A is a piecewise-constant matrix, the two WG methods are equivalent to the hybridized RT mixed element method and the hybridized BDM mixed element method, respectively.
We refer to (Remark 2.1, [29] ) for the details.
Nonconforming finite element method
In this section we take Crouzeix-Raviart element method [22] as an example to show that the theory in Section 3 also applies to nonconforming methods.
At first, we introduce the Crouzeix-Raviart finite element space L CR 1 (T h ) as follows. As we know, the standard discretization of CR element method reads as follows: 19) where ∇ h v h is given by
We define an operator Π h :
where c F denotes the gravity point of F . Obviously, Π h is a bijective map, and its inverse map
By denoting µ h := Π h v h , λ h := Π h u h , the system (4.19) is equivalent to the system (1.3), i.e.
By similar estimates as in Lemma 3.2, it is easy to verify Assumption 2.1 in this case.
Remark 4.4. When A is a piecewise constant matrix, we can show that the Type 4 HDG method described in Subsection 4.1 with k = 0 is of the same stiffness matrix as the CR method (4.19). In fact, in this case we have, for any T ∈ T h ,
From the relation (4.3b) it follows
Thus, in view of (4.7), it holds
On the other hand, the relation (4.3a), together with (4.21) and integration by parts, yield
is a constant matrix on T , the above equality means
This relation, together with (4.24) and 
Numerical experiments
In this section, we report some numerical experiments in two-space dimensions to verify the theoretical result of Theorem 3.1.
We consider two types of domains: a square domain Ω = (0, 1)× (0, 1) ( Figure 1 ) and an L-type Figure 2) . Given a coarse triangulation T 0 of Ω as in Figure 1 or Figure 2 , we produce a sequence of triangulations {T j : j = 0, 1, . . . , 6} by bisection, i.e. connecting the midpoints of three edges of each simplex. Suppose D h to be the stiffness matrix with respect to the operator D h defined by (2.4), and B h to be the preconditioner defined by (3.24).
For the diffusion tensor A, we consider two cases: Case 1. We set A = I, with I the identity matrix.
In this case we compute the condition numbers of the system (1.3) and its preconditioned one arising from the Types 3-4 HDG methods with k = 0:
• V (T ) = P 0 (T ), M (F ) = P 0 (F ), W (T ) = [P 0 (T )] 2 and α T = 1;
• V (T ) = P 1 (T ), M (F ) = P 0 (F ), W (T ) = [P 0 (T )] 2 and α T | F = 1 |F | for each face F of T .
We list the numerical results of κ(D h ) and κ(B h D h ) in Tables 1-2 the nonconforming CR element method, and list the corresponding numerical results in Table 3 .
From Tables 1-3 
