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CHAPTER 1. INTRODUCTION 
Smoking Cessation 
Cigarette smoking has clearly-documented deleterious effects on 
the health of the smoker. The 1979 Surgeon General's Report on Smoking 
and Health, after examining 30,000 scientific articles on the 
relationship between tobacco consumption and health, concluded that "the 
scientific evidence on the health hazards of cigarette smoking is 
overwhelming". Numerous epidemiological studies have made clear the 
risks attached to cigarette smoking, in particular from coronary heart 
disease and lung cancer. The resulting social consequences are 
staggering. The health damage from tobacco use was estimated to cost 
Americans 27 billion dollars in medical care, absenteeism, decreased 
work productivity and accidents in 1979. 
Since the link between smoking and health was first given wide 
credence by the 1964 Surgeon General's Report, many people have 
attempted to stop smoking and over 30 million have succeeded. As a 
result, the proportion of smokers in the adult population has dropped 
from 42% to 33% although over 50 million Americans still continue to 
smoke (1978 estimate). The great majority of exsmokers stopped without 
formal treatment. However, Friedman et al. (1979) found that compared 
to current smokers, those who subsequently quit smoking cigarettes had 
previously smoked fewer cigarettes, smoked for a shorter period of time, 
and inhaled less. This result suggests that smokers who have quit up to 
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this point in time were "easy" smokers and that current smokers are more 
"hard-core" (Syme & A lea Iay, 1982). 
Many formal treatment programs have sprung up in an effort to help 
people stop smoking. A great deal of research has gone into identifying 
effective methods of bringing about abstinence in smokers. And yet, the 
results have been disappointing. In a recent review, Benfari, Ockene, 
and Mclntyre (1982) echo a commonly reached conclusion. 
The long-term smoking cessation rates obtained in the many 
large scale smoking control programs are little more 
encouraging than those in the general population. When 
reliable treatment effects do occur, they decrease rapidly 
until the third month, where they level off, with some 
small additional decrease through the first year. 
In another review, Leventhal and Cleary (1980) go even further. 
In our view, the evidence suggests that all methods have 
failed to produce sustained change; neither public health 
programs nor face-to-face therapies have proven effective 
in achieving long term reductions in smoking when compared 
with control cases or with the rates of spontaneous 
quitting in the population at large. 
This gloomy conclusion seems somewhat premature- Abstinence rates 
from treatment programs have improved over the course of the past two 
decades (Bernstein & McAllister, 1976; Hunt & Matarazzo, 1973; Schwartz, 
1969). Leventhal and Cleary note this, but attribute it to historical 
factors. Also, many proposed interventions, particularly behavioral 
approaches, initially produced favorable results (Lichtenstein et al., 
1973; Lando, 1975). And subsequent early success with muIticomponent 
behavioral strategies which address both cessation and maintenance 
(e.g., Lando & McCullough, 1978) caused one recent prominent reviewer 
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(Pechacek, 1979) to hail them as the most promising intervention 
strategy. 
In fact, there has been no shortage of encouraging treatment 
techniques in the short history of smoking cessation research, but the 
area has been plagued by inconsistent and often contradictory findings. 
Indeed, as will be detailed below, it appears that the malaise in the 
field has its roots in methodological shortcomings. 
Problems in Comparing Outcomes of Cessation Treatments 
As in any new and evolving field of research, there has been much 
discussion of methodological standards in the smoking cessation area 
(Bernstein, 1969; Lichtenstein & Danaher, 1976). Indeed, in 1974, the 
National Interagency Council on Smoking and Health issued a set of 
"guidelines for research on the effectiveness of smoking cessation 
programs" (NICSH, 1974). Very little substantive progress has been 
made, however. A number of the major prob1 ems are c i ted by Benfari, 
Ockene and Mclntyre (1982). 
Necessary validation of self-report 
Most follow-up studies of smoking cessation treatments accept 
seIf-reported abstinence from cigarette smoking as proof of abstinence. 
Optimally, this should be validated by some other outcome measure. A 
validation measure, when carried out, usually involves some biochemical 
assay such as serum thiocyanate determinations (Benfari, Mclntyre, 
Benfari, Baldwin, & Ockene, 1977). An empirically-determined optimal 
4 
cut-off point is used to distinguish smokers from non-smokers. Neaton 
et al. (1981) report that using serum thiocyanate levels as a criterion 
of non-smoking, the overreporting of abstinence by subjects ranged from 
5% to 9%. The rate of overreporting is presumably a function of demand 
characteristics. Obviously, a smoking program where the return of a 
deposit is dependent upon reported abstinence, say, is likely to suffer 
from a higher overreporting of abstinence than a program where rewards 
are not contingent on self-reported abstinence. In addition, self-
reporting can be reactive, i.e., the act of reporting outcome can lead 
to changes in smoking behavior (Lando, 1981a). 
Lack of controls 
Investigators using an attention-placebo control condition have 
obtained abstinence rates higher than those that might be expected from 
no intervention (Lando, 1975; Levenberg & Wagner, 1976). This result 
has been attributed to a number of "non-specific" factors that occur in 
all smoking cessation programs, such as a therapist's attention (Jenks, 
Schwartz, & Dubitzky, 1969; McFall & Hammen, 1971). As a result, 
Marston & McFall (1971) recommend that all studies seeking to 
demonstrate the effectiveness of a proposed treatment also employ a 
contro1 condition. 
Classification differences 
Smoking cessation studies have used a wide variety of criteria for 
determining what constitutes a "success" at any follow-up period. At 
one end of the spectrum, Keutzer (1968) considered anyone who had 
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achieved at least a 50% reduction in smoking consumption as a success. 
In contrast, "continuing successes" for Ockene et al. (1981) were those 
who had not smoked for at least two years and whose self-reports were 
validated with a thiocyanate measurement. Many researchers use 
percentage reduction in smoking consumption at follow-up as their 
dependent variable (instead of "success" vs. "failure") because of 
supposed advantages in the statistical evaluation of results. 
Follow-up differences and deficiencies 
Researchers use a wide variety of follow-up times to evaluate 
outcome, anywhere from immediately post treatment to four years after 
treatment. Results from different studies that report outcome at 
differing follow-up intervals (especially those that differ greatly) 
cannot be properly compared because of continuing recidivism. As a 
consequence, investigators often report outcome data at several follow-
up intervals. 
Another major difference among studies is in the method of 
obtaining self-reported follow-up information. Methods include 
telephone calls, in-person interviews, mail-out questionnaires, and some 
combination of the above. Variability in responses to these different 
methods (although not established) could provide another source of 
extraneous variance to outcome data. In addition, first responders to 
follow-up are more often than not abstinent from smoking (Benfari, 
Ockene, & Mclntyre, 1982) so a high follow-up response rate is 
essential. A reasonable alternative in low response rate data is to 
make the conservative assumption that non-responders are smoking at 
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base1ine 1 eve1 s, but of course this :ntroduces yet another extraneous 
source of variance which precludes comparison of the results with those 
from studies where there was a high response rate. 
Variability of outcome using the "same" methods 
As mentioned above, it has been the history of smoking cessation 
research thus far that good outcomes are not easily replicated. 
Benfari, Ockene, and Mclntyre (1982) attribute in part this variability 
in success rate to "(a) the differences in populations, (b) the small 
samples often used, and (c) the application of the same name to 
different techniques because of inadequacies of the individual models 
guiding their description". 
Although it has not been given much attention in reviews of 
smoking control research (e.g., Leventhal & Cleary, 1980; Benfari, 
Ockene, & Mclntyre, 1982), it seems very probable that a major cause of 
inconsistency in smoking research outcome data (over and above those 
mentioned before) has been poor statistical methodology and evaluation 
of results. This issue will now be examined in detail. 
Statistical Analysis of Outcome Data 
Most of the criticisms that can be leveled are directed at the 
statistical tests used to test null hypotheses of no differences in 
treatment effects. Among the most important are; 
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The choice of dependent variable 
The outcome variable of abstinence, since it is dichotomous, is 
unsuitable for standard parametric analysis of variance (ANOVA) 
procedures. Monte Carlo studies (e.g., Myers et al., 1982) have 
demonstrated that the actual Type I error rates can depart substantially 
from the nominal level. As a result, the continuous measure, percentage 
reduction in smoking consumption, is often used as the dependent 
variable in ANOVAs. But the advantages of using percentage reduction as 
the dependent variable are more apparent than real. In follow-ups 
beyond one month after treatment, the great majority of subjects are 
either abstinent or are smoking at or very near their baseline smoking 
consumption level. Support for this view is provided by Etringer 
(1982), who found a point-biserial correlation between abstinence and 
percent reduction in consumption of -0.91 at three-month follow-up. 
Thus, to all intents and purposes, percent reduction is just a poor 
measure of abst i nence and i s no better as a dependent measure in ANOVAs 
than abstinence. In addition, many would consider abstinence to be the 
only dependent variable of interest. However, percentage reduction 
would be a dependent variable of major interest in studies of 
"controlled smoking" (Fredericksen et al., 1976). 
Low power of experiments 
As reported by Benfari, Ockene, and Mclntyre (1982) above, one 
source of inconsistency in smoking control outcome data is the low 
sample sizes employed. A clear consequence of this is that the 
statistical power (Cohen, 1977) of tests of the null hypothesis is 
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relatively low, i.e., the probability of rejecting the null hypothesis 
when it is false is relatively small. The prevalence of low power in 
many areas of psychology has been extensively documented (Brewer, 1972; 
Chase & Chase, 1976; Cohen, 1962). Low power in experiments also leads 
to wide confidence intervals on means, correlation coefficients, 
variance components, etc. (Dayton et al., 1973). There is little 
justification for the continuation of this state of affairs as complete 
power tables for a number of test statistics are available (Cohen, 
1977). It is interesting to note in this regard that there is evidence 
that psychologists, in subjective assessments, substantially 
overestimate the power of experiments (Tversky & Kahneman, 1971). 
Low power in itself does not cause the Type I error rate of 
published results to be above the nominal level. However, there is good 
reason to believe that because of publication practices in the social 
sciences the Type I error rate of published results is well above the 
nominal level (McNemar, 1960; Sterling, 1959). McNemar lists the 
following factors among others: 
1. Manuscripts with negative findings tend to be 
rejected. 
2. Manuscripts with negative findings tend not to be 
submitted. 
3. Manuscripts with some positive findings tend not 
to mention negative findings for a variety of 
reasons, e.g., lack of space. 
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McNemar concludes from this that "published results are more 
likely to involve false rejection of null hypotheses than indicated by 
the stated levels of significance". 
Inappropriate analysis of categorical data 
When outcome data for abstinence are analyzed, the statistic 
usually employed is the Pearson Chi-Square test of Independence. When 
there is more than one independent variable (e.g., treatments organized 
in a 2 X 2 factorial), the Chi-Square test is typically performed 
separately for each independent factor (e.g., Etringer, 1982). 
Consequently, it is impossible to delineate the possible presence of 
higher-order interactions among the independent variables. This 
situation ought not to continue since there is now readily available a 
statistical methodology, viz., log-linear analysis (Andersen, 1981; 
Bishop, Fienberg, & Holland, 1975; Brier, 1982), that can fit a variety 
of models to three- or higher-dimensional tables of this sort. 
Analysis of multiple follow-ups 
Typically, in smoking cessation studies, data are collected on 
outcome at a variety of follow-up times. As described above, these data 
are analyzed either using ANOVA methods or Chi-Square methods. Analysis 
is carried out separately for each follow-up interval. Consequently, a 
great number of non-independent null hypotheses are tested. This 
inevitably leads to an unacceptably high level of the experiment-wise 
Type I error (e.g.. Kirk, 1982; Winer, 1971). That is, the probability 
10 
of rejecting at least one of the null hypotheses (assuming all are true) 
is high. 
A solution that is occasionally found to this problem is to carry 
out a split-plot factorial (with the treatments as the between-subjects 
factor and time-periods as the repeated measure) on the dependent 
variable of percent reduction (e.g., Etringer, 1982). As discussed 
above, percent reduction is an inappropriate dependent variable in any 
ANOVA from a statistical standpoint and probably also from a theoretical 
point of view. In addition, the compound symmetric structure required 
of the pooled within-subjects variance-covariance matrix in split-plot 
ANOVAs (Winer, 1971) will almost certainly not hold when time is the 
repeated measure factor. In this case, use of the normal F-ratios in 
the within-subjects part of the ANOVA table introduces a positive bias 
into the associated tests of the null hypothesis. Although a 
conservative test has been proposed for such instances (Geisser & 
Greenhouse, 1958), the further effect of the unsatisfactory dependent 
variable would appear to rule out this method as a recommended 
procedure. 
Measurement error 
The incorrect classification of subjects as being either abstinent 
or smoking at follow-up occurs quite frequently with non-validated self-
report follow-up (Neaton et al., 1981). This source of classification 
error, if it is random in nature, reduces the power of associated Chi-
Square statistics, and, if it is systematic, can lead to incorrect 
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conclusions (Korn, 1982). In addition, of course, it leads to an 
overestimate of abstinence rates at follow-up. 
In this investigation, our primary focus is on smoking cessation 
methods where the treatment is applied to a group of participants, and 
not to participants separately. This type of study introduces a whole 
new set of statistical problems which will now be discussed. 
Statistical Analysis of Subjects-within-Group Designs 
As might be suspected from the discussion above, the overwhelming 
practice among smoking researchers when analyzing their data is to 
ignore the group element and analyse the individual outcome data as 
before. Some have pointed out the potential pitfalls. For instance, 
Lando (1978) notes: 
Researchers should ... consider the fact that regardless 
of the sophistication of their research designs, factors 
nonspecific to treatment may be playing a crucial role in 
mediating outcome. This is likely to be particularly true 
in group designs where group processes may not be as 
susceptible to the direct control of the investigator. 
Lichtenstein notes the importance of a warm, persuasive 
context in producing his successful results (Harris & 
Lichtenstein, 1971). In my own research (Lando, 1977), 
group cohesiveness appears to be of considerable 
importance to successful outcome. Investigators need to 
be particularly cautious in interpreting the results from 
studies that employ group as opposed to individual 
treatments. The dynamics of a given group could 
potentially outweigh specific treatment elements. Thus, 
studies in which each treatment condition is represented 
by a single group may more nearly resemble N = 1 designs. 
The dangers of treating subjects as independent units of analysis 
while ignoring potential group effects has been noted in other fields of 
study. Hopkins (1982) has discussed the associated problems that arise 
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in educational studies where subjects are often the observational units 
and classroom effects are ignored. Unit of analysis problems also arise 
in the evaluation of large-scale community-level interventions. 
Typically, it is the aggregate units (e.g., communities, schools, etc.) 
that are randomly assigned to treatment but it is individual subjects 
who are often employed as the units of analysis. Flay and Cook (1981) 
note that if aggregate data is analyzed instead of individual data the 
resultant increase in the reliability of measurement does not 
counterbalance the loss in power. 
Similar problems also arise in connection with certain types of 
toxiCOlogical experiments with laboratory animals. For instance, in a 
teratology experiment, pregnant animals are administered the compound of 
interest and sacrificed just prior to the birth of the litter. Each 
individual fetus is then measured on a number of response variables. 
Haseman and Kupper (1979) have discussed the subject of litter effects 
in this field. 
What are the consequences of ignoring possible group effects? 
That is, if the design of an experiment is hierarchical with subjects 
nested within groups and groups within treatments, what happens to tests 
of null hypotheses when the design is treated as simply subjects nested 
within treatments and the group factor is disregarded? A group effect 
here is defined to be (a) a lack of independence among observations 
within a group, and/or (b) significant group within treatment 
differences. If group effects exist in such a case, then the normal 
statistical tests of null hypotheses (both for continuous and 
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categorical data) are biased, i.e., their normal Type I error levels are 
incorrect. 
To see what direction the bias is likely to take, consider first 
the situation for a normally distributed dependent variable in a 
balanced hierarchical design as described. Assume the following is the 
appropriate model for the data. 
^(ijk) " " *(i) ^  ®(j:i) ^(k:ij) 
with 6,. ~ N(0, 0^(6)1), j = 1,—, M. 
IJ • 1 / 
and G, .. ~ N {0, (l-p)o^l + pa^J}, k = 1,..., N. 
IK. I J ; 
Where represents observation k in group j at 
treatment level i. 
u represents the grand mean. 
a J.J represents the effect of treatment 1 eve1 i. 
^ ( j * 1 ) represents the random effect of group j at 
treatment i. 
e represents the random effect of observation k 
in group j at treatment level i. 
pa^ = E[e^. j] for all (i,j) and k * 1. 
and J is a matrix of the appropriate dimensions whose 
every element is 1. 
Then the expected mean square (EMS) for the error term, subjects 
within groups, is a^(i-p), and for groups within treatments is [1 + 
(N-l)p]o^ + No^(g). The EMS for treatments is [I + (N-I)p]o^ + No^(g) + 
MNK^{Q) .  
It is clear that if either p > 0 or 0^(6) > 0, then the expected 
ratio of the treatment variance over the subject variance (combined with 
the group term) will be greater than 1 under the null hypothesis. 
Consequently, one would expect a positive bias in the analysis where the 
group classification is ignored. 
When cell sizes are unequal, the coefficients in the EMS of each 
term are not as simple to calculate (Snedecor & Cochran, 1967, pp. 290-
294). In addition, the ratio of mean square for treatments divided by 
mean square for groups is no longer distributed as F. Quasi F ratios 
can be formed, however (Satterthwaite, 1946). 
Essentially, the same arguments apply when the dependent variable 
is dichotomous. If it is assumed that each observation (success or 
fai1ure) is an independent, identically distributed Bernoui11i variate 
w i th unknown parameter p j (for treatment 1 eve 1 i), then the Ch i-Square 
test for independence (as currently used) is appropriate. If, in 
contrast, this model provides a poor fit to the data (which is the 
assumption here), the Chi-Square test is biased. It is positively 
biased when the observations within each group are distributed 
independently with Bernouilli parameter p.^, or when the observations 
within a group are interdependent with constant correlation p > 0 
(Brier, 1980; Fienberg, 1979). Thus it would appear that under quite 
general conditions, studies which have ignored the group as a unit have 
rejected the null hypotheses more often than the nominal error rate 
would indicate. 
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In conclusion then, there is a strong case to be made that poor 
standards of statistical analysis have contributed greatly to the oft-
cited inconsistency of results in the smoking control research area. 
Other Issues Pertaining to Statistical Analysis 
An issue that bedevils research workers in this field is the lack 
of unanimity on what constitutes a "success" due to treatment. Is it 
abstinence just after the quit-date?; just after the end of treatment?; 
six months after the quit-date? There is no agreed-upon answer to this 
question. And yet, as mentioned above, the implications of the 
particular answer supplied by a researcher are many and important. For 
instance, recidivism rates after the quit-date are high for several 
months, so the criterion of initial abstinence rates is likely to 
produce very different results from abstinence rates at, say, one-year 
fo11ow-up. 
The multiple follow-up approach is a possible and popular 
alternative, but it yields a multivariate criterion of effectiveness. 
Since no multivariate dependent variable statistical analysis method 
suggests itself for this type of data with its small sample sizes, 
conclusions are difficult to draw. Nevertheless, to judge from the 
literature, the multiple follow-up approach is the method of choice with 
smoking cessation researchers, although the abstinence rate at the 
latest follow-up supplied is often the benchmark of treatment 
effectiveness. Indeed, many researchers (e.g., Shewchuk & Wynder, 1977) 
consider a one year follow-up abstinence rate as the minimal, 
16 
satisfactory datum with which to draw satisfactory inferences about 
treatment effect i veness. 
A further question arises as to whether at a given fol low-up 
interval, one counts as abstinent "born-again" absentees (i.e., 
recidivists who subsequently quit again) in computing abstinence rates. 
It appears that most researchers do (e.g., Lichtenstein & Rodrigues, 
1977; Lando & McGovern, 1982). One important consequence is that the 
abstinence rate at long-term follow-up attributable to the treatment 
cou1d be systematically over-estimated. 
Lando and McGovern (1982) reported evidence that suggested (albe.t 
at a nonstatistically significant level) that a recidivist's subsequent 
smoking history may have something to do with the initial smoking 
cessation treatment received. Lichtenstein and Rodrigues noted however 
that 20 of 33 subjects who reported long-term abstinence (2 to 6 years 
after the quit-date) had resumed smoking at some point prior to the 
latest follow-up. Whether the initial treatment can take any share of 
the credit for such abstinence is questionable. 
It is difficult to see how to evaluate the validity of considering 
as long-term abstinence due to initial treatment a noncontinuous pattern 
of smoking abstinence. Such an assumption in the absence of 
confirmatory empirical evidence seems unreasonable. Perhaps supporting 
evidence would be a finding that there are treatment differences in the 
frequency of occurrence of such noncontinuous abstinence among 
recidivists. A test of this type is supplied below. A Committee on 
Guidelines for Smoking Cessation Research (National Interagency Council 
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on Smoking and Health, 1974) recommended that researchers consider as 
abstinent only those who have not smoked at all since the quit-date. 
Assuming recidivists' subsequent smoking histories contain little 
or no information about the relative effectiveness of different 
treatments, then the potentially most fruitful analytic tool for this 
sort of data is survival analysis (Gross & Clark, 1975; Lawless, 1982; 
Miller, 1981). Survival time in the case of smoking control data would 
be the length of time from onset of abstinence related to the treatment 
to the resumption of smoking. Since at the end of any study, there may 
well be "survivors", survival analysis has various research paradigms to 
cover certain types of censoring. In type I censoring, for instance, 
the study is discontinued after a certain time limit is reached. This 
type of censoring would appear to have applicability in the smoking 
control area. 
The advantages of survival analysis over current analytic tools 
are: 
1. It can handle all the abstinence data in one 
analysis. There is no need to conduct separate 
analyses at a variety of follow-up times. Thus it 
is clearly more parsimonious. 
2. It is more sensitive to potential treatment 
differences because it pinpoints more accurately the 
time of recidivism than the hit-and-miss follow-up 
method. 
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3. It is considerably cheaper to conduct follow-up 
because there is no need to follow-up recidivists. 
This is an important point from the cost-
effectiveness point of view since follow-ups, 
especially a long time after treatment, are labor-
intensive and expensive. 
4. Both parametric and nonparametric survival techniques 
are available with scope for the entry of predictor 
variables, such as group membership or treatment. 
5. If one makes the assumption that all of the 
information on a treatment's effectiveness is 
contained in time to first relapse, then survival 
analysis is the statistical tool with the most power 
to detect real treatment differences (Meeker, 1983). 
Of course, there are disadvantages as well, a notable one being 
that most models of survival assume that all units of analysis, if 
followed-up long enough, will fail. This assumption is not reasonable 
in the case of smoking cessation data. Regal and Larntz (1978) provide 
an example in response-time problem solving where this assumption is not 
made. 
Review of I.S.U. Smoking Research 
Lando (1975) suggested that short-term one-shot approaches to 
encouraging abstinence have limited potential and that there was a need 
to develop "broad-spectrum" approaches to smoking cessation. Lando 
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(1977) reported a 76% (13 of 17) smoking abstinence rate at six-month 
follow-up for subjects treated with a multi-faceted behavioral approach. 
Treatment was conducted in group settings under the aegis of a 
facilitator (a psychology graduate student). Group contact and support 
was encouraged at all times. For a three-week period prior to the quit-
date, subjects monitored their smoking behavior, recording when they lit 
up each cigarette. The one-week period prior to the quit-date was an 
intensive treatment phase. Subjects within each group met on all week-
nights (Monday through Friday) to undergo a form of aversion therapy 
involving oversmoking. 
Oversmoking specifically engaged subjects in continuous smoking 
without interruption for a period of 25 minutes during the nightly 
meetings. No conversation was allowed during the smoking sessions. In 
addition, subjects were urged to smoke at least twice their usual number 
of cigarettes during this seven-day period. Subjects were informed that 
they would be expected to abstain from smoking following this week of 
preparation. 
At the quit-date meeting, subjects discarded their smoking 
paraphenalia such as ashtrays, etc. Subjects attended seven maintenance 
sessions during a two-inonth period after the quit-date. The initial 
follow-up session was after 48 hours, the next 5 days later, the next 
three at weekly intervals, and the final two sessions at biweekly 
intervals. These sessions, which averaged one hour in length, consisted 
mainly of group discussion designed to reinforce and support continued 
abstinence, and the signing of contracts. For instance, subjects 
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pledged to forfeit money for every cigarette smoked. Subjects who 
returned to smoking underwent 48-hour booster aversive treatment, which 
involved a rapid smoking procedure where subjects underwent 3 minute 
rapid smoking sessions which consisted of taking one puff every 6 
seconds. 
Results for this broad-spectrum treatment approach were 
significantly better than for a control group which only underwent the 
aversion component of the treatment described above. It is noteworthy 
that the statistical evaluation suffers from many of the problems 
described in Chapter 1. Most notably, although the analysis was carried 
out on the results of 34 subjects (N=17 in both the treatment and 
control groups), the subjects underwent treatment in groups (2 groups 
per treatment condition). Thus, the outcomes of subjects within a group 
may well not be independent; in addition, treatment effects are 
confounded with group effects. Despite these and other problems, the 
results of Lando (1977) suggested strongly that an aversion cum 
maintenance (AM) treatment package warranted further study. 
In a subsequent clinical application of this AM treatment 
approach, Lando and McCullough (1978) reported that 12 of 16 subjects 
were abstinent at a 6-month follow-up. The sample sizes were admittedly 
small but if abstinence rates this high could be regularly reproduced, 
the AM treatment would be clearly established as the best treatment to 
bring about smoking cessation. 
The collection of the large data bank that was analyzed here was 
begun in 1978. It is constantly being enlarged. The data involved are 
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made up of several studies ranging in size from N=42 to N=128. In 
addition, the results from a large set of public service stop smoking 
clinics are included. Some of the studies involved have been reported 
in the scientific literature, e.g., Lando (1981b, 1982a), Lando & 
McGovern (1982). To that degree, some of what follows involves 
reanalysis, often termed secondary analysis. However, most of the data 
have not been reported at this point. This includes all the data on an 
alternative broad-spectrum treatment approach to AM - Nicotine-fading 
cum maintenance (NM). 
The genesis of this approach was a desire to find a smoking 
cessation treatment that is as or more effective than AM but which does 
not involve a potential health risk. The aversion component of the AM 
treatment involves heavy smoking on the part of the subject in the week 
prior to quitting. Although this has not been established to constitute 
a serious health risk (Lichtenstein & Glasgow, 1977; Sachs, Hall, 
Pechacek, & Fitzgerald, 1979), subjects who intend to undergo this 
treatment are required to obtain the written permission of a physician. 
Nicotine-fading was first tried as a smoking cessation technique 
by Foxx and Brown (1978). The treatment involved gradually reducing the 
nicotine content of the cigarette smoked in the 3 weeks prior to 
quitting. The schedule of reduction was: 70% nicotine content of 
baseline cigarette in the first week; 40% nicotine content of baseline 
in second week; and just 10% of baseline in week prior to quitting. 
Subjects were instructed to smoke their regular number of cigarettes 
daily. Subjects self-monitored their nicotine and tar intake including 
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the reductions during the nicotine-fading phase. Four of 12 subjects 
who underwent this treatment were abstinent at a long-term follow-up of 
18 months. The six recidivists, moreover, were all smoking cigarette 
brands lower in nicotine content than their baseline brand. Although 
the results using this treatments were better than treatment groups 
involving nicotine-fading on its own and self-monitoring on its own, the 
differences were not significant. 
Subsequent studies (Beaver, Brown, & Lichtenstein, 1981; Brown & 
Lichtenstein, 1980; Brown et al., 1982), found abstinence rates of less 
than 50% at 6-month follow-ups using the monitored nicotine fading 
treatment of Foxx and Brown (1979) or slight modifications thereof, 
although all observed significant controlled smoking effects. None of 
these studies employed sample sizes of more than 25 for individual 
treatments. 
Lando has substituted the monitored nicotine-fading package for 
the aversion component in the AM treatment described above. This has 
necessitated beginning the NM cessation program 3 weeks before the quit-
date rather than 2 weeks as in the original AM treatment. Variants to 
the NM treatments have also been tested. Some of these have been pooled 
with the NM results in the analysis here, on the basis of empirical 
evidence of no significant differences. These treatment variants are 
described fully below (see Chapter 2). 
A niore important distinction in the data set analyzed here is that 
approximately half the subjects were assigned to treatment randomly. In 
the public service, smoking cessation programs which have been offered 
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more recently, subjects could choose their treatment - the choice being 
restricted to AM and NM. The distinction has been made in the analysis 
between subjects randomly selected (RS) to treatment and subjects who 
self-selected (SS) their treatment. There was no theoretical rationale 
for using the SS procedure. It was felt that subjects enrolling in a 
public service program should get a choice of treatments, especially 
since one involved an aversive component. Of course, it can be 
speculated that subjects who select their own treatment may be more 
motivated to do well in order to justify their choice. 
Statement of the Problem 
The importance of this study from a psychological standpoint is 
the attempt to establish: 
(1) The relative effectiveness of NM against AM. If the 
two treatments are of very similar efficacy, NM 
would appear to be the treatment of choice since 
there is no medical contra-indication associated 
with it. 
(2) The effectiveness of both against other treatments 
that occur in the scientific literature. 
(3) The possible benefits of self-selection of treatment 
over and above random selection to treatment. This 
issue is considerably complicated by the fact that 
there are several additional differences between the 
RS and SS groups (see Chapter 2). 
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An opportunity thus arises to apply appropriate statistical 
techniques to analyze these data to gain information about answers to 
these questions and perhaps arrive at some definitive conclusions about 
the relative effectiveness of various treatments. Two statistical 
approaches are considered: (1) Analysis of variance techniques; and (2) 
survival analysis. Their utility as statistical analysis tools for this 
research area will be evaluated. 
It was decided that one criterion that any statistical evaluation 
method must satisfy is that the data from multiple follow-ups be 
analyzed together. In other words, there should not be results reported 
separately for each of several follow-up times. Such procedures 
unnecessarily heighten the chance of obtaining statistically significant 
differences even when the null hypotheses are true. 
25 
CHAPTER 2. METHODS 
Subjects 
The subjects were 261 men and 299 women recruited by announcements 
in the local newspaper, on radio, on television, and on posters erected 
at various strategic locations such as shopping centers. All subjects 
who attended a minimum of two sessions were included. Subjects were 
recruited from both the Ames and Des Moines areas although the great 
majority were from the Des Moines area. The average age of the subjects 
was 37.6 (± 11.7) years, and average years smoking was 19.0 (± 10.9). 
The average number of cigarettes consumed daily prior to enrolling in 
the smoking cessation program was 29.7 (± 12.1) and the average nicotine 
content of the cigarettes smoked was 0.835 (± 0.372) milligrams. 
Subjects in this study were enrolled and received treatment between 
April of 1978 and March of 1982. 
In the case of 52 married couples who underwent treatment 
together, one was chosen at random and their data deleted from the 
study. This was done in response to evidence (see Chapter 3) that the 
outcome of spouses in smoking cessation programs, are highly dependent. 
Unfortunately, since subject enrollment information did not allow the 
identification of other forms of family relationship or personal 
friendship, the possibility of controlling for related dependencies in 
outcome was not available. 
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Experimenters 
Experimenters, henceforth referred to as group facilitators (group 
leaders) were eight psychology graduate students, one professor of 
psychology and nine community volunteers. The psychology graduate 
students had all been given training in working with smokers. The 
community volunteers were ex-smokers for at least 3 months who had 
successfully quit smoking through the use of the smoking program. Their 
interest was solicited through mailings. All community volunteers 
received a copy of a group facilitator's manual which was prepared for 
the I.S.U. Smoking Research Unit. In addition, some of the community 
volunteers received formal training. 
Pretreatment Assessment 
A11 subjects completed a brief demographic and smoking history 
questionnaire prior to being scheduled for treatment. In addition, they 
were provided with pocket-sized record booklets in which they were to 
monitor their baseline smoking levels. 
Des i gn 
In its simplest aspect, the study can be regarded as being in the 
form of a 2 X 2 factorial design in which the factors are treatment (AM 
vs. NM), and form of selection to treatment - random assignment (RS) 
versus self-selection (SS). But there are many qualifications that must 
be applied to the above description. Firstly, AM and NM are umbrella 
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terms that include slight variations in treatment practice, which 
empirical evidence (admittedly of low power to detect differences) 
indicated were not important. These variations are described in detail 
in the Procedure section below. 
Secondly, the two types of selection to treatment do not overlap 
in time, i.e., RS was applied to subjects who enter the smoking program 
prior to July, 1981 whereas 55 was applied after this date. Thus, type 
of selection is confounded with time. There is no published scientific 
evidence that abstinence rates in smoking cessation programs have 
changed solely as a function of time. However, Horn (1978) reported 
evidence that among the general smoking population the frequency and 
length of abstinence attempts had changed over time. Furthermore, it has 
been suggested that the "easy-to-quit" smoker has been weaned from the 
smoking population by now and that abstinence rates may decline as more 
hard-core smokers are enrolled in smoking cessation programs (Surgeon 
General, 1981). A complete description of the procedural differences 
between the RS and 55 groups is given in the Procedure section below. 
Finally but perhaps most importantly, inference about treatment 
differences are hazardous when random assignment to conditions is 
dispensed with. For instance, when comparing abstinence rates of self-
selected AM and NM populations, statistically significant differences 
are not solely attributable to treatment differences but also to unknown 
covariates that affect cessation rates, whose levels might differ in the 
two populations. It should be noted, however, that of the many subject 
characteristics studied (e.g., Benfari et al., 1982; Evans & Lane, 1980; 
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McGovern & Mcintosh, 1983; Straits, 1966; Weinberger et al., 1981), none 
has substantively significant effects (albeit statistically significant 
in the case of a few) on smoking outcome. Nevertheless, caution is 
indicated in the analysis of the data presented here. 
Procedure 
Treatment took place in groups ranging in size from 2 to 17 
participants. There were a total of 67 groups that underwent treatment 
and the average number of enrol lees in a group was 8.36. In excess of 
80% of the groups (56 out of 67) contained 5 to 12 participants. 
Aversion-Maintenance treatment — Random selection (AM-RS) 
Firstly, the basic AM treatment package will be described, 
followed by descriptions of modifications thereof. Subjects who 
expressed interest attended a 90-minute orientation session at which 
general themes were discussed. Subjects then signed up to attend at 
various evening times (e.g., 5:30, 6:30, 7:30) during which clinics were 
offered. Thus, groups of participants were formed. These groups were 
then randomly assigned to treatment. It is noteworthy that, as such, 
individual subjects were not randomly assigned to treatment, although it 
can be argued that the selection at the individual level is quasi-
random. In one respect, it is certainly not random. Friends typically 
signed up for the same time slot ensuring that friends were much more 
likely to undergo the same treatment than if they were randomly assigned 
to treatment. 
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Treatment did not begin until the second meeting, which occurred 
one week after the orientation meeting. During the intervening week, 
subjects compiled a record of their smoking behavior. The second 
meeting was the first in a set of six meetings in a week leading up to 
the quit-date meeting. During each of the approximately 45-minute 
meetings, subjects engaged in a 25-minute laboratory smoking session. 
This consisted of lighting a cigarette at the beginning of the 25-minute 
smoking period and engaging in continuous smoking for the entire period. 
Smokers were informed that they would be expected to abstain from 
smoking following this week of treatment. During this week of intensive 
treatment, subjects were also encouraged to attempt to at least double 
their baseline smoking- Smoking was to have been discontinued 
immediately in the event of either dizziness or nausea. Subjects were 
encouraged to focus upon the unpleasantness of this smoking. 
During the quit-date session, subjects were expected to throw away 
paraphernalia of smoking such as ashtrays, cigarette lighters, etc. 
Subjects attended seven maintenance sessions during the first 2 
months after the quit-date. Each session lasted approximately 45 
minutes. The initial follow-up session was held 48 hours after the 
quit-date session and a second one was held 5 days later. Three further 
sessions were held at weekly intervals followed by two final meetings 
held at fortnightly intervals. The rationale was to gradually free the 
individual subject from dependence on the group and to encourage 
personal responsibility. 
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Follow-up sessions consisted primarily of group discussion and the 
signing of contracts. Group discussion was chaired by the group 
facilitator and focused on problems associated with the attempt at non­
smoking (such as insomnia, weight gain, etc.) and to suggest possible 
remedies. The experimenter also presented a list of suggestions, such 
as chewing gum instead of smoking. Group discussion also often had a 
morale-boosting flavor, with subjects typically leaving the meetings 
with a stiffened resolve to resist the temptations of smoking. 
The signing of contracts took a multitude of forms. For instance, 
subjects pledged to forfeit money for every cigarette smoked. They also 
signed behavioral self-contracts where rewards were specified for 
abstinence of a certain duration (e.g., going out to dinner, buying an 
article of clothing, etc.). Alternatively, punishments were specified 
for resumption of smoking (e.g., polishing the car). The duration of 
contracts was left to the subjects' discretion, but they were usually 
tailored to the inter/als between maintenance sessions. Subjects were 
encouraged to continue the use of self-contracts following the 
termination of treatment. 
In early applications of the AM treatment, subjects contracted to 
undergo booster aversive smoking following any smoking whatsoever in the 
maintenance period. Booster treatment was limited to 48 hours and 
consisted of the subject's self-administering as many trials as possible 
of 3 minute aversive smoking sessions consisting of taking one puff 
every six seconds. This feature of treatment was rarely implemented and 
was soon discontinued. 
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Throughout the AM-RS program (as in the other treatments to be 
described), sessions were conducted so as to maximize nonspecific 
factors such as experimenter contact, group structure and support, 
social reinforcement, induced positive expectations, and monitoring. 
Facilitators were instructed to promote group cohesiveness and 
supportive exchanges among subjects. 
Many minor modifications to the above procedure have been 
attempted, and some of these have been maintained. Perhaps the most 
noteworthy was the introduction of extra sessions. The orientation 
session was moved forward a week and one additional session was inserted 
one week after the orientation session and one week prior to the 
intensive treatment period. This occurred in response to practical 
necessity when NM-RS was introduced as a treatment. The NM-RS treatment 
as constituted required a three-week period between the orientation 
session and the quit-date. Thus in order for AM-RS and NM-RS treatments 
to run concurrently (so as to reduce the burden on the time of 
facilitators), the change was made. In addition, the schedule of 
meetings during the maintenance phase was rearranged and extra meetings 
added. The first meeting was still on the 2nd day after the quit-date. 
Further meetings were held on the 4th, 7th and 10th day after the quit-
date. The 5th meeting held 2 weeks after the quit-date was the first of 
5 consecutive weekly meetings, the last of which brought treatment to a 
close. Thus, the updated maintenance phase had two more sessions (a 
total of 9) than the original maintenance phase of Lando (1977), but the 
maintenance phase had been shortened by a week (7 versus 8). The change 
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was brought about by the need to attempt to decrease relatively high 
early recidivism rates with more intervention. In total, a 14-session 
AM-RS treatment became a 17-session program. 
A modification to the AM-RS procedure that was tested and 
subsequently discontinued in response to a complete lack of evidence of 
its incremental effectiveness involved the teaching of relaxation and 
self-control during the maintenance. 
The carrying-out of the AM-RS procedure was made possible by U.S. 
government research funds. The only charge to subjects was a $20.00 
initial deposit refundable upon receipt of 6-month follow-up 
information. Subjects of little economic means (e.g., students) were 
not required to pay the deposit. 
Nicotine Fading - Maintenance treatment — Random selection (NM-RS) 
The NM-RS treatment is a 17-session, 10-week program that is 
similar in outline to the AM-RS treatment. The difference arises in the 
choice of treatment procedure employed prior to the quit-date. Nicotine 
fading is a 3-week treatment procedure that entails changing to 
cigarettes with lower tar/nicotine levels. 
At the orientation session, when the group had been assigned to 
the NM-RS treatment, the members of the group were instructed that on 
that day they were to switch to smoking a cigarette brand approximately 
301 lower in nicotine levels. 
Brand assignments were derived from the latest figures available 
from the United States Federal Trade Commission. At the following 
week's meeting, subjects lowered the nicotine content of their brand of 
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cigarette by a further 30%. A final 301 reduction took place in the 
last week prior to the quit-date. That is, just prior to quitting, 
participants should have been smoking a cigarette brand that contained 
approximately 10% of the nicotine level of their baseline cigarette 
brand. 
Subjects were encouraged to change to cigarette brands similar in 
character (e.g., mentholated) to their regular brand. Subjects were 
required to monitor their nicotine reductions during this 3-week period. 
Booklets were provided so that subjects could record the time at which 
they lit a cigarette and the nicotine content of the cigarette. In this 
way, subjects become aware of their reduced nicotine intake in the weeks 
prior to attempting to quit and thus gain a success experience. It was 
stressed to subjects that in the process they were reducing the quantity 
in their lungs of harmful substances. Participants were cautioned to 
avoid compensatory smoking. That is, they were warned not to smoke more 
cigarettes daily than the normal or to change the topographical features 
of their smoking (e.g., by covering the holes in cigarette filters). 
A number of variations to the NM-RS procedure described above have 
been implemented. All have been discontinued in response to empirical 
evidence that they had no incremental impact on abstinence rates. One 
of the modifications was identical to one described above for the AM-RS 
procedure - during maintenance, participants were given training in 
self-control and relaxation. 
Another modification was the introduction of an aversive smoking 
component to the treatment procedure in the week prior to quit-date. 
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Participants were required during the six sessions that occurred during 
this week to engage in smoke-holding exercises for approximately 20-25 
minutes. Each 25 minute session consisted of 1 minute intervals in 
which subjects took puffs and held the smoke in their mouths as long as 
possible. During these intervals, subjects were asked to maintain 
si lence and concentrate on the negative affects associated with smoke-
holding and cigarette smoking. Subjects were encouraged to write these 
down along with ratings of the unpleasantness of the smoke-holding. 
Each of these 1-minute intervals was separated by a 1 minute break in 
which conversation occurred. Although virtually all subjects were 
smoking relatively "weak" cigarettes at this last stage of the nicotine 
reduction cycle, analysis of unpleasantness ratings and strong anecdotal 
evidence from the comments of participants indicated that this component 
of the treatment program was definitely aversive as intended. Results 
using this particular modification (albeit encouraging) were not 
significantly better than those from the regular Nli-RS procedure and, 
conséquentely, are here pooled with those from NM-RS. 
A1I of the groups that underwent treatment in the AM-RS and NM-RS 
procedures were led by psychology graduate student facilitators. No 
payment was required of subjects except a $20.00 deposit which was 
refunded to subjects upon return of 6-month follow-up information. 
Again, as in the case of AM-RS subjects, subjects in financial straits 
were not required to pay the deposit. 
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AN and NM treatments — Self-selection (AH-SS and NM-SS) 
Both the AM-SS and the NM-SS treatment procedures were similar in 
outline and content to the AM-RS and NM-RS. For instance, in both cases 
the program consisted of 17 sessions held over a 10 week period. More 
importantly, the treatment elements were identical to those described 
above. 
Nevertheless, a number of important differences existed. The most 
important one by far was in the nature of subject assignment to 
treatment. In both NM-SS and AM-SS, subjects selected one of the two 
treatments at the orientation session after listening to descriptions of 
what the two treatments entailed and a question-and-answer session. 
Invariably, someone would ask about evidence as to the differential 
effectiveness of the two treatment procedures. In response, subjects 
were told that at the national level both treatments had proven to be 
effective in helping achieve smoking abstinence, but that AM had a more 
proven track record. 
Subjects were advised that if they were heavy smokers, NM might be 
the more sensible procedure to try (because AM requires an attempt to 
double smoking rates for a 1-week period). If subjects smoked a very 
low tar/nicotine level cigarette to begin with, they were advised that 
AM was likely to prove a wiser option because NM would require 
substantially cutting already low nicotine levels. Nevertheless, 
subjects were allowed to choose whichever treatment they wished. For 
instance, smokers of low tar/nicotine level cigarettes who chose to try 
NM were instructed to reduce nicotine via a system of filters. 
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There were, moreover, other differences between RS and 55. These 
differences had economic as well as theoretical origins. For instance, 
two-thirds (22 of 33) of the 55 groups had a community volunteer as 
group leader. Lando (1977) has spoken of the need to validate 
procedures that had proven effective in well-controlled laboratory 
experiments in field settings. A natural part of the external validity 
process was to use trained paraprofessionals as group leaders, since a 
program with paraprofessionals as group facilitators would have 
widespread applicability and be very competitive economically. The 
community volunteers who were ex-smokers who had quit through the 
program were paid $100.00 plus expenses for leading a single group 
ttirough the 17-session program. 
Another difference between R5 and 55 is that subjects were charged 
a fee for treatment. Initially, this was $35.00 but it was subsequently 
increased to $50.00. 5ubjects who were economically unable to pay were 
permitted to undergo treatment. 
A final difference between R5 and 55 is simply historical. 55 
subjects underwent treatment 2 years on the average later than R5 
subjects. The possibility exists that the subject population has 
changed over time. Evidence bearing on this question is presented 
later. 
Although the difference between the 55 and RS procedures can 
usefully be regarded as a distinction between a clinical, field setting 
versus a carefully controlled laboratory procedure, it would be 
presumptuous to conclude that in the case of RS, the actual procedures 
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followed more closely the procedures described above. The monitoring of 
procedural practice in each group by outside parties was minimal and 
what there was, in addition to feedback from participants, does not 
support such a conclusion. 
Common treatment elements 
Although the two cessation methods were conceptually and 
experimentally different, they did share some common elements. 
All sessions were only semi-structured, with a great 
deal of emphasis placed on open discussion and group 
interaction. 
All groups were assigned a target date for quitting, 
and the implications of quitting and the necessity 
of preparing for the target date were emphasized. 
The necessity of firmly committing oneself to stop 
smoking was stressed. 
The time spent in session for each group was 
approximately equal. 
All subjects were required to self-monitor their 
smoking behavior throughout the cessation period 
using pocket-sized booklets. This caused subjects 
to become aware of their pattern of smoking, 




In addition to the systematic differences in procedure described 
in detail above, many other procedural variations, essentially random in 
origin, existed. Such is inevitable when talking about the delivery of 
treatment to people in group settings. Indeed, one of the inherent 
problems of doing research in this and related areas is the low signal-
to-noise ratio. 
A good example of a procedural variation was in the taking of CO 
(Carbon Monoxide) samples from subjects. This procedure which was 
applied to groups irregularly consisted of the measurement of ppm of CO 
in expired air samples drawn from the participants. Smoking increases 
carboxyhemoglobin (COHg) dramatically, and increases heart rate 
consequently. As a result, it has been linked to heart disease. Even 
in groups where CO measurements took place, the time and number of 
measurements varied. The recommended procedure was that at a minimum, 
there should be one measurement before and after the quit-date. This 
allowed participants to see their initially high CO level return to the 
normal range if they continued to be abstinent from smoking. A further 
complication with this procedure was that because of difficulties with 
the equipment and its calibration, a substantial proportion of the 
measurements was of unknown reliability. There is little evidence, 
anecdotal or otherwise, bearing or. the possible effectiveness of this 
procedure, although subjects did show considerable interest in their 
results. 
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CHAPTER 3. EXAMINATION OF METHODOLOGICAL ISSUES 
Dependence of Outcome within Groups 
There is considerable reason from anecdotal observation to suspect 
nonindependence of outcome within groups. There is the obvious 
possibility that participants over the course of interacting in 17 
sessions over a nine week period can influence each others' outcomes. 
Such a phenomenon might explain why group leaders tend to make 
generalizations about groups. For instance, "good" groups are groups 
that "jell" or "come together", whereas "bad" groups are not "cohesive". 
Of course, the possibility exists that group leaders are simply 
encountering the "luck of the draw", i.e., "good" groups contain a high 
proportion of people who have sufficient determination, skill, luck, 
etc., to quit successfully, or alternatively that group leaders are 
simply projecting characteristics onto a group in response to their 
success or failure. 
There are certainly categories of persons where one might expect 
interrelated outcomes. This is particularly so, perhaps, in the case of 
married couples, relatives, and personal friends. The overall issue is 
examined here in two ways: outcomes of married couples who underwent 
treatment together, and the examination of the scale of group 
differences in outcome relative to the extent of individual differences 
in outcome. 
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Interaction of husband and wife outcome 
A total of 52 couples have undergone treatment together. A number 
of different treatments were involved, and consequently treatment 
classification is ignored here. Outcome (abstinent versus smoking) at 3 
month follow-up for 51 of the couples is given in Table 3.1. Data for 
the remaining couple were not available. The rows and columns describe 
the smoking status of husbands and wives, respectively. 




Smoking Abstinent Total 
Smoking 24 3 27 
HUSBAND 
Abst i nent 3 21 24 
Column Total 27 24 N=51 
The hypothesis of independence between husband and wife smoking 
status was strongly rejected (X^ = 29.76, df = 1, p < .0001). 
A well-established measure of association for contingency table 
data is Goodman & Kruskal's Gamma statistic. Perfect positive 
association is indicated by a value of 1.0 and no association by a value 
of 0.0. The estimated value of Gamma for this sample was 0.965 with a 
95% confidence interval for Gamma of (0.906,1) based on the asymptotic 
standard error of the estimate. 
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The relationship of husband and wife outcome at 12 month follow-up 
is given in Table 3.2. Data for 9 of the couples were not available. 




Smok i ng Abst inent Tota1 
Smoking 25 4 29 
HUSBAND 
Abstinent 1 13 14 
Column Total 26 17 N=43 
The hypothesis of independence between husband and wife smoking 
status at 12-month follow-up was again strongly rejected using Pearson's 
Chi-Square statistics (X^ = 24.69, df = 1, p < .0001). The estimate of 
the Gamma measure of association was .976 with a 95% confidence level 
that the true value of Gamma is enclosed within the interval (.921, 1). 
It is clear from the preceding evidence that the outcomes of 
husband and wife in this type of smoking cessation program are closely 
interrelated. As such, it is inappropriate to consider their outcomes 
as independent for purposes of data analysis. Thus, one member of each 
married couple was randomly chosen and their data were disregarded in 
subsequent data analysis. 
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Group differences in outcome 
There are a number of routes whereby systematic group differences 
could occur even when controlling for treatment. The two main possible 
mechanisms for such group effects are; (1) nonindepsndence of individual 
outcome within a group; and (2) the influence on group outcome of the 
group faci1i tator. 
A number of hierarchical analysis of variances (ANOVAs) were 
carried out to examine for such effects. Separate ANOVAs were carried 
out for randomly selected (RS) and self-selected (SS) subjects, both at 
three and twelve month follow-ups. In the hierarchical analysis, 
individual Subjects were nested within Groups which were nested within 
Treatments (AM vs. NM). The dependent variable in all analyses was 
smoking outcome at follow-up which was scored dichotomous1 y (1, if 
abstinent, and 0, if smoking). Since the outcome variable is 
dichotomous, there is little or no reason to be1ieve that under the nu11 
hypothesis, the F-ratios have central F distributions with the 
appropriate degrees of freedom. However, the p values calculated from 
the assumption of an F distribution are given as a guide to 
interpretation. Indeed, in the case of the upper level of the hierarchy 
(Groups nested within Treatment), partly because of the action of the 
Central Limit Theorem, the associated F-ratios are approximately 
distributed as F under the null hypothesis. 
Tables 3.3 and 3-4 give the results of hierarchical ANOVAs carried 
out on RS subjects at 3 and 12 month follow-up respectively. Tables 3.6 
and 3.7 give the results of hierarchical ANOVAs carried out on SS 
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subjects at 3 and 12 month follow-up. The F ratios for the effect of 
the Group factor are consistently greater than 1.0 {albeit statistically 
nonsignificant at the .05 level in all but one case), and although the p 
values must be treated with scepticism, the evidence suggests a small 
but distinguishable group effect on individual smoking outcome. 
The p values associated with the Treatment factor are also of 
dubious value since the F ratios for Treatment are not distributed as F 
in the case where the numbers of observations within each group are not 
equal (Snedecor & Cochran, 1967). It is interesting, nonetheless, to 
see what is the effect on the F ratios for Treatment if the Group and 
Subject(Group) factors are pooled to form a single error term. This is 
common practice in the smoking cessation literature where the existence 
of a Group factor is ignored. Averaging the result for the four 
analyses reported here, the F ratio for Treatment increased by 327. when 
the Group and Subject(Group) terms were pooled. Thus, in cases where 
the group term is omitted from the analysis, the actual Type I error 
rate could exceed the nominal level substantially. This would be true 
even if one ignores the fact that the denominator degrees of freedom 
would greatly increase as a result of the pooling. 
Subject Characteristic Differences between RS and SS Populations 
It has been stated above that subjects in the RS group underwent 
treatment an average of approximately three years before subjects in the 
SS group. The possibility exists that any differences in abstinence 
rates observed between the two populations could be due to historical 
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time. To examine this possibility indirectly, t-tests were carried out 
on four subject characteristics measured in the study. 
Table 3.3. Results of hierarchical ANOVA on smoking outcome at three 
month follow-up in a randomly selected (RS) population 
Source df MS F p value 
Treatment 1 0.3436 1.01 .32 
Group(Trt) 32 0.3386 1.41 .08 
Subject{Grp(Trt)) 250 0.2400 
Table 3.4. Results of hierarchical ANOVA on smoking outcome at twelve 
month follow-up in a randomly selected (RS) population 
Source df MS F p value 
Treatment 1 0.0345 0.12 .73 
Group(Trt) 32 0.2771 1.28 .15 
Subject{Grp(Trt)) 250 0.2160 
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Table 3.5. Results of hierarchical ANOVA on smoking outcome at three 
month follow-up in a self-selected (SS) population 
Source df MS F p value 
Treatment 1 0.4442 1.43 .24 
Group(Trt) 31 0.3103 1.27 .16 
Subject(Grp(Trt)) 243 0.2434 
Table 3.6. Results of hierarchical ANOVA on smoking outcome at twelve 
month follow-up in a self-selected (SS) population 
Source df MS F p value 
Treatment 1 0.2680 0.77 .24 
Group(Trt) 31 0.3474 1.53 .04 
Subject{Grp(Trt}) 243 0.2268 
The results are reported in Table 3.7. There is no evidence that 
RS and SS subjects differ on any of these characteristics. However, 
there is evidence that the RS and SS populations differ in the 
2 proportion of males and females who enrolled in the program (X = 5.34, 
df = 1, p = .02). The proportion of females in the RS sample (48.6%) 
was smaller than that in the SS sample (58.3%). No explanation suggests 
itself for this finding. Furthermore, Weinberger et al. (1981) did not 
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find that smokers could be discriminated from ex-smokers on the basis of 
sexual status. Overall, the results reported here do not suggest large 
changes in the population of subjects attending the smoking cessation 
program over time. 
Table 3.7. Subject characteristic means in the RS and SS samples 
Variable RS SS t df p value' 
Age 37.07 38.22 -1.16 557 .25 
Number of 
years smoking 18.72 19.29 -0.62 557 .54 
Daily cigarette 
consumption 29.67 29.68 -0.03 554 .98 
Nicotine level 
of cigarette (mg.) 0.856 0.821 1.00 452 .32 
' Significance level of test under null hypothesis of no difference 
between RS and SS populations. 
Subject Characteristic Differences between AM-SS and NM-SS Populations 
When subjects self-selected treatment, choosing either AM or NM, 
the possibility arises that different types of persons would be 
attracted to the two treatments. Table 3.8 gives the mean values of 
four subject variables for the subjects in each treatment group. Highly 
significant differences exist in both age and number of years smoking 
between the two treatment groups. This appears to have been due to the 
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fact that older subjects were much more likely to choose the nicotine-
fading treatment. Indeed, of 58 persons 50 years of age and over, only 
4 elected to try the oversmoking procedure whereas in the case of 
subjects under 50 years old, 72 out of 218 enrolled in the AM treatment. 
Older subjects may have been dissuaded from enrolling in the AM 
procedure by possible medical contra-indications associated with it 
(Sachs et al., 1979), and by the fact that medical permission was 
required. 
Table 3.8. Subject characteristic means in the AM-SS and NM-SS samples 
Variable AM-SS NM-SS t df p value' 
Age 33.05 40.19 -4.84 273 < .001 
Number of 
years smoking 14.82 21.00 -4.35 273 < .001 
Daily cigarette 
consumption 29.58 29.74 -0.10 272 .92 
N i cot i ne 1 eve I 
of cigarette (mg.) 0.710 0.864 -3.02 265 .003 
^ Significance level of test under null hypothesis of no difference 
between AM-SS and NM-SS populations. 
Furthermore, the mean level of nicotine in cigarettes smoked by 
AM-SS subjects was significantly lower than that of NM-SS subjects. 
This was probably due to the fact that at the orientation meeting, 
subjects were instructed that there was little point in enrolling in the 
nicotine fading treatment if they already smoked a low tar-nicotine 
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cigarette. There was no evidence that males and females differentially 
2 
enrolled in the two treatment options (X = 0.13, df = 1, p = .72). 
These results suggest that subjects self-selecting AM and subjects 
self-selecting NM constitute distinct populations. It is very possible 
that these two populations differ In mean level on other subject 
characteristics such as level of motivation to quit smoking. 
Consequently, any differences in outcome between the two treatments are 
not necessarily attributable to treatment alone but also perhaps to 
differences in subject characteristics. 
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CHAPTER 4. RESULT OF ANOVA METHODS 
Stat i St i ca1 Procedure 
The use of analysis of variance methods with this type of data was 
founded on the premise that the observational unit in statistical 
analysis should be the group undergoing treatment rather than the 
individuals within the group. 
This premise, in turn, produced problems of its own. Namely, 
group sizes were generally small and varied considerably. Thus, the 
normality assumption for data in the form of proportion abstinent was 
untenable and heterogeneity of variance was likely to be substantial 
given the differences in group size. Additionally, with the further 
requirement that time of follow-up be explicitly included as a factor in 
any statistical analysis, one important assumption for a split-plot 
analysis, viz., that a pattern of compound symmetry exist in the 
covariance matrix, was unlikely to pertain. 
Consequently, groups within treatment categories were coalesced 
into larger group units in a random procedure subject to the stipulation 
that no less than 18 and no more than 22 subjects be included in each of 
these "new" groups. This method of producing observational units (O.Us) 
yielded 8 O.Us in the AM-RS condition, 6 in NM-RS, 4 in AM-RS and 10 in 
NM-SS. 
The number of subjects in the "new" observational units was chosen 
to be approximately 20 since the estimated mean proportions for all 
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cells in the various analyses (see below) were between .2 and .8. 
Consequently, the distribution of data points within a cell should 
follow an approximate normal distribution. Also, the data points within 
a cell should be approximately identically distributed since the sample 
sizes upon which each data point are based are similar. 
Data for these "new" observational units (viz., proportion 
abstinent from smoking at follow-up) were collected at four follow-up 
intervals - 1 month, 3 months, 6 months, and 12 months. Split-plot 
analyses of variance were carried out on these data. Similar analyses 
were also carried out on data transformed via the Arc-Sine Square Root 
transformation. However, since the results for the transformed data 
were almost identical, these results are not reported below. 
Checks were also carried out on the various assumptions underlying 
the split-plot analysis (Winer, 1971) - the normality and homogeneity of 
variance assumptions, the assumption concerning equality of the 
CQvariance matrices across treatments, and the compound symmetry 
assumption. 
Missing Data 
Of the total of 560 subjects included in the present data set, 
information about smoking status was missing for seven subjects at both 
6 and 12 month follow-ups, and for an additional 25 subjects at 12 month 
follow-up. There was no missing data at 1 and 3 month follow-ups. A 
disproportionate number of the subjects with missing data at 12 month 
follow-up (26 of 32) came from the random assignment phase (RS) of the 
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study. This does not reflect differences in follow-up procedures for 
the two types of selection but rather the fact that for a few groups, 
foi low-up was discontinued at 6 months. 
Subjects with missing data at a particular follow-up were assumed 
to be smoking. This assumption is given empirical backing by the fact 
that only 3 of the 32 subjects whose smoking status was unknown at 12 
month follow-up were abstinent at the previous follow-up for which 
smoking status information was available. Two of these subjects were in 
the RS category. 
Results for Random Selection (RS) Category 
The results of the split plot ANOVA performed on the RS category 
data are reported in Table 4.1. The Between O.U factor was Treatment 
(AM vs. NM) and the Within O.U factor was Time of follow-up (4 levels). 
Time of fol low-up is treated as a fixed effect. In this and subsequent 
split plot ANOVAs, the mean squares reported are in all cases based on 
SAS (Statistical Analysis System) Type III Sums-of-Squares. 
Conservative F-ratios for the Time and Time*Treatment factors were 
computed using the Geisser-Greenhouse method (Geisser & Greenhouse, 
1958) but were reported only if the statistical significance was 
affected at the .05 level. 
As can be seen from the ANOVA table, the only factor that achieved 
statistical significance was Time of follow-up. This was fully expected 
since smoking abstinence levels are known to drop off sharply over time 
in the first year. A linear contrast for Time of follow-up was highly 
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significant (MS=0.5776, F=167.33, p<.0001), indicating that an estimated 
86.8% of the variation attributable to Time of follow-up was due to 
linear decay- The mean percentage abstinent at 1, 3, 6 and 12 month 
follow-up were 61.84%, 49.17%, 39.87% and 32.82%, respectively. 
It is noteworthy that the effect for Treatment is very small with 
an associated F-ratio considerably below 1. This result appears to 
suggest that either the null hypothesis of no treatment effect is true 
or else the power for detecting real treatment differences is minimal. 
No known line of reasoning would suggest that the population F-ratio for 
Treatment might actually be less than 1. 
Table 4.1. Summary of the ANOVA for proportion abstinent data in the RS 
category 





















Results for Self-Selection (SS) Category 
The results of the split plot ANOVA performed on the SS category 
data are reported in Table 4.2. The results are in general very similar 
to those for the RS category. The F-ratios for both sources of 
variation involving Treatment were less than 1. The effect for Time of 
follow-up was highly significant. The linear contrast for this factor 
accounted for 68.9% of the variation (MS=0.3801, F=106.44, p<.0001). 
The mean percentages abstinent at 1, 3, 6 and 12 month follow-up were 
66.22%, 50.5%, 40.91% and 39.23%, respectively. Thus, it appears that 
the drop in abstinence was sharply reduced after the 6 month follow-up. 
Again, it must be remembered that some of this is due to early 
recidivists becoming abstinent again. Indeed, the percentage abstinent 
in the AM condition actually increased from 40.5% at 6 month follow-up 
to 41.75% at 12 month follow-up. 
Results for Random Selection versus Self-Selection 
In the split plot ANOVA performed in order to examine the effects 
of Type of Selection (RS vs. SS), the data were collapsed across 
Treatment (AM vs. NM). Again, it should be noted that the RS and SS 
groups differ not only with respect to type of selection but also with 
respect to a number of other factors including historical time and type 
of facilitator. Any differences reported are not being attributed to 
type of selection per se. 
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Table 4.2. Summary of the ANOVA for proportion abstinent data In the SS 
category 
Source df MS F p value 
Treatment (Trt) I 0.0132 0.22 .65 
O.U.(Trt) 12 0.0607 16.99 < .0001 
Time 3 0.1839 51.49 < .0001 
Time*Trt 3 0.0024 0.67 .58 
Time*O.U.(Trt) 36 0.0036 
The results of the split plot ANOVA are given in Table 4,3. The 
Between O.U factor was Type of Selection and the Within 0-U factor was 
Time of foilow-up. The effect for Time of fol 1ow-up was, as expected, 
highly significant. The linear contrast for this factor accounted for 
78.9% of the variation (MS=1.0175, F=294.16, p<.QQQl). The mean 
percentages abstinent at 1, 3, 6 and 12 month follow-up were 64.03%, 
49.83%, 40.39% and 36.02%, respectively. 
The effects associated with Type of Selection and Time*Type of 
Selection were both small as were the effects for Treatment and 
Time*Treatment in the previous analyses. However, the F-ratios were 
somewhat higher than was the case for the factors involving Treatment 
although the F-ratio for Type of Selection was less than 1. 
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Table 4.3. Summary of the split plot ANOVA of the effects of Type of 
Selection and Time of follow-up on proportion abstinent data 
Source df MS F p value 
Type of Selection 1 0.0303 0.65 .43 
O.U.(Type) 26 0.0467 13.51 < .0001 
Time 3 0.4300 124.32 < .0001 
Time*Type 3 0.0046 1.34 .27 
Time*O.U.(Type) 78 0.0035 
Check on Assumptions 
Several assumptions underlie the appropriate use of the split plot 
ANOVA with this type of data (Winer, 1971; Huynh & Mandeville, 1979). 
Checks were carried out on the validity of these assumptions for the 
split plot analysis of the effects of Type of Selection and Time of 
fol low-up on proportion abstinent. The assumptions that were checked 
were: 
1. The experimental errors have a normal 
distribution. 
2. The sums of squares due to O.U.s(Type) are 
homogeneous across the two levels of Type of 
Selection (RS and 55). 
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3. The sums of squares due to Time*O.U.s(Type) are 
homogeneous across the two levels of Type of 
Selection. 
4. The 4X4 population covariance matrices formed 
from the covariances of outcome at Time i and Time 
j {i,j = 1, 2, 3, 4} are equal across the two 
levels of Type of Selection. 
5. The 4X4 population covariance matrices at each 
level of Type of Selection exhibit a pattern of 
compound symmetry, i.e., all of the 4 variance 
terms are equal, and each of the 6 covariance terms 
are equal. 
Normality of experimental errors 
The assumption of normality was assessed using normal probability 
plots of the residuals at each of the four follow-up times. A normal 
probability plot (sometimes termed a Q-Q plot) consists of plotting the 
sample quanti le versus the quantité one would expect to observe if the 
observations actually were normally distributed. If the sample points 
are indeed from a normal distribution, then the plotted points should 
line up on an approximately straight line. All four plots did not 
appear to deviate greatly from a straight line appearance. 
Shapiro and Wilk (1965) constructed a test for normality based on 
the normal probability plot. This test consists of measuring the 
correlation coefficent between the sample quanti les and the expected 
normal distribution quanti les. If the sample correlation value is below 
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a critical value, then the null hypothesis (of normality) is rejected. 
The critical value in the case of these data at the .05 level of 
significance was .962. The sample correlation coefficients at 1, 3, 6, 
and 12 month follow-up were .980, .972, .980, and .993, respectively, so 
the null hypothesis was not rejected in any of the cases. 
Homogeneity of sums of squares due to O.U.(Tvpe) 
The mean square due to O.U.(Type) which is used in the denominator 
of the F ratio for testing the Type of Selection factor represents a 
pooling of two different sources of variation - sum of squares due to 
O.U.(RS) and sum of squares due to O.U.{SS). The procedure used to test 
for the homogeneity of these sources of variation was Hartley's 
test (Hartley, 1950). The following values were computed: 
^^O.U.(SS) ^  0.7317; SSg ^ = 0.4836 
Fmax = '-513 
The critical value of the F^^ statistic having level of significance 
.05 is: 
Fmax(.95)(2''3) = 
Therefore, the null hypothesis of homogeneity of these variance sources 
is not rejected. 
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Homogeneity of sums of squares due to Time*O.U.(Type) 
The sum of squares due to Time*O.U.(Type) can be partitioned into 
two components - The sum of squares due to Time'O.U.(RS) and the sum of 
squares due to Time*O.U.(SS). These components are assumed to be 
homogeneous sources of variation in the population. This assumption was 
tested via the F statistic. The following values were computed; 
^^Time*O.U.(SS) °.1453; SS^in,e*O.U. (RS) 0-1245 
Fmax = '-'*7 




Therefore, since the critical value is not exceeded by the test 
statistic, the null hypothesis that the sources of variation in question 
are homogeneous is not rejected. 
Equality of covariance matrices 
One assumption on the population covariance matrices formed over 
Time of follow-up is that they are homogeneous over the two levels of 
the Type of Selection factor. Below are given the sample covariance 
matrices for the RS category (Sp and the SS category (Sg): 
0.0080 0.0065 0.0066 0.0061 
= 0.0065 0.0091 0.0103 0.0078 
0.0066 0.0103 0.0160 0.0122 
0.0061 0.0078 0.0122 0.0137 
0.0194 0.0175 0.0157 0.0121 
= 0.0175 0.0198 0.0139 0.0090 
0.0157 0.0139 0.0164 0.0122 
0.0121 0.0090 0.0122 0.0119 
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The hypothesis that the population covariance matrices are equal 
was tested using a procedure suggested by Box (1950). This test is a 
multivariate analog of Bartlett's test for homogeneity of variance 
(Bartlett, 1937). Under the null hypothesis. Box's test statistic has 
2 
an approximately central x distribution. Its statistical power is 
adequate only if the degrees of freedom associated with each of the 
sample covariance matrices is large relative to the dimension of the 
covariance matrices. In this case, the degrees of freedom is 13 in both 
cases and the dimension is 4, so the power to reject the null hypothesis 
is probably relatively low. This test statistic is also known to be 
sensitive to nonnormality, i.e., the test has a positive bias when the 
underlying distribution of the data is not normal. However, in the 
present instance, there was little evidence that nonnormality 
constituted a problem. 
The calculated value of Box's test statistic was 13.31, the 
2 degrees of freedom of the appropriate x distribution is 10, and 
P(X^(jQ) > 13.31) = .21 
Thus, there is little evidence that the population covariance matrices 
are unequal. It should be noted again, however, that the statistical 
power is low. 
Compound symmetry in the covariance matrices. 
A final assumption is that the population covariance matrices for 
the two levels of Type of Selection, besides being equal, exhibit a 
pattern of compound symmetry, i.e., where all the variance terms are 
equal and all the covariance terms are equal. Violation of this 
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assumption results in the Type I error rate of the unadjusted F test on 
the repeated measures factor and the interaction term exceeding the 
nominal level, often by a substantial amount (Boik, 1981), The validity 
of this assumption was tested here using the pooled covariance matrix 
(S , .) because the statistical procedure used is based on large 
poo led 
sample theory. The pooled covariance matrix is given below: 
0.0137 0,0120 0.01115 0,0091 
S , , = 0.0120 0.01445 0.0121 0,0084 
0.01115 0.0121 0.0162 0.0122 
0.0091 0.0084 0.0122 0.0128 
Box (1950) developed a test for the null hypothesis that the 
population covariance matrix exhibits a pattern of compound symmetry. 
Under the null hypothesis, the test statistic is approximately 
2 distributed as a central x random variable with 8 degrees of freedom. 
The value of the test statistic with the present data was 10.19 and 
P(X^(8) > 10.19) = .25 
Thus, there is insufficient evidence to reject the null hypothesis that 
the pooled population covariance matrix has a compound symmetric form. 
It is interesting to examine the pooled sample correlation matrix 
(R , .) qiven below. 
.8529 .7484 .6872 
1.0000 .7908 .6176 
.7908 1.0000 .8472 
.6176 .8472 1.0000 
Although the six sample correlations are approximately in the same 
range of magnitude, the correlations between outcome at nonadjacent time 
intervals are smaller than those between outcome at adjacent time 
intervals. Indeed, the partial correlations between outcome at non-
poo I ea 
1.0000 
'Spooled = ;7484 
.6872 
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adjacent time intervals controlling for outcome at an intermediate time 
interval are uniformly small, e.g., r^^ 2=0.17. Of course, this sort of 
pattern is expected when examining correlations taken over time. Thus, 
it is probable that the population covariance matrices do not exhibit a 
pattern of compound symmetry. An approximate pattern of compound 
symmetry, nevertheless, would be sufficient to allay fears that the 
assumption is completely untenable. 
Box (1954) showed that compound symmetry held when e, a measure of 
the extent to which a covariance matrix departs from the requirement of 
compound symmetry, equals 1. e can range in value from 1 to l/(q-l) 
where q is the number of levels of the Within-groups factor (i.e.. Time 
of follow-up in the present instance, so q=4). Geisser and Greenhouse 
(1958) developed a sample estimate of e. The Geisser-Greenhouse 
procedure calls for approximating the distributions of the F-ratios of 
the Within-groups factors under their respective null hypotheses with 
the central F distributions whose normal numerator and denominator 
degrees of freedom are divided by their sample estimate of e. In the 
conservative Geisser-Greenhouse procedure that is normally applied, e is 
chosen to be l/(q-l). 
In the case of the pooled sample covariance martix, S , ., the 
pooled 
estimated value of e was .74, well above the lower limit, 1/3, which 
would be used in the conservative Geisser-Greenhouse procedure. It 
would appear therefore that for this type of data the requirement of 
compound symmetry is reasonably approximated. Thus, for instance, with 
the estimated value of £ above, a critical value (say) of F. ^^=2.61 
414v9•^5 
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would become with the exact Geisser-Greenhouse correction a critical 
value of approximately Fg gg=2.92. A number of Monte Carlo studies 
{e.g., Huynh, 1978) show that the F test adjusted with the Geisser-
Greenhouse estimate of e is slightly negatively biased. Huynh and Feldt 
(1976) suggest an alternative estimator of e. 
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CHAPTER 5. SURVIVAL ANALYSIS 
Rev i ew of Smok i ng Hi story after Rec idivism 
Survival analysis would have maximal value as a statistical tool 
for evaluating the comparative outcomes of smoking cessation treatments 
if it could reasonably be assumed that subjects' smoking history after 
recidivism was unrelated to the particular treatment (e.g, AM versus NM) 
that they originally underwent. This is because survival analysis is a 
methodology for modelling time to "failure" or "death" (i.e., time to 
recidivism in this analysis) and makes no room in its analytic scheme 
for "reincarnation". 
A number of researchers have made such an assumption (e.g, Ockene 
et al, 1981). Indeed, the Committee on Guidelines for Research on the 
Effectiveness of Smoking Cessation Programs (NICSH, 1974) recommended 
that all research workers distinguish "quitters" from "recidivists" in 
reporting their results. It is unclear, however, how the validity of 
such an assumption could be put to the test. One approach might be to 
ascertain if the subsequent smoking histories (viz., continuous smoking 
pattern versus a pattern of occasional abstinence) of recidivists from a 
variety of smoking cessation programs differ. Such an approach is taken 
below. 
Since the smoking history of all subjects was almost complete up 
through one year follow-up, the pattern of smoking behavior among all 
recidivists was examined during this period. Specifically, the 
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frequency of recidivists who continued to smoke regularly and the 
frequency of recidivists who had a subsequent period of abstinence were 
computed. Comparisons of the proportions of recidivists who were at 
some later period abstinent were made between the AM and NM treatments, 
separately for the RS and SS categories, and also between the RS and 55 
categories. The determination of what constituted a period of 
abstinence for a recidivist was made using the data on smoking behavior 
at 1 month, 2 month, 3 month, 6 month, 9 month, and 12 month follow-up. 
Recidivists whose periods of abstinence were so short as to not include 
one of the follow-up times were not counted as occasionally abstinent; 
thus the estimates given are underestimates. 
Tables 5.1, 5.2, and 5.3 give the results obtained for the smoking 
histories of recidivists in the cases of AM-RS vs. NM-RS, AM-55 vs. NM-
SS, and RS vs. SS, respectively. Pearson's Chi-Square Test of 
2 
Independence was carried out in each case. The value of X was in all 
cases less than 0.5, and the associated p values all exceeded 0.5. It 
appears, therefore, that there is very little evidence that smoking 
history after recidivism (albeit important in its own right) is related 
to the initial form of smoking cessation treatment. 
Figure 5.1 illustrates the comparison between the two abstinence 
criteria for the self-selected (SS) group. The difference in reported 
proportion of "successes" between the conservative criterion (viz., a 
continuous pattern of abstinence up to the particular follow-up) and the 
liberal criterion (viz., simply being abstinent from smoking at the 
particular follow-up) increases steadily over time. At 12 month follow-
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up, the liberal criterion estimates the proportion of "successes" 4.2% 
higher than the conservative criterion. 
Table 5.1. Relationship of smoking history after recidivism (i.e., 
continued smoking vs. occasional abstinence) to initial treatment in the 
case of subjects randomly selected to treatment (RS) 
SMOKING HISTORY 
OF RECIDIVISTS 
Continuous Occasional Row 
Smoking Abstinence Total 
AM 97 12 109 
TREATMENT 
NM 72 9 81 
Column Total 169 21 N=190 
Table 5.2. Relationship of smoking history after recidivism (i.e., 
continued smoking vs. occasional abstinence) to initial treatment in the 
case of subjects self-selected to treatment (SS) 
SMOKING HISTORY 
OF RECIDIVISTS 
Cent i nuous Occas i onaI Row 
Smoking Abstinence Total 
AM 43 5 48 
TREATMENT 
NM 115 11 126 
Column Total 158 16 N=174 
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Figure 5.1. Comparison of the effects of two abstinence criteria on 
outcome 
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Table 5.3. Relationship of smoking history after recidivism (i.e., 
continued smoking vs. occasional abstinence) to initial form of 
selection to treatment 
SMOKING HISTORY 
OF RECIDIVISTS 
Continuous Occas i ona1 Row 
Smoking Abstinence Total 
RS 169 21 190 
FORM OF SELECTION 
SS 158 16 174 
Column Total 327 37 N=364 
Stat i St i ca1 Procedures 
The term, survival analysis, describes a vast array of statistical 
methods specifically adapted for the study of lifetime distributions, 
e.g., time for a 1ight bulb to fail, time for anima 1 with tumor 
administered a certain drug to die. There are parametric and non-
parametric methods of survival analysis (Lawless, 1982; Nelson, 1982). 
Let T be a single lifetime variable (i.e., time to resumption of 
smoking after the quit date in this case), specifically a continuous 
nonnegative random variable. Let f(t) denote the probability density 
function (p.d.f.) of T, and let F(t) denote the distribution function. 
The survivor function, S{t), gives the probability of an individual 
surviving at least until time t. 
S(t) = Pr(T > t) = 1 - F(t) 
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The hazard function, h(t), is defined as 
h(t) = Km Pr(t < T < t+ At| T > t, , ml 
at*o ^ ' 
h{t) specifies the instantaneous rate of failure at time t, given that 
the individual survives up to time t. It goes under various names 
including force of mortality, failure rate, or hazard rate. 
The hazard rate is useful in selecting lifetime distributions 
because researchers usually have empirical information and (or) 
hypotheses about hazard rates over time. In the case of the current 
data, both empirical and theoretical considerations would point to the 
hazard rate decreasing over time, i.e., a quitter's prospect of resuming 
smoking decreases monotonica11 y as time since the quit date increases. 
The parametric models most common1 y used in survival analysis are 
the exponential distribution, the Weibull distribution, the gamma 
distribution, and the log-normal distribution. Of these, both the 
Weibull and the gairma distributions possess hazard functions that 
monotonica11 y decrease for certain parameter values. 
The Weibull distribution can be shown to arise when a process that 
is is made up of a number of independent sub-processes fails as a result 
of one of the sub-processes reaching its breaking point (Weibull, 1951). 
Relapse to smoking can usefully be thought of in such a vein. For 
instance, there are many avenues of temptation to return to smoking, 
e.g., at work, after a meal, with a cup of coffee, while on the 
telephone, at a party, etc. Should the temptation reach breaking-point 
in one of these situations, then relapse invariably occurs. Thus, 
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subject matter considerations indicate that the Weibul1 distribution 
might provide a reasonable model with which to investigate the time to 
relapse variable. 
The p.d.f. and survivor function of the Weibul1 distribution are 
f(t) = A6(At)G"lexp[-(At)*], t > 0 
and 
S(t) = exp[-(At)G], t > 0 
where X > 0 and 6 > 0 are parameters. Its hazard function has the form 
h(t) = AB(Xt)^"^ 
The hazard function is monotone decreasing if B < 1. monotone 
increasing if 6 > 1, and constant when B = 1. Indeed, when 6 = U the 
Wei bull becomes the exponential distribution. 6 is sometimes known as 
the "shape" parameter whereas A is often termed the "location" or 
"scale" parameter since 1/A is approximately the 0.63 quanti le of the 
di str ibut ion. 
If T has 3 Wei Su 11 distribution, then X = log(T) has the sma11 est 
extreme value (sev) distribution. In analyzing data, it is often 
convenient to work with log lifetimes. The p.d.f. and survivor 
functions for the sev distribution are 
-1 
f(x) = b exp{(x-u)/b - exp[(x-u)/b]}, -® < x < -
and 
S(x) = exp{-exp[(x-u)/b]}, — < x < » 
where b = 1/6 and u = -log(A). The sev distribution with u=0 and 
b=l is termed the "standardized" sev distribution. Estimates of the 
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parameters of the Wei bull distribution are often obtained by first 
estimating the parameters of the sev distribution. 
Censoring 
Censoring is a feature that is characteristic of lifetime data. 
Censoring occurs when exact lifetimes are known for only a portion of 
the individuals under study; the remainder of the lifetimes are known 
only to exceed or to be less than certain values. There are various 
types of censoring. For instance. Type I censoring occurs when an 
experiment has been run over a fixed time period and follow-up is then 
discontinued (perhaps temporarily). Thus, certain failure times are not 
observed. Type II censoring occurs when, before an experiment starts, 
it is decided to terminate the experiment after a certain percentage of 
the items have failed. 
The smoking cessation data exhibits a complicated form of Type I 
censoring, i.e., where follow-up ceased on a certain date so that the 
relapse times of certain individuals were censored. Moreover, each 
individual has his or her own specific censoring time, L., since 
individuals underwent treatment at different times. In the case of the 
present data, follow-up ceased on May 1, 1983. 
If it can reasonably be assumed that censoring times and relapse 
times are independent, then the data can be treated as if it were from a 
Type I censored population (Lawless, 1982, pp. 37-38). That is, suppose 
there are n individuals under study. Associated with each individual is 
a lifetime (i.e., time to relapse), Tj, and a fixed censoring time, . 
The T.'s are assumed i.i.d. with p.d.f. f(t) and survivor function S(t) 
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and the L. are assumed i.i.d. with p.d.f. g(t). The exact lifetime is 
observed only if T.SL.. Define a new variable tj=min(T.,L.), and the 
indicator variable, A|=l if and Aj=0 if T|>L.. If Tj and Lj are 
assumed independent, then 
Pr(tj=t,A.=0) = Pr{L.=t,Tj>Lj) 
= g(t)S(t) 
and 
Pr (t.=t,Aj = 1) = Pr{Tj=t,Tj<Lj) 
= f(t)G{t) 
The above can be combined in the expression Pr(tj=t,Aj) = 
[f{t)G(t)[g(t)S(t)]' , and thus the sampling distribution of 
Î —  I f a a a f O f  I S  
IT. [f(t. )G(tJ)[g(tJ )S(t; )]I"*' 
If G(t) and g(t) do not involve any parameters of interest, then those 
terms can be neglected and the likelihood function taken to be 
L = ir. [f(t.)A'S(t.)l"A'l 
All of the above is common to survival data exhibiting Type 1 
censoring. Two further features that are peculiar to the current data 
are now described. 
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Limited failure population model 
A reasonable assumption for the smoking cessation data is that a 
certain proportion p of the quitters will never return to smoking. 
Consequently, the distribution function under the Weibul! model is (1-
p)F(t;g,b). Thus, a discrete component has been added to the model and 
the likelihood function becomes 
L = IT. [(l-p)f(t,)AT{(l-p)S(tj)+p}l"Ai] 
An example of the application of a limited failure population (LFP) 
model to a set of quality control data can be found in Meeker (1983). 
Interval censoring 
Sometimes, the exact failure time is not known; only bounds about 
the failure time are known. This is the case in the present research. 
The time to relapse for an individual is not generally known. What 
occurs typically is that at one follow-up the participant reports being 
abstinent and at the subsequent follow-up reports that he or she is now 
smoking. The information about the time to relapse therefore is in the 
form of an interval estimate. 
Recidivists were asked in follow-ups how long they had abstained 
from smoking. Examination of these data indicated, however, that they 
were flawed. For instance, many subjects did not answer the question. 
More commonly, subjects did answer the question but invariably gave a 
gross approximation of the time to relapse, e.g., reporting 4 or 5 
months rather than (say) 4.5 months. Furthermore, subjects' estimates 
often changed dramatically from one follow-up to another. Consequently, 
interval censoring is used in the current analysis. 
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The likelihood function for the limited failure population (LFP) 
Wei bull model was maximized using a computer program supplied by Dr. 
William Meeker (Department of Statistics, I SU) - see Meeker (1984). The 
maximization algorithm used was the Powell method of conjugate 
directions (Powell, 1964) which does not require the calculation of 
derivatives. The algorithm was fit separately for the AM-RS, NM-RS, AM-
55, and NM-SS treatment groups since the algorithm has not been 
developed to test the difference between the proportion permanently 
abstinent parameter for two populations assuming that the other two 
parameters (A and B) are the same in both populations. The algorithm 
actually maximizes the likelihood for X=log(T), the sev distribution, 
with respect to the three parameters, the location parameter u (=-logX), 
the scale parameter, b (=1/6), and p, the proportion permanently 
abstinent. 
Checks on the goodness of fit of the LFP Weibull model to the data 
were also carried cut and the results are reported below. 
Results for the AM-RS and NM-RS Samples 
The data on time to relapse for the AM-RS and NM-RS treatment 
groups are contained in Tables A1 and A2 in the Appendix. The latest 
follow-up of abstinent subjects for the AM-RS and NM-RS groups was at 60 
months and 36 months, respectively. The estimated parameters of the sev 
and the Weibull distributions for the AM-RS and the NM-RS groups are 
given in Table 5.4. The estimated Weibull survival curves for the AM-RS 
and NM-RS groups are shown in Figure 5.2. 
74 
There is very little indication that the proportion of 
participants who quit permanently differs between the AM and NM 
treatments when subjects were randomly selected to treatment. The large 
sample 957, confidence intervals for the proportion permanently abstinent 
in the AM-RS and NM-RS populations are (.1677, .3042) and (.1606, 
.3287), respectively. The large sample 95% confidence interval for the 
difference between the two population proportions is (-0.1139, 0.1031). 
Results for the AM-SS and NM-SS Samples 
In the case of the samples of subjects who self-selected 
treatment, the data on time to relapse for the AM and NM treatment 
groups are contained in Tables A3 and A4 in Appendix A. The latest 
follow-up of abstinent subjects for the AM-SS and NM-SS groups was at 27 
months in both cases. Thus, the data are not as well anchored with long 
term follow-up as in the case of the subjects randomly selected to 
treatment. The estimated parameters of the sev and the Welbull 
distributions for the AM-RS and the NM-RS groups are given in Table 5.5. 
The estimated Wei bull survival curves for the AM-RS and NM-RS groups are 
shown in Figure 5.3. 
As in the case of the RS data, there is little evidence that the 
proportion of permanent quitters differs in the two populations under 
consideration. The 95% large sample confidence intervals for the 
proportion permanently abstinent in the AM-SS and NM-SS populations are 
(.2524, .4662) and (.2321, .3854), respectively. The 95% large sample 
confidence interval for the difference between the proportion of 
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permanent quitters in the two populations is (-0.0846, 0.1816). The 
indication from the fitted Wei bull survival curve that the hazard rate 
for quitters in the oversmoking (AM) condition is very close to zero by 
12 month follow-up must be treated with scepticism since the overall 
sample size {N=76) for this treatment was rather small. Nevertheless, 
the speed with which the hazard rate decays in both samples is a very 
positive finding since it raises the possibility that relapse may be 
brought under control by the time of the one year fol low-up. 
Table 5.4. Maximum likelihood estimates of the parameters of the 
smallest extreme value (sev) and Wei bull distributions for the AM-RS and 
NM-RS treatment groups 
AM-RS NM-RS 
Parameter sev ASE(sev)' Welbul1 sev ASE(sev) Welbul1 
Locat i on 0.7183 0.2018 0.4876 0.8380 0.2528 0.4326 
Scale 1.9401 0.1832 0.5154 1.9428 0.2393 0.5147 
Nonfai1ure 
Proportion 0.2289 0.0349 0.2289^ 0.2343 0.0430 0.2343 
' ASE = Asymptotic standard error based on large sample maximum 
likelihood theory, e.g., see Lawless (1982, pp. 522-527). 
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Figure 5.2. The estimated survival curves for the LFP Welbull model 
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Figure 5.3. The estimated survival curves for the LFP Weibull model 
the case of the self-selected (SS) AM and NM samples 
78 
Table 5.5. Maximum likelihood estimates of the parameters of the 
smallest extreme value (sev) and Wei bull distributions for the AM-SS and 
NM-SS treatment groups 
AM-SS NM-SS 
Parameter sev ASE(sev)' Weibul1 sev ASE(sev) Weibul1 
Locat ion 0.7106 0.1877 0.4913 0.6290 0.2137 0.5331 
Scale 1.1829 0.1587 0.8456 1-7539 0.1817 0.5702 
Nonfai1ure 
Proport i on 0.3519 0.0553 0.3519^ 0.3034 0.0394 0.3034 
^ ASE = Asymptotic standard error based on large sample maximum 
likelihood theory, e.g., see Lawless (1982, pp. 522-527). 
2 
The nonfat lure proportion parameter has the same value In the sev and 
We i bu11 d i str i but ions. 
Results for the RS and SS Groups 
The overall results for the sample randomly selected to treatment 
(RS) and the sample self-selecting treatment (SS) are reported In Tables 
AS and A6, respectively, in Appendix A. The maximum likelihood 
estimates of the population parameters of the sev and Weibul1 
distributions for the RS and SS populations are reported in Table 5.6 
below. The fitted Weibul1 survival curves for the two types of 
selection are shown in Figure 5.4. 
There is evidence that the percentage of permanent quitters is 
higher in the population self-selected to treatment than in the 
population randomly selected to treatment. An estimated 32.16% of the 
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SS population would never relapse to smoking as against 23.16% in the RS 
population. The associated large sample 95% confidence intervals for 
the proportion permanently abstinent in the SS and RS populations are 
(.2645, .3846) and (.1830, .2886), respectively. The large sample 95% 
confidence interval for the difference between the proportion 
permanently abstinent in the SS and RS populations is (.0097, .1703). 
The associated value of the large sample Z-statistic is 2.20 (p=.028). 
There is marginal evidence that the pattern of time to relapse 
differs in the populations of recidivists for the RS and SS categories. 
The value of the large sample Z-statistic for testing the null 
hypothesis of equality of the Wei bull shape parameter in the two 
populations was 1.88 (p=.06). However, the equivalent Z-statistic for 
the location parameter had a value less than one. If indeed there is a 
real difference in the value of the shape parameter for the two 
populations, the interpretation is that the hazard rate (i.e., the risk 
of going back to smoking) is decreasing at a faster speed in the case of 
random selection to treatment. That is, hazard rates for the two 
populations are similar in the first few months after the quit-date but 
then they decay more rapidly in the SS population to the point that they 
are minimal by one year follow-up. 
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Figure 5.4. The estimated survival curves for the LFP Weibull model 
the case of the RS and SS samples collapsing across the treatment 
classification 
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Table 5.6. Maximum likelihood estimates of the parameters of the 
smallest extreme value (sev) and Weibull distributions for the RS and SS 
samp 1 es 
RS SS 
Parameter sev ASE(sev)^ Weibul1 sev ASE(sev) Weibul1 
Locat i on 0.7662 0.1565 0.4648 0.6271 0.1468 0.5341 
Scale 1.9380 0.1448 0.5160 1.5753 0.1275 0.6348 
Nonfailure 
Proportion 0.2316 0.0270 0.2316^ 0.3216 0.0308 0.3216 
^ ASE = Asymptotic standard error based on large sample maximum 
likelihood theory, e.g., see Lawless (1982, pp. 522-527). 
2 
The nonfailure proportion parameter has the same value In the sev and 
Wei bull distributions. 
Goodness of Fit of the LFP Wei bull Distribution 
The question arises as to whether the LFP Weibull distribution 
provides a satisfactory fit to the data on time to relapse. To try to 
answer this question, the Pearson Chi-Square Goodness of Fit test was 
used separately on the samples from the AM-RS, NM-RS, AM-SS and the NM-
SS populations. The observed proportions that returned to smoking in 
each of the seven follow-up intervals prior to the 12 month follow-up 
were compared to the proportions predicted by the LFP Weibull 
distribution. In the case of the few withdrawals (i.e., subjects 
abstinent at last follow-up who could not be contacted) prior to 12 
month follow-up, the observed relapse frequency was calculated using the 
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nonparametric actuarial life table cumulative survival function (Cutler 
& Ederer, 1958). The results are given in Table 5.7. 
The results strongly suggest that in all four instances the LFP 
Wei bull model fits the data well. This conclusion is supported by plots 
of log[-log(S{t))] versus 1og(t) given in Figures 5,5 amd 5.6 for the 
two RS samples and the two SS samples, respectively. In the case of a 
Weibull model, there is a straight line relationship between the 
transformed survival function (viz., log[-log(S(t))]) and log(time) -
see Lawless (1982, pp. 82-83). The plots of the transformed empirical 
survival function versus log(time) in Figures 5.5 and 5.6 are 
approximately linear in all cases. Again, the empirical survival 
function was calculated using the actuarial life table method. 
Table 5.7. Goodness of fit of LFP Weibull distribution to smoking 
cessation data for four different samples 
2 
Treatment N X df p value 
AM-RS 163 2.34 3 .50 
NM-RS 121 4.20 3 .24 
AM-SS 76 3.93 3 .27 
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Figure 5.5. Plot of the transformed empirical survival function against 






























Figure 5.6. Plot of the transformed empirical survival function against 
log(time) for the self-selected (SS) AM and NM samples 
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The possible validity of the LFP Weibul1 distribution as a model 
for smoking cessation data is given further strong support when the RS 
and SS data collapsed across treatment classification is examined. The 
calculated values of the Chi-Square Goodness of Fit statistic are given 
in Table 5.8. The p values in both instances are greater than .8, 
indicating that the fit of the data to the LFP Weibul1 model is very 
good. This result is especially noteworthy since the value of the 
Goodness of Fit statistic is often statistically significant when the 
sample size (as in this case) is substantial even though the fit may 
seem adequate from a substantive point of view. 
Figure 5.7 plots for the self-selected (SS) sample, collapsing 
across treatment, the empirical survival function (calculated via the 
actuarial life table method) versus the survival function estimated by 
the LFP Weibul1 model fit to the data. As can be seen, the two 
estimated survival functions virtually overlap from the quit date (time 
0) to 18 month follow-up. Overall, the evidence adduced here attests to 
the validity of a LFP Weibul1 model in the case of this type of smoking 
cessation data. 
Table 5.7. Goodness of fit of LFP Weibul1 distribution to smoking 
cessation data for the RS and SS samples 
2 
Treatment N X df p value 
RS 284 2.16 5 .83 
SS 276 1.42 5 .92 
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Figure 5.7. Comparison of the empirical survival function (dotted line) 
and the estimated survival function (solid line) using the LFP Weibull 
model for the SS sample 
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CHAPTER 6. DISCUSSION AND CONCLUSIONS 
In the discussion, a distinction will be made between statistical 
and psychological conclusions. Such a distinction is somewhat 
artificial, however, since it is clear that the psychological 
conclusions must be informed by the statistical conclusions. 
Stat i St i ca1 Cone 1 usions 
The statistical approaches adopted here for the analysis of 
smoking cessation data were analysis of variance methodology and 
parametric survival analysis. These choices were dictated to some 
degree by the constraint that any analysis include the multiple follow-
up information. Without such a restriction, a variety of other 
possibilities for analysis do exist. Approaches based on categorical 
data analysis of smoking status at follow-up are considered first. 
Categorical data analysis approaches 
One statistical technique, weighted least squares, appears well 
suited to the analysis of multivariate categorical data. The weighted 
least squares approach to the analysis of categorical data (Grizzle, 
Starmer, & Koch, 1969; Forthofer & Lehnen, 1981) has evolved as an 
alternative to the maximum-1iRe 1ihood approach (e.g., Fienberg, 1980). 
Discussion of the relative strengths and weaknesses of these alternative 
estimation techniques can be found in Forthofer and Lehnen (1981) for 
instance. It is noted that in the majority of cases studied, both 
88 
approaches yield very similar results in large samples (e.g., see 
Forthofer & Lehnen, pp. 107-8). 
A notable advantage of the weighted least squares method over 
maximum likelihood is that it can be used to analyze multivariate 
categorical data obtained from repeated measurement studies (Koch, 
Landis, Freeman, Freeman, & Lehnen, 1977). Examples of the analysis of 
repeated measures categorical data using this approach can be found in 
Koch and Reinfurt (1971), Lehnen and Koch (1974), and Koch, Freeman, and 
Lehnen (1976). 
Analysis begins with the specification of a linear model, 
E{F} = XB, 
where E is the expectation operator, F is a vector of response functions 
(i.e., some function of the observed probabilities, e.g., the 
probabilities themselves or the log it function), X is a design matrix 
s p e c  i f  l e d  b y  t h e  a n a  1 y s t ,  a n d  6  i s  a  v e c t o r  o f  m o d e  1  p a r a m e t e r s .  S i s  
estimated by 
b = (X'Vj-"^X)'^X'Vp"V, 
the Aitken estimator where Vp. is the variance-covariance estimator of 
the response functions. Of course, Vp must usually be estimated from 
the data. The variance-covariance matrix of b is given by 
Var(b) = (X'Vp"^X)'^ 
The test statistic for the determination of the goodness-of-fit of 
2 
the model X is written as 
xf = (F - Xb)'Vp"^(F - Xb) 
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and this has approximately a central chi-square distribution for large 
samples when the model fits. The associated degrees of freedom of the 
test statistic are equal to the number of rows in F minus the number of 
rows in g. 
If the model fits, linear hypotheses of the form, Hgi Cg = 0, can 
be tested to determine which factors are related to the response 
2 
variable. The test statistic X is given by 
= (Cb)'[C(X'Vp~'x)"^C']~^Cb 
which has a chi-square distribution in large samples under Hq with 
degrees of freedom equal to the number of rows in C. 
A key requirement of the weighted least squares method when 
applied to categorical data is the presence of large sample sizes 
because an appeal to the Central Limit Theorem is necessary for the 
statistical tests to be valid. This requirement is accentuated in the 
repeated measures case since the number of multivariate response 
profiles can become very large and, consequently, many cells may have 
zero or small frequencies. Koch et al. (1977) show, however, that this 
is not likely to be a problem for most hypotheses of interest when 
sample sizes for each sub-population (e.g., smokers randomly assigned to 
the Nli treatment) are moderately large, i.e., n>100. 
Thus, it would appear on one level that the weighted least squares 
method applied to categorical data is tailor-made for analysis of the 
smoking abstinence data in the present study. However, this technique 
with its large sample size requirements would not appear to make 
allowance for the fitting of the group effect that appears to occur 
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(albeit to a small extent) with these data. Consequently, the 
parametric analysis of variance approach which is designed to address 
the group effect issue is here concluded to be a preferable technique. 
In the absence of group effects, the weighted least squares 
approach would be one of the methods of choice to analyze smoking 
abstinence data. Indeed, many smoking cessation studies, in contrast to 
the present case, do not include group effects and, thus, the use of 
weighted least squares would be indicated as a suitable statistical 
analysis procedure. Sample sizes in such cases, however, are often too 
small. One consequence of course is that inappropriate analysis 
techniques are often used (see Chapter 1). 
Other categorical data analysis techniques exist that can be used 
to analyze the results of smoking cessation studies. None, however, are 
designed to handle the multivariate categorical data that arises in 
repeated measurement studies such as this one. That is, they only 
address analysis of data from one follow-up period. A number of 
techniques, however, have recently been developed that offer the 
prospect of taking account of group effects. 
One approach is to consider the counts in the contingency table to 
have arisen from a cluster sampling scheme. If members of a cluster 
tend to behave similarly, then the model that the data are drawn from 
the multinomial distribution will not apply. Cohen (1976) and Altham 
(1976) first considered models to take explicit account of the 
correlation between responses within the same cluster. Their models 
assume clusters of equal size. Cohen and Altham show that in the case 
91 
2 
of complete within-cluster dependence the correct test-statistic is X /k 
2 
where k is the cluster size, and X is the value of the conventional 
2 
chi-square statistic. Of course, X itself asymtotical1 y has a chi-
squared distribution when there is within-cluster independence. Cohen 
2 
and Altham consider short-cut computational corrections to X in the 
case of intermediate levels of dependence within the clusters. 
2 For the case of complex sample surveys, this X -correction 
approach has been extended to clusters of unequal size by Rao and Scott 
(1981, 1984). Although asymptotically valid methods based on the Wald 
statistic have been developed (e.g., Koch, Freeman, & Freeman, 1975, 
Shuster & Downing, 1976), it may not be possible to calculate the Wald 
statistic in a great number of instances, e.g., in secondary analysis. 
Additionally, the Wald statistic is very difficult to compute and 
applied scientists may be more inclined to use a short-cut formula. It 
is not clear whether simpIe-to-app1 y techniques similar to Rao and 
2 Scott's corrections to the X statistic which are based on a sample 
survey's design effects could be extended to the type of problem under 
discussion here. 
The beta-binomial model has been suggested as a possible model for 
data that exhibit group effects by a number of researchers (Brier, 1980; 
Crowder, 1978; Kleinman, 1973; Williams, 1975) in the case of 
dichotomous response variables. Representing x. as the number of 
"successes" in the i^"^ cluster of size n., then when the observations 
within each cluster are independently binomially distributed, 
X. 1 n j ~ B i n ( n J, p} 
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where p is the unknown binomial parameter representing the proportion of 
successes in the population. In the beta-binomial model, 
X. I n j  ~  BinCnj, p) 
Pj ~ beta(a, B) 
In this model, the observations within each cluster are unconditionally 
dependent but conditionally independent. In addition, in the beta-
binomial model there is greater variation than in the binomial 
distribution. This additional variation has been termed extra-binomial 
variation (Williams, 1982). 
The beta-binomial distribution when extended to the case where 
there are more than two possible outcomes is known as the Dirichlet-
multinomial distribution. Brier (1980) derives a correction to the 
2 
usual multinomial X statistic for this situation. Brier extends the 
results to clusters of unequal size. 
Kleinman (1973) described a two-stage weighted least squares 
method using the beta-binomial model to compare the effectiveness of 
different treatments. In this procedure, the method of moments is used 
to obtain estimates of the heterogeneous variances for each group (i.e., 
cluster) and these are then used as the weights in the least squares 
analysis. 
The beta-binomial model has been particularly applied in an area 
of toxicology known as teratology. In this field, treatments (often 
involving the application of a mutagenic or carcinogenic chemical agent) 
are applied to adult animals who are subsequently mated and the number 
of live and dead fetuses or offspring are observed. A number of studies 
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have demonstrated that the empirical distribution of fetal mortality 
often shows a significant departure from the binomial model (Haseman & 
Soares, 1976; McCaughran & Arnold, 1976). The beta-binomial model has 
been shown to provide a much better fit to many data sets than the 
binomial model (Aeschbacher, Vuatez, Sotek, & Stalder, 1977). 
Other models have also been developed in the teratology area. 
Kupper and Haseman (1978) proposed a correlated-binomial model with an 
additional parameter reflecting the covariance between two responses 
within the same litter. This model has been shown to fit a variety of 
data sets better than the binomial model (Kupper & Haseman, 1978). 
Altham (1978) has also proposed a model that modifies the binomial by 
introducing another parameter. 
Kupper and Haseman (1978) have shown that the beta-binomial and 
the correlated-binomial model provide better fits to real data sets than 
the binomial model but the lack of fit of these generalized models was 
still statistically significant in a number of cases. In addition, 
simulation studies (Kupper & Haseman, 1978; Vuataz & Sotek, 1978) that 
have examined the performance of maximum likelihood rests for treatment-
control differences using the beta-binomial model have found that even 
slight departures from the beta-binomial model may produce inflated Type 
1 error rates for the beta-binomial likelihood ratio test. The authors 
note that this problem may be ret^icted to situations where a large 
proportion of litters have no fetal deaths. 
Gladen (1979) develops a procedure for comparing proportions of 
affected fetuses using jackknife methodology (Miller, 1974). She 
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reports that the jackknife estimate of the proportion affected for a 
given treatment is almost fully efficient. The jackknife method would 
appear to have considerable use for small sample situations. 
Most of the models described above only extend as far as providing 
tests for comparisons of several treatments. Methods involving a 
modification of the logistic-linear model to incorporate extra-binomial 
variation proposed by Crowder (1978) and Williams (1982) can be applied 
to a variety of multi-factorial experiments including those with 
continuous random variables as covariates. Estimation of parameters for 
these modified logistic-linear models is by maximum likelihood. 
Analysis of variance approaches 
The ad hoc procedure used to analyze the smoking cessation data in 
Chapter 4 has the advantage of being adaptable to a repeated measures 
analysis with time of follow-up as the repeated measure. In case that 
the covariance structure assumptions underlying the use of this repeated 
measures design become untenable, multivariate analysis of variance 
would be an appropriate replacement. However, an analysis using the 
original groups as the experimental units would be preferable, but no 
suitable test procedure suggests itself. 
For the situation with no repeated measures factor, a number of 
possible statistical procedures exist. In the research area of 
teratology (mentioned above), a number of researchers have reported 
results using classical ANOVA methodology. The dependent variable is 
the observed proportion of responses in each litter. Because of the 
relationship between the mean and variance of the response variable in 
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the extreme parts of the scale, a transformation is often employed. Two 
appropriate transformations are the square-root arc-sine transformation 
and the Freeman-Tukey binomial arc-sine transformation. 
A serious disadvantage of these procedures is that they are not 
variance stabilizing because of the differing litter sizes. A plausible 
alternative approach is to employ weighted least squares using the 
inverses of the litter sizes as the weights since the variance of the 
transformed proportions are inversely proportional to the numbers of 
observations in the litters. As mentioned above, Kleinman (1973) took a 
similar approach but used empirical weights estimates obtained using the 
method of moments and under the assumption that the data follow a beta-
binomial distribution. Kleinman carried out a Monte Carlo study of the 
performance of this technique and concluded that the inference 
procedures based on this procedure were accurate for moderate values of 
P (between .3 and .7). 
Nonparametr i c approaches 
Given the difficulties of analyzing binary response data that are 
clustered into groups, nonparametric analysis procedures carried out on 
the observed proportion of responses in each group seem attractive. 
When repeated measures factors are not present, treatments differences 
can be assessed using a Kruskal-Wal1 is test. However, this method may 
be inefficient because different group sizes are not taken into account. 
Mantel (1979) asserts that percentage responding is already 
reasonable so that further scaling via rank tests is inappropriate. He 
goes on to suggest a nonparametric alternative, viz., a Pitman 
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randomization test. As Haseman and Kupper (1979) point out, however, 
this alternative can be subject to criticism. For instance, exact 
critical values for this statistic are hard to obtain, and for larger 
sample sizes, an asymtotic approximation (e.g., a t-test for two sample 
case) is usually quite sufficient. 
Survival analysis approaches 
A parametric survival analysis procedure using the Wei bull 
distribution was carried out in Chapter 5 on the smoking cessation data 
under consideration. The Wei bull model seemed the best choice for a 
number of reasons (see Chapter 5) but other plausible choices are the 
gamma distribution and the log-normal distribution. 
The gamma distribution can cover situations where the hazard rate 
is monotonica11 y increasing or monotonica11 y decreasing (as is the case 
for the smoking cessation data). The computational procedures for the 
gamma model, however, are much more complex than for the Weibull. 
The log-normal model can often adequately describe situations 
where the hazard rate initially rises and then falls. The period of 
rising hazard rate can be very short. Although, heretofore, hazard 
rates for smoking cessation programs have been monotonica11 y decreasing 
in all but a few instances, it is possible that as treatment methods 
improve hazard rates may be very low initially, increase somewhat before 
peaking and then begin a long decline. In such instances, the log-
normal model should be very appropriate. 
In the case that strong distributional assumptions are 
unwarranted, nonparametric methods of failure time analysis are also 
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well-established. The survival distributions can be estimated by either 
the product-limit (Kaplan & Meier, 1958), or the actuarial life table 
(Cutler & Ederer, 1958) methods, and the equality of survival curves can 
be tested by the Mantel-Cox and Breslow statistics (Mantel, 1966; 
Breslow, 1970) which are generalizations of the log-rank and Wilcoxon 
tests for censored data. 
These methods, however, cannot be extended to the analysis of data 
from more complex experimental designs. But Cox (1972) introduced a 
distribution-free approach to the analysis of such data under 
proportional hazards models (Lawless, 1982). In proportional hazards 
mode Is, it is assumed that factors related to failure time have a 
multiplicative effect on the hazard function. 
Let T be the continuous random variable representing an 
individual's survival time, and let x = (x^, x^) be a known vector 
of regressor variables associated with the individual. In Cox's 
formulation, the hazard function of T, given x, is of the form 
h(tlx) = hQ(t)exp(xS) 
where 6 = (B^, ,6p)' is a vector of regression coefficients and hQ(t) 
is the baseline hazard function for an individual with x = 0. Cox 
showed how to estimate B where no particular form is assumed for hQ(t). 
If the data actually follow a parametric hazard function (e.g., the 
Weibull), there is some loss of efficiency using this method rather than 
a parametric proportional hazards model (Lawless, 1982). 
A considerable body of methodology (e.g., see Kalbfleisch & 
Prentice, 1980) has been built up around the distribution-free 
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proportional hazards model since Cox's paper. Indeed, it has very 
quickly become one of the main approaches to ana1yzing 1ifetime data. 
However, notwithstanding its great power and flexibility, the technique 
could not be applied to the data under consideration here because it has 
not yet been extended to cover interval censoring and situations where a 
proportion of the individuals under study will never fail. 
A logistic model which is an extension of the Cox model to 
interval censored data has been outlined by Thompson (1977). This model 
like the Cox model assumes that the ratio of hazard rates for different 
treatments remains the same at all time points. This proportional 
hazards assumption is questionable in the case of smoking cessation 
data, and a test of its appropriateness would be desirable. 
A major difficulty with the nonparametric survival techniques 
discussed above is that they make no provision for the fact that the 
individuals under study may have been treated in groups. This stricture 
applies equally well to the parametric analysis technique actually 
employed in the data analysis. Its implications will be discussed 
below. 
Comparison of ANOVA and survival analysis approaches 
Both the analysis of variance and survival analysis procedures 
used to analyze the smoking cessation data under consideration have 
advantages and disadvantages. These strengths and weaknesses can be 
statistical in nature, or they can be subject-matter related, i.e., what 
is more appropriate to the study of smoking cessation and possible 
differences in abstinence patterns among various treatments. 
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When the assumptions upon which parametric survival analysis is 
based are tenable, it is a more appropriate method of analysis for what 
is essentially failure time data. In addition, it is more powerful for 
detecting treatment differences (Lawless, 1982). 
In survival analysis, the distribution of times to resumption of 
smoking are studied. Differences in treatment effectiveness can be 
analyzed with respect to the mean time to recidivism among treatment 
failures, the pattern of failure times among recidivists, and the 
overall proportion of permanent quitters. All of these indices are 
potentially informative and important to smoking researchers, especially 
the last one. 
In repeated measures analysis of variance, differences in 
treatment effectiveness are assessed with respect to mean proportion 
abstinent across all follow-up time periods, changes in proportion 
abstinent over time, and the interaction of treatment and time of 
follow-up. These indices, since they are based on about half the total 
number of follow-up reports, do not capture all the information 
available. Furthermore, the key index, the mean proportion abstinent 
across all follow-up periods, is not a direct measure of a treatment's 
long-term effectiveness. 
Another major advantage of failure time analysis is that all of 
the data can be analyzed, as against only a subset for the ANOVA 
procedure. For instance, in the analysis of data for subjects randomly 
assigned to treatment, data beyond 12 month follow-up were ignored using 
ANOVA since they were incomplete; in the survival analysis, all the data 
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on abstinence times beyond 12 month follow-up were used, including the 
information that several subjects were still abstinent 60 months after 
the date they quit. In addition, survival analysis takes account of 
missing data via censoring. In ANOVA, there is no such mechanism. 
It is interesting to note that from a cost standpoint, studies 
using survival analysis rather than ANOVA should be much cheaper to 
carry out since there is no need to follow-up subjects once they have 
resumed smoking. Thus at 24 month follow-up, for example, it may only 
be required to collect information on 30% of the original sample. 
It is when the assumptions upon which survival analysis is based 
are suspect that ANOVA may be the preferable technique. In survival 
analysis, it is assumed that once a subject returns to smoking, the 
subject's subsequent behavior is of no interest. If, however, 
recidivists" smoking histories are related to initial treatment, then 
the assumption would be untenable. The evidence reported here (see 
Chapter 3) tends to support this assumption but a definitive answer is 
still awaited. In the meantime, many researchers (e.g., Ockene et al., 
1981) only count continuing absentees as being abstinent. 
Another assumption of survival analysis is that all the failure 
times are independent- Evidence presented above (see Chapter 3) 
indicated at a marginal level that outcomes within groups were related. 
Certainly, this relationship is not strong but it could, nevertheless, 
seriously affect the quality of inferences drawn. To evaluate the exact 
seriousness of the threat to the integrity of inferences drawn using 
survival analysis, Monte Carlo studies are necessary. 
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One model adjustment that should improve the performance of the 
survival analysis procedure in the presence of group effects is the 
inclusion of a regression coefficient for each group effect in a 
proportional hazards model. In this fashion, group effects could be 
controlled although the possibility of correlated outcome within groups 
still exists. However, the feasibility of fitting survival models with 
in excess of 30 parameters is still unclear. 
Another means of solving the grouping problem might lie in 
assuming a parametric distribution (e.g., a beta distribution) for the 
true percentage of nonfailures in the groups. The parameters of this 
parametric distribution for each treatment could then be estimated by 
maximum likelihood and the significance of treatment differences 
assessed by asymptotic likelihood ratio tests. Much theoretical work is 
required, however, before the above scenario can be brought about. 
Finally, perhaps the most pragmatic solution would be to estimate 
the standard error of the difference between the sample proportions of 
nonfailures in the two treatments using the bootstrap method (Efron, 
1979). The standard error estimate used in the normal test reported in 
Chapter 5 is almost certainly an underestimate since group effects are 
ignored in its computation. Note that the sampling with replacement 
required in the bootstrap method would be carried out on the groups of 




Data analysis by both the ANOVA and survival analysis procedures 
indicated that there is virtually no evidence of treatment differences 
between the aversion cum maintenance (AM) treatment and the nicotine 
fading cum maintenance (NM) treatment. This conclusion holds true 
equally well for subjects randomly selected to treatment (RS) and those 
self-selecting treatment (SS). 
For once, 1ow statistical power is unlikely to be the exp1anation 
for the negative finding since a total of 67 groups containing 560 
individuals were sampled. It seems clear that even if differences in 
treatment effectiveness do exist, they are small in scale and not 
substantively significant. 
In the absence of evidence that AM and NM have differential impact 
on abstinence rates, NM would appear to be the treatment of choice for 
subjects randomly selected to treatment (RS) simply because there are no 
medical risks associated with it. Individuals undergoing the AM 
treatment are required to obtain prior medical permission from a 
physician. The interpretation of the negative finding for the SS 
population is more complex because of the possibility that individuals 
self-selecting treatment have better abstinence prospects than those 
randomly selected to treatment (see below). 
In the comparisons of abstinence records for the RS and SS groups, 
the ANOVA procedure yielded little or no evidence that differences 
exist. By contrast, the failure time analysis indicated that the 
proportion of permanant quitters is greater in the SS population 
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(p=.028). The estimated percentage of permanent quitters was 32.16% and 
23.16% in the SS and RS samples, respectively. Marginal evidence was 
also found that the hazard rate for RS smokers was greater at all 
follow-up times in the case of RS subjects (p=.06). 
The conflicting conclusion between the ANOVA and survival analysis 
methodologies could involve any of at least three causes; (i) the 
greater power to detect true differences of the lifetime analysis 
approach (given that the underlying parametric model appears to fit); 
(ii) the long-term abstinence data used in the survival analysis but not 
available to the ANOVA procedure [Long term abstinence information 
substantially reduces the standard error of the estimate for the 
proportion of permanent quitters parameter]; and (iii) the likely 
liberal test size of the survival analysis statistical tests, because 
the allocation of treatment to groups (not individuals) is ignored. 
All of the above reasons probably act together to produce the 
apparent inconsistency between the results from the two statistical 
procedures. While a skeptical conclusion would be that no differences 
exist, there is, nevertheless, a strong suspicion that long-term 
abstinence rates are higher for individuals self-selecting treatment. 
Further long-term follow-up among absentees, especially for the SS 
sample, should help settle this issue. 
In any case, the interpretation of treatment differences between 
SS and RS populations is controversial. In the experimental setting of 
the RS sample, group facilitators were psychology graduate students, the 
fee was a $20 returnable deposit, and treatment occurred before 1981; in 
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the clinical setting of the 55 sample, two-thirds of the group 
facilitators were community volunteers who had previously quit through 
the smoking program, a true fee (of $35 or $50) was charged, and 
treatment occurred during and after 1981. The many possible sources for 
the observed difference graphically illustrates the perils of secondary 
ana lysis. 
It can be said, however, that the estimated proportion of 
permanent quitters in the clinical setting, viz., 32.16%, is very 
encouraging. By comparison. Hunt and Matarazzo (1973) in a review of 
the smoking cessation literature found that the proportion of 
participants who quit at the end of treatment remaining abstinent 3 to 5 
months after the quit date had fallen to about 25% . In a more recent 
review, Evans and Lane (1980) obtained similar results. Long-term 
abstinence rates are usually lower. For instance, a survey of 559 
subjects who had attended smoking cessation clinics 5 years before found 
that only 17.8% were abstinent (West, Graham, Swanson, & Wilkinson, 
1977). 
Furthermore, in a great number of studies, many of those reported 
abstinent at follow-up have smoked regularly at some time since the quit 
date. The difference between the proportion who have not smoked at any 
time since the quit date and the proportion who are simply not smoking 
at the time of the follow-up can be great. For example, in an 
evaluation of the Freedom from Smoking program (American Lung 
Association, 1981), it is reported that over 30% of those not smoking at 
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one year fo11ow-up had temporari1 y returned to smok i ng at some ti me 
during the one year period since the quit date. 
Thus, the estimated permanent abstinence figure of 32.16% found in 
the clinical setting in the present study is among the highest and most 
reliable in the smoking cessation literature. It offers strong evidence 
that this smoking program has good external validity (Cook & Campbell, 
1979). Adequate external validity evidence is more the exception than 
the rule in smoking cessation research. 
If the self-selecting of treatment does favorably impact on 
treatment effectiveness, then it would appear that the choice of 
treatment is beneficial. That is, although there may be no difference 
in long-term abstinence rates between the two treatment populations, an 
individual who freely chooses the AM treatment may do better in it than 
In NM, and vice versa. If such a finding were demonstrated 
conclusively, it would have major implications, perhaps leading to the 
tailoring of treatment to individual needs. 
The general evidence bearing on the distribution of times to 
recidivism revealed by survival analysis is important. The pattern of 
relapse times is surprisingly similar across the various treatment 
combinations. Although, as expected, hazard rates were monotonica11 y 
decreasing, five stages may be distinguished: 
(i) In the first week after the quit-date, approximately 
20% to 25% of those who will return to smoking have 
done so. This period of high recidivism rates seems 
to be related to the physical withdrawal phase which 
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typically lasts 2 to 7 days, and which overcomes the 
resistance of many individuals. 
(i i) The per i od from one week to three months after the 
quit-date during which 45% - 50% of recidivists go 
back to smoking. This phase is characterized 
perhaps by difficulties in overcoming psychological 
dependence on cigarettes. Emotional strain during 
this period often leads to recidivism. 
(iii) The period from three months to one year when about 
20% of recidivists resume smoking. During this 
period, absentees are usually over the worst and can 
often go through the day without thinking of 
cigarettes. As a result, a number are not mentally 
prepared for bouts of temptations when they occur, 
and consequently, they succumb. 
(iv) The period from one to two years after the beginning 
of abstinence. About 5% of recidivists relapse 
during this period. The origins of relapse during 
this time period appear to be broadly similar to 
those during period (iii). 
(v) The time frame beyond two years after the quit-date. 
No more than 3% of recidivists relapse in this 
period. Most absentees at this point, when asked at 
this point how long they expect to refrain from 
smoking, answer "forever". 
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Major increases in abstinence rates in smoking cessation programs 
will likely depend on an increased understanding of the dynamics of 
relapse. Until recently, work on relapse prevention has occurred in a 
theoretical vacuum. Lichtenstein and Brown (1982) have described this 
period of research on the maintenance of nonsmoking as "a trial-and-
error search for procedures that might work". More systematic empirical 
and theoretical work on relapse prevention, however, has begun within 
the last eight years (e.g., Bandura, 1977; Marlatt, 1978; Marlatt & 
Gordon, 1980). 
Suggestions for Future Research 
A strong recommendation for research practice in the smoking 
cessation field is to stop analyzing percent reduction at three month, 6 
month, and 12 month follow-up, etc., but instead to focus on relapse 
times. The distribution of relapse times contains most, if not all, of 
the important response information on the effectiveness of a smoking 
cessation treatment. If the object of the treatment is smoking 
reduction, then percent reduction may be the most valuable datum. But 
if the object is relapse prevention, then one must study relapse times. 
The statistical procedure designed for such data is survival 
analysis. It can specifically include the parameter of primary interest 
to smoking cessation researchers - the proportion of permanent quitters. 
This parameter can be estimated and informative interval estimators 
constructed if one of the numerous parametric models used provides a 
good fit to the distribution of relapse times. The present study 
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demonstrated that the Wei bull distribution provided an excellent degree 
of fit to the four sets of data under consideration. Its 
generalizability to sets of data collected by other researchers at 
different locations should be ascertained. 
Smoking cessation researchers need to tailor their data collection 
procedures to take advantage of the powerful features of survival 
analysis. Firstly, researchers could attempt to obtain exact relapse 
times rather than collect smoking status information at various follow-
up times. However, subjects' recollections of how long they abstained 
are often unreliable. In addition, subjects usually give a gross 
estimate of how long they were abstinent, that is two months, say, 
rather than nine weeks and three days. 
Even if researchers stay with the conventional follow-up approach, 
useful changes could be made. Meeker (1981) shows that if a fixed 
number of follow-ups (say k) are to carried out, they would be optimally 
spaced out (with respect to the efficiency of the estimators) if an 
equal number of failures occur in each of the k+1 intervals formed. 
Information gathered about relapse times in this study provide estimates 
of quanti les. Thus, for four follow-ups with the RS data, follow-ups 
would be efficiently spaced if they occurred at approximately 4 days, 15 
days, 8 weeks, and 5.5 months. For the SS data, the equivalent figures 
are 5 days, 16 days, 7 weeks, and 4 months. 
It is also possible to give recommendations about the time of 
latest follow-up necessary to obtain a good estimate of the proportion 
of nonfailures parameter. Results of simulations reported in Meeker 
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(1983) suggest that if the failure times follow a Wei bull distribution, 
then a minimum of 80% of the failure times should be observed before an 
estimate of the nonfailure proportion is obtained. For a good estimate 
of the parameter, it is preferable to observe more than 90% of the 
failure times. Thus, if relapse times follow a Weibull distribution, 
then one year follow-up data should provide a satisfactory estimate of 
the nonfailure proportion. 
From a statistical point of view, likelihood ratio tests should be 
derived to test for differences between the proportion of permanent 
quitters in several populations with interval censoring. Also, the Cox 
nonparametric proportional hazard model should be adapted to situations 
(such as the present one) where interval censoring and nonfailure 
parameters occur. 
Finally, in smoking cessation studies with individuals receiving 
treatment in groups, the extent of the resultant problem needs to be 
measured and possible solutions explored. One possible solution 
(mentioned above) is by including dummy variables representing the group 
terms in proportional hazard models. Within-group correlation of 
relapse times may be minimal outside of friends and relatives. 
In the psychological arena, the evidence gathered in this study 
indicates that about a third of individuals self-selecting their 
treatment in a clinical setting will never smoke again. Results this 
good with comparable sample sizes have neven been obtained. This 
performance is good enough to indicate that this program deserves wider 
clinical application. In the research area, the ideas of giving 
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individuals a choice of treatment and using community volunteers who are 
ex-smokers deserve further study 
One important qualification to the above is that corroboration to 
subjects' self-reported abstinence was not sought except in a few cases. 
Although there is virtually no evidence of subjects' lying, a recent 
review (Lichtentein & Brown, 1982) strongly recommended that in all 
future research corroboration of self-report be sought. 
Of course, when two-thirds of individuals receiving treatment are 
not expected to successfully quit on a permanent basis, there is 
considerable room for improvement. The key to improvement would appear 
to lie in relapse prevention. There is evidence that maintenance 
procedures as a part of treatment after the quit date can be effective 
in preventing relapse (Lando, 1982a) and that abstinent subjects who 
perform coping responses are more successful than those who don't 
(Shiffman, 1982). 
Basic research is currently focusing on cognitive relapse 
prevention strategies (Lichtenstein & Brown, 1982). To avoid some of 
the mistakes of the past, researchers must ensure that sample sizes are 
large enough so that parameters can be estimated satisfactorily and that 
there is enough statistical power to reduce the proportion of Type II 
errors to a minimum. 
I l l  
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APPENDIX; 
LISTING OF RELAPSE TIMES FOR THE SURVIVAL 
ANALYSIS DATA 
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Table Al. Time to relapse data for the AM-RS sample 
Fol low-up Number of Number 
Interval Rec idivists Censored 
0 - 1 week 34 0 
1 week - 1 month 31 0 
1 month - 2 months 15 0 
2 months - 3 months 9 0 
3 months - 6 months 12 1 
6 months - 9 months 8 0 
9 months - 12 months 6 0 
12 months - 18 months 5 2 
18 months - 24 months 0 2 
24 months - 30 months 2 2 
30 months - 33 months 1 4 
33 months - 36 months 0 4 
36 months - 48 months 0 6 
48 months - 53 months 0 5 
53 months - 60 months 0 3 
60 months - upward _ 10 
^ Number censored applies to those known to be abstinent at the start of 
the given follow-up interval but whose subsequent abstinence history is 
unknown. 
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Table A2. Time to relapse data for the NM-RS sample 
FollOW-UD Number of Number 
Interval Recidivists Censored 
0 - 1 week 25 0 
1 week - 1 month 21 0 
1 month - 2 months 7 0 
2 months - 3 months 6 0 
3 months - 6 months 16 1 
6 months - 9 months 6 0 
9 months - 12 months 2 0 
12 months - 18 months 5 1 
18 months - 24 months 1 1 
24 months - 29 months 1 2 
29 months - 33 months 0 7 
33 months - 36 months 0 3 
36 months - upward 16 
^ Number censored applies to those known to be abstinent at the start of 
the given follow-up interval but whose subsequent abstinence history is 
unknown. 
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0 - 1 week 7 0 
1 week - 1 month 16 0 
1 month - 2 months 7 0 
2 months - 3 months 4 0 
3 months - 6 months 12 0 
6 months - 9 months 2 0 
9 months - 12 months 1 0 
12 months - 18 months 0 11 
18 months - 24 months 0 8 
24 months - 27 months 0 5 
27 months - upward 0 3 
' Number censored app1i es to those known to be abst i nent at the start of 
the given follow-up interval but whose subsequent abstinence history is 
unknown. 
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0 - 1 week 35 0 
1 week - 1 month 35 0 
1 month - 2 months 23 0 
2 months - 3 months 11 0 
3 months - 6 months 16 0 
6 months - 9 months 6 1 
9 months - 12 months 4 0 
12 months - 18 months 2 44 
18 months - 24 months 1 15 
24 months - 27 months 0 5 
27 months - upward 2 
^ Number censored applies to those known to be abstinent at the start of 
the given follow-up interval but whose subsequent abstinence history is 
unknown. 
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Table A5. Time to relapse data for the RS sample 
Fol low-up Number of Number 
Interval Recidivists Censored 
0 - 1 week 59 0 
1 week - 1 month 52 0 
1 month - 2 months 22 0 
2 months - 3 months 15 0 
3 months - 6 months 28 2 
6 months - 9 months 14 I 
9 months - 12 months 8 0 
12 months - 18 months 10 3 
18 months - 24 months 1 3 
24 months - 29 months 3 4 
29 months - 30 months 0 7 
30 months - 33 months 1 4 
33 months - 36 months 0 7 
36 months - 48 months G 22 
48 months - 53 months 0 5 
53 months - 60 months 0 3 
60 months - upward _ 10 
^ Number censored applies to those known to be abstinent at the startc3f 
the given follow-up interval but whose subsequent abstinence historyiss 
unknown. 
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Table A6. Time to relapse data for the SS sample 






0 - 1 week 42 0 
I week - 1 month 51 0 
1 month - 2 months 30 0 
2 months - 3 months 15 0 
3 months - 6 months 28 0 
6 months - 9 months 8 1 
9 months - 12 months 5 0 
12 months - 18 months 2 55 
18 months - 24 months 1 23 
24 months - 27 months 0 10 
27 months - upward 5 
^ Number censored applies to those known to be abstinent at the start of 
the given follow-up interval but whose subsequent abstinence history is 
unknown. 
