In future it will be increasingly important for the customers and the service providers to make measurements in the Internet to ensure the QoS required by various services. But not everyone will have access to all the information available at the various network components (e.g. at the routers) for such measurements. Thus it is important to devise new methods to estimate traffic intensity at various nodes based on partial information available to a user or a service provider (say from a subnetwork not owned by it). The measurement tools available in Internet, for example, the PING probe and the TRACEROUTE (available in various refinements) have been used by users to obtain the connectivity and some congestion information in the Internet. In this paper using these tools we suggest and compare different estimators to estimate aggregate traffic intensities at various nodes in the network. One can use this information for selection of routes as well as for admission control in the Integrated and Differentiated Services Architectures in the Internet and also in a Connection Admission Controller in ATM networks. Our method works for general stationary traffic streams as well as for general network topologies.We also show the convergence of these estimators and provide simulation results.
used with other tools also. Our techniques are discussed in the idealistic setting so that the problems of obtaining accurate measurements in the network are isolated from the inherent limitations of the accuracy of the estimators themselves.
Another scenario where our estimation procedure can be used is in the measurement based admission control in the Internet and ATM networks. The main quantity to estimate for making the admission control decision is the aggregate traffic intensity at different routers or switches on the path ( see Sharma and Mazumdar[l8] , Gelembe et.a1. [9] ). A particularly pertinent class of admission control algorithms is in Turanyi et al. [ 191 where they use the aggregate traffic intensity to make admission decisions.
There are various proposals on the use of probing streams for QoS routing in the Internet(see Chen and Nahrstedt [6] ).0ur estimation procedures should be useful in this context also.
Now we provide our model and the estimation problem in more specific terms (called analytical framework in [ 141).
Initially we consider a queue with two input Poisson streams with rates XI and A2 and iid service times with the distributions of s(1) and s(2) (the model and the probabilistic assumptions will be considerably generalized below). Stream 1 is called a "test stream"(or the probe stream) which is sent in the queue to estimate X2. Depending upon the delays experienced by stream 1, we try to estimate &. Sharma and Mazumdar [ 181 suggested several algorithms for estimation in such a scenario. They also considered the more general case of general stationary ergodic arrivals and tandem and product-from queueing networks. However, all the systems considered had infinite buffers at each queue. The case of finite buffers is obviously of practical interest. We address such systems in this paper. As against the algorithms in [ 181, our present method works for infinite and finite buffer nonproduct form general networks also. In addition, for our present method the "test stream" can be arbitrary. This will allow us to use this method for the test stream generated by the PING probe or by TRACEROUTE.
Some other relevant literature on estimating parameters in queuing systems is Bhat and Subba Rao [3] , Pickand I11 and In section 2 we study a single queue. Section 3 considers a tandem of such queues. In section 4 we consider nonproduct form general networks. Simulation results are provided in section 5.
Single Queue
In this section we consider a single queue with two Poisson arrival streams, (this assumption will be removed later) each with iid general service requirement. The stream 1 is a test stream with rate X I , which will be used to "monitor" or estimate the system state (as mentioned below). Stream 2 has arrival rate X2. A generic service time of stream i is s ( i ) , i = 1 , 2 . We assume a FCFS discipline. The queue can store upto M packets (in addition to the packet in service).
If any packet arrives to a full buffer, it is lost. The rate A1 and the packet lengths of stream 1 are known. The aim is to estimate A2 given the sojourn times of stream 1 in the system. In the following we will consider different scenarios and then mention extra assumptions for the system.
Consider the situation where we know when a stream 1 arrival occurs, when it departs from the queue (may be via an immediate acknowledgment) and its packet lengths. If a customer (packet) of stream 1 is lost, its ack is not received and hence we know which packets are lost. The packets of stream 2 are not observable. This scenario can be abstracted to varying degrees of accuracy from the various measurement tools in Internet. This happens for example, if we use PING or TRACEROUTE except that instead of the departure times from the queue, we only know the round trip time (the time for the packet to reach the destination and for the ack to return to the source). We will assume that the time taken by the ack is known (it happens if its queueing delays are negligible and its route is known). By putting time stamps on the packets (and synchronizing the clocks) one can obtain the time taken by the packet alone (in the forward path). From the available information, we can calculate the fraction of packets lost from stream l. One can By PASTA, the stationary probability P(2) of packet loss of type 2, equals P(1) and hence we have a consistent estimate of it also. Furthermore from the available information, we know the packets of stream l which find the system empty (because we know their sojourn times and service times). Again by PASTA, the fraction of such packets gives a consistent estimate of 1 -p where p is the total traffic intensity entering the system, and
Therefore, we obtain a consistent estimate of A2 if we know E[s (2) ] (otherwise we get a consistent estimate of &E[s(2)], which being the workload arrival intensity of stream 2 is anyway more relevant). Asymptotic normality of the estimate of A2 is also obtained if E [ ( s (~) )~] < 03, i = 1,2. This is because, from the CLT for regenerative processes any linear combination of the above estimates of p and P ( i ) is asymptotically normal and A2 is a continuously differentiable function of P( l ) , p. Now use the Cramer-Wold device to obtain the asymptotic normality of the estimate of AS. We also obtain the rate of convergence from Sharma[l6] .
Actually the consistency of the above estimator holds even when { (sn(l), ~~( 2 ) ) )
is strictly stationary and ergodic. For asymptotic normality stronger conditions will be required.
In a practical network scenario knowing the total time a packet takes on its path, we can find if it experiences queueing delay as follows. The total time a packet takes on its path includes the transmission time, the propagation delays on the links and the processing times. By sending many packets on a route over a certain time the minimum time taken by these packets can approximate all these delays without the queueing delay. Knowing this we can compute the number of packets which did not face the queueing delays. Similar comments will hold for our estimation techniques later on also but we will not repeat them.
If the service times of both the streams are exponential with the same known rate p, then, we can use the above provided estimate of probability of loss in thz formula (2) to obtain the estimate of j j the total traffic intensity arriving at the system (= (XI + X2)/p) and hence then of X2. For general service times such a formula is not available and hence we used the above procedure. However, interestingly, (1) provides a more efficient estimator even for M/M/l/k case (also see the comments below).
Next we consider the algorithm we provided in section Thus we suggest a modification of this scheme. The modification provides only an approximate estimate but the advantage with respect to the first scheme (via (1)) provided above is that, we can extend it to the case where the second stream is a general stationary, ergodic process. We send the packets of stream 1 at regular intervals nAt, where A t is a small appropriate constant. Now consider the number of packets of stream 2 which arrive between a consecutive pair of stream 1 which are in the system at the same time. Since interval A t is small, there is a good probability that if a packet of stream 1 enters the queue then the next one will also enter. The probability that there is no arrival in stream 2 in time At is e -A t x 2 . When At is small, this probability is large. We estimate this probability by the fraction of consecutive pairs of stream 1 which are in the queue at the same time, and find no type 2 packet between them (this will be known by looking at the arrival epochs, the departure epochs and the service times of type 1) to the total number of such pairs. This estimate is an approximation of e-Atx2
(and hence provides an approximate estimate of A, ) because the following event has been ignored. On arrival, a type I packet enters the queue, then during next A t time enough packets of type 2 arrive such that some of them overflow, then a departure takes place and then the type 1 packet arrives At time later. When At is small, this event will be very rare and hence we can have a good approximation of X2. The smaller the At, the better is the approximation. However, then the test stream will load the queue more and more making it heavily loaded. This will not make the estimation procedure invalid but it may not be desirable in a network. Thus actually we will modify the scheme as follows. The 2nth packet of stream one is generated at time nX, T > 0 and the (2n+ 1)st packet is generated at time nT+At where 0 < At < T . We can take At small and T to be a suitably large constant. Then we can consider only the pairs sent at times nT, nT + At and take the fraction of those pairs with no arrival between them to the total number of pairs which are both admitted to the queue. There is one more undesirable effect of very small At. Denoting e-Atx2 by p , if it has an estimation error of Ap then this leads to an error of Ap/Atp in the estimate of A?. Our simulation experience in section 5 shows that this requires that A t should be carefully chosen for the case when there are small buffers and the p is large. For larger buffers (2 10) the estimate is not that sensitive to At. This observation is valid for the other systems described below where this scheme has been used. Observe that in this scheme we did not require the knowledge of E[s (2) ]. The asymptotic normality of this estimator will be obtained if the service times of each stream are iid and As mentioned above, this procedure can be generalized to the case when the stream 2 is a general time stationary ergodic sequence. Then the probability of the event that in a small interval At, no arrival comes is 1 -&At + o(At) and that of the event that one batch arrival comes is AzAt + o(At). Ignoring o(At), the above procedure will provide an estimate of 1 -A 2 4 t (and hence of 212). Again the above comments regarding the size of A t vs the accuracy of the estimate hold.
In the next section we extend the above approximation scheme to a tandem of queues and in section 4 to nonproduct form networks. Now we compare the last scheme with the estimate provided via (1) and (2) . The first scheme has to take samples when the stream 1 sees the system full and when it sees the system empty. One of these events can be somewhat rare in many situations (e.g., in heavy traffic case, the empty epochs will be rare and in the light traffic case overff ow epochs will be rare). However, the last scheme can be formed so that more frequent events are sampled. In addition the simulation experience (see also the justification below) in section 5 shows that the approximate estimate can be quite accurate. But whenever the estimator based on (1) is applicable, it seems to be more efficient (based on our simulation results) than the last estimate. Next we compare the estimates based on (1) and (2). The estimate in ( 2 ) is based on only estimating the probability of packet loss for stream 1, As just commented, if the p is small and the buffer size is somewhat large, then this event will be rare and estimating it will not be very efficient (for the estimator via (l), under such conditions estimating p will be more efficient and it seems to compensate the loss in efficiency in estimating P( 1)). If the event is not rare then this should provide a good estimate (although it is valid only for an M/M/lk system). Our simulation experiments indicate that indeed in most of our experiments, the estimate based on (1) out performs that based on (2). This is a useful observation because (1) provides the estimate under more general conditions.
From the practical point of view, in the networks, the robustness of the estimators is also an important issue. By taking derivative of 6 in (2) with respect to the probability of loss, we observe that a small error in the estimate of this probability leads to several orders of magnitude increase in error in the estimate of p even for a small buffer length of 10 (the error increases with the buffer length). However for the estimates from (1) or from the last scheme, the estimation error for XZ is of the same order of magnitude as of the primary quantity estimated. Therefore both of these estimators are much superior to (2) even though the error in estimation of fraction of pairs without any other traffic in between them should have more estimation error.
Tandem of Queues
We first consider a tandem of two queues. The test stream is stream 1. Stream 2 enters queue 1 and after service leaves the system (this assumption is not required for our algorithms). Stream 3 enters queue 2 and leaves the system after service. Streams 2 and 3 are Poisson processes (this assumption will be removed later) but their service times can be arbitrary iid sequences. Both the queues have finite buffers. If a packet arrives at a queue and the buffer is full, the packet leaves the system. We will know the exact arrival epochs, service times (in both queues) and the departure epochs of stream 1 from the system. The aim is to estimate and X 3 .
Our comments at the beginning of section 2 regarding the applicability of these assumptions if PING or TRACER-OUTE probe streams are used, remain valid for this system as well as the system considered in the next section.
First send the test stream only through the first queue (after service from queue 1, the test stream leaves the system). Then we know the exact departure times of stream 1 from queue 1. Now the methods of section 2 can be used to estimate Xz. Next pass the test stream through both the queues 1 and 2. Now the departure instants of stream 1 from queue 1 are not available to us; only the departure instants from queue 2. Because of this the methods in section 2.2 and 2.3 in Sharma and Mazumdar [18] could not be used for tandem queues. Now we provide a modification of that procedure which provides exact (asymptotic) estimates for the infinite buffer queue but an approximation for the finite buffer system. For the scheme to be presented actually the PING probe stream is not appropriate but the TRACEROUTE can be used. The reason is that in case of TRACEROUTE one can send the probe stream upto different hops of a route. Also one knows the exact path followed by a packet. The actual path followed by a PING packet is not available to us -only the destination node.
We take the test stream to be a batch arrival process where each batch is of size N I , the inter-batch distance is arbitrary and the service times of the customers of type 1 in each queue are constants At (actually as will be clear from the last paragraph of this section, instead of taking a batch of packets arriving at exactly one instant, one could take these packets to arrive at regular intervals-the modifications required are as in the last paragraph). Since the test stream is under our control, we can choose N I , At and inter-batch distances appropriately. The packets of a batch in queue 1 will occupy consecutive positions (whichever are admitted to the queue). Thus, interdeparture times of those customers from queue 1 will be At. Some (or none) of these will be admitted to queue 2. When they depart queue 2, we will know if there was any packet of type 3 in between those packets. This is because when there is no type 3 packet between two consecutive packets of a batch, their interdeparture distance from queue 2 will be At. Thus as in the last section, from a sample of such packets we can estimate ePAtx3 (and hence X 3 ) via the fraction of the admitted pairs with no type 3 packet between them to the total number of the pairs admitted to queue2. This will be an exact estimate for the infinite buffer case. In that case actually we don't need to consider only the pairs with no arrival of type 3, but could consider all the packets of a batch and estimate X3AtE[s (3) ] -this will be more efficient (although our simulation experiments did not show any noticeable improvement in efficiency). For the finite buffer queue the estimate of e-Atx3 will be approximate (as for a single queue) and the approximation will improve as At decreases (although after a while, because of the sensitivity effect on the estimation error, mentioned in the last section, the estimate will actually start becoming worse). The consistency of the (approximate) estimator is obtained by the strong law of large numbers (SLLN) . For asymptotic normality, we further assume that the service times of streams 2 and 3 are iid and by the results in Sharma [ 171) that the regeneration length T (the regeneration epochs can be taken as the amval epochs of type 1 to the system which find the system empty) satisfy E[r2] < CO. Now the asymptotic normality can be obtained as in section 3. If stream 2 also passes through queue 2 then again the algorithm works in the same way because there will be no packet of stream 2 within packets of a batch of stream 1. This method can be used when the arrival streams 2 and 3 are general stationary ergodic. Then A 2 is estimated as in section 3. For stream 3 also, we can estimate 1 -& A t in the same way. These comments will hold for a tandem of n queues studied below. This allows us to consider this tandem of queues to be the queues on the route of the virtual circuit of a connection in a network because all the other traffic on a node could be represented by the general stationary ergodic stream.
The above procedure can be extended to more than two queues. The approximation will not become worse as we estimate the arrival rate at a queue at a later stage in the network. Thus for a queue at stage n, n > 2 we will pass the test stream through the first n queues only. Hence we will know exactly when the packets of stream 1 depart from queue n. Since in each queue the service times of stream 1 are At, we will know, after looking at their departure instants between which packets from an original batch of stream 1 there were no arrivals from streams 2 , . . . , 12 + 1 (then their interdeparture times will be At). For the infinite buffer case, we can get from this a consistent estimate of e-At(x3f...+x-+1) while for the finite buffer case an approximate estimate. Since we have already estimated X3, . . . , A,, now we will have an estimate of X n + l . The consistency and asymptotic normality of the estimate is obtained as for the two queues case.
Queueing Networks
We can use the method of section 3 for networks with feed-back also. We illustrate by a few examples. The overall scenario is as in section 3. We know the arrival epochs as well as the departure epochs of stream 1 from the system. In addition we know the service times (which will be fixed ,At in this section) of packets of sream 1. Based on this information, we want to estimate the arrival rates of other traffic streams entering the system. In section 3 we did not need the queueing system to be stable (ergodic). However, now we will assume stability with the test stream in the network because, otherwise the traffic rate we may be estimating, may not exist. We will not prove the ergodicity of the systems. In literature, under various conditions, stability of such networks is available. Sharma and Mazumdar [ 181 provided an algorithm to estimate traffic intensities under this scenario but only for the product-form, infinite buffer systems. The algorithm in the present section is valid for nonproduct-form and finite buffer systems.
First consider two queues, Q1 and Q2 with stream 2 a stationary ergodic sequence (when entering the system) with rate X2. The stream 2 follows the route Q2 + Q1 + Q2.
The service times of stream 2 in both the queues are assumed to form stationary ergodic sequences. We pass the test stream through Q1 and then it leaves the network. The 212th customer of the test stream, n 2 1 will enter the queue at times nT, T > 0 and (2n+l)st customer at time n T + A t .
The constants At,T are suitably chosen, At a small constant and T a relatively large constant At < T . The service times of the test stream can be arbitrary (say iid or constant and such that total traffic intensity p at queue 1 is less than 1 in case of infinite buffer at Ql). It is assumed that the traffic stream 2 entering 4 1 is asymptotically stationary, ergodic. By observing the arrival times and the departure times of the test stream through the system, we will know in between which pairs (an, 2n + 1) of the test stream there are arrivals of stream 2. Now the estimation procedure of A2 remains as in section 3. Asymptotic stationarity of stream 2 entering Q1 provides the consistency of the estimate. For the estimate to be good At should be small. For the finite buffer case the approximation will be worse than for the infinite buffer system. A slight modification of this scheme can take care of probabilistic routing also. Now we consider a network of three queues Q1, Q2, 4 3 .
Stream 2 has the routing Q2 -+ Q1 -+ Q2 and stream 3 has routing Q3 + Q 2 -+ Q1. We assume that the arrival streams 2 and 3 are stationary, ergodic and their service times in each queue are also stationary and ergodic. We first pass the test stream only through Q1 and then it leaves the system. Then we can estimate A2 + A3 by the schemes mentioned earlier. Next we send the test stream through the route Q1 -+ Q3. The test stream is generated at times {nT,n 2 l} with a batch of size m > 1 at each such epoch. The service times of this stream in each queue will be At. With probability 1 -X3At, the packets within a batch will be separated by At in time from each other at departure times from 4 3 . This will provide us an estimate of X3. Now will also obtain an estimate of X 2 . We will provide the simulation results for this system in section 5.
Simulation Experiments
In this section we describe our simulation experience. We are interested in obtaining information about the following questions: (i) In case of the M/M/l/k system, which is the most efficient estimator in section 2. In the following we provide our findings on the above is-sues based on our simulation data, The tables 1-4 contain the simulation results for a single queue. In table 1, the estimates are based on a sample size (of test stream) 10,000. This was done to show the difference in performance of the three estimators for the case of an M/M/l/k system. With a sample size of 20,000 all estimators perform very well and hence, their performance cannot be compared. For the estimators via equations (1) and (2), the test stream was a Poisson process while for the third estimator the arrivals come at times { nT, nT + At, n 2 0). A * in the table indicates that for that particular case no packet of stream 1 was lost and hence formula (2) would give no estimator. For the estimates it did provide, we observe that for small p and large buffers its quality is worse than the other estimators (in fact even for p = 0.9 and buffer size 15 its performance is the worst). For larger p and smaller buffer sizes the approximation e-Atx is not very accurate and hence we observe that under these conditions this method provides worse performance than via (1) and at times also worse than via (2) . Overall, the estimator via (1) provides the most accurate results for all p and buffer sizes. We also observed that the sensitivity to At in general was large for buffer size five and p = 0.9 but not so much for other values. Furthermore, the sensitivity was minimal for the infinite buffer case.
Next consider table 2. Now the system has an infinite buffer size. We have the option of estimating AaE[s(2)]At or e-Atxz. We observe that the estimation via AzE[s(2)]At is more accurate, as expected (for AzE[s(2)]At, we did not need At to be small). Also, the number of samples required for the infinite buffer case is much more than the finite buffer case because the regeneration lengths for the infinite buffer case can be much longer (which makes the samples more correlated and hence the rate of convergence of the estimates much slower).
In the above two cases we also simulated the system with deterministic service times (not reported in the paper) and obtained similar conclusions, Below we will report some results with deterministic service for tandem queues. Table 3 provides results when the inter-arrival times are a sum of two exponentials. As expected errors are large when the p is large and the buffer size is small. Table 4 contains the results when the interarrival time is a mixture of two exponentials. In this case errors are more than other cases (e.g. Table 3 ) even when the sample size is larger. In fact the estimate was also more sensitive to At. One of the reasons we require larger sample size in tables 3 and 4 is that the estimate requires the arrival stream to become time stationary (we started with an arrival at time 0).
In tables 5-7 we provide simulation results for a tandem of three queues. Except the test stream, the others are Poisson processes with A, rate in queue i -1, i = 2,3,4. The service times are iid with distributions exponential or deterministic. We want to estimate all these Xi. In the first queue the estimate is observed by any of the above methods (we used only the third method here). Then the test stream was sent through Q1, and Q2 and an estimate of A3 was obtained. Next the test stream was passed through the queues Ql-Q3.
The test stream was generated with batches of 5 packets, A t was taken between 0.1 and 0.01. The sample size of the test stream was 50,000. The bufferAsizes were 10, 15, 20. We observe that both the estimates As, of X3 and A4 are quite accurate in all the cases.
In table 8 we provide the results for the three queue network described in section 4. Each queue has a finite buffer and the service times are deterministic. Streams 2 and 3 are Poisson and follow the routes Q2 + Q1 + Q2 and Q3 -+ Q2 + Q1 respectively. In the table pz denotes the total traffic intensity at QZ. We first sent the stream 1 only through Q1 and estimated A2 + As. Then we sent the stream 1 through the route Q1 -+ Q3 and estimated As. This time the test stream was generated at Q1 with batch sizes of 5. The buffer sizes considered were 10, 15 and 20. The rates X2 + X3 were estimated via an estimate of 1 -(A2 + X3) while A3 at Q3 was estimated via e-x3At. Thus, we see that the estimate of A3 is generally better than that of X2. Also, to obtain a proper estimate of A2 + A3 at Q1, the network needed to be in stationarity. Thus, we had to take a lot more sample (100,000) to obtain a reasonable estimate. We also observe that at higher p, the estimate of A2 is worse than at lower p. This is partly because in general for higher p the estimation is harder and also because the approximation by 1 -(A2 + As)& will be worse. At higher p we also found that the estimates were more sensitive to At.
Buf. size service. At = 0.003, sample 100,000. 
