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a b s t r a c t
Of concern is the following Cauchy problem for fractional integro-differential equations
with time delay and nonlocal initial conditionu′(t)−
∫ t
0
(t − s)µ−2
Γ (µ− 1) Au(s)ds = F(t, u(t), u(κ(t))), t ≥ 0,
u(t)+ Ht(u) = φ(t), −τ ≤ t ≤ 0,
where 1 < µ < 2, τ > 0, A : D(A) ⊂ X → X is a generator of a solution operator
on a complex Banach space X , the convolution integral in the equation is known as the
Riemann–Liouville fractional integral, κ(t) : [0,+∞) → [−τ ,+∞) representing the
delay property, is a function, and Ht is an operator defined from [−τ , 0] × C([−τ , 0], X)
into X for some T > 0 which constitutes a nonlocal condition. The local existence and
uniqueness of mild solutions for the Cauchy problem, under various criteria, are proved.
Moreover, we present an existence result of the global solution. Also an example is given
to illustrate the applications of the abstract results.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let X denote a complex Banach space with norm ‖ · ‖. As usual, the family R(z; A) = (zI − A)−1, z ∈ C − σ(A) of
bounded linear operators stands for the resolvent of A, and denoteL(X) by the space of all bounded linear operators on X .
Let us first recall the definition of the solution operator.
Definition 1.1 (See [1,2]). Let A be a linear closed operator with domainD(A) defined on X . By a solution operator associated
with A in X , we mean a family {Qµ : R+ → L(X)} of strongly continuous operators and there exists θ ∈ R such that
(i) {λµ : Re λ > θ} ⊂ ρ(A) and
(ii) λµ−1R(λµ, A)x = ∫∞0 e−λtQµ(t)xdt (Re λ > θ, x ∈ X).
In this case, Qµ is called the solution operator generated by A.
For more details about the solution operator, we refer the reader to [3] and the references therein.
Definition 1.2 ([4]). Let f : R+ → R be a continuous function and α ≥ 1. Then the expression
(Iα f )(t) = 1
Γ (α − 1)
∫ t
0
(t − s)α−2f (s)ds
is called the Riemann–Liouville integral of order α − 1.
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Starting from some speculations of Leibniz and Euler, followed by the works of other eminent mathematicians
including Laplace, Fourier, Abel, Liouville and Riemann, the fractional calculus which allows us to consider integration and
differentiation of any order, not necessarily integer, has been the object of extensive study for analyzing not only stochastic
processes driven by fractional Brownian motion, but also nonrandom fractional phenomena in physics, nonrandom
fractional optimal control (cf. [5–7,4]). One of the emerging branches of this study is the theory of abstract differential
equations that involve fractional derivatives in time, see [8–17] and references therein. As indicated in [18,4], this class of
equations can provide an excellent instrument for the description of memory properties of various materials and processes.
Whatwewant to emphasize is that this is themain advantage of fractionalmodels in comparisonwith classical integer-order
models, in which such effects are in fact neglected.
Recently, some interesting results have been presented by Cuevas and Souza [1], where by means of the fixed point
theorem established in [19] and Banach contraction principle, they studied S-asymptotically ω-periodic solutions for the
following Cauchy problem involving Riemann–Liouville fractional integralu′(t)−
∫ t
0
(t − s)µ−2
Γ (µ− 1) Au(s)ds = G(t, u(t)), t ≥ 0,
u(0) = u0 ∈ X,
(1.1)
with 1 < µ < 2 and A : D(A) ⊂ X → X is a generator of a solution operator on X . Subsequently in [2], in terms of the
axiomatic definition of the phase space B introduced in Hino et al. [20], they extended the results of [1] to problem (1.1)
with infinite delay. From [6,18] and references therein, one can find the physical motivation and importance for this kind of
problem.
However, on the one hand, since the first work by Byszewski [21] in 1991, there has been increasing interest in studying
the Cauchy problem of abstract evolution equations with nonlocal initial conditions of type
u(0)+ H(u) = u0
in Banach spaces (cf., e.g., [22–26], where H is a operator from some space of functions which constitutes a nonlocal
condition. As indicated in [21,27] and references therein, the Cauchy problemwith nonlocal initial condition can be applied
in physics with better effect than the classical Cauchy problem with traditional initial condition u(0) = u0. For instance,
in [27], the mapping H is given as follows
H(u) :=
p∑
i=1
Ciu(ti),
where Ci (i = 1, . . . , p) are given constants and 0 < t1 < · · · < tp−1 < tp < +∞ (p ∈ N), which is used to describe the
diffusion phenomenon of a small amount of gas in a transparent tube. In particular, in [28,29], the following Cauchy problem
is studied.{
u′(t)− Bu(t) = G(t, u(t)), t ≥ 0,
u(0)+ H(u) = u0,
where it was assumed that B is the infinitesimal generator of a C0-semigroup and a compact C0-semigroup, respectively.
On the other hand, due to their applications in several fields of science, the research on the Cauchy problem of abstract
evolution equations incorporating memory or aftereffect has become an active area (cf. e.g., [30,31,20,32]). Especially, one
always describes amodel which possesses hereditary properties by abstract evolution equations in practice. Moreover, note
that the initial condition of the problem considered in [33] is taken by
Ht(u) :=
p∑
i=1
Ciu(ti + t), t ∈ [−τ , 0].
In this case, Ht(u) allows the measurements at t = 0, t1, . . . , tp, rather than just at t = 0. So more information is available.
In the present paper, motivated by the above contributions, we shall combine these earlier work and extend the study
to the following Cauchy problem for fractional integro-differential equations with time delay and nonlocal initial conditionu′(t)−
∫ t
0
(t − s)µ−2
Γ (µ− 1) Au(s)ds = F
(
t, u(t), u(κ(t))
)
, t ≥ 0,
u(t)+ Ht(u) = φ(t), −τ ≤ t ≤ 0,
(1.2)
where 1 < µ < 2, τ > 0, A : D(A) ⊂ X → X is a generator of a solution operator on X , the convolution integral is
understood the Riemann–Liouville fractional integral, κ : [0,∞)→ [−τ ,∞) representing the delay property, is a function
with particular case κ(t) = t − τ , and the operators F , H will be specified in next section. Here, first some results on the
local existence and uniqueness of mild solutions for (1.2), under various criteria, will be established. We also present an
existence result of global solution. Finally, we give an example to illustrate the applications of the abstract results.
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2. Preliminaries
In this section, we introduce notations, definitions, preliminary facts, and hypotheses which are used throughout this
paper. Denote by C([−τ , T ], X) the Banach space of all continuous functions from [−τ , T ] into X with the uniform norm
topology
‖u‖τ ,T = sup{‖u(t)‖ : t ∈ [−τ , T ]}.
It follows from [3] that if A is sectorial of type θ (∈R), that is, A is a linear closed operator and there exist constants
ϕ ∈ (0, pi2 ) and C0 > 0 such that C− {θ + λ : λ ∈ C, |arg(−λ)| < ϕ} ⊂ ρ(A) and
‖R(λ, A)‖L(X) ≤ C0|λ− θ | , λ ∈ C− {θ + λ : λ ∈ C, |arg(−λ)| < ϕ},
then A is a generator of a solution operator Qµ(t), which is given by
Qµ(t) = 12pi i
∫
Γ
eλtλµ−1(λµ − A)−1dλ,
provided that 0 ≤ ϕ < (1 − µ/2)pi , where Γ is a suitable path lying outside the sector {θ + λ : λ ∈ C, | arg(−λ)| < ϕ}.
And Cuesta [34, Theorem 1] has proved that there is a constant C(≥1)which depends on C0 such that the estimate
‖Qµ(t)‖L(X) ≤ C1+ |θ |tµ (2.1)
holds for all t ≥ 0. Moreover, we have the following results which is taken from [35, Proposition 3.1 and Lemma 2.2].
Proposition 2.1. Assume that Qµ(t) is a solution operator defined on X with generator A. Then, we have
(1) Qµ(t)D(A) ⊂ D(A) and AQµ(t)u = Qµ(t)Au for all u ∈ D(A);
(2) Qµ(t)u = u+
∫ t
0
(t−s)µ−2
Γ (µ−1) AQµ(s)uds for u ∈ D(A) and t ≥ 0;
(3) Let u ∈ X and t > 0. Then it follows that ∫ t0 (t−s)µ−2Γ (µ−1) Qµ(s)uds ∈ D(A) and hence
Qµ(t)u− u = A
∫ t
0
(t − s)µ−2
Γ (µ− 1) Qµ(s)uds.
Note that the Laplace transform of a abstract function f ∈ L1(R+, X) is defined by
f̂ (ζ ) :=
∫ ∞
0
e−ζ t f (t)dt.
We first treat the following problemu′(t) =
∫ t
0
(t − s)µ−2
Γ (µ− 1) Au(s)ds+ f (t), t > 0, 1 < µ < 2,
u(0) = u0.
(2.2)
Formally applying the Laplace transform in (2.2), we obtain
λ̂u(ζ )− u0 = λ1−µÂu(ζ )+ f̂ (λ),
which establishes the following result
û(ζ ) = λµ−1R(λµ, A)u0 + λµ−1R(λµ, A)̂f (λ).
This means that
u(t) = Qµ(t)u0 +
∫ t
0
Qµ(t − s)f (s)ds.
Motivated by the above discuss, we give the following definition.
Definition 2.1. For T > 0, a solution u(t) ∈ C([−τ , T ], X) of the integral equation
u(t) =

φ(t)− Ht(u), t ∈ [−τ , 0],
Qµ(t)
(
φ(0)− H0(u)
)
+
∫ t
0
Qµ(t − s)F
(
s, u(s), u(κ(s))
)
ds, t ∈ [0, T ], (2.3)
is called a mild solution of (1.2), here Qµ is the solution operator generated by A.
R.-N. Wang, D.-H. Chen / Computers and Mathematics with Applications 59 (2010) 3700–3709 3703
For the sake of convenience we list the main assumptions to be used in the paper as follows: for r > 0 and T > 0,
(H0) The map κ : [0,∞) → [−τ ,∞) is continuous and nondecreasing, and satisfies delay property κ(t) ≤ t for every
t ∈ [0,∞).
(H1) There exists a nondecreasing functionMF : R+ → R+ such that the nonlinear map F : [0, T ] × X × X → X satisfies:
‖F(t, u1, v1)− F(s, u2, v2)‖ ≤ MF (r)(|t − s| + ‖u1 − u2‖ + ‖v1 − v2‖),
for all t, s ∈ [0, T ] and (u1, v1), (u2, v2) ∈ Br(X2, (y0, y0)), here
Br(X2, (y0, y0)) :=
{
(y1, y2) ∈ X × X :
2∑
i=1
‖yi − y0‖ ≤ r
}
.
(H2) The operator H : [−τ , 0] × C([−τ , 0], X) → X is continuous in t on [−τ , 0] and satisfies the Lipschitz condition,
namely, there exists a positive constantMH such that
‖Ht(u)− Ht(v)‖ ≤ MH‖u− v‖,
for all t ∈ [−τ , 0] and u, v ∈ C([−τ , 0], X).
(H3) There exists a nondecreasing functionΦ : R+ → R+ such that
‖Ht(u)‖ ≤ Φ(r)
for all t ∈ [−τ , 0] and u ∈ {v ∈ C([−τ , 0], X) : ‖v(t)− y(t)‖ ≤ r for − τ ≤ t ≤ 0}with y ∈ C([−τ , 0], X), and
lim
R→+∞
Φ(r)
r
= 0.
(H4) For each r > 0, the set {φ(0)+ H0(u), u ∈ C([−τ , 0], X), ‖u‖ ≤ r} is precompact in X .
Remark 2.1. Let us point out that condition κ(t) ≤ t in assumption (H0), representing a significant memory effect, is
a natural assumption. As pointed out in [30], [36, p. 434], the study of the equations involving such effect is required as
they display better consistency with the nature of the underlying process and predictive results. We mention in particular
that, in [37] Agarwal and Bahuguna considered a neutral differential equation of Sobolev type involving a nonlocal initial
condition and a time delay of type κ(t) = t − τ .
3. The main results
The following is the one of main results of this section.
Theorem 3.1. Assume that A is sectorial of type θ with θ < 0 and the hypotheses (H0)–(H3) hold. Then, there exists a t0 > 0
such that the Cauchy problem (1.2) has a unique mild solution defined on [0, t0], provided that CMH < 1.
Proof. For a given function φ ∈ C([−τ , 0], X), we take
φτ (t) =
{
φ(t), t ∈ [−τ , 0],
φ(0), t ∈ [0, t0],
and in C([−τ , t0], X), consider the mapping Γµ, which is given for each u ∈ C([−τ , t0], X) by
(Γµu)(t) =

φ(t)− Ht(u), t ∈ [−τ , 0],
Qµ(t)
(
φ(0)− H0(u)
)
+
∫ t
0
Qµ(t − s)F(s, u(s), u(κ(s)))ds, t ∈ [0, t0],
for t0 > 0 as selected below. Note that Γµ is well defined.
Since CMH < 1, it easily follows from (H3) that there exist two numbers r > 0 and t0 > 0 such that
sup
0≤t≤t0
‖(Qµ(t)− I)φ(0)‖ + CΦ(r)+ t0C‖F(0, φ(0), φ(0))‖
+ t0CMF (r + 2‖φ
τ‖τ ,t0)(t0 + r + 2‖φτ‖τ ,t0)
1− CMH <
r
2
. (3.1)
Let
Sr(φτ ) =
{
v ∈ C([−τ , t0], X) : ‖v(t)− φτ (t)‖ ≤ r2 for − τ ≤ t ≤ t0
}
.
Here and subsequently, any function in C([−τ , t0], X) is also in C([−τ , t ′0], X) with 0 ≤ t ′0 ≤ t0, as its restriction on the
subinterval.
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To prove the theorem, we first show that Γµ maps Sr(φτ ) into Sr(φτ ). By (3.1), we can infer ‖(Γµu)(t) − φτ (t)‖ ≤ r2
for all t ∈ [−τ , 0] and u ∈ Sr(φτ ). Also, from (3.1) and the assumption (H1) with y0 = φ(0), a straightforward calculation
yields that
‖(Γµu)(t)− φ(0)‖ ≤ ‖Qµ(t)(φ(0)− H0(u))− φ(0)‖ +
∫ t
0
‖Qµ(t − s)F(s, u(s), u(κ(s)))‖ds
≤ ‖(Qµ(t)− I)φ(0)‖ + ‖Qµ(t)H0(u)‖ +
∫ t
0
‖Qµ(t − s)(F(s, u(s), u(κ(s)))
− F(0, φ(0), φ(0)))‖ds+
∫ t
0
‖Qµ(t − s)F(0, φ(0), φ(0))‖ds
≤ ‖(Qµ(t)− I)φ(0)‖ + CΦ(r)+ CMF (r + 2‖φτ‖τ ,t0)
×
∫ t
0
(s+ ‖u(s)− φ(0)‖ + ‖u(κ(s))− φ(0)‖)ds+ t0C‖F(0, φ(0), φ(0))‖
≤ r
2
,
provided that t ∈ [0, t0] and u ∈ Sr(φτ ). Thus Γµ maps Sr(φτ ) into itself.
In that follows, we will show that Γµ is a strict contraction mapping on Sr(φτ ). Indeed, for all t ∈ [−τ , 0], assumption
(H2) allows us to conclude in view of the condition CMH < 1, that Γµ is a contraction mapping. Further, for all t ∈ [0, t0]
and u, w ∈ Sr(φτ ), we get
‖(Γµu)(t)− (Γµw)(t)‖ ≤ ‖Qµ(t)(H0(u)− H0(w))‖ +
∫ t
0
‖Qµ(t − s)
(
F(s, u(s), u(κ(s)))− F(s, w(s), w(κ(s))))‖ds
≤ CMH‖u(t)− w(t)‖ + CMF (r + 2‖φτ‖τ ,t0)
∫ t
0
(‖u(s)− w(s)‖ + ‖u(κ(s))− w(κ(s))‖)ds
≤ (CMH + 2t0CMF (r + 2‖φτ‖τ ,t0))‖u− w‖τ ,t0 , (3.2)
which according to (3.1) thatΓµ is a contractivemapping on Sr(φτ ). ThusΓµ has a unique fixed point u ∈ Sr(φτ ), this means
that u is a mild solution of (1.2) defined on [0, t0]. The proof is completed. 
Corollary 3.1 gives a generalization of Theorem 3.1.
Corollary 3.1. Let the hypotheses in Theorem 3.1 hold except that (H3) is replaced by the following.
(H′3) There exists a positive constant M0 such that ‖Ht(u)‖ ≤ M0 for all t ∈ [−τ , 0] and u ∈ C([−τ , 0], X).
Then the assertion in Theorem 3.1 remains true.
Proof. Due to hypothesis (H′3), it follows that there exist two positive constants R, t0 such that
sup
0≤t≤t0
‖(Qµ(t)− I)φ(0)‖ + CM0 + t0C‖F(0, φ(0), φ(0))‖ + t0CMF (r + 2‖φ
τ‖τ ,t0)(t0 + r + 2‖φτ‖τ ,t0)
1− CMH <
r
2
,
in view of CMH < 1. Hence, an argument similar to that in the proof of Theorem 3.1 shows that the assertion of corollary
remains true. Here we omit the details. 
Theorem 3.2. Let A be sectorial of type θ with θ < 0. In addition suppose that (H0), (H2) and the following hypothesis hold.
(H′1) There exists a constant MF > 0 such that the nonlinear map F : [0, T ] × X × X → X satisfies:
‖F(t, u1, u′1)− F(s, u2, u′2)‖ ≤ MF (|t − s| + ‖u1 − u2‖ + ‖u′1 − u′2‖),
for all t, s ∈ [0, T ] and (u1, u′1), (u2, u′2) ∈ X × X.
Then, there exists a t0 > 0 such that the Cauchy problem (1.2) has a unique mild solution defined on [−τ , t0], provided that
CMH < 1.
Proof. Assume that the maps φτ , Γµ and the set Sr(φτ ) are defined the same as in Theorem 3.1. First we notice that thanks
to assumption (H2), there exists a constant λ ≥ 0 such that for all t ∈ [−τ , 0] and u ∈ C([−τ , T ], X),
‖Ht(u)‖ ≤ MH‖u‖ + λ,
and
‖(Γµu)(t)− φ(t)‖ ≤ ‖Ht(u)‖
≤ MH‖u‖ + λ
≤ MH‖u− φτ‖τ ,t0 +MH(‖φ‖τ ,0 + ‖φ(0)‖)+ λ. (3.3)
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Hence, we conclude, in view of CMH < 1, that there exists a large enough r1 > 0 such that
‖(Γµu)(t)− φ(t)‖ ≤ r12 ,
for all t ∈ [−τ , 0] and u ∈ C([−τ , T ], X) satisfying ‖u− φτ‖τ ,t0 ≤ r12 .
Choose t0 > 0 such that
2t0CMF < 1− CMH . (3.4)
Secondly, we prove that there is a positive number r2 such that Γµ maps Sr2(φ
τ ) into itself for all t ∈ [0, t0].
Conversely, if this is not the case, then for each n > 0, there would exist un ∈ Sn(φτ ) and tn ∈ [0, t0] such that
‖(Γµun)(tn)− φ(0)‖ > n2 . Thus, by (3.3) and (H′1)we obtain that
n
2
< ‖(Γµun)(tn)− φ(0)‖ ≤ ‖Qµ(tn)(φ(0)− H0(un))− φ(0)‖ +
∫ tn
0
‖Qµ(tn − s)F(s, un(s), un(κ(s)))‖ds
≤ ‖(Qµ(tn)− I)φ(0)‖ + C(MH‖un‖ + λ)+
∫ tn
0
CMF (s+ ‖un(s)− φ(0)‖ + ‖un(κ(s))− φ(0)‖)ds
+
∫ tn
0
‖Qµ(tn − s)F(0, φ(0), φ(0))‖ds
≤ sup
0≤t≤t0
‖(Qµ(t)− I)φ(0)‖ + C
(
nMH
2
+MH(‖φ‖τ ,0 + ‖φ(0)‖)+ λ
)
+ t0CMF (t0 + n+ 2‖φτ‖τ ,t0)+ t0C‖F(0, φ(0), φ(0))‖.
Dividing on both sides by n and taking the limit as n→+∞, we get
CMH + 2t0CMF ≥ 1,
which contradicts (3.4).
Now we take r = max{r1, r2}, then, according to the above discuss we get that Γµ maps Sr(φτ ) into Sr(φτ ) and the rest
proof of theorem follows from the same idea as in Theorem 3.1. This concludes the proof of the theorem. 
Theorem 3.3. There exists a t0 > 0 such that the Cauchy problem (1.2) has at least one mild solution defined on [−τ , t0],
provided that A is sectorial of type θ < 0 and the hypotheses (H0), (H1), (H3), and (H4) hold.
Proof. Assume that the operators φτ , Γµ and the set Sr(φτ ) are defined the same as in Theorem 3.1 and γ is a constant in
(0, 1). From (H3) note that there exist two numbers r > 0 and t0 > 0 such that
sup
0≤t≤t0
‖(Qµ(t)− I)φ(0)‖ + CΦ(r)+ t0C‖F(0, φ(0), φ(0))‖
+t0CMF (r + 2‖φτ‖τ ,t0)(t0 + r + 2‖φτ‖τ ,t0) ≤
rγ
2
, (3.5)
which implies, using a similar argument with Theorem 3.1, that Γµ maps Sr(φτ ) into itself.
Let us decompose the mapping Γµ = Γ 1µ + Γ 2µ as
(Γ 1µu)(t) =

0, t ∈ [−τ , 0],∫ t
0
Qµ(t − s)F(s, u(s), u(κ(s)))ds, t ∈ [0, t0],
and
(Γ 2µu)(t) =
{
φ(t)− Ht(u), t ∈ [−τ , 0],
Qµ(t)(φ(0)− H0(u)), t ∈ [0, t0],
First, by (3.5) and (H1)we infer for all t ∈ [0, t0] and u, w ∈ Sr(φτ ), that
‖(Γ 1µu)(t)− (Γ 1µw)(t)‖ ≤
∫ t
0
‖Qµ(t − s)(F(s, u(s), u(κ(s)))− F(s, w(s), w(κ(s))))‖ds
≤ CMF (r + 2‖φτ‖τ ,t0)
∫ t
0
(‖u(s)− w(s)‖ + ‖u(κ(s))− w(κ(s))‖)ds
≤ 2t0CMF (r + 2‖φτ‖τ ,t0)‖u− w‖τ ,t0
≤ γ ‖u− w‖τ ,t0 .
Therefore, in view of (3.1) Γ 1µ : Sr(φτ ) → Sr(φτ ) is a contractive mapping. On the other hand, by (H4) it is not difficult to
see that Γ 2µ is completely continuous on X .
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Thus Γµ = Γ 1µ +Γ 2µ is a condensing map on Sr(φτ ). Then, it follows from the fixed point theorem given in [38] that (1.2)
admits at least one mild solution on [−τ , t0]. This proves the theorem. 
Now we present a existence result of mild solution to (1.2) with special version.
Theorem 3.4. Assume that A is sectorial of type θ with θ < 0 and there exists a function ϕ ∈ C([−τ , 0], X) such that
ϕ(t)+ Ht(ϕ) = φ(t) for t ∈ [−τ , 0]. Then, under the assumptions (H0) and (H1), the problem (1.2) has a unique mild solution
defined on [−τ , t0] satisfying
u(t) =

φ(t)− Ht(ϕ), t ∈ [−τ , 0],
Qµ(t)(ϕ(0)− H0(ϕ))+
∫ t
0
Qµ(t − s)F(s, u(s), u(κ(s)))ds, t ∈ [0, t0], (3.6)
provided that ϕ is unique.
Proof. Put
ϕτ (t) =
{
ϕ(t), t ∈ [−τ , 0],
ϕ(0), t ∈ [0, t0]
for ϕ(t) ∈ C([−τ , 0], X) and consider the mapping Γ ′µ defined by
(Γ ′µu)(t) =

φ(t)− Ht(ϕ), t ∈ [−τ , 0],
Qµ(t)(ϕ(0)− H0(ϕ))+
∫ t
0
Qµ(t − s)F(s, u(s), u(κ(s)))ds, t ∈ [0, t0], (3.7)
here t0 is a positive number yet to be determined.
Let
Sr(ϕτ ) =
{
v ∈ C([−τ , t0], X) : ‖v(t)− ϕτ (t)‖ ≤ r2 for − τ ≤ t ≤ t0
}
for each r > 0.
For a given constant γ ∈ (0, 1), we choose t0 > 0 be such that
sup
0≤t≤t0
‖(Qµ(t)− I)ϕ(0)‖ + t0C‖F(0, ϕ(0), ϕ(0))‖ + t0CMF (r + 2‖ϕ
τ‖τ ,t0)(t0 + r + 2‖ϕτ‖τ ,t0)
γ
≤ r
2
.
Then for all t ∈ [0, t0] and u, w ∈ Sr(ϕτ ), by (H1)we have
‖(Γ ′µu)(t)− ϕ(0)‖ ≤ ‖Qµ(t)(ϕ(0)− H0(ϕ))− ϕ(0)‖ +
∫ t
0
‖Qµ(t − s)(F(s, u(s), u(κ(s)))− F(0, ϕ(0), ϕ(0)))‖ds
+
∫ t
0
‖Qµ(t − s)F(0, ϕ(0), ϕ(0))‖ds
≤ sup
0≤t≤t0
‖(Qµ(t)− I)ϕ(0)‖ + t0CMF (r + 2‖ϕτ‖τ ,t0)(t0 + r)+ t0C‖F(0, ϕ(0), ϕ(0))‖
≤ r
2
,
and
‖(Γ ′µu)(t)− (Γ ′µw)(t)‖ ≤
∫ t
0
‖Qµ(t − s)‖L(X)‖(F(s, u(s), u(κ(s)))− F(s, w(s), w(κ(s))))‖ds
≤ CMF (r)
∫ t
0
(‖u(s)− w(s)‖ + ‖u(κ(s))− w(κ(s))‖)ds
≤ 2t0CMF (r + 2‖φτ‖τ ,t0)‖u− w‖τ ,t0
≤ γ ‖u− w‖τ ,t0 .
We now conclude that Γ ′µ maps Sr(ϕτ ) into itself and Γ ′µ is a strict contraction on Sr(ϕτ ). Consequently, using the
contraction principle, we deduce that problem (1.2) has a unique solution u defined on [0, t0]. Furthermore, if ϕ ∈
C([−τ , 0], X) satisfying ϕ(t) + Ht(ϕ) = φ(t) is unique on [−τ , 0], then u is unique. In fact, we note that the solutions
denoted by u(t;ϕ1) and u(t;ϕ2) corresponding to ϕ1(t) + Ht(ϕ1) = φ(t) and ϕ2(t) + Ht(ϕ2) = φ(t) for t ∈ [−τ , 0],
respectively, are different. This complete the proof of the theorem. 
The global existence of mild solution to problem (1.2) is given by the following theorem.
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Theorem 3.5. Assume that A is sectorial of type θ with θ < 0 and the hypotheses (H0)–(H2) and (H′3) hold. Then the Cauchy
problem (1.2) has a uniquemild solutionwhich is defined on themaximal interval [−τ , tmax) of existence, provided that CMH < 1.
In addition suppose that
(H5) there exist two functions α, β ∈ L1(R+,R+) such that
‖F(t, u, v)‖ ≤ α(t)(‖u‖ + ‖v‖)+ β(t),
for all t ∈ [0,+∞) and u, v ∈ X. Then, the solution u of (1.2) exists globally, namely, tmax = ∞.
Proof. Under the assumptions (H0)–(H2), (H′3) and CMH < 1, it follows from Corollary 3.1 that there exists a t0 > 0 such
that problem (1.2) has a unique mild solution u ∈ C([−τ , t0], X).
Now taking into account the functional differential equation
w′(t)−
∫ t
0
(t − s)µ−2
Γ (µ− 1) Aw(s)ds = F(t + t0, w(t), w(κ(t + t0)− t0)), t ≥ 0,
w(t) = u(t + t0), t ∈ [−t0, 0]
w(t) = φ(t + t0)− Ht+t0(w), t ∈ [−τ − t0,−t0],
(3.8)
whose mild solution is given by the following integral equation
w(t) =

φ(t + t0)− Ht+t0(w), t ∈ [−τ − t0,−t0],
u(t + t0), t ∈ [−t0, 0],
Qµ(t)u(t0)+
∫ t
0
Qµ(t − s)F(s+ t0, w(s), w(κ(s+ t0)− t0))ds, t ≥ 0.
Note that the problem (3.8) satisfies the all hypotheses in Corollary 3.1. Hence, an analogous reasoning shows that there
exists a positive constant t1 such that problem (3.8) has a unique mild solutionw(t) defined on [−τ − t0, t1].
Set
v(t) =
{
u(t), t ∈ [−τ , t0],
w(t − t0), t ∈ [t0, t0 + t1].
Clearly, v(t) in C([−τ , t0+ t1], X), is a unique mild solution of (1.2) on [−τ , t0+ t1]. The above procedure may be repeated
indefinitely up to construct a mild solution defined on a maximal interval of existence denoted by [−τ , tmax), here
tmax = sup {t1: there exists u(t) ∈ C([−τ , t1], X)mild solution of (1.2)} .
Let u be a mild solution of (1.2) and denote by [−τ , tmax) the maximal interval of existence such that u(t) ∈
C([−τ , tmax), X). Now we take
Ψ (t) = C‖φ‖τ ,0 + C sup
s∈[−τ ,0]
‖Hs(u)‖ + C
∫ t
0
β(s)ds.
Then, Ψ (t) is continuous and nondecreasing function on [0,∞) and hence
sup
η∈[−τ ,0]
‖u(η)‖ ≤ Ψ (t), (3.9)
for t ∈ [−τ , 0]. Furthermore, in view of (H5)we obtain that for all t ∈ [0, tmax)
‖u(t)‖ ≤ ‖Qµ(t)(ϕ(0)− H0(u))‖ +
∫ t
0
‖Qµ(t − s)F(s, u(s), u(κ(s)))‖ds
≤ Ψ (t)+ C
∫ t
0
α(s)(‖u(s)‖ + ‖u(κ(s))‖)ds
≤ Ψ (t)+ 2C
∫ t
0
α(s) sup
r∈[−τ ,s]
‖u(r)‖ds,
and hence
‖u(η)‖ ≤ Ψ (η)+ 2C
∫ η
0
α(s) sup
r∈[−τ ,s]
‖u(r)‖ds
≤ Ψ (t)+ 2C
∫ t
0
α(s) sup
r∈[−τ ,s]
‖u(r)‖ds,
for any η ∈ [0, t]. It follows that
sup
η∈[0,t]
‖u(η)‖ ≤ Ψ (t)+ 2C
∫ t
0
α(s) sup
r∈[−τ ,s]
‖u(r)‖ds. (3.10)
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Thus combining (3.9) and (3.10), we find
sup
η∈[−τ ,t]
‖u(η)‖ ≤ 2Ψ (t)+ 2C
∫ t
0
α(s) sup
r∈[−τ ,s]
‖u(r)‖ds.
Then, making use of Gronwall’s inequality we have
sup
η∈[−τ ,t]
‖u(η)‖ ≤ 2Ψ (t)+ 4C
∫ t
0
α(s)Ψ (s)e2C
∫ t
s α(r)drds < +∞.
The above inequality implies that ‖u(t)‖ is bounded by a continuous function defined on [0,+∞). Hence, we deduce that
the mild solution u(t) of problem (1.2) is global, i.e., tmax = ∞. This completes the proof of the theorem. 
4. Example
To illustrate the abstract results of this paper we present the following example in this section, which do not aim at
generality but indicate how our theorems can be applied to concrete problems.
Consider the fractional partial differential equation
∂u(t, x)
∂t
− 1
Γ (µ− 1)
∫ t
0
(t − s)µ−2Lxu(s, x)ds = e−t |u(t − τ , x)|1+ |u(t − τ , x)| + e
−t , t ≥ 0, x ∈ [0, l],
u(t, 0) = u(t, l) = 0, t ≥ 0,
u(t)+ |u(tp, x)|
2C0 + |u(tp, x)| = φ(t), −τ ≤ t ≤ 0, x ∈ [0, l],
(4.1)
where 1 < µ < 2, tp is a constant in [−τ , 0), C0 ≥ C is a constant (C is the constant in (2.1)), l > 0, Lx stands for the operator
with respect to the spatial variable xwhich is given by
Lx = ∂
2
∂x2
− r,
with r > 0.
Take X = L2[0, l]with norm ‖ · ‖2 and consider the operator A := Lx : D(A)→ X with domain{
u ∈ X : u, u′ are absolutely continuous u′′ ∈ X and u(0) = u(l) = 0} .
Clearly A is densely defined in X and is sectorial of type θ = −r < 0. Hence A is a generator of a solution operator on X .
Set
u(t)(x) = u(t, x),
F(t, u(t), u(t − τ))(x) = e−t |u(t − τ , x)|
1+ |u(t − τ , x)| + e
−t ,
Ht(u)(x) = |u(tp, x)|2C0 + |u(tp, x)| .
Then we get
‖F(t, u(t), u(t − τ))− F(t, v(t), v(t − τ))‖2 ≤ ‖u(t − τ)− v(t − τ)‖2, t ≥ 0,
‖F(t, u(t), u(t − τ))‖2 ≤ e−t‖u(t − τ)‖2 +
√
l e−t , t ≥ 0,
‖Ht(u)− Ht(v)‖2 ≤ 12C0 ‖u(tp)− v(tp)‖2, −τ ≤ t ≤ 0,
‖Ht(u)‖2 ≤
√
l, −τ ≤ t ≤ 0. (4.2)
Note that the problem (4.1) also can be reformulated as the abstract problem (1.2), and due to (4.1), the assumptions
(H0), (H′1), (H2) and (H
′
3) hold with
κ(t) = t − τ , MF = 1, MH = 12C0 , M0 =
√
l,
and hence CMH < 1.
Then, according to Corollary 3.1 or Theorem 3.2, there exists a t0 > 0 such that the Cauchy problem (1.2) has a unique
mild solution defined on [0, t0]. Moreover, the hypothesis (H5) is also satisfied with
α(t) = e−t , β(t) = √l e−t .
Then, by Theorem3.5, the Cauchy problem (1.2) has a uniquemild solution defined for all time t ≥ −τ , namely, this solution
is global.
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