Oscillations are ubiquitous features of brain dynamics that undergo task-related changes in synchrony, power, and frequency. The impact of those changes on target networks is poorly understood. In this work, we used a biophysically detailed model of prefrontal cortex (PFC) to explore the effects of varying the spike rate, synchrony, and waveform of strong oscillatory inputs on the behavior of cortical networks driven by them. Interacting populations of excitatory and inhibitory neurons with strong feedback inhibition are inhibition-based network oscillators that exhibit resonance (i.e., larger responses to preferred input frequencies). We quantified network responses in terms of mean firing rates and the population frequency of network oscillation; and characterized their behavior in terms of the natural response to asynchronous input and the resonant response to oscillatory inputs. We show that strong feedback inhibition causes the PFC to generate internal (natural) oscillations in the beta/gamma frequency range (>15 Hz) and to maximize principal cell spiking in response to external oscillations at slightly higher frequencies. Importantly, we found that the fastest oscillation frequency that can be relayed by the network maximizes local inhibition and is equal to a frequency even higher than that which maximizes the firing rate of excitatory cells; we call this phenomenon population frequency resonance. This form of resonance is shown to determine the optimal driving frequency for suppressing responses to asynchronous activity. Lastly, we demonstrate that the natural and resonant frequencies can be tuned by changes in neuronal excitability, the duration of feedback inhibition, and dynamic properties of the input. Our results predict that PFC networks are tuned for generating and selectively responding to beta-and gamma-rhythmic signals due to the natural and resonant properties of inhibition-based oscillators. They also suggest strategies for optimizing transcranial stimulation and using oscillatory networks in neuromorphic engineering.
rate-modulation) in addition to the time-and population-averaged firing rates of PCs and INs (see Methods for 85 more details on the choice of output measures). The population frequency differs from the mean PC firing rate 86 when only a fraction of PCs spike per cycle or PCs spike more than once per cycle on average. If PC/IN 87 networks were like linear oscillators, their frequency would be inherited from the input; however, as we will show 88 in PC/IN networks, the output frequency has its own peak (i.e., exhibits resonance), and its characterization is 89 equally important. 90 Given this understanding of inputs and outputs for PC/IN networks, we next contrasted the response to an 91 ongoing tonic input of asynchronous spiking with the responses to sinusoidal and high-synchrony, square wave 92 inputs with equal-strength (i.e., equal time-averaged rate r inp ) and frequency f inp (Fig 2A) , in analogy to the 93 tonic and frequency responses for linear oscillators described above. We plotted the mean population firing rates, 94 r P C andr IN , in response to square waves (Fig 2Bi) and sine waves ( Fig 2C) as measures of output activity for 95 PC and IN populations, respectively. In the strong input regime, all input frequencies elicited a response. 96 Rhythmic inputs produced greater PC responses than asynchronous inputs for most input frequencies (compare 97 the solidr P C curve to the horizontal dashed line in Figs 2Bi and 2C) because their more synchronous spike 98 trains enabled a larger fraction of more correlated PCs to reach threshold before INs were sufficiently engaged to 99 silence the entire population ( Fig 2D-E) . 100 Given sinusoidal drive, the fraction of PCs that could spike before being inhibited increased for input 101 frequencies around the natural frequency, f N , relative to input frequencies far from f N ; the fraction peaked at 102 f P C R slightly above f N (Fig 2C, blue curve) . Given fixed-mean, high-synchrony square wave drive, all cells spiked 103 on every cycle up to a peak due to the larger instantaneous amplitudes that are present at low frequencies for 104 such inputs (see Methods for a qualitative comparison ofr P C response profiles between weak vs. strong and 105 square vs. sine wave inputs). For both input waveforms,r P C peaked at the same f P C R = 24 Hz, and the number 106 of PCs spiking per cycle (i.e., the iFR amplitude) decreased beyond f P C R . f P C R is always ≥ f N in our model 107 because the correlated spiking of oscillatory inputs produces larger instantaneous drives than the equal-mean 108 asynchronous input while the strength and duration of feedback inhibition on each cycle are the same for both 109 oscillatory and asynchronous inputs. Divergence between natural and resonant frequencies is common in 110 nonlinear [17] and linear systems [8] that show resonance and intrinsic oscillations, except for the harmonic 111 oscillator where they are equivalent. This peak in PC population response to rhythmic inputs with frequencies 112 near f N depends on matching periodic drives with the rate-limiting time constants of the driven network [18] . 113 The mechanism that determines the precise value of f P C 2Bii) . The population frequency peaked at f IN R because the PC population could 141 lock to the period of the drive only as long as INs were able to synchronously silence the PC population on each 142 cycle of the input (Fig 2D-E) . This yields the possibly counterintuitive result for the inhibition-based PC/IN 143 oscillator that the fastest output oscillation (but not the highest PC firing rate) occurs at the excitatory input 144 frequency that maximizes feedback inhibition.
145
Population frequency resonance suppresses response to asynchronous activity 146 The difference in natural and resonant frequencies in the PC/IN network has at least one functional consequence 147 that we will introduce here. It will serve as motivation for our further exploration of the dependence of natural 148 and resonant frequencies on other properties in the remaining sections below. Consider two parallel pathways 149 driving separate output PC populations that are reciprocally connected to a shared pool of INs ( Fig 3A) . One compete through shared INs, the output population with the highest frequency oscillation most frequently drives 156 IN cells, tends to phase lock with them, and suppresses spiking in output populations oscillating more slowly. Any 157 time the target population oscillates with a frequency faster than the natural frequency (i.e., f pop > f N ), spiking 158 in the distractor population is suppressed ( Fig 3B) . Importantly, peak suppression of the distractor population 159 occurs when the target population frequency is maximal and not when the target PC activity is strongest. This 160 implies that the optimal driving frequency to suppress responses to asynchronous distractors is the f pop -resonant 161 frequency ( Fig 3B-C) . Such a rhythmically-driven output oscillating faster than the natural oscillation will always 162 drive INs to continuously suppress responses to asynchronous distractors as long as the faster oscillation in the 163 target remains. Internally-generated, nested oscillations with frequencies greater than f N would also suppress the 164 response to asynchronous drive but only while present on the depolarizing phase of the slower driving oscillation. 165 This distractor suppression occurs because the target population recruits interneuron-mediated lateral inhibition 166 on every cycle of its oscillatory input with a period shorter than that required for the distractor population to 167 reach threshold ( Fig 3C, see membrane potential plots). Even if the lower-frequency distractor would otherwise 168 have a higher firing rate than the target, its spike output is never fully realized when it receives another pulse of 169 strong inhibition before reaching threshold. For this reason, the outcome of the competition is determined by the 170 frequency of the population oscillation and not its amplitude. Dynamically, the suppression arises within a cycle 171 as the target begins to oscillate more quickly than the distractor (S5 Fig) . In contrast, there is no suppression of 172 either pathway when the distractor input is strong enough so that the natural frequency that it induces equals 173 the population frequency of the target (S6 Fig frequencies that can activate targets that suppress competing responses to asynchronous distractors ( Fig 3B) .
177
Since f pop R > f N , there is always an input frequency that can suppress competing distractors. In this scenario, 178 the expected firing rate difference does not determine who is suppressive as long as firing rates are sufficient for a 179 PC population pulse to activate the inhibitory INs. This result provides further justification for considering f pop 180 as an output measure (in addition tor P C ) because that frequency can determine the outcome of competition. 
Inputs tune the PC/IN network 185
For the remainder of the work presented here we will examine how the response properties of the PC/IN network 186 (with one output PC population) depend on flexible parameters of the input and the slower effects of 187 neuromodulation. It will be shown that the response properties of the PC/IN oscillator are not purely intrinsic 188 and can be adaptively shaped by extrinsic influences. This represents a powerful means by which task-related 189 modulations can influence cortical processing.
190
Input synchrony increases the separation between natural and peak frequencies. More 191 synchronous input rhythms (i.e., smaller δ inp ) delivering more coincident spikes (i.e., larger instantaneous drives) 192 to each PC cell ( Fig 4A) drove larger fractions of the target PC population to spike on each cycle before feedback 193 inhibition was recruited to silence it. Consequently, greater synchrony enhanced output firing ratesr P C for all 194 input frequencies and the strength of resonant response (Fig 4Bi) without affecting the resonant input frequency 195 f P C R maximizing PC firing rates (Fig 4Bi, C) . In contrast, f IN R increased with input synchrony becauser P C 196 remained sufficiently large to engage interneurons for greater f inp ; and, since f pop
frequency also increased ( Fig 4C) ; this increase in separation between natural and peak frequencies with 198 synchrony implies that a wider range of input frequencies can be exclusively selected (i.e., suppress responses to 199 asynchronous activity) when they are more synchronous. In summary, output networks are able to achieve faster 200 network oscillations, produce greater projection neuron output, and recruit more local inhibition when target 201 signal inputs are more synchronous.
202
Input synchrony-dependent responses below the natural frequency and above the peak frequency. 203 We discovered a number of noteworthy behaviors of the PC/IN network that depend on input synchrony at 204 driving frequencies above and below the natural and resonant frequencies. When inputs have low synchrony, they 205 can deliver a suprathreshold input to PCs that lasts longer than the duration of feedback inhibition, resulting in 206 PC oscillations nested within each cycle of the input ( Fig 4D) . This represents a mechanism for generating nested 207 oscillations through an interaction between a slow external driving rhythm (with low spike synchrony) and an 208 internally generated, inhibition-based natural rhythm. These nested oscillations can produce second population 209 frequencies that have more power than the input frequency (see the bump for low frequency sine wave inputs in 210 Fig 4C and corresponding power spectra in S7 Fig) and mean rates that exceed the input frequency when PCs 211 spike more than once per input cycle (see bumps at low frequencies in Fig 4B) .
212
In contrast, PCs spike at most once per cycle when inputs are highly synchronous. Additionally, it is known 213 that there is greater postsynaptic EPSP summation of more synchronous spikes. For highly synchronous inputs, 214 this causes all PCs to spike on every cycle when there are enough input spikes driving them. Given square-wave 215 inputs with a fixed number of total spikes (built-in to the study to achieve equal-strength rhythmic and 216 asynchronous inputs), the number of spikes delivered per cycle decreases as frequency increases. This decrease in 217 pulse strength with increasing frequency restricts the range of input frequencies that engage all PCs on every 218 cycle. The dependencies of input pulse strength on synchrony and frequency cause the mean output rate to 219 increase with input frequencies well below f N to an extent that scales with input synchrony ( Fig 4B, compare 220 low and high synchrony). Finally, well above the natural frequency, ther P C profile exhibited smaller peaks at 221 harmonics of the resonant frequency in response to highly synchronous inputs ( Fig 4E) .
222
Stronger inputs increase natural and resonant frequencies. Stronger inputs (i.e., higher time-averaged 223 rate r inp ) ( Fig 5A) , delivering larger mean drives to each PC cell, increased the mean output firing rate (Fig 5Bi) , 224 natural and peak population frequencies (Fig 5Bii) , and firing rate resonant frequencies ( Fig 5C) . The dependence 225 of f N on r inp implies the natural response is a variable-frequency network oscillation controlled by the strength 226 of input (see Discussion for functional implications). f P C R equaled f N for weak inputs and increasingly exceeded 227 it for inputs with increasing strength; in contrast, f IN R and f pop R exceeded f N for all input strengths that were 228 strong enough to produce a natural oscillation ( Fig 5C) . Finally, f IN R and f P C R converged when the input was too 229 weak to produce a natural oscillation and the network entered a band-pass regime (S1 Fig) . The fact that the 230 peak frequency always exceeds the natural frequency at drives where a natural oscillation is present implies that 231 there is always an input frequency that enables suppression of responses to asynchronous activity. currents would affect the network response ( Fig 6) . Removing hyperpolarizing currents (I Ks , I KCa ) increased the 236 r P C -resonant frequency, while removing depolarizing currents (I N aP ) decreased the resonant frequency or (I Ca ) 237 silenced PCs altogether ( Fig 6C) . The weak effect of removing the hyperpolarizing currents could be amplified by 238 increasing their conductance. As long as PCs remained in a spiking regime, removing modulatory currents did 
Discussion

247
In this work, we characterized the prefrontal PC/IN network response to strong oscillatory inputs in terms of 248 biologically-relevant input and output properties. The PC/IN network with strong feedback inhibition exhibited 249 resonance in the spiking of PC and IN populations as well as the output population frequency of the network. 250 We have shown that a separation of preferred frequency for output spiking (the frequency maximizing PC 251 activity) and the maximal frequency that can be relayed by the network is enabled by the combination of (1) 252 strong excitatory input that generates a response to all input frequencies, (2) strong feedback inhibition: the resonance was shown to determine the optimal driving frequency for suppressing responses to asynchronous input. 258 Finally, we showed that the resonant properties of PC/IN networks can be flexibly tuned by task-modulated 259 signal properties (synchrony and strength) to dynamically shape ongoing neural processing.
260
Functional implications 261
Boosting: Amplifying signals with preferred frequencies. Firing rate resonance (i.e.,r P C -resonance) in 262 neuronal networks can be used to amplify population signals embedded in a resonant oscillation. Such 263 amplification has been shown to promote the propagation of signals across weakly connected brain areas [19] and 264 to support the transmission of time-varying, rate-coded signals when signal fluctuations are slow relative to the 265 resonant frequency [10] . The smallerr P C -resonances we observed at higher harmonics could enable synchronous 266 signals carried at higher frequencies to benefit from the same effects.
267
High beta-frequency (20-35Hz) oscillations have been observed in prefrontal cortex (PFC) in numerous studies 268 [4, 14, 20] . Here, we have shown that a PC/IN network constrained by prefrontal data exhibitsr P C -resonance in 269 the same range for a wide variety of inputs (i.e., oscillatory inputs with firing rates and synchrony levels spanning 270 those observed experimentally in the same region). This beta resonance suggests that PFC networks are tuned 271 for processing signals embedded in beta rhythms. Furthermore, we have shown that the natural response of the 272 prefrontal network driven by asynchronous spiking is to generate beta-frequency oscillations. This could explain 273 why beta rhythms are frequently associated with top-down cognitive control of attention [21, 22] and decision 274 making [23, 24] .
275
Transcranial stimulation is often used to enhance neural oscillations [25, 26] . [27] showed that transcranial 276 alternating current stimulation (tACS) with sawtooth waves is more effective at enhancing alpha-frequency 277 oscillations than tACS with sinusoidal waves; whether tACS predominantly excites interneurons or principal cells 278 depends on the intensity of stimulation [28] . Our work suggests that, given an excitatory intensity, tACS 279 stimulation with square waves (i.e., periodic pulses) could be even more effective at enhancing neural oscillations. 280 Furthermore, the relationship between natural and resonant frequencies suggests an experimental protocol for 281 maximally activating a region using a fixed excitatory intensity: first, apply a continuous pulse of direct current 282 stimulation (tDCS) while recording EEG to identify the natural frequency of a target region; then, use 283 equal-intensity tACS at the same or slightly higher frequency. This approach would enable maximal activation of 284 a region near its preferred frequency following a single direct current stimulation. It also provides more specific 285 activation of target regions with corresponding resonant properties. The protocol could be validated 286 experimentally by comparing the tDCS response to a set of tACS responses with different stimulation frequencies. 287 The natural frequency could be computed as the beta/gamma frequency (i.e., potential frequencies for 288 inhibition-paced network oscillators) with peak EEG power following tDCS, while the resonant frequency is the 289 tACS stimulation frequency maximizing EEG power around the stimulation frequency. The same protocol could 290 be performed using transcranial magnetic stimulation (TMS) and rhythmic TMS.
291
Gating: Selecting outputs based on preferred frequencies. We have also shown that, while peak PC 292 firing determines maximum spike output in a network with one PC population, it is population frequency that 293 determines whether responses to asynchronous activity will be suppressed in PC populations competing through 294 IN-mediated lateral inhibition. This enables exclusive response to oscillatory inputs, demonstrated in this work 295 with one PC population driven by an f pop -maximizing oscillatory input and the other by an asynchronous input 296 (Fig 3) . It is the output population oscillating faster in response to external oscillations that dominates control of 297 the interneuron population from cycle to cycle and which effectively suppresses the opposing response to 298 asynchronous drive.
299
Asynchronous activity does not necessarily reflect background noise [29] ; whether it is signal or noise, our 300 work suggests resonant oscillatory activity may be given priority over it. PFC models of working memory (WM) 301 often include item representations maintained in asynchronous, persistent activity [30, 31] , and a similar encoding 302 state has been implemented in neuromorphic hardware [32] . However, working memory items have also been 303 found to be phase-locked to high-frequency beta rhythms [14] , and spiking models of WM items in oscillatory 304 states have been developed [31, 33, 34] . We hypothesize that WM representations, maintained in superficial layers 305 of PFC [35] , can encode items in both asynchronous and oscillatory states, and that the latter are given priority 306 due to the resonant properties of the deep output layer that we investigated in this work. As we have shown, a 307 deep layer PC population driven by a f pop -resonant oscillatory item in a superficial WM buffer would suppress 308 the response in PC populations driven by items in an asynchronous state.
309
In the PC/IN network, increasing feedforward inhibition decreases the PC response to asynchronous and 310 oscillatory inputs. For sufficiently strong feedforward inhibition, the PC/IN network is transformed into a 311 bandpass filter that responds exclusively to sinusoidal inputs with a frequency near ther P C -resonant frequency 312 of the network (see Methods for a comparison of filter properties given sine vs. square wave inputs); in this case, 313 asynchronous inputs have no effect on the PC population. [10] used an IN network with firing rate resonance and 314 sinusoidal input to deliver bandpass-creating feedforward inhibition to a PC population; in their case, the 315 bandpass PC response depended further on a phase lag between the excitatory input and feedforward inhibition 316 at ther IN -resonant frequency. With this setup, they show how bandpass filters can be used to de-multiplex 317 target signals from a mixture of converging inputs. The prefrontal PC/IN network could similarly de-multiplex 318 signals given bandpass-creating feedforward inhibition and sinusoidal input.
319
Modulation: Tuning the output and preferred input frequencies. [36] showed that the resonant 320 frequency can be tuned by changing the connection weights among excitatory and inhibitory populations (i.e.,
321
"rewiring the network topology"). Here, we show that the resonant and natural frequencies of similar networks 322 can be tuned dynamically by changing the strength of an oscillatory input or the baseline excitation in the 323 output PC population. The latter can be tuned through neuromodulation ( Fig 6C) (e.g., modulation of 324 potassium currents in PFC by dopamine [37] and acetylcholine [38] ) or external applied currents ( Fig 6D) 325 representing modulatory signals with asynchronous spiking. 326 One consequence of the dependence of the natural output frequency on input firing rate ( Fig 5C) is that 327 PC/IN networks with strong feedback inhibition can operate as variable-frequency oscillators. If a PC/IN 328 network outputs to a bank of band-pass filter networks with different center frequences, this could enable input 329 rate-based control of which filter network is activated. In this scenario, a PC/IN network driven by asynchronous 330 spiking would effectively perform a firing rate-to-oscillation frequency conversion that could be used to route 331 signals to select elements of a downstream filter bank. The fact that the output frequency depends on the time 332 constant of feedback inhibition means that correspondence between output and center frequencies could be 333 facilitated by matching interneuron types in the converter and filter networks. Furthermore, the 334 variable-frequency response could potentially serve encoding of slowly-varying asynchronous signals using 335 pulse-frequency modulation [39] or participation in a phase-locked loop. Such systems would need to account for, 336 or be invariant to, the concurrent amplitude modulation of the PC/IN network. The fact that the output 337 rhythms are sparse (i.e., only a fraction of PCs spike on every cycle) makes the signal energy efficient and 338 potentially suitable for use in neuromorphic engineering [40, 41] . 339 Together, these results demonstrate flexibility of neural processing provided by extrinsic tuning of PC/IN 340 oscillator properties.
341
Relation to other work 342 Resonance phenomena have been studied in neural systems at multiple scales. Peaks in the single neuron 343 membrane potential response to subthreshold oscillatory inputs have been studied in terms of the interplay 344 between intrinsic ion currents [9] ; their ability to influence spiking has been demonstrated in single neurons [42] ; 345 and relationships between subthreshold resonance and the natural network frequency of electrically coupled 346 excitatory cells have been shown [43] . Our PC model, in isolation, exhibits subthreshold resonance at delta 347 frequencies ( 2Hz) (S1 Fig A) that translates into an input strength-independent spiking resonance at the same 348 frequency for suprathreshold inputs (S1 Fig B-C) . The addition of strong feedback inhibition suppresses the 349 spiking response to delta-frequency inputs while a higher-frequency, input strength-dependent spiking resonance 350 emerges in response to strong inputs (S1 Fig D) . We have explored this higher-frequency resonance in this work 351 and shown how it depends on the strength of input (S1 Fig Ei- ii) and the time constant of feedback inhibition (S1 352 Fig Eiii) . 353 The mechanism that determines the precise value of f P C showing that resonant frequency in a network model of Wilson-Cowan oscillators depended strongly on network 361 dendrite) with ion channels producing I N aF , I KDR , I N aP , I Ks , I Ca , and I KCa currents (µA/cm 2 ) and fast 406 spiking INs with channels producing I N aF and I KDR currents [48] (Fig 7A; see figure caption for channel 407 definitions). IN cells had spike-generating I N aF and I KDR currents with more hyperpolarized kinetics and faster 408 sodium inactivation than PC cells, resulting in a more excitable interneuron with fast spiking behavior [48] . In 409 the control case, PC and IN cell models were identical to those in the original published work [48] while network 410 connectivity was adjusted to produce natural oscillations (not in [48] ), as described below, and the number of 411 cells in the network was decreased to enable exploration of larger regions of parameter space while remaining 412 large enough to capture the dynamics of interest for this study; however, the same resonant frequencies were 413 obtained in simulations using the original network size (S4 Fig) . Knockout experiments were simulated by 414 removing intrinsic currents one at a time from the PC cell model. All cells were modeled using a 415 conductance-based framework with passive and active electrical properties of the soma and dendrite constrained 416 by experimental considerations [49] . Membrane potential V (mV) was governed by:
where t is time (ms), C m = 1 µF/cm 2 is the membrane capacitance, I int denotes the intrinsic membrane currents 418 (µA/cm 2 ) listed above, I inp (t, V ) is an excitatory current (µA/cm 2 ) reflecting inputs from external sources 419 described below, and I syn denotes synaptic currents (µA/cm 2 ) driven by PC and IN cells in the network. We The output layer had either one or two populations of PC cells with each output population receiving either 426 one or two input signals. Input frequency-dependent response profiles were characterized using a network with 427 one input and one output ( Fig 7A) . Competition between the outputs of parallel pathways was investigated using 428 a network with two homogeneous output populations receiving one input each while interacting through a shared 429 population of inhibitory cells ( Fig 7B) .
Network connectivity
431
PC cells provided excitation to all IN cells, mediated by α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid 432 (AMPA) currents. IN cells in turn provided strong feedback inhibition mediated by γ-aminobutyric acid 433 (GABA A ) currents to all PC cells. This combination of fast excitation and strong feedback inhibition is known to 434 generate robust network oscillations in response to tonic drive [12, 13] . AMPA currents were modelled by:
where V is the postsynaptic membrane voltage, g AM P A is the maximal synaptic conductance, s is a synaptic 436 gating variable, and E AM P A = 0 mV is the synaptic reversal potential. Synaptic gating was modeled using a 437 first-order kinetics scheme:
where V pre is the presynaptic membrane voltage, τ r = 0.4 ms and τ d = 2 ms are time constants for 439 neurotransmitter release and decay, respectively, and H(V ) = 1 + tanh(V /4) is a sigmoidal approximation to the 440 Heaviside step function. GABA A currents are modeled in the same way with E GABA = −75 mV and τ d = 5 ms. 441 Maximum synaptic conductances for PC cells were (in mS/cm 2 ): GABA A (.1); for IN cells: AMPA (1).
442
External inputs 443
Each PC cell received independent Poisson spike trains (Fig 8) with time-varying instantaneous rate λ(t) (sp/s) 444 and time-averaged rate r inp = λ ; spikes were integrated in a synaptic gate s inp with exponential AMPAergic 445 decay contributing to an excitatory synaptic current I inp = g inp s inp (V − E AM P A ) with maximal conductance 446 g inp (mS/cm 2 ). Input signals were modeled by collections of spike trains with the same instantaneous 447 rate-modulation. A given input signal to a PC output population can be interpreted as conveying rate-coded 448 information from a source population in a particular dynamical state.
449
Signals from sources in different dynamical states were generated by modulating instantaneous rates λ(t) 450 according to the activity patterns exhibited by populations in those states. Signals from source populations in an 451 asynchronous state were modeled by Poisson spike trains with constant rate λ(t) = r inp (Fig 8A) whereas signals 452 from sources in an oscillatory state were modeled using periodically-modulated instantaneous rates ( Fig 8B) .
453
Signals with sine wave modulation had λ(t) = r inp (1 + sin(2πf inp t))/2 parameterized by r inp (sp/s) and rate 454 modulation frequency f inp (Hz). Sinusoidal modulation causes spike synchrony (the interval over which spikes 455 are spread within each cycle) to covary with frequency as the same number of spikes become spread over a larger 456 period as frequency decreases. Thus, we also investigated oscillatory inputs with square wave modulation in order 457 to differentiate the effects of synchrony and frequency while maintaining the ability to compare our results with 458 other work. Square wave rate-modulation results in periodic trains of spikes with fixed synchrony (pulse packets) 459 parameterized by r inp (sp/s), inter-pulse frequency f inp (Hz), and pulse width δ inp (ms). δ inp reflects the 460 synchrony of spikes in the source population with smaller values implying greater synchrony; decreasing δ inp 461 corresponds to decreasing the duty cycle of the square wave. For the square wave input, we chose to hold 462 constant r inp so that across frequencies the only significant change is in the patterning of spikes and not the total 463 number of spikes; this results in larger pulses being delivered to postsynaptic PCs at lower frequencies as would 464 be expected if lower frequencies are produced by larger networks [50] . If the number of spikes per cycle was fixed, 465 instead, as would be the case for a given input population with iFR fluctuating more rapidly and all cells spiking 466 on every cycle, then the mean strength of the input would increase with frequency, and its effect on resonance 467 would no longer be comparable to a sinusoidal input with increasing frequency. The consequence of holding the 468 number of spikes per cycle fixed for a square wave input is discussed further below and related to the results for 469 fixed-mean square waves in S8 ms (low synchrony), and g inp = .0015 mS/cm 2 . High synchrony inputs are similar to strong, periodic spikes while 477 medium and low synchrony inputs distribute spikes uniformly over intervals comparable to sine waves at 100 Hz 478 and 53 Hz, respectively.
479
In simulations probing resonant properties, the input modulation frequency f inp was varied from 1 Hz to 50 480 Hz (in 1 Hz steps) across simulations. In simulations exploring output gating among parallel pathways, input 481 signals had the same mean strength (i.e., r inp ); this ensures that any difference between the ability of inputs to 482 drive their targets resulted from differences in the dynamical states of the source populations and not differences 483 in their activity levels.
484
Data analysis 485
For each simulation, instantaneous output firing rates, iFR, were computed with Gaussian kernel regression on 486 population spike times using a kernel with 6 ms width for visualization and 2 ms for calculating the power 487 spectrum. Mean population firing rates,r P C andr IN , were computed by averaging iFR over time for PC and 488 IN populations, respectively; they index overall activity levels by the average firing rate of the average cell in the 489 population (Fig 8Ci-ii) . The frequency of an output population oscillation, f pop , is the dominant frequency of the 490 iFR oscillation and was identified as the spectral frequency with peak power in Welch's spectrum of the iFR (Fig 491  8Ciii, S7 Fig) the signal has a single dominant frequency; however, a disambiguating measure of population frequency would be 496 necessary to study regimes in which multiple frequencies are strongly present (e.g., strong, low-frequency, 497 low-synchrony periodic inputs). The natural frequency f N of the output network was identified as the population 498 frequency f pop produced in response to an asynchronous input.
499
Our measure of spiking activity in the strongly-driven network differs from measures used in work on 500 resonance in weakly-driven networks [10, 11, 42] . In the weakly-driven (i.e., linear) regime, the iFR amplitude 501 scales linearly with the input and can serve as a measure for detecting resonance. However, in the strongly-driven 502 regime that we explore, iFR may scale nonlinearly with the input; in the case of high-synchrony inputs, iFR 503 amplitude saturates below the resonant frequency (i.e., all cells spike once on every cycle), and it has a more 504 complicated profile and scaling with input strength in other cases. [51] has explored spiking resonance in a 505 strongly-driven single cell and defined a measure called spike frequency that is roughly equivalent to the 506 time-averaged firing rate. We have chosen to use a similar measure, the time-averaged iFR,r * , to capture overall 507 increases or decreases in the amount of spiking produced in the strongly-driven network.
508
Qualitatively,r P C profiles differ for the PFC PC/IN network with strong feedback inhibition depending on 509 the waveform of the periodic input (Fig 9) . Weak sinusoidal inputs produce band-pass responses like those 510 observed in [10, 11] (Fig 9Ai; S1 Fig D- Ei, blue curve). Increasing the strength of those inputs produces an 511 all-pass regime in which inputs at all frequencies elicit a response, although a resonant peak remains (Fig 9Aii; S1 512 Fig D-Ei, black curve) . In contrast, a weak square wave with mean input held constant across frequencies 513 produces a low-pass response due to the larger input pulses at low frequencies (Fig 9Bi) . However, the curve still 514 exhibits a peak that occurs at the same input frequency as for the sine wave given equal-strength input. Finally, 515 a weak square wave with pulse amplitude held constant produces a high-pass response due to the increasing input 516 strength that occurs with an increasing number of pulses (Fig 9Ci) . Increasing the strength of square wave inputs 517 also moves the network into an all-pass regime (Fig 9Bii, Cii) , but only the fixed-mean square wave exhibits a 518 resonant peak (Fig 9Bii) . In this work, we focus on the sine and square wave cases where mean input strength is 519 held fixed and resonance is well-defined in physiologically-relevant frequency ranges.
520
Across simulations varying input frequencies, statistics were plotted as the mean ± standard deviation 521 calculated across 10 realizations. Input frequency-dependent plots of mean firing rates and population frequencies 522 will be called response profiles. The time-averaged firing rate resonant frequencies, f P C R and f IN R , are the input 523 frequencies at which global maxima occurred in ther P C andr IN firing rate profiles, respectively. Similarly, the 524 resonant input frequency, f pop R , maximizing output oscillation frequency was found from peaks in f pop population 525 frequency profiles, excluding the peaks that are due to nested oscillations in response to strong, low-frequency, 526 low-synchrony periodic drives.
527
Simulation tools 528 All models were implemented in Matlab using the DynaSim toolbox [52] (http://dynasimtoolbox.org) and are 529 publicly available online at: http://github.com/jsherfey/PFC_models. Numerical integration was performed 530 using a 4th-order Runge-Kutta method with a fixed time step of 0.01 ms. Simulations were run for 2500ms and 531 repeated 10 times. The network was allowed to settle to steady-state before external signals were delivered at 400 532 ms. Plots of instantaneous responses begin at signal onset. The first 500 ms of response was excluded from 533 analysis, although including the transient did not alter our results significantly. The amplitude of voltage fluctuation, V max − V min is plotted versus input frequency, and the peak is marked 541 with a × symbol. (B) After the input strength was increased to a slightly suprathreshold level (r inp = .1 kHz), 542 suprathreshold spiking resonance was observed at the same 2 Hz frequency in a single PC. Example voltage 543 traces are shown in response to asynchronous input and sinusoidal inputs at f = 1 Hz, 2 Hz, and 5 Hz. The 544 time-averaged firing rate (FR) is plotted versus input frequency, and the peak is marked with a + symbol. This 545 suggests that the subthreshold resonance translates to suprathreshold resonance in the linear regime. (C) (i) FR 546 profile showing that as the strength of sinusoidal input is increased further to r inp = .8 kHz and 1 kHz, spiking 547 resonance in the single PC remains at the same frequency and multiple bumps in time-averaged firing rate Population frequency profile for PC and IN populations. Peak population frequency occurs at the input 585 frequency maximizing IN activity (i.e., feedback inhibition). LIF neurons were modeled with membrane potential 586 V (mV) governed by: dV dt = −I inp (t, V ) − g l (V − E l ) − g syn (V − E syn ) where t is time (ms), g l = 0.1, E l = −65 587 mV, I inp (t, V ) is an excitatory current (µA/cm 2 ) reflecting inputs from external sources described in the 588 Methods section, and I syn denotes synaptic currents (µA/cm 2 ) with double exponential conductances driven by 589 other populations. When the membrane potential reaches the threshold of 0 mV, the voltage is reset and held at 590 -65 mV for a refractory period of 3 ms. There were 25 PCs and 5 INs. For PCs, synaptic inputs were inhibitory 591 with g syn = 0.1, E syn = −80 mV, 2 ms decay and 0.4 rise time constants. For INs, synaptic inputs were 592 excitatory with g syn = 0.03, E syn = 0 mV, 10 ms decay and 0.2 rise time constants. Inputs to the LIF network 593 were the same as the more detailed PFC network described in the Methods section except that g inp = .00375 594 mS/cm 2 and g noise = 0.0056 mS/cm 2 . (ii) Power spectrum with peaks at both the external 625 driving frequency and frequency of internally-generated, nested oscillations. Low-synchrony square wave inputs 626 can also produce nested oscillations. Across realizations, different frequencies may have peak power, which results 627 in ambiguity when f pop is defined as the frequency with peak power. However, this does not affect the current 628 study because nesting only occurs at frequencies well below the time-averaged firing rate peaks of ongoing with prominent peaks at the internally-generated, natural frequency and its harmonics as well as a much smaller 636 peak at the external driving frequency. The response to 50 Hz square wave drive, independent of the degree of 637 input synchrony, exhibits a similar asymptotic behavior. 
