We present the convergence analysis of locally divergence-free discontinuous Galerkin methods for the induction equations which appear in the ideal magnetohydrodynamic system. When we use a second order Runge Kutta time discretization, under the CFL condition ∆t ∼ h 4/3 , we obtain error estimates in L 2 of order O(∆t 2 + h m+1/2 ) where m is the degree of the local polynomials.
Introduction
The magnetohydrodynamic (MHD) equations modelize electrically conducting fluid flow in which the electromagnetic forces can be of the same order or even greater than hydrodynamic ones. The ideal MHD system which combines the equations of gas dynamics with Maxwell equations in which relativistic, viscous and resistive effects are neglected can be written in the following conservative form ∂ t ρ + ∇ · (ρu) = 0 (mass conservation) ∂ t (ρu) + ∇ · ρu ⊗ u + p + where ρ is the density, u the velocity field, B the magnetic field, p the pressure, e the total energy and I identity matrix. If the initial data are divergence free, that is to say that ∇ · B 0 = 0, then an exact solution will satisfy this constraint for all the times. For smooth solution this is obvious because the induction equation can be rewritten as ∂ t B + curl(B × u) = 0 and we have the identity ∇ · (∇ × ·) = 0. The numerical preservation of the ∇ · B = 0 condition is an important and much debated problem for numerical MHD codes [3, 4, 10, 11, 12, 19, 21] . Because ∇ · B errors arise in numerical simulations and may increase in time, numerical instabilities can appear and lead to unphysical behaviour of the system. For example numerically incorrect magnetic field topologies lead to unphysical plasma transport orthogonal to the magnetic field. The non enforcement of the ∇ · B constraint leads to the loss of momentum and energy conservation and allows fictitious forces to develop parallel to the magnetic field. These effects are discussed in [3, 4] . In this paper we present the convergence analysis and error estimates of locally divergence-free Runge Kutta discontinuous Galerkin schemes for smooth solutions of the induction equation which arises in the MHD system ∂B ∂t + curl(B × u) = 0
where B = (B x (t, x), B y (t, x)) is the magnetic field, and u = (u x (t, x), u y (t, x)) is the velocity field, with the notations x = (x, y). We assume for this paper that the velocity field u is given. The construction and the convergence analysis of this discontinuous Galerkin method is based on three things. First we rewrite the induction equation as a Friedrichs system. Then we write a discontinuous Galerkin formulation of this new system in which we choose upwind flux as definition of the flux at the cell interface. In order to have a locally divergence free scheme we use piecewise solenoidal functions that are totally discontinuous across interface cells but which are pointwise divergence free on each element. This basis functions were developped in [2, 16] in the context of nonconforming finite element method for the stationary Navier-Stokes equations and were also used in [17] . We also use the Nedelec finite element in H(curl) [18] in two dimensions which is obtained by rotating the Raviart-Thomas element [20] by π/2. Then we used the framework developped in [6, 23] to show the convergence and obtained error estimates for our scheme. In [7] the authors develop a locally divergence free discontinuous Galerkin scheme for numerically solving the Maxwell equation. They also show an error estimate of the form O(h k+1/2 ) where k is the degree of the local polynomials.
2 The numerical scheme
The Friedrichs formulation
Thanks to the divergence constraint, ∇ · B = 0, the induction equation (1) can be rewritten as
where
, A y (t, x) = u y (t, x) 0 0 u y (t, x) . and C(t, x) = − ∂ x u x (t, x) ∂ y u x (t, x) ∂ x u y (t, x) ∂ y u y (t, x) .
Sometime we will use the notation (v 1 , v 2 ) instead of (v x , v y ) where v is a vector or matrix fields.
For suitable boundary conditions on ∂Ω Friedrichs [13] has proved the existence and uniqueness in L 2 (Ω) of a weak and strong solution to (2) , under appropiate smoothness conditions and the additional assumption
with α a strictly positive constant. We suppose that u ∈ C ∞ (Ω), ∇ · u ∈ L ∞ (Ω) and C ∈ C ∞ (Ω).
We recall that if B 0 ∈ H s (R 2 ) with s ∈ R, then the system (2) admits a unique weak solution B ∈ C 0 [0, +∞[; H s (R 2 ) ∩ C 1 [0, +∞[; H s−1 (R 2 ) (see [1] ). In particular, if s > 2 the weak solution lies in C 1 [0, +∞[×R 2 and is in fact a classical solution.
Remark 1
The condition (3) can be easily satisfied by using B(t, x) = e −λt B(t, x), with λ > 0 instead of B. Then B satisfies
where C = C + λ I. Since we assume ∇u ∈ L ∞ (Ω) we can choose λ sufficiently large such that condition (3) is satisfied for (4).
The approximation spaces
First we introduce the space ∞ (0, T ; X) defined by
where X denotes a functional space. For a subdomain D ⊂ Ω, H m (D) denotes the usual Sobolev space which is a Hilbert space with inner product
and seminorm
.
Then we define the space
and the solenoidal vector fields
Let T h a family of partitons of Ω that possesses properties described in [2, 16] . For integer k ≥ 0, P k (D) will denote the linear space of polynomials in two variables, of degree less than or equal to
where K is a finite element (or cell) and N the number of finite elements. The way of constructing local bases for V k and hence for V k h are described in [2, 16] . For examples, for k = 1 the bases functions can be constructed using the set of functions
To obtain a basis function for k = 2 it suffices to augment the above set by
Then we see that the basis functions for the approximation space V k h can be constructed by adding suitable terms to V k−1 h . Moreover these spaces possess optimal approximation properties in relation to the spaces S m (Ω) which has been proved in [2] . We recall some of those.
where h K is the diameter of the cell K.
Proof. See [2] . Now we define the local L 2 projection operator π h from S m (Ω) onto V k h (Ω), with m ≥ 1 by the equations
where 1 K (x) denotes the characteristic functions of K which is equal to 1 on K and 0 elsewhere.
Thanks the properties of the partition T h (see [2] ) there exists a constant σ such that h K ≤ σh, ∀K ∈ T h . For example we can take h = min K∈T h h K . Then we have the following approximation result.
Theorem 2 Let T h be a partition of Ω satisfying the properties assumed in [2] . if v ∈ S m+1 (Ω) then there exists a constant C such that
Proof. Thanks theorem 1 there
On the other hand we have
From (7), (10) and Cauchy-Schwarz inequality we obtain that
Finaly we have
Then we obtain
Moreover tkanks the assumptions of the partition T h (see [2] ) we have the following inverse properties (see [5] ).
Now we introduce an other discontinuous interpolation operator Π h based on the two-dimensional Nédélec element in H(curl) (see [18] ). Let P k denote the space of homogeneous polynomials of degree k in R 2 and consider the following subspace of P k :
where S k is defined by
Then we define
and
Following [14] , if we define the two sets of moments of v ∈ H s with s ≥ 1/2 on K:
where ν e is the outward unit normal to the edges e of K, and
then a vector field v of R k is entirely determined in a triangle K by its two sets of moments:
Moreover the tangential components of v on a given edge e of K depend only the moments M e (v) defined on that edges. Besides we have the following approximation properties (see [14, 18] 
with
If m = 1 then R 1 = P 0 ⊕S 1 where S 1 = span(x ⊥ ) and then it is obvious that div R 1 ≡ 0. Then the vector fields of R 1 is divergence free. Unfortunately the spaces R k with k > 1 are not divergence free spaces. Now we present a trace result and a continuous embedding which will be useful later. Let K a convex polygon with lipschitz boundary in R 2 . First we define the space V(K) and W(K) by
equipped with the norm
It is proved in [8, 9] that V(K) = W(K) and then that the mapping
has a unique linear continuous extension as an operator from
where γ 0 v is the boundary values of v on ∂K. Now Let define
Then we have the following theorem Theorem 3 Let K be a convex polygon in R 2 with lipschitz boundary. Then we have the continuous embedding:
Proof. Let K a convex polygon where {Γ i } {i=1,...Ne} denote the edges of K. We suppose that
Let ψ the solution of the problem ∆ψ = curl u
Since K is convex and u × ν is piecewise in H 1/2 from a result in [15] or in [14] (theorem 1.10) there exists a constant C such that
Then we construct u 0 such that
and from (29) we obtain
Now we set v = u − u 0 with v × ν = 0 on ∂K. From the proposition 3.1 of [14] we get
Therefore, from (30) and (31) we obtain
which ends the proof.
The discontinuous Galerkin method
In this section we describe our discontinuous Galerkin method. If we take the scalar product of the equation (1) with a test function ϕ, integrate the scalar product on a cell K and use the following Green formula
where ν e,K = (ν 1 e,K , ν 2 e,K ) T = (ν x e,K , ν y e,K ) T denotes the outward unit normal to the face e of K, we obtain
Now we replace respectively B and ϕ by B h and ϕ h in (35) where B h , ϕ h ∈ V k h (Ω). Nevertheless the terms arising from the boundary of the cell K in (35) are not well defined or have no sense since B h and ϕ h are discontinuous on the bondary ∂K of the element K. Then we replace these terms by a numerical upwind flux that we are going to define in the following lines. Let define
where A − and A + denote respectively the negative and the positive part of A. Then we define the upwind numerical flux
By noting that |A| = A + − A − and A = A + + A − we can rewrite g(ν e,K , v, w) as the Lax-Friedrichs flux
Now we obtain the following semi-discretized scheme in space
for all ϕ h ∈ V k h where K e is the neighbor of K along the face e. Let T be the final time and ∆t = T /N T the time step. Now we use a second order Runge-Kutta scheme for the discretization in time. Then the fully discretized scheme reads
Let X k be V k or W k . If we expand B h and ϕ h , that is to say
with Ψ i ∈ X k , then we obtain the scheme
3 Analysis of the semi-discretized scheme in space
In this section we show the L 2 -stabilty, the convergence and present some error estimates for the semi-discretized scheme in space, continuous in time.
Theorem 4 Let u and B 0 sufficiently, regular, typically we consider that
] e be the jump of B h across an edge e of E h , the set of all the edges of the partition T h then, there exists a constant
Proof. We begin by proving the theorem when B h ∈ V m h and therefore we will modify some estimates to adapt the proof when B h ∈ W 1 h . First we begin by proving the L 2 -stabilty of the scheme. This proof remains true for the two choices of approximation space. Let L h (·, ·) the bilinear form defined by
where E h denotes the set of all the faces e of the partition T h . If we take ϕ h = B h in (40) we obtain
From the definition (38) of the upwind flux, the term (42) can be rewritten as following
. Now let us rewrite the term (41). By using the fact that
and the Green formula (34) then we obtain
From the fact that A i is symmetric and hence A e,K is and the relation A e,Ke = −A e,K the second term of (45) can rewritten as
From (43)- (46) we can write
Since L h (B h , B h ) = 0 then from the previous equation we get the inequality
for all t ≤ T . Then using a Gronwall inequality we obtain
Now we will show simultaneously the convergence of the scheme and derivate some error estimates. First we treat the case where
where e h = B − B h . By noting that π h B h = B h and
then using (47) we obtain
From the stabilty analysis done previously the left hand side of (48) is the expression
Now it remains to estimate the right hand side of (48) that is to say find an estimate for
From the definition of π h for the term (50) we have
Now we define a new projection operator P h by
Then by Taylor expansion it can be easily shown that there exists a constant C independent of h such that
Then the i-th term of (51) can be recasted in
and because of the definition of π h . Now we give an estimate for term (56). Thanks the approximation properties (9) and (55), the inverse properties (11) , and the Cauchy-Schwarz inequality we obtain
For the term (53) we get
Now it remains to estimate the term (52). First have
Since |A e,K | is symmetric and using a Young inequality we obtain
Now we want to estimate the first term of (59).
Finally, from (48)- (54), (57), (58), (59) and (60) we get
Using a Young inequality, from (61) we get that ∀t ≤ T
From (62) and a Gronwall inequality we get
Finaly we get that ∀t ≤ T
which finishes the proof when B h ∈ V m h . Now we suppose that B h ∈ W 1 h . We have to give new estimates for the terms (50)-(53). For the term (50), using Cauchy-Schwarz inequality and the approximation property (18) we get
Now let us estimate the term (52). The inequality (59) is still valid. It remains to give a new estimate for the first term of the right hand side of the inequality (59). Using the approximation properties (18)- (20) , and the fact that divΠ h B = divB = 0 then we get
Now we give a new estimate for (51) and (53). Using the Green formula (34) we obtain
First we look at the term (66). Using the approximation properties (18)- (20), inverse properties (11), the fact that div Π h B = div B = 0 on K and the Cauchy-Schwarz inequality then we get
As div Π h B = div B = 0 on K the term (65) can be recast in
Now we have to estimates the three terms of (68). For the two first term of (68) we get
Using the approximation properties (18)- (20), the continuous imbedding (28), the fact that div Π h B = div B = 0 on K and the Cauchy-Schwarz inequality then we get
Finally, from (48)- (53) and (63)- (71), we get
Using a Young inequality, from (72) we get that ∀t ≤ T
From (73) and a Gronwall inequality we get
Finaly we get that ∀t ≤
which ends the proof when B h ∈ W 1 h .
Remark 2
When B h ∈ W 1 h we can not expect to obtain error estimate like O(h 3/2 ) which is got when B h ∈ V 1 h . The reason is that the space R 1 does not reproduce all the polynomial fields of P 1 which are divergence free. Then the approximation properties of R 1 are the same as the ones of P 0 . That's the reason why we loose one order of convergence. Nevertheless we could loose one order more if there were not the approximation property (19) . As the approximation in the space H(curl) and the space L 2 is of the same order we can get convergence of the scheme whose the convergence rate is in O(h 1/2 ), and that's why the Nédélec space is interesting . Unfortunately it could not be generalized to the space R k with k > 1 as div R k = 0. We observe that P 0 ⊂ R 1 ⊂ P 1 and that
Analysis of the fully discretized scheme
In this section we present the stability, convergence and error analysis in L 2 of the fully discretized scheme. The main result is Theorem 5 Let u and B 0 sufficiently regular, typically we consider that u ∈ C 1 [0, +∞[; H m+1 (R 2 ) and B 0 ∈ H m+1 (R 2 ) and let us assume that there exists a constant β(α) depending on α such that the CFL condition ∆t ≤ β(α)h 4/3 holds. Moreover we assume the condition (3) and
Proof. L 2 -stability. We begin by proving the theorem when B h ∈ V m h and therefore we will modify some estimates to adapt the proof when B h ∈ W 1 h . First we begin by proving the L 2 -stabilty of the scheme. This proof remains true for the two choices of approximation space. If we take ϕ h = B n h in (36), and ϕ h = Y n h in (37) then after summing over all elements K of the partition T h the sum (36)/2+(37) gives
First we will give an estimate of terms of the form of F n (ϕ h , ϕ h ) and in the second moment we will give an estimate for the term
. Using (44) and the Green formula (34) we get
From the condition (3), and the equations (75) and (74) we get
It remains to estimate the term
. To do this we remark that after summing over all elements K of the partition T h the sum (37)−(36)/2 gives
Let us estimate the right hand side of (77). We have
By seeing that there exists a time t and t † such that
where t = t n + θ ∆t and t † = t n + θ † ∆t, with 0 ≤ θ ≤ 1 and 0 ≤ θ † ≤ 1, then we get
Then (78) can be rewritten as
(79) with t ‡ i = t n + θ ‡ i ∆t and t = t n + θ ∆t such that
First we estimate the term G(B n h , ϕ h ). From the Young and Cauchy-Schwarz inequalities and the inverse properties (11) we get
From (80)- (82), we get that
Now we will estimate the term ∆tF n+1 (V h , ϕ h ). From the Young and Cauchy-Schwarz inequalities and the inverse properties (11) we get
∆t
and ∆t
From (84)- (86), we get that
By taking (77), and from (83) and (87) we obtain (36) and from the estimate (87) we get
If ε is small enough, from (89) we deduce
Therefore, if ε is small enough from (88) and (90) we get
From (91) and (76) we get
If we suppose ∆t ≤ C(ε)h 4/3 then (92) leads to
and finishs the proof of the L 2 -stability.
Convergence and error estimates in L 2 Now we will prove the convergence of the scheme and show some error estimates. First of all we look at the case B ∈ V m h and we will change some estimates to adapt the proof when B ∈ W 1 h . We set
Using Taylor expansion in time we get
Using Taylor expansion and from the equation (2) and (93) we obtain
From (93) and (94) we get
From (95) and (96) we get
Finally from (93) and (97) we obtain
If we take the scalar product of (98) and (99) with a test function ϕ h , integrate over a cell K and use the Green formula (34) then we get
. We set the following notations
If we substract (36) to (100) and (37) to (101) we obtain
We set
If we take ϕ h = δ n B in (102) and ϕ h = δ n Y in (103), after summing over all the element K of the partition T h the sum (102)/2+(103) gives
In the following we will give estimates for the three terms
. From the equation (93) and the approximation properties (9) of π h then we obtain
Using (108), the Cauchy-Schwarz and Young inequalities we have for the first term of H n (δ n B ) the estimate
Now we estimate the term ∆tF n (B n − π h B n , ϕ h ).
and because of the definition π h . Now we give an estimate for the term (110). Thanks the approximation properties (9) and (55), the inverse properties (11), the Cauchy-Schwarz and Young inequalities we obtain
Next we have
As it has been done for the continuous case (see estimates (59)- (60)) we obtain
From (111)- (113) we get
Now we want to estimate the term ∆tF n (B n , δ n B ) − ∆tF n (B n h , δ n B ). First we notice that
From (114) we obtain
From (3) and (75) we get
From (104), (106), (109), (115)-(117)
Estimate of J n+1 (δ n Y ) Using (108), the Cauchy-Schwarz and Young inequalities we have for the first term of J n+1 (δ n Y ) the estimate
Now we estimate the term ∆tF
The same proof for the estimate (114) leads to
From (121) we obtain
From (105), (106), (119), (120), (122) and (123)
. First we notice that after summing over all elements K of the partition T h the sum (103)−(102)/2 gives
From (108) and (109) we have
Now let us estimate the term L n (ϕ h ). First we notice that
From (87) and the approximation property (9) of π h we get
Now let us estimate the remaining term of
where G(·, ϕ h ) is defined by (79). From (87) we get
and from (83) we get
Now let us estimate the term
The estimate of the three terms in the right hand side of (137) gives for H n (δ n Y − δ n B ) the inequality
If ε and ∆t is small enough, (136) and (138) leads to
By taking ϕ h = δ n+1 B − δ n Y in (125) and thanks to relation (126)- (135) and (139) we get
If ∆t and ε is small enough and ∆t ≤ C(ε)h 4/3 then (140) leads to
Finally the estimates (107), (118) , (124) and (141) leads to
If we suppose ε small enough so that (4ε − α) ≤ 0 then (142) leads to
A discrete Gronwall inequality and (143) enable us to obtain
Finally, using (144) we get
To end the proof we notice that (142) implies that ∆t 4
If we make the sum on the index n from 0 to N T in (145) we obtain
Now we suppose that B h ∈ W 1 h . Then we see how change the estimates for
. If we replace π h by Π h then the estimate (108) becomes
and therefore (109) becomes
Now we give a new estimate for the term ∆tF n (B n − π h B n , ϕ h ). Using the Green formula (34) we obtain
First we look at the term (149). Using the approximation properties (18)- (20) , inverse properties (11), the fact that div Π h B n = div B n = 0 on K, the Young and the Cauchy-Schwarz inequalities then we get
As div Π h B n = div B n = 0 on K the term (148) can be recast in
Now we have to estimate the three terms of (151). For the two first term of (151) we get
As it has been done for the continuous case (see estimates (59) and (64) Following what have been done to obtain an estimate for J n+1 (δ n Y ) when B ∈ V m h we obtain 
Following what have been done to obtain an estimate for the term δ 
If we suppose ε small enough so that (4ε − α) ≤ 0 then (157) leads to which complete the proof.
