ple hash based techniques, which support yes/no results, AHBM allows requests to be answered approximately, that is, with a value between 0 and 100.
The main contributions of the paper are: 1. Dropping the splitting pre-processing step required in existing machine learning traffic analysis approaches. 2. A generic traffic analysis approach that works for website fingerprinting and for malware detection. 3. A malware traffic clustering algorithm using similarity hashing.
Related Work
Several website fingerprinting attacks are reported in the literature [1] [2] [3] [4] [5] [6] [7] . While older attacks are relatively slow [3] [4] [5] , more recent ones are significantly more scalable [6, 7] . Recently, Nasr et al. [8] addressed the scalability issue using a different approach, namely, compression. Traffic features are compressed using linear projection algorithms and compressed sensing and then used without decompression. Overall, the compressive traffic analysis approach achieved a 13 times effective speed up compared to Wang et al.'s k-NN based attack [5] and a 3 times effective speed up compared to Panchenko et al.'s SVM attack [6] , both with a negligible accuracy loss. However, all these approaches achieve high accuracy results under the important assumption that a reliable splitting procedure is used. Without such splitting procedure, all these approaches are hardly applicable in real scenarios [9, 10] . To identify a website occurrence within a long sequence of captured packets, there are currently two main approaches: splitting the traffic and using a sliding window. Wang and Goldberg [11] discussed the splitting problem and proposed two ways of implementing it: time-based splitting and classification-based splitting. Time-based splitting is efficient provided that the time-gap separating two website visits is large. If the time-gap is small, classification-based splitting is used which has an additional processing overhead. Either ways, the website fingerprinting attack needs to go through an initial splitting pre-processing step. Moreover, even with an accurate and efficient splitting procedure, each website model has to be matched with each separated session. Our proposed AHBM approach outperforms this process by completely dropping the need for splitting the traffic.
To address the splitting problem, Feghhi and Leith [12] adopt a sliding window approach with a 10 packets moving step. At each step, a sequence of n packets is extracted from the traffic and matched with the website model where n is the size of samples used in the training phase. However, even with a moving step of 10 packets, this approach is clearly not scalable in realistic scenarios.
Approach Motivation
Finding similarities between data objects 1 is a typical problem in digital forensics. A typical scenario consists in looking for a similarity between a reference data object (image or office document) and a target data object under investigation (live memory dump, captured traffic dump, etc.). Compared to existing network traffic analysis techniques, the ones used in digital forensics are simpler but more scalable. It is important to note that digital forensics techniques are based on string comparison where each data object is considered as a string of bytes. Hence measuring similarity is based on string matching.
Hashing is a very common forensics tool for string matching. Simple hashing, regardless of its granularity, has two limitations. First, it allows to pinpoint occurrences of exact copies. Any alteration (even 1 bit) yields a hash mismatch. This problem is also known as hash fragility. Second, hashed blocks should be aligned the same way in the reference and target data objects. Any displacement in block boundaries yields a hash mismatch.
To address the hash fragility problem, data fingerprinting [13] is typically used to find similar objects instead of exact object copies. The idea is to select a set of representative features for each object, then the similarity is computed in terms of the level of correlation between the features. Data fingerprinting is known to be resilient to small alterations.
To address the block alignment problem, k-gram and Winnowing [14] are used. That is, each data document is divided into contiguous and overlapping substrings of size k called k-grams. Each position of the data document is a starting point of a different k-gram. A hash is computed for each k-gram and a subset of these hashes is selected as the document's fingerprint. Winnowing is an efficient algorithm for selecting k-gram hashes which consists in using a sliding window across the data document and keeping only one representative from each window position.
Using data fingerprinting and Winnowing raises three important questions: (1) how features are selected from a data object? (2) how features are stored efficiently? and (3) how the correlation/similarity between two sets of features is measured?
In the context of traffic analysis, we define a data object as a sequence of packets corresponding to a specific network activity (e.g. website visit, malware communication session, etc.). For each sequence, only the following information is kept: packet lengths, packet order, and packet directions. Since the approach is mainly based on string matching, this "meta-data" information is sufficient to characterize similarity. A data feature 2 is a sub-sequence of packets in a data object. Figure 1 shows a snippet of a data object with the first three data features. The proposed traffic analysis technique is based on data fingerprinting and winnowing and is inspired by Roussev's approach of data fingerprinting with similarity digests [15, 16] . Using this approach, the short answers to the above questions are as follows. Given a data object (e.g. samples of a website visit), the technique aims at selecting features (Question 1) that are least likely to occur in other data objects (e.g. samples of a different website visits) by chance. The selected features are then hashed and stored using Bloom filters (Question 2) which allow significantly compact representation and fast membership queries. Hence, each data object will be represented by a Bloom filter. Measuring the correlation/similarity of two data objects (Question 3) consists in comparing their Bloom filter representations. 
Hash-based Signature Generation
The criteria we use for feature selection is the following: choosing uncommon (statistically improbable) features that happen to be part of the available samples. In order to characterize statistically improbable features, we compute the hash digest (SHA-1) of each feature. The resulting 160-bits digest is then normalized to a value between 0 and 1023 by considering only the 10 rightmost bits of the digest:
Feature Selection Criteria
Let B be the size (number of packets) of a data feature. For example, in Figure 1 , B is 6. A data object of length L packets contains L − B + 1 features. The data fingerprinting approach consists in selecting only a subset of these features to uniquely identify the data object. A good feature candidate for selection should satisfy two criteria: -criteria 1: it should be statistically improbable -criteria 2: it should be part of most of (or all) data samples For criteria 1, the statistical probability of a feature depends on the likelihood of its normalized hash value.
To this end, we estimate the probability distribution of all possible normalized hash values [0, 1023] . For each feature in the data object, we compute its normalized SHA-1 digest and use the value to identify its statistical probability from the distribution. This is implemented by a rank table of size 1024 mapping normalized hash values to a precedence score (S prec ) which is a value between 0 and 1023 proportional to the probability value.
It is important to note that a different rank table is generated for each type of traffic. Figure 2 shows a graphical representation of the rank table corresponding to malware dataset. For every feature, the precedence score indicates how common the corresponding normalized hash value is found in the empirical data. That is, if a feature has a very common H norm value, it gets a high S prec value. Whereas features with uncommon H norm values will get low S prec values. Selecting the statistically-improbable features consists in picking the features with the lowest S prec values. A straightforward approach consists in ordering all the data features across the data object in ascending order of their S prec values and choosing the top ones. The problem is that all selected features will be originating from the same region/cluster of the data object. Winnowing [14] technique uses a sliding window to pick features with local minima. This guarantees that features are selected from various locations in the data object.
Let W be the window size. While the window is sliding across the data, a feature with the lowest S prec is marked 3 at every step. If the same feature is marked a number of times (1 ≤ k ≤ W ), it can be considered as a feature with a local S prec minimum and consequently selected as statistically improbable. This is achieved by maintaining a popularity counter score S pop which keeps track of how many times each feature has been marked due to a minimum S prec .
The actual feature selection is based on setting a threshold value t (1 ≤ t ≤ W ) such that any feature with a popularity score S pop ≥ t is selected as statistically-improbable. In our case, we use a threshold value t = 2. Figure 3 shows how S pop values are updated while a sliding window of size 9 is moving through a data input sample. The upper row shows the H norm values. After the sliding window reaches the end of the data object, the final S pop values (step 12) are used to select the statistically-improbable features. For instance, if the threshold t = 2, three features will be selected (positions 3 If two features happen to have the same Sprec value in the current window, only the leftmost one is marked.
4, 8 and 17) whereas for t = 4, only two features will be selected (positions 8 and 17) .
Once a feature is considered statistically improbable (passed the winnowing process), it passes through the second filter (criteria 2) which checks if the feature occurs in the other samples of the same class. Keeping only the features that occur in all other samples is too restrictive and result in a small number of features. On the other hand, allowing all features that occur in at least half of the samples is too permissive and result in a large number of features. Empirical analysis showed that the best threshold value is to keep only features that appear in at least 75% of the other samples.
Building Fingerprint Representations
Having selected a set of features to represent a data object, the next step is to build a fingerprint representation out of the features. A simple approach consists in computing the hash of each feature and concatenating the hashes to obtain a fingerprint representation of the data input. This approach is inefficient in two aspects. It is space inefficient and it handles membership queries (checking if an element is part of the set) inefficiently. Note that this simple approach does not incur any false positive rate for membership queries. A more efficient approach for set representation is using Bloom filters [17] . The approach trades space and membership queries efficiency for a small false positive rate in membership queries.
A Bloom filter is an array of bits of a fixed size m initially set to 0. Given a set of elements {s 1 4 . For each of those hash values, the Bloom filter entry is set to 1. Checking the membership of an element s j goes through the same process, that is, computing the k indices using the k hash values. If all the bits on the k indices are equal to 1, the membership query returns true. Otherwise, it returns false. As mentioned above, Bloom filter approach for set representation trades efficiency for a small false positive rate in membership queries. Indeed, in membership queries, if at least one entry of the computed k indices is set to 0, we are sure that the element is not in the set. However, if all the k entries are set to 1, we are not 100% sure that the element is in the set. The k entries might be set by chance (while inserting other features). The good news is that, given the number of elements already inserted in the Bloom filter, the false positive rate can be easily estimated [17] .
The procedure to insert a feature into a Bloom filter is illustrated in Figure 4 . First, the sequence of packets (packet lengths and direction) composing the feature are hashed using SHA-1 algorithm which generates 160 bits. The hash is then split into five 32 bits sub-hashes. Each sub-hash is considered as different hash value. Hence, k value in this case is 5. The 11 least significant bits of each 32 bits sub-hash is used as index in the Bloom filter array of bits. The features are inserted in 256-byte Bloom filters (m = 256 × 8 = 2048 = 2 11 ). The values of k (number of sub-hashes), m (the size of the bloom filter), and n (the maximum number of features to be inserted in a bloom filter) are chosen such as to keep the false positive rate f 5 under an acceptable low threshold. f can be estimated as follows [17] :
The capacity of a single Bloom filter is fixed to a default value of n = 128 features. Based on (2) and the chosen values (k = 5, m = 2048, and n = 128), the expected false positive probability is 0.00139. When the capacity of a bloom filter is reached, a new Bloom filter is created, and so on, until all features are represented.
The fingerprint representation of a data object is the concatenation of all Bloom filters preceded by their total number. The obtained representation is called similarity 5 The probability that all bits corresponding to a feature are set to one while the feature is not in the bloom filter digest (SD):
where s is the number of Bloom filters and bf i is the i th Bloom filter of data object dob.
Comparing Similarity Digests
Computing the similarity between two data objects consists in comparing their Bloom filters. Hence, the core of the similarity computation process is the comparison of two Bloom filters which is based on a modified version of Hamming distance. We call it Hamming Similarity. Let bf 1 and bf 2 be two Bloom filters where bf 1 is chosen to be the one with less features and consider the following variables: -n 1 and n 2 : the number of features in bf 1 and bf 2 respectively 6 . -e 1 and e 2 : the number of bits set to one in bf 1 and bf 2 respectively. -e 12 : the number of bits set to one in both bf 1 and bf 2 (intersection).
The Hamming Similarity (HS) between two Bloom filters is defined as follows:
where, -N min is the minimum number of features in a Bloom filter that is needed to compute a meaningful HS value 7 . -t c is a threshold below which any bit matching is assumed to be due to chance:
-E max is the maximum number of matching bits due to chance:
-E min is the minimum number of matching bits due to chance:
-p = 1 − 1 m is the probability that a specific bit is still 0 after the setting of a single bit.
-α is a calibrating parameter that is set experimentally.
The two first terms in (4) state that (1) if there is not enough features stored in the first bloom filter, the returned similarity is −1 and (2) if both bloom filters share a small number of 1 bits, any similarity is considered to be due to chance and the returned similarity is 0. The third term estimates the similarity using common 1 bits in both bloom filters while excluding some of those 1 bits due to chance. Three values are used to estimate the "by-chance" factor: t c , E max , and E min . The only variable set experimentally is α which serves as a calibrating parameter. α is set to 0.3 which consistently yields a zero similarity between bloom filters of unrelated data objects. We now have all the ingredients to compute the similarity score (SC) between two data objects. Let dob 1 and dob 2 be two data objects. Let 7 We use the same experimentally derived value as Roussev [15] which is 6 for a bloom filter of 128 features Assuming that s ≤ t, the similarity score (SC) between the two data objects is defined as follows:
HS(bf
The similarity score as defined in Equation (8) can be used to find the similarity between two data objects with comparable sizes (s ≈ t). However, it is particularly efficient to compute the similarity between a small data object (e.g. file) and a much larger data object (e.g. hard drive), hence, s << t, that is, the number of Bloom filters is much larger in dob 2 than in dob 1 . The similarity score computation consists in comparing each Bloom filter of dob 1 with every Bloom filter in dob 2 and keep the highest value. The kept highest values are then averaged to produce the similarity score. The maximum value of the similarity score is the maximum Hamming Similarity between two bloom filters (Equation (4)), that is, 100. That optimal value is obtained not only when all features of dob 1 happen to be in dob 2 , but when they occur in the same bloom filter in dob 2 . In other words, having all features of one bloom filter from dob 1 occur in dob 2 but dispersed across several bloom filters does not contribute to boost the similarity score. They should be concentrated in a single bloom filter in dob 2 .
Hence, calculating the score as the average of the s maximum similarities between the bloom filters of dob 1 and all the bloom filters of dob 2 has two crucial consequences: 1. A large size of dob 2 (i.e. t) does not dilute the similarity score. 2. Having all features of dob 1 occur in dob 2 but dispersed across several bloom filter does not yield a high similarity score.
To be considered similar, the similarity score between two network traces should be larger than a certain threshold t sc . Threshold selection for all AHBM use cases is discussed in Section 9.
Finding a Needle in a Haystack
The threat model we are considering is a surveillance entity through which a huge amount of traffic is flowing (Internet Service Provider (ISP), censorship entity, gateway or IDS of a large network, etc.) and which is interested to pinpoint specific sessions in the traffic (website visit, malware communication, etc.). In existing traffic analysis approaches, in particular, website fingerprinting techniques [1-4, 6, 7] learning a website "fingerprint" requires several sample visits. The set of samples have typically comparable sizes (number of packets). This allows to extract features such as the number of incoming packets, the number of outgoing packets, the number of received bytes, etc. which allow to build a model/signature for that website. Consequently, for a website model to be efficient in identifying website occurrence in unknown traffic, it should be matched, each time, with an extracted sequence of packets having a size similar to the samples used in the training phase. Captured traffic, however, comes in the form of a long sequence of packets corresponding to all sort of user activity without clear separation. This issue was not considered in most of previous work on website fingerprinting because k-fold cross-validation is typically used for the experimental evaluation. k-fold cross-validation calculates the accuracy in terms of already "split" samples. The proposed AHBM approach is efficient to identify website occurrences in a network traffic capture of arbitrary size and hence particularly relevant for the considered threat model. As mentioned previously, this is achieved by comparing bloom filters composing the similarity digest of the website with bloom filters corresponding to different regions of the network traffic capture. By taking the average of the maximum similarities between each bloom filter of the website and all bloom filters of the unknown traffic, the final similarity score will not be diluted by the size of the unknown traffic capture. To reach a high similarity score, features of the website should not only be present in the unknown traffic, but also concentrated in few bloom filters. Figure 5 illustrates graphically the different phases required to analyze network traffic for website and malware detection using the proposed AHBM approach. 
Evaluation Models
Most of existing traffic analysis techniques are evaluated through typical cross-validation. The basic form is k-fold cross-validation where the data is first partitioned into k equally sized segments or folds. Subsequently, k iterations (or folds) of training and validation are performed using a different segment each time. Our experiment consists in applying a 10-fold cross-validation on the collected data. That is, in each fold 90% of the samples are used for selecting the features and the remaining 10% samples are used for testing. This process is repeated 10 times (folds) choosing in each fold different samples for testing. It is important to note that class models (e.g. website models in the case of website fingerprinting) are checked with the test data samples, one by one and one at a time. Therefore, in the remaining sections, we refer to this validation model as one-to-one cross-validation. One-to-one cross-validation is used in two scenarios: closed-world and open-world. In closed-world scenario, the testing data is composed only of monitored instances 8 . Whereas in open-world scenario, testing data is composed of monitored and non-monitored instances 9 .
In addition to one-to-one (open and closed-world) evaluation models we use a modified version of crossvalidation where the data is split the same way in each fold (90% samples for training and 10% samples for testing) but matching the class (e.g. website) models with the test data samples is not performed one-by-one. Instead, all test data samples (of all classes) are concatenated to form a single long sequence of packets. Each class model is then matched with the long test data sequence two times: one time with the test data samples from all classes and a second time with the test data samples from all classes, except the class model being evaluated. This is needed to track all cases i.e. true and false positives, true and false negatives. We refer to this validation model as one-to-all cross-validation.
One-to-all cross-validation is used to assess the efficiency of our proposed approach to detect a small network object (website visit, malware communication, etc.) within large amount of traffic. One-to-all crossvalidation comes also in two flavors: closed-world (test data composed only of monitored instances) and openworld (test data composed of monitored as well as nonmonitored instances). The selection of training and testing samples in both evaluation models is formally defined in the Appendix.
Website Fingerprinting on VPN Data
Typically, Virtual Private Networks (VPNs) are used to extend a private network across public networks [18] . Packets are communicated through an encrypted tunnel (SSL, IPSec, SSH, etc.). Since an observer of a VPN traffic can only see encrypted packets to and from the VPN server, VPN is also used to hide user activity and to bypass simple proxy filtering and censorship. Therefore VPN is a typical target of website fingerprinting attacks [1, 12] . VPN data is collected using an OpenVPN server on Amazon Web Services (AWS). A client is running Windows 7 virtual machine whose traffic is tunneled through the OpenVPN server. Website visits are automated using a python script that fetches websites using chrome browser. Three datasets are collected: . The pages will keep loading for the next 10 seconds, after which the three pages are stopped altogether and the first round is over. The second round will proceed similarly with the next 3 pages p 4 , p 5 , p 6 , and so on until reaching 1200 pages. For all three datasets, the script clears the browser cache, launches a tcpdump process for packet capturing, and then fetches the URL. For the first dataset, websites are fetched in a round-robin fashion (A first sample of each website is collected, then a second sample, etc.). The data has been collected during October and November 2017.
The proposed AHBM approach to traffic analysis depends on a set of parameters, in particular, the feature size B which represents the number of packets to include in a feature and the window size which specifies the number of features to consider at each step before marking the feature with the lowest S prec score. Choosing a small feature size increases the granularity of the data object representation while losing specificity and yields a larger number of selected features. However, choosing a large feature size decreases the granularity of the data object and reduces the number of features. On the other hand, a large window size means that a feature will be marked among a large number of considered features. This yields to fewer features marked with higher popularity scores. A small window size yields to more features marked but with lower popularity scores. The combination that yields the best results for the VPN dataset is a feature size of 2 and a window size of 4. Although a feature size of 2 packets is relatively small, but this corroborates previous results [20, 21] where the optimal traffic analysis results were obtained by considering consecutive pairs of packet size values. Table 1 shows the results of different scenarios using the three datasets. For one-to-one cross-validation, the TPR is 97% in the open-world as well as the closed world. Previous work on VPN traffic reported lower results: Herrman et al. [1] reported a 94% accuracy 11 while Fegghi et al. [12] reported between 90 and 95% TPR. The FPR is less than 20% in both one-to-one scenarios.
For one-to-all scenarios, the TPR is smaller: 80% for closed-world and open-world, and 56% for the overlapping scenario. The FPR, however, is high: 20% for both closed and open-world. This is due to some websites whose threshold is relatively low. When such websites are not part of the testing data, due to some inherent similarity with mainstream website traffic, the similarity score may cross the threshold barrier and leads to false positives. The low TPR (56%) and high FPR (36%) for the overlapping scenario are expected since several distinguishing features will be missed because of the intermixing of packets originating from different websites.
Another way to view the results of one-to-all crossvalidation is the average similarity scores for both cases (when the website is part of the test data and when it is not). Figure 6 shows the distribution of the similarity score values in both cases (red and green) using quar- following interesting facts can be observed from the figure: 1. The average similarity scores, when the website is part of the test data (green) and when it is excluded (red), are clearly far apart with the former larger than the latter for all websites. 2. The standard deviation of the similarity scores when the website is not part of the test data is interestingly small. This justifies the selection of the threshold t sc (Section 9) on the basis of this case (the similarity score with arbitrary traffic capture not including the website). 3. The standard deviation of the similarity scores when the website is part of the test data is relatively large. One explanation is that from one fold to another, not all distinguishing features are selected for the website model. Recall that features are selected provided they are part of at least 75% of the training instances.
Website Fingerprinting on Tor Traffic
Tor traffic is a common target for website fingerprinting attacks as Tor is an overlay network that aims to provide privacy and anonymity to its users. Previous work reported high accuracy website fingerprinting attacks on Tor [3, 4, 6, 22] . However, several concerns have been raised regarding the practicality of these attacks in realistic scenarios [9] [10] [11] , in particular how traffic can be efficiently split to produce clearly separated chunks that can be used for classifier training. Our dataset has been collected by visiting the top 100 Alexa websites, 40 times each, using Tor Browser. The websites are fetched in round-robin fashion and is automated using the Tor-selenium plugin [23] . Every visit lasts for a maximum of 30 seconds and there is a 5 seconds time gap between each successive visits. Packets are stored in pcap files which are then parsed to keep Similarity Score website is included website is excluded Fig. 6 . Distribution of the similarity scores for each website (1) when the website is part of the testing data and (2) when the website is removed from the testing data.
only the direction, order, and size of packets ( Figure 1 ). The data was collected during January 2017. Tor uses fixed size cells which reduces the feature space in case the feature (block) size B is small. Recall that the block size is the number of packets in a feature. Unlike the VPN datasets where a pair of packets per feature produced the best results, in Tor the best results were obtained with a feature size of at least B = 12 packets with a window size W = 4. Table 2 shows the result of 10-fold cross-validation on different datasets with different scenarios. The TPR ranges from 11% for CUMUL dataset to 71% obtained with Cai dataset. The FPR is very high for all datasets. The main reason is that the similarity score when the website is part of the test data is relatively close to the similarity score when the website is not part of the testing data. This is confirmed in Figure 7 which shows the quartile distribution of similarity scores on our dataset. For each website, the quartile figure shows the distribution of similarity score when the website is not part of the data (red) and when the website is part of the data (green). The dashed lines represent the range of all values observed in the 10-folds while the closed boxes indicate where 50% of the values are concentrated. For the majority of websites, the similarity score between the website similarity digest and the consolidated test data is smaller when the website is not part of the test data. However, there is a clear overlap between the green and red boxes. This explains the high FPR in Table 2 .
Overall, AHBM approach produces low accuracy results when applied on Tor traffic. We studied carefully the similarity score computation for some dataset samples in order to identify the reasons behind the low accuracy. It turned out that the main reason is the fixed size cell used in Tor. Typically, such uniformity in packet sizes can be compensated by considering longer features (number of packets). However too long features makes them too specific to particular samples and hence will be filtered out by creteria 2 of AHBM feature selection (Section 4.1). Hence, choosing a small feature size increases the granularity of the data object representation while loosing specificity which yields a larger number of selected features (This leads to high FPR in Tor) while choosing a longer feature size increases the specificity of the selected features, reduces their numbers, and for Tor it leads to a low TPR. This finding suggests that AHBM approach will produce similarly low results when applied on uniform-size packets traffic (e.g. BuFLO [24] ). Similarity Score website is included website is excluded Fig. 7 . Distribution of the similarity scores for each website (1) when the website is part of the testing data and (2) when the website is removed from the testing data. 
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Malware Traffic Analysis
Detecting malware activity through traffic analysis is attractive since it allows to cover a large number of hosts without requiring any of these hosts to install any software. Deep packet inspection (DPI) is the major approach for network malware detection which consists in checking the packet payloads in search of specific bytes. DPI assumes that malware communicate through plaintext protocols (e.g. HTTP, IRC, etc.). As malware are increasingly using encrypted protocols as well as secure tunneling, recent network malware detection approaches resorted to traffic analysis [25] [26] [27] .
The list of malware binaries used in the data collection is retrieved from virusshare 12 malware repository. The list consists of 16000 malware binaries posted on the repository on September 2016. To execute the binaries and capture their traffic, we used a sandbox-based isolation program, namely, sandboxie 13 running on a Windows XP SP3 32-bits virtual machine. As an initial filtering step, we wrote a script to automatically check the PE header of the binaries and filter out all non-windows, non-32 bit, and corrupted header binaries. Then, each valid binary is executed once through the sandbox while capturing its network communication. Each execution lasts 2 minutes. As expected, a significant portion of valid malware did not yield network activity for various reasons (malware using anti-VM, malware using antisandbox, Command and Control (C2) server is down, etc.).
Malware that exchanged less than 20 packets are filtered out. Among the 16000 intial malware binary retrieved from virusshare, only 1050 passed the two filtering steps. Among these 1050 binaries, we chose the first 1000 for the data collection.
Malware data collection consists in executing the filtered 1000 binaries, 10 times each, in a round-robin fashion through the sandbox on the same Windows XP SP3 virtual machine. Each execution lasts 2 minutes.
12 www.virusshare.com 13 www.sandboxie.com
From the 1000 malware, we kept only the malware that yield 10 valid samples. That is, if a malware has at least one sample (out of 10) with less than 50 packets, it is dropped. After this last filtering, we ended up with 512 malware binaries, with 10 valid samples each.
Applying cross-validation on the malware dataset the same way as VPN and Tor datasets produced very low accuracy results. The main problem is that considering each binary as a separate class is not appropriate for malware traffic analysis because several binaries correspond to the same malware due to obfuscation 14 . To overcome this issue, malware binaries are clustered into families sharing the same features. Malware clustering is a commonly used technique to deal with the redundancy of malware binaries [28, 29] .
Typical malware clustering approaches rely either on malware executable bytes [30, 31] malware system call traces [32, 33] , or non-encrypted network activity [28, 29, 34] . In the following, we propose a malware clustering technique that relies on the same meta-data information used for VPN and Tor website fingerprinting, namely, ordered sequence of packet sizes. This abstraction of malware binaries and packet payload makes the approach still applicable in case malware is using obfuscation or secure protocols.
Clustering algorithms that require to specify, apriori, the number of malware clusters (e.g. K-means) are not suitable because that information is not typically available in malware family clustering problems. The most commonly used algorithm for malware clustering is agglomerative hierarchical clustering [28, 29, [33] [34] [35] [36] [37] [38] . Hierarchical clustering does not scale well in presence of a large number of samples mainly because it requires to compute a distance matrix which involves computing the distance between every pair of samples [35, 36, 38] . In our case, computing the distance matrix based on the similarity score (Equation (8)) is particularly costly because the similarity score is more computationally intensive than other distance notions used in previous work (string based distance [28, 38] , normalized compression distance (NCD) [34] , Jaccard distance [29] ). An alternative approach to address this scalability issue is to proceed in multiple stages [28, 36, 38] and hence avoid to apply hierarchical clustering on the full set of samples at once. However, this has an impact 14 Malware obfuscation consists of a set of techniques to change the shape of binaries in order to bypass antivirus detection. This includes encryption, packing, polymorphism, metamorphism, etc. C temp = C
6:
for each pair of clusters C i and C j in C temp do 7: if SC(mdoid i , mdoid j ) ≥ t sc then 8: Merge C i and C j into a new cluster and add it to C
9:
Remove C i and C j frm C temp and frm C for each cluster C k in C do 15: Split_recursively(C k ) 16: end for 17: 18:
//Migrating outliers 19: for each cluster C k still in C temp do 20: for each instance mts in C k do 21: Find the closest cluster to mts in C 
SC(mts, mdoid i )
23:
Migrate mts to closestC 24: end for 25: Remove C k from C temp 26: end for 27: 28: until (no more splitting and no more merging) or (maximum number of iterations reached) 
35:
//Look for outliers in cluster C k 36:
38:
//Create a new cluster and split recursively 39: if |outliers k | > 3 then 40: Create a new cluster C n and add it to C
41:
Split_recursively(C n )
42:
end if 43 : end function on the effectiveness of the clustering. Perdisci et al. [36] used BIRCH clustering [39] for an initial coarse-grained stage and then used hierarchical clustering inside each coarse-grained cluster. A single hierarchical clustering stage on the full dataset, although significantly slower, produces more accurate clustering.
To cluster malware samples into families, we have chosen to propose a variant of hierarchical clustering (Algorithm 1) for two reasons. First, it does not require to compute a distance matrix on all samples. Each cluster is characterized by representative sample called a medoid. The distances (based on the similarity score) are computed only between the samples of a cluster and the corresponding medoid. Second, agglomerative hierarchical clustering starts by defining one cluster per sample and then proceeds by only merging clusters together. This produces poor clustering in our case because once a sample is merged into a cluster it cannot migrate to another one if the medoid changes. Our dataset is particularly sensitive to this issue because every malware binary is used to generate several (10) samples. The proposed algorithm combines both agglomerative (merging steps) and devisive (splitting steps) ideas 15 to address this issue [40] .
Algorithm 1 takes as input a set of malware traffic samples S and a similarity score threshold t sc and returns as output a set of malware clusters corresponding to different malware families along with their medoids. The set S contains several samples of each malware binary in the dataset (10 samples each in our dataset). The threshold t sc is the similarity score value beyond which two instances are considered part of the same family. The clustering goes through three stages: merging (lines 5-11), splitting (lines 14-16) and migrating outliers (lines [19] [20] [21] [22] [23] [24] [25] [26] .
The set S is first split into an initial set of clusters C by putting each malware with its 10 samples into a separate cluster. The algorithm starts then looping on three types of transformations: merging, splitting, and migrating outliers. Splitting a cluster (Lines 30-43) consists in keeping in that cluster only the samples that are close to each others and the remaining samples move to a new cluster. This is achieved by choosing a representative sample from the cluster called medoid. A medoid (mdoid k ) for cluster C k is a sample that has a maximum average similarity score with all remaining samples of the cluster (Line 33). Having the medoid as reference, all samples whose similarity score with the medoid is less than the threshold t sc are considered outliers. If the number of the outliers is significant (more than 3), a new cluster C n is created with the outlier samples and added to the set of clusters C. A small number of outliers (3 or less) is tolerated to stay in the same cluster. The splitting step is recursive, that is, the newly created cluster C n is in turn split. The merging step (Lines 5-9) consists in grouping together clusters who have similar medoids (a similarity score of more than t sc ). Unlike the splitting step, the merging step is not recursive: a cluster is merged a maximum of one time in an iteration. Clusters left out in the merging step (they are more than t sc away from any other cluster) are considered outliers. The last step consists in migrating every sample of the outlier clusters to the closest cluster in C. The cluster is then removed. The algorithm loops over these steps until the set of clusters is stabilized (no splitting nor merging is performed in the loop iteration).
Accuracy. To evaluate the accuracy of Algorithm 1, we use a reference clustering as ground truth. Most of reference clusterings used in the literature are built using AV (Antivirus) labels [28, 31, 34, 41] . While existing work rely on the labels of few AV engines (e.g. 5 AV engines in [34] , 3 AV engines in [28] ), the reference clustering used in our evaluation is based on AVClass [42] , a tool for malware labeling that leverages labels from all 99 AV engines used in VirusTotal. AVClass resolves known inconsistencies resulting from the use of labels coming from different AV engines (e.g. lack of standard naming convention, the use of generic tokens, etc.).
Given a malware reference clustering, the most commonly used accuracy measures are precision and recall [31, 37, [42] [43] [44] defined as follows. Let n be the total number of malware samples (|mts| in Algorithm 1). Let C = {C 1 , . . . , C k } be the set of k clusters returned by Algorithm 1 and R = {R 1 , . . . , R t } be the set of t reference clusters.
Precision and recall for Algorithm 1 are 82% and 55% respectively. However, while analyzing manually the results of the clustering algorithm, we noted that some malware fall entirely (all 10 samples) into a wrong family (according to AVClass). By checking the AV labels of those malware, it turned out that AVClass assigned them to the wrong family. This corroborates the reported AVClass accuracy (F1 measure) of 93.9% [42] . Not considering those samples improved the precision and recall to 93% and 60% respectively. The accuracy results are summarized in Table 3 .
Precision Recall
Using AVClass as is 82% 55% Considering AVClass error rate 93% 60% Table 3 . Accuracy measures of Algorithm 1.
Termination. Typical agglomerative hierarchical clustering proceeds by merging clusters until one single cluster is left (containing all samples). A common approach is to terminate agglomerative hierarchical clustering when an a-priori specified number of clusters is reached. Devisive hierarchical clustering does the opposite (i.e. keeps splitting until there are as many clusters as samples) [40] . Algorithm 1, unlike agglomerative and devisive hierarchical clustering, alternates between splitting and merging steps and hence does not have a natural termination guarantee. Therefore we added a second termination condition (similar to k − means implementations) which forces the algorithm to stop if a number of iterations threshold is reached. It is important to mention that in all experiments we performed using different t sc values, the first termination condition (i.e. no more splitting and no more merging) has always been satisfied.
Efficiency. Executing our implementation of Algorithm 1 on the malware dataset (5120 samples) took 9.19 minutes on a laptop setup (Ubuntu 12.04, Intel Core i7-6700HQ CPU 8 cores 2.60GHz with 16GB RAM). Running the python sklearn implementation of agglomerative hierarchical clustering [45] on the same dataset, using AHBM similarity score to compute the distance matrix, and using the same setup took between 35 and 36 minutes depending on the type of linkage (complete, average, or single) and at which number of clusters threshold to terminate (we tried values between 5 and 30). As expected, most of the runtime (34.89 minutes) is spent on the distance matrix computation. The best parameters combination (complete linkage and 24 samples) for agglomerative hierarchical clustering achieved a precision of 70% and a recall of 49.3%.
Finding a needle in a haystack capability. To assess the capability of the proposed AHBM approach to identify malicious traffic in a large network traffic sequence, we carried out the following experiment. We used 5-fold cross-validation to split the collected malware samples into different training (8 samples from each binary) and testing (the 2 remaining samples) sets. For each fold, the training samples are clustered into malware families using the malware clustering algorithm. Then, we check the similarity between each malware cluster and the following three large traffic sequences: all testing samples from our dataset concatenated into a single traffic sequence, and two clean network traffic sequences (without malware infections) [46] with 4GB and 16GB data sizes respectively. This is achieved by computing the similarity score between each cluster's medoid and the three traffic sequences. Figure 9 shows the average similarity score for each fold and for each traffic sequence. The average similarity scores are very high for the first traffic sequence while relatively low for the two clean traffic sequences. This is expected since the first traffic sequence contains testing samples of each malware family while the two other traffic sequences, although very large, do not contain any malware traffic. The other interesting fact which is confirmed in the figure is that the similarity score does not get diluted by the size of the traffic sequence (4GB and 16GB) and the similarity score stays relatively low as long as the sequence does not contain malware activity traffic.
When detecting malware infections using family (cluster) medoids, there are three sources of error: 1) the AHBM clustering error, 2) the AVClass error, and 3) the malware family detection error when deployed. The first source of error means that the clustering process (Algorithm 1) either splits a malware family into several clusters or groups different families in the same cluster. The second source of error means that AVClass mislabels a malware binary. As a consequence, the label of the family (represented by its medoid) may be wrong. These two sources of errors are "labelling" errors. So a detected malware infection is wrongly labelled. Most users of malware detection systems can live with that type of error because what is important is the infection detection in the first place. Now if the correct label is needed with high accuracy, security professionals can further investigate the origin (e.g. IP address) of the infection and get more details allowing to correct the label of the infection. For the third source of error: AHBM fails to detect an infection or indicates a wrong malware family. This is the regular traffic analysis detection error.
To assess the malware infection detection error from the more specific malware labelling error, the following two experiments are carried out using the same 5-fold cross-validation as above (Figure 9 ). For the first experiment, for each fold, we compute the similarity score between each malware family medoid and two versions of testing data: a 5GB clean network trace and the same 5GB clean network trace with the testing samples. The results of this experiment are shown in the two first columns of Table 4 . For the second experiment, for each fold, we compute the similarity score between each malware family medoid 1) with the infected trace (clean trace + malware testing samples) and if at least one of the scores is above the threshold, the trace is declared infected and 2) with the clean trace and if all the scores are below the average, the trace is declared clean. The results of this experiment are shown in the last two columns of Table 4 . For malware family identification, considering the AVClass error in the clustering procedure, when the trace is infected with a specific malware, the approach can identify its presence 95% of the time. However, it mislabels other infections with this specific malware family on average 24% of the time. For malware infection detection, in all experiments carried out, the infection is always detected (at least one malware family has above-threshold similarity with the infected trace). In 18% of the time, however, a clean trace is declared as infected because one or more similarity scores between a malware family and the clean trace are above-threshold. Table 4 . Malware infection detection vs malware family identifcation accuracy.
Threshold Selection
The similarity score as defined in Equation (8) returns a value between 0 and 100 indicating the degree of similarity between two network traces. The similarity score value is not enough to declare two network traces as orginating from the same network event (same website or malware). There is a need for a reference threshold, 0 < t sc < 100 beyond which two network traces are con- sidered similar. According to Roussev and Quates [47] , a similarity score of more than 21 indicates a strong similarity between objects. However, this should not be considered as an absolute guarantee because traces of various network events (different website visits, different malware communication, etc.) may have variable inherent similarity with general mainstream network traffic. That is, the returned score might be due to similarities which are not of interest and consequently the threshold should be adapted accordingly. For example, if a network event has inherently a large (small) number of common features with mainstream traffic, the corresponding threshold should be proportionally high (low). When generating the similarity digest (bloom filters) of a specific network event for which a set of samples is available, an appropriate threshold t sc can also be selected empirically as follows. A benchmark traffic trace is collected without involving the website in hand. The benchmark is split into n (typically 10) chunks. A similarity score is calculated between the similarity digest and each of the chunks. The highest similarity score is selected as threshold. This procedure is used to select specific website thresholds for all VPN and Tor experiments (Sections 6 and 7). Figure 10 shows the ROC curve for three scenarios, namely, one-toone closed-world, one-to-all closed-world, and one-to-all open-world on overlapping data. Each plot is obtained by computing the TPR and FPR for a different threshold value from 0 to 100. So if a higher TPR is more important than lower FPR, the threshold should be selected towards the right of the plots (higher values). If lower FPR is preferred, the threshold should be chosen from the left side of the plots (small value).
For malware clustering (Algorithm 1), however, a fixed threshold t sc is used since the clustering procedure manipulates network traces from different malware binaries/families at the same time. The threshold value is selected empirically by examining the precision and recall for decreasing values of t sc and selecting the value that produces the desired trade-off between precision and recall. Table 3 results are obtained by considering a threshold value of 21 as recommended by Roussev and Quates [47] . For smaller threshold values, Algorithm 1 tends to return fewer clusters grouping together traces from different families (AVClass). For larger threshold values, Algorithm 1 tends to split traces from the same family (AVClass) into more than one cluster. This empirical selection of t sc is based on a representative set of 5120 malware samples using typical malware communication protocols (telnet, ssh, IRC, P2P, etc.). In presence of newer malware families using different communication protocols and tactics, the fixed threshold value of 21 may not generalize well. For the generalizability of the proposed clustering algorithm and to maintain a good trade-off between precision and recall, it is recommended to update the fixed threshold value regularly by considering a representative set of recent and commonly seen malware binaries 16 . To further improve the detection accuracy of a specific malware family, it is possible to use the corresponding cluster output by Algorithm 1 and generate a more customized threshold value as described above for website fingerprinting.
Updating the threshold is also needed for website fingerprinting. However, it is highly likely that regular updating will be required for the malware use case since malware authors are actively trying to evade detection and there are few obstacles to changing their binaries, whereas website fingerprints are more likely to not require regular updates since websites authors are not actively trying to evade detection (indeed fingerprint evasion is not their primary goal) and there are more practical restrictions on website network traffic being morphed (through padding which adds overhead or server side mechanisms which requires cooperation from website developers).
16 This can be automated by regularly acquiring newer malware samples from online malware databases (e.g. VirusTotal [48] ). 
Scalability
Complexity Analysis
The computational cost of learning a class model depends on variables n, the number of packets in one instance and m the number of instances per class. Let n f be the total number of features per instance. Since the size of a feature is B packets, n f = n − B + 1. Let C h be the cost of a single hash computation. A hash value needs to be computed for every feature which requires a total cost of C h × n f . The hash computation cost can be further optimized by using a "rolling" hash function that allows the hash of the i + 1 th feature to be computed efficiently based on the hash of the i th feature [14] . Then, the precedence score S prec for each feature is determined by consulting the ranktable. The ranktable access is in O(1) because the normalized hash value (Equation (1)) is the actual ranktable index. The cost of finding the local minimum S prec in every window is W (the window size), resulting in a total cost of W × n f . When a feature is selected according to criteria 1 (statistical improbability), it is added in another hashtable data structure that maintains a counter of how many instances (among the m instances) the feature appears. This is useful to quickly identify the selected features (criteria 1) that are present in at least 75% of the m instances (criteria 2). The remaining m instances are processed the same way. Finally, only the features from the hashtable that have a counter larger than m × 0.75 are inserted in the class bloom filters. Let s f be the number of selected features. Inserting each feature in the bloom filter typically requires the computation of k hash functions. However, in the current implementation, only one hash function used (SHA-1) and its digest is split into k = 5 sub-hashes. Inserting a feature consists in setting the k indexed bits to 1. The detailed cost of generating a similarity digest of a class is:
Typically, the number of features selected for a website class is between 100 and 250, therefore, most of website similarity digests are composed of one or two bloom filters with a maximum capacity of 128 features.
Having a large network traffic sequence, the testing phase consists in computing the similarity score between the similarity digests of a class and the large traffic sequence. Generating a similarity digest of large traffic sequence is linear in the number of packets (O(n)). The similarity score computation (Equation (8) consists mainly of bloom filter comparisons (Equation (4)). Bloom filters are compared by applying a logical AND bit-wise. Let |b f | be the number of bits in bloom filter b f . The cost of computing the Hamming similarity between two bloom filters (of the same size) is 2 × |b f |. Let s be the number of bloom filters in the class similarity digest and t the number of bloom filters in the large traffic sequence similarity digest (typically s ≪ t). Computing the similarity score requires the computation of the Hamming similarity between every bloom filter of the class similarity digest and all bloom filters of the large sequence similarity digest and taking the maximum. Hence, the computation cost is:
Time Efficiency
Based on the complexity analysis of the previous section, the proposed AHBM approach does not involve heavy computations. In addition, it introduces the possibility to analyze large chunks of network traffic without splitting it into small sequences which improves further the time efficiency of the attack. To benchmark AHBM approach with existing traffic analysis attacks, Table 5 shows the runtime (in minutes) of AHBM, CU-MUL [6] , and k-fingerprinting [7] approaches on different datasets. The reported runtime corresponds to 10- [7] ) is used, but faster in the 1-to-all scenario. The last 4 rows of Table 5 indicate the runtime for the VPN dataset.
Real-time Scenario
Using the "one-to-all" mode, AHBM approach can be used in real-time scenario, that is, detecting the occurrence of certain artifacts (website or malware) in realtime network traffic. Consider an entity through which a large amount of traffic is flowing (several GB/s) and trying to identify specific websites (for which the trained models (i.e. similarity digests) are available) in realtime. The entity can choose a checking frequency (e.g. every 5 seconds). Using AHBM, the following needs to be done every interval. First, a similarity digest (bloom filters) is generated for the recorded traffic since the last check (Sections 4 and 4.1). Second, similarity scores are computed between each trained website similarity digest and the target traffic. This second step can be performed in two different modes: either one website similarity digest at a time (one by one) or by concatenating all similarity digests of the trained websites together and do the checking in a single pass [49] . The bulk mode uses several threads to compute the Hamming similarities (Equation 4) between the websites and the target traffic bloom filters in parallel. Notice that both modes (one by one and bulk) can be further optimized by computing the similarity score of each website in parallel. Table 6 shows the runtime (in seconds) of each step for different size traffic traces and using the same setup (Ubuntu 12.04, Intel Core i7-6700HQ CPU 8 cores 2.60GHz with 16GB RAM). The total running time, considering the bulk mode delay (Columns 2 and 4), is within the real-time requirements. These figures can be further improved in presence of appropriate hardware and software that are typically available in surveillance entities.
Effect of the Number of Training Instances
Using fewer number of instances in the training of classifiers is a desired feature. Figure 11 shows the per- To remove the bias, we used cross-validation in the selection of the subset of instances. Figure 11 shows the average values obtained by choosing each time a different subset of instances. As expected, more training instances produce better TPR and FPR values. Interestingly, the TPR is still very high (94%) even when only two instances are used to generate the similarity digest. The slight change in the TPR and FPR values as the number of training instances increases can be explained by the average number of selected features (Table 7) : as the number of training instances increases, fewer and better quality features are selected.
Conclusion
To the best of our knowledge, this is the first attack that addresses the "finding a needle in a haystack" problem in encrypted and anonymized network traffic. The attack drops several assumptions made by previous work which makes it easy to apply in realistic scenarios. In particular, it needs few samples for training, it does not require splitting the traffic, and the models (similarity digest) can be efficiently generated and updated.
Since the proposed approach is based on string similarity of packet size sequences, any manipulation of such sequences (padding, morphing, decoy, a malware that keeps changing its network communication tactics, etc.) will have an impact on the attack accuracy. Most of traffic analysis attacks suffer from this traffic shape fragility problem, but the proposed approach is more sensitive than the rest. The low accuracy results on Tor dataset confirms this finding.
As future work, the proposed AHBM approach can be used in a two stage attack where the first stage consists in identifying the region of a large traffic sequence exhibiting high similarity with a given model and the second stage consists in using existing heavy and high accuracy approaches to compute a more precise matching score. Where -SD W is the similarity digest for website W generated using train(W ). -S ¬W is a testing sample of a different website.
-t sc is the similarity threshold as defined in Section 9.
Training and Testing Samples for
One-to-all Evaluation Model -AS all testing samples of all websites (monitored and non-monitored) concatenated together in a single sequence. -AS ¬W all testing samples of all websites (monitored and non-monitored) concatenated together in a single sequence except the testing samples of website W . -t sc is the similarity threshold as defined in Section 9.
