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Intracellular biochemistry is stochastic because of the random timing of the reactions by
which biomolecules are synthesised in living cells. These intrinsic fluctuations roughly
scale as the inverse square root of the number of molecules. Since intracellular abun-
dances range from a few tens to thousands of molecules, it is anticipated that molecular
fluctuations affect many intracellular processes. Mathematical models that describe
these stochastic processes are however often analytically intractable. This thesis there-
fore develops approximation methods that allow to study stochasticity in biochemical
networks systematically. Based on the system size expansion of the Chemical Mas-
ter Equation we obtain explicit expressions for moments, correlation functions, and
probability distributions as an expansion in a small parameter that corresponds to
the inverse square root of the number of molecules. The theory is hence expected to
resemble closely the outcomes of single cell experiments.
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Abstract
Experimental studies have shown that the protein abundance in living cells varies from
few tens to several thousands molecules per species. Molecular fluctuations roughly
scale as the inverse square root of the number of molecules due to the random timing
of reactions. It is hence expected that intrinsic noise plays an important role in the
dynamics of biochemical networks.
The Chemical Master Equation is the accepted description of these systems under
well-mixed conditions. Because analytical solutions to this equation are available only
for simple systems, one often has to resort to approximation methods. A popular
technique is an expansion in the inverse volume to which the reactants are confined,
called van Kampen’s system size expansion. Its leading order terms are given by the
phenomenological rate equations and the linear noise approximation that quantify the
mean concentrations and the Gaussian fluctuations about them, respectively. While
these approximations are valid in the limit of large molecule numbers, it is known that
physiological conditions often imply low molecule numbers.
We here develop systematic approximation methods based on higher terms in the
system size expansion for general biochemical networks. We present an asymptotic
series for the moments of the Chemical Master Equation that can be computed to
arbitrary precision in the system size expansion. We then derive an analytical approxi-
mation of the corresponding time-dependent probability distribution. Finally, we devise
a diagrammatic technique based on the path-integral method that allows to compute
time-correlation functions. We show through the use of biological examples that the
first few terms of the expansion yield accurate approximations even for low number of
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Recent experiments reveal that molecular fluctuations inside living cells scale roughly
as the inverse square root of the number of molecules [6, 7]. The sources of these
intrinsic fluctuations are the random timings of the reactions by which molecules are
synthesized in the cell and interact in complex biochemical networks [8–10]. Since the
abundance of proteins varies from few tens to several thousands of molecules per cell
[11, 12], it is expected that intrinsic fluctuations play an important role in the dynamics
of biochemical networks. Deterministic models based on rate equations (REs), which
have been used traditionally for in vitro kinetics, cannot account for these effects and
are hence insufficient to infer biological parameters from experimental single cell data.
Characterization of in vivo kinetics therefore requires stochastic models that predict
statistics – such as moments, time-correlation functions and probability distributions –
that quantify the cell-to-cell variability that is observed experimentally.
The conventional means of probing stochasticity in biochemical systems is a Monte-
Carlo technique that has been popularised by Gillespie [13, 14, 1976]. The stochastic
simulation algorithm (SSA) allows to obtain exact sample paths of the biochemical
dynamics under well-mixed conditions from which, at least in principle, every statistic
of interest can be obtained. The method, however, necessarily simulates every reaction
event and can therefore become computationally expensive for networks with a large
number of reactions. Moreover, the considerable amount of ensemble averaging typi-
cally prevents one from obtaining accurate statistics, specifically, when one studies the
dynamics of biochemical systems over wide ranges of the parameter space. Accelerated
simulation methods are therefore widely studied [15].
An equivalent approach dating back to Delbrück [16, 1940] is given by the Chemical
Master Equation (CME). This approach has been reviewed early by McQuarrie [17–19,
1963] and has later been supported by physical arguments of Gillespie [14, 20]. The
equation is the differential form of the Chapman-Kolmogorov identity for the Markov
process described by the SSA [21]. The CME represents a countable set of homoge-
neous linear first-order ordinary differential equations (ODEs) for the probabilities of
observing the system in any combination of molecule numbers of the chemical species.
Numerical solution of these equations is commonly based on state space truncation
[22, 23]. However, it turns out to be computationally demanding because of combinato-
rial explosion, especially, when some species are present in large numbers of molecules.
Techniques addressing this issue are subject to ongoing research [24–26].
Analytical solution of the CME seems accessible only for simple systems. A direct
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solution, for instance, has been obtained for certain networks of unimolecular reactions
[27], for one-step processes with a single species [28], or for networks that are reducible
to these cases [29]. More commonly, the generating function approach is employed [19,
30–34]. Yet, these theoretical approaches seem to be mostly limited to networks with a
single species because they generally rely on the solution of nonlinear partial differential
equations (PDEs). Equivalent techniques are given by the Poisson representation [31,
35, 36], the spectral method [37], and the path-integral approach [38–42]. Stationary
solutions for reaction networks composed of bimolecular reactions and a large number
of species are known in detailed balance conditions [43, 44], in conditions satisfied
by the deficiency zero theorem [45], or for examples defying combinatorial explosion
[33, 46, 47]. The CME is therefore generally considered analytically intractable because
the dynamics arising from the law of mass action is close to the complexity of Turing
machines [48, 49].
Putatively simpler questions arise when one is interested in the first few moments
only. While the equations for the moments are straight-forwardly derived from the
CME [50], they can be solved exactly only for reaction networks comprising up to
unimolecular reactions [19]. In this case the equations for the first few moments are
closed due to the linearity in the law of mass action; similar arguments hold for the
correlation functions of these networks [51]. When bimolecular reactions are present,
as we will assume from now on, the law of mass action is nonlinear and hence these
equations constitute an infinite hierarchy of coupled ODEs which, albeit being linear,
cannot be solved.
Approximation methods often represent more efficient means for obtaining the de-
sired statistics from the CME. Since the importance of noise in biological systems was
recognised in the past decades, recent years have seen an increasing search for ap-
proximation methods that appreciate the low molecule number conditions found in the
intracellular environment [49]. Two main techniques are dominating the literature:
moment closure approximations and the linear noise approximation (LNA).
The first approach aims at solving the moment equations by expressing higher order
moments in terms of lower order moments [52–56]. The merit of the method is that
an infinite systems of linear ODEs is replaced by an approximate but closed system
of nonlinear ODEs which allow for efficient numerical solution [57]. The disadvantage
of the method is that its accuracy generally depends on prior assumptions about the
underlying distribution functions [58]. Recent studies have employed this approach to
reconstruct probability distributions through the maximum entropy approach [55, 59,
60].
The second method, given by the LNA, represents the main analytical tool to charac-
terize biochemical reactions in living cells to date [61–70], and is also widely applied to
parameter inference [71–75]. The LNA is derived from the system size expansion (SSE)
of the CME [76], sometimes called the Ω-expansion, which has been proposed by van
Kampen [77, 1961] for the master equation and has later been applied in the context
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of chemical systems [44, 1976]. The method relies on the existence of a large parame-
ter called the system size Ω, which for chemical systems coincides with the volume to
which the reactants are confined, that allows to systematically expand the CME about
its deterministic limit. The implicit reasoning is that large volumes imply high number
of molecules as the expansion is carried out at constant concentration. The method
leads to an effective PDE approximation of the discrete CME for which only the first
few terms are dominant in the large system size limit. The first term in the expansion
describes the deterministic limit and is given by the REs. The latter equations coincide
precisely with the equations that have been formulated phenomenologically based on
the law of mass action for in vitro kinetics. The second term is given by a Fokker-
Planck equation with linear coefficients and is called the LNA. Its predictions are that
the average concentrations follow the REs and the fluctuations about these averages
are described by a Gaussian process in the limit of large system size. It is this property
which allows one to obtain moments, correlation functions, as well as the probability
density in closed form.
Van Kampen’s studies have been paralleled by the seminal work of Kurtz [78, 79,
1970/71] on limit theorems for the random time change representation of the SSA [80].
Specifically, for finite times, Kurtz rigorously showed that under certain assumptions
the stochastic process converges in probability to the solution of the REs. This result
also holds in the strong sense and can be generalized to the LNA [81, 1978]. However,
the employed assumptions are typically restrictive in applications, especially when one
is interested in the stationary statistics to which the LNA is routinely applied [61, 67,
70, 82].
It is well known that the LNA prediction of the first two moments agrees exactly with
the first two moments of the CME for networks composed of unimolecular reactions [83].
It is however the case that the solution of the CME can in some instances be in severe
disagreement with the solution of the LNA. This is typically the case when bimolecular
reactions involve molecular species that are present in low molecule numbers. Terms
in the SSE that go beyond the LNA have been discussed by van Kampen for the
first two moments of a semiconductor system [44]. However, such approximations
have long been dismissed because the SSE is obtained from solving an effective PDE
approximation to the CME for which positive definiteness cannot be guaranteed and
its solutions cannot be regarded as probabilities [84]. Recent work has challenged
this view by computing the leading order corrections to the REs using higher order
terms in the SSE [85]. These correction terms are not genuine statistical moments but
are instead interpreted as the leading term in the asymptotic expansion of the true
moment [1]. By comparison with exact simulations using the SSA, it has been shown
that these can provide accurate approximations of the true mean concentrations of the
CME [85]. This work has been extended to reaction networks with arbitrary number
of species and is called effective mesoscopic rate equations (EMREs) [86]. Thereupon
these equations have been studied for enzyme reaction networks of moderate [87] and
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large size [88]. Similarly, non-Gaussian corrections to the skewness have been obtained
for autocatalytic reactions [89]. These studies have shown that the higher terms in
the SSE can provide good approximations to moments of the CME in moderate to
low molecule number conditions which are important in applications. Despite these
developments, the SSE (beyond the LNA terms) remains poorly understood, to date,
and many aspects that are relevant in recent applications are to be explored.
We here develop the SSE as an analysis tool for the CME. Thereby we formulate novel
approximation methods for the estimation of moments, correlation functions and prob-
ability distributions that are valid in conditions involving moderately large molecule
numbers. These are given in terms of asymptotic series in a small parameter – the
inverse system size. The methods are hence systematic in the sense that they can be
truncated to a certain order, or their approximation accuracy may be refined by taking
into account higher order terms. Throughout, the main findings of this thesis are high-
lighted as Results including a concise derivation. We do not claim mathematical rigour
but we demonstrate the validity of the asymptotic expansions in specific applications
and show that these provide reasonable approximations also for low molecule numbers.
The outline of this thesis is as follows.
In Chapter 2, the formalisms of the SSA and the CME are reviewed. We then,
in Section 2.4, develop the SSE of the CME in detail and obtain explicit expressions
for the corresponding PDE approximation. In Chapter 3, we give a solution to its
moments as an asymptotic series in the inverse system size. An explicit system of
ODEs for the expansion coefficients is obtained in Section 3.1. It is shown that these
equations are closed and hence the expansion of the moments can be systematically
truncated to any desired order. These results enable us to investigate the convergence
properties of the series in Section 3.2, a question which, even in simple cases, has still
not been addressed. A method for optimal truncation is proposed. We then apply this
methodology to a model of gene expression in Section 3.3, and demonstrate that the
proposed approximations taking into account higher order terms in the SSE perform
significantly better than the Gaussian approximation provided by the LNA.
In Chapter 4, we investigate the question what are the distributions underlying the
asymptotic expansion of the moments. The PDE approximation of the CME is solved
perturbatively using the technique of orthogonal polynomials. It is shown in Section 4.1
how to obtain an asymptotic expansion of the continuous probability density of molecu-
lar concentrations. Again, the series be truncated systematically to any desired order in
the inverse system size. In Section 4.2 we give a novel formulation of the SSE in terms
of an asymptotic expansion of the discrete probability distribution. A renormalisation
procedure that allows to achieve rapid convergence for processes with nonlinear propen-
sities is derived in Section 4.3. The efficacy of the new method to predict transients
of the molecule number distribution for a gene expression network is demonstrated in
Section 4.4.
In Chapter 5 an alternative derivation of the SSE from the the path-integral ap-
15
proach is given. This enables us to investigate higher order terms in the expansions of
correlation functions and power spectra. To that end, the derivation of the character-
istic functional of the CME, an exact statistic that contains all information about the
stochastic process at all times, is outlined in Section 5.1. The LNA is obtained as the
saddle point approximation thereof. In order to cope with the large number of higher-
order terms in the expansion, a novel diagrammatic technique is proposed in Section 5.2
from which the SSE can be constructed systematically using a set of Feynman rules. In
Section 5.3 these rules are employed to approximate the power spectrum for the CME
of general multi-species networks to leading order beyond the LNA. These are of partic-
ular interest because power spectra are commonly used to quantify biological rhythms,
both experimentally [90–93] and theoretically [94–97]. In Section 5.4, it is shown that
the theory captures oscillations in a simple reaction network that are not described by
RE and LNA terms. In particular, we demonstrate that the present theory allows us to
predict these dynamics over large ranges of parameters and molecule numbers. In Sec-
tion 5.5 we derive a an effective theory for the power spectra of stochastic biochemical
systems whose corresponding deterministic counterpart is close to a Hopf bifurcation.
We demonstrate that the method is particularly valuable for the interpretation of re-
cently acquired single cell data. We conclude with a discussion in Chapter 6 where we
elaborate on the significance of our results. A list of abbreviations is provided at the
end of this thesis.
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2 Stochastic modelling of biochemical
reaction networks
2.1 Stochastic formulation of biochemical reaction kinetics
The general formulation of biochemical reaction kinetics considers a set of NS distinct
chemical species confined to a volume Ω. The species (X1(t), .., XNS ) react via R
chemical reactions of the type
s1jX1 + ...+ sNSjXNS
kj−→ r1jX1 + ...+ rNSjXNS , (2.1)
where j is the reaction index running from 1 to R, kj is the reaction rate of the j
th
reaction, and sij and rij are the stoichiometric coefficients.
The microscopic kinetics of such a chemical mixture is described by collision theory.
Within this framework two types of collisions are considered: (i) elastic non-reactive
collisions that lead to thermal randomization of molecular velocities, and (ii) reactive
collisions affecting only the population numbers of molecular species via one of the
reactions in (2.1). If the overwhelming majority of collisions are non-reactive, one can
assume that the conditions under which reactive collisions occur are well-mixed. On a
mesoscopic scale such a mixture is homogeneously distributed throughout the volume
Ω but not in chemical equilibrium. As a consequence, the state of the system may be
described by the state vector X(t) ≡ (X1(t), ..., XNS (t)) of molecular populations only,
independent of molecular positions and velocities. Strictly speaking, this description
does take into account solvation effects. An extension of these arguments to well-mixed
solutions that are dilute in the reactant molecules has been given by Gillespie [98].
Such a description better accounts for the conditions of the intracellular environment
where reactants diffuse in aqueous solution.
These arguments lead to a formulation of stochastic biochemical kinetics which states
that, given X(t) = n, the probability for one of the R reactions to occur within the
next infinitesimal time interval [t, t+ dt) equals wr(n,Ω)dt [15]. The function wr(n,Ω)










which explicitly depends on the size of the reaction volume Ω. Reactions of this type
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are referred to as satisfying mass action kinetics. Though from microscopic consid-
erations only up to unimolecular (
∑NS
i=1 sir = 1) and bimolecular (
∑NS
i=1 sir = 2) are
to be considered. Zero-order reactions (
∑NS
i=1 sir = 0) are commonly used to describe
open systems [76] such as intracellular compartments. While the latter reactions are
often referred as elementary, higher-order reactions are also commonly used to describe
effective reactions [31, 99].
2.2 Stochastic Simulation Algorithm
The SSA is a Monte Carlo technique which can be used to simulate exact sample paths
of the stochastic reaction dynamics [13, 14]. Over the past two decades, the algorithm
was popularized for the study of gene expression in single cells [9, 10]. Specifically, one
commonly associates a realization of a stochastic process obtained with the state of a
single cell. A simple formulation of the algorithm is given by the first reaction method :
For each reaction r draw a reaction time τr from an exponential distribution
with rate wr. Execute the fastest reaction, advance time and repeat.
An alternative method, called the direct method, uses the fact that the fastest reaction
time is also exponentially distributed








and the index j of the fastest reaction has probability




Several other variants of these algorithms exist in the literature [15, 100]. However
in many situations of practical interest, the application of the SSA is computationally
expensive mainly due to the two reasons: (i) whenever the fluctuations are large, e.g.,
the case when one of the species occurs in low molecule numbers, a considerably large
amount of ensemble averaging of the stochastic trajectories is needed to obtain sta-
tistically accurate results. (ii) the SSA simulates each reaction event explicitly which
becomes computationally expensive whenever at least one of the propensities is very
large or, equivalently, at least one molecular species is present in large molecule num-
bers.
2.3 The Chemical Master Equation
An alternative description that is exactly equivalent to the SSA is the CME. Specifically,
the CME is the time-evolution equation for the probability P (X = n, t|X = n0, t0)
that the molecular species are found in a particular mesoscopic state n = (n1, ..., nNS )
T
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at time t, where ni is the number of molecules of the i
th species, given that the state
was X(t0) = n0 at some initial time t0. Henceforth we will use the shorthand notation
P (n, t) ≡ P (X = n, t|X = n0, t0) and the explicit dependence on the initial condition
is understood. The change in probability is either one of the R reactions occurring,
i.e. wr(n)dt, or no reaction occurring during an infinitesimal interval dt, i.e. Eq. (2.3),
times the probability of that previous state. The result is:













P (n− Sr, t)wr(n− Sr,Ω)dt︸ ︷︷ ︸
prob. of rth reaction in [t, t+ dt)
+O(dt2), (2.5)
where Sr is the vector formed by the columns of the stoichiometric matrix Sir = rir−sir.
Note that the probability of two reactions occurring is O(dt2). Hence the equation for










wr (n,Ω)P (n, t), (2.6)
Here, the step operator Ei is formally defined by its action on a function of the molecule
numbers as
E−Siri g(n1, ..., ni, ..., nNS ) = g(n1, ..., ni − Sir, ..., nNS ), (2.7)
to ease the notation.
2.4 The expansion of the Chemical Master Equation
The CME is typically intractable for computational purposes because of the inherent
large state space. This section lays out the SSE of the CME on which the approximation
methods developed in the following chapters are based on. The starting point of the
analysis is van Kampen’s ansatz
n
Ω
= [X] + Ω−1/2ε, (2.8)
which separates the instantaneous concentration into a deterministic part given by the
solution [X] of the macroscopic REs for the reaction scheme (2.1) and the fluctuations
around it parametrised by the fluctuations ε. The expansion of the CME is now carried
out using the following steps:
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(i) Associating a continuous density: In a first step, we associate the probability
of the molecule numbers P (n, t) with a continuous probability density Π(ε, t) for the
fluctuations ε. Assuming n is a continuous random variable, Eq. (2.8) implies
Π(ε, t) =
∣∣∣∣∂n∂ε
∣∣∣∣P (n = Ω[X] + Ω1/2ε, t)
=ΩNS/2P (n = Ω[X] + Ω1/2ε, t), (2.9)
according to the change of variables theorem [101]. Note that
∣∣∂n
∂ε
∣∣ = ΩNS/2 is just the
Jacobian determinant of the transformation (2.8). Note also that this step was given
in the derivation of van Kampen [76]. A generalization of this result to the discrete
probability distributions is given in Chapter 4, Result 4.5.
(ii) Expansion of the step operator: One now expands the step operator using its
formal Taylor series
E−Siri wr (n,Ω)P (n, t)
= wr (n1, . . . , ni − Sir, . . . , nNS ,Ω)P (n1, . . . , ni − Sir, . . . , nNS , t)
= e
−Sir ∂∂niwr (n,Ω)P (n, t). (2.10)
We express the above equation in terms of the ε-variables by virtue of van Kampen’s
ansatz, Eq. (2.8), and Eq. (2.9)

































εi1 ...εin∂[Xi1 ]...∂[Xin ]wr(Ω[X],Ω), (2.12)
Note that wr(Ω[X],Ω) is just the propensity evaluated at the macroscopic concentra-
tions. Its explicit dependence on Ω is determined as follows.
For each reaction propensity we will assume that it has an expansion in the inverse
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which we require for the CME to have a deterministic limit. In particular,





is the deterministic rate function that depends on the concentration [X] and is inde-
pendent of Ω. We remark that for reaction networks with mass action propensities,
Eq. (2.2), or effective propensities that have been deduced from it, have a finite expan-
sion of the form (2.13).
Before proceeding we illustrate this scaling for mass action kinetics and non-elementary
propensities. Following Eq. (2.2), the reaction s1rX1










































s(s1r, s1r − s), (2.17)
and f
(s)
r = 0 for s ≥ s1r, where s are the Stirling numbers of the first kind [102]. More
generally, it now follows that the reactions (2.1) following mass action kinetics must
have f
(s)
r = 0 for s >
∑NS
i=1 max(sir−1, 0). As a second example, we consider the widely
used Michaelis-Menten propensity wr(n,Ω) = Ωkr
n
n+KΩ that has f
(0)





r ([X]) = 0 for s > 0.
(iv) Transformation of the time-derivative: Since the variable n of the CME is time-
independent, we need to account for changes in [X](t) by a change in the fluctuations
ε. The total time derivative is given by
d
dt
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where the time-derivative of ε at constant n has been obtained from Eq. (2.8). Note
that we have made use of the fact that the Jacobian determinant of the transformation
is time-independent.
(v) Putting it all together: Substituting now Eqs. (2.9) through (2.12) into Eq. (2.6),






















∂εi1 ...∂εiα εj1 ...εjβΠ(ε, t), (2.19)
where we have made use of the particular summation convention that the multi-indices
i1...iα and j1...jβ appearing in the coefficient D
j1...jβ
i1...iα,s













have been omitted. Note that the Jacobian
determinant has cancelled on both sides of the above equation. The coefficients in the












f (s)r ([X]), (2.20)
and depend on the stoichiometry Sir and the solution of the REs. Note that is invariant
under permutations of its lower (and upper) indices. Rearranging in powers of Ω−1/2,
we have the following result:







































α!(2 + k − α− 2s)!
∂εi1 ...∂εiα εj1 ...εj2+k−α−2s , (2.22)
and d·e denotes the ceiling value.
The first two terms of this expansion have been obtained by van Kampen for the
case of single variable [44] and have later been generalized to reaction networks with up
to bimolecular reactions [1]. Note that the above result has no such restrictions and,
here, the expansion of the CME has been carried out to arbitrary order for the first
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which concludes the formal expansion of the CME.
2.4.1 Rate Equations
The dominant term in the infinite system size limit is obtained by equating terms to









and we will assume that its solution is unique. Note that the right hand side of the
REs is just Dαi,0. Kurtz proved [79] that if the right hand side of Eq. (2.24) is Lipschitz











for a δ > 0 and any T > 0 given that X(0) = Ω[X]0. We note however that in
Kurtz’s theorem we cannot take the limit T → ∞ since these limit do not commute.
Counterexamples for this asymptotic behaviour are well known in cases where the
right hand side of Eq. (2.24) has more than a single positive fixed point which occurs
for instance for multistable systems [103, 104] and close to extinction thresholds [105,
106]. We will therefore assume throughout that Eq. (2.24) has a single fixpoint that is
asymptotically stable in the sense of Lyapunov.
2.4.2 Linear Noise Approximation
It then follows that the probability density has the limit
π0(ε, t) = lim
Ω→∞
Π(ε, t), (2.26)
which is determined by terms of order Ω0 in Eq. (2.21)
∂
∂t
π0(ε, t) =L0π0(ε, t)









This equation is a Fokker-Planck equation with linear drift and diffusion coefficients
that is referred to as the LNA. Note that we have denoted by Jαβ = Dβα the Ja-
cobian of the REs, Eq. (2.24), and by Dαβ = Dαβ the so called diffusion matrix
(in analogy to diffusion processes). The time evolution equations of the covariance
Σij(t) =
∫
dεεiεjπ0(ε, t) are obtained by multiplying the latter by εiεj and performing
the integration over ε, which gives
∂
∂t
Σij = JiαΣαj + ΣiαJαj +Dij . (2.28)
Solution of the Fokker-Planck equation with linear time-dependent coefficient is straight-
forward, and has been given for instance in [44].
Result 2.2 (Time-dependent solution of the linear noise approximation). For deter-













Σ = J (t)Σ + ΣJ T (t) +D(t), (2.30)
with initial condition Σ(0) = 0.
The solution can be verified by considering the characteristic function G0(k, t) of






















subject to the initial condition G0(k, 0) = 1, i.e. Σ(0) = 0, and the normalization






−ik·εG0(k, t) into Eq. (2.27) which verifies Result 2.2. A simple
direct calculation using the method of characteristics is as follows:
Derivation. We consider characteristic lines (k, G0) = (k(s), G0(s)) parametrised by s.
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′ J T (t′)
}
c, (2.34)
must be expressed in terms of the operator T← chronological time ordering, and a
































dt′2 J (t′1)J (t′2) + · · · . (2.35)































where the operator T→ implements the reverse chronological ordering. Along a charac-





























′ J T (t′)
}
k(t), the generating function be-
comes




































′ J T (t′)
}
, (2.40)
is the solution of the Lyapunov matrix equation (2.30) with initial condition Σ(0) = 0.
The result follows by inverting the generating function using Eq. (2.31). Note that since
we have assumed that the REs possess an asymptotically stable fixed point ensures
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that the limit limt→∞Σ(t) exists and thus a stationary solution exists. The former is
obtained by the solution of Eq. (2.30) with the derivative set to zero.
26 3 The expansion of the moments
3 The expansion of the moments
The LNA is commonly used to predict how noise is regulated and exploited at the cel-
lular level [61, 63, 65]. The predictions of its moments are exact for reaction networks
of unimolecular reactions, and for networks involving bimolecular reactions but large
numbers of molecules [83]. Most biochemical networks in living cells, however, involve
bimolecular interactions between molecular species that are represented by a few tens
to thousands of molecules under physiological conditions [11, 12]. It is therefore ques-
tionable how reliable the LNA predictions are for these systems. We here utilise the
higher than LNA terms in the SSE to derive expressions for the moments that are
more accurate than the LNA. This is accomplished using an asymptotic series of the
moments in powers of the inverse system size that can be truncated at any desired
order.
To that end, we expand the probability density Π(ε, t) in terms of the inverse square






The leading order term is given by the LNA solution. Substituting the asymptotic










for n > 0. We postpone the discussion of the solution for this set of recursive equations
until Chapter 4. Here, in Section 3.1 we are concerned with finding equations for the
moments implied by Eq. (3.1). This allows us to perform a preliminary investigation
of the convergence properties of the SSE which is carried out in Section 3.2. Specifi-
cally, we show how the expansion may be truncated to obtain biologically meaningful
results. We conclude with an application of these results to a gene expression model in
Section 3.3.
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3.1 Construction of the moment equations
As a consequence of the asymptotic expansion of the probability density (3.1), there
exists an equivalent asymptotic expansion of the γth moment
〈εi1 ...εiγ 〉 =
N∑
n=0
Ω−n/2[εi1 ...εiγ ]n +O(Ω
−(N+1)/2), (3.3)
where the following definition has been used
[εi1 ...εiγ ]n =
∫
dε εi1 ...εiγπn(ε, t). (3.4)
We note that only [εi1 ...εiγ ]0 is a genuine statistical moment. The coefficients [εi1 ...εiγ ]n,
where n ≥ 1, are not statistical moments but refer to the order Ω−n/2 terms in the
asymptotic expansion of the true moment. This fact can been seen from the asymptotic











Equating terms to order Ω−n/2, we obtain:∫
dεπ0(ε, t) = 1,
∫
dεπn(ε, t) = 0 ∀n > 0. (3.6)
These properties are frequently encountered in the context of perturbative expansions,
as for example the small noise expansions of the Fokker-Planck equation discussed
by Gardiner [31]. Specifically, property (3.6) implies that only π0(ε, t) is a genuine
probability density function but πn for n > 0 can only serve as a correction to π0
approximating the probability density Π(ε, t) for finite values of Ω.
We remark that because the solution to the LNA is a centred Gaussian it follows
that all of its moments can be expressed in terms of the second moment. Specifically,
Wick’s theorem [108–110] states that




[εP1εP2 ]0...[εPγ−1εPγ ]0, (3.7)
and all odd order moments are zero because of the symmetry of π0(ε, t).
In order to obtain an equation of the moment expansion coefficients, we multiply
Eq. (3.2) by εi1 ...εiγ and perform the integration over the domain of ε, which yields
∂
∂t






dε εi1 ...εiγLkπn−k(ε, t). (3.8)
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For obtaining explicit expressions, we note that Lk of Result (2.1) contains terms of










Dj1...jβi1...iα [εiα+1 ...εiγ εj1 ...εjβ ]n−k + cyclic permutations of (i1...iγ),
(3.9)
for γ ≥ α and zero otherwise. Note that the last term denotes the sum over all possible
terms that are constructed by permuting the indices (i1...iγ) of the first term. The
combinatorial factor follows from noting that by partial integration there are generally
γ!/(γ − α)! terms in the summation, but distinct are only those terms that differ
by a cyclic permutation of (i1...iγ) because D
j1...jβ
k1...kα
of Eq. (2.20) is invariant under
permutations of its lower indices. Since there are γ of such cyclic permutations, the
number of distinct terms is (γ−1)!/(γ−α)!. Note also that the boundary terms vanish
because π0(ε, t) falls off exponentially fast as ε→ ±∞. Substituting now the expression
for Lk given in Result (2.1) into Eq. (3.8) and using Eq. (3.9), we have the following
result:
Result 3.1. The Ω−n/2 expansion coefficient of the γth moment in Eq. (3.3) satisfies
the ordinary differential equation
∂
∂t










(2 + k − α− 2s)!
[εiα+1 ...εiγ εj1 ...εj2+k−α−2s ]n−k
+ cyclic permutations of (i1...iγ), (3.10)
where [1]n =
∫












f (s)r ([X]). (3.11)
Note the specific summation convention introduced after Eq. (2.19) in which the
multi-indices i1...iα and j1...jβ appearing in the coefficient D
j1...jβ
i1...iα,s
in Eq. (3.10) are to
be summed from 1 to NS . We remark that for k = 0 in the summation of Eq. (3.10)
the highest coefficient is [εi1 . . . εiγ ]n, and hence the system of equations is closed. The
derived expressions fully determine the asymptotic series expansion of the moments. It
is however the case that not all coefficients in the moment expansion are non-zero, as
we show in the derivation of the following result:
Result 3.2. For deterministic initial conditions, i.e. [εi1 ...εiγ ]n(0) = δn,0δγ,0, the so-
lution of the moment coefficients yields
[εi1 ...εiγ ]n(t) = 0 if n+ γ is odd (3.12)
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for all times.
Derivation. To the Ω−n/2 moment coefficient [εi1 ...εiγ ]n appearing on the left hand side
of Eq. (3.10), we assign the symbol O = γ + n. For each coefficient [εj1 . . . εj2+k−α−2s
εiα+1 . . . εiγ ]n−k appearing in the summation of Eq. (3.10), we then have O = 2(1−α−
s) + γ + n. It hence follows that each coefficient, for which the symbol O is odd, is
determined only by coefficients for which O is also odd. Conversely, the dynamics of
any coefficient for which O is even, depends only on the coefficients for which O is also
even. Considering the deterministic initial conditions, we see that the terms on the right
hand side of Eq. (3.10), i.e. [εj1 . . . εj2+k−α−2sεiα+1 . . . εiγ ]n−k(0) = δn,kδγ+n,2(α+s−1), are
non-zero only if γ+n is even. Since initially all moments with odd O are zero, it follows
that these must remain zero for all times.
Remark 3.1. For reaction networks involving only a single species, the equation de-














(2 + k − α− 2s)!
[εγ+k+2(1−α−s)]n−k, (3.13)








and [ε0]n = δn,0.
In the following explicit expressions of the moment expansion correcting the REs and
the LNA to leading order are obtained.
3.1.1 Explicit equations for the leading order moment expansion
We here investigate the leading order corrections to the LNA for the first two moments.










Dα1α2i1,0 [εα1εα2 ]0 +Di1,1. (3.15)


























[εα1εi2 ]0 + (i1 ↔ i2). (3.16)
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The above depends on the leading order non-Gaussian correction of the third moment
















Di1i2i3,0[εi3 ]1 + (i1 ↔ i2) + (i2 ↔ i3). (3.17)
Note that Eq. (3.16) depends also on the fourth moment as follows
[εi1εi2εi3εi4 ]0 = [εi1εi2 ]0[εi3εi4 ]0 + [εi1εi3 ]0[εi2εi4 ]0 + [εi1εi4 ]0[εi2εi3 ]0, (3.18)
by the use of Wick’s theorem, Eq. (3.7).
Networks comprised of unimolecular reactions
The moment expansion coefficients in Eqs. (3.15) and (3.16) are zero for reaction net-
works involving up to first order reactions because the propensities are linear in the


















and there are no further corrections to mean and variance as predicted by the REs and
LNA, respectively. Using the exact equations for the first two moments of the CME,
one can show that REs and LNA are indeed exact in this case [83].
Corrections to the rate equations for networks with bimolecular reactions









The first term is given by the REs, while the second term is to be determined by
Eq. (3.15) and has been given previously by Grima [86] in terms of effective mesoscopic
rate equations (EMREs) for reaction networks involving at most bimolecular reactions.
The result given here, Eq. (3.15), is slightly more general since it has no such restriction.
Note that the Ω−3/2 coefficient [εi]2 is zero by of virtue Result 3.2. EMREs have
also been used intensively to obtain expressions for the substrate concentrations in
enzymatic reactions [85, 87] and gene regulatory networks [111] that are more accurate
than those obtained using the REs.
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Corrections to the linear noise approximation
In order to relate the above moment expansion coefficients to the covariance of the


















([εiεj ]2 − [εi]1[εj ]1) +O(Ω−3). (3.21)
The first term of the latter equation is the LNA estimate for the covariance. The terms
of order Ω−2, Eq. (3.15) through (3.17), determine the fluctuations about the mean
concentrations given by the EMRE, Eq. (3.20), and denote the leading order corrections
to the LNA. Note also that the Ω−3/2 coefficient [εiεj ]1 is zero by Result 3.2. Because
these terms predict deviations from the behaviour expected by the central limit theorem
(∼ Ω−1), they have been called inverse omega squared method (IOS). The IOS method
has been applied to predict noise measures such as the coefficients of variation of gene
regulatory networks [112], to investigate the validity of moment approximations [113],
or to estimate the accuracy of the Fokker-Planck approximation to the CME [1, 114].
EMREs and IOS have been made available by the author in the software package
intrinsic Noise Analyzer [111, 112]. Higher order moments such as the skewness of
distributions, which can be obtained from Eq. (3.16), have been investigated by Cianci
et al. for models of autocatalytic reactions [115].
Higher order terms
While higher order corrections are readily available by Result 3.1, we will here, exem-
plary, give an higher order estimate to the mean concentrations. The term correcting






















Dα1α2i1,1 [εα1εα2 ]0 +Di1,2.
(3.22)








where the first term is the RE solution, the first two terms constitute the EMRE
estimate and including all three terms one obtains an estimate to order Ω−3. The
latter has been rarely considered to-date.
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3.2 Convergence and truncation of the system size expansion
The convergence of the SSE has not been studied to date. With the derivation of closed-
form expressions for the expansion coefficients of the moments, Result 3.1, one may
attempt to gain insight into this question. This is however a formidable task since the
coefficients of the moment expansion are coupled to the coefficients of the moments to
lower order in the SSE. Moreover, the dependence on the network parameters given by
relation (3.14) makes it generally difficult to find appropriate bounds on the expansion
coefficients. It is therefore expected that the question must be answered on a case-
by-case basis. We here discuss two examples whose propensities depend nonlinearly
on the molecule numbers: (i) a metabolic reaction which leads to a finite, and hence
convergent expansion of the moments; and (ii) a dimerisation reaction for which the
size of the coefficients in the moment expansion increases with increasing order in the
SSE. Hence in the latter case the SSE must be considered practically divergent for finite
values of the system size Ω. We here present a preliminary investigation of this issue
without the intention of a rigorous proof. Instead we focus on how the series can be
truncated systematically to obtain biologically meaningful results.
3.2.1 An example with a convergent series expansion
As a first application of our theory, we will study the expansion of the first few con-
centration moments in a simplified model of a metabolic reaction in a subcellular com-





The reactions describe substrate molecules S input with rate k0 and their catalytic
conversion by an enzyme modelled by an effective saturating propensity. The corre-
sponding CME is given by
d
dt




Note that K is the substrate concentration at which the catalytic rate is half of its
maximum Ωk1. The main purpose of considering such a reaction is that both its CME
is exactly solvable in stationary conditions and hence it provides us with a direct test
for the SSE for the first few moments.
System size expansion
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and the coefficients of the SSE given in Remark 3.1 can be written as














the reduced substrate concentration that is obtained by setting the time-derivative in












One can show that there is no term higher than Ω−1. The second, third, and fourth
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Similarly, one can show that there are no further terms. Hence the system size of the
first four moments leads to a finite series in Ω. In the following we show that Eqs. (3.29)
and (3.30) are indeed exact.
Comparison with exact moments
In stationary conditions, the CME (3.25) is solved exactly by the negative binomial

















The concentration cumulants κn are then identified as its Taylor coefficients, i.e. φ(z) =∑∞
n=0 κn
zn
n! . By employing the Taylor expansion of the logarithm about 1, the n
th



















nxk is the polylogarithm function. Using the well-known
relation between cumulants and moments [31] we recover Eqs. (3.29) and (3.30). It
also follows from this exact expression that the concentration moments have a finite
series expansion in Ω.
3.2.2 An example with divergent series expansion
As a second application of our theory, we will estimate the moments for a dimerisation
reaction. This is the simplest case of a bimolecular reaction mechanism. The set of




Monomers, denoted as X, are pumped into a compartment of volume Ω at rate k1.
Pairs of monomers react with rate constant k2 to form a dimer molecule. The latter is
not explicitly considered in our model. The CME for this reaction reads
d
dt
P (n, t) = k1Ω(E
−1 − 1)P (n, t) + k2
Ω
(E2 − 1)n(n− 1)P (n1, t). (3.34)
The SSE of this CME is analysed in the following.
System size expansion of the moments
The SSE of the moments is obtained by solving the equations given in Remark 3.1 with
the coefficients for the reactions (3.33):
Dqp,0 = k1δq0 + (−2)
p
(




p ([X]δq,0 + δq,1) , (3.35)



























Fig. 3.1A shows the prediction of the mean molecule number as obtained using Eq. (3.36).
We observe that increasing the number of terms in the series expansion does not gen-
erally give more accurate results. It is is instructive to note that the coefficients in
the above series exhibit the typical factorial growth of the coefficients in divergent
series [117]. In particular, its coefficients are not smaller than those of the series
[X]
∑∞
k=0 (1 + k)!(16Ω[X])
−k, which diverges for all finite values of Ω[X]. A systematic
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Figure 3.1:
Optimal truncation of the system size expansion. (A) The SSE mean monomer
number in the dimerisation reaction (3.33) when truncated after the Ω−1 (solid blue
line), Ω−2 (green), Ω−3 (red), Ω−4 (orange) in Eq. (3.36). For comparison the RE
solution (solid yellow), and the exact result (solid black) given by Eq. (3.51) are shown.
The truncated series diverges for decreasing system size and increasing truncation order.
This trend is exacerbated when the series is truncated after Ω−10 terms (dashed black).
The critical parameter [X]Ωk as given in Tab. (3.41) is indicated by vertical lines for
k = 1 (dashed blue), 2 (green), 3 (red) 4 (orange). This confirms that the series
truncated after k terms can generally not be trusted for values Ω < Ωk. (B) The size of
successive non-zero terms in the summation of Eq. (3.36) is shown. These terms first
decrease in size and then increase without bound for different values of the parameter
[X]Ω. Optimal truncation orders estimated graphically are in agreement with the
analytical values given in Tab. (3.41).
approach that allows to control this behaviour is proposed in the following section. For























Note that in the above expression the Ω−4-term is zero.
Optimal truncation of the system size expansion
We now turn our attention to the accuracy of these series when it is truncated after the
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where we have made use of the fact that [ε]2k = 0. Generally, we presume that for a
given Ω the terms of this series will first decrease in absolute value such that∣∣∣∣ [ε]2k+1[ε]2k−1
∣∣∣∣ ≤ Ω, (3.39)
for k ≤ N∗ and they then increase after that point so that∣∣∣∣ [ε]2k+1[ε]2k−1
∣∣∣∣ > Ω, (3.40)
for k > N∗. We will consider such asymptotic series formally divergent although not
all terms can, of course, be evaluated. The value of N∗ for which this transition occurs
is called optimal truncation order [117, 118] and depends naturally on Ω. Specifically,
this implies the existence of a critical system size Ωk for which N∗(Ωk) = k. Hence the
series truncated after k terms may not be trusted for values smaller than Ωk.
In Fig. 3.1B we compare the size of the successive terms in Eq. (3.36) for different
values of Ω[X], which confirms that the stipulated behaviour is observed. The optimal
truncation orders (vertical dashed lines) can also be obtained graphically by determin-
ing the order for which a minimum is observed in Fig. 3.1B. The optimal truncation
order is the value of k before this minimum occurs.
We note that by inspection of the CME, Eq. (3.34), the only free parameter is the





we employed the condition N∗([X]Ωk) = k to determine the critical system size Ωk.
The analytical values for consecutive terms of Eq. (3.36) are as follows:











Most notably, the critical system size increases with increasing truncation order. The
above values are indicated by vertical dashed lines in Fig. 3.1A and agree exactly with
those graphically determined in B.
More generally, the procedure can be applied to the estimates of the ε-moments
〈εi1 ...εiγ 〉 =
N∑
j=0
Ω−j/2[εi1 ...εiγ ]j +O(Ω
−(N+1)/2), (3.42)
where [εi1 ...εiγ ]j = 0 when γ + j is odd. Analogously to the expansion of the mean
concentration, for the above series we presume that∣∣∣∣ [εi1 ...εiγ ]j+2[εi1 ...εiγ ]j
∣∣∣∣ ≤ Ω, (3.43)
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for j ≤ N∗(Ω) and j + γ even, and∣∣∣∣ [εi1 ...εiγ ]j+2[εi1 ...εiγ ]j
∣∣∣∣ > Ω, (3.44)
for j > N∗(Ω). The critical value of Ω for this transition can now be determined. The
result for the variance of the dimerisation reaction, Eq. (3.37), is










Note that the value for j = 6 is missing since the term proportional to Ω−4 is absent
from Eq. (3.37). The proposed procedure hence provides a systematic procedure for
the validation of the SSE.
Exact moments and their asymptotic series expansion
Next, we will verify the result of the previous paragraphs by comparing it with an
exact solution of the CME and the asymptotics thereof. To that end, we make use
of the probability generating function defined as F (s, t) =
∑
n s
nP (n, t). Using this
definition in Eq. (3.34) one can show by multiplying Eq. (3.34) from both sides by sn
and summing over n from 0 to infinity that F (s) obeys the partial differential equation
∂
∂t







Note that we must have F (1) = 1 by normalization of the probability distribution. In
steady state conditions, i.e. setting the time-derivative to zero, we find by inspection














where X = Ω[X] = Ω(k1/2k2)
1/2 is the number of molecules predicted by the rate
equations and In is the modified Bessel function of the first kind and order n. Mean
and variance can then be obtained exactly and are given by the following expressions
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Parameter (i) (ii) (iii)
k0[G] (min
−1µM) 2.4 0.024 0.024
kdM (min
−1) 20 0.2 0.2
ks (min
−1) 1.5 1.5 15
k−1, k2 (min
−1) 2 2 20
k1((µMmin)
−1) 400 400 4000
Tab. 3.1:
Kinetic parameters used for the gene expression model, scheme 3.53, as discussed in
the main text. The volume is fixed to 10−15l with an enzyme concentration of 0.1µM
corresponding to 60 enzyme molecules. The Michaelis-Menten constant is 0.01µM in
all cases.
For large arguments X, implying large Ω, we can use the asymptotics of the modified











where Γ(n) denotes the gamma function, to obtain the asymptotic expansions of the













































Note that Eqs. (3.51) and (3.52) agree exactly with Eqs. (3.36) and (3.37), respectively.
The asymptotic expansion obtained using the SSE is however significantly simpler since
it does not require an exact solution for the probability generating functions. Finally,
we note that that the asymptotic series for Iα(z), Eq. (3.50), is divergent for all finite
values of z [118, 119]. The fact that the SSE produces the exact asymptotic expansion
of the moments, Eqs. (3.51) and (3.52), indicates that it is also a purely asymptotic
expansion.
3.3 A case study: gene expression with enzymatic degradation
The aim of this section is to demonstrate how the equations for the first two moments
can be used to gain qualitative as well as quantitative insights into stochasticity in
biochemical reaction dynamics. To that end, we carry out a comparative study of the
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moment estimates derived from the SSE and exact stochastic simulations. Specifically,
we consider the two-stage model of gene expression with an enzymatic degradation
mechanism:
Gene
k0−→ Gene + mRNA, mRNA kdM−−→ ∅,
mRNA





k2−→ Enzyme + ∅. (3.53)
The scheme involves the transcription of mRNA, its translation to protein and subse-
quent degradation of both mRNA and protein. Note that while mRNA is degraded via
an unspecific linear reaction, the degradation of protein occurs via an enzyme catalysed
reaction. The latter may model proteolysis, the consumption of protein by a metabolic
pathway or other post-translational modifications. A simplified version of this model is
obtained when the protein degradation is replaced by the linear reaction: Protein −→ ∅.
Over the past decade the latter model has been the subject of numerous studies, princi-
pally because the scheme is composed of purely first-order reactions and can be solved
exactly [65, 120–122]. However, an analytical solution to the former model as given by
scheme (3.53), is not known because of the bimolecular association reaction between
enzyme and protein. Hence in what follows we demonstrate the power of the derived
approximation methods to infer useful information regarding the network’s intrinsic
noise properties.
We consider the model with three different parameter sets (see Tab. 3.1) and fix the
compartment volume to one femtoliter (one micron cubed). For all three cases, the REs
predict the same steady state mRNA and protein concentrations: [mRNA] = 0.12µM
and [Protein] = 0.09µM . In these dimensional units the system size corresponds Ω =
600(µM)−1 such that these concentrations correspond to 72 and 54 molecule numbers,
respectively.
Fast transcription
In Fig. 3.2, we show the mean concentrations and the variance of fluctuations obtained
using the REs and the LNA for parameter set (i) for which transcription is fast. Also
shown are the SSA estimates. In comparison we find that the REs and LNA provide
reasonably accurate results for these parameters. However, the scenario considered may
not be particularly realistic. This is since the ratio of protein and mRNA lifetimes in this
example is approximately 100 (as estimated from the time taken for the concentrations
to reach 90% of their steady state values) while an evaluation of 1,962 genes in budding
yeast showed that the ratios have median and mode close to 3 [121].
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REs and LNA stochastic simulation



























Gene expression model with fast transcription rate. In (A) and (B) we compare the
RE predictions of mean concentrations with those obtained from ensemble averaging
3, 000 SSA trajectories (dots). The shaded areas denote the region of one standard
deviation around the average concentrations which in (A) has been computed using
the LNA and in (B) using the SSA. The results in (A) and (B) are in good qualitative
agreement.
Moderate transcription
We now consider parameter set (ii), the case of moderate transcription. In Fig. 3.3A we
compare the RE and LNA predictions of mean concentrations and variance of fluctua-
tions with that obtained from the SSA. Notice that in this case, the two are in severe
disagreement. The SSA predicts that the mean concentration of protein is larger than
that of the mRNA while the REs predict the opposite. It is also the case that the vari-
ance estimate of the LNA is considerably smaller than that of the SSA. In Fig. 3.3B
we show the mean concentrations computed using the EMRE and the variance com-
puted using the IOS method. Note that the latter are in good agreement with the
SSA. The transient times for this case are given by 37 minutes for protein and 12
minutes for mRNA concentrations with a ratio of approximately 3 in agreement with
the median and mode of experimentally measured ratios. Hence this example provides
clear evidence for the need to go beyond the RE and LNA level of approximation for
physiologically relevant parameters of the gene expression model.
Using the method described in Section 3.2.2, we computed the critical system size
for the truncated series of the mean. The value for the EMRE is ≈ 165(µM)−1 while
the value for the next term in the expansion of the mean, given by Eq. (3.23), is
≈ 606(µM)−1. Hence including the latter term corresponds to an optimally truncated
series which is shown Fig. 3.3C. Therein we also show the variance prediction corre-
sponding to the next term beyond the IOS approximation. The excellent agreement
with simulations using the SSA validates our truncation procedure. Note that no fur-
ther improvement is achieved by including even higher order terms.
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C
Figure 3.3:
Gene expression model with moderate transcription rate. (A) We compare the RE
and LNA predictions of mean concentrations and variance of fluctuations with those
obtained from ensemble averaging of 30, 000 stochastic realizations computed using the
SSA (dots: mean, dashed: area of one standard deviation). Note that the RE and
LNA predictions differ significantly from the simulated values. (B) we show the mean
concentration prediction according to the EMRE and the variance prediction according
to IOS. These are in good agreement with those obtained from the SSA. (C) Excellent
agreement with the SSA is obtained using the optimally truncated SSE which includes
the next order terms beyond the EMRE and IOS approximations.
Moderate transcription and fast translation
Finally we consider parameter set (iii), the case of moderate transcription and fast
translation (ks is an order of magnitude larger in (iii) compared to (ii)). Previous
studies have shown that increased translation efficiency leads to increased noise in the
protein abundance [120] due to the proteins being produced in bursts [121]. Indeed
individual realizations of the SSA show proteins expressed in sharply peaked bursts
(Fig. 3.4A). Note that in this case the critical system sizes for the EMRE and higher
order terms are much larger than the value of Ω considered here. Hence the accuracy
of the expansion must be accessed by comparison against simulations.
We computed the mean concentrations of mRNA and protein according to RE/LNA,
EMRE/IOS approximation methods and compared them to the prediction of the SSA
42 3.3 A case study: gene expression with enzymatic degradation
higher order SSEEMRE and IOS
REs and LNAB
C D


















































































Gene expression model with efficient translation. (A) Individual SSA trajectories
illustrate that large bursts are observed in the protein concentrations. In (B), (C)
and (D) we show the mean estimates predicted by REs, EMREs and their higher
order correction, respectively. The corresponding standard deviations predicted by
LNA, IOS and their higher order corrections are indicated by shaded areas. These
are compared against stochastic simulations obtained from ensemble averaging 30, 000
SSA trajectories (dots: mean, dashed: area of one standard deviation). Note that only
the estimates with higher accuracy than EMRE and IOS, shown in (D), are in good
quantitative agreement with the SSA predictions. These predictions are over 5 times
larger than those of REs, this discrepancy stems from the fact that the latter do not
take into account contributions due to large fluctuations.
(Figs. 3.4B and C). Note that neither accurately predicts the mean concentrations
but the approximation that goes one order beyond the EMRE, Eq. (3.23), shown in
Fig. 3.4D provides the most accurate result. Note that also the variance obtained from
truncating after one term beyond the IOS approximation is in reasonable agreement.
However, no further improvement could be obtained by including even higher order
terms. Transient times of 48 minutes and 12 minutes for protein and mRNA concen-
trations have been extracted from the time course data as for previous cases; these are
similar to those observed in the expression of the E. coli proteome [7], once again show-
ing the necessity of approximation methods beyond the conventional REs and LNA to
study physiologically relevant cases.
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4 The expansion of the probability
distributions
In the previous chapter we have employed the higher than LNA terms in the SSE to
calculate non-Gaussian corrections to the LNA for the first few moments. A systematic
investigation of the distributions implied by these higher order terms in the SSE is
however still missing. Resolution of this problem is crucial because it allows assessing
to which extent the asymptotic series of the SSE captures the non-Gaussian fluctuations
predicted by the CME, but also because it provides a generic and particularly simple
means of solution in closed form. The aim of this chapter is therefore to provide an
asymptotic series solution to the probability distribution underlying the CME that can
be truncated systematically to any desired order in the inverse system size.










wr (n,Ω)P (n, t), (4.1)
with stoichiometry Sr = r1r − s1r. While commonly only the LNA terms of the SSE
are considered, see Section 2.4.2, we show that the higher order terms can be obtained
using an asymptotic expansion of the continuous probability density in Section 4.1.
The resulting series is given in terms of orthogonal polynomials and can be truncated
systematically to any desired order in the inverse system size. Analytical expressions are
given for the expansion coefficients capturing the full time-dependence. The stationary
solution is recovered as a particular case.
In Section 4.2, we introduce an alternative discrete approximation of the probability
distribution and show that it also satisfies the expansion of the CME. This is motivated
because, as we show, the continuous approximation often fails to converge reasonably
fast even for biochemical networks involving only unimolecular reactions, i.e. linear
birth-death processes. In contrast, the discrete approximation converges rapidly to the
true distribution with increasing truncation order. In Section 4.3, we show that for net-
works with bimolecular reactions, i.e. nonlinear birth-death processes, renormalisation
is required for achieving rapid convergence of the series. We conclude in Section 4.4
that the new method allows to predict the full time-dependence of the molecule number
distribution of a gene expression model.
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4.1 Continuous probability density approximation
In Section 2.4 it was assumed that there exists a probability density function approxi-
mating the probability distribution solution P (n, t) of the CME. For the case of a single
species, Eq. (2.9) becomes
Π(ε, t) =Ω1/2P (n = Ω[X] + Ω1/2ε, t), (4.2)






f (0)r ([X]). (4.3)







Ω−k/2LkΠ(ε, t) +O(Ω−(N+1)/2), (4.4)







p!(k − p− 2(s− 1))!
(−∂ε)pεk−p−2(s−1), (4.5)








that depend explicitly on the solution of the RE (4.3). In the following, we omit the
subscript for s = 0, i.e. Dqp,0 = D
q
p.
For solving the PDE approximation (4.4) perturbatively, we will make use of the
asymptotic expansion





that has already been employed in Eq. (3.1) for the calculation of moments in Chapter 3.
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for j > 0, where
L0 = −∂εJ (t)ε+D02(t)∂2ε . (4.10)











which acquires time-dependence via its variance σ2(t). Assuming deterministic initial
conditions and denoting by J (t) = D11(t) the Jacobian of the deterministic RE, the








which satisfies the inhomogeneous ODE
∂σ2
∂t
= 2J (t)σ2 +D02(t). (4.13)
Note that in the following we will drop the time-dependence of the coefficients for con-
venience of notation. For investigating higher order terms, it is convenient to introduce
the following eigenvalue problem:





Ψm = λmΨm, (4.14)
subject to the boundary conditions limε→±∞Ψm(ε, t), is solved by λm = −mJ and
Ψm(ε, t) = ψm(ε, t)π0(ε, t) where











and Hm are the Hermite orthogonal polynomials.
Derivation. Suppose Ψm+1 = (−∂ε)Ψm and observe that (∂t−L0)Ψm+1 = −JΨm+1−
∂ε(∂t − L0)Ψm by Eq. (4.10). Using the latter together with Eq. (4.14), we obtain
λm+1 = (−J + λm) from which the result follows using λ0 = 0 and Ψ0 = π0.
The properties of the Hermite polynomials are reviewed in the following section.
4.1.1 Properties of the Hermite orthogonal polynomials
Here, we briefly review some properties of the Hermite orthogonal polynomials. The
polynomials can be defined in terms of the derivatives of a centred Gaussian π0(ε) with
























(2k − 1)!! , (4.17)













π0(ε) = δnm, (4.18)














































1 and π0 is normalized, we must have b0 = 1 if
∫
dε g(ε) = 1.
4.1.2 Higher order terms
The system of PDEs given by Eq. (4.9) can now be solved using the eigenfunction




a(j)m (t)ψm(ε, t)π0(ε, t), (4.22)
where we have anticipated that to each order j only the first Nj eigenfunctions are
required. We verify in the following section, by the derivation of Result 4.2, that the
jth order term in the expansion involves in fact only the first Nj = 3j eigenfunctions.
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The continuous SSE approximation is consequently given by the asymptotic expansion








a(j)m (t)ψm (ε, t)
)
+O(Ω−(N+1)/2), (4.23)




dε ψn(ε, t)ψm(ε, t)π0(ε, t) = δm,n, (4.24)
which follows from Eq. (4.18) and the definition of the eigenfunctions, Eq. (4.15).
4.1.3 The equation for the expansion coefficients
The coefficients a
(j)
n are now determined by inserting Eq. (4.22) into Eq. (4.9), multi-




dε ψn(ε, t), and performing the integration. Using Eq. (4.14)




















The calculation of terms in the summation on the right hand side of Eq. (4.9) is greatly
















Dk−p−2(s−1)p,s Ip,k−p−2(s−1)mn , (4.27)
where the definition of Lk in Eq. (4.5) has been substituted. Using Eq. (4.25) and
(4.27) in Eq. (4.9), we have the following result:
Result 4.2. The coefficients in the asymptotic expansion of the probability density,
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where a
(j)










(β + α+ 2s− (m+ n)− 1)!!
(β + α+ 2s− (m+ n))!(n− α− s)!
, (4.29)
and zero for odd (α+ β)− (m+n). The integral is non-zero only if n = m+α± 2l for
even β = 2k or n = m+ α± (2l + 1) when β = (2k + 1) is odd, where l = 0, ..., k.
Explicit expressions for the approximate probability density can now be evaluated to
any desired order. Note that in the above equation, Dqp,s and Ipqmn are time-dependent
because they depend on the solution of the RE and the LNA variance.
Derivation. We first note that changing variables ε = xσ and defining Ĩαβmn = σα−β+m−nIαβmn,





dxHn (x) (−∂x)αxβHm (x)π0(x), (4.30)
where π0(x) is a centred Gaussian with unit variance. Using partial integration, prop-





s!(α− s)!(β − s)!
, (4.31)























(b−a)!(b− a− 1)!! if (b− a) ≥ 0 and even,
0 otherwise.
(4.33)










(β + α+ 2s− (m+ n)− 1)!!
(β + α+ 2s− (m+ n))!(n− α− s)!
, (4.34)
for even (α+ β)− (m+n) and zero otherwise. Note that the above quantity is strictly
positive. Note also that the argument of the double factorial is taken to be positive and
hence the summation is non-zero only if α+β+2 min(n− α,m) ≥ m+n. Consequently,
for even β = 2k, we have n = m + α ± 2l, while for odd β = (2k + 1), we have
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n = m+ α± (2l + 1), with l = 0, ..., k.
It remains to verify that Eq. (4.28) indeed yields a finite number of equations. Let Nj
be the index of the highest eigenfunction required to order Ω−j/2. Using Eq. (4.28) one






for p ∈ {1, 2, 3}. By virtue of the properties given
after Eq. (4.29), we find Nj = Nj−1 + 3. Because for deterministic initial conditions we
have N0 = 0, it follows that Nj = 3j.
Result 4.3. For deterministic initial conditions, i.e. a
(j)
n = δn,0δj,0, it holds that
a
(j)
n = 0 for all times when (n+ j) is odd.
Derivation. We note that the right hand side of Eq. (4.28) can contain only terms for
which Ip,k−p−2(s−1)mn is non-zero. Hence, by the condition given after Eq. (4.29), the
non-zero terms in the summation are those for which k − (m + n) is even. Assuming
now that n+ j in Eq. (4.28) is even, it follows together with the latter condition that
for the non-zero terms in the summation m+ (j−k) must be even. Conversely, if n+ j
is odd it follows that m + (j − k) must be odd. Hence the pair of equations for a(j)n
with even and odd (n+j) is mutually uncoupled. Using the fact that, initially, a
(j)
n = 0
when j + n is odd, we must have a
(j)
n = 0 for all times.
The relation of Result 4.3 to Result 3.2 will be clarified in the following.
4.1.4 Moments of the probability distribution
The solution for the probability density enables one to derive closed-form expressions for
the moments. These are obtained by multiplying Eq. (4.23) by
∫
dε εβ and performing






























for the first and second moment, respectively. Finally, note that using Result 4.3 it









are non-zero only when β + j is even as stated in Result 3.2.
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4.1.5 Relation to the inverse problem
It is now evident that the coefficients of the expansion are intricately related to the
system size expansion of the distribution moments. Naturally, one may seek to invert
this relation. Here, we show that the coefficients in Eq. (4.23) are uniquely determined
by the expansion for a finite set moments. In particular, to construct the probability
density to order Ω−j/2 one requires the expansion of the first 3j moments to the same
order. Thus the problem of moments provides an equivalent route of systematically
constructing solutions to the CME.
Result 4.4 (Reconstruction of the distributions from the system size expansion of the






whose coefficients are uniquely determined by Remark 3.1, the coefficients in the asymp-











(−1)kσ2k[εn−2k]j(2k − 1)!! , (4.39)
with [ε0]j = δj,0.
The above result relates the expansion of the moments, as given by Remark 3.1, to
the expansion of distribution functions. It is now evident that the system size expansion
of the distribution can be constructed from the system size expansion for a finite set of
moments.
Derivation. Using the completeness of the Hermite polynomials, one can write the

















can be expressed in terms of the moments using the explicit definition of the Hermite













(2k − 1)!!. (4.40)
Inserting now Eq. (4.38), the coefficients in the expansion of the bn can be related to the







O(Ω−(N+1)/2). The result is given by Eq. (4.39).
Specifically, to order Ω−1/2 the non-zero coefficients evaluate to
a
(1)
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4.1.6 Solution in stationary conditions
Of particular interest is the expansion of the density under stationary conditions. Im-
plicitly, we assume here that the RE, Eq. (4.3), has a single asymptotically stable fixed
point, and hence the LNA variance is given by σ2 = D02/(−2J ). Setting the time-
derivative on the left hand side of Eq. (4.28) to zero, we find that the coefficients of













a(j−k)m Ip,k−p−2(s−1)mn . (4.43)
For example, truncating after terms of order Ω−1, we obtain














2 ψ2 (ε) + a
(2)
















3σ4D21 + 3σ2D12 +D03
18J
, (4.45)


















































































The accuracy of this distribution approximation is studied through an example in the
following.
52 4.1 Continuous probability density approximation















continuous approximationA B discrete approximation
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Linear birth-death process. We consider the reaction system (4.47) in stationary
conditions. (A) We compare the exact Poisson distribution (grey) to the continuous
SSE approximation [Eq. (4.23) together with Eqs. (4.43) and (4.48)] truncated after
Ω0 (LNA, blue line), Ω−1 (green), and Ω−3-terms (red) for parameter values k0 = 0.5,
k1 = 1 and Ω = 1 giving half a molecule on average. We observe that the continuous
approximation becomes increasingly negative and tends to oscillate with increasing
truncation order. (B) In contrast, the discrete approximation shows no oscillations and
the overall agreement with the exact Poisson distribution (grey bars) improves with
increasing truncation order.
4.1.7 The continuous approximation fails under low molecule number conditions
We now study the SSE solution for a linear birth-death process, i.e. processes whose
propensities depend at most linearly on the molecular populations. Specifically, we





The CME is constructed using S1 = +1, w1 = Ωk0, S2 = −1, w2 = k1n, and R = 2 in
Eq. (4.1). The exact stationary solution of the CME is a simple Poisson distribution
with mean Ω[X] where [X] = k0/k1. The coefficients in Eq. (4.6) are then given by
Dmn = δm,0k0 + (−1)nk1 (δm,0[X] + δm,1) , (4.48)
and Dmn,s = 0 for s > 0. The leading order corrections to the LNA given by Eqs. (4.44-






















2 = 0. Note that by Eqs. (4.36) this implies that there are no corrections
to mean and variance predicted by the LNA.
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Though the continuous approximation is expected to perform well at large values of
Ω, we are particularly interested in its performance when the value of Ω is decreased.
Since the expansion is carried out at constant average concentration, low values of Ω
typically imply low numbers of molecules and non-Gaussian distributions. In Fig. 4.1A
we show that for parameters yielding half a molecule on average, the continuous ap-
proximation obtained in this section, given by Eq. (4.23) together with Eqs. (4.43) and
(4.48), is unsatisfactory since as higher orders are taken into account, one observes
large oscillations in the tails of the distribution. In the following section we show that
the disagreement arises due to the assumption that the support of the distribution is
continuous rather than discrete as implied by the CME.
4.2 Discrete approximation of the probability distribution
The aim of this section is to generalize the SSE to discrete distribution approxima-
tions. An intuitive approach considers the exact characteristic function G(k, t) =∑∞
n=0 e
iknP (n, t) that is necessarily a 2π-periodic function. It can hence be inverted as
follows













Substituting this together with Eq. (4.7) into Eq. (4.50) one establishes a connection
formula between these discrete and continuous approximations via the convolution

















For example, to leading order Ω0, Eq. (4.52) replaces the conventional continuous





















where y = n−Ω[X], Σ2 = Ωσ2 is the LNA’s estimate for the variance of molecule num-




−t2 dt. For consistency,
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we study the two limiting cases: (i) as Ω → ∞ with y/Σ constant, the probability
distribution P0 reduces to the density π0 given by Eq. (4.11); (ii) as Σ→ 0 and Ω[X]
being integer-valued, then P0(n) = K(n−Ω[X]) reduces to the Kronecker delta δn,Ω[X]
which is consistent with deterministic initial conditions.
Associating the Ω−j/2-term of Eq. (4.23) with πj in Eq. (4.52), we have the following
result that we refer to as the discrete approximation:
Result 4.5 (Discrete approximation). The discrete approximation of the probability
distribution given by












is an asymptotic series solution to the CME (4.1), where P0(n, t) is given by Eq. (4.54)
and the coefficients a
(j)
m are given by Result 4.2.
Derivation. Eq. (4.55) follows from substituting Eq. (4.23) into (4.52), and using the




dεK(n− Ω[X]− Ω1/2ε)(Ω−1/2∂ε)π0(ε, t). (4.56)
Since by construction P (n, t) given by Eq. (4.55) and Ω1/2Π(Ω−1/2(n−Ω[X]), t) have the
same expansion of the characteristic function expansion, it follows that the continuous
approximation, Eq. (4.23), and the discrete approximation possess the same asymptotic
expansion of their moments.
It remains to verify that Eq. (4.55) solves the expansion of the CME. We therefore
suppose that P (n, t) =
∫∞
−∞ dεK(n−Ω[X]−Ω
1/2ε)Π(ε, t) and inspect the action of the
step operator
E−SrP (n, t) =
∫ ∞
−∞
dεK(n− Ω[X]− Ω1/2ε)e−Ω−1/2∂εSrΠ(ε, t), (4.57)
which follows from the fact that the integral kernel K given by Eq. (4.53) is analytic,
i.e. K(n− Sr − Ω[X]− Ω1/2ε) = e−Sr∂nK(n− Ω[X]− Ω1/2ε), and partial integration.
One the other hand, presuming that wr(n,Ω) is analytic in n, we have
wr(n,Ω)P (n, t) =
∫ ∞
−∞
dεK(n− Ω[X]− Ω1/2ε)wr(Ω[X] + Ω1/2ε,Ω)Π(ε, t).
(4.58)
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−1/2∂εSr − 1)wr(Ω[X] + Ω1/2ε,Ω)
]
Π(ε, t). (4.59)
Proceeding along the lines in Section 2.4, the term in the angled brackets is expanded
in a series of the inverse square root of Ω. Since Π(ε, t) given by Eq. (4.23) solves this
expansion to each order, the result follows.
It is important to note that the asymptotic errors of the continuous approximation,
Eq. (4.23), and the discrete approximation given by Result 4.5 are the same. It is
however the case that the discrete approximation takes into account exponentially
small terms in Ω, which are beyond the scope of perturbation theory, and are therefore
dismissed in a continuous approximation of P (n, t), i.e. Eq. (2.9) in Section 2.4, as
obtained in the original derivation of the SSE due to van Kampen [44, 76]. However,
we will demonstrate in the following that these terms are relevant in applications.
4.2.1 The discrete approximation fares well for linear birth-death processes
For the linear birth-death process in the previous section, Fig. 4.1B shows that the
discrete approximation given by Eq. (4.55) with Eq. (4.43) and (4.48) is in reasonable
agreement with the true distribution when truncated after terms of order Ω−1 and
shows no oscillations. The approximation is almost indistinguishable from the exact
result when the series is truncated after Ω−3-terms. We hence conclude that the discrete
series better approximates the underlying distribution of the CME than the continuous
approximation.
4.2.2 The discrete approximation fails for nonlinear birth-death process
Next, we turn our attention to the analysis of nonlinear birth-death processes, i.e. a
process whose propensities depend nonlinearly on the number of molecules. A particular
feature of such processes is that the LNA estimates for mean and variances are generally
no longer exact, but agree with those of the true distribution only in the limit of large
system size [1].
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Figure 4.2:
Nonlinear birth-death process. A metabolic reaction with Michaelis-Menten kinetics,
scheme (4.60), is studied using the reduced model described in Sec. 4.2.2. The ex-
act stationary distribution is a negative binomial (shown in gray). (A) The discrete
SSE approximation given by Eq. (4.55) with Eq. (4.43) and (4.48) is shown in the low
molecule number regime (k0/k1 = 0.25, 1 molecule on average) when truncated after Ω
0
(blue), Ω−3/2 (green) and Ω−4-terms (red dots). We observe that the expansion tends
to oscillations and negative values of probability as the truncation order is increased.
(B) Similar oscillations are observed in the moderate molecule numbers (k0/k1 = 0.9,
27 molecules on average) for the discrete series truncated after Ω0 (blue), Ω−3/2 (green)
and Ω−3-terms (red lines). In (C) and (D) we show the approximations correspond-
ing to the same parameters used in (A) and (B), respectively, but obtained using the
renormalisation procedure given by Result 4.6 with Eq. (4.67). The renormalized ap-
proximations avoid oscillations and are in excellent agreement with the true probability
distributions (grey bars). We note that for the cases (B) and (D) the continuous and
discrete approximations give essentially the same result. The remaining parameters are
given by Ω = 10 and K = 0.1.
As an example, we here consider a simple metabolic reaction confined to a small
subcellular compartment of size Ω with substrate input,
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The reactions describe substrate molecules S input and their catalytic conversion by
enzyme species E via the enzyme-substrate complex C. The SSE of the average concen-
trations correcting the macroscopic REs have been intensively studied [85]. Since our
theory applies to a single species only, we here consider a reduced model in which reac-
tion (4.60b) is modelled via an effective propensity: this gives S1 = +1, w1 = Ωk0, and
S2 = −1, w2 = Ωk1 nn+ΩK as studied in Section 3.2.1. This simplification is valid when
the enzyme-substrate association is in rapid equilibrium, which holds when [ET ] K
and h3  h2 where [ET ] is the total enzyme concentration [125, 126]. The param-
eters in the reduced model are related to those in the developed model by k0 = h1,
k1 = h3[ET ], and K = h2/h1. The reduced CME is solved exactly by a negative
binomial distribution [116].
The system size coefficients are obtained from Eq. (4.6), and are given by Dmn,s = 0
for s > 0 and






In Fig. 4.2A and 4.2B, we consider two parameter sets corresponding to low and mod-
erate numbers of substrate molecules, respectively. We observe that in contrast to
the linear case, the discrete approximation of the nonlinear birth-death process tends
to oscillate with increasing truncation order. This issue is addressed in the following
section.
4.3 Renormalisation of nonlinear birth-death processes
Van Kampen’s ansatz, Eq. (2.8) in Section 2.4, bears the particularly simple interpre-
tation that for linear birth-death processes ε denotes the fluctuations about the average
given by the solution of the RE [X]. As noted in the previous example, for nonlinear
birth-death processes these estimates are only approximate. Their asymptotic series
expansions will therefore require additional terms that compensate for the deviations
of the LNA from the true concentration mean and variance. It would therefore be
desirable to find an approximation for nonlinear processes that yields more accurate











+ Ω−1/2ε̄︸ ︷︷ ︸
fluctuations
. (4.62)





= [X]+Ω−1/2〈ε〉 and the second ε̄ = ε−〈ε〉 denotes a centred
variable that quantifies the fluctuations about the true average which, of course, is a
priori unknown. Estimates can however be obtained using the SSE beforehand, and
the asymptotic expansion of the distributions can then be performed about these new
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values. This idea is called renormalisation and makes use of the fact that the terms
correcting mean and variances can be summed exactly. As we show in the following,
the resummation allows to better control the convergence by effectively reducing the
number of terms in the summation while at the same time it retains the accuracy of
the expansion. We note that while the order of the asymptotic error is the same, the
renormalisation scheme leads to a smaller absolute error which we will demonstrate
through the use of examples.
The system size expansion of the moments, Eq. (4.35), yields the following estimates

















1 })/j!) and Bj,n({xζ}) is short-hand for














∑′ denotes the summation over all sequences j1, ..., jn−k+1 of non-negative in-
tegers such that j1 + ... + jn−k+1 = k and j1 + 2j2 + ... + (n− k + 1)jn−k+1 = n.
The renormalisation procedure amounts to replacing y by (n−Ω[X]−Ω1/2〈ε〉), Σ2 by
Σ̄2 = Ωσ̄2 in Eq. (4.54) and associating a new Gaussian P̄0(n) with these estimates.
Note that henceforth we will refer to the approximation without renormalisation as the
bare approximation.
Result 4.6 (The renormalised expansion). The renormalised asymptotic expansion for
the discrete probability distribution is given by

































where ȳ = (n− Ω[X]− Ω1/2〈ε〉) and Σ̄2 = Ωσ̄2. The renormalised coefficients ā(j)m are
1These are available in Mathematica via the function BellY[n, k, {x1, . . . , xn−k+1}]
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It is important to note that while the order of the expansions in Result 4.5 and 4.6
are the same, the renormalised expansion leads to a smaller absolute error because it





2 = 0 for all j. Note also that for linear birth-processes, mean and variance
are exact to order Ω0 (LNA), and hence for this case expansion (4.55) coincides with
(4.65).




−3/2) and σ̄2 = σ2 + Ω−1(2a22 − (a
(1)
1 )
2) +O(Ω−3/2). Using Eq. (4.67)
the renormalised coefficients can be expressed in terms of the bare ones
ā
(1)




















This result can for instance be used to renormalise the stationary solution using the














































Note that for linear birth-death processes, we have Dmn,s = 0 for s > 0 and m > 1 and
hence the above equations reduce to Eqs. (4.45-4.46).
Derivation. The renormalised coefficients can in principle be obtained by matching
the expansions given by Eq. (4.55) and (4.65) via their characteristic functions. For
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with G0(k) = e
−(kσ)2/2 being the characteristic function solution of the LNA, π0(ε). We
have omitted the explicit time-dependence to ease the notation. Next, we are looking
for a different expansion with corrected estimates for the mean and variance that can










Note that Ḡ0(k) = e
ik〈ε〉e−(kσ̄)
2/2 is the characteristic function for a Gaussian random
variable with mean 〈ε〉 and variance σ̄2 given by Eq. (4.63). Equating now Eq. (4.71)



































from which Eq. (4.67) follows, which expresses the new coefficients ā
(j)
n in terms of the
bare ones a
(j)
n . It remains to derive an explicit expression for the κ
(n)
j . The expansion
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Using the above expansions in Eq. (4.75) and rearranging in powers of Ω−1/2, Eq. (4.68)
for the coefficients κ
(n)
j follows.
Finally, one associates with the centred variable ε̄ = ε − 〈ε〉, a Gaussian π̄0(ε̄) with
variance σ̄2. Inverting Eq. (4.72), we have






ā(j)n ψn (ε̄) π̄0(ε̄) +O(Ω
−(N+1)/2). (4.78)
Associating now the Ω−j/2-term of this equation with πj in Eq. (4.52), the discrete
series for P (n, t) as given by Eq. (4.65) is obtained.
4.3.1 The renormalised discrete approximation performs well for nonlinear
birth-death process
For the metabolic reaction (4.60), mean and variance can be obtained to be 〈ε〉 =
Ω−1/2ς + O(Ω−2), σ̄2 = σ2 + Ω−1ς(ς + 1) + O(Ω−2), where ς = [X]/K is the re-
duced substrate concentration and σ2 = Kς(ς + 1). Substituting now Eq. (4.61) into





















which determine the renormalised series expansion to order Ω−1. Using Eq. (4.43),































In Fig. 4.2C and 4.2D we compare the renormalised approximation given by Eq. (4.65)
with the respective bare approximations in Fig. 4.2A and 4.2B. We observe that the
renormalisation technique avoids oscillations and even the simple analytical approxi-
mation given by Eqs. (4.79) is in reasonable agreement with the exact result. We note
that the asymptotic approximations shown in C and D are almost indistinguishable
when higher truncation orders are taken into account.
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4.4 Application: Time-dependent solution of the CME
The models studied so far have been useful to develop the method. It remains however
to be demonstrated that it remains accurate in cases where analytical solution is not
feasible, as for instance, for out-of-steady-state and non-detailed balance systems. We
here consider the synthesis of a protein P which is degraded by an enzyme






where M denotes the transcript, E the enzyme and C complex species as has been
studied in Section 3.3. Since our theory applies only to a single species, we consider
the limiting case in which the protein dynamics represents the slowest timescale of the
system. It has be shown [121] that when species M is degraded much faster than the
protein P , the protein synthesis (4.80a) reduces to the transition S1 = +z, w1 = Ωk0





with average b, which is called the burst approximation. Similarly to the metabolic
reaction studied in Section 4.2, the enzymatic degradation process (4.80b) can be re-
duced to S2 = −1, w2 = Ωk1 nΩK+n with a nonlinear dependence on the protein number










The relation between the parameters in the reduced and the developed models are given
by k0 = h0h2/h1, b = h2/h1, k1 = h5[ET ], K = h5/h3, where [ET ] denotes the total
enzyme concentration. This description involves infinitely many reactions: one for the
degradation of the protein, and one for each value of z. Therefore, the reactions cannot
obey detailed balance in steady state. The system size coefficients now follow from
definition (4.6), and are given by Dmn,s = 0 for s > 0 and









nϕ(z) = 11+b Li−n(
b
1+b) denotes the average over the geomet-
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Ω0 Ω-3 Ω0 Ω-3
Figure 4.3:
Predicting transient distributions of gene expression. The dynamics of protein synthe-
sis with enzymatic degradation, scheme (4.80), is studied using the burst approximation
(4.81). (A) We compare the time-dependence of the renormalised discrete approxima-
tions to exact stochastic simulations at times 1, 2, and 14min. The overall shape
(mode, skewness, distribution tails) of the simulated distributions (bars) is in excellent
agreement with the series approximation when truncated after Ω−3-terms (solid lines)
but not when only Ω0 are taken into account (dashed lines). This agreement is also ob-
served for the first two moments shown in the inset: while the Ω−3-approximation (blue
solid line) agrees with the moment dynamics of the simulated distributions (dots) of the
reduced model (4.81), the Ω0-approximation underestimates the mean (grey solid line)
and variance by 25%. The area within one standard deviation of the mean obtained
from simulations is shown in blue, the boundaries obtained from the approximations
are shown as dashed lines (Ω0 grey, Ω−3 blue). (B) Despite the good agreement shown
in (A) we found that at very short times (12s – blue solid line) the series truncated after
Ω−3-terms tends to oscillations which quickly disappear for later times (24s – green,
48s – red solid line). See main text for discussion. Parameters are k0Ω = 15min
−1,
k1Ω = 100min
−1, KΩ = 20, Ω = 100, and b = 5. Histograms were obtained from
10, 000 stochastic simulations.
as obtained from the expression for D01. Using the Jacobian J = D11 and D2 in









The ODEs given by Eq. (4.83) and (4.84) can be integrated numerically and used in
Eq. (4.54) from which the leading order approximation follows. Higher order approxi-
mations are now be obtained by using Eq. (4.82) in (4.28), numerically obtaining the
time-dependent coefficients a
(j)
m (t) and using the result in Eq. (4.67) and (4.65). We
assume deterministic initial conditions with zero proteins meaning a
(j)
m (0) = δm,0δj,0.
In Fig. 4.3A we show the time-evolution obtained by the leading order approximation
P0 to Eq. (4.65) truncated after the Ω
−3-term. The latter distributions are in excellent
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agreement with the distributions sampled using the stochastic simulation algorithm [15].
In particular, unlike the leading order approximation, these approximate well mode,
skewness, and tails of the distribution. We note that also the mean and variance of
these distribution approximation approximations are in excellent agreement as verified
in inset of Fig. 4.3A.
Despite the overall good agreement, in Fig. 4.3B we show that there are discrepancies
at very short times where, again, the distribution approximations tend to oscillations.
Motivated by this numerical observation, we speculate that this behaviour of the expan-
sion is due a temporal boundary layer as commonly observed in singular perturbation
expansions [127]. Theoretically, the layer must be located at times of the same order as
the expansion parameter, i.e. t = (ΩK)−1/2min ≈ 13s, coinciding with the simulation
in Fig. 4.3B. This suggests that our approach does only describe the outer solution.
Further analysis is required to investigate also the inner solution which is beyond the
scope of the present analysis.
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5 Diagrammatic expansion of power
spectra and correlation functions
This chapter presents an diagrammatic approach for the approximate calculation of
correlation functions and their associated power spectra from the CME. A common
obstacle for the requisite analysis on the basis of the SSE is the increasing algebraic
complexity of the resulting equations, as is often encountered with higher order pertur-
bation theories. A method commonly used for the purpose of a two-point correlation
function is for instance to determine the time-dependent solution of the first moment
subject to a specific initial condition, 〈ni(t)|n(t′)〉 for t ≥ t′ and then performing the
average 〈〈ni(t)|n(t′)〉nj(t′)〉. For unimolecular reaction networks this method has been
applied successfully [51]. In practice, however, analytical studies for bimolecular reac-
tions are limited to particularly simple examples [76, 128] or numerical studies [129]
because of the difficulty involved in solving these differential equations with increasing
numbers of terms and relations.
In physics, in particular in the theory of elementary particles, condensed matter, and
statistical fields, a powerful technique that can handle this complexity is the Feynman
diagram method and the associated rules from which these diagrams are constructed
[130]. Feynman’s perturbation theory [131] (and equivalently the Green’s functions
approach of Schwinger [132]) represents interactions between particles as small pertur-
bations of non-interacting particle systems. The concept which allows us to replace
particles with fluctuations and develop a systematic perturbation theory of the CME
is given by the generalized fluctuation-dissipation theorem, following Keizer’s notion
[105]. It states that the response of a deterministic system to a small perturbation is
equal to a small fluctuation in a stochastic system. A more precise relation is given in
Section 5.2.1. The diagrammatic method for multi-time correlation functions is here
adapted through the path-integral approach.
The path-integral is developed in Section 5.1 from an operator representation of
the CME. In Section 5.2.1, we present an alternative derivation for the SSE from
a path-integral point-of-view, paralleling the expansion performed in Chapter 2. In
Section 5.2.2, we show that – to each order – the expansion of these functions can
be expressed as a finite sum of diagrams. We then provide a set of Feynman rules
in Section 5.2.3 from which the SSE can be constructed algorithmically, or simply
“drawn” in diagrammatic form. These rules are then used to derive the leading order
corrections to the LNA estimate of the power spectra in Section 5.3. We apply this
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result to the Brusselator reaction scheme in Section 5.4 and demonstrate that the theory
predicts noise-induced oscillations that are not described by the LNA. We conclude by
deriving an effective theory for the power spectra of biochemical systems close to a
Hopf bifurcation in Section 5.5.
5.1 The generating functional of the Chemical Master Equation
In this section we describe the path-integral approach to the CME. While the con-
struction of path-integrals for master equations is common practice for instance via the
Doi-Peliti formalism or similar techniques [38–40, 42], we build on the Martin-Siggia-
Rose formalism [41, 133–135] because it allows a straightforward SSE [136]. This allows
us to derive the generating functional of correlation functions, an exact statistic that
can be expressed as a weighted sum over all possible trajectories and hence contains
the statistics of the underlying stochastic process at all times.
5.1.1 Path-integral and generating functional of correlation functions
We make use of the random time-change representation [137] that corresponds to the
SSA









where Sr is the vector formed by the columns of the stoichiometric matrix S and
(Y1, ..., YR) are independent unit rate Poisson processes. We continue by slicing the
time evolution from t0 to tf into L pieces of length δt = (tf − t0)/L and let Yr,k−1 =
Yr(δtwr(nk−1,Ω)). The Ito-discretisation of Eq. (5.1) is then given by nk = nk−1 +∑R
r=1 SrYr,k−1. The expectation value of a functional O[Q] of the concentration process
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e(P S )r − 1
]
wr (ΩQ,Ω) , (5.3)
corresponds to the transition matrix of the CME (2.6) with the step operator E−1i
being replaced by ePi and n being replaced by ΩQ. Note that throughout we implicitly
assume Q to be a column vector and P k to be a row vector with imaginary unit.
Eq. (5.2) can be obtained using the procedure described in Refs. [41] and [134], and
follows from taking the average over the Poisson variables Yr,k−1 to order δt:〈
δ
(






























e−ΩP k(Qk−Qk−1)+H(P k,ΩQk−1)δt +O(δt2), (5.4)
where in the second line we have inserted the Fourier transform of the delta function
and we have made use of the fact that the Yr,k−1 are independent. In the third line, we
have used the property of the Poisson variables Pr(Yr,k−1 = 0) = 1−δtwr(ΩQk−1,Ω)+
O(δt2), Pr(Yr,k−1 = 1) = δtwr(ΩQk−1,Ω) + O(δt
2) and Pr(Yr,k−1 = j) = O(δt
j) for
j > 1, while in the last line the term in the square brackets was expressed as an
exponential which is correct to order δt.
The integration in Eq. (5.2) cannot be done analytically since H is not quadratic
in the P k variables. It is therefore convenient to augment concentration process by
(P 1, ...,P L) for which an expression analogous to Eq. (5.2) can be written. In order
not to complicate the issue, we here restrict our discussion to the generating functional








P (t)j∗(t) + jT (t)Q(t)
)〉
, (5.5)
and simply note that such an expression can be obtained by replacing H → H+Pj? +
jTQ and setting O(Q0, ...,QL) = 1 on the right hand side of Eq. (5.2). The result is:
Result 5.1. The exact generating functional for the concentrations of the CME is given
by















δ (ΩQ0 − Ω[X](t0))×


















−ΩPQ̇+H(P ,ΩQ) + Pj? + jTQ
)
, (5.6)
where the measure DPDQ denotes the integral obtained by the limiting procedure above.
This result has also been given by Calisto and Tirapegui [136]. Note that in the above
formulation j and j? are two independent functions of time. The generating functional
contains the full information of the underlying stochastic process at all times and can
hence be used to formally define arbitrary time-correlation functions.
5.1.2 Correlation functions and power spectra
We now introduce the exact connected generating functional W as
W [j, j?] = lnZ[j, j?]. (5.7)
Note that the above definition is convenient, since the first and second cumulants of Q̂
are given by the mean concentrations and the centred second moments, respectively.
We will henceforth restrict our discussion to cumulant correlation functions. The m-
point correlation functions can be defined in both the time and the frequency domain,
as follows:

























where δj(t) ≡ δ/δj(t) is the functional derivative which, augmented by δj(t′)j(t) = δ(t−
t′)I, follows the usual rules of differentiation. With the diagrammatic method in mind
we can represent such m-point functions graphically. For example, the exact one-point
function corresponding to the mean concentration may be represented symbolically by
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where the blob, which remains to be specified, arises from differentiation of the cumulant




Under stationarity, the two-point correlation function only depends on the distance
between the two time points. Hence,













which implies that the frequency over the whole diagram in Eq. (5.10) is conserved in
the sense that ω = ω1 = −ω2. Analogous definitions as given after Eq. (5.8) apply for
the functional derivative in the frequency domain representation. The intrinsic noise








Its diagonal elements are typically referred to as the power spectrum. General station-
ary m-point functions can be defined analogously in the Fourier domain, via



















Hence, the one-point function in Eq. (5.9) contributes only at zero frequency, as ex-
pected. It is important to note that the derivatives of the cumulant generating func-
tional W involve only diagrams which are fully connected [138]. Specifically, in the case








which concludes the formal diagrammatic representation of these m-point correlations.
We remark that even though the generating functional in Eq. (5.6) is an exact rep-
resentation of the CME, it does not provide analytical insight into these correlation
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functions. The reason is that the integration in (5.6) cannot be carried out analyti-
cally in general because Eq. (5.3) does not represent a quadratic form, which typically
prevents one from obtaining exact expressions for the intrinsic noise power spectrum.
Simple approximations for these functions on the basis of the SSE are developed in the
following.
5.2 System size expansion using Feynman rules
5.2.1 The expansion of the generating functional
In the limit as Ω→∞, the variational principle tells us that the integral in Eq. (5.6) is























(1− e(P S )r) ∂
∂Qi
f (0)r (Q). (5.15)
Here, f
(0)
r (Q) = limΩ→∞
wr(Q,Ω)
Ω denote the deterministic rate functions that are ob-
tained as the leading order term in the expansion of the propensity, Eq. (2.13). The
above equations constitute the exact description of well-mixed reaction networks in the
limit of infinite system size. A particular solution of these is given by the REs
d[X]
dt
= Sf (0)([X]), (5.16)
which is found by letting P = 0 and Q = [X]. The REs are exactly as given in Chap-
ter 2 but, here, their solution represents the saddle point of the generating functional.
We now proceed by expanding the exponent in Eq. (5.6) around this point. Again
we assume that the REs given by Eq. (5.16) have a single positive fixed point that is
asymptotically stable.
The SSE is obtained from the scaling assumption that the fluctuations about the
deterministic state [X] decay as the inverse square root of the system size
Q = [X] + Ω−1/2q, P = Ω−1/2p, (5.17)
which is akin to van Kampen’s ansatz (2.8). Note that applying the latter to Eq. (5.6)
provides a local approximation for the generating functional which is valid only in the
vicinity of a stable fixed point of Eq. (5.16). Here, we restrict our analysis to that case.
We also rescale j =
√
ΩJ and j? =
√
ΩJ? correspondingly. The generating functional
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−pq̇ +H(Ω−1/2p,Ω[X] + Ω1/2q)−
√
Ωp ˙[X]
+ JTq + pJ?
)]
δ(q(t0)), (5.18)









It remains to expand H in powers of the system size Ω. Expanding H in terms of Ω−1/2,
one obtains
H(Ω−1/2p,Ω[X] + Ω1/2q) =Ω1/2
NS∑
α=1





which follows along the same lines as in Section 2.4. In the first term ˙[X]α simply
equals Sf (0). The next term of order Ω0 is given by the quadratic form











u!(2 + k − u− 2s)!
pα1 ...pαuqβ1 ...qβ2+k−u−2s . (5.22)
Note the particular summation convention used, in which the multi-indices i1...iα and
j1...jβ appearing in the coefficient D
j1...jβ
i1...iα,s
in the above equation are to be summed
from 1 to NS ; as it was introduced after Eq. (2.19) in Chapter 2. Note that the above
equations are exactly the same as Eqs. (2.22) and (2.23a) but with (−∂α) replaced by













f (s)r ([X]), (5.23)
compare Eq. (2.20) in Section 2.4.
Note that by Eqs. (5.21) and (5.22), the expansion of H in Eq. (5.20) vanishes for
p = 0 to each order in the system size, thus ensuring conservation of probability. By
the expansion (5.20) it follows that in the limit as Ω → ∞, we can approximate the
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−pq̇ + pJ q + 1
2




which is the LNA and which has also been obtained by Calisto and Tirapegui [136].
Here, the matrix [J ]αβ = Dβα is the Jacobian of the REs, Eq. (5.16), while [ D ]αβ = Dαβ
denotes the diffusion matrix.
Frequency-domain representation of the linear noise approximation
Gaussian integrals can in most cases be evaluated exactly. For simplicity, we will
assume stationary conditions such that the integral will omit the explicit dependence
on the initial condition. In consequence we can safely take t0 → −∞ and tf → ∞ in












can then be used to perform the integration in the frequency domain explicitly. The
result is:









J(ω)T F (ω)J?(−ω) + 1
2
JT (ω) ∆ (ω)J(−ω)
)
, (5.26)
where the coefficient matrices
F (ω) = (iω − J )−1e−iω0+ , (5.27a)
∆ (ω) = F (ω) D F †(ω), (5.27b)
are the linear response and the spectral matrix, respectively.
Derivation. We first transform Eq. (5.24) into the frequency domain. Inserting Eq. (5.25)
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JT (ω)q(−ω) + p(ω)J?(−ω)
)
. (5.29)
Note that we have included a factor of e−iω0
+
here, which appears because of the





k qk−1 in the exponential of Eq. (5.6), inserting Eq. (5.25), and taking




−iω0+JT (ω)q(−ω). The Gaussian integral in Eq. (5.28)
may be performed directly by completing the square in the exponential. Alternatively,







eK0(p,q) = 0. (5.30)
The first relation can be used to derive
δZ0
δJ?(−ω)
= JT (ω) F (ω)Z0, (5.31)
which, together with the second relation, yields
δZ0
δJ(ω)
= ( F (ω)J?(−ω) + ∆ (ω)J(−ω))Z0, (5.32)
where we have made use of the definitions (5.27a) and (5.27b). This pair of equa-
tions can be integrated to obtain Eq. (5.26) with Z0[0, 0] = 1 due to conservation of
probability.
Linear noise approximation of the power spectra and correlation functions
Using the cumulant generating functional W0 = lnZ0, we now verify that the functional
in Eq. (5.26) agrees with well-known results obtained from the LNA. The first cumulant
is calculated as
〈q̂(ω)〉0 = δJ(ω)W0|[J ,J?]=(0,0) = 0. (5.33)
Hence, it follows from Eq. (5.17) that the average concentrations are well predicted by
the REs. The second cumulant is given by the Fourier transform of the correlation
function, as discussed earlier, and evaluates to
〈q̂(ω)q̂T (−ω)〉0 = δJ(ω)δJ(−ω)W0|[J ,J?]=(0,0) = ∆ (ω), (5.34)
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where ∆ (ω) is given by Eq. (5.27b). The above is the well-known result for the spectral
matrix, which can be found in [31].
We further have δJ(ω)δJ?(−ω)W0|[J ,J?]=(0,0) = F (ω), which is given by the Green’s





eiωτ F (ω) = H(τ − 0+)eJ τ , (5.35)
where H(τ) denotes the Heaviside step-function and we have made use of the fact that
(iω − J )−1 =
∫∞
0 ds e
(J −iω)s for asymptotically stable J . Note that the factor of
e−iω0
+
in Eq. (5.27a) ensures that the contour of the Fourier integral has to be closed
in the lower half of the complex plane on which F (τ = 0) vanishes, thus precluding
an instantaneous action of the linear response. The latter fact is a consequence of
the Ito-discretisation. Similarly, the expression for ∆ in the time domain, ∆ (τ) =∫
dω
2π e
iωτ ∆ (ω), can be obtained from
∆ (τ) = F (τ) Σ + Σ F T (−τ), (5.36)
where ∆ (0) = Σ is just the covariance matrix of q [31].
This relation between the size of fluctuations ∆ (τ) and the linear response function
F (τ), or equivalently its frequency domain representation, Eq. (5.27b), is commonly
obtained in dynamic perturbation theories of equilibrium and non-equilibrium steady
states and referred to as the generalized fluctuation-dissipation theorem [42, 105].
Setting up the perturbation expansion
Next, we make use of a well-known trick [130] to express the exact generating functional
in terms of the Gaussian integral Z0[J ,J
?], Eq. (5.24). For any analytic function
f(p̂, q̂), the Gaussian expectation value can be written as
〈f(p̂(t), q̂(t′))〉0 =
∫
DqDp f(p(t), q(t′))eK0(p,q) = f(δJ(t), δJ?(t′))Z0[J ,J?],
(5.37)
where we have used Eq. (5.28). We thus define the function







and note that, using Eq. (5.37), the exact generating functional can be expressed as
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+O(Ω−(N+1)/2). (5.39)
Analogous expressions are common to dynamical perturbation theories [130, 138]. The






























These terms denote the leading order corrections to the LNA. Eq. (5.39) represents an
ideal starting point for the purposes of detailed calculation, since the exponential is
expanded in powers of the inverse square root of the system size. More generally, using
Lk given by Eq. (5.22) in Eq. (5.39), we find that
Result 5.3. The stationary generating functional of the CME has the following asymp-
totic expansion
Z[J ,J?] =KN (δJ? , δJ )Z0[J ,J?] +O(Ω−(N+1)/2), (5.41)
where in the frequency domain
































?] is given by Result 5.2.
This result can in principle be used to evaluate expectation values explicitly to any
order in the SSE.
5.2.2 Explicit calculations and diagrams
In order to illustrate the utility of Feynman diagrams for the evaluation of expectation
values, we here outline the calculation of the mean concentrations up to order Ω−1.
The analysis is carried out in parallel both analytically and using the diagrammatic
method. To that end, we expand






























































































= 0, we are left with four integrals. These integrals

















in combination with Wick’s theorem [138, 139], which states that the expectation value

















which is analogue to Eq. (3.7) given in Section 3.1 but slightly more general since, here,
χi(ωi) may denote either Ji(ωi) or J
?
i (ωi).
There is, however, a simpler way which is based on a representation of these integrals
in diagrammatic form. We begin by assigning the line to ∆ (ω) and the line
to F (ω), while denoting the matrices Dβγα , Dγαβ, Dαβγ by . The second




















































where we adopt the convention that `, being internal, has to be integrated out. Note




2π F (`) = 0, by Eq. (5.35). The absence of closed loops in












































= −Ω−1/2 J −1iα Dα,1 = ωi
Dα,1 (5.48)
where we have introduced an extra vertex for Dα,1 which attaches only one external
line. Note that the last term in Eq. (5.43) is zero by Wick’s theorem and Eq. (5.44).
Combining Eq. (5.43) with Eqs. (5.46-5.48), we find that, up to order Ω−1/2, 〈q̂i〉 is the








These diagrams are known as tadpoles, and lead to the corrections to the mean con-
centrations predicted by the REs. Note that the above sum of diagrams differs from a
pure loop expansion by the second diagram, the reason being the explicit dependence of
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the propensity functions on the system size Ω. In the following, we denote these extra
vertices, more specifically those with s 6= 0 in Eq. (5.23), by . Noting, moreover, that
the closed loop above corresponds to Σ =
∫
d`
2π ∆ (`), we can write




















to order Ω−1. This is exactly the same result as obtained using the moment equations
in Chapter 3, Eqs. (3.15) and (3.20), when steady state conditions are assumed. As
we have seen above, the direct computation of these corrections may be quite involved.
In the next section, we summarize a set of rules, commonly known as Feynman rules,
which greatly simplify the required calculations to a combinatorial task, and which
hence eliminate the need to invoke Wick’s theorem directly.
5.2.3 The Feynman rules for the correlation functions
The above observations can be summarized by the following set of rules.
Result 5.4 (Feynman rules for the SSE). The SSE of the m-point cumulant correlation
is given by the sum of diagrams constructed following 12 algorithmic rules:
(i) To calculate the m-point cumulant correlation function, draw m lines (called ex-
ternal lines).
(ii) Select a number of symbols either from Dj1...jβi1...iα,0 or D
j1...jβ
i1...iα,s>0
. Denote the former
by , and the latter by . A symbol with n = (α + β) indices is represented by
an n-vertex (a node in which exactly n lines meet).
(iii) Leave one end of each external line free and attach the other end to a vertex
index. Draw lines between the remaining vertex indices such that the diagram is
connected.
(iv) For each external line account with a factor of Ω−1/2, for each vertex Dj1...jβi1...iα,0
account with a factor of Ω−(n−2)/2, and for each vertex Dj1...jβi1...iα,s>0 account with a
factor of Ω−s−(n−2)/2. The order in the SSE to which the diagram contributes is
the product of these factors.
(v) Repeat steps (i)-(iv) and draw all possible diagrams up to the desired order in the
SSE.
(vi) To each line that connects two upper vertex indices, assign a propagator .
To each line that connects an upper and a lower vertex index, assign a propagator
. Note that there are no lines connecting two lower vertex indices.
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(vii) Assign to external lines attached to an lower vertex index, and other-
wise .
(viii) Assign a frequency to each line, and conserve frequency at each vertex. Conserve
also total frequency over the entire diagram.
(ix) The value of each diagram is given by the product of the factors associated with
all lines and vertices. To each line with frequency ω, assign the factor
∆ (ω). To each line with frequency ω, assign the factor F (ω).
(x) A diagram with L internal loops will have L internal frequencies that are not fixed
by the requirement for frequency conservation. Integrate over all frequencies, with
measure d`i/(2π).
(xi) Sum over all internal indices, accounting for the symmetry properties of the given
diagram. The corresponding symmetry factor equals the number of ways in which
the vertices in a diagram can be connected, divided by the symmetry of the vertex
factors. Because every vertex factor Dj1...jβi1...iα,s is invariant against permutation of
all upper or lower indices, the latter is given by α!β!.
(xii) In conclusion, the m-point cumulant correlation function equals the sum over all
connected diagrams with m external lines.
Note that by rule (xi) our summation convention given after Eq. (5.22) is implied:
multi-indices i1...iα and j1...jβ of the vertices D
j1...jβ
i1...iα,s
are to be summed from 1 to NS
in the resulting equations.
5.3 Corrections to the linear noise approximation of the power spectra
We now demonstrate the diagrammatic technique by evaluating the power spectrum to
order Ω−2, i.e. including the next term beyond the LNA. The calculation of the requisite
corrections is greatly facilitated by the set of Feynman rules presented in the previous
section. The power spectrum is obtained as the sum of all diagrams with two external
lines that include products of vertices of order Ω−2. It is clear from Eqs. (5.22) and
(5.40) that, to this order, we only need to consider diagrams with at most two vertices.
Since the SSE involves non-zero corrections to the mean concentrations, as derived
in Section 5.2.2, it is important to ensure that the expressions for the power spectrum
of fluctuations are indeed centred around the corrected mean concentrations. Note
that the generating functionals for the centred concentration fluctuations (Q̂ − 〈Q̂〉)




dt′J(t′)〈q(t′)〉. It hence follows that all cumulants beyond the first one agree and
generate the same series of connected diagrams which is used in the following.
In order to simplify the construction of these diagrams, we divide them into three
basic topologies shown in Figs. 5.1(a) and (b) which are denoted as tadpoles, Figs. 5.1(c)





Construction of two-point diagrams. Distinct topologies of two-point diagrams con-
tributing to the intrinsic noise power spectrum to order Ω−2. Since each external line
contributes a factor of Ω−1/2 we only need to consider diagrams comprising a single
vertex of order Ω−1 or combinations of two vertices which each contribute a factor of
Ω−1/2. Note that the SSE involves diagrams (b) and (d) that differ from a pure loop
expansion.
and (d) which we denote as snails (but which are also referred to as tadpoles in the
literature), and Fig. 5.1(e) which are denoted as loop diagrams, respectively. We have
already encountered tadpoles in Section 5.2.2. Denoting the contribution from tadpole
diagrams by T, the contribution from snail diagrams by S, and the contribution from













These terms determine the power spectrum to order Ω−2. We now outline the explicit
evaluation of these diagrams.
5.3.1 Tadpole diagrams
In Fig. 5.2, we list all possible tadpole diagrams to order Ω−2. These contain one sub-
diagram which has already been evaluated in Section 5.2.2. The sum of the diagrams
in (a) and (b) is then given by
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Dδρσ
Dγαβ
(a) s = 1
Dα,1
Dγαβ
(b) s = 1
Dδρσ
Dβγα
(c) s = 1
Dα,1
Dβγα
(d) s = 1
Figure 5.2:
Tadpole diagrams. All tadpole diagrams contributing to order Ω−2 to the intrinsic
noise power spectrum. Note that none of these have internal symmetries; hence, the



















βj(ω) + h.c. (5.53)
Note that by conserving the frequency, the argument of the line on left is ω while the
one to the right is −ω. In consequence, the latter line is accounted for by the factor
F †(ω) which we will from now on indicate by an arrow pointing left. Note also that by
including also the Hermitian conjugate (h.c.) of the above diagram, we have accounted
for the contribution from an equivalent time-reversed diagram. Note also that [εγ ]1 is

















Fiα(ω)Dβγα [εγ ]1∆βj(ω) + h.c. (5.54)
Finally, we denote the sum over the diagrams shown in Fig. 5.2 by
T(ω) = T1(ω) + T2(ω). (5.55)
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Dγδαβ
(a) s = 2
Dβγδα
(b) s = 3
Dβα,1
(c) s = 1
Dαβ,1
(d) s = 1
Figure 5.3:
Snail diagrams: All snail diagrams contributing to order Ω−2 to the intrinsic noise
power spectrum. The symmetry factors (s) follow by considering the ways in which the
right external line can be attached to the corresponding vertex.
5.3.2 Snail diagrams
The next contribution is given by topology in Fig. 5.1(c) which contains only a single
4-vertex where two upper indices are contracted in a loop. We have already found
that such a loop equals the covariance matrix Σ . The resulting diagrams are given in
















βj(ω) + h.c. (5.57)
Note that the diagram in Fig. 5.3(b) is non-zero only when one considers reactions with
non-elementary propensity functions, e.g. trimolecular reactions or those of Michaelis-
Menten type [125].
We progress to the topology shown in Fig. 5.1(d), which is resolved by a matrix
multiplication. The two possible diagrams are generated from 2-vertices, as shown in
Figs. 5.3 (c) and (d). The result is
S3(ω) = Fiα(ω)Dβα,1∆
†




Fiα(ω)Dαβ,1F †βj(ω) + h.c. (5.59)





which concludes the evaluation of the diagrams shown in Fig. 5.3.
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Dβγα
Dδρσ
(a) s = 3!
Dβγα
Dσδρ
(b) s = 2
Dβγα
Dρδσ
(c) s = 4
Dβγα
Dρσδ
(d) s = 4
Dβγα
Dδσρ
(e) s = 1
Figure 5.4:
Loop diagrams. All diagrams that contribute to order Ω−2 to the intrinsic noise power
spectrum, and that contain a frequency loop integral. The symmetry factors (s) follow
by considering the ways in the right external line can be attached to the corresponding
vertex, times the permutations of all internal lines. Note that in (e), we have only
accounted for half of these permutations, since the diagram is self-adjoint.
5.3.3 Loop diagrams
The evaluation of all diagrams considered thus far has been possible by matrix mul-
tiplication. However, to evaluate the diagrams in the topology in Fig. 5.1(d), namely
those which contain a loop formed by connecting two 3-vertices, one has to calculate
the integrals occurring therein explicitly. The relevant diagrams are listed in Fig. 5.4,
all of which consist of a line F connected to the 3-vertex Dβγα , and are hence non-
zero only for networks involving bimolecular reactions. We can then write the overall










where we have defined the vertex functions V j(n)(ω), which are effectively 3-tensors.
As we shall see, the latter consist of a 3-vertex with the frequency loop integrated out.
Evaluation of vertex functions
Let us study in detail the vertex function V j(1)(ω) that is defined by the right hand
side of the first diagram shown in Fig. 5.4(e). The latter is simply the diagram with
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where the symmetry factor has been obtained via the considerations given in the caption
of Fig. 5.4. We now evaluate the integral by inserting the Fourier transform of F (ω),
Eq. (5.35), into the above equation to show that its solution can be obtained by solving
a linear matrix equation. We start by fixing the external index j and writing down the











dτe(J −iω)τ M j(1)(ω)e
J T τ , (5.63)
where we have set [ M j(1)]ρδ = DρδσF
†
σj(ω). Note that the range of integration is positive
since F (τ) contains the Heaviside function. The value of this integral is given by the
following result:




dτe(J −iω)τ M (ω)eJ
T τ , (5.64)
which determines the vertex matrices, satisfies Sylvester’s matrix equation
S(ω)V (ω) + M (ω) = 0, (5.65)
where S represents the linear operator
S(•) ≡ (J − iω)(•) + (•)J T . (5.66)

































Assuming that J is asymptotically stable ensures the absence of boundary terms, and
we then obtain Eq. (5.65).
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Hence by the use of the above result, we find that V j(1) satisfies Sylvester’s matrix
equation
SV j(1) + M
j
(1)(ω) = 0. (5.68)
We will illustrate the evaluation of these terms for two more vertex functions. First












































dτe(J −iω)τ M j(3)(ω) Σ e
J T τ , (5.70)
and thus,
S(ω)V j(3)(ω) + M
j
(3)(ω) Σ = 0. (5.71)
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≡ V j(5)(ω) + Σ V
j
(6)(ω) Σ , (5.73)
and thus, the quantities V j(5) and V
j
(6) satisfy
S(ω)V j(5)(ω) + Σ M
j
(5)(ω) Σ = 0,
V j(6)(ω)S
†(ω) + M j(5)(ω) = 0, (5.74)
where we have defined the adjoint of S through
(•)S† ≡ (J + iω)(•) + (•)J T . (5.75)
Sum of loop diagrams
The vertex functions corresponding to the diagrams shown in Figs. 5.4(b) through (d)


















= −2 ΣβρDρδγ ∆δj(ω), (5.76)
respectively, which includes the result of the previous section. The evaluation of the

















that also involve the adjoint of S defined by Eq. (5.75), as derived explicitly in the

















(n)(ω). In the following, we present explicit solutions to these
equations for multi-species reaction networks.
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5.3.4 Explicit solution for general multi-species reaction networks
General expressions for the higher order corrections can be obtained via the diagonali-
sation of the Jacobian J of the REs, which satisfies
U J U−1 = diag(λ1, ..., λNS ). (5.79)
Here, the matrix on the right hand side is diagonal, with λ1, ..., λNS being the eigen-
values of J . The spectral matrix S can then be transformed as












Applying the LNA, we find the transformed power spectral matrix
∆̃ij(ω) =
D̃ij
(λi − iω)(λj + iω)
, (5.81)
where D̃ = U D U T is the diffusion matrix of the eigenmodes. The covariance of these





The general transformation rules for the system size coefficients, Eq. (5.23), are given
by







where again the summation convention stated after Eq. (5.22) is implied. In order to
evaluate these, we transform S̃ = USU T such that for any Ṽ = U V U T , we have
[ S̃ Ṽ ]ij = (λi + λj − iω)[ Ṽ ]ij , and, hence,
[ Ṽ ]ij =
1
λi + λj − iω
[ M̃ ]ij . (5.84)














+ (ω → −ω, i↔ j), (5.85)





(λi − iω)(λj + iω)
[








+ (ω → −ω, i↔ j). (5.86)
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Note that (ω → −ω, i↔ j) stands for the same expression but with ω replaced by −ω
and i and j interchanged. Further, solving Eq. (5.76) and (5.77) using Eq. (5.84) and





(λi − iω)(λj + iω)
D̃θζα δµθδγζ
λµ + λγ − iω
×[
(D̃δµγ + 2Σ̃µρD̃ρδγ )δδl
D̃lβ
λl − iω




+ (ω → −ω, i↔ j), (5.87)
where we have used the symmetry of the last summand in the angled brackets. Note
the overall minus sign in Eq. (5.87) which is missing in Ref. [4]. Note also that
these equations are to be summed over all Greek indices, according to our summation
convention.
From the analytical form of these correction terms, we recover the well-known fact
that they vanish for reaction networks with at most unimolecular reactions; see for
instance [51]. Note that the propensity functions are at most linear in the concentrations
and independent of the system size Ω in that case. The former observation shows that
all vertices with multiple upper indices are identically zero, while the latter implies
that D̃αβ,1 and D̃µα,1 vanish and, hence, that the corrections given by Eqs. (5.86) and
(5.87) are absent. It also follows from Eq. (5.50) that (5.85) vanishes, as the mean
concentrations predicted by the CME agree to this order with the prediction from the
REs. These correction terms hence stem from the nonlinearity in the law of mass
action, and thus must increase with the size of the rate constants in the bimolecular
reactions.
It can also be deduced from Eqs. (5.85) through (5.87) that the nonlinear corrections
to the power spectrum involve denominators (λi − iω)(λj + iω) and, hence, that they
contribute to the amplitude of the power spectrum at the frequencies of the linear
relaxation modes. Further, Eq. (5.87) involves the denominator λµ + λγ − iω which
stems from nonlinear relaxation modes that are not described by the linear response.
An analysis of this phenomenon is left to Section 5.5.
5.4 Applications
5.4.1 Dimerisation
As a first example, we consider bursty expression of a protein and dimerisation. A more
simple reaction system describing synthesis in bursts of size m than in Section 4.4 can
be formulated as
∅ kin−−→ mX, 2X 1−→ ∅. (5.88)
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The expansion coefficients can be calculated from the stoichiometric matrix S =















with f (0)([X]) = (kin, [X]
2)T and f (1)([X]) = (0,−[X])T , from which one deduces
λ1 = J = −4[X] and D = D11 = 2(2 + m)[X]2. The concentration predicted by the
RE, Eq. (5.16), is obtained as [X] = (mkin/2)
1/2. Hence, the power spectrum and


















The higher order correction to the intrinsic noise power spectrum can now be derived by





[X]2 into Eqs. (5.90), (5.85) and (5.86), and Eq. (5.87) by making







2(2 +m)[X]2 − (m− 1)ω2
)
(16[X]2 + ω2)2 (64[X]2 + ω2)
]
. (5.92)


































e−8[X]τ (11m− 10) +O(Ω−3). (5.93)
The first term includes a Ω−2 correction to the amplitude of the linear response, while
the second represents additional relaxation terms that decay twice as fast; see also the
discussion concluding Section 5.3.4.
In order to verify the validity of our analysis, we calculate the Ω−2 correction to the
LNA variance using the method given in Section 3.1.1. Using Eq. (3.21) together with
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which agrees with Eq. (5.93) for τ = 0. The particular case of m = 2, which obeys
detailed balance with a Poissonian steady state, has been considered by Chaturvedi













which agrees with Eq. (5.93) in this case. It is interesting to observe that, despite the
detailed balance of the reactions, the nonlinearity in the law of mass action manifests
itself in the non-trivial dependence of the Ω−2 terms.
5.4.2 Noise-induced oscillations in the Brusselator reaction
The Brusselator describes a commonly studied set of autocatalytic oscillatory reactions





b−→ Y, 2X + Y a−→ 3X. (5.96)
















where f (0)([X]) = (k0, k1[X], b[X], a[Y ][X]
2) and f (1)([X]) = (0, 0, 0,−a[Y ][X]). This
expansion, together with the stoichiometry
S =
(
1 1 −1 1
0 0 1 −1
)
, (5.98)
determines the system size coefficients, Eq. (5.23). Specifically, the solution of the REs,
Eq. (5.16), is given by [X] = k0k1 and [Y ] =
bk1
ak0























a[X]2 (a[X]2 + k1 − b)
+O(Ω−2), (5.100)
which are accurate to order Ω−1. Hence, to this order, the prediction from the CME
agrees with the one from the REs for species X, but not for species Y . The leading order
corrections to the power spectrum can be derived either algebraically or by making
use of the eigenvalue representation, as follows. The eigenvalues of the Jacobian in










(a[X]2 + k1 − b)2 − 4ak0[X], (5.101)
while the corresponding eigenvectors are Ui1 = b, and Ui2 = (λi+k1−b), for i = 1, 2. In
particular, we see that the deterministic system undergoes a Hopf bifurcation when the
real part of the above eigenvalues becomes positive. Since, strictly speaking, the SSE
only applies to stable fixed points, we require b < a[X]2 + k1. The resulting analytical
expressions for the power spectrum are, however, rather involved. Hence, we restrict
our analysis to the study of species X in the case where k0 = 1 = k1.




a2 + (b+ 1)ω2
)
a2 + ω2 ((a− b)2 + 1− 2b) + ω4
. (5.102)
The intrinsic noise power spectrum, including corrections of order O(Ω−2), is then












where the denominator is given by
A(ω) =(a− b+ 1)
(




















−3(11a+ 9)b3 + ((58a+ 75)a+ 42)b2






16a6 + 36a5(3− 2b) + 4a4((34b− 69)b+ 17)
+a3((2(121− 72b)b− 359)b+ 40) + a2(3b(b((32b− 37)b+ 131)− 12)− 172)
+2a(b(((10(3− 2b)b− 133)b+ 88)b+ 63)− 18)





























































Noise-induced oscillations in the Brusselator reaction. (A) Comparison of the para-
metric dependence of noise-induced oscillations for species X with the prediction from
the LNA and with that obtained by including higher order corrections in the SSE,
for Ω = 20. In region (i, white area), both theories predict that no oscillations will
occur; in (ii, red), the higher order expansion predicts noise-induced oscillations which
are missed by the LNA. Note that these oscillations appear both for deterministically
stable nodes and foci (separated by a dashed grey line). In regions (iii, grey) and (iv,
blue), both theories predict noise-induced oscillations. Region (iv, blue) includes the
appearance of secondary harmonics that are not captured by the LNA close to the
deterministic Hopf bifurcation (dashed black line). The deterministically oscillatory
regime in (v, grey) is not described by either theory. (B) The intrinsic noise power
spectrum in the case of a deterministic focus (k0 = 1 = k1, a = 4.5, b = 2) is shown
for decreasing values of Ω. For large Ω, the monotonous dependence on frequency is
captured by the LNA (dashed grey line). A decrease in volume reveals noise-induced
oscillations that are well described by the Ω−2 corrections (blue and red lines), but not
by the LNA. These predictions are verified by stochastic simulation (dotted). Reducing
the volume to Ω = 10, we observe that our theory only qualitatively accounts for the
frequency dependence. (C) A similar dependence is observed in the parameter regime
corresponding to a deterministic node (k0 = 1 = k1, a = 7.5, b = 3). However, for small
volumes, the higher order expansion only yields a qualitative description for the power
spectrum of the noise-induced oscillations. (Note that in (B) and (C), the spectrum
has been multiplied by Ω such that the prediction from the LNA is the same for all
system sizes.)
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a3 =8b
(
12a7 + a6(8− 40b) + a5
(




37b3 + 128b2 + b− 55
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−a5 + 3a4(b− 1) + a3(14− b(4b+ 5)) + a2(b(b(7b+ 59)− 75)− 17)









a3 + a2(7b+ 1)− a(7(b+ 1)b+ 5) + (b+ 1)2b
)
. (5.105)
The above explicit expression for the power spectrum can be used to quantify the
periodicity of typical trajectories of the underlying stochastic process, which is of im-
portance in the study of single-cell oscillations [91]. Specifically, if the deterministic
stability is given by a stable fixed point, a peak in the intrinsic noise power spectrum
indicates a noise-induced oscillation. The parametric dependence of these oscillations
is analysed in Fig. 5.5 using Eq. (5.103) for a system size of Ω = 20. We find that
the LNA predicts the fluctuations to decay monotonically with increasing frequency in
parameter regions (i) and (ii), while it postulates noise-induced oscillations in param-
eter regions (iii) and (iv). By contrast, taking into account higher order corrections as
given by the second term in Eq. (5.103), we infer that the dynamics is also oscillatory
in region (ii), which is at odds with the prediction from the LNA. In Figs. 5.5B and C,
we verify this dependence in two parameter regimes, one in which the eigenvalues of
the Jacobian, as given in Eq. (5.101), are complex, and another in which these eigen-
values are purely real, corresponding to stable node oscillations [141]. There, we also
show the dependence of the oscillations on the system size Ω. Finally, we note that
in parameter regions (iv) close to the Hopf bifurcation, our theory predicts multiple
spectral peaks that cannot be described by the LNA. A simplified treatment accounting
for these effects is developed in the following.
5.5 Near-critical power spectra and noise-induced oscillations
We here deduce an approximate expression for the intrinsic noise power spectrum when
the corresponding deterministic system is close to a Hopf bifurcation point. In what
follows we assume that the eigenvalue spectrum of the Jacobian J is composed of a
pair of conjugate eigenvalues λ1 = −γ + iω0, λ2 = −γ − iω0 and NS − 2 real negative
eigenvalues λi where i = 3, ..., NS . The deterministic dynamics then corresponds to a
focus which becomes unstable as we approach the Hopf bifurcation point γ → 0.
We first summarize the qualitative characteristics that can be deduced from the LNA.








(λi − iω)(λj + iω)
U−Tjs . (5.106)
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The dominant terms in the above sum are those proportional to G = D̃12 = D̃21
because of the dependence of the denominator as γ → 0. In particular, one deduces




The phenomenon of noise-induced oscillations is therefore particularly conspicuous
when the deterministic dynamics is close to a critical point giving rise to a limit cycle
through a Hopf bifurcation [142, 143]. In this case the total power is concentrated
in the peak and can be approximated by the peak height (∼ G
Ωγ2
), multiplied by its






which is precisely the variance of the first two dominant eigenmodes in Eq. (5.82)
when condition (5.107) holds. Since the total power is equal to the variance of the
noise-induced oscillation it follows that Eq. (5.108) needs to be sufficiently small for
the LNA to hold. Similar criteria have been obtained using multiple scale analysis in
Refs. [144] and [145].
5.5.1 Nonlinear theory of noise-induced oscillations
As we have argued above, close to the bifurcation point, the covariance of the first two
eigenmodes diverges as




This relation allows to simplify the higher order corrections to the LNA tremendously.
In the limit of large Σ̃ it follows that the dominant contribution to the power spectrum is
given by the last term in Eq. (5.87) which corresponds to the last diagram in Fig. (5.4),








λµ + λγ − iω
D̃ρδj Σ̃δγ
(λj + iω)
+ (ω → −ω, i↔ j). (5.110)
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U−Tjs
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to order Ω−2 and γ0 and we have here written out the summation explicitly. The first










[(J − iω)−1]siU−1µαU−1νβ D̃
νµ
i . (5.112)
Since close to the bifurcation point, the covariance of the near-critical eigenmodes is
dominated by its off-diagonal elements, Eq. (5.109), these also yield the dominant














(ω + 2ω0)2 + (2γ)2
)
+O(γ0) +O(Ω−3), (5.113)
which is the main result of this section. Note that we have also used M22s (ω) =
(M11s (−ω))∗ andM12s (ω) = (M21s (−ω))∗ because the critical eigenvectors are complex
conjugates. The first term in Eq. (5.113) is the prediction of the LNA and equals
Eq. (5.106) which leads to a peak at ω ' ω0. The second term in Eq. (5.113) leads
to a peak at twice the LNA frequency ω ' 2ω0 and the third term leads to a peak
at zero frequency ω ' 0 whenever we are close to the Hopf bifurcation point. These
extra peaks are due to the combined influence of noise and nonlinearity on the chemical
reactions. The fourth term is a non-resonant contribution that does not lead to a peak
and hence can be omitted.
The conditions for the observability of the additional peaks at twice the frequency
of the principal peak and at zero frequency require
|M11s (2ω0)| 6= 0, |M12s (0)| 6= 0, (5.114)
respectively. Using the definition in Eq. (5.112) it follows that the Hessian Dαβi of
the corresponding deterministic system needs to be non-zero at the bifurcation point;
however, this condition is not sufficient. Assuming that |M11s (2ω0)| is a continuous
function of ω0 then clearly the first condition in Eq. (5.114) is fulfilled for all values of
2ω0 except the zeros ofM11s which depend on the specific rate constants of the network
under consideration. The second condition in Eq. (5.114) is independent of ω0 and is
not generally true for all biochemical processes of interest as we show in the following
section.
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The physical meaning of the peak at zero frequency is not as intuitive as the peaks at
non-zero frequency and requires further explanation. Given that γ is very small (since
we are close to the Hopf bifurcation) and assuming thatM12s (0) 6= 0, it follows that the
spectrum associated with the second term in the bracket of Eq. (5.113) is approximately
proportional to |M12s (0)|2ω−2 for ω0  ω  γ. A spectrum characterized by this
scaling is associated with Brownian noise; to be more precise, given a Langevin equation
∂
∂tx(t) = Γ(t) where Γ(t) is white noise, the power spectrum of the signal x(t) is equal
to 〈Γ2〉/ω2. Thus it follows that the fluctuating signal whose spectrum is given by
Eq. (5.113) can be interpreted as the sum of the three components: (i) a component





(ii) a noisy component with power concentrated at a frequency of ω0; (iii) another
oscillatory component as (ii) but with power concentrated at a frequency of 2ω0. These
components are respectively associated with the spectra given by the third term, the
first term and the second term on the right hand side of Eq. (5.113). We next give a
qualitative example demonstrating how our result can be applied to the interpretation
of biological rhythms.
5.5.2 Noise-induced oscillations observed in individual fibroblast cells
Recently, Leise et al [146] reported experimental protein luminescence data from cul-
tures of 80 highly rhythmic fibroblast cells. Fig. 5.6A compares two time traces of
protein luminescence from single fibroblast cells against the averaged response of a
culture of 20 cells (images reproduced from dataset S1 in Ref. [146]). While individ-
ual rhythms shown sustained circadian rhythms, the initially synchronized cell culture
displays damped oscillations on average due to a gradual dephasing of individual cells.
It is still under debate what is the underlying single cell mechanism responsible
for producing such oscillations. In the absence of noise, populations of synchronized
self-sustained oscillators exhibit in-phase oscillations of constant amplitude while pop-
ulations of damped oscillators show an in-phase decaying amplitude. In both cases,
taking into account molecular fluctuations stemming from the stochastic nature of the
underlying biochemical reactions leads to a population of cells with sustained (noisy)
oscillations and with cell-to-cell variation in the phase. Hence, currently, experimental
single cell data can be explained by both noisy self-sustained and damped oscillator
models [90, 91]. While commonly only the principal component of the power spectrum
is analysed, we here investigate if the experimental power spectrum can be fit by our
theory including higher order resonances.
Single cell spectra were obtained from individual observations over a six week period
and averaged over the cell population. This data (see dataset S1; also shown in Fig. 6b
of Ref. [146]) shares the main features predicted by our theory, namely a peak at zero
frequency, a dominant peak at the circadian frequency and a second harmonic. Our
strategy is as follows: (i) we propose a biologically plausible network motif explaining


















































Experimental power spectrum of circadian rhythm in fibroblast cells: comparison
with LNA and nonlinear theory. (A) Single cell circadian oscillations in individual
fibroblast cells over two weeks after medium change reproduced from experimental
dataset S1 in Ref. [146]. Time courses of protein luminescence in two representative
cells and the population average over the first 20 cells are shown. Individual show
sustained oscillations while the average shows damped oscillations due to dephasing
of individual cell rhythms. (B) The insets shows a biologically plausible motif for
explaining the single cell dynamics observed in Leise et al. Fit of the experimental
power spectrum (solid blue line) by the linear (LNA) theory (gray dashed line) and by
the proposed nonlinear theory (red solid line) is shown. Note that the LNA captures
well the principal peak while it misses the appearance of the peaks at zero and at a
second harmonic frequency. The nonlinear theory is in excellent quantitative agreement
with all features of the experimental data. The parameters for the theoretical curves
are given in the main text.
the observed oscillatory single cell dynamics, (ii) we fit the principal peak of the ex-
perimental power spectrum using the LNA for this motif and (iii) we refine our fit by
taking into account additional peaks in the spectrum using our main result, Eq. (5.113),
applied to the motif.
The ability of biological systems to oscillate is often associated with the presence of
a negative feedback loop in the underlying biochemical network [147]. Given the fact
that any biochemical oscillator must be composed of at least three components [148] we
propose a negative feedback motif involving mRNA (M) and two forms of a protein (P
and P ∗) as a candidate for explaining the experimental rhythmic fibroblast data (see
inset in Fig. 5.6B for an illustration). The dynamics of this motif could be described





k1 + [P ]
− α1[M ], (5.115)
d[P ∗]
dt
= β1[M ]− α2[P ∗], (5.116)





k3 + [P ]
, (5.117)
where [M ], [P ∗] and [P ] are the concentrations of mRNA and the two protein species.
The corresponding Jacobian is given by
J =
 −α1 0 −χβ1 −α2 0
0 β2 −α3
 , (5.118)
where α1,2,3, β1,2 and χ are positive constants. Note that χ measures the strength of
the negative feedback loop and is equal to k0/(k1 + [P ])
2, whereas α3 is a measure
of the nonlinear protein degradation rate and is equal to k2k3/(k3 + [P ])
2. Indeed
it can be shown that this is the generic form for the Jacobian of all negative feed-
back motifs with three components [149]. The only entries of the Jacobian which are
functions of the protein concentration [P ] are J13 and J33. Hence the only non-zero
Hessian elements are D331 and D333 . The existence of non-zero Hessian elements is due
to the nonlinear reaction mechanisms of the feedback repression and protein degra-
dation. The Routh-Hurwitz theorem implies that the steady state is stable provided
(α1 + α2 + α3)(α1α2 + α2α3 + α3α1) > α1α2α3 + β1β2χ. If equality holds the system
undergoes a Hopf bifurcation. Close to the bifurcation the system has a pair of com-
plex conjugate eigenvalues with dominant imaginary part which can be approximated
by ω0 ≈
√
α1α2 + α2α3 + α3α1; this determines the frequency of the principal peak of
the power spectrum of the negative feedback loop close to the bifurcation.
We now use the functional form of the LNA power spectrum, given by the first
term in Eq. (5.113) together with Eq. (5.118), to obtain a fit of the protein species
P ’s spectrum to the principal peak of the experimental power spectrum. Since our
proposed oscillator is composed of three components but the available experimental
data provides measurements only for one of these components, we reduce the number
of free parameters to fit the LNA by setting α1,2 = β1,2 and assuming the noise matrix
D to be proportional to the unit matrix, i.e. a total of four free parameters since the
Jacobian has three parameters and the diagonal noise matrix has one parameter. We
then use a least squares nonlinear fitting procedure to obtain these four parameters,




0.01. The result is shown as a grey dashed line in Fig. 5.6B. The solid blue line in
Fig. 5.6 shows the power spectrum reproduced from the experimental dataset obtained
by Leise et al [146].
We next refine our fit by using Eq. (5.113) in the previous section. For the computa-
tion we need the two parameters determining the critical eigenmodes of the Jacobian
(γ and ω0), the noise coefficient G/Ω, the matrix U of eigenvectors of the Jacobian and
the Hessian. All of the latter except for the Hessian can be computed from the four free
parameters previously determined by fitting the LNA spectrum since these completely













































































































































































































Noise-induced oscillations in the mitosis control mechanism. We compare the predic-
tions of our theory for the power spectra, Eqs. (5.125) (solid red line) to those obtained
from stochastic simulations using the SSA (blue dots) for the inactive and active forms
of protein, X and Y , as shown in (A) and (B), respectively. Note that our theory
accurately predicts the peak at zero frequency in (A) (see also the inset for a magnified
view) and the peaks at twice the fundamental frequency in (A) and (B) which are
missed by the power spectra predicted by the LNA (grey dashed line). The parameters
used are k = 0.3953, b = 0.0946 and Ω = 2.5×105 which yield γ = 0.0025 and ω0 = 0.5.
determine the Jacobian and the noise matrix. As before, we use a nonlinear fitting
procedure to determine the two non-zero components of the Hessian matrix and find
D331 = 16.20 and D333 = 2.23. The red line in Fig. 5.6B shows the corresponding result
for the power spectrum given by Eq. (5.113). The agreement between the experimental
data (blue line) and our theory is remarkable when considering that we required only
two additional parameters to fit the two new features predicted by our theory, namely
the peak at zero frequency and the second order harmonic. Subtracting a constant
background of 0.001% of the central peak height from the experimental spectrum im-
proved the agreement, presumably because this eliminates measurement noise which
our theory does not describe.
5.5.3 Oscillator control of mitosis
In this section we investigate noise-induced oscillations in a theoretical model for the
control of the mitotic phase of the cell cycle proposed by Tyson [150]
∅ k−→ X b−→ Y 1−→ ∅, 2Y +X 1−→ 3Y, (5.119)
where the species X and Y are the inactive and activate forms of a protein, respectively,
and we assume mass action kinetics. In the following we give a detailed derivation how
the power spectrum given by Eq. (5.113) is obtained for the model under consideration.
The analysis will be carried out in two steps; first we work out the power spectrum
within the LNA and next we compute the novel higher-order corrections. The REs are




[X] = k − b[X]− [Y ]2[X],
d
dt
[Y ] = b[X] + [Y ]2[X]− [Y ], (5.120)
with steady state solution [X] = k/(k2 + b) and [Y ] = k. We make the following
convenient definitions: k = 2−1/2ω0(1 + ω
2
0)
1/2 and b =
(





4γ(γ − 1) +
(
1 + 2ω20




−γ − θ2 γ − 1− θ2
γ + θ2 −γ + θ2
)
, (5.121)
whose eigenvalues can be found analytically as in Ref. [150] and are given by
λ1,2 = −γ ± i
√
γ(1− γ) + θ2. (5.122)
We observe that the Hopf bifurcation is approached as γ → 0 with ω0 = limγ→0 θ being
the oscillation frequency.
Using D11 = D22 = −2D12 = −2D21 = ω0
√
2(1 + ω20) (in the limit γ → 0) and the























(γ + θ2 − ω2)2 + (2γω)2
. (5.123b)
The latter have a resonance at ω ' θ ' ω0 in both variables due to the dependence of
the denominator as γ → 0. Next we calculate the corrections accounting for nonlinear
effects close to the bifurcation.
Using the eigenvalues, Eq. (5.122), and the Jacobian, Eq. (5.121), one can compute













. Finally using the Hessian
of Eq. (5.120), the coefficient G and the Jacobian J in Eq. (5.113), we find the
corrections to the LNA spectrum of fluctuations
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From the form of Eqs. (5.125) one can deduce that the theory predicts a second har-
monic peak for both species but a peak at zero frequency only in the spectrum of species
X, compare Fig. 5.7A and Fig. 5.7B. The excellent quantitative agreement between our
theory and simulations verifies the accuracy of the proposed method.
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In this thesis we have developed systematic approximation methods for the CME. These
methods have been formulated in terms asymptotic series solutions to the moments,
correlation functions and probability distributions. The series obtained from the SSE
can be truncated systematically to any desired order and have been given in closed form
for the moments and probability distributions. A general diagrammatic method for the
expansion of correlation functions and power spectra has been devised for biochemical
networks in stationary conditions. While commonly the SSE is truncated after the
LNA terms, we have shown that for low molecule number conditions, methods taking
into account higher order terms in the SSE perform significantly better than the LNA.
In Chapter 3 we studied the expansion of the moments as an asymptotic series in the
inverse system size. First, in Section 3.1, we derived a closed system of linear ODEs
for the expansion coefficients (Result 3.1). Explicit expressions for the first few terms
of this series have been given explicitly for reaction networks composed of an arbitrary
number of species and reactions and their relation to previous results was discussed.
Next, in Section 3.2, we carried out a preliminary investigation of the convergence of
the SSE. The first few moments of two generic reaction networks have been discussed.
For the first example, an enzyme-catalysed reaction, we found that the moment expan-
sion leads to a finite series and we showed that this result agrees exactly with the true
moments. In a second example, a dimerisation reaction, an infinite series expansion was
obtained and its asymptotic character was studied. We found that the absolute size of
terms in the series of the first two moments decreases initially and then rapidly increases
with increasing truncation order. The transition point of the divergence was determined
analytically and a method for optimally truncating the SSE has been proposed. We
expect this method to be particularly valuable to obtain biologically meaningful results
when the validity of the SSE is under question. In Section 3.3, we applied this method
to a model of gene expression with enzymatic degradation and demonstrated that the
first few terms in the expansion of the moments describe the mean and variance of
the CME distribution significantly better than the LNA. These results clearly highlight
the necessity of taking into higher order terms in the SSE for the study of biochemical
systems.
In Chapter 4 we investigated the question what asymptotic expansion of the prob-
ability distribution corresponds to the expansion of the moments. To that end, in
Section 4.1 a continuous approximation to the time-dependent probability density has
been employed extending van Kampen’s LNA to higher orders in the SSE. This solu-
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tion has been obtained from the PDE approximation of the CME for a single species
using the technique of orthogonal polynomials (Result 4.2). We found, however, that
the method does provide reliable results only for biochemical systems with large num-
bers of molecules and that the method can become inaccurate in low molecule number
conditions.
We therefore extended the methodology taking into account the particularity of
molecule counts. We proposed a new asymptotic expansion with discrete support,
i.e. an asymptotic expansion of the discrete probability distribution. The latter has
been obtained using the characteristic function approach in Section 4.2 and it was
shown that it also provides a solution to the SSE of the CME but on the integer lattice
(Result 4.5). We found that in low molecule number conditions, the prescribed discrete
distribution approximations (incorporating higher order terms in the SSE) capture the
underlying solution of the CME significantly better than the continuous approxima-
tion. In addition, in Section 4.3 we found that for networks with bimolecular reactions,
renormalisation was required for achieving rapid convergence of the series (Result 4.6).
This result highlights that the SSE is to be considered as an expansion about the mean
and not about the RE solution. While the next to leading order correction terms to
the LNA have been given explicitly, higher order terms had to be taken into account
to accurately characterize the non-Gaussian distributions studied in our examples. We
note that both, the continuous and discrete asymptotic expansions, cannot generally
guarantee the positivity of the probability law. These undulations are particularly pro-
nounced in the short-time behaviour of the expansion studied in Section 4.4, which our
theory does not describe.
Previous means of obtaining approximate probability distributions for the CME have
mainly focused on the inverse problem, i.e. reconstruction of the probability density
from the moments [55, 59, 60]. These methods do not rely on the existence of a small
parameter, and therefore require additional approximations such as moment closure.
Specifically, they are based on the prior assumption that the first few moments contain
all information about the probability distribution. Conversely, using the SSE, we have
here obtained the probability distribution directly from the CME without the need to
resort to moments. The inverse relation expressing the asymptotic expansion of the
distributions in terms of the expansion of their moments has been given for completeness
(Result 4.4). The present method enjoys the particular advantage over existing methods
that the first few terms of the expansion can be written down explicitly as a function
of the rate constants and for any number of reactions. We have demonstrated that the
procedure leads to particularly simple expressions that approximate well the underlying
non-Gaussian distributions of the CME.
In Chapter 5 we have presented a general diagrammatic approach for the system-
atic evaluation of multi-time correlation functions from the SSE. To that end, we have
presented an alternative derivation of the SSE from the path-integral approach (Re-
sult 5.3). This result allowed us to formulate a set of Feynman rules for the calculation
104
of higher order terms in the SSE to be performed in an algorithmic fashion (Result 5.4).
The proposed methodology permits the representation of correlation functions of sta-
tionary stochastic processes by a finite sum of diagrams that can be truncated at the
desired order in the inverse system size. The technique therefore represents an effective
bookkeeping device for the purposes of detailed calculation on the basis of the SSE.
We have explicitly demonstrated in Section 5.3 how to resolve the diagrammatic
expansion by calculating expressions for the leading order correction to the LNA of
the power spectra. Our results are applicable to general biochemical networks under
stationary conditions and are therefore of immediate interest in applications. In par-
ticular, because the power spectrum is an important tool for quantifying rhythmicity
in biological systems, both in theory [95–97] and in experiments [90, 92, 93]. In Sec-
tion 5.4 we have illustrated the utility of this result through the analytical computation
of the power spectra in a dimerization reaction and through a study of noise-induced
oscillations in the Brusselator reaction. Specifically, we have demonstrated that our ap-
proach allows for the identification of noise-induced oscillations in parameter regimes
that are not captured by the conventional LNA, including regimes in which a deter-
ministic stability analysis predicts either stable foci or nodes. These oscillations are
particularly pronounced close to a Hopf bifurcation. In this case, an effective theory
proposed in Section 5.5 predicts that the spectra have three universal features: (i) a
dominant peak at some frequency, (ii) a smaller peak at twice the frequency of the
dominant peak and (iii) a peak at zero frequency. Of these, the LNA predicts only the
first feature. Using recently acquired data of a circadian rhythm in fibroblast cells, we
have demonstrated that the present approximation methods can closely resemble the
outcomes of single-cell experiments.
Previously, the SSE has been used to assess the accuracy of different approximation
schemes. Grima compared the accuracy of the asymptotic expansions of moment closure
approximations using the leading order terms in the SSE [113]. It was found that
moment closure procedures neglecting higher than second or third order cumulants are
more accurate than the REs, but only the method neglecting higher than third order
cumulants is more accurate than the LNA. The expansion of the moments given by
Result 3.1 can be truncated to any desired order in the system size and hence could
serve to establish also the validity of higher-order closure schemes. Similarly, our results
may be used to obtain asymptotic error estimates for moments of high-order Kramers-
Moyal expansions [1, 114]. Our results in Chapter 4 would allow to straightforwardly
investigate error estimates for the corresponding distributions as well.
We highlight that the present analytical solution procedure of the CME has the po-
tential to remove the necessity of stochastic simulations. While a numerical solution
for the CME of a single species is rather straightforward [22], we expect the procedure
to become computationally advantageous when generalized to the multivariate case,
where numerical solution is usually prohibitive due to combinatorial explosion. This
development could prove particularly valuable for parameter estimation of biochemi-
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cal reactions in living cells. Though we have focused on the stochastic formulation of
biochemical kinetics, master equations of Markov jump processes are common to many
areas of research. The LNA of the master equation is routinely applied, for instance,
in the theory of polymer assembly [151, 152], epidemics [153], game theory [154], eco-
nomics [155], neural networks [156], quantum optics [157], and machine learning [158].
We expect that the approximation methods developed on the basis of higher order
terms in the SSE may provide useful insights also in these fields.
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IOS Inverse Omega Square Approximation
LNA linear noise approximation
ODE ordinary differential equation
PDE partial differential equation
RE rate equation
SSA stochastic simulation algorithm
SSE system size expansion
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