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Abstract
Crimes emerge out of complex interactions of human behaviors and situations. Linkages between crime events
are highly complex. Detecting crime linkage given a set of events is a highly challenging task since we only have
limited information, including text descriptions, event times, and locations. In practice, there are very few labels.
We propose a new statistical modeling framework for spatio-temporal-textual data and demonstrate its usage on
crime linkage detection. We capture linkages of crime incidents via multivariate marked spatio-temporal Hawkes
processes and treat embedding vectors of the free-text as marks of incidents. This is inspired by the notion of
modus operandi (M.O.) in crime analysis. We also reduce the implicit bias in text documents before embedding
to remove any potential discrimination of our algorithm. Numerical results using real data demonstrate the good
performance of our method. The proposed method can be widely used in other similar data in social networks,
electronic health records, etc.
Index Terms
Hawkes process modeling, text embeddings, keywords selection.
I. INTRODUCTION
In the era of big-data, spatio-temporal-textual event data are becoming ubiquitous in many applications,
such as social media posts, electronic health records, crime incidents, and so on. There is a growing
interest for new approaches that are able to identify similar events and discover patterns from massive
records. In this paper, we focus on a particular application of identifying links between such discrete event
data. In particular, we will dive into an important application: detecting crime linkage from a large set
of police reports. This study can be generalized to other similar applications in signal processing and
machine learning.
S. Zhu and Y. Xie are with Georgia Institute of Technology.
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2Crime linkage detection plays a vital role in police investigations, which aims to identify a series of
incidents committed by a single perpetrator or the same criminal group. The result can help police narrow
down the field of search and allocate the manpower more efficiently. However, crime linkage detection is
also very difficult and usually done manually. It is typically performed using physical or other credible
evidence (e.g., fingerprints, DNA, and witness statements), which are usually difficult to obtain or even
unavailable [6]. Crime linkage detection is often carried out by finding a similar modus operandi (M.O.),
which are observable traces of the actions performed by the perpetrator when executing the crime [41]
such as the suspect’s clothes, ways to enter the houses, tools, etc.
There is an opportunity to detect crime linkage utilizing a wealth of police report data that contain
extensive information about crime events. Let us take a closer look at the data. Police incidents are usually
recorded in the format of 911 calls-for-service records. When a 911 call is initiated, a unique event record
is created, and a police officer is dispatched to the scene. Then he or she starts the investigation and
electronically enters the information about the incident. The report contains structured and unstructured data.
The structured data include time, location (street and actual longitude and latitude), and crime category.
The unstructured data are narratives entered by the officer, which are free-text that records interviews with
the witnesses or descriptions of the scene. Thus, the police report data can be treated as spatio-temporal
event data with marks.
Although it is now widely recognized that data-driven or predictive policing is the future of policing,
there has yet been an effective tool to detect linkages from rich spatio-temporal-textual police data. Popular
predictive policing methods [37], [36], including the so-called hotspot prediction, focus on modeling
the level of crime density in time and space and does not take into account rich textual information.
However, text in the police report usually contains critical information that defines M.O., which may help
in identifying the linkage between crime incidents. Being able to utilize text and incorporate M.O. in the
model may significantly improve the applicability of the algorithm. However, finding M.O. is a highly
challenging task, and there exists no simple formula. There has been work on extracting M.O. [40], where
there are labels indicate which crime incidents are linked. However, the majority of the crime events are
unlabeled since many cold cases are not resolved. We need to develop unsupervised approaches.
In this paper, we present a framework for modeling crime incidents data and detect crime linkages
without labeled data. Our method is referred to as the spatio-temporal-textual point process (STTPP)
model. We aim to capture the spatio-temporal and text correlation between events using marked Hawkes
3processes. The effectiveness of Hawkes processes for modeling crime events utilizing their self- and
mutual-excitation behaviors have been adopted and validated by empirical study; however, existing methods
typically only use space and time information and do not consider text information. We jointly model
spatio-temporal and text by incorporating the text information as marks of events. To achieve this, we map
the Bag-of-Words representations of free-text into embedding vectors, which can be viewed as extracted
M.O. of the incident from the free-text. We perform embedding based on the Restricted Boltzmann Machine
(RBM) with keywords selection. The keywords selection is crucial here since the crime series are typically
linked via a small set of keywords in the documents. Furthermore, we perform bias reduction [3] as a
preprocessing step before embedding to remove implicit bias in the algorithm. Using carefully designed
numerical experiments with real-data, we show that our method is highly effective in detecting crime
linkages compared with other methods.
Features of our approach include (1) we take an unsupervised learning approach, which is important for
our scenarios since the labels for crime series are usually hard to obtain. This is fundamentally different
from the supervised approach for crime series identification using labels such as [40]. (2) Our embedding
results are highly interpretable and may help with M.O. extraction as well.
Motivation with real-data example. From June to November 2016, a series of residential burglaries
were reported in the Buckhead, a residential neighborhood in Atlanta. During a relatively short period, 22
houses were broken in and stolen. When the perpetrator was arrested, it was found that the same person
committed all these burglaries. Upon close inspection, there are clear patterns: houses having bedrooms
ransacked, drawers pulled out, and valuable jewelry stolen. As a result, keywords frequently appear in their
police reports include forced entry, bedroom, jewelry, drawers as shown Figure 1. Motivated by this, we
aim to develop an algorithm that, when combining with time, location information, the co-occurrence of
keywords from police reports can capture these related incidents automatically, and help police investigators
to identify M.O.s of the “Buckhead burglary” series. The other plots are for other identified crime series,
which contain different set of high-frequency keywords
Related work. According to [29], there are three main types of approaches to detect crime series
committed by the same offender, which are pairwise case linkage, reactive linkage, and crime series
clustering, respectively: (1) Pairwise case linkage [8], [21], [28] involves identifying whether a pair of
crimes were committed by the same offender or criminal group, where each pair is usually considered
separately. Works [8], [21] evalute similarity between cases according to the weights determined by experts,
4Fig. 1: Distributions of the top 10 high-frequency keywords for 6 labeled crime series. The co-occurrencing
high-frequency keywords for different crime series are different.
and other works [28] learn the similarity from data by considering all incidents jointly. However, they do
not consider the M.O. of crime series. (2) Reactive linkage [41], [29] are similar approaches to pairwise
case linkage: it starts with a seed of one or more crimes, and discovers one crime at a time for a crime
series; this also does not consider events jointly. (3) Crime series clustering [29], [1], [2], [9], [24], [40]
discover all clusters simultaneously; however, they require label and is a supervised learning, which is
sometimes not feasible in practice.
Some works study correlations between general events (not necessarily crime incidents) by performing
event embeddings and evaluating their similarities in the embedding space. Such work includes [43], which
uses tweet token as context while capturing correlation between time, location, and keywords (tokens) in
the same tweet; [17], [11] use Recurrent Neural Networks (RNN) and treat category as marks of events;
[30] infers causal relationships in network estimation with application in neural science. However, our
problem involves more complex marks, which are entire text documents.
The so-called spatio-temporal-textual event data has also been consider in [22], [4], [39]; these works
do not use Hawkes process modeling nor consider crime linkage detection. Another related work [19]
leverages the topic model to model text and it solves the problem of crime category classification, which
5is a very different type of problem. It also focuses on text modeling without considering spatio-temporal
information.
There have also been prior works considering regularization for RBMs. [23], [14], [18], [35] propose
several types of regularization on the hidden layer of RBMs or directly on weights of RBMs to yield
sparsity in hidden outputs. Another works [32], [31] come up with a similar idea of sparse feature learning
by imposing regularization on RBMs structure. However, most of these works have different regularization
structures from our method and they mainly focus on producing sparse hidden embeddings, which is
completely different from the motivation of keywords selection in our scenario.
There has been prior work [19], [44], [45] on modeling, and analyzing the text in the reports without
considering the spatio-temporal dependence. Our paper significantly extends our prior preliminary work
[44], [45], which only considers text information. There has also been prior work on spatio-temporal event
data model without considering text, including [42], [20].
II. MODEL
Consider spatio-temporal-textual data, which is a tuple consisting of time, location, and text; assume
we are given a sequence of n events in this format:
(t1, s1,x1), (t2, s2,x2), . . . , (tn, sn,xn). (1)
For the ith event: ti ∈ [0, T ] denotes time, where T is the time horizon, and ti < ti+1; si ∈ S ⊂ R2
denotes the spatial location of the ith event that consists of the latitude and longitude of the event;
xi = [x1, x2, . . . , xp]
ᵀ ∈ Rp corresponds to the Bag-of-Words representation [15] of the text. Here xl is the
TF-IDF (Text-Frequency-Inverse-Document-Frequency) value [13] of the lth keyword and p is the total
number of keywords appeared in the corpus (the collection of all text documents).
We model spatio-temporal-textual events using multivariate marked Hawkes processes [10]. Let Ht
denote the σ-algebra generated by all historical events before time t. The conditional intensity function of
the Hawkes process [33] defines the rate of events at the location s, time t, and text x (corresponding to
the Bag-of-Words representation) conditioning on the history Ht of events happens before time t:
λ(s, t,x|Ht)
= lim
∆s,∆x,∆t→0
E [N(B(s,∆s)×B(x,∆x)× [t, t+ ∆t))|Ht]
|B(s,∆s)| |B(x,∆x)|∆t ,
(2)
6where N(C) is the counting measure defined as the number of events that occur in the set C ⊆ [0, T ]×S×Rp,
|B(v,∆v)| denotes the Lebesgue measure of a ball B(v,∆v) centered at v with a radius ∆v. Hawkes
process is a self-exciting point process with the conditional intensity positively influenced by the past
events [34]:
λ(s, t,x|Ht) = µ(s) +
∑
j:tj<t
g(s, sj, t, tj,x,xj), (3)
where µ(s) is the base intensities. For simplicity, the triggering function is often assumed to be separable
in space, time, and marks [34]:
g(s, sj, t, tj,x,xi) = gs(s, sj)gt(t, tj)gx(x,xj) ≥ 0.
There are many choices for the functions gs, gt, and gx and here we choose the following forms. (1) For
the temporal function gt, a commonly used kernel is the exponential function gt(t, tj) = β exp{−β(t− tj)},
where t > tj and the parameter β > 0 captures the decay rate of the influence. Note that
∫
ϕ(x)dx = 1.
(2) Because police activities are operated by beats (a geographical unit that a police officer patrols), we
choose to discretize the location into d disjoint units (according to beats); thus the location s can be
replaced by the beat index k ∈ {1, 2, . . . , d}. Thus, the spatial correlation can be measured by a coefficient
matrix A = {αij} ∈ Rd×d, αij ≥ 0, where each entry represents the strength of the influence of the beat j
on the beat i: if αij = 0, then the beat i has no influence on the beat j. Note that the spatial influence can
be directional, i.e., αij 6= αji. After discretization, the spatial function gs(s, sj) is represented by αk,sj . (3)
For text, the mapping function ϕ : Rp → {0, 1}m projects the Bag-of-Words representations into the m-bit
binary embedding space. Our goal is that, in the embedding space, similarity between two documents
can be measured by their inner product. For notational simplicity, we omit Ht, and use h ∈ {0, 1}m to
represent the embedding: h = ϕ(x). We will further discuss embedding in Section IV-A. For the function
gx that measures textual similarity, we choose the normalized inner product between embeddings:
gx(x,xj) = h˜
ᵀ
h˜j,
where h˜ = h/
√
m represents the normalized embedding.
The reason that we choose the specific form of the intensity function as above is two-fold. (1) The
spatial and temporal correlations of events are captured jointly by exponential kernels. On the one hand,
the influence between events is causal in time: events only influence future events, which is reflected by
7the partial sum t < tj , and their influence decays exponentially. On the other hand, the spatial coefficient
measures correlation between two arbitrary locations (rather than based on spatial distance), because in
our context, crime events are not necessarily linked to what happens in the closest neighborhood since
criminals may travel. The discretized spatial form allows us to learn the spatial influence from events
regardless of their physical distance and provides a flexible framework. (2) Regarding the text information,
two events with higher similarity in the embedding (measured by inner product) should be more likely to
be linked (showing similar M.O.). Another reason for adopting the exponential kernel, because this leads
to closed-form likelihood function.
Following the above modeling assumptions, the conditional intensity of the kth dimension (corresponds
to the kth discretized location) is denoted as λk. Then the conditional intensity for the location index k
can be written
λkt (h) = µk +
∑
j:tj<t
αk,sjβe
−β(t−tj)h˜
ᵀ
h˜j, ∀t, k. (4)
III. MODEL FITTING AND INFERENCE
In this section, we fit the model by maximum likelihood, which can be solved efficiently by an EM
algorithm. Equipped with the definition of conditional intensity in Section II, we can write down the
likelihood function explicitly.
Suppose there are a total of n samples before the time horizon T . For the notational simplicity, let
zi represent each data tuple (ti, ki,hi). Let F ∗(t) = P{kn+1,hn+1, tn+1 < t|Ht} be the conditional
probability that next event tn+1 happens before t given the history of the previous events and let f ∗(t) be
the corresponding conditional density probability. The conditional intensity function [5] for given k and h
is defined by λt = f ∗(t)/(1− F ∗(t)). From the definition above, we can show λt = − ddt log(1− F ∗(t)),
and hence,
∫ t
tn
λτdτ = − log(1−F ∗(t)), where F ∗(t) = 0, since the (n+ 1)th event does not exist at time
tn. Therefore, F ∗(t) = 1− exp
{
− ∫ t
tn
λτdτ
}
, and f ∗(t) = λt · exp
{
− ∫ t
tn
λτdτ
}
. Using the conditional
probability formula, the likelihood function can be written as
P{Z1 = z1, . . . , Zn = zn}
=(1− F ∗(T ))
n∏
i=1
f(ti|Hti) = (1− F ∗(T ))
n∏
i=1
f ∗(ti)
=
(
n∏
i=1
λsiti (hi)
)
exp
{
−
d∑
k=1
∑
h∈Ω
∫ T
0
λkτ (h)dτ
}
,
(5)
8where Ω ⊆ {0, 1}m is a space that contains all embeddings appeared in the dataset, with |Ω|  2m. As
shown in Appendix B, by substituting the conditional intensity defined in (4) into (5) and taking the
logarithm, we obtain the log-likelihood function for n events in the time interval [0, T ] with respect to
spatial coefficients A = {αij}i,j=1,...,d:
`(A) =
n∑
i=1
log
(
µsi +
i−1∑
j=1
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
−
d∑
k=1
µk|Ω|T −
n∑
j=1
d∑
k=1
∑
h∈Ω
αk,sj
(
1− e−β(T−tj)) h˜ᵀh˜j. (6)
By considering the likelihood function with respect to the spatial coefficients A, we aim to fit them
from data. It can be shown that `(A) is concave [38]. Here we treat the influence parameter β > 0 as
pre-determined and estimated separately (which we discuss this in Section V-D), because if we treat both
A and β as unkown, the problem is non-convex. This allows us to derive an efficient EM-like algorithm
[34] which we describe below.
First introduce a set of auxiliary variables {pij}, which satisfies
∀i,
i∑
j=1
pij = 1, pij ≥ 0,
where {pij}, ∀i, j : i > j can be interpreted as the probability that the ith event is triggered by the jth
event (i.e., there is a linkage between ith and jth events), and {pii},∀i can be interpreted as the probability
that the ith event is triggered by the background. As shown in Appendix C, we can obtain a lower bound
to (6) using Jensen’s inequality
`(A)
≥
n∑
i=1
(
pii log(µsi) +
i−1∑
j=1
pij log
(
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
−
i∑
j=1
pij log pij
)
−
d∑
k=1
µk|Ω|T
−
d∑
k=1
n∑
j=1
∑
h∈Ω
αk,sj
(
1− e−β(T−tj)) h˜ᵀh˜j
(7)
Now with the lower bound to the likelihood function, we maximize the lower bound with respect to pij .
The maximizing with respect to {αij} and {pij} can be derived explicitly in closed-form as shown in
Appendix D. The optimal linkage probability at the kth iteration between the ith event and the jth event
9is given by (8b). When updating from the kth iteration to the (k + 1)th iteration, we obtain (8c),
p
(k)
ii =
µsi
µsi +
∑i−1
l=1 α
(k)
si,slβe
−β(ti−tl)h˜
ᵀ
i h˜l
, (8a)
p
(k)
ij =
α
(k)
si,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
µsi +
∑i−1
l=1 α
(k)
si,slβe
−β(ti−tl)h˜
ᵀ
i h˜l
, j < i, (8b)
α(k+1)u,v =
∑n
i=1
∑i−1
j=1 I{si = u, sj = v}pij∑n
j=1 I{sj = v}(1− e−β(T−tj))
∑
h∈Ω h˜
ᵀ
h˜j
. (8c)
Finding the most related events of the ith event can be done by selecting events with large pij . This
resembles examining data for “similar” items in a database, which is one of most fundamental problem in
information retrieval (or data mining), and can be implemented efficiently [25]. By calculating embeddings
for all documents beforehand, the EM algorithm can be performed efficiently.
IV. TEXT MODELING
Now we present text embedding with keywords selection and and treat embedding as marks for events
in the spatio-temporal process modeling. In this way, we can jointly capture spatio-temporal and textual
information in one model. Our embedding has two distinct features: (1) we introduce keywords selection
in embedding; (2) we explicitly reduce the implicit bias in the text.
A. Embedding with keywords selection
The idea for embedding comes from natural language processing [27]. The premise is that each document
can be viewed as a combination of a set of keywords. We treat each police report as a Bag-of-Words
vector, and model the joint distribution of keywords using the restricted Boltzmann machine (RBM) [12].
The RBM extracts correlation and relevant features from keywords.
Recall the example in Section I and Figure 1, documents in different crime series tend to have a different
distribution of high-frequency keywords. Thus, these co-occurrent keywords in each crime series are highly
related to the M.O. of the crime series. The challenge is how to determine the subset of important keywords
a priori without the knowledge about the crime series. Since the high-frequency keywords are only a
small portion of the entire vocabulary, it motivates us to perform keyword selection in our embedding
based on the regularized RBM. Specifically, we introduce a new regularization term, which penalizes the
total probability that the keywords are “active” in the model.
An RBM is a parameterized generative model representing a probability distribution, and it can also be
viewed as a type of Markov random field. Given the training data, learning an RBM means adjustment
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Fig. 2: Structure of the regularized RBM for embedding.
parameters such that probability distribution represented by the model fits the training data as well as
possible. As shown in Figure 2, the RBM consists of two types of units, the so-called visible and hidden
units, which can be viewed as a two-layer neural network. We consider the Gaussian-Bernoulli RBM.
The visible unit corresponds to the one keyword (treated as a random variable). The hidden unit models
dependencies between variables (i.e., keywords herein). Specifically, assume that the visible layer has p
units, represented by a random vector X = [X1, X2, . . . , Xp]ᵀ ∈ Rp, and the hidden layer has m units,
represented by H = [H1, H2, . . . , Hm]ᵀ ∈ {0, 1}m. Parameters of the network are denoted by θ = {w, b, c}
including weights w = {wlj} ∈ Rp×m, visible bias b = {bl} ∈ Rp, and hidden bias c = {cj} ∈ Rm. The
joint distribution of keywords and embedding can be specified using the so-called energy function:
p(X,H|θ) = 1
Z
exp{−Eθ(X,H)},
where the partition function Z =
∑
X,H e
−Eθ(X,H) is a normalization constant. The energy function is
given by
Eθ(X,H) =
∑p
l=1
(Xl − bl)2
2σ2
−
∑m
j=1
cjHj
−
∑p
l=1
∑m
j=1
Xl
σ
Hjwlj,
(9)
where σ2 is the variance of the Gaussian noise for visible variables. It can be shown that the visible and
hidden variables are independent upon conditioning on the hidden and the visible variables, respectively:
p(X|H ; θ) = ∏pl=1 p(Xl|H ; θ), and p(H|X; θ) = ∏mj=1 p(Hj|X; θ). This will simplify our derivation.
Let N (x;µ, σ2) denote the PDF of normal random variable with mean µ and variance σ2. The conditional
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probabilities for the ith keyword and the jth entry in the embedding are given by
p(Xl|H ; θ) = N
(
Xl; bl + σ
∑m
j=1
wljHj, σ
2
)
,
p(Hj = 1|X; θ) = sigm
(
cj +
∑p
l=1
Xl
σ
wij
)
,
where the sigmoid function is defined as sigm(x) = 1/(1 + e−x). The marginal distribution of keywords is
given by
p(X|θ) =
∑
H
p(X,H|θ) = 1
Z
∑
H
exp{−Eθ(X,H)},
which is also called the Gibbs distribution.
Consider training of the RBM model using data x1, . . . ,xn. Samples are assumed to be independent
and identically distributed (i.i.d.). We use maximum likelihood to estimate parameters of the RBM model
from the training data. The RBM’s log-likelihood function is given by
L(θ) =
n∑
i=1
log p(xi|θ).
We fit the RBM model with keyword selection by introducing a regularization term, which penalizes the
total probability of visible units (keywords) being active as follows
maxθ
{
L(θ)− δ
∑p
l=1
P(Xl ≥ τ |θ)
}
, (10)
where δ > 0 is the regularization parameter. The motivation for penalizing the total probability for keywords
being “activated” is because this encourages selecting a small subset of keywords in the model. We do not
directly use the `1-norm type of regularizer on weights because we want to the output to be “stochastically
sparse”.
Computing the likelihood of a Markov random field or its gradient is, usually, computationally intensive.
Thus, we employ sampling-based methods to approximate the likelihood and its gradient and perform
stochastic gradient descent. In other words, in each iteration, we optimize one variable at a time while
fixing other variables, and gradients are evaluated from samples. A benefit of our regularization term is
that the corresponding gradient can be derived in closed-form.
Below, let φ(·) and Φ(·) denote the PDF and cumulative distribution function (CDF) of the standard
normal random variable, respectively. Let 〈·〉P denote the expectation with respect to a distribution P . We
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can write the regularization term as
P(Xl ≥ τ |θ) = 〈P(Xl ≥ τ |H ; θ)〉p(H)
=1−
〈
Φ
(
τ − bl − σ
∑m
j=1wljHj
σ
)〉
p(H)
(11)
Let
τ ′l = τ − bl − σ
m∑
j=1
Hjwlj, l = 1, . . . , n.
Although the regularization term appears to be highly non-linear, but its gradient expressions can be
written in closed-form. The detailed derivation of gradients is shown in Appendix A. This leads to a
simple procedure for performing stochastic gradient descent in the parameters of the RBM model:
∆wlj = 〈XlHj〉p(H|X)q(X) − 〈XlHj〉p(X,H)
−δ
〈
Hjφ(τ
′
l )
1− Φ(τ ′l )
〉
p(H|X)q(X)
,
∆bl =Xl − 〈Xl〉p(X) −
δ
2σ2
〈
φ(τ ′l )
1− Φ(τ ′l )
〉
p(H|X)q(X)
,
∆cj =p(Hj = 1|X)− 〈p(Hj = 1|X)〉p(X) ,
where q(X) denotes the empirical distribution. To evaluate the stochastic gradient, we adopt the k-step
contrastive divergence (CD-k) algorithm [16].
As shown in Figures 3, the regularized RBM selects a small subset of keywords in the vocabulary (only
280 out of 7038 keywords are selected after the training has achieved convergence), when δ = 10−3. The
benefits of keyword selection will be demonstrated later on using numerical examples.
B. Bias reduction
Now, we introduce a bias reduction transformation [3] as a pre-processing step for the Bag-of-Words
vectors before embedding to remove implicit bias in text. The implicit bias here refers to the unfair
association of people from certain social groups. Implicit bias can be difficult to remove since some other
keywords can be highly related to these biased keywords. For example, racial descriptions black_males
can be correlated with neighborhood information. Simply removing these biased keywords sometimes can
not eliminate implicit bias. Embedding will also be affected since it is trained using these data. The bias
13
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Fig. 3: Fitted RBM with different values of penalty term over n = 10056 crime events, each having
p = 7038 keywords (many keywords have 0 TF-IDF value). The figure shows that under the same
experiment settings (learning rate = 10−3, threshold value τ = 10−2), numbers of selected keywords over
iterations. This validates that the regularization term has effectively selected the most important keywords
and is in-sensitive to the choice of δ.
reduction technique in [3] finds an optimal transformation of the Bag-of-Words vector to decorrelate the
biased keywords from the remaining keywords.
Consider the corpus D = [x1, . . . ,xn] from the Bag-of-Words model representations, which is an n× p
data matrix of p keywords measured over n documents. Let D = [Z|W |R] be split into three sub-matrices,
where the matrix Z ∈ Rn×z denotes biased keywords we aim to eliminate, the matrix W ∈ Rn×w contains
w selected keywords which can be impacted by the biased keywords, and the matrix R ∈ Rn×(p−z−w)
denotes the remaining keywords in the vocabulary. To remove the bias in W , we estimate an n×w matrix
W˜ that is orthogonal to Z with minimal information loss. We can write W˜ = SUT , where U is a w × k
orthonormal matrix and S is an n× k matrix factor. Now the problem can be formulated as minimizing
the Frobenius distance between the original data and its transformation, under the orthogonality constraint
arg min
S,U
∥∥W − SUT∥∥2
F
, subject to 〈SUT , Z〉 = 0, UTU = Ik,
where the last constraint requires U to be an orthonormal matrix. This optimization problem is solved
using the sparse orthogonal to subgroup algorithm [3].
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Fig. 4: Pearson correlation matrix for selected keywords from the burglary and robbery reports. There
are three groups of keywords including (1) racial descriptions Z (black_male, black_males), (2) crime
descriptions corresponds to W (burglary, robbery, carjacking, stole, jewelry, arrestee, jail, shot), and
(3) selected remaining terms R (black, male, males). The correlations between crime descriptions and
racial descriptions have been highlighted by a black box (Z and W ), and the correlations between crime
descriptions and comparisons of racial descriptions have been highlighted by a purple box (Z and R). The
transformation removes high correlation in the black and purple boxes.
Take burglary and robbery as examples. Implicit racial bias for the dataset is illustrated in Figure 4. We
pick 8 keywords as crime descriptions, 2 keywords as racial descriptions, and 3 other keywords as keywords
unrelated to racial descriptions. Then we evaluate their Pearson correlation coefficients with each other. As
shown in Figure 4a, keywords black_male and black_males are highly correlated with crime descriptions
(burglary, robbery, carjacking, stole, jewelry, arrestee, jail, shot). After bias reduction shown in Figure 4b,
we can see a significant drop in correlation between racial descriptions and crime descriptions without
losing too much information (we verify that ‖W − W˜‖2F = 3.962, where n = 10, 056, z = 2, w = 8).
V. EXPERIMENTAL RESULTS
We now investigate our approach from the following three perspectives. First, we compare our method
with other competitors in terms of their F1 scores on real data. Then we study how the spatial, temporal,
and textual information contribute to results respectively. Furthermore, we also discuss how to interpret
spatial coefficients learned from data.
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A. Dataset
We study a sample set of crimes reported to the Atlanta Police Department from early 2016 to the end
of 2017 including 10,056 911-calls initiated in Atlanta. Each 911 call in the data uniquely represents an
individual crime event, associated with a crime code that indicates the crime category, the time and location
when and where the crime was reported, as well as one or even more paragraphs of text descriptions
written by the police officer. The linkage between two crime events is said to be linked if they are in the
same crime series. Only a limited number of labeled crime series are identified by the police to be linked,
which consists of 6 crime series and 56 representative crime events in total. We will use these as ground
truth to test the accuracy of methods.
We preprocess the raw data as follows: (1) Discretize the continuous geolocation of the crime events
according to beats. We use the index to represent the location of the crime event. Beats are the most basic
geographical units defined by the police, which usually is a subregion of the city that a police officer
patrols. Atlanta is seamlessly divided into 80 disjoint beats, where each beat is identified by its beat
code uniquely; (2) Initialize base intensities. We estimate the base intensity by calculating the average
number of incidents that took place in each beat and within the time horizon. (3) Construct Bag-of-Words
representations for text documents. We normalize the text to lower-cases so that, e.g., the distinction
between “The” and “the” are ignored; we also remove stop-words, independent punctuation, low-frequency
terms (low TF), and the terms that appeared in most of the documents (high IDF). We compute the
Bag-of-Words vector with a length of 7,039 for each of the 10,056 text documents, where each entry of
the vector specifies the TF-IDF value of a keyword (bi-grams) that appears in the corpus; (4) We focus on
two particular categories of crime: burglaries and robberies in the data, as the same category cases may
define similar M.O. There are 349 burglary crimes (23 of them are labeled) and 333 robbery crimes (23
of them are labeled), respectively. Comparisons group with 305 mixed types of crimes (56 of them are
labeled) are also provided.
B. Evaluation metrics
We adopt standard performance metrics, including precision, recall, and F1 score, which are widely
used in the information retrieval literature [26]. This choice is because linkage detection can be viewed
as a binary classification problem, where the police identifies if there is a linkage between two arbitrary
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crime events in the data. The F1 score combines the precision and recall. The precision P and recall R
given number of retrievals with respect to relevant event pairs are defined as:
P =
|{linked event pairs} ∩ {retrieved event pairs}|
|{retrieved event pairs}| ,
R =
|{linked event pairs} ∩ {retrieved event pairs}|
|linked event pairs| ;
the higher the F1 score the better. The F1 score is defined as F1 = 2PR/(P + R). Since positive and
negative samples in our data are highly unbalanced, we do not use the ROC curve (true positive rate
versus false-positive rate) in our setting.
Our evaluation procedure is as follows. Given all possible event pairs in a group of crime events, we
retrieve the top N pairs with the highest pij , ∀i, j values returned our algorithm. If two crime events of a
retrieved pair were indeed in the same crime series, then we identify the pair as linked. Otherwise, the
pair is un-linked. Regarding above three data groups, burglary has 55,278 pairs in total, 97 of them are
linked, robbery has 60,726 pairs in total, 231 of them are linked, mixed has 46,360 pairs in total, 328 of
them are linked.
C. Baseline
In the experiment, our spatio-temporal-textual point process (STTPP) framework is combined with
the proposed regularized RBM (RegRBM) and text debiasing algorithm. We compare this combined
STTPP+RegRBM+debiasing with other competitors. If viewed as an information retrieval problem,
we can compare with related methods: Such as Latent Semantic Analysis, performed by Singular Value
Decomposition (SVD), and Latent Dirichlet Allocation (LDA), which are widely used in natural language
processing. Autoencoder is a neural network-based embedding technique that performs embedding by
considering time and location as additional features. The aforementioned methods learn embeddings for
documents in feature space without considering spatio-temporal information. As a sanity check, we also
consider the random-pick strategy as one of the baselines. Another popular approach for text embedding
is the Long Short-Term Memory (LSTM) model. A recent work [7] uses the LSTM to encode words (in the
form of a sequence of one-hot keying vectors) into an embedding space to translate the sentence. However,
it is not applicable here since our form of the text is TF-IDF, where each entry of the Bag-of-Words is a
real number. To compare with embedding methods, for each pair of incidents, we compute their inner
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Fig. 5: Comparison between our proposed method STTPP+RegRBM+debiasing and baselines with
respect to their precision, recall and F1 score. Above figures shows the performance of the model over
different number of retrievals on data group burglary (1st row), robbery (2nd row), and mixed (3rd row).
The vertical dash lines indicate the location of their best performance.
products in the embedding space as their similarity score; based on this, we find the most similar pairs as
the retrieval results.
As shown in Figure 5, our STTPP methods obtains much higher F1 score than other baselines. This
indicates that properly incoporating the spatio-temporal information will drastically improve the accuracy
of linkage detection. In particular, STTPP+RegRBM greatly outperforms STTPP+RBM on single-category
crimes, including robbery and burglary. This may be due to M.O.s are distributed around a small set of
keywords in these cases and keywords selection plays a critical role in the feature extraction. Interestingly,
we also found that debiasing text documents also improves F1 scores; this shows that by properly
removing implicit bias from the text, we not only remove concerns of biasness and racial profling, but also
gain precision of retrieval. We can see that results of burlgary and robbery incidents are more sensitive
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Fig. 6: Optimal choice of β. F1 scores over the temporal correlation parameter β when retrieving the top
N = 500 event pairs with the highest correlated probabilities pij , repeating over 50 random experiments.
to the debiasing transformation than random incidents.
D. Temporal coefficient β and interpretation
Now we illustrate that there is an optimal choice of the parameter β for crime linkage detection. Note
that, in (8b), if β are too small, long-range temporal dependence may not be captured, if β are too
large, then the process may not forget the history. Moreover, in our model, the influence kernel jointly
captures spatio-temporal and text influence. When β is too large, the temporal influence may dominate the
contribution of textual correlation and cause it being ignored. An appropriately set temporal coefficient β
can improve the performance of our method. A real-data example is shown in Figure 6, where the vertical
dash lines in the figures indicate where the model attains its best performance regarding the F1 score.
We test STTPP+RegRBM using N = 500 pairs of arbitrarily retrieved results (including both linked and
un-linked cases). We note that in this case, β ≈ 102 leads to the best performance. In practice, when there
is a handful of labeled data indicating crime series (like the dataset we have here), we can use this small
amount of training data to pre-select an optimal β used in our model.
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E. Spatial coefficients αij and interpretations
The EM algorithm also estimates the spatial coefficient matrix A, which captures the correlation
relationships between any pairs of spatial locations. Note that A can be viewed as the adjacency matrix of
a weighted directed graph. It is directional and the since we can have αij 6= αji. The magnitude of these
coefficient captures how large the influence is. In our experiments, we randomly initialize the coefficient
matrix between 0 to 1.
Now we visualize the estimated A, treating it as the adjancy matrix of a directed graph, shown in
Figure 7, where nodes represent beats and the spatial influences are represented by edges. We estimate the
edge by thresholding the estimated spatial coefficients, and keep an edge between the node i to the node j
if aij > 0.5. For burglary and robbery (Figure 7a, 7b), some beats are isolated and have no connection
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Fig. 7: The directed graphs: each node represents a beat, edge between them represent αij that are greater
than 0.5. The color scheme is as follows: red dots indicate the beats have more outlinks than the inlinks,
the blue dots are the opposite, the green dots indicate the beats have equal numbers of inlinks and outlinks,
and there are no links for the grey dots. By counting inlinks and outlinks, we know that some beat tends
to be influenced by surrounding beats while others will spread its influence to its neighbors. The size
of the dots means the differences in the inlinks and outlinks, which indicates whether a node tends to
influence others or being influenced.
with any other beats. A few beats, indicated by the large red dots in the graph, dominate the influence
on their surrounding beats. An interesting observation is that burglary or robbery cases tend to influence
several neighborhoods. The situation becomes more complicated when we consider all types of cases
(more than 160 categories of crimes) altogether, as shown in Figure 7c; but this might contain important
information that helps professional crime investigation to understand the relations between beats.
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VI. CONCLUSIONS
In this paper, we introduce a new framework for modeling spatio-temporal-textual events in crime
reports and demonstrate its usage for crime linkage detection without labeled training data. We develop our
model based on the multivariate Hawkes processes with marks to capture the complex dependence structure
between time, location, and text. For text modeling, we propose a novel embedding technique with keywords
selection based on RBM, which enjoys better interpretability, and better precision. We also introduce a
bias reduction pre-processing step to remove implicit bias. We perform extensive real-data analysis and
study to demonstrate the good performance of our new model compared with the state-of-the-art. Our
model can possibly be used for other types of spatio-temporal-textual event data such as social media data
and electronic health records.
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APPENDIX A
GRADIENTS OF REGULARIZED LIKELIHOOD FUNCTION
From the standard result of the RBM, we can derive the gradient of the log-likelihood function (without
the penalty term), given by
〈XlHj〉p(H|X)q(X) − 〈XlHj〉p(X,H)
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Now consider the penalty term. Note that
P(Xl ≥ τ |H ; θ) =
∫ ∞
τ
N (z; bl + σ
m∑
j=1
Hjwlj, σ
2)dz.
Now we derive the gradient of the penalty term. For a given l and any k = 1, . . . ,m, we have that
∂P(Xl ≥ τ |H ; θ)
∂wjk
= 0, ∀l 6= j.
We also have
∂P(Xl ≥ τ |H ; θ)
∂wlk
=
1
σ
√
2pi
·
∫ ∞
τ
∂ exp
{
− 1
2σ2
(z − bl − σ
∑m
j=1 Hjwlj)
2
}
∂wlk
dz
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1
σ
√
2pi
·
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τ
exp
{
− 1
2σ2
(z − bl − σ
m∑
j=1
Hjwlj)
2
}
·
Hk
σ
· (z − bl − σ
m∑
j=1
Hjwlj)dz.
(12)
Let u = (z − bl − σ
∑m
j=1 Hjwlj)/σ, and τ
′
l = τ − bl − σ
∑m
j=1Hjwlj . Note that dz = σdu. After change
of variable, the above equation becomes
∂P(Xl ≥ τ |H ; θ)
∂wlk
= Hk · 1√
2pi
∫ ∞
τ ′
u exp
{
−1
2
u2
}
· du
= Hk · φ(τ
′
l )
1− Φ(τ ′l )
.
(13)
The calculation above is done by realizing it corresponds to finding the mean of the truncated normal
distribution greater than τ ′, and using E[X|X > a] = φ(a)/(1− Φ(a)), for X being a standard normal
random variable.
24
Similarly, for given l, we obtain
∂P(Xl ≥ τ |H ; θ)
∂bl
=
1
σ
√
2pi
·
∫ ∞
τ
∂ exp
{
− 1
2σ2
(z − bl − σ
∑m
j=1 Hjwlj)
2
}
∂bl
dz
=
1
σ
√
2pi
·
∫ ∞
τ
exp
{
− 1
2σ2
(z − bl − σ
m∑
j=1
Hjwlj)
2
}
·
1
σ2
· (z − bl − σ
m∑
j=1
Hjwlj)dz
=
1
σ2
· 1√
2pi
∫ ∞
τ ′
u exp
{
−u
2
2
}
=
1
σ2
· φ(τ
′)
1− Φ(τ ′) .
(14)
Moreover,
∂P(Xl ≥ τ |H ; θ)
∂bj
= 0, ∀l 6= j
Similarly, for given k, we obtain
∂P(Xl ≥ τ |H ; θ)
∂ck
= 0, ∀l, k.
Putting the above together we obtain the final results.
APPENDIX B
DERIVING THE LOG-LIKELIHOOD FUNCTION OF SPATIO-TEMPORAL-TEXTUAL POINT PROCESSES
From the (5), we can derive the log-likelihood function of spatio-temporal-textual point processes as
follows:
`(A) = log
(
n∏
i=1
λsiti (hi)
)
−
d∑
k=1
∑
h∈Ω
∫ T
0
λkτ (h)dτ, (15)
where the first term on the right side of (15) is obtained by
log
(
n∏
i=1
λsiti (hi)
)
=
n∑
i=1
log
(
µsi +
i−1∑
j=1
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
.
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The second term on the right side of (15) is obtained by
d∑
k=1
∑
h∈Ω
∫ T
0
λkτ (h)dτ
=
d∑
k=1
∑
h∈Ω
∫ T
0
µk + ∑
j:tj<τ
αk,sjβe
−β(τ−tj)h˜
ᵀ
h˜j
 dτ
=
d∑
k=1
µk|Ω|T
+
d∑
k=1
∑
h∈Ω
∫ T
0
∑
j:tj<τ
αk,sjβe
−β(τ−tj)h˜
ᵀ
h˜j
 dτ
=
d∑
k=1
µk|Ω|T
+
d∑
k=1
∑
h∈Ω
∫ T
0
(
n∑
j=1
I{τ > tj}αk,sjβe−β(τ−tj)h˜
ᵀ
h˜j
)
dτ
=
d∑
k=1
µk|Ω|T +
d∑
k=1
∑
h∈Ω
n∑
j=1
∫ T
tj
(
αk,sjβe
−β(τ−tj)h˜
ᵀ
h˜j
)
dτ
=
d∑
k=1
µk|Ω|T +
d∑
k=1
∑
h∈Ω
n∑
j=1
αk,sjβ
(∫ T
tj
e−β(τ−tj)dτ
)
h˜
ᵀ
h˜j
=
d∑
k=1
µk|Ω|T +
d∑
k=1
∑
h∈Ω
n∑
j=1
αk,sj
(
1− e−β(T−tj)) h˜ᵀh˜j.
Therefore, we can obtain the log-likelihood function as in (6).
APPENDIX C
THE LOWER BOUND OF THE LOG-LIKELIHOOD FUNCTION
Given auxiliary variables {pij}, which satisfy ∀i,
∑i
j=1 pij = 1, pij > 0, we are able to derive the lower
bound of the first term on the right side of (6):
n∑
i=1
log
(
µsi +
i−1∑
j=1
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
=
n∑
i=1
log
(
pii
µsi
pii
+
i−1∑
j=1
pij
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
pij
)
≥
n∑
i=1
(
pii log(µsi) +
i−1∑
j=1
pij log
(
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
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−pii log pii −
i−1∑
j=1
pij log pij
)
.
The last inequality is due to Jensen’s inequality.
APPENDIX D
DERIVE EM ALGORITHM
We denote the lower bound of the log-likelihood function as `′(A), i.e.,
`′(A) =
n∑
i=1
(
pii log(µsi) +
i−1∑
j=1
pij log
(
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
−
i∑
j=1
pij log pij
)
−
d∑
k=1
µk|Ω|T
−
d∑
k=1
n∑
j=1
∑
h∈Ω
αk,sj
(
1− e−β(T−tj)) h˜ᵀh˜j.
(16)
First we derive the optimal αˆu,v by setting the partial derivative of `′ with respect to αu,v to be 0:
∂`′
∂αu,v
=
1
αu,v
(
n∑
i=1
i−1∑
j=1
I{si = u, sj = v}pij
)
−
n∑
j=1
I{sj = v}(1− e−β(T−tj))
∑
h∈Ω
h˜
ᵀ
h˜j = 0.
Solving the equation, we obtain the optimal αˆu,v:
αˆu,v =
∑n
i=1
∑i−1
j=1 I{si = u, sj = v}pij∑n
j=1 I{sj = v}(1− e−β(T−tj))
∑
h∈Ω h˜
ᵀ
h˜j
,
∀u, v = 1, . . . , d.
Next, we derive the optimal {pij}j≤i. Note that
∀i, pii = 1−
i−1∑
j=1
pij. (17)
Substitute (17) into (16), we have
`′(A) =
n∑
i=1
(
(1−
i−1∑
j=1
pij) log(µsi)
+
i−1∑
j=1
pij log
(
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
−
i−1∑
j=1
pij log pij
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−(1−
i−1∑
j=1
pij) log(1−
i−1∑
j=1
pij)
)
−
d∑
k=1
µk|Ω|T
−
d∑
k=1
n∑
j=1
∑
h∈Ω
αk,sj
(
1− e−β(T−tj)) h˜ᵀh˜j.
Set the partial derivative of `′ with respect to pij equal to 0 for j < i, i = 1, . . . , n:
∂`′
∂pij
=− log(µsi) + log
(
αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j
)
− log pij + log(1−
i−1∑
l=1
pil) = 0.
Let hij = αsi,sjβe
−β(ti−tj)h˜
ᵀ
i h˜j . We have
pij
1−∑i−1j=1 pij = hijµsi ⇒ µsipij = hij
(
1−
i−1∑
l=1
pil
)
.
Add −hijpii to both sides. Due to constraint (17), the above equation can written as
µsipij − hijpii = 0.
Thus,
pij =
hij
µsi
pii. (18)
Now, sum over all j ≤ i− 1, we obtain
i−1∑
j=1
pij =
i−1∑
j=1
hij
µsi
pii.
Use (17) again, we obtain
1− pii =
i−1∑
j=1
hij
µsi
pii.
From this we can solve the optimal pˆii by:
pˆii =
µsi
µsi +
∑i−1
j=1 hij
, ∀i = 1, . . . , n.
Finally, use (18), we derive the optimal pˆij given by:
pˆij =
hij
µsi +
∑i−1
j=1 hij
, ∀j < i, i = 1, . . . , n.
