It is shown how to define the canonic formulation for orthogonal models associated to commutative Jordan algebras. This canonic formulation is then used to carry out inference. The case of models with commutative orthogonal block structures is stressed out.
Introduction
A model has Orthogonal Block Structure (OBS), if its observation vector has covariance matrix given by (1) V (y) = w j=1 γ j P j with P 1 , . . . , P w known mutually orthogonal orthogonal projection matrices. The mean vector will be (2) µ = Xβ.
This mean vector spans the range space Ω = R(X) of X. The orthogonal projection matrix over this space image is given by (see Mexia, 1999) ,
where A + , A − stands for the Moore-Penrose inverse matrix, and for general inverse, respectively. In the case that T commutes with the P 1 , . . . , P w , the model will have Commutative Orthogonal Block Structures (COBS).
In this work we'll present, for the normal case, the canonic formulation of such models and use it to preform inference.
Commutative Jordan algebras
Commutative Jordan algebras are vectorial spaces constituted by symmetric matrices that commute and contains their squares.
Seely (1971) , shows that all of these algebras have one and only one base made of mutually orthogonal orthogonal projection matrices. This will be the principal base of the algebra.
In our case we have two commutative Jordan algebras, A (P) and A (T) with principal bases {P 1 , . . . , P w } and {T, I − T }.
Besides this, see Schott (1997, pag. 157) , the symmetric matrices M 1 , . . . , M u commute if and only if they are diagonalized by the same orthogonal matrix K. Therefore they will belong to the commutative Jordan algebra A (K) of the matrices diagonalized by K. So, P 1 , . . . , P w , T and I − T belongs to a commutative Jordan algebra.
If we intercept commutative Jordan algebras, we'll have a commutative Jordan algebra, so there is a minimal commutative Jordan algebra, A • , that contains P 1 , . . . , P w , T and I − T . The principal base of A • , (see Fonseca et al. 2006) , is composed by the non-null matrices (4) Q j = P j T, j = 1, . . . , w, and (5)
Canonic formulation
Let's represent by Q • 1 , . . . , Q • u the non-null matrices Q j , j = 1, . . . , w, and by Q • u+1 , . . . , Q • v the non-null matrices Q j+w , j = 1, . . . , w. Therefore,
with A j a matrix whose row vectors constitute an orthonormal base for the range image of Q • j , j = 1, . . . , v. Therefore with we'll have
Besides this
so that at least one of the matrices of the second member will be non-null. Now from (8) and (9) we get
as well as
We can now rewrite (11) as
The covariance matrix given by (1), according to these considerations, can be written as
where the matrices in the second and third terms are mutually orthogonal orthogonal projection matrices. Given the expression of the mean vector and covariance matrix, we get
From (15), we obtain the inverse of the covariance matrix as
Given (17), we obtain
Considering both parts of the model (fixed effects and random effects), let's study what can be said for each one. For l ∈ D 1 , we get
and for l ∈ D 2 , we get, with η l = A l y, Moreover, the determinant of the covariance matrix is
where g l = car(Q l ). We can then write the density function as
We point out that from the expression of the η j , j = 1, . . . , u, and the fact that γ j ≥ 0, j = 1, . . . , w, it clearly follows that the parameter space of this density contains open sets, thus we have sufficient and complete statistics and according to the Blackwell-Lehmann-Scheffé theorem, the following uniform minimal variance unbiased estimators -UMVUE.
Inference
Starting with the variance components, if l ∈ D 2 , we can easily construct confidence intervals for γ l and test hypothesis
In this last case we can derive bilateral tests or right and left unilateral tests. If l ∈ D 1 and l + w / ∈ D 2 , we have to admit that
which would give us the UMVUE for γ l ,
Later on we will find an example of such situation. To construct confidence intervals and test the hypothesis H 0,l (c l ), we can use, (see Fonseca, 2005) , induced pivot variables. Then, with the X h,i central, independent chi-squares, with g h degree of freedom, h ∈ D 2 , i = 1, . . . , N , we can construct samples constituted by the
obtaining the correspondent empirical quantiles z N,q for probabilities q. We can prove (see Ferreira, 2005) , that
Thus if we are testing H 0 : γ l = γ 0,l against H 1 : γ l = γ 0,l , we may reject H 0 , with a two sided test, when γ 0,l / ∈ z n,
. This two sided test will have limit power 1 − q. In the same way one sided tests are derived.
Considering the vectors η l with l ∈ D 1 , if l+w ∈ D 2 , γ l can be estimated, since γ l = γ l+w . Then we can construct confidence hypersphers for η l since
which allows us to use duality to test
When l+w / ∈ D 2 we use (26) to derive the test, rejecting the hypothesis when b l is not covered by the confidence hypershere. We can generate samples constituted by the variables W i = Z i U i , i = 1, . . ., with U i , i = 1, . . . , N, cental chi-squared with g l degrees of freedom independent of each other, and the Z i , i = 1, . . . defined as earlier. With W N,q the empirical quantile for probability q, we have (see Ferreira, 2006) ,
which allows us to construct confidence spheres and to test H 0,l through duality.
Associated orthogonal models
Many times, mixed models are written as
with β i , i = 1, . . . , v, fixed and the β i ∼ N 0; σ 2 i I i , i = v + 1, . . . , w. If the matrices of M = {M 1 , . . . , M w } commute they, will generate a commutative Jordan algebra A (M ). When M is a basis for A (M ), with Q = {Q 1 , . . . , Q w } , the principal basis we will have
where B = [b i,j ] is the transition matrix which will be regular. With C = {j : b i,j = 0} , we will have
where represents the orthogonal direct sum of subspaces. The model Y has mean vector
so µ spans the range space of
Besides this, the covariance matrix of Y is It is now obvious that these models have COBS, since T commutes with Q 1 , . . . , Q w .
It is of interest for us to consider a specific class of these models, those whith segregation. In these model we have , which constitutes precisely an example of the relation beetwen variance components previously mentioned.
