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Abstract 
The maximum likelihood estimator has k e n  used 
t o  ex t rac t  s t a b i l i t y  and control  der ivat ives from 
f l i g h t  data  f o r  .any years. Most of the l i t e r a t u r e  
on a i r c r a f t  estimation concentrates on new develop- 
ments and applications, assuming familiarity wrth 
basic estrmation concepts. This paper presents 
~ome of these basic concepts. The paper b r l e f l y  
discusses the maximum likelihood estimator and the 
a i r c r a f t  equations of motion t h a t  the estimator 
uses. Ihe basrc concepts of minimization and e s t i -  
mation a r e  examlned f o r  a simple computed a i r c r a f t  
example. Ihe cos t  functions t h a t  a r e  t o  be mini- 
mized during estimation a r e  deflned and discussed. 
Graphic representations of the cos t  functions a r e  
given t o  help I l l u s t r a t e  the minimization process. 
Flaally, the basrc concepts a re  generalized, and 
estimatlon from f l l g h t  data 1s discussed. Some of 
the major cor:luslons for  the computed example a re  
a l s o  developed for  the analysls  of f l i g h t  data. 
l ikelihood e s t i r a t o r  and the a i r c r a f t  equations of 
motion t h a t  the estimator uses. 'Ihc basic  aspects  
of minimization and estimation a r e  then examined i n  
d e t a i l  fo r  a simple computed a i r c r a f t  example. 
Final ly,  the discussion is expanded t o  the general 
a i r c r a f t  estimation problem. 
symbols 
A,B,C,D,F,G system matrices 
"Y l a t e r a l  accelerat lon.  q 
b reference span, f t  
C~ coefficient of ro l l lng  moment 
C n coef f lc ren t  of yawlnq moment 
c Y coef f lc ien t  of side-force 
Introductlon f ( * ) ,  q ( * )  general functions 
The maxlmum likelihood estimator has been used 
t o  obtaln s t a b l l r t y  and control  estimates from 
f l i g h t  data  fo r  nearly 20 years. The resu l t s  of 
many applications have been reported worldwide. 
Reference 1 contalns a representative l ist  of some 
of these reports.  Several good tex t s  (including 
Refs. 2 and 3)  contain thorough treatments of the 
theory of maximum likelihood estimation. mper i -  
ence r e p o r t s 1 ~ 4 ~ 5  pointlng out p rac t ica l  consid- 
erat lons fo r  applying the maximum likelihooa e s t i -  
mator have a l s o  been published. Stability and 
control derivatives estimated from f l i g h t  data  a re  
currently requlred for  correlation studies  with 
p redrc t l r r  techniques, handling q u a l i t i e s  documen- 
ta t ion,  deslqn coffipllance, a l r c r a f t  simulator 
enhancement and refinement, and control  system 
design. Correlation, simulation, and control  sys- 
tem deslqn appllcatlons a r e  discussed i n  Ref. 6. 
Current s tudles  have concentrated on estimation 
model s t ructure de te rmina t~on . '*~  equation e r ror  
wlth s t a t e  reconstruction, and maximum l ike-  
llhood estimatlon i n  the frequency domain.lC. l 3  
Most of the reports i n  the estimatron area con- 
centrate  on new developments and appl icat ions,  
assuming famil iar i ty  with the basic  concepts of 
maximum likelihood estimation. In t h i s  paper some 
of these basic concepts a r e  reviewed, concentrating 
on simple, idealized models. These s iap le  models 
provide insights  applicable t o  a wide variety of 
rea l  problems. 
% i s  paper presents some fundamentals of maxi- p 
mum likelihood est inat lon as  applied t o  the a i r -  
c r a f t  problem. I t  b r i e f l y  discusses the maximum q 
- 
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This ppcr ts dcclarcd a work of thc US 
Cevcrnmcnt and thcrcforc i s  in the whlsc domain r 
measurement nolse covarlance 
matrix 
accelerat ion due t o  gravl ty,  f t / s e c 2  
approxlmatlon t o  the information 
matrlx 
moment of l n e r t r a  about subscrip- 
ted ax l s ,  s lug-f t2 
general Index 
cos t  functlon 
sldewash factor  
ro l l ing  moment dlvlded by Ix, 6eg/ 
secZ,  or number of I t e ra t ions  
r o l l i n g  moment, i t - l b  
r o l l i n g  moment due t o  yaw j e t ,  
f  t - l b  
mass, s lug 
number of time points  o r  cases 
s t a t e  noise vector or number of 
unknowns 
r o l l  r a t e ,  deg/sec 
pi tch r a t e ,  deg/sec 
dynamlc pressure, lb/f  t2 
innovation covariance matrix 
yaw ra te ,  deg/sec 
r e f e r e n - e  a r e a ,  f t 2  
t i m e ,  s e c  
u c o n t r o l  i n p u t  v e c t o r  
V forward velocity, f t / s e c  
x state v e c t o r  
X a  r Y a  rza d i s t a n c e  between l a t e r a l  acce le rom-  Y Y Y  e t e r  and  t h e  c e n t e r  of  g r a v i t y  
a l o n g  t h e  a p p r o p r i a t e  a x i s ,  f t  
o b s e r v a t i o n  v e c t o r  
p r e d i c t e d  Icalman-fi l tered e s t i m a t e  
a a n g l e  o f  a t t a c k ,  deg  
6 a n g l e  o f  s i d e s l i p ,  deg 
A t i m e  sample ~ n t e r v a l ,  s e c  
6 c o n t r o l  d e f l e c t l o n ,  deg  
6, a i l e r o n  d e f l e c t i o n ,  dcg  
6e e levon  d e f l e c t i o n ,  deg 
6, rudder  3 e f l e c t l o n .  deg  
11 measurement n o l s e  v e c t o r  
.9 p i t c h  a n g l e ,  deg  
U mean 
E v e c t o r  o f  unknowns 
a s t a n d a r d  deviation 
t l m e ,  s e c  
transition m a t r i x  o r  bank a n g l e ,  
d e 9  
* i n t e g r a l  of  transition m a t r i x  
S u b s c r i p t s :  
- - 
p , q , r , a , a , l , b ,  p a r t l a 1  derivative w i t h  r e s p e c t  
6,6a,6rr6e t o  s u b s c r i p t e d  q u a n t l t y  
b!as o r  a t  tlme z e r o  
measuied q u a n t i t y  
Other nomenclature:  
- p r e d i c t e d  e s t i m a t e  
e s t i m a t e  
t r a n s p o s e  
Maximum Like l ihood  Es t imat ion  
The concept  of  maximum l i k e l i h o o d  is d i s c u s s e d  
i n  t h i s  s e c t i o n .  F i r s t  t h e  g e n e r a l  h e u r i s t i c  prob- 
lem is discussed, and t h e n  t h e  s p e c i f i c  e q u a t i o n s  
f o r  o b t a l n l n g  maxrmum l i k e l i h o o d  e s t i m a t e s  f o r  t h e  
a i r c r a f t  problem a r e  g iven .  In t h e  f o l l o w i n g  s e c -  
t i o n s ,  b o t h  t h e  c o n c e p t s  and t h e  computa t ions  
i n v o l v e d  i n  a s i m p l e  b u t  r e a l i s t i c  example a r e  d l s -  
c u s s e d  i n  d e t a i l .  
The a i r c r a f t  parameter  e s t i m a t i o n  problem c a n  
be  d e f i n e d  q u i t e  s imply  I n  g e n e r a l  terms. The s y s -  
tem i n v e s t i g a t e d  is assumed t o  be modeled by a s c t  
o f  dynamic e q u a t i o n s  c o n t a i n i n g  unknown parameters .  
To d e t e r m i n e  t h e  v a l u e s  of  t h e  unknown p a r a m e t e r s ,  
t h e  sys tem 1s e x c i t e d  by a s u i t a b l e  i n p u t ,  and t h e  
i n p u t  and a c t u a l  sys tem r e s p o n s e  a r e  measured. The 
v a l u e s  o f  t h e  unknown p a r a m e t e r s  a r e  t h e n  i n f e r r e d  
based  on t h e  requi rement  t h a t  t h e  model r e s p o n s e  t o  
t h e  g i v e n  I n p u t  match t h e  a c t u a l  sys tem response .  
When formula ted  i n  t h i s  manner, t h e  problem of 
i d e n t i f y i n g  t h e  unknown p a r z m e t e r s  c a n  be e a s i l y  
s o l v e d  by many methods; however, c o m p l i c a t i n g  f a c -  
t o r s  a r i s e  when a p p l i c a t i o n  t o  a r e a l  sys tem is 
c o n s i d e r e d .  
The f i r s t  c o m p l i c a t l a n  r e s x l t s  from t h e  rmpos- 
s l b r l i t y  of o b t a i n i n g  p e r f e c t  measurements of  t h e  
r e s p o n s e  of any r e a l  system. The I n e v i t a b l e  s e n s o r  
errors a r e  u s u a l l y  i n c l u d e d  a s  a d d i t i v e  measurement 
n o i s e  i n  t h e  dynamlc model. Once t h i s  n o i s e  is 
i n t r o d u c e d ,  t h e  t h e o r e t i c a l  n a t u r e  of  t h e  problem 
changes  drastically. I t  is  no l o n g e r  p o s s i b l e  t o  
e x a c t l y  i d e n t i f y  t h e  v a l u e s  of  t h e  unknown param- 
e t e r s ;  r n s t e a d ,  t h e  v a l u e s  must be e s t i m a t e d  by 
some s t a t i s t r c a l  criterion. The t h e o r y  o f  esti- 
mat ion  I n  t h e  p r e s e n c e  o f  measurement n o i s e  is 
r e l a t ~ v e l y  straightforward f o r  a  sys tem w i t h  
d l s c r e t e  t l m e  o b s e r v a t i o n s ,  r e q u i r i n g  o n l y  b a s i c  
p r o b a b i l i t y .  
The second c o m p l i c a t i o n  of  r e a l  sys tems  1s t h e  
p r e s e n c e  of s t a t e  n o l s e .  S t a t e  n o l s e  is random 
excitation o f  t h e  sys tem from unmeasured s o u r c e s ,  
t h e  s t a n d a r d  example f o r  t h e  a i r c r a f t  s t a b i l i t y  and 
c o n t r o l  problem b e l n g  atmospheric t u r b u l e n c e .  I f  
s t a t e  n o i s e  1s p r e s e n t  and measurement n o i s e  is  
n e g l e c t e d ,  t h e  a n a l y s i s  r e s u l t s  i n  t h e  r e g r e s s i o n  
algorithm. 
When b o t h  s t a t e  and meaaurement n o l s e  a r e  con- 
s l d e r e d ,  t h e  problem is  more complex t h a n  I n  t h e  
c a s e s  t h a t  have o n l y  s t a t e  n o i s e  o r  o n l y  measure- 
ment no ise .  Reference 14 d e v e l o p s  t h e  Maine- I l i f  f  
f c r m u l a t i o n  o f  t h e  maxlmum l i k e l i h o o d  e s t i m a t o r  i n  
c o n t i n u o u s / d ~ s c r e t e  t ime ,  which a c c o u n t s  f o r  b o t h  
s t a t e  and measurement n o i s e .  This  f o r m u l a t i o n  h a s  
a c o n t i n u o u s  system model w i t h  d i s c r e t e  sampled 
o b s e r v a t i o n s .  
The f i n a l  problem f o r  r e a l  sys tems  is modeling.  
I t  h a s  been assumed t h r o u g h o u t  t h e  above d i s c u s s i o n  
t h a t  f o r  some v a l u e  ( c a l l e d  t h e  " c o r r e c t "  v a l u e )  of  
t h e  unknown parameter  v e c t o r ,  t h e  sys tem is  cor -  
r e c t l y  d e s c r i b e d  by t h e  dynamlc model. P h y s i c a l  
sys tems  a r e  seldom d e s c r i b e d  e x a c t l y  b y  s i m p l e  
dynamic models ,  s o  t h e  q u e s t i o n  o f  modeling e r r o r  
a r i s e s .  N o  comprehensive t h e o r v  o f  modeling error 
i s  a v a i l a b l e .  The most common approach  is t o  
i g n o r e  it: Any modeling e r r o r  is  s i m p l y  t r e a t e d  a s  
s t a t e  n ~ i s e  or measurement n o i s e ,  o r  b o t h ,  i n  s p i t e  
o f  t h e  f a c t  t h a t  t h e  modeling e r r o r  may be d e t e r -  
m i n i s t i c  r a t h e r  t h a n  random. me assumed n o i s e  
s t a t i s t i c s  c a n  t h e n  be a d j u s t e d  t o  i n c l u d e  t h e  con- 
t r i b u t i o n  of t h e  modeling e r r o r .  T h i s  procedure  
i s  n o t  r i g o r o u s l y  j u s t i f i a b l e ,  b u t  combined w i t h  a 
c a r e f u l l y  chosen model, i t  is  p r o b a b l y  t h e  b e s t  
approach  a v a i l a b l e .  
With the  abovo diacuaaion i n  mind, it i a  poa- 
a i b l e  t o  u k e  a more precioo,  u t h e u t i c a l l y  p r o h -  
b i l i a t i c  a t a t e w n t  of t h e  p a r a w t e r  e s t ima t ion  
probler .  The f i r a t  a t e p  is t o  de f ine  t h e  gene ra l  
ayatem model ( a i r c r a f t  equat ion8 of  w t i o n ) .  Thin 
model can ba w r i t t e n  i n  t h e  cont inuour /diacre ta  
form aa 
where x is the  s t a t e  vector ,  z is =he observa- 
t i o n  vector ,  f and g a r e  system s t a t e  and obser- 
va t ion  func t ions ,  u i a  t h e  known c o n t r o l  i npu t  
vector ,  c is t h e  unknown parameter ,vector, n i e  
t h e  a t a t e  no i se  vec to r ,  and II is *lie n a a u r e r n t  
noise  vector .  The state noiae  vector  is  assumed 
t o  k zero-mean white Gaussian and s t a t i o n a r y ,  and 
t h e  measurement noise  vector  is aasuaed t o  be a 
sequence of independent Gaussian random va r i ab le s  
with ze ro  mean and i d e n t i t y  covariance.  Por each 
poss ib l e  e s t i@, r t e  of t h e  unknown parameters,  a 
p robab i l i t y  t h . t  t h e  a i r c r a f t  response time h i s -  
t o r i e s  a t t a i n  values  near  the observed values can 
then be def ined.  The maximum l ike l ihood  e s t ima tes  
a r e  def ined a s  those  t h a t  maximize t h i s  probabi l -  
i t y .  Uaxinum l ike l ihood  e s t i a a t i o n  has  many d e s i r -  
a b l e  s t a t i s t i c a l  c h a r a c t e r i s t i c s ;  f o r  example, it 
y i e l d s  asymptot ica l ly  unbiased, c o n s i s t e n t ,  and 
e f f i c i e n t  es t imates .  l 
I f  t he re  is no s t a t e  noise  and the  matrix G is 
known, then t h e  maxinum l ike l ihood  e s t ima to r  mini- 
mizes the  c o s t  funct ion 
where GG* is the  measurement noise  covariance 
- 
matrix,  and z c ( t i )  is the  computed response e s t i -  
mate of z a t  ti f o r  a given value of t he  unknown 
parameter vector  E. The c o s t  func t ion  is a func- 
t i o n  of t h e  d i f f e r e n c e  between the measured and 
computed time h i s t o r i e s .  
I f  m e .  ( 2 )  and ( 3 )  a r e  l i n e a r i z e d  ( a s  is the  
case  f o r  t he  s t a b i l i t y  and c o n t r o l  d e r i v a t i v e s  in  
t h e  a i r c r a f t  problem), 
- 
For the  no-state-noise case ,  t h e  z g ( t i )  term of  
Eq. ( 4 )  can be approximated by 
where 
+ = a x e  [A(ti+l - t i ) ]  
44 j:ln exp (AT) d7 B 
When a t a t e  noiae  i a  i a p o r t a n t ,  t h e  nonl inear  
form of m a .  ( 1 )  t o  ( 3 )  i a  i n t r a c t a b l e .  For t h e  
l i n e a r  model de f ined  by m a .  ( 5 )  t o  (71, the c o a t  
func t ion  t h a t  a c c o u n b  f o r  a t a t e  no i se  is 
where R is t h e  innovat ion covariance matrix.  'Ihe 
gE(ti) term i n  m. (11)  is the "laan-f i l tered e s t i -  
mate of z ,  vhich, i f  t h e  s t a t e  noise  covariance is 
ze ro ,  reduces t o  the form of Eq. ( 4 ) .  If t h e r e  is 
no a t a t e  noise ,  the second term of  Eq. (11 )  is of 
no consequence, (un le s s  one wishes to include 
elements of t h e  G ma t r ix )  and R can be replaced by 
GG* which makes Eq. (11)  the same a s  Eq. (4 ) .  
To minimize t h e  c o s t  func t ion  J( C ) ,  we can 
apply  t h e  Newton-Raphson a lgor i thm which chooses 
success ive  e s t ima tes  of the  vec to r  of  unknown 
c o e f f i c i e n t s ,  F. Let  L be the i t e r a t i o n  number. 
The L + 1 e s t ima te  of E is then obta ined from t h e  
L e s t ima te  a s  follows: 
I f  R is assumed f ixed  t h e  f i r s t  and second gra-  
d i e n t s  a r e  def ined a s  
The Gauss-Newton approximation t o  t h e  second gra-  
d i e n t  is 
The Gauss-Newton approximation, which is sometimes 
r e f e r r e d  t o  a s  modified Ncwton-Raphson, is  com- 
p u t a t i o n a l l y  much e a s i e r  than t h e  Newton-Raphson 
approximation because t h e  second g rad ien t  of t h e  
innovat ion never needs t o  be ca l cu la t ed .  In  addi-  
t i o n ,  it can have t h e  advantage of speeding t h e  
convergence of the  a l g o r i t h n ,  a s  is discussed i n  
t h e  Simple A i r c r a f t  Example sec t ion .  
F i g u r e  1 i l l u s t r a t e s  t h e  maximum l i k e l i h o o d  
e s t i m a t i o n  concept .  The measured r e s p o n s e  of  t h e  
a i r c r a f t  is  compared w i t h  t h e  e s t i m a t e d  r e s p o n s e ,  
and t h e  d i f f e r e n c e  between t h e s e  reeponses  is 
c a l l e d  t h e  r e s p o n s e  e r r o r .  Ihe cost f u n c t i o n s  of  
gps. ( 4 )  and ( 1 1 )  i n c l u d e  t h i s  r e s p o n s e  e r r o r .  The 
Gauss-Newton c o m p u t a t i o n a l  a l g o r i t h m  is used  t o  
f i n d  t h e  c o e f f i c i e n t  v a l u e s  t h a t  maximize t h e  c o s t  
f u n c t i o n .  Each i t e r a t i o n  o f  t h i s  a l g o r i t h m  pro- 
v i d e s  a new estiaate of t h e  unknown c o e f f i c i e n t s  
o n  t h e  basis o f  t h e  r e s p o n s e  e r r o r .  These new 
estimates of t h e  c o e f f i c i e n t s  are t h e n  used t o  
u p d a t e  t h e  mathemat ica l  model o f  t h e  a i r c r a f t ,  p ro-  
v i d i n g  a new e s t i m a t e d  r e s p o n s e  and ,  t h e r e f o r e ,  a  
new r e s p o n s e  e r r o r .  The u p d a t i n g  o f  t h e  mathemat- 
ical rodel c o n t i n u e s  i t e r a t i v e l y  u n t i l  a conver-  
gence  c r i t e r i o n  is s a t i s f i e d .  The e s t i m a t e s  r e s u l t -  
i n g  from t h i s  p rocedure  a r e  t h e  maximum l i k e l i h o o d  
where 
where t h e  6 te rm is summed o v e r  a l l  c o n t r o l s .  
estimates. The o b s e r v a t i o n  e q u a t i o n s  a r e  
The maximum l i k e l i h o o d  e s t i m a t o r  a l s o  p r o v i d e s  
a measure o f  t h e  r e l i a b i l i t y  o f  e a c h  estimate based  
o n  t h e  i n f o r m a t i o n  o b t a i n e d  from e a c h  dynamic 
maneuver. T h i s  measure o f  t h e  r e l i a b i l i t y ,  ana lo-  
qous t o  t h e  s t a n d a r d  d e v i a t i o n ,  is c a l l e d  t h e  
c r a e r - R a o  bound16 o r  t h e  u n c e r t a i n t y  l e v e l .  me 
Cramer-Rao bound a s  computed by c u r r e n t  programs 
s h o u l d  g e n e r a l l y  be used as a measure o f  r e l a t i v e  
a c c u r a c y  r a t h e r  t h a n  a b s o l u t e  accuracy .  The bound 
is o b t a i n e d  from t h e  approximat ion  of  t h e  i n f o r -  
mat ion  mat r ix ,  H. T h i s  m a t r i x  e q u a l s  t h e  a p p r o x i -  
mat ion  t o  t h e  second g r a d i e n t  g i v e n  by Eq. (14b) .  
The bound f o r  e a c h  unknovn is  p r o p o r t i o n a l  t o  t h e  
t h e  s q u a r e  r o o t  of  t h e  c o r r e s p o n d i n g  d i a g o n a l  
e l e m e n t  of  H. m a t  is f o r  t h e  l t h  unknown, t h e  
c r a m & - ~ a o  bound is m. 
The f o r m u l a t i o n  and min imiza t ion  a l g o r i t h m  
d r s c u s s e d  above is implemented w i t h  t h e  I l i f  f  -Naine 
code  (MMLE3 maximum l i k e l i h o o d  e s t i m a t i o n  program).  
The Drwram and c o m p u t a t i o n a l  a l o o r i t h m s  a r e  - - 
d e s c r i b e d  f u l l y  I n  Ref. 17. A l l  t h e  computa t ions  
shown and d e s c r i b e d  i n  t h e  remainder of  t h i s  paper  The s t a t e ,  c o n t r o l ,  and o b s e r v a t i o n  v e c t o r s  f o r  
u s e  t h e  a l g o r i t h m s  e x a c t l y  a s  d e s c r i b e d  i n  Ref. 17. t h e  l a t e r a l - d i r e c t i o n a l  mode c a n  t h e n  b e  d e f i n e d  as 
A i r c r a f t  Eqca t ions  o f  Motion x = ( 0  P r 4). ( 2 9  
u = (6, 6,). ( 3 0 )  
. . 
2 = (em Pm rm 4m aym p,,, r m ) +  ( 3 1 )  
Simple A i r c r a f t  Example 
For t h e  d i s c u s s i o n  t h a t  f o l l o w s  i n  l a t e r  s e c -  
t i o n s  o f  t h i s  p a p e r ,  some knowledge of  t h e  a i r c r a f t  
e q u a t i o n s  o f  motion is  assumed. lb c l a r i f y  some of 
t h a t  d i s c u s s i o n ,  t h e  a i r c r a f t  e q u a t i o n s  a r e  d i s -  
c u s s e d  b r i e f l y  i n  t h i s  s e c t i o n .  
G e n e r a l i z e d  n o n l i n e a r  e q u a t i o n s  of motion a r e  
g i v e n  i n  d e t a i l  i n  Ref. 17, which f u l l y  d e s c r i b e s  
t h e  I l i f f - M i n e  code (P(MLE3 program).  A l l  compu- 
t a t i o n s  and a i r c r a f t  examples i n  t h i s  paper  u s e  
t h e  l i n e a r i z e d  form f o r  t h e  l a t e r a l - d i r e c t i o n a l  
e q u a t i o n s .  These e q u a t i o n s  a r e  g i v e n  below and 
r e f e r r e d  t o  i n  t h e  remainder  of t h e  paper .  
- 
B = ( c y  + io) t c o s  0 s i n  4 
The b a s i c  c o n c e p t s  i n v o l v e d  i n  a p a r a m e t e r  
e s t i m a t i o n  problem c a n  be i l l u s t r a t e d  by u s i n g  a 
s i m p l e  example r e p r e s e n t a t i v e  o f  a  r e a l i s t i c  a i r -  
c r a f t  problem. The example chosen h e r e  is r e p r e -  
s e n t a t i v e  o f  a n  a i r c r a f t  t h a t  e x h i b i t s  p u r e  roll- 
i n g  motion from a n  a i l e r o n  i n p u t .  T h i s  example,  
a l t h o u g h  s i m p l i f i e d ,  t y p i f i e s  t h e  motion e x h i b i t e d  
by many a i r c r a f t  i n  p a r t i c u l a r  f l i g h t  reg imes ,  such  
a s  t h e  P-14 a i r c r a f t  f l y i n g  a t  h i g h  dynamic p r e s -  
s u r e ,  the F - i l l  a i r c r a f t  a t  moderate s p e e d s  w i t h  
t h e  wing i n  t h e  forward  p o s i t i o n ,  and t h e  T-37 
a i r c r a f t  a t  low speed .  
+ p s i n  a - r c o s  a ( 1 5 )  
b~~ - ;Ixz = 4 s b c g  + q r ( I y  - I,) + pqIx, ( 1 6 )  
D e r i v a t i o n  o f  an e q u a t i o n  d e s c r i b i n g  t h i s  
motion is s t r a i g h t f o r w a r d .  F i o u r e  2 shows a s k e t c h  
o f  a n  a i r c r a f t  w i t h  t h e  x-ax is  p e r p e n d i c u l a r  t o  t h e  
z - 1 x 2  n + x - Y - x ("' p l a r e  o f  t h e  f i g u r e  ( p o s i t i v e  forward  on t h e  a i r -  
i = p + r c o s  $ t a n  0 
+ q sill 4 t a n  €I + $O 
c r a f t ) .  The r o l l i n g  moment (L*), r o l l  r a t e  ( p ) ,  
and a i l e r o n  d e f l e c t i o n  ( 6 a )  a r e  p o s i t i v e  a s  shown. 
For t h i n  example, t h e  only a t a t e  is p and t h e  only 
c o n t r o l  i a  6,. The r e r u l t  of a d n g  moment. i a  
The f i -a t -order  Taylor expansion then  becomes 
' LpP + L6a6a 
where 
L-= IxL 
and A is t h e  l eng th  of t h e  sample i n t e r v a l  (ti+l 
- ti). Simpl i fying t h e  no ta t ion  
Since t h e  a i l e r o n  is t h e  only c o n t r o l ,  it i a  nota- 
t i o n a l l y  simpler t o  u s e  6 i n s t e a d  of 6, f o r  t h e  
d iscuss ion of t h i s  example. Equation (33 )  can then 
be w r i t t e n  a s  
An a l t e r n a t e  approach t h a t  r e s u l t s  i n  t h e  same 
equat ion i n  t o  combine Eq. (16)  with Eq. (20) .  sub- 
s t i t u t i n g  f o r  C t ,  and then e l imina te  t h e  tern t h a t  
a r e  zero  f o r  our  example. This  y i e l d s  
where p is t h e  r o l l  r a t e  and 6 is  t h e  a i l e r o n  
de f l ec t ion .  Rearranging terms, t h e  equation can 
be p u t  i n t o  t h e  dimensional d e r i v a t i v e  form of 
Eq. (34) .  
Equation (34 )  is a simple a i r c r a f t  equation 
where t h e  f o r c i n g  funct ion is provided by t h e  a i l e -  
ron and t h e  damping by t h e  damping-in-roll term, Lp- 
I n  subsequent s e c t i o n s  we examine i n  d e t a i l  t h e  
parameter e s t ima t ion  problem where Eq. (34)  des- 
c r i b e s  t h e  system. For t h i s  single-degree-of- 
freedom problem, t h e  maximum l ike l ihood  e s t ima to r  
is used t o  e s t ima te  e i t h e r  L~ o r  L6 o r  both f o r  a 
given computed t ime h i s t o r y .  
We w i l l  assume t h a t  t h e  system has  measurement 
no i se ,  bu t  no s t a t e  no i se  a s  i n  Eqs. ( 1 ) .  ( 2 ) ,  and 
( 3 ) .  Equation ( 4 )  then gives  t h e  c o s t  funct ion 
f o r  maximum l ike l ihood  es t imat ion.  The weighting 
GG* is  unimportant f o r  t h i s  problem, s o  l e t  it 
equal  1. For our  example, Eqs. ( 2 )  and ( 3 )  become 
xi = pi and zi = xi. Therefore,  Eq. ( 4 )  becomes 
where pi is t h e  value  of t h e  measured response p a t  
t ime ti and p i ( ~ p , ~ 6 )  is  t h e  c o m p ~ t e d ~ t i m e  h i s t o r y  
of "pt time ti f o r  Lp = Lp and L6 = Lg. Through- 
o u t  t h e  r e s t  of t h e  paper,  where computed da ta  ( n o t  
f l i g h t )  a r e  used, t h e  measured time h i s t o r y  r e f e r s  
t o  pi, and t h e  computed t ime h i s t o r y  r e f e r s  t o  
- 
pi(Lp,L6). The computed t ime h i s t o r y  is a func t ion  
of t h e  cu r ren t  e s t ima tes  of  Lp and L6, bu t  t h e  
measured time h i s t o r y  is not.  
The most s t r a igh t fo rward  method of ob ta in ing  
* 
p i  is  with Eqs. ( 8 )  and (9). In  terms of t h e  nota- 
t i o n  s t a t e d  above, 
t hen  
The maximum l ike l ihood  e s t ima te  is  obta ined by 
minimizing Eq. (36). The Gauss-Newton method 
desc r ibed  e a r l i e r  is  used f o r  t h i s  minimization. 
Equation (121 is used t o  determine success ive  
va lues  of t h e  e s t ima tes  of t h e  unknowns dur ing  t h e  
minimization. 
A * . .  
For t h i s  simp: e problem, 6 = [ L ~  L6IC and suc- 
ces s ive  e s t ima tes  of L~ and L6 a r e  determined by 
updat ing Eq. (12 ) .  The f i r s t  and second g r a d i e n t s  
of  Eq. ( 1 2 )  a r e  def ined by Eqs. ( 1 3 )  and (14b) .  
The complete s e t  of equat ions  a r e  given i n  Ref. 17. 
The e n t i r e  procedure can now be w r i t t e n  f o r  
ob ta in ing  t h e  maximum l ike l ihood  e s t ima tes  f o r  t h i s  
simple example. To s t a r t  t h e  a lgor i thm,  an  i n i t i a l  
e s t ima te  of L~ and L6 is  needed. This  i a  t h e  value  
of E o .  With Eq. ( 1 2 ) ,  f l  and subsequent ly  CL a r e  
def ined by us ing  t h e  f i r s t  and second g r a d i e n t s  of 
J ( L ~ , L ~ )  f r m  Eq. (36 ) .  The g rad ien t s  f o r  t h i s  
p a r t i c u l a r  example from Equ. (13 )  and (14b) a r e  
With t h e  s p e c i f i c  equat ions  def ined i n  t h i s  
s e c t i o n  f o r  t h i s  simple example, we ca.1 now proceed 
i n  t h e  next  s e c t i o n  t o  t h e  computational d e t a i l s  of 
a s p e Q f i c  example. 
Computational De ta i l s  of Minimizaticn 
I n  t h e  previous  s e c t i o n  we s p e c i f i e d  t h e  equa- 
t i o n s  f o r  a simple example and descr ibed t h e  proce- 
dure  f o r  ob ta in ing  e s t ima tes  of t h e  unknowns from a 
dynamic maneuver. In  t h i s  s e c t i o n  we give  t h e  com- 
p u t a t i o n a l  d e t a i l s  f o r  ob ta in ing  t h e  e s t ima tes .  
Some of t h e  b a s i c  concepts of parameter e s t ima t ion  
a r e  b e s t  showr, with computed da ta  where t h e  c o r r e c t  
answers a r e  known. Therefore,  i n  t h i s  s e c t i o n  we 
s tudy two examples involving computed t ime h i s -  
t o r i e s .  The f i r s t  example is  based on da ta  t h a t  
have no measurement noise ,  which r e s u l t s  i n  e e t i -  
mates t h a t  a r e  t h e  same a s  t h e  c o r r e c t  value.  The 
second example con ta ins  s i g n i f i c a n t  measurement 
no i r e ;  consequently,  t h e  e s t ima tes  a r e  not  t h e  same 
a s  t h e  c o r r e c t  values.  Throughout t h e  r e s t  of t h e  
paper,  where comouted da ta  is used, t h e  term 
"no-noise case" is used for the case with no noise 
added and "noisy case" for the case where noise has 
been added. 
Slnce we are studying a simple computed 
example, it 1s desrrable to keep it simple enough 
to complete some or all of the calculations on a 
home computer or, with some labor, on a calculator. 
With this in mind, the number of data points needs 
to be kept small. For this computed example, 10 
points (time samples) are used. The simulated 
data, which we refer to as the measured data, are 
based on Eq. (34). We use the same correct values 
of L~ and Lg (-0.2500 and 10.0, respectively) for 
both examples. In addition, the same input (6) is 
used for both examples, the sample interval ( A )  is 
0.2 sec. and the initial conditions are zero. 
Tables of all the significant intermediate values 
are given for each example. These values are given 
to four signifrcant digits, although to obtain 
exactly the same values with a computer or calcllla- 
tor requires the use of 13 significant digits, as 
in the computation of these tables. If the four- 
digit numbers are used in the computation, the 
answers will be a few tenths of a percent off, but 
will still serve to illustrate the minimization 
accuracy. In both examples, the lnitial values of 
L~ and Lg (or CO) are -0.5 and 15.0, respectively. 
Example Wlth No Measurement Norse 
The measurement time hlstory for no measurement 
noise (no-noise case) is shown in Flg. 3. The aile- 
ron input starts at zero, goes to a flxed value, 
and then returns to zero. The resulting roll-rate 
time history is also shown. The values of the 
measured roll rate ta 13 slgniflcant digits are 
given in Table 1 along wlth the aileron input. 
,. 
Table 2 shows the values for Lp, Lg, and J for 
each iteration, along with the values of $ and $J 
- 
needed for caiculatlons of pi. In three iterations 
the algorithm converges to the correct values to 
four significant dlgits for both Lp and Lg. L& 
overshoots slightly on the flrst iteration and then 
comes qulckly to the correct answer. L overshoots 
slightly on the second iteration. 
P 
Figure 4 shows the match between the measured 
data and t.he computed data for each of the first 
three iterations. The match is very good after two 
iterations. The match is nearly exact after three 
iterations. 
Althoug;~ the algorithm has converged to four- 
digit accuracy in L~ and Lg, the value of the cost 
function, J ,  continues to decrease rapidly between 
iterations 5 and 4. This is a consequence of using 
the maximum likelihood estimator on data with no 
measurement noise. Theoretically, using infinite 
accuracy the value of J at the minimum should be 
zero. However, with finite accuracy the value of J 
becomes small but never auite zero. This value is 
Example With Measurement Noise 
The data used in this example (noisy case) are 
the same as those used in the previol~s section, 
except that pseudo-Caussian noise has been added 
to the roll rate. The time history is shown in 
Fig. 5. Tne signal-to-noise ratio is quite low in 
this example, as is readily apparent by comparing 
Figs. 3 and 5. The exact values of the time his- 
tory to 13-digit accuracy are shown in Table 3. 
a .  
The values of Lp, Lg, 0, $, and J are shown for 
each rteration in Table 4. The algorithm con- 
verges in four iterations. The behavior of the 
coefficients as they approach convergence is much 
llke the no-noise case. The most notable result of 
this case is the converged values of Lp and Lg, 
which are somewhat different from the correct 
values. The match between the measured and com- 
puted time history is shown in Fig. 6 for each 
rteration. No change in the match is apparent for 
the last two iterations. The match is very good 
considering the amount of measurement noise. 
In Fig. 7, the computed time hlstory for the 
no noise estimates of Lp and Lg 1s compared to 
that for the noisy-case estimtes of Lp and Lg. 
Because the algorithm converged to values somewhat 
different than the correct values, the two ccm- 
puted tlme histories are srmilar but not identical. 
The accuracy of the converged elements can be 
assessed by looking at the ~ r a m g r - ~ a o  lnequal- 
ity 16 #  l 7  drscussed earlier. The ~ramsr-Rao bound 
can be obtained from the information matrix cor- 
rected for observed noise amplitude as follows. 
The cram2r-Rao bounds for Lp and L6 are the square 
roots of the diagonal elements of the H matrix, or 
JH(I.I) and 4~ ( 2,2 ) , respectively. The ~ramsr-Rao 
bounds are 0.1593 and 1.116 for L~ and Lg, respec- 
tively. The errors in Lp and Lg are less than the 
bounds. 
Cost Functions 
In the prevlous section we obtained the maximum 
likelihood estimates for computed time histories by 
minimizing the values of the cost function. To 
fully understand what occurs in this minimization, 
we must study in more detail the form of the cost 
functrons and some of their more important charac- 
teristics. In this section, the cost function for 
the no-noise case is discussed briefly. The cost 
function of the noisy case is then discussed in 
more detail. The same two time historlea studied 
in the previous section are examined here. The 
noisy case is more interesting because it has a 
meaningful ~ram;r-Rao bound'and is more represen- 
tative of aircraft flight data. 
a function of the number of significant digits that 
are being used. For the 13-digit accuracy used First we will look at the one-dimensional case 
here. the cost eventuallv decreases to aaoroxi- where Lg is fixed at the correct value, because it 
mately 0.3 x lo-*'. is easier to grasp some of the characteristics of the cost function in one dimension. Then we will 
look a t  the two4imensional care, h e r e  both Lp and 
are varying. I t  i a  important t o  remmbar that 
everything rhom i n  t h i s  paper on cost  functions i s  
baaed on computed t laa h is tor ies  tha t  are defined 
by Bq. (36 ) .  For every ti- history w might 
choose (computed or f l i g h t  da ta) ,  a complete cort 
function i s  defined. For the c a . ~  o f  n variables, 
the cort function def iner a hyperuurface o f  n + 1 
dimensions. I t  might occur t o  us tha t  we could 
just construct t h i s  surface and look for the mini- 
mum, avoiding the need t o  bother with the minimiza- 
t i on  algorithm. This i s  not a reasonable approach 
becaure, i n  general, the number o f  variables i s  
greater than tvo.  Therefore, the cost function 
can be described mathematically but not pictured 
graphically. 
One-Dimensional Case 
lb i l l u s t ra t e  the many interest ing aspect. o f  
coet functions, it i s  easiest  t o  f i r s t  look a t  cost  
functions having one variable. In an earl ier  sec- 
t i on ,  the cost function o f  Lp and L6 was minimized. 
That cost function i s  moat interest ing i n  the L,., 
direction. Therefore, the one-variable cost func- 
t ion  studied here i s  J ( L p ) .  A l l  discussions i n  
t h i s  section are for J ( L ~ )  with L6 equal t o  the 
correct value o f  1 0 .  ~ i b u r e  8 shows the cost func- 
t i on  plotted as a function o f  L p  for  the case where 
there i s  no measurement noise (no-noise case) .  As 
expected for t h i s  case, the minimum cost  i s  zero 
and occurs a t  the correct value o f  Lp = -0.2500. 
I t  i s  apparent that  the cost  increases much more 
slowly for a more negative Lp than f c r  a positive 
Lp. In f ac t ,  the slope o f  the curve tends t o  
become less  negative where Lp i s  more negative than 
-1.0. Physically t h i s  makes sense since the more 
negative values o f  Lp represent cases o f  high 
damping, and the positive Lp represents an unstable 
system. Therefore, the p i  for  positive Lp becomes 
increasingly d i f f e r e n t  from the measured time 
history for small positive increments i n  Lp. For 
very large damping (very negative L ~ ) ,  the system 
would show essential ly  no response. Therefore, 
large increases i n  damping resu l t  i n  re la t ive ly  
small changes i n  the value o f  J ( L ~ ) .  
In F i g .  9 ,  the cost function based on the time 
history with measurement noise (noisy case) i s  
plotted as a function o f  Lp. The correct value 
o f  Lp (-0.2500) and the value o f  Lp (-0.3218) a t  
the minimum o f  the cost  ( 3.335) are both indicated 
on the figure. The general shape o f  the cost  
function i n  F i g .  9 i s  similar t o  that  shown i n  
Fig. 8.  Figure 10 shows the comparison between 
the cost  functions based on the noisy and no-noise 
cases. The comments relating t o  the cost function 
o f  the no-noise case also apply t o  the cost  func- 
t ion  based on the noisy case. Figure 10 shows 
clearly that  the two cost functions are sh i f ted  
by the d i f ference  i n  the value o f  Lp a t  the mini- 
mum and increased by the d i f ference- in  the minimum 
cost .  Cne would expect only a earall di t fergnce 
i n  the value o f  the cost  when far from the mini- 
mum. This i s  because the "estimate&" time history 
i s  so far from the measured time history that  it 
trrcomes irrelevent  as to  whether the measured 
tim his tory  ha# noise added. Iherefore,  for large 
values o f  cos t ,  the d i f ference  i n  the two cort  func- 
t ions  should be small i n  comparison t o  the to ta l  
cos t .  
Figure 1 1  shovs the gradient o f  J(%) plotted 
as a function o f  Lp fbr  the noisy care. This i s  
the  function foz  which we were t.rying t o  find the 
zero (or equivalently ,  the minimum o f  the cost  
function) using the Gauss-Newton method that  i s  
discussed i n  a previous section. The gradient i s  
zero a t  L~ = -0.3218, vhich corresponds t o  the 
value o f  the  minimum o f  J ( L ~ ) .  
The d i f ference  between the Newton-Raphson 
method (Eq. (lb)) and the Gauss-Nevton method 
(Eq. I & ) )  o f  minimization has been mentioned pre- 
viously. For t h i s  simple one-dimensional case, we 
can eas i ly  compute the second gradient both with 
the second term o f  E q .  ( 1 4 1 )  (Newton-Rapheon), and 
without the second term (Gauss-Newton, Eq. ( I & , ) .  
Figure 12  show a comparison between the Newton- 
Raphson and the Gauss-Newton approximation second 
gradients. The Gauss-Newton second gradient 
(dashed l i n e )  always remains positive because it 
i s  the sum o f  quadratic terms (squared for  the one- 
dimensional example). Ihe Newton-Raphson second 
gradient can be positive or negative, depending 
upon the value o f  the second partial darivative 
with respect t o  Lp. Other than the d i f f e rence  i n  
sign for the more negative Lp, the two curves have 
similar shapes. 
As s:ated ear l ier ,  the Csuss-Newton method can 
be shown t o  be superior t o  Newton-Raphsor, i n  cer- 
t a in  cases. We can demonstrate obvious cases o f  
t h i s  with our example. An easy way t o  se lec t  a 
spot where problems with the Newton-Raphson method 
w i l l  occur i s  t o  look for places where the second 
gradient (s lope o f  the gradient) i s  near zero or 
negative. F:.gure 1 1  has such a region near 
L~ = -1.0. ~f we choose a point where the gradient 
slope i s  exazt ly  zero, we are forced t o  divide by 
zero i n  Eq. ( 1 2 )  with the Newton-Raphson method. 
This point i s  a t  Lp = -1.13 i n  Fig. 12.  I f  the 
value o f  the slope o f  the gradient i s  negative, 
then the Newton-Raphaon method w i l l  go t o  very 
negative values o f  $. For very negative values 
o f  L ~ ,  the cos t  becomes asymptotically constant and 
the gradient becomes nearly zero. In that  region, 
the Newton-Raphson algorithm would diverge t o  nega- 
t i v e  i n f i n i t y .  I f  h e  slope o f  the gradient i s  
positive but small, we s t i l l  have a problem with 
the Newton-Raphson method. Figure 13 shows the 
f i r s t  i t era t ion  start ing from Lp = -0.95 for both 
Gauss-Newton and Ne~ion-Raphson. The Newton- 
Raphson method se lec ts  a point where the tangent o f  
the gradient a t  Lp = -0.95 intersects  the zero 
l ine .  This resu l i s  i n  the select ion o f  an I,, o f  
approximately 2.6 i n  the f i r s t  i t era t ion .  Prom 
that  value it requires many i tera t ions  t o  return t o  
the actual minimum. On the  other hand, the rauss- 
Newton method selects  a value for Ll, o f  approxi- 
mately -0.09 and converges t o  the minimum t o  fnur- 
d i g i t  accuracy i n  two more i tera t ions .  With more 
coaylex examples a comparison o f  the convergence 
properties o f  the two algorithms becomes more 
d i f f i c u l t  t o  visualize,  but the problems are gener- 
al izat ions o f  the si tuation we have observed with 
the one-dimensional example. 
Tho u s ~ f u l n o s s  of  t h o  crdr-R.O bound war as- - 0 - ~ i u n s i o n a l  Cam0 
cusaod i n  t h o  Examples With M o a s u r e m t  Noiso 8.C- 
t i o n .  A t  t h i s  p o i n t  it is u ro fu l  t o  digroam I n  t . i s  s e c t i o n  t h o  c o s t  func t ion  (dopondant on 
b r i o f l y  t o  d i scus r  saw of t h o  r ami f i ca t ions  of t h o  both  $ and L6) is  s tudied.  Tho no-noiao came is  
cra"r-Rao bound f o r  t h o  o n e - d i m s i o n a l  caro.  Tho o w n i d  f i r s t ,  follow*d by t h o  noisy can.. 
cra"r-~ao bound only  has s r a n i n g  f o r  t h e  noisy 
case .  I n  t h o  noisy  examplo, t h o  o s t i u t o  of Lp is 
-0.3218 and t h e  Cram&-Rao bound is 0.0579. Tho 
c a l c u l a t i o n  of t h o  Cra&r-iUo bound was dof inad i n  
t h e  provious s e c t i o n  f o r  both t h e  on.-dlmonsional 
and t r o - d i m n s i o n a l  oxuplom. Tho c r a d r - ~ a o  bound 
is an emtimato of t h o  s t anda rd  dev ia t ion  of t h o  
e s t i m t o .  One would oxp.ct  t h o  s c a t t o r  i n  t h o  
estiutom 5 t o  k of about t h e  #AM m q n i t u d .  
a s  t h e  o r t ima te  of t h e  s t anda rd  devia t ion.  For t h e  
one-dimensional case  discumsed here ,  t h o  range 
($ (-0.3218) p l u s  o r  Pinus t h o  Cram&-Rao bound 
(0.0579)) nea r ly  includes  t h o  c o r r o c t  valuo of  Lp 
(-0.2500). I f  noi.1 cases  a r e  uonoratod f o r  many 
tiw h i s t o r i e s  (adding d i f f e r e n t  w a s u r e u n t  no i se  
t o  each time h i s t o r y ) ,  then t h e  sample m a n  and 
sample s t anda rd  dev ia t ion  of tho  e s t ima to r  f o r  
t h e s e  cases  can k ca lcu la t ed .   able 5 g ives  t h e  
sample m a n ,  sample s t anda rd  dev ia t ion ,  and t h e  
s t anda rd  dev ia t ion  of t h e  sample w a n  ( s t anda rd  
dev ia t ion  divided by t h e  square  r o o t  of t h e  numb4r 
of cases )  f o r  5, 10, and 20 cases.  The 8Ampl0 
m a n ,  a s  expected, g e t s  c l o s e r  t o  t h e  c o r r e c t  value  
of -0.2500 a s  t h e  number of cases  increases .  Th i s  
is a l s o  r e f l e c t e d  by t h e  decreas ing values  i n  
column 3 of Table 5, which a r e  e s t ima tes  of t h e  
e r r o r  i n  t h e  sample man .  Column 2 of  Table 5 
shows t h e  sample s tandard dev ia t ions ,  which ind i -  
c a t e  t h e  approximate accuracy of t h e  ind iv idua l  
es t imates .  This  s t anda rd  dev ia t ion ,  which s t a y s  
more o r  l e s s  c o n t t a n t ,  is approximately equal  t o  
t h e  ~ramGr-Rao bound f o r  t h e  noisy  case  being 
s tud ied  here.  I n  f a c t ,  t h e  cram&-~ao bounds f o r  
each of t h e  20 noisy cases  used he re  ( n u t  shown i n  
t h e  t a b l e )  do not changr m c h  from t h e  values  found 
f o r  t h e  noisy case  k i n g  s tudied.  Both of theso  
r e a u l t a  a r e  i n  good a q a e w n t  with t h e  t h e o r e t i c a l  
c h a r a c t e r i s t i c s  ' of t h e  cram;r-Pao bound. and 
m x i ~ l m  l ike l ihood  emtimators i n  general.  
The examples shown he re  i n d i c a t e  t h e  value  of  
ob ta in ing  more sample time h i s t o r i e s  (maneuvers). 
Uore samples improve confidence i n  t h e  e s t ima te  of 
t h e  unknwns. The same r e s u l t  ho ld .  t r u e  i n  ana- 
lyz ing  a c t u a l  f l i g h t  time h i s t o r i e s  (maneuvers); 
t hus  it is always adv i sab le  t o  ob ta in  s e v e r a l  
maneuvers a t  a given f l i g h t  condi t ion t o  improve 
t h e  kst es t ima te  of each de r iva t ive .  
The s i z e  of t h e  Cra&r-Rao bounda and of t h e  
e r r o r  between t h e  c o r r u c t  value  and t h e  o s t i m t e d  
value  of I,,, is determined t.o a l a r g e  e x t e n t  by t h e  
l eng th  of ;he t i n s  h i s t o r y  and t h e  amount of noise  
added t o  t h e  c o r r e c t  t iw h i s to ry .  For t h e  example 
being mtudied here ,  it is apparent  f r o a  Fig. 5 t h a t  
t h e  moun t  of no i se  being added t o  t h e  t ime h i s t o r y  
is l a rge .  The e f f e c t  of t h e  power of t h e  w a s u r e -  
ment no i se  (GG*, Uqs. ( 3 )  and ( 4 ) )  on t h e  e s t i m t o  
of f o r  t h e  t ima h i s t o r y  is given i n  Tablo 6. 
The i s t i m a t e  of  L,, is much improvod by docroar ing 
t h e  measuremnt no i se  power. A reduct ion i n  t h o  
valuo of G t o  one-tenth of t h e  value  i n  t h e  noisy  
example being mtudied y i e l d .  an accep tab le  e s t i r t e  
of I,,,. For f l i g h t  da t a ,  t h e  measurement no i se  is 
No-Noimo Case. Won though t h e  cost func t ion  
is a func t ion  of  only two unknowns, it k c o u r  much 
nor0 d i f f i c u l t  t o  v i s \ u l i z e  than  t h o  one-unknown 
ca.0. Tho c o s t  func t ion  ove r  a zoasonablo r s n p .  of 
L, and L6 is shown i n  Fig. 14. Tho c o a t  incroasea  
v;ry r a p i d l y  i n  t h e  region of p o s i t i v e  $ and l a r g o  
valuos  of ~ 6 .  Tho reason is j u s t  an  o x t i n s i o n  o f  
t h o  argument f o r  p o s i t i v e  Lp given i n  t h e  previous  
sec t ion .  Tho shape of  t h e  &face can be dep ic t ed  
i n  g r e a t e r  d o t a i l  i f  we o x a d n o  only  t h e  values  of  
t h e  cost func t ion  l o s s  than  200 f o r  L,, less than  
1.0. Figure  15 shows a view of  t h i s  i e s t r i c t e d  
s u r f a c e  from t h e  upper end of t h e  su r face .  The 
minimum must l ie  i n  t h e  cu rv ing  v a l l e y  t h a t  goto 
broader  a s  we go t o  t h e  f a r  s i d e  of t h e  surface .  
Now t h a t  w e  have a p i c t u r e  of t h e  su r face ,  we can 
look a t  t h e  i s o c l i n e s  of cons tan t  c o a t  on t h e  
~ ~ - v e r s u m - L 6  plane.  Those isoclines a r e  shown i n  
Fig .  16. The minimum of t h e  c o s t  func t ion  is 
i n s i d e  t h e  clomod imocline.  The s t eepness  of  t h e  
cost func t ion  i n  t h e  posit ive-$ d i r e c t i o n  is  once 
aga in  apparent.  I n s i d e  t h e  c l o i e d  i s o c l i n e  t h e  
s h a m  is more nea r ly  e l l i p t i c a l ,  i n d i c a t i n g  t h a t  
t h e  c o s t  is nea r ly  q u a d r a t i c  he re ,  s o  f a i r l y  r a p i d  
convergence i n  t h i s  region would be expected. The 
Lp a x i s  becomm an asymptote i n  comt a a  L6 
appro ache^ zero.  The c o s t  is cons tan t  f o r  L6 - 0 
because no response would r e s u l t  from any a i l e r o n  
input .  The e s t ima ted  response i o  ze ro  f o r  a l l  
va lue6 of L ~ ,  r e s u l t i n g  i n  cons tan t  c o s t .  
F igure  16 shows t h e  minirun value  of  t h e  c o s t  
func t ion ,  which, a s  seen i n  t h e  e a r l i e r  example 
(Table  21, occur s  a t  t h e  c o r r e c t  v r luos  f o r  L~ and 
~6 of -0.2500 and 10, r e spec t ive ly .  Th i s  is a l s o  
ev iden t  by looking a t  t h e  c o s t  func t ion  su r face  
shown i n  Fig.  17. The murface has  i t s  minimum a t  
t h o  c o r r e c t  value.  A s  expected, t h e  value  of  t h e  
c o s t  func t inn  a t  t h e  mininum is zero.  
Noisy Case. A s  s h a m  be fo re  i n  t h e  one- 
dimensional Case, t h e  primary d i f f e r e n c e  between 
t h e  c o s t  func t ions  f o r  t h e  no-noise and noisy  
c a s e s  was a s h i f t  i n  t h e  c o s t  funct ion.  In  t h a t  
i n s t ance ,  t h e  noisy case  was s h i f t e d  s o  t h a t  t h e  
minimum was a t  a h igher  c o s t  and a more negat ive  
valuo of L ~ .  I n  t h e  two-dimensional came, t h e  no- 
no i se  and noisy c o s t  func t ions  e x h i b i t  a a i m i l a r  
s h i f t .  For two dimensions t h e  s h i f t  is i n  both t h e  
L~ and L6 d i r e c t i o n s .  The s h i f t  is smal l  tnougb 
t h a t  t h e  d i f f e r e n c e  between t h e  two c o s t  func t ions  
i n  not  v i s i b l e  at. t h o  s c a l e  shown i n  Fig.  14 o r  
from t h o  porspoct ivo of  Fig.  15. Figure  18 s h w s  
t h o  i s o c l i n e s  of  cons tan t  c o s t  f o r  t h e  noisy case .  
The f i g u r e  looks  much l i k e  t h e  i s o c l i n e s  f o r  t h e  
no-noise case  shown i n  Fig.  16. Tho d i f f e r e n c e  
botweon Figs.  16 and 18 is a s h i f t  i n  L, of about  
q. 1. This  is t h e  d i f f e r e n c e  i n  t h e  v a l k  of  L, a t  
t h e  minimum f o r  t h e  no-noise and noisy  cases .  
nour imt i ca l ly ,  onu can s e e  t h a t  t h e  s a w  would be  
t r u e  f o r  cases  with more than  two unknowns. The 
p r i m r y  d i f f o r o n c d  between t h e  two c o s t  func t ions  
is near  t h o  miniaum. 
reduced by improving t h e  accuracy of t h e  output  of 
t h e  measurement sensors .  
The next logical part of the coat function to 
examne im near the minimum. Pigure 19 rhowr the 
r a m  view of the coat function for the noimy care 
am waa shown in Fig. 17 f ~ r  the no-ncioe care. The 
shape ir roughly the r a w  a8 that m h w n  in Pig. 17, 
but the rurface is rhifted much that it8 minimum 
lie8 over L~ = -0.3540 and L6 - 10.24, and in 
rhifted upward to a cost function value of approxi- 
mately 3.3. 
To get a more precire idea of the coat of the 
noisy case near the minimum, we once again need to 
examine the iscolinem. The iroclines (Pig. 20) in 
this regio.; are much more like elliprem than they 
are in Figr. 16 and 18. We can follow the path of 
the minimization example umod before by including 
the results from Table 4 on Pig. 20. The firat 
iteration (L = 1) brought the valuer of $ and Lg 
very ~10.0 to the valuer at the minimum. The next 
iteration essentially relected the values at the 
minimum when viewed at this scale. One of the 
reasons the convergence is so rapid in thir region 
1s that the isoclines are nearly elliptical, demon- 
strating that the coat is very nearly quadratic in 
this region. If we had started the Gauss-Newton 
algorithm at a pcint where the isoclines are much 
leas elliptical (as in some of the border regions 
in Fig. la), the convergence would have been much 
slower initially, but much the same as it entered 
the nearl, quadratic region of the cost function. 
Before concluding our examination of the two- 
dimensional case, we need to examine the cram&-Rao 
bound. Figure 21 shows the uncertainty ellipsoid, 
which is based on the cram&-Rao bounds defined in 
an earlier sectisn. The relationships between the 
cram&-Rao bound and the uncertainty ellipsoid are 
discrissed in Ref. 16. The uncertainty ellipsoid 
almost includes the correct value of Lp and Lg. 
The ~ram;r-Rao bound for Lp and L6 can be deter- 
mined from the projection of the uncertainty ellip- 
soid onto the Lp and L6 axes. and compared with the 
values given earlier, which were 0.1593 and 1.116 
for and Lg, respectjvely. 
Estimatior. Using Flight Data 
In the previous several sections we examined 
the basic mechanics of obtaining maximum likelihood 
estimates from computed examples with one or two 
unknown parameters. Now that we have a grasp of 
these basics, we can explore the estimation of ata.. 
bility and control derivatives from actual flight 
data. For the computationally much more difficult 
situation usually encountered using actual flight 
data, we will obtain the maximum likelihood esti- 
mates with the Illiff-Maine code ( W L E 3  program) 
described in Ref. 17. The equations re motion that 
are of interest are given in the Aircraft Equations 
of Motion section of thks paperr the remainder of 
the equations are given in Ref. 17. 
In general, flight data estimation ia fairly 
complex, and program much as the Iliff-Maine code 
murt usually be used to asmist in the analyrir. 
However, one must still be cautioum about accepting 
the resultsr that is, the emtimater mumt fit the 
phenomenology, and the match between the measured 
and computed time hirtoriem must be acceptable. 
This is true in all fllght regimer, but one murt be 
particularly careful in potential problem rit- 
uations such as (1) in separated flow at high Mach 
nuberr or high angle of attack, (2) with unusual 
aircraft configurationn much as the oblique wing, l 8  
or (3) with modern high-performance aircraft with 
hiqh-gain feedback loopr. In any of the above 
casor, one rhould be particularly careful where 
there are even small anomliem in the match. These 
anomalies m y  indicate ignored terms in the equa- 
tionm of moticn, separated flow, nonlinearities, 
menror problem, or any of a long list of other 
problem. 
The following brief examples are intended to 
show how the above caveatr and the computed er . 
pler of previot~r mections can be used to ass: 'n 
the analymir. In the computed example, the Lr- 
ability of low-noire menmors, an adequate model, 
and several mneuvers at a given flight condition 
is shown. 
Hand Calculation Example 
Sometimes evaluation of a fairly complex flight 
maneuver can bc augmented with a simple hand calcu- 
lation. One example of this can be found for the 
space shuttle. The space shuttle is a large 
double-delta-winged vehicle designed to enter the 
atmosphere from space and land horizontally. The 
entry control system consists of 12 vertical 
reaction-control-system (RCSI jets (six up-firing 
and six down-firing), B horizontal RCS jets (four 
left-firinq and four riqht-firins), 4 elevon sur- 
faces, a body flap, and a split rudder surface. 
The locntions of these devices are shown in Fig. 22. 
The vertical jets and the elevons are used for both 
pitch and roll control. The jets and elevons are 
used symmetrically for pitch control and asymmetri- 
cally for roll control. The space shuttle control 
system is described briefly in Ref. 6. 
The shuttle example used here is from a maneu- 
ver sbtained at a Mach number of approximately 21 
and an angle of attack of approximately 40.. The 
controls being used for this lateral-directional 
maneuver are the differential elevons and the side- 
firing jets (yaw jets). The mneuver is shown in 
Fig. 23. Equations ( 1 5 1  to (31) describe the equa- 
tions of motion. A simplified approach can be used 
to determine some of the derivatives by hand. The 
approach is one that has been used since the begin- 
ning of dynamic analysis of flight maneuvers. In 
particular, for this mneuver .e slope of the 
rates can ba used to determine the yaw jet control 
derivatives. This is possible for this example, 
even with a high-gain feedback system, because the 
yaw jets are essentially step functions and the 
slope of lates p and r can be determined before the 
vehicle and the differential elevon (aileron) 
rerponmes become significant. The rolling moment 
due to yaw jet (LyJ) is particularly important for 
the and is, in general, more difficult to 
obtain than the more dominant yawing moment due to 
yaw jet. Therefore, as an illustrative example, 
L~~ is determined by hand. Figure 24 shows yaw jet 
and smoothed roll rate plotted at expanded scales. 
The equation for LyJ is given by 
LyJ = pIx/(Numbcr of yaw jets) (42) 
Therefore, given that 1, 5 900,006 slug-ft2 and 
the number of yaw jets is 4, Lyj 1 -2750 ft-lb. 
Tha @ a m  u n o u v o r  was analysod with m t 3 ,  and 
t h e  r a s u l t i n g  match is shown i n  Fig. 25. Tha match 
is vary (pod excapt f o r  a smal l  mismatch i n  p a t  
about  6 see.  Th i s  sma l l  mi-match was s t u d i a d  m a p  
a ra t a l l l  wi th  PVUS3 and found t o  k causad by a 
non l inaa r i ty  i n  t h e  a i l e r o n  da r iva t iva .  The value 
I r a  -3 f o r  LyJ is -2690 f t - l b ,  which f o r  t h e  
accuracy usad ha re  is a s s a n t i a l l y  cha s a u  value  a,r 
obta ined by t h e  s i m p l i f i e d  method. Tha a i l e r o n  
d e r i v a t i v e s  would k d i f f i c u l t  t o  d o t a r r i n a  a s  
accuratmly a s  t h e  yaw j o t  dorivativam. Although 
good a s t i u t a s  can seldom be obta ined wi th  t h e  
slop. v t h o d  discussed here ,  rough a r t i u t a s  can 
usua l ly  k obta inad t o  gain  soar i n s i g h t  i n t o  
valuer  obta ined with M L I 3  ( o r  any o t h e r  u x i a u  
l ika l ihood  program). These r w g h  a s t i r u t a s  can 
then  k usad t o  h a l p  a1.21ain unaxpoctad valuer  of  
amtimatas from a n  e s t ima t ion  proqram. 
S o m t i a e s  a f l i g h t  example becomes t o o  complex 
t o  q a t  anything o t h e r  than q u a l i t a t i v e  e s t ima tes  by 
hand. The determinat ion of t h e  rudder d e r i v a t i v e  
f o r  tho F-8 a i r c r a f t  v i t h  t h e  yaw augmentation sys-  
tom on dalonmtrates t h i s  d i f f i c u l t y .  Figure  26 
s h w c  an  axample of t h i s  d i f f i c u l t y  f o r  t he  F-8 
da ta .  This example, taken from Ref. 19, includes  
an  a i l e r o n  pu l se  and a rudder pulse .  Although an 
indapandent p i l o t  .udder pu l se  is inpu t  dur ing t h a  
maneuver, t h e  rudder is l a r g e l y  responding t o  t h e  
l a t e r a l  a c c e l e r a t i o n  feedback. When t h e  rudder is 
moving, s eve ra l  o t h e r  v a r i a b l e s  a r e  a l s o  moving, 
t h u s  -king it d i f f i c u l t .  to use t h e  s impl i f i ed  
approach j u s t  d iscussed.  However, C can be 
"6, 
roughly determined when t h e  rudder mavis, approxi- 
mately 1.7 s a c  from t h e  s t a r t  of  t h e  maneuver. 
Most of t h e  s lope  of yaw r a t e  is caused by t h e  
rudder, but a poor e s t ima te  would be obta ined us ing  
t h e  hand ca l cu la t ion .  
Cost Function fol' P u l l  A i r c r a f t  Problem 
The a n a l y s i s  of a l a t e r a l - d i r e c t i o n a l  maneu- 
ver  obta ined i n  f l i g h t  t y p i c a l l y  has  from 15 t o  25 
unknwn parameters ( a s  shown i n  Eqs. ( 1 5 )  and 
(3111, i n  c o n t r a s t  t o  t h e  one o r  two i n  t h e  simple 
a i r c r a f t  example. Thie makes d e t a i l e d  examples 
unwieldy and any graphic  p resen ta t ion  of t h e  c o s t  
funct ion impossible.  Therefore ,  i n  t h i s  s e c t i o n  we 
a r e  pr imar i ly  examining t h e  e s t ima t ion  procedure 
and the  process of t h e  minimization. 
For our f l i g h t  example, wa have chosen a 
l a t e r a l - d i r e c t i o n a l  maneuver, with both a i l e r o n  and 
rudder inpu t s ,  t h a t  haa 17 unknwn parameters.  The 
d a t a  a r e  from t h e  ob l ique  wing a i r c r a f t 1 '  with t h e  
wing unmkewed dur ing  t h e  maneuver. Thin example 
was chosen because it is a t y p i c a l  maneuver. Tha 
t ime h i s t o r y  of t he  da ta  and t h e  subsbquent output  
of W E 3  have been publ ished i n  Ref. 20. The tabu- 
l a r  remults of t h e  a n a l y s i s  a r e  shown i n  Table 7. 
The match k t w e e n  t h e  m a s u r e d  t im h i s t o r y  ( s o l i d  
l i n e s )  and t h e  es t imated ( c a l c u l a t e d )  ti- h i s t o r y  
(&shed l i n e s )  is  s h w n  a s  a func t ion  of  i t e r a t i o n  
i n  Fig. 27. Figures  27 (a )  t o  ( e l  a r e  f o r  i t e r a -  
t i o n s  0 t o  4,  r e spec t ive ly .  Table 7 shows t h a t  t h e  
c o s t  remains unchanged a f t e r  fou r  i t e r a t i o n s .  A 
mimilar r e s u l t  was obta inad f o r  t h e  two-d iuns iona l  
simple a i r c r a f t  exampla i n  Fig. 6 and Tabla 4. 
Of t h e  many th ings  t h e  a n a l y s t  must consider  
i n  ob ta in ing  a s t i r u t e s ,  t h e  two lost important 
ones a r e  h w  good is t h e  nutch and haw good is t h e  
convergence. A s a t i s f a c t o r y  match and m n o t o n i c  
convarganca arm d o s i r a b l a ,  bu t  no t  s u f f i c i e n t ,  
cond i t ions  f o r  a succass fu l  ana lys i s .  F igure  2 7 ( a ) ,  
a l though not  p e r f e c t ,  i e  a very good u t c h .  The 
convorganca can k m t  k evaluated by lookzng a t  t ho  
noramlirad c o s t  i n  t h e  l a s t  row of Tabla 7. The 
c o s t  has  r a p i d l y  and m n o t o n i c a l l y  convarqod i n  
fou r  i t e r a t i o n s ,  and it remains a t  t h e  convorqad 
c o s t .  These far - :or8  a r e  convincing evidanco t h a t  
t h e  convarp.nca i n  complete. Tharefora,  t h e  c r i -  
t e r i a  of match and convargenca a r e  r a t i s f i a d  i n  our  
a ~ m p l a .  I n  some c a r a s  wa r i g h t  encounter c o s t  
t h a t  doas not convarp. r a p i d l y  ( i n  f o u r  t o  mix 
i t e r a t i o n s )  o r  monotonically,  o r  s t a y  "axact ly* a t  
t h a  m i n i m a  value.  Thase s i t u a t i o n s  u s u a l l y  ind i -  
cat. a t  l a a r t  a smal l  problem i n  tho  a n a l y s i s .  
Thasa p r o b l e m ,  i f  found, arm usua l ly  t r a c e d  t o  
a d a t a  problem, an  inadoquata n t h a m a t i c a l  modal, 
o r  a maneuvar t h a t  con ta ins  a marginal amount of  
information. 
Tablo 7 a l s o  s h w a  t h a t  t ha  s t a r t u p  va lues  of 
a11 t h e  c o e f f i c i e n t s  a r e  r a r o  f o r  t h e  c o - t r o l  and 
b i a s  v a r i a b l e s .  Wind t u n n e l  e s t ima tes  could  hcva 
been used f o r  s t a r t i n g  values ,  bu t  t h e  convergence 
of  t h e  a lgo r i thm is not  very dapandent on t h e  
s t a r t u p  valuas .  Am p a r t  of t h e  s t a r t u p  a lgor i thm,  
t h e  HHE3 program normally holds  t h e  d e r i v a t i v e s  of 
t h e  s t a t e  v a r i a b l e s  con8tar.t u n t i l  a f t e r  t h e  f i r s t  
i te ra t io .1 ,  a s  is ev iden t  i n  Table 7. 
Figure  2 7 ( a )  shows t h e  match batwaen t h e  
measured and computed d a t a  f o r  t h e  s t a r t u p  values.  
The match is very poor because t h e  s t a r t u p  values  
f o r  t h e  c o n t r o l  d e r i v a t i v e s  a r e  a l l  zero ,  s o  t h e  
only  motion is i n  rasponse t o  t h e  i n i t i a l  condi- 
t i o n s .  The c o n t r o l  d e r i v a t i v e s  and b i a s e s  a r e  
determined on t h e  f i r s t  i t e r a t i o n ,  r e s u l t i n g  i n  
t h e  much improved match show.1 i n  Fig. 27(b) .  The 
match a f t e r  two i tera t ion. ,  shown i n  Fig. 2 7 ( c ) ,  
i s  improved a s  t h e  program f u r t h e r  modif ies  t h e  
c o n t r o l  d e r i v a t i v e s  and, f o r  t h e  f i r e t  time, 
a d j u s t s  t h e  d e r i v a t i v e e  a f f e c t i n g  t h e  n a t u r a l  
frequency (CnB and C t  ). By t h e  t h i r d  i t e r a t i o n  0 
(Fig .  2 7 ( d ) ) ,  tt z,provement i n  t h e  match is  
almost complete, because minor adjustments t o  t h e  
frequency a r e  made and t h e  dampins d e r i v a t i v e s  a r e  
changed. Fig.  27 (e )  shows t h e  match when a l l  b u t  
t h e  most minor de r iva t ives  have ceased t o  change. 
Seve ra l  gene ra l  obeervat ions  can be made based 
on t h i s  we l l  behaved example. The a t r o n g  o r  most 
important c o e f f i c i e n t s  have emsent ia l ly  converged 
i n  t h r e e  i t e r a t i o n s .  The s a w  e f f e c t  was seen i n  
t h e  s imple  example -- t h a t  is, L6 converged f a s t e r  
than Lp (Table  4 ) .  Some of t h e  l e s s  important o r  
second-order coef f  i c i e n t s  have on1 y converged t o  
two p l a c e s  a f t e r  t h r e e  i t e r a t i o n s  and a r e  mt '11  
changing by one d i g i t  i n  t h e  fou r th  p l a c e  a t  t h e  
end of  s i x  i t e r a t i o n s .  Another observat ion is t h a t  
f o r  soma c o e f f i c i e n t s  (Ct,, Cn6*, and Cg ) even 
6, 
though t h e  s i g n  is wrong a f t e r  t h e  f i r s t  i t e r a t i o n ,  
t h e  a lgor i thm qu ick ly  s e l e c t s  t h e i r  c o r r e c t  valuas 
once t h e  important d e r i v a t i v e s  have s t a b i l i z e d .  
I n  gene ra l ,  i f  t h e  a n a l y s i s  of a maneuver has  
gone we l l ,  we do no t  need t o  spend much time inmpec- 
t i n 9  a t a b l a  ana l0gw8 t o  Table 7. However, i f  
t h e r e  hava k e n  p r o b l e m  i n  convergence o r  i n  t h e  
q r u l i t y  of  t h e  f i t ,  a d e t a i l e d  in spec t ion  of  such a 
t a b l e  m y  ba necessary.  The d a t a  may show an impor- 
t a n t  c o e f f i c i e n t  going uns tab le  a t  an  e a r l y  i t e r a -  
t i o n ,  which could  cause probl?  r  l a t e r .  I f  t h e  
s t a r t i n g  values  a r e  g ross ly  i n  e r r o r ,  t h e  a lgo r i thm 
is d r i v e n  a l o n g  way from r e a s o n a b l e  v a l u e r  and 
t h e n  f o r  many r e a a o n r  d o e s  n o t  behave w e l l .  Occa- 
s i o n a l l y  t h e  a l g o r i t h m  a l t e r n a t e l y  s e l a c t s  from two 
d i v e r a o  a e t a  o f  v a l u e s  of t w o  o r  n o r e  c o e f f i c i e n t s  
on  s u c c e s a i v e  i t e r a t i o n s ,  behaving  am i f  t h e  shape  
o f  t h e  c o a t  f u n c t i o n  were a narrow mul t id iamnsiona l  
v a l l e y  ana logous  t o  b u t  l o r e  ex t reme t h a n  t h e  two- 
dimensional v a l l e y  shown i n  F iga .  18 and  20. 
cram&-Rao Bounds 
The e a r l i e r  a e c t i o n s  r e g a r d i n g  t h e  computed 
exaenple have  shown t h a t  t h e  ~ r a d r - R a o  bound i r  
a g w d  i n d i c a t o r  o f  t h e  a c c u r a c y  of  a n  e s t i m a t e d  
parameter .  The ~ r a m i r - R a o  bounds can  be  used  i n  
a s i m i l a r ,  b u t  somewhat more q u a l i t a t i v e ,  f a a h i o n  
example showed t h e  advantage  of  low measurement 
n o i s e ,  ~ l t i p l e  ~ i t i m ~ t n s  a t  a  g i v e n  c o n d i t i o n ,  a n d  
t h e  Cramer-Rao bounds, and t h e  q u a l i t y  of  t h e  match 
between t h e  awaa~rred  and computed d a t a .  The f l i g h t  
d a t a  rhowed t h a t  many of theme c o n c e p t s  s t i l l  h o l d  
t r u e  even  thoupt ,  t h e  d i m e n s i o n a l i t y  o f  t h e  c o a t  
f u n c t i o n  maker ~t imponr ib le  t o  p l o t  o r  v i a u a l i r r .  
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Table 2 Per t inent  v ~ l u e s  a s  a function of i t e r a t i o n  
L Q L )  E ~ ( L )  $ ( L )  *(L)  JL 
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Table 5 Hean and standard d e v ~ a t i o n s  fo r  es t imates  of Lp 
Sample standard 
Nunber of Sample man ,  Sample standard deviation of the 
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"(;PI deviation, a ( 4 )  mean, o ( i p ) / ~  
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20 -0.2452 0.0578 0.0129 
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