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We demonstrate that deep reinforcement learning (deep RL) provides a highly effective strategy for
the control and self-tuning of optical systems. Deep RL integrates the two leading machine learning
architectures of deep neural networks and reinforcement learning to produce robust and stable
learning for control. Deep RL is ideally suited for optical systems as the tuning and control relies
on interactions with its environment with a goal-oriented objective to achieve optimal immediate
or delayed rewards. This allows the optical system to recognize bi-stable structures and navigate,
via trajectory planning, to optimally performing solutions, the first such algorithm demonstrated to
do so in optical systems. We specifically demonstrate the deep RL architecture on a mode-locked
laser, where robust self-tuning and control can be established through access of the deep RL agent
to its waveplates and polarizers. We further integrate transfer learning to help the deep RL agent
rapidly learn new parameter regimes and generalize its control authority. Additionally, the deep
RL learning can be easily integrated with other control paradigms to provide a broad framework to
control any optical system.
Machine learning (ML) and artificial intelligence (AI)
algorithms are transforming the scientific landscape [1,
2]. From self-driving cars and autonomous vehicles to
digital twins and manufacturing, there are few scientific
and engineering disciplines that have not been profoundly
impacted by the rise of ML/AI methods. Optics is no
exception, with a significant growth of ML/AI methods
developed for applications ranging from imaging to op-
tical communications [3, 4]. For control applications, a
variety of ML strategies have been developed for stabi-
lizing optical systems such as mode-locked lasers [5–12].
From genetic algorithms to deep neural networks, these
studies provide a broad perspective on how a diverse set
of optimization algorithms can be used to automate the
control and self-tuning of a given optical device. How-
ever, one of the most successful ML architectures has yet
to be implemented for mode-locked lasers: reinforcement
learning (RL) [13]. RL is a rapidly growing branch of
ML/AI that is based upon goal-oriented algorithms in
which an agent learns from interactions with the envi-
ronment. It is the algorithmic basis for the popular AI
success stories on games like chess and Go [14]. Given
its leading status as a control and goal-oriented strategy,
we show that RL can be integrated with optical systems,
specifically mode-locked lasers, to produce an architec-
ture for intelligent and stable self-tuning operation.
The power of RL lies in its ability to learn from interac-
tions with the environment with goal-oriented objectives.
This is unlike the two other dominant ML paradigms of
supervised and unsupervised learning [1, 2]. With a trial-
and-error search, a RL agent learns to sense the state of
its environment and take actions accordingly to achieve
optimal immediate or delayed rewards. Specifically, the
RL agent arrives at different states by performing actions,
with the selected actions leading to positive or negative
rewards for learning. Importantly, the RL agent is capa-
ble of learning delayed rewards, which is critical for many
optical systems since a trajectory to the optimal solution
must be learned. This is equivalent to mapping out a
set of moves, or long term strategy, to win a chess game.
RL targets optimal policies for reinforcement learners to
maximize the total reward across an episode. Each state
follows a Markov property by assumption, i.e., each state
is determined only by the previous state and the transi-
tion taken to the current state. Thus a large number of
trials must be evaluated in order to determine an opti-
mal policy. This is accomplished in chess and Go by self-
play [14], which is exactly what the mode-locked laser is
allowed to do to learn an optimal policy.
In context of mode-locked lasers, the RL agent is given
access to the components of the laser typically used for
generating stable operation: the waveplates and polar-
izer (See Fig. 1). The RL agent then explores the ways
to maximize the policy information, which is centered
around stable mode-locking of the laser cavity. Specif-
ically, the highest-energy mode-locked pulse is typically
sought in the high-dimensional space generated by the
waveplates and polarizer. We show that the RL agent
can learn to stabilize a mode-locked laser in a robust
manner. More than that, it can learn pathways to cir-
cumvent regions in parameter space where bi-stabilities
exist. Indeed, the delayed reward structure of the RL
agent allows the system to learn how to maneuver around
bi-stabilities in order to achieve optimal mode-locking
performance. Such a trajectory cannot be discovered
with the variety of ML methods used so far on laser sys-
tems [5–12]. The RL framework is especially valuable for
systems where enough self-exploration can be promoted
in order to sample the entirety of parameter space. This
can be done with mode-locked lasers so that the RL ar-
chitecture provides a clear pathway towards technological
implementation and more robust turn-key technologies.
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FIG. 1. Schematic of the self-tuning fiber laser. The mode-
locked fiber laser, including the laser cavity and optical com-
ponents, is discussed in detail in the Methods Section B.
The deep reinforcement learning controller is discussed in the
Methods Section C.
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FIG. 2. The variation of the rewards and loss function during
training shows that the deep reinforcement learning controller
adapts to improved policies as training proceeds.
RESULTS
We demonstrate the efficacy of deep reinforcement
learning control on mode-locked fiber lasers in Fig. 1. We
first demonstrate the deep RL strategy for a single-input
control (α1). The deep RL controller is then applied in a
multi-input control to find the optimal orientation of the
waveplates (α1, α2, α3) and polarizer (αp). Finally, the
controller is generalized to find optimal solutions with
varying values of the fiber birefringence, which is an un-
measured latent variable that dictates the performance
of the laser cavity. RL is shown to be a robust and stable
way to enact control. The loss function, or optimization
objective, is detailed in the Methods section. Previous
work [5, 6] has found the loss function to be well mod-
eled by the cavity energy divided by the kurtosis (fourth-
moment) of the spectrum.
Single-input control for fixed birefringence
Figure 2 shows the variation of rewards and loss func-
tion during training process of the deep RL controller for
a single-input, single-output (SISO) case. The quarter-
waveplate angle α1 is the control variable, which can be
varied in 2◦ steps. The search starts with an initial value
of α1 = 15
◦, and all other angles are held fixed at pre-
determined, locally maximizing values. The deep rein-
forcement learning agent takes an action from a state
using epsilon-greedy policy and the exploration rate 
exponentially decays during training. We observe an in-
crease of the total reward over a complete episode as the
training proceeds, as shown in Fig. 2 (a). Note that the
deep RL agent adapts to a new policy when the loss rises
as shown in Fig. 2 (b).
Extending the initial values of α1 from 15
◦ during
training enables us to train a model that drives the laser
dynamics to mode-locking with different initial values of
α1, as shown in Fig. 3. With fixed birefringence pa-
rameter K, the deep reinforcement learning controller
correctly interprets and extracts features from the in-
put states, and takes the action to efficiently drive the
laser dynamics to mode-locked solutions with α1 starting
from [−40◦,−10◦]. For example, with the initial value of
α1 = −12◦, the reward of each step continues increasing
from the initial value as the deep RL controller drives
the intra-cavity dynamics to mode-locking, as shown in
Fig. 3 (iii). Interestingly, we observe hysteresis in the
corresponding change of α1 while the reward is consis-
tently increasing, as shown in Fig. 4 (a). The deep rein-
forcement learning controller correctly identifies the bi-
stability of the intra-cavity dynamics and arrives eventu-
ally at the globally maximizing solution in this case. No
other ML architecture to date has been able to identify
bistability. RL achieves this due to its deferred reward
structure which allows it to plan a path around the in-
stability. Figure 4 (b) describes the system bi-stability
with two controllers α1 and α2. Our deep RL agent suc-
cessfully discovers the path to drive the laser dynamics
to mode-locking, marked as path (i) in Fig. 4 (b). The
corresponding final states of the electric fields u and v are
also pictured in Fig. 4 (b), with a high reward r = 0.2062.
We compare this path selected by our deep RL agent to
the direct connection of the start and end points, which
is marked as path (ii) in Fig. 4 (b). The corresponding
final states of the electric fields u and v are also pictured,
of which we observe constant waveforms (plane waves)
with r = 0.0066. Note that in this work we only extend
the initial values of α1 to be in the range of [−40◦,−10◦]
during training, but the deep RL agent has the ability to
be generalized and further expanded to a larger range of
initial values of α1.
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FIG. 3. The deep reinforcement learning controller effectively drives the laser dynamics to mode-locked solutions with α1
starting from [−40◦,−10◦]. Left panel demonstrates the change of rewards in each episode starting with different initial values
of α1. The deep reinforcement learning controller adaptively selects actions to continue with the current waveplate orientation,
or increase/decrease α1 by 2
◦. Control results for experiments starting with α1 = −36◦, −28◦, and −12◦ are shown in detail
in figures (i)-(iii). Note that the intra-cavity electric fields u and v start as hyperbolic secant pulses in each experiment.
Multi-input control for fixed birefringence
Figure 5 shows the deep reinforcement learning con-
troller for the multiple-input, single-output (MISO) case
where we control all four waveplate orientations simul-
taneously. This multi-input control is more complicated
than the single-input case as the number of possible ac-
tions is significantly larger. Thus transfer learning is
leveraged to prevent the model from diverging at the
early stage of training. The number of controllers is grad-
ually increased until the desired performance is achieved.
The search starts with initial values of α1 = 15
◦, α2 =
−5◦, α3 = 20◦, and αp = 84◦. With fixed fiber birefrin-
gence, the deep reinforcement learning controller takes
the correct actions to drive the laser dynamics from con-
stant waveforms (plane waves) to the mode-locked solu-
tions, as shown in Fig. 5. After the mode-locked state
is achieved, the deep reinforcement learning agent con-
tinues searching through the action space with the re-
ward oscillating near the optimal performance. Because
the waveplate orientations are varied simultaneously, the
large action space results in a slow search for the deep
RL agent, and we find it difficult to eliminate such os-
cillations. Other adaptive controllers, for example, ex-
tremum seeking control [5], can be combined to stabilize
and attenuate such oscillations for better performance.
Multi-input control for varying birefringence
We find the neural network parameters of the deep RL
controller trained with birefringence K = 0.1 can be gen-
eralized to control the mode-locking dynamics at different
values of K. Except for a few cases, the deep reinforce-
ment learning controller successfully drives the laser dy-
namics to mode-locking with different values of birefrin-
gence K from −0.2 to 0.4, as shown in Fig. 6 (a). Note
that in such generalized cases, the deep RL controller
takes more steps on average to drive the laser dynam-
ics to mode-locking, and in some cases the mode-locked
solutions achieved are not tightly-confined as shown pre-
viously. Moreover, among a few cases, the deep rein-
forcement learning controller successfully achieves mode-
locking but gradually wanders afterwards.
One feasible solution to improve the control perfor-
mance in such cases is to retrain the model completely for
different values of birefringence K. However, we find the
neural network parameters of our deep RL agent adapt
well and quickly with transfer learning [15] to different
values of the birefringence K. In other words, there
is no need to retrain the model completely with vary-
ing K, but instead we can slightly increase the explo-
ration rate of the current model and collect more ex-
periences by interacting with the new environment of
4(a)
𝛼 !(deg
)
-10
-30
0.2000.050
-15                                                  5
i
0.125
-20        -10          0         10          20
t
2.0
1.0
0.0
(i)
(ii)
𝛼"(deg)
2.0
1.0
0.0
r=0.2062 
r=0.0066
ii
R
ew
ar
ds
α!
Bistability of laser dynamics(a)
(b)
FIG. 4. (a) The deep reinforcement learning controller for a
single-input, single-output (SISO) case. The reward r rises
from the initial value as the controller drives the intra-cavity
dynamics to mode-locking and we observe hysteresis in the
corresponding change of α1 while the reward r is consis-
tently increasing. (b) The deep reinforcement learning con-
trol for two controllers α1 and α2. Start with α1 = −15◦
and α2 = −3◦, the laser dynamics successfully arrives at
the mode-locked solution with r = 0.2062 following the path
(i) selected by the deep reinforcement learning controller,
whereas we observe the plane wave solution (r = 0.0066) fol-
lowing path (ii) as comparison.
changed birefringence K. These newly collected expe-
riences enable the model to quickly update and adapt to
the new environment. Thus it provides the possibility of
building an online model for what is typically a stochas-
tic and slowly-varying birefringence. In our experiments,
training the neural network parameters with the birefrin-
gence K = 0.1 takes at least 2000 episodes for the deep
RL controller to converge to the optimal policy, whereas
the transfer learning takes only 300 episodes on average
to adapt to environments with varying birefringence K.
With fined-tuned parameters for K ∈ {−0.2, 0, 0.2, 0.4},
we improve the performance of the deep reinforcement
learning controller to drive the laser dynamics to mode-
locking with other values of the birefringence K ranging
from −0.2 to 0.4, as shown in Fig. 6 (b). Note only four
sets of neural network parameters are used to generalize
the controller to a range of K values.
As previously noted, we find in some cases that the
deep RL controller successfully achieves mode-locking,
but gradually walks apart from the desired solution. In
such cases we can rely on extremum seeking controller
[5] or other adaptive controllers for better performance.
Extremum-seeking control, for example, is a form of
perturb-and-observe control that estimates the gradient
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FIG. 5. The deep reinforcement learning controller for the
multiple-input, single-output (MISO) case where we are con-
trolling all four waveplate orientations simultaneously (K =
0). The experiment starts with hyperbolic secant pulses u and
v in cavity, which are promptly attenuated to constant wave-
forms with initial values of α1 = 15
◦, α2 = −5◦, α3 = 20◦,
and αp = 84
◦. The four controllers α1, α2, α3, and α4 either
hold on to the current orientations or increase/decrease by
0.5◦ in each step.
of an objective function by injecting an additional si-
nusoidal signal as input. The signal converges more
rapidly when the objective function has a large gradient.
Extremum-seeking control can lock the system to the lo-
cal maximum and reacts rapidly to moderate changes
of intra-cavity dynamics [16]. However, it relies on ini-
tial conditions of the parameters and state of the system
since it only finds local maxima. Moreover, extremum-
seeking control cannot recover in cases when the sys-
tem is knocked far from the desired local maximum with
drastic perturbations. Therefore, a combination of the
deep RL agent with the extremum-seeking controller is
a viable integrative strategy since it can evade the poor
local maximum, and stabilize the intra-cavity dynamics
around the mode-locked solution. To implement this in-
tegrated strategy, the deep RL controller is first executed
in order to find a good mode-locked solution in a rapid
manner. Indeed, deep RL can find near optimal sta-
ble mode-locking with several steps of propagation. The
extremum-seeking controller is then turned on to stabi-
lize the system. The schematic is shown in Fig. 7.
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FIG. 6. (a) Neural network parameters of the deep RL con-
troller trained with birefringence K = 0.1 can be generalized
to environments with different values of K. (b) With transfer
learning, neural network parameters of the deep RL controller
can be rapidly fine-tuned with a small amount of newly col-
lected experiences and updated to control effectively in the
new environments with different values of K.
DISCUSSION
Deep reinforcement learning is a learning paradigm
that integrates the power of reinforcement learning and
deep neural networks. It is an ideal ML paradigm for
complex dynamical systems where the learning agent is
allowed to explore the system and for which trajectory
planning is critical for success: both aspects typically
manifest in optical systems. Here, we demonstrate a
fast, reliable self-tuning controller for the passive mode-
locked fiber laser with deep RL. The controller varies
all four waveplate orientations simultaneously to achieve
a tightly-confined, high-energy mode-locked state. In-
terestingly, the control paths selected by the deep rein-
forcement learning controller reflect the bi-stability of the
laser dynamics, and demonstrate the efficacy of the deep
learning control to correctly sense the state of the envi-
ronment in a bistable system. Although no new optical
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FIG. 7. Combining the deep reinforcement learning con-
troller with the extremum-seeking controller stabilizes the
intra-cavity dynamics and achieves mode-locking with varying
birefringence K.
physics is demonstrated in this work, we have provided
a principled control strategy to escape from the poor lo-
cal maxima by interacting with the environments, which
is important for building controllers in systems with bi-
stabiltiy. Moreover, the deep RL controller architecture
provided here can be easily integrated and generalized to
experimental environments and other optical systems, in-
cluding for instance, managing instabilities from disper-
sion management [17], controlling pulse compression [18],
and/or circumventing Q-switching instabilities [19]. Im-
portantly, given a well-defined reward criteria and state-
space, the deep RL architecture generates experiences
with its environment in order to train the deep reinforce-
ment learning controller.
The deep RL framework demonstrated here can be
combined and integrated with other control paradigms,
for example, the extremum-seeking controller, for a bet-
ter control performance. Since the deep RL controller
continues searching the entire space even with a good
mode-locked solution already found, it is difficult to elim-
inate the oscillation, and in some cases the controller
eventually walks apart from the mode-locked solutions.
An integration with the extremum-seeking controller sta-
bilizes the control performance around the optimal solu-
tion discovered, even with slowly varying birefringence.
With drastic perturbations to the birefringence, our deep
reinforcement learning controller can be promptly fine-
tuned to adapt to the new environments using transfer
learning. Once a new mode-locked solution is found by
the deep RL controller, the extremum-seeking controller
is turned on instead to stabilize the system. This hybrid
approach marries the ability of deep RL to search glob-
ally in a large control space with the increased stability
provided by extremum-seeking control via local optimiza-
tion.
6METHODS
A. Reinforcement learning
As noted earlier, RL is a branch of machine learning
that uses a goal-oriented algorithm that learns from in-
teractions with its environment. Using a trial-and-error
search, an agent learns to sense the state of its envi-
ronment and take actions accordingly to achieve optimal
immediate or delayed rewards. Specifically, the RL agent
arrives at different states by performing actions, with the
selected actions leading to positive or negative rewards
for learning. The agent’s behaviors are defined by poli-
cies of the reinforcement learning algorithms in the envi-
ronments, and we target at the optimal policies for rein-
forcement learners to maximize total rewards across an
episode (or trajectories generated by tuning the optical
system).
Q-learning
We leverage deep Q-learning, specifically the deep off-
policy temporal difference control algorithm [20, 21],
which approximates the current estimations based on the
previously learned estimations. In reinforcement learn-
ing algorithms, the state-action value function, or Q-
function, is defined as the expected discounted return
of rewards starting from the state s with the action a ac-
cording to policy pi. The Q-function specifies the agent’s
performance taking a particular action and transit from
the current state to the next with the policy we choose.
During training the reinforcement learning agent learns
and converges to the optimal policy that maximizes the
total reward across an episode.
Q-learning [22] is a particular approach to learn opti-
mal actions in such sequential decision problems and has
been recognized as a form of temporal difference learn-
ing [23]. Suppose we take action a in the current state s
and arrive at state s′, Q-learning obtains
Q(s, a) = r(s, a) + γmax
a′
Q(s′, a′), (1)
where r(s, a) is the reward collected performing action a
to move from state s to s′, γ ∈ [0, 1] is the discount factor
that controls the contribution of the rewards collected in
the future to the total reward after the episode is fin-
ished. During an episode, the agent proceeds by either
choosing the action with the highest Q value (exploita-
tion), or selecting randomly an action to explore other
possible states which may return higher delayed rewards
(exploration). The agent moves forward to the next state
s′ with the selected action a and collects the associated
reward r. Q-learning updates the current Q value of the
experienced state-action pair with the collected reward
after transitioning to s′ and the possible future rewards
taking the optimal action thereafter:
Qnew(s, a) = Q(s, a) + α(r + γmax
a′
Q(s′, a′)−Q(s, a)), (2)
where α ∈ [0, 1] is the learning rate. Note that the differ-
ence between the actual reward r + γmaxQ(s′, a′) and
the expected reward Q(s, a) is taken to update the value
of Q(s, a). The parameter α is important for convergence
since it determines to what extent the current Q function
is updated by the newly explored information. The Q
function is arbitrarily initialized and updated following
Eq. (2) until the Q-learning algorithm has converged.
Deep Q neural networks (DQN)
In discrete environments represented by a finite num-
ber of possible states and actions, we often search
through all possible state-action pairs exhaustively to
find the optimal Q(s, a) values and the associated policy.
However, this is computationally expensive and becomes
infeasible with more than a small number of state-actions
pairs. In continuous environments, it is impossible to
list and search through each state with different actions.
In contrast, deep Q learning [21] allows one to approxi-
mate the tabular Q function Q(s, a) as a parameterized
function Q(s, a; θ). Considering that neural networks can
provide good approximations to possibly very complex
functions, we utilize here deep neural networks as the es-
timator of the Q value function. In particular, Q(s, a; θ)
is modeled as a multi-layered neural network with pa-
rameters θ that takes a given state s as input and yields
a vector of values Q(s, ·; θ), each associated with a par-
ticular action a.
Following the Q-learning updating rule defined in Eq.
2, we refer to r + γmaxQ(s′, a′; θ) as the target value,
Q(s, a; θ) as the predicted value, and the difference be-
tween the target and prediction is minimized when the
current policy converges to the optimum. In deep Q
learning, we can define analogously the loss function as
the squared difference between the target and predicted
value:
L = (r + γmax
a′
Q(s′, a′; θ)−Q(s, a; θ))2. (3)
The loss is minimized by learning updates to the deep
neural network parameters θ that converge to the opti-
mal policy. In summary, we use neural networks for the
approximation of the Q function in deep Q learning, and
converge to the optimal policy by minimizing the loss.
In particular, we employ as deep reinforcement learn-
ing agent an adaptation of the double deep Q neural
network (DDQN) [24, 25] to the self-tuning laser con-
trol problem. The architecture of DDQNs is shown in
Fig. 8, where the inputs fed into the action network de-
scribe the current state that the deep RL agent is in, and
the output of the action network is the approximated
Q function, specifically the Q values for all possible ac-
tions given the current state. Following the loss function
defined in Eq. (3), we would observe strong divergence
during training since the same neural network with pa-
rameters θ calculates both the predicted value and target
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FIG. 8. The architecture of the double deep Q neural network.
A target network is included to stabilize the training. More
details are discussed in Section A.
value. To diminish the divergence, two separate networks
are employed, one for selecting an action and the other
for evaluating the selected action. Specifically, the target
network with parameters θ′ is used to calculate the target
value, while the action network with parameters θ yields
the predicted Q values associated with each action. The
new loss function is defined as:
L = (r + γmax
a′
Q(s′, a′; θ′)−Q(s, a; θ))2, (4)
where θ′ and θ stand for the different set of parameters
of the target network and the action network, respec-
tively. The parameters of the target network are peri-
odically frozen for several episode during training before
being updated by copying the parameters from the action
network, or partially updated with parameters from the
action network in each episode to stabilize the training.
To stabilize the training and reduce the overfitting
caused by correlation between the deep RL agent’s ex-
periences, we train the DDQN with an experience replay
buffer [26], which is usually defined as a queue that saves
a fixed number of the recent experiences. The experi-
ence < s, a, r, s′ > of the deep RL agent is defined as the
concatenation of the current state s, the action selected
a, the next state s′ after performing the action, and the
associated reward r received in this transition. During
training, rather than directly train with the newest ex-
periences collected, we sample a random batch of the
experiences < s, a, r, s′ > from the replay buffer and feed
the sampled batch to the neural network for parameter
updates. The deep RL agent benefits from the replay
buffers by learning from an enlarged range of random
and less correlated experiences.
B. Mode-locked fiber laser model
Our model of the laser cavity is a well-established com-
putational model which treats the cavity in a component
by component manner by separately applying the nonlin-
ear optical propagation to the laser dynamics with dis-
crete waveplates and polarizer in each round trip. This
model produces a rich set of dynamics that we wish to
control [27]. We model the propagation of intra-cavity
fields with the coupled nonlinear Schro¨dinger equation
with modifications to account for the bandwidth limited
gain and cavity losses [28–30]:
i
∂u
∂z
+
D
2
∂2u
∂t2
−Ku+(|u|2+A|v|2)u+Bv2u∗ = iRu, (5a)
i
∂v
∂z
+
D
2
∂2v
∂t2
+Kv+(A|u|2+|v|2)v+Bu2v∗ = iRv, (5b)
where u(z, t) and v(z, t) are often referred to as the fast
and slow components of the two intra-cavity electric field
envelopes, which are orthogonally polarized. The prop-
agation distance z is non-dimensionalized by the cavity
length, and the dimensionless time t is normalized by
the full width at half maximum of the pulse. D is the
average group velocity dispersion, A and B, determined
by physical properties of the laser fiber, are the nonlin-
ear coupling parameters characterizing the cross-phase
modulation and the four-wave mixing, respectively. In
this work we consider a silica fiber with A = 2/3 and
B = 1/3. The fiber birefringence, quantified by K, rep-
resents a major disturbance to the laser dynamics due
to its sensitivity to thermal fluctuations. The dissipative
term R, characterizing the bandwidth-limited gain and
attenuation arising from the Yb-doped amplification, is
defined as
R =
2g0(1 + τ∂
2
t )
1 + (1/e0)
∫∞
−∞(|u|2 + |v|2)dt
− Γ, (6)
where g0 is the dimensionless pumping strength, and e0 is
the dimensionless saturation energy of the gain medium.
Losses caused by output coupling and fiber attenuation
are characterized by the pump bandwidth τ and Γ.
The effect of the waveplates and polarizer during each
round trip is modeled by the discrete application of Jones
matrices:
Wλ/4 =
[
e−ipi/4 0
0 eipi/4
]
, (7.1)
Wλ/2 =
[−i 0
0 i
]
,Wp =
[
1 0
0 0
]
. (7.2)
Note that Wλ/4 characterizes the effects of quarter-
waveplates α1 and α2, Wλ/2 is for the half-waveplate α3,
and Wp is for the polarizer αp. An additional rotation
matrix R(α) is necessary to account for the offset be-
tween the direction of the intra-cavity fast field and the
principal axes of the waveplates and polarizer, and we
define
Jj = R(αj)WjR(−αj), (8.1)
R(αj) =
[
cos(αj) −sin(αj)
sin(αj) cos(αj)
]
, (8.2)
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FIG. 9. Schematic of the self-tuning mode-locked laser with deep reinforcement learning control. The input to the deep RL
controller describes the current state that the controller is in, and is defined as the concatenated electric fields u, v and waveplate
orientations α1, α2, α3, αp. The control inputs to the laser cavity are then updated by the selected action of the deep RL
controller, which result in changes of the laser cavity dynamics and returns new electric fields u, v, and reward r as defined in
Eq. 9 to the deep RL agent. Given the updated inputs and the associated reward r, the deep RL controller adjusts its strategy
accordingly to select the next action and optimize the control inputs to the laser cavity.
where αj (j = 1, 2, 3, p) is a waveplate or polarizer an-
gle. These rotation angles are easily manipulated via
electronic control [31], and are considered as the con-
trol variables of the deep reinforcement learning agent
for driving the laser dynamics to mode-locking in this
work.
C. Deep reinforcement learning control
A schematic of the self-tuning mode-locked laser with
deep reinforcement learning control is shown in Fig. 9,
highlighted with a deep RL controller and a mode locked
fiber laser cavity of passive nonlinear polarization rota-
tion (NPR). The mode-locking laser cavity, which is dis-
cussed in details in the previous section, is interpreted as
the interactive environment in the reinforcement learn-
ing framework, and the waveplate angles α1, α2, α3 and
polarizer angle αp are considered as the controllable ac-
tions of the deep reinforcement learning agent. We take
concatenated components of the electric fields u, v, and
the current waveplate orientations α1, α2, α3 and αp as
the input to the deep reinforcement learning agent. The
deep reinforcement learning controller is built with al-
ternatively stacked convolutional layers and max pool-
ing layers, followed by fully connected layers with leaky-
ReLU as activation functions. The convolutional layers
extract features from the input state by identifying the
solitons inside the electric fields u and v, and the max
pooling layers detect existence of the solitons and reduce
the input dimensionality before feeding into the fully con-
nected layers. Note that we demonstrate in this work the
efficacy of the deep RL architecture in a numerical sim-
ulation of the laser cavity, but it is possible to train the
deep RL controller directly in an experiment, as the con-
troller only relies on information that is readily available
in experiments.
The performance of the deep reinforcement learning
controller is evaluated in terms of a reward r. In particu-
lar, we seek to steer the system to high-energy mode-
locked states. However, the reward/cost landscape is
very complex and exhibits many local optima. In ad-
dition, evaluating energy is not sufficient, as there are
many chaotic solutions which have significantly higher
energy than mode-locked states [5]. To define the reward
r, we consider including the fourth-moment (kurtosis) M
of the Fourier spectrum of the waveform, which is large
for chaotic solutions but relatively small for the desired
mode-locked states. To have a large reward r only for
tightly confined temporal wave packets with relatively
large energy, we define [5]
r = E/M. (9)
To penalize the ineffective actions more efficiently during
training, we rescale the reward to be centered around
zero, so that the desired actions result in positive rewards
while the ineffective ones return negative rewards. We
rescale it back as defined in Eq. (9) after training for
9consistency and interpretability.
Our deep RL agent uses an -greedy policy to balance
between exploration and exploitation, and parameters θ′
of the target network are partially updated in each train-
ing step to improve stability. Note that the deep RL
agent spans a large action space in the multiple-input
single-output (MISO) case, when the three waveplates
and polarizer orientations α1, α2, α3, and αp are consid-
ered as controllers. Thus we observe convergence diffi-
culty in training the model directly with randomly ini-
tialized neural network parameters. To deal with this
problem, we start training our deep RL agent with a
single controller α1, and gradually increase the number
of controllers by initializing with previously trained pa-
rameters for the current model of increased number of
controllers. Such parameter initialization strategy effi-
ciently prevents the model from diverging, especially at
the early stages of training.
The deep RL agent takes as input the electric fields
and waveplate orientations, and the output yields Q val-
ues associated with all possible actions given the current
state that the deep RL agent is in. Following the -greedy
policy, our RL agent either randomly selects an action for
exploration, or greedily selects the action with the high-
est Q value for exploitation and moves to the next state
accordingly. Specifically, parameters α1, α2, α3, and αp
are adjusted according to the action selected, and conse-
quently we observe changes of electric fields u and v in
the fiber laser cavity. The reward r of this transition, as
defined in Eq. 9, is taken of the new intra-cavity fields
u and v after transition. The procedure is repeated un-
til the completion of the entire episode, and then a new
episode is started with the same initial conditions of the
electric fields and waveplate/polarizer orientations to col-
lect more samples. Thus, the deep RL agent learns from
different trials using exploration and exploitation, and
eventually converges to the optimal policy that leads to
the highest total reward across the entire episode. Note
that after the training stage, the learned policy of the
deep RL agent is evaluated by greedily selecting the ac-
tion with the highest Q value.
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