Recently, deep learning techniques have contributed to solving a multitude of computer vision tasks. In this paper, we propose a deep-learning approach for video alignment, which involves finding the best correspondences between two overlapping videos. We formulate the video alignment task as a variant of the well-known machine comprehension (MC) task in natural language processing. While MC answers a question about a given paragraph, our technique determines the most relevant frame sequence in the context video to the query video. This is done by representing the individual frames of the two videos by highly discriminative and compact descriptors. Next, the descriptors are fed into a multi-stage network that is able, with the help of the bidirectional attention flow mechanism, to represent the context video at various granularity levels besides estimating the query-aware context part. The proposed model was trained on 10k video-pairs collected from ''YouTube''. The obtained results show that our model outperforms all known state of the art techniques by a considerable margin, confirming its efficacy.
I. INTRODUCTION
Video Alignment refers to identifying the best correspondences, in both the spatial and temporal aspects, between two given videos. In other words, video synchronization aims at mapping each frame in the input sequence to the most alike one in the reference sequence, taking into consideration their temporal order [1] . The video alignment task has contributed to many computer vision applications. For instance, change detection [1] , video matting [2] , action recognition [3] , loop closure detection in SLAM [4] , object detection [5] , and video editing [6] .
The majority of the currently-existing alignment techniques imposed some restrictions like requiring the cameras to be rigidly connected [7] , [8] , or the need to track some feature points along the whole videos [9] , or assuming the temporal relation among the two videos to be constant [7] The associate editor coordinating the review of this manuscript and approving it for publication was Tallha Akram . or linear [8] . Unlike the previous techniques, we aim to relax these constraints to cope better with real practical applications.
Recently, with the help of attention mechanisms, the performance of the Recurrent Neural Network (RNN) has become more efficient in Natural Language Processing (NLP) and computer vision areas [10] , [11] and [12] . For instance, these mechanisms guide the RNN to focus on the most relevant part between a context paragraph in MC (or an image in Visual Question Answering (VQA)) task and a textual input question. The common features of the earlier attention-based works can be summarized as follows:
• First, they usually summarize the context into a fixed-length vector according to the attention weights.
• Second, the attention weights at a present time step rely on the attended vector of the prior step.
• Third, the attention is always unidirectional, i.e. from the query to either the context paragraph in NLP task or the target image in the image captioning task. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Unlike the previous attention techniques, a bidirectional attention flow mechanism, inspired by the recently published work in NLP [13] , is adopted in the proposed model. This technique is distinguished by the following features:
• First, the attention is computed at each time step, to avoid the information loss resulting from context summarization.
• Second, the attention estimation at each time step is independent of the attention at earlier steps. In other words, the attention relies only on the query and the context at the present step. Therefore, inaccurately estimated attention at earlier steps does not affect the current attention estimation.
• Finally, the attention is estimated in both directions, from the query to the context and vice versa, hence additional beneficial information becomes available to support our model.
Consequently, a novel efficient technique to solve the alignment task, based on bi-directional attention flow mechanism, is presented in this paper. It represents a more mature, and complete version of the initial work presented in [14] , at the modeling, implementation and testing levels. The proposed model imitates the MC task by considering one of the input videos as a query and the other as the context. The model is trained using a huge amount of collected video pairs from the internet that have been aligned and manually annotated. The model is tested on publicly available as well as challenging datasets. It has shown greater ability to align overlapping videos without the additional constraints imposed by earlier methods. Nothing other than the existence of an overlapping field of view among the input videos is required. substantially, our model can be considered the first work in literature to re-imagine the video alignment problem within the framework of MC. The rest of this paper is organized as follows. Section II overviews the most related works to the proposed model. Section III introduces the video frames representation method which is adopted in the proposed model. The model's architecture is presented in Section IV. Section V describes the datasets used in the experiments, the performance evaluation metrics, and the obtained results. Finally, Section VI concludes the paper.
II. RELATED WORK
In this section, topics relevant to the proposed work, are briefly reviewed.
A. CNN FEATURES
Recently, Convolutional Neural Networks (CNNs) have achieved great success in extracting highly discriminative features from input images. For example, pre-trained CNNs like VGG16 [15] , GoogLeNet [16] , ResNet [17] outperformed the hand-crafted methods such as SIFT [18] and SURF [19] , in densely extracting local features from images. This success is due to the existence of many convolution layers which are able to recognize more details in the input image. It is worthy to mention that choosing which layer to use for features extraction depends mainly on the task and the network used.
In this paper, a recently pre-trained CNN, called Incep-tionV3 [20] , is adopted to extract highly descriptive representations from the input video frames. Recently, this pre-trained network outperformed other neural networks in the content-based image retrieval task [21] , which is intimately related to the present work.
B. VIDEO ALIGNMENT
Video synchronization has been a challenging task in the computer vision field for a long time. Table 1 summarizes the characteristics of the known approaches, that contributed to the solution of this problem, according to their inputs and the constraints imposed by each approach.
Regarding the time correspondence, it is assumed to be a constant time shift, C(t q ) = t q + β, where t q and C(t q ) are the query frame and its corresponding one in the context video, respectively [7] , [24] - [28] , [34] - [36] , or a linear relation, C(t q ) = α t q + β, to consider the different frame rates of the input videos in [3] , [8] , [22] and [30] - [33] . On the other hand, many works adopted a free-form of the temporal correspondence [1] , [2] , [4] , [9] , [23] , [29] and [32] . Obviously, the non-parametric curve assumption makes the task much harder than the earlier methods that only estimate a single or a pair of parameters.
Most of these techniques assume an unknown geometric transformation between the coordinate systems of the corresponding frames which include for instance, an affine transform [3] , homography [9] , [22] , [26] , [30] , trifocal tensor [27] , the fundamental matrix [24] , [30] , [32] , [33] , or a deficient rank matrix [7] , [8] , [23] and [31] .
Regarding the restrictions imposed on the capturing process; the used cameras can either be rigidly-connected or independently-moving. The first restriction makes the problem easier since the geometric relationship between the coordinate systems of the used cameras is constant [3] , [7] , [8] , [22] , [23] , [25] , [28] and [30] . While the latter, as in our approach, with no geometric relation assumption among the intended videos except the existing of an overlapping field of view, faces many difficulties [1] , [2] , [4] , [9] , [24] , [26] , [27] , [29] and [31] - [36] .
By considering the input data, the existing methods can be classified into two types: feature-based and direct methods. In feature-based methods, tracking interest points along both videos are adopted in [7] , [9] , [22] - [24] , tracking both points and lines through three sequences in [27] , or extracting the interest points in space or in space and time as in [2] , [4] , [25] , [29] - [36] . While direct techniques rely, directly, on the frame intensity [1] , [3] , [22] , [28] , the frame intensity values combined with GPS data [1] , Fourier transform of frame intensity [26] , or dynamic textures [8] .
Although most of these works depend on the time domain representation in aligning the intended videos, it is worthy to introduce the other research direction that depends on the Fourier domain representation. It has been recently adopted by some methods, which assume a constant time shift among the input videos, and proved to be efficient in solving the video alignment task. Although the proposed work belongs to the time domain-based methods, Fourier domain-based methods, being the state of the art in the video alignment task, are briefly reviewed. For instance, Circulant Temporal Encoding technique (CTE) [34] , [37] computes, in the frequency domain, the matching scores among the two input videos for all possible time offsets, at once. Then, it considers the time offset corresponding to the maximum score for obtaining the best alignment result. Temporal Matching Kernel method (TMK) [35] represents a sequence of frame descriptors as a single fixed descriptor containing both visual and temporal information; by keeping m coefficients from the Fourier series. TMK computes the matching score among the two videos for all possible offsets values, through a trigonometric polynomial kernel as a score function. This technique outperforms CTE in aligning two videos in terms of accuracy. LAMV (Learning to Align and Match Videos) [36] is another interesting work that has been presented recently on the basis of the TMK, in a form of neural network. In other words, the temporal matching kernel is converted to a differentiable layer whose parameters are learned, instead of being handcrafted through choosing a specific matching Kernel, Von Mises, in TMK.
C. VISUAL TEMPORAL ATTENTION
Thanks to the attention mechanism, many attention-based models have shown their superiority over the state of the art techniques in various vision tasks.
Recently, Sharma et al. [38] have adopted the attention mechanism in the action recognition task and achieved superior results over existing techniques. They have proposed a new model that incorporates the attention with the recurrent networks to learn the most relevant video frames to the action. Also, attention mechanisms have achieved great success in VQA tasks, which are concerned with answering questions about images, compared to conventional methods that combine both the image and question encodings from CNN and RNN, respectively [11] , [39] . These mechanisms are classified based on their attention granularity level and the method of attention matrix construction. For the coarse granularity level, the attention is estimated from the question to various patches in the intended image [12] , [40] . While at the finer level, each word in the question attends to all patches in the image and only the highest attention value to each patch is adopted [41] . Also, Yang et al. proposed a hybrid approach by combining various representations for the question at multiple granularity levels uni, bi, tri-grams [42] . Regarding the attention matrix, there are various ways to build it, like concatenation, element-wise product/sum and bilinear pooling [43] .
Recently, leveraging the dual learning mechanism either alone or combined with attention has yielded significant performance gains in both visual and language domains. Specifically, estimating the attention from the question to all image patches as well as from the image to all question words has achieved better results in the VQA task [44] . Zhu et al. [45] have presented, on top of GRU, an encoderdecoder model that learns temporal structures of a video in a wide range. Specifically, the model has achieved promising results at answering multiple-choice questions about past/ future video clips, given only the current clip, via adopting the dual-channel learning algorithm for ranking the given answers. Simultaneously, a new recurrent model has leveraged the temporal learning in both directions to reconstruct the temporal context and encode the videos of various motion rates, resulting in a prestigious performance in both video captioning and event detection tasks [46] . On the other hand, estimating the attention among the query and the context in both directions has improved the accuracy of the results in the MC task [13] .
In summary, as an extension to using the bidirectional learning combined with the attention mechanism in various tasks, our proposed model follows the same track in solving the video alignment task. Hence, leveraging the fact that the visual temporal attention, in video-related tasks, empowers the machine learning algorithms to focus on the most important video frames.
III. VIDEO FRAMES REPRESENTATION
Each video is represented by a sequence of highlyrepresentative and compact descriptors through the steps indicated in Figure 1 , and further explained as follows:
A. PRE-PROCESSING All videos are sampled at a fixed rate (15 frames/sec) to follow a uniform format. Also, the individual frames are resized to suit the adopted feature-extraction network's input, InceptionV3, while maintaining the aspect ratio unchanged. 1
B. FEATURE EXTRACTION
In our task, we deal with long videos which motivate the need to derive compact, discriminative and fast-to-compute frame descriptors.
Towards this goal, we have been inspired by the recently published work for the content-based image retrieval task in [21] . This work introduces an efficient technique, namely Dense Depth Representation (DDR), which augments the number of local features extracted from CNN. Specifically, DDR splits the feature-maps along the depth dimension in order to obtain a large number of feature descriptors with low dimensionality. Experiments showed that applying DDR on the extracted features from the InceptionV3 [20] , pre-trained on ImageNet [47] , improved the performance of the aggregation algorithm. This contributed to obtaining a more representative image descriptor which, in turn, reflected on the overall performance of the image retrieval compared to the other networks [21] . Therefore, we follow the same strategy for extracting a highly-representative image descriptor for our proposed model, to achieve a good performance in terms of computational time, memory usage, and alignment accuracy.
The steps for extracting the image descriptors in our model are shown in Figure 1 , and can be summarized as follows:
1) From the pre-trained InceptionV3 network, specifically from the 8th pooling layer, a representative feature map of dimensions W (Width)×H (Height)×D(Depth), is extracted from the input image. 2) Applying DDR on the feature map augments the number of local descriptors from H × W to H × W × (D/splitfactor), where the split factor refers to the new dimension of each descriptor after splitting. 3) Using the square root normalization, given in [48] , to normalize the components of the local descriptors. 4) Applying the locVLAD (location-aware VLAD) algorithm [49] to aggregate all local descriptors into a couple of VLAD (Vector of Locally Aggregated Descriptors) vectors. 2 5) Z-score normalization 3 [50] is applied to both VLAD vectors, separately, to eliminate the repeated features. 6) PCA-whitening [51] is applied to reduce the dimensionality of the VLAD vectors, to 512D, besides eliminating the noisy values. 7) The locVLAD vector or the frame descriptor is the mean of the two VLAD vectors [49] . It is worthy to mention that locVLAD embedding technique is a variant of VLAD [52] and is used to encode all local descriptors of an input image to obtain a single representative and compact descriptor. The locVLAD vector computes the mean of two VLAD vectors, one is applied to the whole image, while the other is applied to the central region of the image which almost always contains the most interesting features. Practically, the 2nd VLAD considers only 70% of the original image [49] .
C. FRAME DESCRIPTORS PARAMETERS
In order to choose suitable parameters for the local descriptors extraction and locVLAD aggregation, the image retrieval benchmark Holidays [53] is used to optimize the trade-off among the descriptor size, speed of extraction, and performance. This dataset has been adopted recently for the retrieval of a specific event [34] , [37] which is relevant to our present work.
IV. THE PROPOSED MODEL
Our alignment model, or Bi-Direction Attention Flow-based model (BDAF), consists of five layers as shown in Figure 2 , and briefly explained as follows:
1) Input layer: takes both the query and context videos, separately, in the form of highly-discriminative descriptors extracted as explained earlier in Section III. 2) Contextual layer: considers the temporal interactions among all individual frames of both the query and context sequences, separately, which adds more useful information to the visual features obtained from the previous layer. 3) Attention layer: ties the contextual vectors of both the query and the context frames into a set of vectors representing the awareness of the query to each frame in the context video. 4) Modeling Layer: computes the interactions between the context frames, conditioned on the query video. 5) Output layer: answers the input query through specifying the start and end of the frame indices which enclose the best-aligned part in the context video. A detailed explanation of each layer is given below: 1) Input layer: It is responsible for delivering the input videos in the form of highly-representative and compact descriptors to the rest of the model layers, in a proper format. Specifically, the query and context videos are represented as sequences {q 1 , . . . , q N } and {x 1 , . . . , x M } of d-dimensional frame descriptors, respectively. Therefore, Q ∈ R d×N and X ∈ R d×M , such that N ≤ M . 2) Contextual layer: This layer applies a sequenceto-sequence encoding network (Bi-LSTM) on the descriptors obtained from the input layer. Simply, a Long Short Term Memory Network (LSTM) [54] is applied in both directions (forward & backward) in order to compute the temporal interactions among the input frames of both the query and the context, separately. Let d be the dimension of the output from each direction, hence the final output from the Bi-LSTM is a concatenation of both outputs, yielding U ∈ R 2d×N and Y ∈ R 2d×M for the query and the context videos, respectively.
It is worthy to mention that the previous two layers treat the query and the context inputs separately, besides considering the contextual layer as another feature-extraction level. 3) Attention layer: This layer is responsible for fusing the information received from both the query and context videos. Our technique adopts a promising way of estimating the attention among the two input videos, which outperforms the previous attention mechanisms. Simply, it estimates, at each time step, the attention degree of the query to each frame in the context video rather than just summarizing both videos into single vectors.
The attention layer accepts the contextual representative vectors of both videos from the contextual layer and generates a set of query aware vectors of the context video frames. Also, it allows the contextual embeddings of the context frames, besides the attention vectors, to pass to the modeling layer, instead of being lost in case of early summarization. In addition, the adopted attention mechanism computes two sets of attended representative vectors in both directions; from the query to the context and vice versa. In order to compute the bidirectional attention, a similarity matrix is constructed between the contextual embeddings of the query and the context frames, then used in the computation of both attentions. Similarity Matrix: It is calculated using the contextual matrices U , Y for the query and context videos, respectively, to obtain a matrix S ∈ R M ×N . Each element, S mn , represents the cosine similarity between the m-th context frame and the n-th query frame, respectively.
Context to Query Attention: This step identifies which frames in the query have the highest degree of relevance to each frame in the context video. Given the similarity matrix S, the attention weights of the query frames to the m-th frame in the context video can be computed through the following formula:
where S :m represents the m-th column in the S matrix corresponding to the m-th context frame such that a mn = 1, for all m. Then, a 2d × MŪ matrix which contains the attended query vectors relative to each frame in the context video is computed, as follows:
Query to Context Attention: This step contributes to answering the input query, through identifying which context frames have the nearest similarity to any of the query frames. First, the attention weights are estimated for the context frames through the following formula:
where the max function is applied over the columns of the S matrix. Then, the attended context vector is estimated as the weighted sum of the most significant frames in the context w.r.t. the query, as follows:
and as a result of tilingȳ for M times across the column, the matrixȲ ∈ R 2d×M is obtained. Finally, both the contextual and the attention layers' outputs are combined in a special way to obtain the matrix G ∈ R d G ×M . Each column in this matrix is considered as the query-aware representation of each frame in the context, and can be calculated as follows:
where β is a trainable function which merges its input vectors to yield a vector of dimension d G . This function could be any trainable neural network; however, a simple concatenation showed an acceptable perfor- is a row-wise concatenation operation, and • refers to an element-wise multiplication operation. 4) Modeling Layer: This layer is responsible for capturing the interaction among the context frames conditioned on the input query, unlike the contextual layer that does that independently of the query. It processes the G matrix which represents the query-awareness of all context frames, through a couple of bi-directional LSTM layers, with output dimension 'd' in each direction, to generate a D ∈ R 2d×M matrix. Each column in this matrix contains the contextual information about each context frame w.r.t. both the whole context and the query videos. It is worthy to mention that the main benefits of dividing the labor among the attention and modeling layers in the proposed model are: First, the attention layer is forced to learn the attention between the context and query videos, while the modeling layer focuses on capturing the interaction among the query-awareness of the context frames representations (the attention layer output). Second, the attention estimation at each time step is independent of the attention at earlier steps. Therefore, inaccurately estimated attention at previous steps does not affect the current attention estimation, unlike that expected in case of dynamic attention estimation via the modeling layer. 5) Output layer: The objective of this layer is to discover the best-mapped sub-sequence in the context video to the input query. Specifically, it defines the starting and the ending frame indices in the context video corresponding to the query video. First, the index of the start frame is predicted through computing its probability distribution over the whole context video as follows:
where w P start ∈ R 10d is a vector of trainable weights.
On the other hand, the end index is predicted through the following steps:
• First, the context video is weighted by the predicted span-start probabilities P start usinḡ d = m P start m D :m ∈ R 2d (8) and by tilingd, M times, along the column, the matrixD ∈ R 2d×M is obtained.
• Second, The information learned from G, D, andD matrices, is fused to form the span-end representation, as follows:
where α could be any trainable neural network.
However • Next, a single bi-directional LSTM layer is employed to encode the representation matrix H into a matrix D * ∈ R 2d×M . • Finally, the probability distribution of the end index over the context video is estimated, as follows:
where w P end ∈ R 10d is a vector of trainable weights.
A. TRAINING THE PROPOSED MODEL
To train our model, a collection of 1k of ''YouTube'' videos, of variable lengths from 2 to 5 minutes long, for various activities; like cooking, exercising, etc., besides some cartoon films and dynamic clips for dancing shows and concerts 4 ; has been selected.
To obtain the ground truth for our alignment task, we extracted from each collected video a set of 10 video clips (query videos) of lengths ranging from 5 to 50 seconds 4 Although some of the training videos are related to the content of the evaluation datasets, most of them have different content to confirm the generalization capability of the proposed model. with 5 seconds increment. They have been manually aligned w.r.t. their original videos (context videos), with a clear definition to the boundaries (start & end frame indices) of each query video relative to its corresponding context video. Therefore, our actual training set ends with 10k of overlapped query-context pairs with their corresponding annotations.
During the training stage, the loss function to be minimized is defined as the sum of the negative log probabilities of the true predicted start and end frame indices by the output distributions; averaged over all training samples as follows:
where φ represents all the trainable weights of the proposed model, N s is the number of training samples, y 1 i and y 2 i represent the true start and end frame-indices of the i-th sample, respectively, and P k refers to the k-th component of the output vector P, which corresponds to either P start or P end of the proposed model.
During testing, the best-aligned subsequence in the context video span (a, b), where a < b with the maximum value of P start a P end b , is selected.
V. THE PROPOSED APPROACH EVALUATION A. DATASETS
The proposed model has been evaluated on three challenging datasets shown in Table 2 , and briefly presented below. 1) Blind Navigation [55]: This dataset is composed of 12 pairs of variable-length videos that were captured by a user using a chest-mounted camera for various paths, half of them are taken indoor and the rest outdoor. Basically, these videos were manually annotated by some navigation instructions to guide the blind users along their routine paths; after defining their current locations w.r.t. some reference videos for the same paths. However, these videos have a tight relation to our alignment task and can be reused by re-annotating them. Consequently, for each pair of videos of the same path, a set of 10 random queries ranging from 5 to 120 seconds long, is extracted from one video and mapped into their corresponding parts in the other video, with a clear definition of their temporal boundaries. 2) Climbing [37]: It includes 89 single-shot videos of a mountain climbing session. They were captured from different locations by various kinds of cameras like camcorders, digital cameras, mobile phones, etc. of lengths between 5 seconds to 5 minutes. All these video clips were aligned manually with a single time-shift among each clip pair to construct the ground truth.
3) Madonna [34]:
It contains 163 videos of Madonna's concert in Rome, captured by many attendees using devices of low quality and in hard shooting conditions, at various locations of the scene. Since these videos were edited by their owners before posted on ''YouTube'', the segments are defined for each video and the pairwise alignment is then annotated among these segments.
To evaluate our alignment technique, the ground truth is publicly available for both the Climbing and Madonna datasets. Specifically, all video clips/segments in the Climbing and Madonna datasets, respectively, are temporally aligned relative to a global timeline, with a single offset for each. Consequently, we can retrieve all the temporally overlapped clip pairs and their corresponding boundaries; i.e. the start and end frame indices of the query, which is the shortest clip among the pair, w.r.t. the other video, namely the context video.
B. EXPERIMENTS
In this subsection, we, quantitatively and qualitatively, demonstrate the performance of the proposed model via testing on the previously mentioned alignment datasets. Then, we show its effectiveness w.r.t. the state of the art techniques for the video alignment task.
1) EVALUATION OF THE PROPOSED MODEL a: EVALUATION METRIC
For evaluation, we estimate the Pairwise Alignment Score (PAS), which is the number of overlapped clip-pairs whose temporal boundaries are correctly retrieved by our model. This number is then compared with the total number of temporally aligned videos in the ground truth and the percentage of correctly retrieved videos is reported. Table 3a records the prestigious performance of the proposed model through showing its retrieval accuracy on the Blind Navigation, Climbing and Madonna datasets with a tolerance of 0.1, 1, or 10 seconds, respectively. 5 Also, the observed disparity between the accuracy of the outputs (start & end frame indices) confirms the truth of adopting a free-form of temporal correspondence by the proposed model. Although the prediction of the end index relies on the weighted context by the predicted start probabilities, it is not the only parameter to affect the prediction. The attention also contributes to determining the end index even when the model doesn't define the start index accurately.
b: QUANTITATIVELY ANALYSIS

c: QUALITATIVE ANALYSIS
From the qualitative perspective, the efficiency of the proposed model has been observed across the three challenging datasets. Figure 3 shows two examples of correctly aligned video-pairs from the Blind Navigation dataset, where one pair is captured outdoor and the other indoor. Figures 4 and 5 show different examples of testing our model on Climbing and Madonna datasets, respectively.
2) COMPARISON WITH THE STATE OF THE ART
Compared to the results stated by Baraldi et al. in [36] for the most recent researches to solve the video alignment task, CTE [34] , TMK [35] , LAMV [36] , our model has achieved the best results. To follow the same baseline, the dimension of our descriptor is augmented to 1024D to be comparable with these techniques. While the number of frequencies used in these methods, which are Fourier representation based, to obtain the same descriptor size of our model is 64 for CTE, and 16 for the rest. Table 4 shows that the proposed model outperforms the state of the art techniques in aligning two overlapped videos, through testing on the most challenging datasets, Climbing, and Madonna, respectively. In practical terms, the accuracy of VOLUME 8, 2020 the BDAF-based method exceeds the LAMV method, yielding the best result. Improvements of at least 14% and 10% are obtained on the Climbing and Madonna datasets respectively, which represent significant margins of progress. It should be noted that using a larger descriptor shows improvements of at least 3% (Climbing) and 2% (Madonna) over those obtained using the original descriptor size in Table 3a . However, the descriptor size has to be reasonable to avoid memory limitations, especially with video-based works.
Although the model's results stated in Tables 3a and 4 seem reasonable, the misalignments in some cases may be attributed to the difficulty of the task, especially in the climbing dataset, because of the repeated rock features, the limited actions and the large variance in cameras' viewpoints. On the other hand, the model has achieved, relatively, better results on Madonna compared to the other techniques as the visual features are more distinctive in Madonna owing to the large screen on the stage displaying the fast-moving videos.
C. IMPLEMENTATION DETAILS
All experiments are run on a NVIDIA GeForce GTX 1080 Ti GPU mounted on a machine with Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz. Thanks to the Keras library, we were able to efficiently implement the video representation stage, building and training our proposed model based on deep learning technology. The 8th pooling layer 6 of pre-trained InceptionV3 for feature extraction has achieved the best results, with no need for fine-tuning. However, its input has been modified to maintain the aspect ratio of the input frames unchanged. In the preliminary experiments, the alignment accuracy using C3D features [56] was unsatisfactory. This could be attributed to the relatively long context videos used in our task, while C3D represents, only, the temporal information in short videos, usually of 16 frames. Hence, 7 that is highly recommended for RNNs (LSTM in our case) [57] .
D. ABLATION STUDY
In this section, we demonstrate the effectiveness of the proposed model's components by conducting an ablation study on each of these components, using the Climbing dataset as a testbed. Table 5 shows the results which are further discussed below.
1) BI-DIRECTIONAL ATTENTION FLOW
We prove the power of the bi-directional attention flow mechanism, which represents the core of the proposed model, through ablating its main elements as follows:
Ablating the Context to Query Attention: when the attended query vectorŪ :m is replaced by the average of the contextual query vectors, a drop in the retrieval precision by more than 6% is observed.
Ablating Query to Context Attention: when the attention layer output, G, doesn't comprise the terms related to the query to context vectorsȲ , a drop in the alignment precision by more than 3% is observed.
Attention Flow Evaluation: when the attention is dynamically computed in the modeling layer (LSTM), instead of being pre-estimated within the attention layer before passing to the modeling layer, 8 a drop in alignment accuracy by more than 2% is observed.
2) MODELING LAYER ABLATION
When the effect of the modeling layer's function is eliminated through modifying the output layer to work without the terms/ information related to the interactions among the query-aware context frames representations (the Modeling layers output). Consequently, the accuracy of the alignment task is affected negatively by more than a 5% reduction. Hence, the suitability of the proposed model's structure for its target computational task is verified. 
E. ANALYSIS 1) EVALUATION OF GRU ON TOP OF THE PROPOSED MODEL
Recently, due to the promising performance of Gated Recurrent Unit (GRU) 9 in many sequence modeling tasks, an experiment is conducted to show the effect of adopting it rather than LSTM in the proposed model. Specifically, on top of GRU, we retrain our model and the results are presented in Table 3b . Compared to the LSTM based results given in Table 3a , there is a slight improvement in the accuracy of aligning videos of the testing datasets.
It is worthy to mention that employing GRU with its simpler structure, in our model, has reduced the number of learnable parameters with a considerable margin by a factor of about 25%. Consequently, we conclude that replacing LSTM by GRU is a good suggestion due to its ability to keep the high performance of our model, besides its contribution to reducing the number of parameters, resulting in a less susceptible model to overfitting.
2) EFFECT OF VIDEO SAMPLING RATE ON THE SYSTEM'S PERFORMANCE
In this section, we study the effect of adopting various video sampling rates on the system's performance. Specifically, we select 8, 30, 60 fps, respectively, for mapping all videos to a common format (besides the initially adopted value of 15 fps), and then independently retraining and evaluating the system. Table 6 shows the results of estimating the percentage of correctly aligned videos, better than a threshold of a second, over the Blind Navigation, Climbing, and Madonna datasets, by adopting the defined sampling rates. The results show an improvement in accuracy with the increase in the sampling rate at the cost of an increase in memory consumption and computation time.
VI. CONCLUSION
In this paper, a novel alignment technique is proposed for a pair of unconstrained videos, having an overlapped field of view. As a preliminary step, each input video is converted into a highly representative sequence of fixed-depth descriptors. These descriptors are obtained by combining the dense representation (DDR) with the LocVLAD for better aggregation of the pre-trained CNN features, through considering only the most interesting part in each frame. The BDAF-based model accepts both the query and context videos in the form of these descriptors which are then processed through several layers considering both the visual and the temporal information. By adopting the bi-directional attention flow mechanism, the model is able to learn the query-aware context representation which accurately defines the best corresponding part to the input query. The model has been trained using 10k of collected videos from the internet which have been manually annotated. From the conducted experiments on three challenging datasets, it can be concluded that a promising technique to solve the video alignment task has been formulated, implemented and tested.
The current work could be extended via adopting the multi-tasking learning technique among related tasks; to leverage the learned knowledge from both the temporal action detection and the video alignment tasks. From our point of view, this direction could lead to a significant improvement in the performance of the proposed system for video alignment, besides generalizing it to both video copy detection and event retrieval tasks.
