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Mobile applicationAbstract People with special-needs face a variety of different challenges and barriers that isolate
them from their surroundings. Nowadays, several assistive technologies have been developed to
reduce many of these barriers and simplify the communication between special-needs persons
and the surrounding environment. However, few frameworks are presented to support them in
the Arabic region either due to the lack of resources or the complexity of the Arabic language.
The main goal of this work is to present a mobile-based framework that will help Arabic deaf peo-
ple to communicate ‘on the go’ easily with virtually any one without the need of any speciﬁc devices
or support from other people. The framework utilizes the power of cloud computing for the com-
plex processing of the Arabic text. The speech processing produced a cartoon avatar showing the
corresponding Egyptian Arabic Sign Language on the mobile handset of the deaf person.
 2016 Production and hosting by Elsevier B.V. on behalf of Faculty of Computers and Information,
Cairo University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).1. Introduction
Special-needs persons suffer from discrimination and obstacles
that limit their participation in different societal activities. Due
to the lack of proper communication, they are denied from
their rights to live independently, to work, or even to move
freely.A large number of special-needs cases live in developing
countries, regularly neglected and in extreme poverty. This
research focuses on people with hearing and speaking impair-
ment (deaf and dumb) in Egypt. According to last ofﬁcial
statistics, there are 360 million people worldwide have dis-
abling hearing loss [1] where more than 3 million of them
are located in Egypt [2]. Most of the Egyptian deaf lack the
ability to read or to write the standard Arabic language. There-
fore, the only way of communication among them is the Ara-
bic Sign Language (ArSL) that is not understood by hearing
people. This fact has a great impact on the social life of the
Egyptian deaf community that comes to be quite isolated
and has large difﬁculties to gain social experiences and
relationships.
Recently, there has been a revolutionary change in
approach, globally, to close the gap and guarantee that per-
sons with handicaps enjoy the same standards of equality
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an important role in the new methodology where several assis-
tive systems have been developed to support deaf communities
around the world.
For example the author in [3] has presented a concept that
uses a pattern recognition algorithm to analyze the acoustic
environment around the user, identify critical signature
and give an alert to the user where an event of interest
happened.
Another example presented in [4] makes the usage of low-
cost portable gloves, these clothes contain sensors to collect
data about hand gestures, and the collected data help to iden-
tify the ArSL signs performed by the deaf person.
However, the situation was quite different in the Arabic
region where there is no real consideration of governments
to the disabled people. For example, as marked by the report
in [5], the Egyptian government limits an ArSL translation to
News Programs on Television for only 10 min up to 7 h per
week. Also, the administration does not allow deaf persons
to get legislative documents translated into ArSL. Deﬁnitely,
the disabled community is still out of the administration inter-
ests and future plans.
Even more, the assistive technologies directed to deaf
communities in the Arabic countries are quite a few and
limited. Besides the government ignorance, the complexity
of the Arabic language and the ArSL is the main reason
for this limitation. Arabic language is much wealthier than
English and is considered as one of the most complex nat-
ural language [6]. Regarding ArSL, a standard dictionary
can be found in [7] that contains 1600 of the basic and
most common signs. Nonetheless, each country has its
own modiﬁed version of this dictionary that holds new
signs for its colloquial language and modiﬁed signs for
most of the existing words. Even more, you can ﬁnd for
the same word a different sign in distinct cities of the same
country [8].
As a conclusion, deaf individuals in developing Arabic
countries can communicate with normal people only through
an ArSL human interpreter who is very hard to ﬁnd and in
all the cases will break the conversation privacy. To help the
Arabic deaf community to integrate with the society and to
communicate easily with others, there is a big need to develop
an automatic machine-based interpreter that can convert
from Arabic speech to ArSL and vice versa [9]. The work in
this paper focuses on the ﬁrst direction, the Arabic speech
to the ArSL, while the other direction has been discussed in
[10].
In this paper, we introduce a mobile-based application that
plays the role of an intermediate interpreter between normal
and deaf persons, that helps to achieve a seamless communica-
tion on-the-go at almost real time.
However, the processing power of a mobile device may be
inefﬁcient for the conversion process. To solve this issue, we
have connected the application to a cloud-based framework
where we can delegate all heavy work to powerful resources
on the cloud.
The rest of this paper is organized as follows. Section 2
shows some of the related works concerning ArSL translation
systems. Section 3 describes the system architecture of the
cloud-based framework. In Section 4, experiments and resultsare presented. Finally, Section 5 concludes the paper and dis-
cusses the future work.
2. Related work
There exist several attempts to convert Arabic speech to ArSL.
In general, the conversion process has two main phases. First,
the Arabic speech is transformed to text, and then in the sec-
ond phase, the text is converted to its equivalent ArSL. Some
existing work tries to convert directly from the Arabic speech
to ArSL depending on third party tools for speech recognition.
In this section, a review of the most popular Arabic speech to
ArSL conversion systems is presented.
Authors in [11] introduce an Arabic speech to ArSL intelli-
gent conversion system. The system is based on a knowledge
base to resolve some of the Arabic language problems (e.g.
derivational, diacritical and plural). According to the authors’
evaluation, the system has accuracy up to 96%. Conversely,
the system has two main problems. It is a desktop application
and the system output is a sequence of still images without any
motion. Therefore, it is more suitable for educational pur-
poses, not for the on-to-go real-time translation.
The Research Lab LaTICE in Tunisia is currently working
on the Websign project [12,13]. This project tries to develop a
web-based interpreter of the ArSL. Websign is based on the
technology of avatar (animation in the virtual world). The
input of the system is a text and the output is an interpretation
in sign language. This interpretation is built through a lexicon
of word and signs. Utilizing the developed web service, a
mobile application (MMSSign) has been introduced in [14]
to convert text messages to its equivalent sign language in a
form of an Multimedia Messaging Service (MMS) to help
hearing persons to communicate with deaf people. The
MMSSign can support sending discrete information on long
periods (e.g. news, or weather status) but not for real-time
translation.
In [15], Halawani introduced a desktop application to con-
vert Arabic speech to ArSL. First, the human speech is con-
verted into text through a speech recognition system, and
then the text is converted to an avatar-based representation
of its equivalent ArSL. The avatar from the author’s context
is simply the graphical representation of the sign (just an
image). The translation process depends on a database of the
ArSL signs. However, there is no provided information about
how the size of the database will be limited and how the differ-
ent dialects of the ArSL can be handled. As an improvement to
this work, a system called ABTS-ArSL has been presented in
[16].
The ABTS-ArSL is again a desktop application that is
based on Microsoft Window 7 Speech Recognition Engine.
The last two systems are machine-dependent and need a PC
or a laptop to access them.
Al-Khalifa in [17] announced a mobile phone translator
system to convert typed formal Arabic text to ArSL using a
sign-avatar. The application depends on two processes (trans-
lation and presentation), and a sign dictionary. In the transla-
tion process, the sliding window technique is used to handle
the occurrence of compound sentences. The system’s presenta-
tion process relies on the Mobile 3D Graphics API (M3G) to
animate a 3D signer avatar. For the sign dictionary, a local
Figure 1 Framework architecture.
Figure 2 ERD diagram for the data layer.
Table 1 Signs category in the database.
Category Count
Numbers (digits) 10
Alphabets (letters) 28
Family 52
Jobs 35
Directions 28
Colors 14
Art 32
Occasions and holidays 24
Sports 45
Food and vegetables 94
Verbs 32
Tools 60
Furniture 30
Diﬀerent things 69
Patterns (more than one word) 35
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The system evaluation was based on the System Usability
Scale (SUS) [18] of only ﬁve users and claimed an average of
91%. However, the proposed system has many limitations.
First, the decision to depend on a local database, on a mobile
device with limited storage, has limited the number of signs
that can be stored in the database. Secondly, the application
has 50 characters as the maximum length of the translated sen-
tence. Third, it deals only with the formal Arabic as an input.
Finally, the translation process does not consider the sentence
semantics or the different aspects of the ArSL.
The main goal of this research work was to provide a close
to real-time seamless communication between hearing and
deaf people to enhance their social life activities. To achieve
this goal, we have developed a three-layer framework that
we will be discussed in detail in the following section.
Table 2 Example of signs that represent compound sentences.
Sign Pattern
ﺍﻟﺴﻼﻡﻋﻠﻴﻜﻢ
ﻭﺯﺍﺭﺓﺍﻟﺸﺌﻮﻥﺍﻻﺟﺘﻤﺎﻋﻴﺔ
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In this section, we designed a description of a three-layered
architecture to help the deaf community in Arabic countries
in general and in Egypt in speciﬁc. As shown in Fig. 1, the ﬁrst
layer from the bottom is the Data Layer where the avatar data-
base resides. The second layer is the Service Layer that holds a
set of third-party and our own web-services that are needed to
achieve the system functionality. Finally, the third layer is theFigure 3 Sequence diagram of the ArabInterface layer that represents the mobile application the user
needs to access the system’s different functionalities. Each of
these layers will be discussed in detail in the following
subsections.
3.1. Data layer
This layer embodies the system’s database that holds the video
representation of the ArSL signs. There were three different
options to produce the sign videos. The ﬁrst solution was the
motion capture where the motion of a person or an object is
recorded and then we use this information to animate a digital
character model either in 2D or 3D [19]. This solution needs
special hardware requirements (e.g. mocap plug-in and a
Kinect sensor). The second option was real video-recording
of a person that performs the sign; this requires ﬁnding the per-
son who is an expert in ArSL and has no problem to give you a
lot of his time to record a large number of videos. The last
option is called synthetic animation [20] which enables users
to exploit a sign-editor to create a video representation of signs
via a 3D or a 2D avatar. Our videos mainly use two tools: the
Sign Smith Studio from Vcom3D [21]; and the eSIGN author-
ing kit [22].
In ArSL, a sign can represent a letter/digit, a word, or a
compound sentence (pattern). Each of these components has
been stored in a separate table in the system’s ERD as shown
in Fig. 2 while the sign videos are kept in the ‘‘Signs” table.
The sign for a word or a pattern can have a different represen-
tation from one location to another. So, the location should be
connected to the sign representation using the ‘‘Relationships”ic speech to ArSL conversion process.
Figure 4 Text preprocessing steps.
Translation from Arabic speech to Arabic Sign Language 299table. A sign with a universal representation has a special loca-
tion id (zero in our case).
Currently, we have 588 signs in our database selected from
different categories as shown in Table 1. The signs have been
selected from the dictionary in [7].
Patterns are sentences that contain two or more words and
have only one sign in ArSL, we have already collected 35 dif-
ferent patterns, and two examples are shown in Table 2.
One important point that we have to mention is that ArSL
is quite different from spoken Arabic language [8]. ArSL sen-
tence does not follow the same order as a spoken language.
There is no singular, dual or plural agreement in ArSL. More-
over, ArSL does not make use of tenses as in spoken Arabic
language. Tenses are speciﬁed at the beginning of the commu-
nication and only changed when a new tense is required.
Another difference between ArSL and Arabic standard lan-
guage can be found also in [8].
As a ﬁnal remark, the system’s database is ﬂexible and open
for modiﬁcations. The system provides a web-based interface
that modiﬁes existing signs or adds new ones. For this purpose,
additional tables have been added to the database manage-
ment process. Unfortunately, this is not shown in diagram
due to space limitation.3.2. The service layer
The service layer comprises the core processing functionalities
of the system. In general, the system provides two main oper-
ations to its users. First, it converts the speech of a normal per-
son to ArSL. Secondly, it translates the text encoded in an
image to ArSL. The ﬁrst step in each of these scenarios is
extracting the text that needs to be translated to ArSL.
For text recognition from an image, we have developed an
optical character recognition (OCR) that utilizes the mobile’s
camera to capture the image. It analyzes the image to extract
text from it. However, for the speech recognition, the system
relies on the Android speech engine [23] that provides a speech
to text feature. For some languages, the speech engine sup-
ports ofﬂine speech to text conversion which is not the case
for the Arabic language. Arabic speech should be streamed
in the background to the ‘‘Google Speech Service” where the
voice will be converted to text and sent back to the application
as illustrated in Fig. 3.
The obtained text and the current user’s location were col-
lected through the GPS module or manually speciﬁed by the
user, then sent to our ‘‘Cloud Service”, web service deployed
on a cloud instance, where the translation to ArSL is actually
performed. To simplify the conversion process, the text ﬁrst
needs to be preprocessed through the Microsoft Arabic
Toolkit Service (ATKS) which will be explained in
Section 3.2.1.
The last step before obtaining the signs’ videos is the tok-
enization of the preprocessed text. First, a sliding window
search is performed to identify compound sentence (patterns)
for example ﺍﻟﺴﻼﻡﻋﻠﻴﻜﻢ . If a pattern has been found, it is
inserted as a single token in the tokens’ queue. Secondly, each
identiﬁed named entity in the preprocessed text (proper names,
locations, or organizations) is broken down into characters
that are inserted into the tokens’ queue as separated tokens.
Finally, the remaining words are inserted as individual tokens
in the queue in their accurate order. For each token, the corre-
sponding sign video is retrieved from the database according
to the given location information. Then, the videos are merged
and streamed back to the mobile application where the deaf
user can watch the ﬁnal translation of the recorded speech.
If a word cannot be found in the avatar database, a notiﬁca-
tion is sent to the database admin and the word is translated
as discrete letters.
3.2.1. Text preprocessing
The Microsoft Advanced Technology Lab in Cairo has pro-
moted the Arabic Toolkit Service (ATKS) [24] as a suite of
Natural Language Processing (NLP) components that target
the Arabic language. The suite contains a spell-checker to
detect and correct misspelled words; a morphological analyzer
(SARF) that can analyze an Arabic word and extract its root,
pattern, stem, part of speech, preﬁxes, and sufﬁxes; a dia-
critizer that can provide an accurate diacritization for Arabic
text; a named entity recognizer (NER) to classify named words
into persons, locations and organizations categories; a collo-
quial to Arabic converter that translates the Egyptian collo-
quial text into modern standard Arabic; and a part-of-speech
(POS) tagger. The ATKS describes these modules as web ser-
vices hosted on Windows Azure [25].
(a) Guest Screen (b) Main Operaons
(c) OCR Operaon (d) Avatar Translaon
Figure 5 User interface.
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input text before applying the ArSL translation. The prepro-
cessing steps are shown by example in Fig. 4.Initially, the spell-checker module is used to enhance the
quality of the text. The auto-correction feature is utilized to
correct common mistakes in standard Arabic words without
Table 3 Performance evaluation.
Input Type Avg. waiting
time (s)
Pattern 4.48
Word 3.72
Standard Arabic
Sentence
4.84
Egypt Colloquial
Sentence
5.52
Noun (letter-based
translation)
4.2
Translation from Arabic speech to Arabic Sign Language 301user effort. As shown in the given example, the module has
ﬁxed two errors related to the hamzah ﺃ and tah marbutah ﺓ
rules.
This work focuses mainly on the Egyptian deaf community.
Hence, most of the input will be in the Egyptian colloquial
text. Using the colloquial format for the translation process
is inefﬁcient as it will result in a very large set of words and
an unbounded avatar database. Therefore, the second step of
text preprocessing is connected to the colloquial converter
module that translates Egyptian colloquial text into standard
Arabic text. Additionally, it handles mixed text that combines
modern standard Arabic and colloquial text by translating
only the colloquial words and selecting the best translation
based on the context.
The vast majority of people, organizations and locations
names have no speciﬁc signs in ArSL. Generally, they are
translated as separated letters. In order to achieve this in our
translation, these special entities need to be recognized in the
text. The third text preprocessing step is responsible for retriev-
ing named entities from standard Arabic text through the
NER module of the ATKS. As illustrated in Fig. 4, step three
of this speciﬁc example, three entities have been identiﬁed and
classiﬁed into three classes: a person name, a location, and an
organization.
Arabic NER can extract foreign and Arabic names, loca-
tion entities such as cities, countries, streets, squares, as well
as organizations such as sports teams, political parties, compa-
nies, and ministries.
3.3. The interface layer
This layer represents the communication channel between
users and the overall system. It affords a user-friendly mobile
application (Android [26]) that helps users to easily access the
different system’s functionalities.
Guests (unregistered users) can only access the speech-to-
ArSL translator, the main functionality of the system, as
demonstrated in Fig. 5(a). During registration, users have to
specify the location information and whether the system
should automatically update the location data whenever the
GPS module is activated or not. This information helps the
system to select the most appropriate sign during the transla-
tion process as explained in Section 3.2.
Registered users can access four different operations given
in Fig. 5(b). The OCR operations can be applied to existing
photos, or the user can use the mobile’s camera to capture
an instance image (see Fig. 5(c)). The ﬁnal result of the trans-
lation process is represented by an animated avatar along with
the original Arabic sentence as illustrated in Fig. 5(d). As
indicated in Fig. 5(b), the application provides an additional
feature related to the barcode reader that is not covered in this
paper and will be considered in a separate one.
3.4. Hypothetical sample usage scenario
Assume a deaf person who is not educated and cannot read or
write standard Arabic language. He/she wants to meet his/her
friends in a new club for the ﬁrst time.
So, he/she asks one of his/her friends to write down the
address on a paper. Then, he/she took a taxi and gave himthe paper. But, the address was not clear for the driver and
he started to ask questions that are the deaf could not hear,
the deaf person gets his mobile out and used our program to
translate the driver speech into ArSL and started to replay
with simple signs like yes/no.
The driver dropped the deaf person on the mentioned
address. Unfortunately, the deaf person discovered another
problem. There are three similar buildings on the street and
he cannot recognize which one is the new club. Again, he used
our program to scan the text announced on each building and
he was able to recognize his destination as the program has
translated the titles into ArSL.
4. Evaluation
The accuracy of the implemented system is mainly based on
two factors:
 The accuracy of the Google Speech engine that is responsi-
ble for converting from Arabic speech to Arabic text.
According to our evaluation, the accuracy of short Arabic
sentences is between 77% and 84%. Short sentences here
means that a sentence with two to four words. If the user
starts to speak fast or in continuous long sentences, the
accuracy will be degraded to 70% or less. Thus, to get an
acceptable result, users have to speak in moderate speed
and in short sentences.
 The completeness of the sign database: The current data-
base doesn’t include the whole set of ArSL sings. We tried
to solve this problem by making our database easily extend-
able through a web-based interface that allows admin to
add new signs to the database. If an Arabic word can’t be
found in the database, the program translates it as discrete
letters to help the deaf person to predict the meaning and
then the system sends an email to the admin asking him
to add the missing word in the database.
To evaluate the system efﬁciency and user satisfaction, a
performance and usability tests have been conducted.
For the performance evaluation, we have deployed our ser-
vices on an instance of a private cloud that has two virtual
CPUs and 8 GB or RAM. Regarding the client side, we have
used a Samsung S4 smartphone with a Wi-Fi connection to
an ADSL line with 2 Mbps speed. Then, we have selected a test
dataset that represents different types of input as shown in
Table 3. For each input, the average waiting time (of three
Figure 6 SUS users.
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lation’s video, has been recorded. As concluded from the
results, the average waiting time ranges from 3.7 to 5.5 s. This
is quite acceptable compared to the average quality of the
Internet in Egypt.
To measure the user satisfaction, we assigned a group of
users some scenarios to evaluate our program. Then we used
the System Usability Scale (SUS) that is a scale-based ques-
tionnaire made to grade the usability of systems. The question-
naire contains ten questions and its ﬁnal result is represented
as a score between 0 and 100, where 100 indicates ‘‘best”
usability [27]. Initially, the questionnaire has been translated
into both standard Arabic and ArSL. Then, it has been sub-
mitted to 68 users from the ‘‘school of deaf and dumb” and
‘‘El-Fagr El-Gded” association for deaf persons located in
Ismailia, Egypt. The selected users include deaf-specialized
teachers, deaf persons and normal people scattered as shown
in Fig. 6.
Around 10% of the users, all from the deaf community
refused to participate in the testing. These users seemed to
have problems with dealing with strangers and trying new
things. The other users’ SUS score ranged from 75 to 84 with
an average of 79.8 and this is an acceptable score. During the
testing process, we collected all clients’ feedback. Noteworthy
ones are below:
 The deaf community: they don’t like the avatar representa-
tion; they prefer real human videos that will show better
facial expressions and body motions. Additionally, they
would like to be able to upload their own signs to the data-
base through the mobile’s camera.
 The normal people: slow and modulated discourse is obliga-
tory with accurate is a must. (As a remark, this is not a
problem of the application itself. It is related to the Google
speech engine used for the conversion process.)
5. Conclusion and future work
This paper has presented a cloud-based framework that has
been developed to serve the community of Arabic deaf people.
The primary goal is to assist deaf individuals to communicate
effectively with the great public in order to gain better social
life.
The framework utilizes the computational power of cloud
computing and a set of third-party services to translate Arabic
speech and extract Arabic text from different sources intoArSL. It considers the complex nature of the ArSL including
the existence of different signs of the same word according
to user’s location. As well, it utilizes a text processing service
to enhance the Arabic text for a better translation process.
Although the presented framework appears complex, this com-
plexity is not delivered to its users. Users need to deal with a
simple mobile application that can be used on-the-go for
real-time avatar-based translation.
This application has passed two evaluation tests: A perfor-
mance test with an average waiting time from 3.7 to 5.5 s; and
a usability test with a 79.8 average SUS score that discloses an
acceptable application.
Our users’ feedback has directed our current and future
plans in the following directions. Currently, we are working
on a sign database that is based on a real human representa-
tion. The idea is trying to use GIF animated images instead
of videos to reduce to the size of the database, then, we will
check the possibility of moving the database to a local one
on the mobile phone to reduce the network streaming. In the
foreseeable future, a new feature will be added to the applica-
tion to allow deaf users to exploit the mobile’s camera to
record and upload their own signs representation to the data-
base. Finally, we are currently working on extending the sys-
tem to provide the translation, the other way around, from
ArSL to Arabic speech.Acknowledgment
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