For a general class of constrained uncertain nonlinear discretetime systems, and a general class of observers, it is developed bilinear matrix inequalities whose solution gives gain matrices used in a piecewise affine observer/controller structure. The closed-loop system is robustly quadratically stable with a region of attraction larger than a prescribed ellipsoidal region. It is also developed a second-order algorithm for solving these inequalities locally.
Introduction
The problem of stabilizing nonlinear systems using output measurements is a fundamental problem in control, and has received considerable attention in the literature. This is in general a hard problem, as illustrated by the fact that finding a stabilizing static output feedback (equivalent to a reduced order dynamic output feedback problem) for time-invariant linear systems is still an open problem [4] , [1] . Further, incorporating input and state constraints make the output feedback stabilization problem even more challenging.
In [12] , the authors have attacked this problem using (reduced order) piecewice affine dynamic output feedback for constrained nonlinear discrete-time systems. The associated bilinear matrix inequality feasibility problem has proved to be hard to solve, thus motivating us to consider piecewise affine observer-based controller structures. By structuring the dynamic part of the controller this way, we are essentially limiting the space to search for controller parameters.
A common approach to the output feedback stabilization problem, is to design an observer to obtain an estimate of the state, and then (independently) design a state feedback controller using the estimated state. In the case of linear systems, using linear state feedback coupled with a linear state observer results in global asymptotic closed-loop stability as long as the observererror dynamics and the closed-loop process under pure state feedback are asymptotically stable. In this case the separation principle is said to hold [7] , since the assignment of the closed loop eigenvalues can be carried out as separate tasks for the state feedback and observer problems.
For nonlinear systems, it has only been possible to establish separation principles that either gives only local stability (see e.g. [10] ), or consider specific classes of systems. As an example, [3] shows that the performance (including asymptotic stability and region of attraction) of a globally bounded state feedback control of a certain class of nonlinear systems can be recovered using a sufficiently fast high-gain observer. Despite this, the lack of a global separation principle for general nonlinear systems suggests that designing state feedback using a state observer should in many cases be performed together, analyzing the nonlinear system and the observer as one system.
The approach taken herein is to simultaneously search for piecewise affine observer-state feedback and piecewise affine observer output injection that stabilizes the composite system, taking constraints into consideration. For a general class of uncertain nonlinear discrete-time systems, and a general class of observers, it is developed synthesis matrix inequalities (adapting a result in [12] ) whose solution gives gain matrices used in the controller and the observer.
It is also developed a second-order algorithm for solving these matrix inequalities locally, based on an algorithm given in [5] for solving similar matrix inequalities. The algorithm uses general purpose LMI-solvers.
The approach is illustrated with a simple example.
System and observer models

System description
The system to control is a discrete time uncertain nonlinear system with an uncertain output mapping, described by
where
We will assume that the system is constrained, that is, the allowed values for the inputs and states are Ù ¾ Í Ê Ñ and Ü ¾ Ê Ò , respectively. We will also call these sets the model validity sets, and they contain the origin in their interiors. We assume that ´¼ ¼ µ ¼ and ´¼ µ ¼ , thus the equilibrium input is assumed known.
Assume that the dynamics of this uncertain system can be en- 
where the involved matrices are affine in the parameter , i.e. For the AE ÄÓ local model validity sets that contains the origin in their closure, the "affine terms" ( ´ µ and ´ µ) are identically zero. This is possible since we assumed ´¼ ¼ µ ¼ and
We also define non-overlapping local output sets, Ä , ¾ Á ÅÄ . These partition the output space , and are used for defining the piecewise affine observer output injection structure. By assuming that output constraints are mapped to the state space, there is no loss of generality in constructing
Ö . This automatically ensures that the piecewise affine observer output injection is well defined. Also define Å ÄÓ , the number of local output sets with the origin in their closure.
Observer description
We assume a full state model-based observer with an "observer
The input Ù ¾ Í, and the state and output mappings are defined for Ü ¾ Ê Ò . A natural choice for the observer model is a nominal nonlinear model of the system to be controlled.
To develop the synthesis inequalities, we will need to represent the dynamics of the observer using local affine parametervarying models. This can be done by encapsulating the dynamics (as in Section 2.1), by an affine difference inclusion
Ó etc. as for the system, confer section 2.1.
By encapsulating the nonlinear dynamics of the observer using this difference inclusion, we implicitly take into consideration unnecessary "non-existing" observer dynamics (since we know the observer dynamics exactly). Depending on how many local model validity sets we choose to use, and how close the encapsulation is, this may introduce considerable conservatism.
If we choose a piecewise affine observer model,
we can account for the exact observer dynamics. This observer model can for instance be obtained by an approximation of a nominal model. Note that an approximation can be made arbitrarily accurate by using many local model validity sets. The analysis of this structure will be a special case of the above, since it implies ¢ Ó .
Output feedback controller synthesis
Based on the models above, we will develop synthesis inequalities parameterized in the matrices defining the piecewise affine observer-state feedback and observer output injection functions. Feasibility of the inequalities will imply that the feedback and observer correction structure will stabilize the given uncertainty class for the defined uncertainties.
. When the dependence on Ü and Ý is understood from the context, we will write for ´Üµ, ß for ß´Üµ and for ´Ýµ.
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Feedback and observer injection structure
The control Ù and observer correction term Ú are chosen to be affine functions of the observer state Ü and the output Ý ,
The feedback matrices (Ã ß × and ß × ) are chosen based on which subset Ä ß the observer state Ü is in (hence superscript ß ß´ Ü µ). The observer matrices can be based on which of the local output sets Ä , ¾ Á ÅÄ , the output Ý is in, or by choosing them based on which subset Ä ß the observer state Ü is in (i.e. replace with ß). The latter approach will typically simplify the complexity of the resulting inequalities.
For the Ä ß s and the Ä s containing the origin in their closure, ß × and Ó are zero. Note that other feedback/observer structures that are affine in Ý , Ü and Ý will result in similarily structured matrix inequalities.
Closed-loop dynamics
Inserting the feedback and observer correction terms into the affine parameter-dependent "open-loop" equations describing the system and the observer, we obtain the closed-loop dynamics, for Ü ¾ Ä , Ü ¾ Ä ß and Ý ¾ Ä , and for some
with
The subsets of the state-space with the same observer and feedback
For use in the stability analysis, we need to identify subsets of the total state-space where the same observer and feedback is used.
We have the local model validity sets Ä ¾ Á AE Ñ Ä , the local observer model validity sets Ä ß ß ¾ Á AE Ó Ä and the local output sets Ä ¾ Á ÅÄ , covering the state-space, , observer statespace, and output-space, , respectively. We will define subsets ß on ¢ such that, loosely speaking, the closedloop dynamics on ß is associated with open loop dynamics Å , observer dynamics Å ß and observer state feedback ß and observer output injection . These subsets will be denoted intersection sets, and the union of all of them will exactly cover ¢ since covers all the possible outputs from . The intersection sets may be overlapping.
Formally, the subsets ß are given as
Note that when choosing observer matrices based on the observer state instead of the output, the desired subsets are no longer intersections, but simply defined as The sets defined above will form the basis for using the Ë -procedure when deriving the stability conditions for the closedloop.
Set Approximations
This is done as in [11] . 
With this indexing, for each Ð there exists a unique triple´ ß µ which will be denoted´ Ð ß Ð Ð µ, thus intersection set number Ð is Ð ßÐ Ð Note that AE Ó denotes the number of intersection sets containing the origin in their closure, while AE Ô is the number of intersection sets outer approximated by polytopes, and AE is the total number of non-empty intersection sets.
Furthermore, assume that the state-space model validity-and constraint set is inner approximated with an intersection of AE ÕÜ ellipsoids defined by the matrices À Ü and the centers Ü . The control model validity-and constraint set Í is assumed inner approximated with an intersection of AE ÕÙ ellipsoids defined by the matrices À Ù and the center Ù
Combined synthesis based on quadratic stability
It is common in observer design to use the error variable We want the origin of the closed-loop system to be affinely quadratically stable [12] , meaning that a quadratic, affinely parameter-dependent, Lyapunov function Ü Ì È´ µÜ exists, and that the region of attraction is larger than a given ellipsoid Ê . The affine quadratic stability of (9) In the following result we will need the affine functions defined by
The Ï Ð s are symmetric matrices whose dimension are the row dimension of the corresponding Ð s, denoted Ò Ð . The « s, Ð s, ¬ s and Ð s are scalars.
In the theorem below, All are to be induced by symmetry. Note that these matrix inequalities are all LMIs, with the exception of eq. (10).
The proof is very similar to the proof of Theorem 3.1 in [12] , noting that the model has only affine terms in , and omitted for brevity. Briefly outlined, the proof starts with the definition of affine quadratic stability by formulating the Lyapunov inequality for all the Ð ßÐ Ð s. By using the Ë-procedure and the set approximations in section 3.4, these inequalities are made matrix inequalities. Further, by utilizing Schur complements, the inequalities becomes BMIs. By noting that these inequalities now are affine in , feasibility for all ¾ ¢ is implied by feasibility for all ¾ ¢ ¼ .
Some comments on how performance can be improved are given in [6] .
Theorem 1 can be expanded to take input constraints into consideration. This is done by inner approximating Í by intersections of ellipsoids and provide conditions that ensure that
× is inside these intersections. These conditions can be posed as LMIs [11, 12] that can be added to the inequalities in Theorem 1. These LMIs are given in [6] .
Reducing conservatism
The synthesis inequalities guarantee a decreasing Lyapunov function in all the subsets ß of
¢ . This will introduce unnecessary conservatism and computational complexity in the cases when some of the ß are outside the resulting region of attraction, since the Lyapunov decrease-condition will be ensured for subsets of no relevance for the final result. The result may be a non-succesful termination of the algorithm in the sense that no feasible solution is found. In this case we may omit subsets ß that are outside the region of attraction. This situation is sketched in figure 2 (for simplicity, the local output sets are ignored). A practical consequence of leaving out some subsets ß is a reduction of the number of LMIs.
( ¢ or ¢ ) the Lyapunov function maps from. Informally, it says that we may omit LMIs that imply checking Lyapunov function decrease when the observer state is far from the real state.
Since the estimate of the region of attraction is not known in advance, one must make an assumption about the size of it and check the assumption afterwards, but Ê will however give
an indication of what it will look like. One can continue the process by reducing the size of those ß that is not expected to be entirely contained in the region of attraction.
Solving the bilinear matrix inequalities
The non-convex synthesis problem presented herein, is very similar in structure to the problem of rank minimization subject to LMI (convex) constraints, which has received substantial attention the last few years. There are reported both local and global solvers to this problem (see e.g. [2] and the references therein), and most of them have in common that they are based on efficient algorithms for solving semidefinite programming (SDP) problems (for instance, [8] ).
The non-convex part of the synthesis inequalities presented herein, are on the form
Since È is affine in , this is equivalent to
where ½ ¾ AE are the "corners" of the hyper-rectangle ¢.
This can be made an equality constraint by adding a "slack"-
Having achieved this, we can adapt the method in [5] . They denote this method sequential semi-definite programming (SSDP), and it enjoys many similarities with sequential quadratic programming, SQP [9] . The key idea is to form an augmented Lagrangian function for the BMI problem in Theorem 1:
and minimizing this function with respect to Ü ´ È Ë ¡ µ subject to Ü ¾ ÄÅÁ . Here, ÄÅÁ denotes a convex set given 1 ¡ should be taken as block-diagonal, with the same structure as È.
by the LMI constraints specified in Theorem 1. The minimization is done by sequentially approximating the augmented Lagrangian function by a second-order Taylor expansion and minimizing this by solving an SDP-problem in Ü, while updating the Lagrange multiplier £ and the penalty parameter in a "smart" way in each iteration.
This means that at each step Ü´ µ , the next step Ü´ ·½µ is found by use of a (backtracking) line search method [9] ,
where « ¾ ¼ ½ is a scalar stepsize, and Ô´ µ is the search direction at iteration . The search direction is found from the following SDP problem:
The expressions for the gradient and Hessian are developed similarily to [5] . They can be found in [6] .
Example
Consider the uncertain constrained nonlinear system
which has an unstable equilibrium at the origin. The objective is to find a controller and a piecewice affine observer using the techniques developed herein that robustly stabilizes the origin for all allowed values of ´Øµ and gives the closed loop system a region of attraction Ê of at least ¢ Ü Ì Ü Ì £ Ì 3 Þ Þ Ì diag´½ ½¾ µÞ ½ © . To this end, the system was discretized using forward Euler and a sample interval ¼ ¼½. The nonlinearity was upper and lower bounded by piecewise affine functions for use in the system description, while a piecewise affine approximation was used in the observer. See figure  3 . For further details, consult [6] .
Using the algorithm in Section 4, we found the controller and observer parameters as shown in table 1. A phase-portrait of a simulation with this controller, is shown in figure 4 . 
Discussion and concluding remarks
A mathematical programming-based approach for synthesizing observers and observer-state feedback for discrete-time constrained uncertain non-linear systems is presented. The observer-state feedback and observer output injection has a piecewise affine structure, and an estimate of the region of attraction larger than a prescribed minimum region of attraction is given as a Lyapunov level set. The region of attraction can be given in the state variables and observer-error variables, or the state variables and observer-state variables.
A solver for the synthesis bilinear matrix inequalities is given, as an adaption of a solver presented in [5] . The solver is of second order, which means that it uses the (exact) Hessian of the augmented Lagrangian function. Our experience is that the solver behaves well when starting reasonably close to an optimum, and that it finds solutions to some problems where first-order solvers fail. A first-order solver based on [2] is used for providing a good starting point for the second-order solver. This concave-programming based gradient-algorithm converges quickly (often only one iteration is required) to a solution relatively close to an optimum, but it requires a large number of extra LMI-variables. As is common for gradientmethods, it is prone to zigzagging when approaching the optimum.
A major issue is the growth in computational complexity that makes the presented approach prohibitive as the number of states and local model validity sets grow. If parts of the system is linear and known, however, this can be exploited and may significantly reduce the size of the feasibility problem.
The results herein can easily be specialized to the problem of designing robust asymptotic observers. This can be combined with a piecewise affine state feedback [12] , to give an output feedback scheme. This procedure corresponds to splitting the non-convex problem stated herein into two smaller non-convex problems. Stability properties of this approach are discussed in [6] .
