Abstract-Mass-calling events can cause significant congestion in the phone network due to the high volume of redial attempts. This letter presents dynamic algorithms which randomly block some calls at their origination points, thus reducing traffic in the network. The algorithms respond to changing congestion levels by observing whether or not previous calls have been answered. The algorithms reduce call attempts by 50% during periods of 80% blocking, with little disruption in blocking levels to the dialing customers (blocking increases by less than 1%). We also derive an improved blocking heuristic which is more effective under periods of heavier congestion.
the call setup function to a separate network. Nevertheless, mass-calling events that generate thousands of redial attempts can still overload trunk resources, since a call to a busy number must still reserve a trunk for about a half second. In addition, the SS7 network itself may become overloaded. Several dynamic schemes for controlling overload in the SS7 network are given in [7] [8] [9] [10] [11] . For an overview, see [12] . However, in all of these methods, the control mechanism is not based on the called number. So, callers who are not part of the mass-calling event, but who share the same switch, for example, may still be blocked by the control mechanism. This letter investigates methods to block traffic to a specific number. In addition, the goal is to do this without significantly lowering throughput to the called number.
The general question of optimally choosing a blocking mechanism is part of a more general body of work in the control of queueing systems. Work in this area is quite extensive (two recent overviews are [13] and [14] ). Most control models rely on some type of state information-usually, the length of the queue. However, in the phone network, queue lengths are not known, since the switch cannot know how many people are redialing in an attempt to connect.
Less work has been done with imperfect queue information. Fukuda [15] examines a system in which the queue length is known, but only at periodic intervals. Kuri and Kumar [16] examine a system in which information about the queue length is delayed by time periods. Berger [2] considers a system in which the queue length is not known at all. He derives optimal static blocking policies, assuming that service rates are fixed and known.
Lin [17] examines a system similar to ours. He assumes that the only data available are the connection results (answer/busy) of previous calls. From this, he shows that the optimal policy for a single server queue with exponential service is a call-gapping policy.
This letter considers a more general context. In particular, we consider:
• multiple servers, where the number of servers is unknown; • service distributions which are not exponential; • arrival rates which vary in time;
• redial attempts.
Although call gapping is known in certain static problems to give slightly better throughput than call blocking [2] , [17] , it requires more state information. In particular, the optimal callgapping policy depends significantly on the number of servers. Since this information is unknown in our context, we consider algorithms based on call blocking.
Section II gives a dynamic call-blocking algorithm which adjusts the blocking probability based on the connection results of previous calls. Section III derives theoretical properties of 0090-6778/03$17.00 © 2003 IEEE blocking algorithms in heavy traffic. Using this, we give an improved algorithm which is more effective under high loads.
II. A DYNAMIC CALL-BLOCKING ALGORITHM
Modern circuit switches can detect and record the connection status of calls, for example, whether a call is answered or unanswered, or whether it receives a busy signal. This section presents a dynamic blocking algorithm which uses such information to vary the blocking level. Fig. 1 shows a high-level view of the algorithm. The algorithm uses the connection status of all calls within the last minutes as state information. Each call to the destination number causes the originating switch to execute the following steps.
1) Randomly block the call with probability .
2) If unblocked, route the call through the network to the destination number. Record the connection status of the call (answered or busy). 3) Based on past call data, estimate the probability that the next unblocked call gets a busy signal at the destination number. 4) Update the applied blocking probability . The key steps are 3 and 4. We describe these steps in further detail.
Step 3. We assume that all calls are either answered or receive a busy signal. 1 To estimate the probability that the next unblocked call gets a busy signal, we measure the status of previous call attempts. Let be the number of answered calls in the last minutes; let be the number of calls receiving a busy signal. We assume that call connections are independent, identically distributed (i.i.d.) Bernoulli random variables with parameter over this time interval (that is, ). Assuming a uniform prior to , Bayesian updating gives that the posterior has a beta distribution (This is because the uniform distribution is also a beta(1,1) distribution, which is a conjugate prior distribution under Bernoulli sampling, e.g., [18] ). The posterior above has expectation and variance
We could have used any other beta distribution as a prior for . We chose the uniform distribution (beta(1,1)) because the resulting estimate for (1) is close to .
Step 4. To update the applied blocking probability , set as high as possible, but less than the estimate for . Since we do not want to mistakenly block calls when there is little congestion, we set a target level for to be standard deviations below the expectation of :
, where is some constant. This gives a high probability that would be below the true value of . Finally, instead of simply setting to this value, we throttle up and down in step sizes of . Specifically,
.) The table below summarizes sample values for the algorithm parameters.
We examine the convergence of in
Step 4 under a fixed arrival rate-that is, assuming all calls are independently blocked with a fixed probability . (In nonstationary conditions, would constantly change in response to varying congestion.) Let be the total number of calls observed in the time interval . Then by the strong law of large numbers. For large , (1) and (2) give The upper bound in Step 4 satisfies Thus, the applied blocking percentage approaches inversely to . (Also, for a fixed arrival rate, the number of observed calls is proportional to the data interval length .)
III. ALGORITHM PERFORMANCE
To test the algorithm, we simulated its performance under a variety of traffic scenarios using a variety of values for the algorithm parameters ( , , and , Table I ). We compared blocking levels with and without the algorithm. In the simulation, we assumed the following.
• Customer arrivals follow a Poisson process. Call attempts, however, are not necessarily Poisson since an arriving customer may make multiple redial attempts due to congestion. (Since the algorithm collects data over short time intervals, on the order of minutes, assuming customers given in Naldi). 95% confidence intervals (not shown) give that the difference between the two curves is less than 1.3% over the range of offered loads.
arrive according to a Poisson process on this interval is reasonable.) • Customers redial every 30 s until either a connection is established or a random renege time is exceeded. The renege time (which is different for each customer) follows an exponential distribution with a mean of 15 min.
• Call durations have a mean of 15 min (similar to dial-up Internet measurements given in Naldi [19] ; without loss of generality, the mean can be changed by scaling the arrival rate). We test the algorithm using a variety of distributions.
• For each data point, we run the simulation twice: once with the algorithm on, and once with it off. We use the same input stream (that is, the same arrival times, holding times, and renege times) for both simulations to reduce the variance between the two simulations. Fig. 2 shows sample results from the simulation. The figure shows the effect of the algorithm on the overall probability that a customer's call is blocked (either at the switch, via the algorithm, or at the destination number, due to a lack of lines). Visual inspection shows that from the customer's perspective, there is virtually no difference in service. Specifically, the algorithm adds less than 0.8% to the overall blocking percentages over the range of offered loads. Using a 95% confidence interval, this increase is less than 1.3%. Fig. 3 shows how the algorithm saves network resources. In particular, the algorithm reduces the number of call attempts during periods of congestion. Fig. 4 shows the call savings as a function of congestion level. For example, during periods of 80% blocking, the algorithm reduces the number of call attempts by about 50%. 
A. Sensitivity
We investigated the sensitivity of the algorithm to changes in the number of lines at the destination number and the call holding time distribution. Fig. 4 shows that the algorithm performance has little change in response to a different number of lines. This is consistent with Berger [2] , who showed (under different assumptions) that call blocking is insensitive to the number of servers, while call gapping is not. Fig. 5 shows that the call distribution (fixing the mean) has a small effect on the overall blocking probability experienced by the customers. The fact that this impact is small is not too surprising, since a related blocking formula, the Erlang-B loss formula (e.g., [20] ), is completely insensitive to the distribution.
B. Algorithm Parameters
Figs. 6-8 show the effects of varying the algorithm parameters and . We used the sample values in Table I and varied and individually. Fig. 6 shows that the number of call attempts saved is relatively insensitive to changes in . Increasing causes a slight decrease in savings, because the algorithm must wait for larger changes in congestion before increasing the blocking percentage. Setting too small results in slower responses to changing congestion levels. There is a slight maximum around 5%, but any value around this gives about the same results.
Figs. 7 and 8 show that lower values of (making the algorithm more aggressive) give greater savings in the number of calls (Fig. 7) , but worse service in terms of throughput (Fig. 8) . A value of between one and two gives a much better service level than when , with almost the same benefit in terms of call attempts saved.
Finally, the parameter gives the history length (in minutes) of previous call data used to update the blocking level . For example, if all lines are busy and then suddenly became available, the algorithm will set to 0 in, at most, min (because in min, will be 0 in (1)). Thus, should be set to the maximum time allowed for the algorithm to respond to an abrupt drop in traffic congestion.
IV. BLOCKING HEURISTICS
This section examines the underlying heuristic used to determine the blocking level in the basic algorithm (Step 4). In this section, we present an improved heuristic which is more effective in heavy traffic.
The basic principle used in Section II was to block as many calls as possible, but do not exceed the blocking probability observed at the destination number. Mathematically (3) where is the applied blocking probability, is the offered load, 2 and is the probability that all lines are busy as a function of the offered load. For example, could be the classical Erlang-B blocking formula (e.g., [20] ).
Step 3 of the algorithm measures the quantity on the right (which we called ).
Step 4 adjusts the quantity on the left. With perfect information, we could choose to get equality.
This heuristic makes some sense intuitively. However, it does not address a more fundamental quantity, total throughput, which we define here to be the fraction of calls establishing a connection to the destination number. Consider the following Fig. 9 . Plot of the values b and b which achieve equality in (3) and (4). We let B(E) in these equations be the Erlang-B formula with 100 lines; = :05. The thin line shows B(E) (that is, the blocking level observed when no call blocking is applied).
heuristic: block as many calls as possible with little disruption to throughput. More specifically where is some small positive value. Mathematically, if is the applied blocking probability using this heuristic or (4)
The two heuristics yield surprisingly different blocking levels, as we will show.
In the following analysis, we use the Erlang-B formula for . This is a very general formula, since it works for any service distribution (with finite mean) and only assumes that call arrivals are Poisson. That is, the formula is independent of the call length distribution. Fig. 9 shows a comparison of the blocking levels and which achieve equality in (3) and (4) . For large offered loads, the original heuristic blocks much less than the throughput heuristic . We can mathematically approximate this difference as follows.
1) For large , the value of which gives equality in (3) is approximately (5) where is the number of servers. 2) For large , the value of which gives equality in (4) is approximately
Lemma 1 (below) proves the first claim. For the second claim, Lemma 2 shows that the Erlang-B blocking level is approximately . Fig. 9 shows that and the Erlang-B blocking level are very close for large . We have found that the proximity of the curves in Fig. 9 is qualitatively similar for different numbers of servers. Lemma 1: Let in (3) be the Erlang-B blocking formula for a system with servers. Let be the blocking level for which gives equality in (3). Then (regarded as a function of ) is (7) ( is a term such that , a constant.) Proof: See Appendix. Lemma 2: Let be the Erlang-B blocking formula for a system with servers. Then (8) Proof: See Appendix. We would like to use the new heuristic, since the original is conservative. The problem is that the switch cannot measure in (4) . As soon as we start blocking calls to the destination number, the switch measures , not . Thus, we cannot directly measure the quantities needed to choose from (4).
However, we can do this indirectly using (5) and (6) . Let achieve equality in (3); let achieve equality in (4). Then, (5) and (6) give which imply
This approximation is independent of the number of servers at the terminal end. We modify the algorithm as follows: Steps 1, 2, and 4 stay the same. Step 3 becomes: 3a) compute the estimate for as before (1); 3b) if (some constant), replace this estimate with . Thus, when congestion at the destination number gets high enough, we set the blocking level to achieve equality in (4), rather than in (3). We choose the cut-over point to be , which, from Fig. 9 , is conservatively high enough for (5) and (6) to be valid. Using the parameters in Table I , the modified algorithm adds less than 1% to the overall blocking level (compared with a 0.8% increment before). The trunk savings increases by about 10% under high loads (Fig. 10) . This added savings is significant, though perhaps lower than expected, given the large difference between the two blocking levels in Fig. 9 .
V. CONCLUSION
This letter gave dynamic algorithms for blocking calls. The algorithms reduced network congestion, with very little performance loss in throughput. Specifically, during periods of 80% blocking, the algorithms reduced call attempts carried across the network by 50%. Throughput decreased by less than 1%.
In other problem domains, call blocking can actually improve throughput. For example, Berger [2] gives an example where calls possibly turn "bad" as they go through the system, and he shows that call blocking can improve "good-put" (the fraction of "good" calls which are completed). In this letter, such assumptions do not apply, and in our domain, call blocking always lowers throughput. The point of this letter is that we can do call blocking in a way that has very little impact on throughput.
The algorithms in this letter were designed for circuit switches. They can be extended to any connection-oriented network where setup costs for connections are nontrivial, and there is a possibility of being denied service once the connection is established.
APPENDIX

Proof of Lemma 1:
We wish to find that gives equality in (3) . Letting , and writing out the Erlang-B formula (e.g., [20] ) gives There is only one positive solution to this equation. This is because when , the left-hand side is 1; the right-hand side is 0. When , the left-hand side is 0; the right-hand side is a positive number. For , the left-hand side is negative while the right-hand side is positive. Thus, only one positive root exists and it lies between 0 and 1.
Multiplying through by the denominator and simplifying gives Substituting and dividing by gives (9) This is a polynomial equation in . From previous comments, there is exactly one positive solution to the above equation. Therefore, a map from the coefficients of the polynomial to this solution is continuous. Therefore, can be found by letting in (9) where . The Taylor expansion of this is which is the stated result.
