Abstract. We construct solutions of the constraint equation with non constant mean curvature on an asymptotically hyperbolic manifold by the conformal method. Our approach consists in decreasing a certain exponent appearing in the equations, constructing solutions of these sub-critical equations and then in letting the exponent tend to its true value. We prove that the solutions of the sub-critical equations remain bounded which yields solutions of the constraint equation unless a certain limit equation admits a nontrivial solution. Finally, we give conditions which ensure that the limit equation admits no non-trivial solution.
An important issue in General Relativity is the study of the Cauchy problem. Given a globally hyperbolic space-time (M, g) satisfying the vacuum Einstein equations Ric µν − Scal 2 g µν = 0, and a spacelike hypersurface M ⊂ M, two natural quantities can be defined: the induced metric on M (still denoted by g), which can be understood as the magnetic part 1 of the gravitational field at time "t = 0", and the second fundamental form of the embedding M ⊂ M, which corresponds to the electric part. General Relativity is a constrained Hamiltonian system: the induced metric g and K cannot be arbitrary, they are linked by the following two equations:
Scal g + (tr g K) 2 − |K| 2 g = 0 (Hamiltonian constraint), (1.1)
These equations can be seen either as a consequence of the Gauss and Codazzi equations (see e.g. [BI04] ), or as a consequence of the Hamiltonian analysis of the Einstein-Hilbert action (described e.g. in [Car98] ). If the initial data (g, K) on M satisfies (1.1)-(1.2), then the Cauchy problem is well posed. This is the content of the celebrated Choquet-Bruhat and Choquet-Bruhat-Geroch theorems [FB52, CBG69] , which assert that in this case there exists an essentially unique space-time (M, g) which is the "time evolution" of (M, g, K). We refer the reader to [FR00] for a recent review of this problem, see also [HE73] , [Wal84] and [CB09] . As a consequence, much work has been done in constructing and classifying triples (M, g, K) which satisfy the constraint equations (1.1) and (1.2). Most of the results are summarized in [BI04] .
The principal method used to construct solutions of the constraint equations is the conformal method, also known as the Choquet-Bruhuat-Lichnerowicz-York method, which will be described in Section 2.1. We refer the reader to [BI04] and [CB09] for other constructions of solutions of the constraint equations. This method has proved to be very successful for the construction of constant mean curvature (CMC) solutions of the constraint equations, i.e. such that tr K is constant on M , because in this case the problem is reduced to solving an essentially uncoupled system of elliptic partial differential equations. However, less is known when the mean curvature is non constant. Most of the results deal with the case when d(tr K) is small.
In three recent articles [HNT08, HNT09] and [Max09] , a new construction of non-CMC solutions of the constraint equations on compact manifolds has been introduced. It is based on a generalization of the monotony method to systems of PDE and it still requires another smallness condition (smallness of the TT-tensor σ 0 , see Section 2.1). The "global super-solution" used in this construction is close to zero so the method applies straightforwardly neither to the asymptotically Euclidean nor to the asymptotically hyperbolic cases since on these manifolds the conformal factor φ has to satisfy φ → 1 at infinity. Another drawback of constructing a conformal factor that is close to zero is that it creates "small" universes. Nevertheless, the aforesaid method will play an important role in this work since we will adapt it to construct solutions of the sub-critical constraint equations.
In this paper we will be interested in asymptotically isotropic initial data, that is to say solutions (M, g, K) of the constraint equations such that (M, g) is a conformally compact manifold and K ± g → 0 at infinity. As a consequence of the Hamiltonian constraint, this implies that the sectional curvature of g tends to −1 at infinity. Conformally compact manifolds whose sectional curvature tends to −1 at infinity are called asymptotically hyperbolic manifolds. The construction of asymptotically isotropic CMC solutions by the conformal method has been developed in [AC96] , [Gic10] and [Sak10] , while the case d(tr K) small is studied in [IP97] . These initial data are of particular interest in the numerical study of gravitational radiation which is well-defined only at future null infinity (I + ), see e.g. the recent article [BPB09] .
The approach which we follow is similar to the one introduced in [DGH10] . It is inspired by the solution of the Yamabe problem (see e.g. [LP87] ): decrease a certain exponent that appears in the equations so that they become sub-critical and study how the sub-critical solutions behave when the exponent tends to its true value. Note however that, contrary to the Yamabe problem, the constraint equations do not come from a variational principle, thus there is no "good" interpretation of their criticality. Our main result (Theorem 2.8) is an analogue of [DGH10] : if a certain limit equation (4.6) admits no non-trivial solution, then the set of solutions of the equations of the conformal method (2.1) and (2.2) is non empty and compact. We also give conditions ensuring that the limit equation admits no non-trivial solution (Propositions 6.1 and 6.2). In particular, if the manifold on which one wants to solve the equations of the conformal method is Einstein, Proposition 6.2 provides a large upper bound for the L ∞ -norm of the variation of the (prescribed) mean curvature under which the limit equation admits no non-trivial solution (see Remark 6.3).
The outline of this article is as follows. In Section 2 we introduce the main notions to be used throughout the paper. In particular, Section 2.1 describes the conformal method which we use for constructing solutions of the constraint equations. Section 2.2 defines the class of asymptotically hyperbolic manifolds together with weighted Hölder and Sobolev spaces and a new class of weighted local Sobolev spaces. With all those preliminaries at hand, we can then state the main result of this article, Theorem 2.8, whose proof occupies the next three sections. In Section 3 we prove that the sub-critical equations admit solutions (Proposition 3.9) and study their properties (Propositions 3.10 and 3.12). We also show that the method we have developed yields a new proof of existence and uniqueness of "near CMC" solutions of the equations of the conformal method (Theorem 3.13). The second step in the proof of Theorem 2.8 (Section 4) consists in letting the regularization parameter tend to zero and in studying the behavior of the solutions. The main result of this section is Corollary 4.8. In Section 5, we show that allowing for more regularity of the conformal data, one obtains solutions with higher regularity. Finally, in Section 6, we give conditions under which the limit equation admits no non-zero solution. Appendix A contains the proof of the Fredholm theorem for the weighted local Sobolev spaces, while in Appendix B we present the proofs of L 2 -estimate at infinity for the vector Laplacian and of the fact that there are no L 2 conformal Killing vector fields on asymptotically hyperbolic manifolds. As a corollary, we prove the positivity of a certain Sobolev constant which appears in the study of the limit equation.
We will simplify the notation and write Lψ =L ψ ♯ g. The momentum constraint (1.2) now reads g ik ∇ k (Lψ) ij = (n − 1)∇ j τ.
Remark that the decomposition of the set of L 2 symmetric traceless 2-tensors into L 2 TT-tensors and tensors of the form Lψ is an orthogonal decomposition. We denote by ∆ L the operator appearing on the left-hand side of the above equation:
It can be checked that this operator is elliptic. The equation
is called the vector equation.
We now write the Hamiltonian constraint (1.1) in terms of φ and σ. By the conformal transformation law of scalar curvature, we get 0 = Scal − K Multiplying by φ κ+1 , we finally obtain: − 4(n − 1) n − 2 ∆φ + Scal φ + n(n − 1)τ 2 φ κ+1 − |σ| Let us now summarize the conformal method:
• Fix a Riemannian manifold (M, g), a function τ : M → R and a symmetric, traceless, divergencefree 2-tensor σ 0 .
• Solve the following system in the unknowns ψ and φ:
− 4(n − 1) n − 2 ∆φ + Scal φ + n(n − 1)τ 2 φ κ+1 = |σ| 2 g φ −κ−3 , (2.1)
where φ : M → R * + is a (strictly) positive function and σ = σ 0 + Lψ, where ψ ∈ Γ(M, T * M ) is a 1-form.
• Then g = φ κ g and K = τ g + φ −2 σ solve the constraint equations (1.1)-(1.2). When τ is a constant function (or, equivalently, when the hypersurface M ⊂ M has constant mean curvature), the vector equation does not involve φ. In this case the solution to the constraint equations can be obtained by first solving the vector equation (2.2), and then the Lichnerowiz equation (2.1). This particular case is described in [AC96] , see also [Gic10] and [Sak10] for further results.
2.2. Asymptotically hyperbolic manifolds and weighted spaces. In this section, we recall some of the main definitions and theorems of [Lee06] and also introduce a new class of function spaces defined on asymptotically hyperbolic manifolds.
2.2.1. Definition. Let M be a smooth compact manifold with boundary ∂M . We denote by M the interior of M . A defining function for ∂M is a smooth function ρ : M → [0; ∞) such that ρ −1 (0) = ∂M and dρ = 0 along ∂M . A Riemannian metric g on M is called C l,β -conformally compact if ρ 2 g extends to a C l,β metric g on M . A simple calculation proves that if g is C l,β -conformally compact with l + β ≥ 2 then the sectional curvature of g satisfies
in a neighborhood of ∂M . As a consequence, g is said to be asymptotically hyperbolic if g is conformally compact and is such that |dρ| 2 g = 1 along ∂M , that is to say, if sec g → −1 at infinity.
In what follows, we will denote by M µ and K µ the sets
2.2.2.
Weighted function spaces and Fredholm theorems. Let l ≥ 2 be an integer and assume that 0 ≤ β < 1. In this section, we consider a C l,β -asymptotically hyperbolic manifold (M, g), together with an O(n)-subbundle E of some tensor bundle (T * M ) ⊗p ⊗ (T * M ) ⊗q invariant under parallel translation (such a bundle will be called a geometric bundle). Below we introduce three types of weighted spaces of sections u ∈ Γ(M, E), the first being
• Weighted Sobolev spaces: Let 0 ≤ k ≤ l be an integer, let 1 ≤ p ≤ ∞ be a real number, and let δ ∈ R. The weighted Sobolev space W
loc and such that the norm
Before introducing the other two function spaces, we need to recall the definition of special charts on M known as Möbius charts (see [Lee06,  Chapter 2] for more details). Denote by H n the hyperbolic space seen as the half-space {(x 1 , . . . , x n ) ∈ R n | x 1 > 0} in R n endowed with the metricg = 1 x 2 1 g eucl . We first select a finite number of smooth coordinate charts (Ω, Φ), where Φ = (ρ, θ 1 , · · · , θ n−1 ), on M such that their domains of definition Ω cover ∂M . We complete this system of charts by adding a finite number of charts whose domains of definition are precompact in M (i.e. do not intersect ∂M ). Let B r be the hyperbolic ball centered at (1, 0, · · · , 0) of radius r in H n . If p 0 ∈ M is in the reciprocal image by one of the chosen charts (Ω, Φ),
Let us now define the following two classes of function spaces:
• Weighted local Sobolev spaces: Let 0 ≤ k ≤ l be an integer, let 1 ≤ p ≤ ∞ be a real number, and let δ ∈ R. The weighted local Sobolev space X k,p δ (M, E) is the set of sections u ∈ Γ(M, E) such that u ∈ W k,p loc and such that the norm
is finite.
• Weighted Hölder spaces: Let an integer k ≥ 0 and 0 ≤ α < 1 be such that k + α ≤ l + β, and let δ ∈ R. The weighted Hölder space C k,α δ (M, E) is the set of sections u ∈ Γ(M, E) such that u ∈ C k,α loc and such that the norm
is finite. We now state some properties of the weighted local Sobolev spaces that will be useful for us. These spaces stand in some sense halfway between weighted Sobolev spaces and Hölder spaces. The proof of some results will be omitted being straightforward variants of their counterparts for Hölder or Sobolev spaces (see [Lee06] ).
Lemma 2.1 (A first density result). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l+β ≥ 2 and let E → M be a geometric tensor bundle. Assume that k ∈ N, k ≤ l, p ∈ (1; ∞), and δ ∈ R. Then C l,β
Proof. We remark first that multiplication by ρ δ defines an isomorphism from X k,p
centered at x i and of "radius one", and having the following property:
exists a number N ≥ 1 such that for each i the set {j :B i B j = ∅} contains at most N elements. Let ψ : H n → R be a smooth cut-off function, such that 0 ≤ ψ ≤ 1, ψ = 1 on B 1 , and ψ = 0 outside B 2 . For each index i we set ψ i = ψ • Φ x i onB i , and ψ i = 0 outsideB i . Define also
Since the ψ i are uniformly bounded in C l,β 0 (M, R), and are such that 1 ≤ j ψ j ≤ N , we see that the functions φ i are also uniformly bounded in C l,β 0 (M, R). Now let us consider u ∈ X k,p 0 (M, E) and ǫ > 0.
By constructionũ ∈ C l,β loc . We obtain the following estimate (here the constant C can vary from line to line but is independent of u and ǫ):
This concludes the proof of the lemma.
In fact we have not been able to prove density of C l,β
The problem is that for this we need to smooth u ∈ X k,p δ (M, E) an infinite number of times (once in each Möbius chart), while we cannot control the C l,β -norm of each smoothing well enough to ensure that when we glue them together, the result is in C l,β δ (M, E). This issue is linked to the nature of X k,p δ -tensors: they locally look like Sobolev tensors but globally behave as Hölder tensors. Having this idea in mind together with the fact that the closure of the set of smooth compactly supported functions in C 0 (R n ) is the set of continuous functions tending to zero at infinity, we introduce the spaces X k,p δ + (M, E) as follows. We select a smooth cut-off function χ : R + → R such that χ = 1 on 0; 1 2 and χ(r) = 0 for any r ≥ 1 and define
This space is naturally endowed with the X k,p δ -norm. Proposition 2.2 (A second density result). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2 and let E → M be a geometric tensor bundle. Assume that k ∈ N, k ≤ l, p ∈ (1; ∞), and δ ∈ R.
Proof. We first prove that X
Choose an arbitrary ǫ > 0. We remark that the functions χ ρ µ are uniformly bounded in C k (M, R). Thus there exists a constant C > 0 such that
.
Since ǫ was chosen arbitrarily, this proves that u ∈ X k,p
It is obvious that
Finally, remark that for tensors which have their supports contained in a (fixed) compact subset of M , the standard W k,p (M, E)-norm and X k,p δ (M, E)-norm are equivalent. Hence, from standard density results, there exists a section u ∈ C l,β
By the triangle inequality we have
Proposition 2.3 (Weighted Sobolev embedding and Rellich Theorem). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2 and E → M a geometric tensor bundle.
• (Sobolev Spaces) If p, q ∈ (1; ∞), k, j ∈ N, α ∈ (0; 1) are such that k + α ≤ l + β, and if δ, δ ′ ∈ R, we have continuous inclusions
• (Local Sobolev Spaces) If p, q ∈ (1; ∞), k, j ∈ N, α ∈ (0; 1) are such that k + α ≤ l + β, and δ, δ ′ ∈ R, we have continuous inclusions
Furthermore each of the embeddings is compact if both inequalities are strict.
Lemma 2.4 (X k,p δ -spaces as Banach algebras). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2, and let E 1 → M and E 2 → M be two geometric tensor bundles. Let k ∈ N be an integer, p ∈ (1; ∞) and δ 1 , δ 2 ∈ R. If kp > n, then the map 
here we have blurred the distinction between E 1 , E 2 and their pull-back by the Möbius chart). Hence there exists a constant C > 0 such that for any
Taking the supremum over all p 0 ∈ M , we get that u ⊗ v belongs to X k,p δ 1 +δ 2 (M, E 1 ⊗ E 2 ) and that
We now state two weighted analogs of the Young inequality:
Lemma 2.5. Let (M, g) be an asymptotically hyperbolic manifold and let u, v : M → R be two measurable functions. Let p, q, r ∈ [1; ∞) be such that
Proof. Indeed, let α = 
Lemma 2.6. Let (M, g) be an asymptotically hyperbolic manifold and let u, v : M → R be two measurable functions. Let p, q, r ∈ [1; ∞) be such that
for some constant C > 0 independent of u and v.
Proof. As in the proof of Lemma 2.1, we cover M by a uniformly locally finite set of Möbius balls B i . Set ρ i = ρ(x i ) and remark that on each B i we have c −1 ρ i ≤ ρ ≤ cρ i for some constant c > 0 independent of i. From this, letting C denote a positive constant that can vary from line to line, but which is independent of u and v, we deduce that
(by the Hölder inequality)
where α > 1 and β is such that
To conclude the proof, it only remains to show that the last sum converges under the assumption of the lemma. Indeed,
The last integral converges provided that βr(δ 1 + δ 2 − δ ′ ) − n > −1. We recall that
hence βr = p. Thus the condition becomes
which is equivalent to the assumption of the lemma, since
) be an asymptotically hyperbolic manifold and let E → M be a geometric tensor bundle. Let p, q ∈ [1; ∞) be such that q ≤ p, δ, δ ′ ∈ R and assume
for some constant C > 0 independent of u.
Proof. We will treat the case q < p, the equality case being simpler. Since the proof goes as for the previous lemma, we will use the same notation. First let k = 0. Remark that for each i by the Hölder inequality we have
since the volume of B i is uniformly bounded. Thus
Arguing as in the proof of the previous lemma, we conclude that the sum converges under the assumptions we have made. Now assume that k ≥ 1. In this case the statement follows from the fact that
2.3. Statement of the main result. Having defined the setup of the article, we can now state our main result:
Theorem 2.8. Let (M, g) be a C l,β -asymptotically hyperbolic manifold with constant scalar curvature, where l ∈ N, l ≥ 2 and β ∈ [0; 1). Let σ 0 ∈ X 1,p δ , where p ∈ (n; ∞), and δ ∈ (0; n), and assume that τ : M → R is a positive function such that τ − 1 ∈ X 1,p δ . If the limit equation
admits no non-zero solution ψ ∈ W 1,2 for any λ ∈ (0; 1], then the set of solutions (φ, ψ) ∈ X 2,p + × X 2,p δ of the constraint equations (2.1)-(2.2) is non-empty and compact. Moreover, any such function φ satisfies
is compact.
• if σ 0 ∈ C k−1,α δ and τ − 1 ∈ C k−1,α δ for some k ≥ 1 and α ∈ (0; 1) such that k + α ≤ l + β, then any
δ , and the set
is compact. Remarks 2.9.
1. The assumption on scalar curvature is only needed to give the optimal decay at infinity of the solutions. It could be weakened to Scal + n(n − 1) ∈ C k−2,α δ .
2. Compactness of the set of solutions holds when assuming that the limit equation (4.6) only admits no non-zero solution for λ = 1.
The idea of the proof is similar to the one in [DGH10] . Let us discuss the strategy.
The main difficulty of dealing with the coupled system comes from the fact that there is a competition between the two leading terms in the Lichnerowicz equation (2.1), namely, between n(n − 1)τ 2 φ κ+1 and |Lψ| 2 g φ −κ−3 . Intuitively, this can be illustrated as follows. Assume that we can define a quantity λ corresponding to the magnitude of φ (later we will define it rigorously as λ = γ β (φ, ψ) 1 2κ+4 with γ β (φ, ψ) being the energy to be defined in Section 4). Then, from the vector equation (2.2), one deduces that ψ (and hence Lψ) has order λ κ+2 . Consequently, |Lψ| 2 g φ −κ−3 ≃ λ 2(κ+2)−κ−3 has order λ κ+1 , which is the same as that of n(n − 1)τ 2 φ κ+1 , while other terms of the Lichnerowicz equation have lower order. This remark shows that it may be impossible to get an a priori estimate for the solutions of the conformally formulated constraint equations (2.1)-(2.2).
To remedy this situation, we will favor the term n(n−1)τ 2 φ κ+1 in the Lichnerowicz equation by slightly decreasing the exponent of φ in the vector equation, thus introducing the subcritical equations (3.1). For these equations, it is possible to obtain an a priori bound for the solutions, and then solve them by a fixed point method, see Section 3.
The next step consists in letting the regularization parameter ǫ tend to zero. Using a simple compactness argument, one can show that if the solutions of the subcritical equations are uniformly bounded then there is a solution of the constraint equations. In order to measure the magnitude of the solutions, we define the notion of energy, associated to a pair (φ, ψ) of solutions of the subcritical equations, by formula (4.1). Then, in Proposition 4.1, we show that the energy defined in such a way indeed measures the magnitude of (φ, ψ). As a consequence, if the energy of the solutions of the subcritical equations remains bounded as ǫ tends to zero, then there exists a solution of the constraint equations.
How can we ensure that the energy remains bounded? Assume by contradiction that the energy is unbounded. Then, returning to our heuristic analysis, we see that all the non-dominant terms of the Lichnerowicz equation are beaten by n(n − 1)τ 2 φ κ+1 and |Lψ| 2 g φ −κ−3 , which means that they disappear in the limit, leaving the direct relation
between φ and ψ. Plugging this relation into the vector equation, we obtain a non-zero solution of the limit equation (4.6):
where the coefficient λ ∈ (0; 1] appears because the subcritical equations do not behave perfectly well under the rescaling of the unknowns. This is the content of Proposition 4.5.
Consequently, if the limit equation does not admit non-zero solutions for any λ ∈ (0; 1], then the energy remains bounded as ǫ tends to zero. This completes the proof of Theorem 2.8.
Sub-critical equations
In this section, we study the following system:
where 0 < ǫ < 1 is a constant. The approach we follow is similar to the one introduced in [HNT08, HNT09] and [Max09] . The main ingredient is the following variant of the Schauder fixed point theorem (see [GT01, Corollary 11 .2]):
Proposition 3.1 (Modified Schauder fixed point theorem). Let X be a Banach space, let C ⊂ X be a closed convex subset, and let F : C → X be a continuous function such that F (C) ⊂ C, and F (C) is precompact in X. Then F admits (at least) one fixed point in C.
This proposition is a simple consequence of the classical Schauder theorem applied to the closure of the convex hull of F (C) (which is a subset of C since C is closed and convex). In our case, F will be the composition of the map φ → ψ φ , where ψ φ is the unique solution ψ of the ǫ-vector equation, with the map ψ → σ = σ 0 + Lψ → Φ σ , where Φ σ is the unique solution of the Lichnerowicz equation. These two equations will be studied in the next two subsections 3.1 and 3.2. Compactness of the image will be a consequence of the weighted Rellich Theorem (Proposition 2.3), the required loss of decay at infinity being allowed by the assumption dτ ∈ X 0,p δ (see Theorem 2.8). X will be the space L ∞ (M, R) of bounded functions over M , and C will be the subset of functions that are between two well chosen barrier functions. The construction of solutions of the sub-critical equations together with their main properties are described in Subsection 3.3. Finally, in Subsection 3.4, we show how the techniques that we have developed in this section lead to an improvement of the results of [IP97] in the "near CMC" case.
3.1. The vector equation. We first formulate the main isomorphism theorem for the vector Laplacian on an asymptotically hyperbolic manifold.
Proposition 3.2 (Isomorphism theorem for the vector Laplacian). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2. Then the vector Laplacian is an isomorphism between the following spaces:
The proof of this proposition is carried out in Appendix B. Its first corollary is the existence of TT-tensors: Corollary 3.3 (Construction of TT-tensors). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2 and σ 0 a symmetric traceless 2-tensor. Then,
with 2 ≤ k ≤ l, 1 < p < ∞, and δ ∈ (−1, n), then there exists a unique 1-form
with 2 ≤ k + α ≤ l, 0 < α < 1, and δ ∈ (−1, n), then there exists a unique 1-form
The second corollary of this proposition is the continuous dependence of ψ with respect to φ in the vector equation:
Proposition 3.4 (Solution of the vector equation). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2 and τ : M → R a function such that τ → 1 at infinity. Define ψ φ as the solution of
Then the map φ → ψ φ is well defined and locally Lipschitz continuous when seen as a map between the following spaces:
with 2 ≤ k + α ≤ l, 0 < α < 1, and δ − n − 1 2 < n + 1 2 .
Here the index + is understood as follows:
with a similar definition for the C
The Lichnerowicz equation.
In this section we continue our construction of the mapping F by studying the Lichnerowicz equation
where
The construction is based on the monotony method.
Proposition 3.5. Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2. Assume that there exist two (strictly) positive functions We will assume that τ > 0 everywhere on M , τ → 1 at infinity and τ ∈ X 
Note that φ − is the solution of the prescribed scalar curvature equation Scal = −n(n − 1)τ 2 , where Scal is the scalar curvature of (M, g) with g = φ κ − g. The existence of φ − will be used in the proof of the following statement. 
2 The condition that φ is uniformly bounded from below ensures that φ, seen as a conformal factor, does not collapse the boundary at infinity.
The proof of this proposition relies on the following a priori estimate:
where b is a bounded 1-form such that |b| ≤ A, and c ∈ L ∞ is bounded from below by a constant c 0 > 0, i.e. c ≥ c 0 > 0. Then
It is obvious that u satisfies
First, let us show that u ≤ 0. Assume by contradiction that λ = sup M u > 0. Denote
As in the Cheng and Yau maximum principle (see e.g. [GL91, Theorem 3.5]), select a sequence
, and for each i select a Möbius chart centered at each
hyperbolic, both |∇g i | g and |∆g i | are bounded independently of i (see [GL91, proof of Theorem 3.5] for details). Let
i be a sequence to be chosen later and define
, it is easy to see that h i has compact support. We extend h i by zero outside the Möbius chart. Multiplying the differential inequality for F i by h i and integrating by parts we find that
We now estimate the last three terms in the following way. Since 0
On supp h i we have
for some other constant C > 0 (in what follows, C can vary from line to line but remains independent of i). The third term can be estimated similarly. As a consequence, we obtain the following inequality:
From this we deduce that
When i is large enough, this implies that
Select such an i. The proof now goes as in [GT01, Theorem 8.1]. It easy to see thatǭ = inf
i . Note that we have left a large freedom in the choice of the sequence ǫ i and that all we have done so far does not rely on this sequence. We now assume that ǫ i >ǭ so that that supp h i is a non empty set. We introduce Γ i (ǫ i ) = supp |∇h i | ⊂ supp h i , and note that
by the Cauchy-Schwarz inequality. Hence
Since h i = 0 by assumption, this implies that Vol(Γ i (ǫ i )) is bounded from below by a constant independent of ǫ i . We now let ǫ i →ǭ, and deduce from the above inequality that
attains its maximum on a set of positive measure. But ∇ F i g i = 0 on this set, which contradicts the lower bound on the volume of Γ i (ǫ i ). We conclude that u ≤ 0.
Finally, note that if we replace u by −v in the equation, the first part of the proof yields v−
We now return to the proof of the proposition:
Proof of Proposition 3.6.
• Existence: Select φ + = Λ, a constant. Then φ + is a super-solution on M of the Lichnerowicz equation if and only if Scal Λ + n(n − 1)τ 2 Λ κ+1 − |σ|
Let s 0 = min M Scal and τ 0 = min M τ . τ 0 > 0 by assumption (since τ = 0 on M and τ → 1 at ∂M ). The preceding inequality will be true if
Then, by the monotony method (Proposition 3.5), there exists a solution φ such that φ ≥ φ − , where φ − is the solution of (3.2), and
• Uniqueness: Set u = log φ. Then the Lichnerowicz equation (2.1) becomes
Let φ 1 and φ 2 be positive solutions of (2.1). Subtracting the equations for u 1 = log φ 1 and u 2 = log φ 2 , we obtain
Define u λ = λu 2 + (1 − λ)u 1 . Then the previous equation becomes
Since φ 1 and φ 2 are uniformly bounded from below, i.e. φ 1 , φ 2 ≥ ǫ > 0, and since τ is also bounded from below, there exists a certain constant c 0 > 0 such that
We are now in a position to apply Lemma 3.7 with f = 0 to conclude that u 1 = u 2 . This proves uniqueness.
• Continuity: The continuous dependency of φ ∈ L ∞ with respect to σ ∈ L ∞ follows the same line. Let σ 1 , σ 2 ∈ L ∞ and denote by φ 1 and φ 2 the corresponding solutions of the Lichnerowicz equation (2.1) and by u 1 and u 2 their logarithms. We obtain the following equation:
From the existence part of the proof, we infer that φ 1 , φ 2 ≥ φ − . As a consequence, we have
Thus Lemma 3.7 implies that
φ − being bounded from below, we obtain that there exists a constant A > 0 such that
This proves the proposition.
Remark 3.8. In the proof of Proposition 3.6, we used the fact that τ is bounded from below by some positive constant. In the general case, when τ is allowed to have zeros or to change sign, it can be shown that the existence of a solution to the Lichnerowicz equation is equivalent to the existence of a solution to the corresponding prescribed scalar curvature equation (3.2). We give a proof which slightly differs from [Max05a, Proposition 4.2]: If φ is a bounded positive solution to the Lichnerowicz equation (2.1) then φ is a natural super-solution for the prescribed scalar curvature equation (3.2). A sub-solution to Equation (3.2) can be constructed as in [Gic10, Proof of Theorem 3.1]. By Proposition 3.5, this yields a bounded positive solution to Equation (3.2).
To carry out the proof in the reverse direction, assume that Equation (3.2) admits a positive solution φ − . Then φ − is a sub-solution of the Lichnerowicz equation. To construct a super-solution, we introduce the metricg = φ κ − g. The Lichnerowicz equation becomes
where ∆ is the Laplacian associated to the metricg, σ = φ 
g , then it is easy to check that φ + = φ − (1 + u) is a super-solution of the Lichnerowicz equation. Indeed, we remark that from the maximum principle u ≥ 0 and that, by convexity, (1 + u) κ+1 − (1 + u) ≥ κu. Finally, from Proposition 3.5 it follows that the Lichnerowicz equation admits a solution.
Note that in the argument above we have been quite sloppy regarding the existence and uniqueness of u. The problem is thatg might not be asymptotically hyperbolic in the sense of Definition 2.2.1, since the low regularity assumptions of Proposition 3.6 do not guarantee enough smoothness of the conformal factor φ − . One possible way to get around this difficulty it is to rewrite the equation that u satisfies in terms of the metric g and to notice that φ − → 1, |dφ − | g → 0 at infinity (see [Gic10, Proof of Theorem 3.1]). We leave the details as an exercise to the reader and refer to Section 5 for the method to prove isomorphism theorems for non-geometric operators.
3.3. Solutions of the sub-critical equations. In this section we construct solutions of the sub-critical constraint equations (3.1). Recall that the proof is based on Proposition 3.1. Select τ : M → R such that τ − 1 ∈ X
, which is then used to construct a solution
The mapping σ ∈ X 1,p δ → σ ∈ L ∞ is compact by the Rellich theorem (Proposition 2.3). From this it is easy to notice that the image F ǫ (C Λ ) is precompact in L ∞ . Propositions 3.4 and 3.6 also imply that F ǫ is Lipschitz, and hence continuous. It only remains to check that if Λ > 1 is well chosen then
(here the constant C can vary from line to line but is independent of φ and ǫ). Therefore
From Proposition 3.6, we deduce that
As a consequence, φ ≤ Λ provided that a σ 0 L ∞ + CΛ κ+2−ǫ dτ X 0,p δ 1 κ+2 + b ≤ Λ which is always true if Λ > 1 is large enough. Since, by construction, we have φ ≥ φ − , we conclude that C Λ is stable. Applying Proposition 3.1, we obtain the following result:
Proposition 3.9 (Solutions of the sub-critical equations). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2. Suppose that τ : M → R is a positive function such that τ ∈ 1 + X 1,p δ , where p > n and 0 < δ < n, and let σ 0 ∈ X 1,p δ be a TT-tensor. Then for any 0 < ǫ < 1, there exists a solution (φ, ψ), such that φ ∈ X 2,p 0 and ψ ∈ X 2,p δ , of the ǫ-sub-critical constraint equations (3.1).
Let us recall the notations M µ = ρ −1 (0; µ) and K µ = M \ M µ . We will prove the following proposition regarding the behavior at infinity of solutions of the constraint equations: Proposition 3.10 (Global behavior of the solutions). Assume further that (M, g) has constant scalar curvature, Scal = −n(n − 1), that τ − 1 ∈ X 1,p δ , and that σ 0 ∈ X 1,p δ for a certain δ such that 0 < δ < n and p > n.
• There exists a constant η ∈ (0; 1) such that any solution (φ, ψ) of the ǫ-sub-critical constraint equations (3.1), with φ uniformly bounded from below, satisfies
• There exists µ > 0 such that any pair (φ, ψ) which is a solution of Equation (3.1) with φ uniformly bounded from below satisfies φ ≤ 1 + k
some fixed constant (independent of φ, ψ and ǫ), and δ ′ is such that 0 < δ ′ ≤ δ κ+2 .
Proof. Before giving the proof of this proposition, we prove the following inequality which will be needed at some point:
• if κ ≥ 1, one has
Integrating this inequality with respect to v twice, we see that
Inequality (3.3) follows.
• if κ < 1, then, due to the fact that the function x → x κ is concave, it is easy to show that
Integrating this inequality with respect to v, one obtains (3.3).
As the proof of Proposition 3.6 shows, φ ≥ φ − , which establishes the first part of the first inequality.
We now prove the second part. Set v + = k ρ µ δ ′ and φ + = 1 + v + . We shall now find a condition which ensures that φ + is a super-solution of the Lichnerowicz equation (2.1) with σ = σ 0 + Lψ on M \ K µ . That is, φ + should satisfy
where σ = σ 0 + Lψ.
By the inequality (3.3), φ + is a super-solution provided that
for some t ∈ [0; 1] to be determined. Decompose this inequality as follows:
We prove that each term is positive provided that µ is small enough. A simple calculation shows that
We compute:
Remark that the o(1) term does not depend on v + . If µ > 0 is small enough and t is close enough to 1, then the bracketed term can be assumed to be greater than a given small positive constant on M µ = ρ −1 (0; µ). As a consequence, if k is greater than a certain k 0 , we can assume that (1) is non-negative on M \ K µ .
We now turn our attention to the second term (2). Using the decay properties of σ 0 and dτ , it is easy to argue that there exist constants α, β > 0 independent of the pair (φ, ψ) such that
if we assume that k ≥ 1. Obviously, (2) will be positive provided that
To show that this inequality holds, it is enough to note that since δ ≥ (κ + 2)δ ′ , we have
provided that µ > 0 is small enough.
We have proved that if µ > 0 is small enough (but independent of (φ, ψ) !), then φ + is a super-solution of the Lichnerowicz equation on M µ . Since φ + ≥ φ on ∂(M \ K µ ) = ρ −1 (µ), the proof of Proposition 3.6 shows that φ ≤ φ + on M \ K µ .
We finally prove the first part of the proposition, namely, the existence of a uniform constant λ, such that φ − ≤ φ ≤ λ 
If Λ is large enough (say Λ ≥ Λ 0 > 1), this inequality is true provided
for some constant C > 0 independent of ǫ, ψ, and φ. Select now Λ =
, which is obviously a super-solution of the Lichnerowicz equation. However, since φ → 1 at infinity, there exists a compact subset K ′ such that on M \ K ′ , φ ≤ Λ 0 ≤ Λ. By a technique similar to the proof of Proposition 3.6 (applied on a compact subset), we conclude that φ ≤ Λ on M . In
. This proves the proposition.
Remarks 3.11.
1. This proposition essentially asserts that when ǫ → 0, the blow-up phenomenon occurs for all solutions at a certain rate and in a compact subset instead of shifting towards the infinity. 2. The assumption that (M, g) has constant scalar curvature is imposed to remove any spurious dependence of the behavior at infinity of the functions φ with respect to the scalar curvature. This assumption causes no loss of generality, see [ACF92] .
In the next proposition, we give a more precise description of the decay for the solutions of the Lichnerowicz equation.
Proposition 3.12 (Individual behavior of the solutions). Under the assumptions of Proposition 3.10, there exists a constant µ > 0 such that
Remark that this proposition regards in some sense the individual behavior at infinity of the solutions, meaning that the upper bound for the function φ− 1 is proportional to φ Proof. From the proof of Proposition 3.6, we know that φ ≥ φ − . Therefore we only need to prove the second inequality. Arguing as in the proof of the previous proposition, one has
Since φ ≥ φ − and φ − → 1 at infinity, it follows that φ L ∞ ≥ 1. Define v + = k ρ µ δ and φ + = 1 + v + .
It suffices to prove that if k = φ 2κ+4 L ∞ and µ > 0 is small enough, then φ + is a super-solution of the Lichnerowicz equation (2.1) on M µ . Indeed, in this case we have φ + ≥ φ on ∂M µ = ρ −1 (µ) and the proof of Proposition 3.6 ensures that φ ≤ φ + on M µ .
Since φ + ≥ 1, φ + will be a super-solution provided that
By convexity, one has φ κ+1 + = (1 + v + ) κ+1 ≥ 1 + (κ + 1)v + . Hence it will be enough to show that
Computing as in the previous proposition, we see that this inequality can be rewritten as
where the o(1)-term depends only on τ and ρ. Since δ ∈ (0; n), we can choose µ > 0 small enough so that
n−2 (δ + 1)(n − δ) + o(1) ≥ ǫ > 0 for some constant ǫ on M µ (remark that ǫ and µ can be chosen independent of (φ, ψ)). We finally deduce that if
then φ + is a super-solution on M µ . Diminishing µ if necessary, it is easy to see that this inequality can be satisfied. This completes the proof of the proposition.
3.4. A remark on almost CMC solutions. In this section we show how the technique that we have developed gives an extension of the result of [IP97] by enlarging the range of decay at infinity for τ and σ 0 . The main difference between the theorem below and Theorem 2.8 is that in the almost CMC case we can prove that the solution is unique.
Theorem 3.13 (Existence and uniqueness of solutions for the almost CMC constraint equations). Let (M, g) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2. Suppose that p ∈ (n; ∞) and δ ∈ (0; n) are such that δ + Proof. The proof goes as in Proposition 3.9 except that we work directly with the (critical) constraint equations (2.1)-(2.2). In particular, first we define a map F from C Λ = {φ ∈ L ∞ |φ − ≤ φ ≤ Λ} to L ∞ and seek a condition that will ensure that F maps C Λ into itself. The same calculation as in Subsection 3.3 shows that C Λ is stable provided that
where the constants a, b and C are the same as before. As a consequence, if a C dτ X 0,p δ 1 κ+2 < 1, then, for any Λ > 0 large enough, F maps C Λ into itself.
Next we show that, if (φ, ψ) is a solution of the constraint equations, then the function φ belongs to C Λ . Indeed, remark that the function
Repeating the calculation at the beginning of Subsection 3.3, we see that the following inequality holds:
Hence f (m) ≤ 0. Since f (Λ) ≥ 0 by assumption, we obtain that m ≤ Λ, hence φ ∈ C Λ . Now it remains to prove existence and uniqueness of a solution (φ, ψ) such that φ ∈ C Λ . We will do it by showing that the function F : C Λ → C Λ is a contracting map provided that dτ X 0,p δ is small enough. First note that for any φ ∈ C Λ , the associated σ is uniformly bounded in the L ∞ -norm by some constant K depending only on σ 0 L ∞ , Λ and dτ X 0,p δ . The function mapping σ ∈ L ∞ to the solution φ ∈ L ∞ of the Lichnerowicz equation (2.1) is Lipschitz on the set {σ ∈ L ∞ | σ ≤ K}, which means that there exists a constant C > 0 such that for all σ 1 and σ 2 in this set, one has
where φ 1 (resp. φ 2 ) is the solution of the Lichnerowicz equation (2.1) associated to σ 1 (resp. σ 2 ). Hence, if φ 1 , φ 2 ∈ C Λ , one obtains (the constant C can vary from line to line)
We conclude that if CΛ κ+1 dτ X 0,p δ < 1, then F is a contracting map. By the Banach fixed point theorem, there exists a unique solution (φ, ψ) of the constraint equations such that φ ∈ C Λ . This completes the proof.
Convergence of the subcritical solutions and compactness
In this section we will always assume given a C l,β -asymptotically hyperbolic manifold (M, g) with l + β ≥ 2 and constant scalar curvature Scal = −n(n − 1), a positive function τ : M → R, such that τ − 1 ∈ X 1,p δ for some p > n and δ ∈ (0; n), and a TT-tensor σ 0 ∈ X 1,p δ . Without loss of generality, we can assume that τ is non-constant: dτ = 0.
In order to study the behavior of the solutions of the ǫ-sub-critical equations when ǫ tends to zero we introduce a quantity that measures their growth. If (φ, ψ) is a solution of the ǫ-sub-critical equations (3.1), we define the energy of (φ, ψ) by
where β satisfies β + n−1 2 < δ (so that the integral converges) and |β| < n+1 2 . The value of β will appear to be not relevant since Proposition 3.10 asserts that everything "happens" in a compact subset. To avoid difficulties with small energies, we set γ β (φ, ψ) = max {γ β (φ, ψ), 1} .
Our first aim is to prove the following proposition:
Proposition 4.1. There exists a constant C > 0 such that for any ǫ ∈ [0; 1), and for any solution (φ, ψ) of the ǫ-constraint equations, we have
for any β such that −1 < β + n−1 2 < 0. Remark that in this proposition, we allow the value ǫ = 0. This will be useful to prove compactness of the set of solutions of the constraint equations.
The proof consists in several steps. We first note the following inequality that we will need at some point: for any nonnegative a and b with a ≥ b, and any q ≥ 1, we have
To prove this fact, simply remark that the inequality holds when a = b, and integrate the obvious inequality
with respect to a. Denote σ = σ 0 + Lψ and let φ − be the solution of the prescribed scalar curvature (3.2). The main difficulties in the non-compact case compared to the compact case (see [DGH10] ) are that the manifold (M, g) has infinite volume, and that one needs to handle weights properly. We first derive two important lemmas:
Lemma 4.2. Let q ≥ 0 be arbitrary and β ′ be such that β ′ ≤ β and β ′ < − β σ, then there exists a constant C β ′ which depends only on β ′ such that if φ is a solution of the Lichnerowicz equation, then the following inequality holds
where τ 0 = min M τ > 0.
Remark that this inequality ensures that if
cannot be arbitrary large since γ β is bounded from below.
Proof. We first rewrite the Lichnerowicz equation (2.1) as
Multiplying this equation by ρ −2β ′ (φ − φ − ) κ+3+q , and integrating over M we obtain
Expanding the first term, we get
where C β ′ > 0 is a constant that depends only on β ′ (but that can vary from line to line). As a consequence, we have proved that
We estimate the first term by using the Hölder inequality:
Substituting this inequality into the previous one, we get
Inequality (4.2) follows.
Lemma 4.3 (Elliptic regularity). Let p, q ∈ (1; ∞) and let δ, δ ′ ∈ R be such that
, and there exists a constant C > 0 independent of ψ such that
Proof. By [Lee06, Lemma 2.2], M can be covered by a countable number of Möbius charts
−1 (B 1 ) centered at x i and of "radius one", and there exists a constant N < ∞ such that for each i the set {j |B i B j = ∅} contains less than N elements, whereB i = (Φ x i ) −1 (B 2 ) is the Möbius chart centered at x i and of "radius two". Set ρ i = ρ(x i ). By classical interior estimates, there exists a constant C > 0 which does not depend on i and ψ, and such that (thereafter, C can vary from line to line):
Multiplying by ρ −δp i
and summing over i, by [Lee06, Lemma 3.5] we get
However,
where c is a constant that is independent of ψ. By our assumption on p, δ and δ ′ , this last sum converges (see the proof of Lemma 2.6). Thus we obtain
which proves the lemma.
We now return to the proof of Proposition 4.1. We recall the notations σ = γ . In the course of the proof, "bounded" will mean "bounded by a constant that does not depend on (ǫ, φ, ψ)".
• Step 1: Bound for φ κ+2 in the L 2 β -norm.
Setting q = 0 and β ′ = β in inequality (4.2) of Lemma 4.2, we obtain that φ κ+2 is bounded in the L 2 β -norm by some constant depending only on M ρ −2β | σ|
+ 2, by definition of ψ and since γ β ≥ γ β .
•
Step 2: Bound for ψ.
The equation for ψ reads
We denote η = min M φ − > 0 and remark that φ ≥ γ
Since η > 0 and ǫ ∈ [0; 1), we conclude that there exists a constant C > 0 independent of φ and ψ such that
Let r 0 be such that
Since φ − is bounded and due to our choice of r 0 and β ′ , by Lemma 2.7 we obtain γ
, and by Proposition 3.2 we see that ψ is bounded in W 2,r 0 β ′ .
• Step 3: Induction step.
Recall our definition of r 0 and β ′ made on the previous step and set p 0 = 2, β 0 = β, β ′ 0 = β ′ , and β ′′ 0 = β 0 . In Step 1 and Step 2 we have shown that φ κ+2 is bounded in the L In what follows we will inductively construct sequences p i , r i , β i , β ′ i such that φ κ+2 is bounded in the
, where
, and ψ is bounded in W 2,r i β ′ i norm.
If r i < n we define r * i and q i by the formulas
, and β ′ i+1 are computed as follows:
We note that
which is checked straightforwardly. Now assume by induction that
By Proposition 2.3, σ 0 ∈ L ∞ δ . Moreover, by (4.3) and (4.4) we have
Therefore, as a simple computation shows,
. Finally, by our choice of r * i , it follows from Proposition 2.3 that L ψ, and hence σ, is bounded in L
, by Lemma 2.5 we deduce that the integral
By a calculation similar to the one done in Step 2, we get that
follows by the definition of β ′ i+1 and Lemma 4.3 that ψ is bounded in W 2,r i+1 β ′ i+1 .
Step 4: L ∞ bound for φ.
Note that in
Step 3 we have assumed that r i < n, whereas it is obvious from (4.3) and (4.4) that there exists i 0 such that r i 0 ≥ n.
Suppose first that r i 0 > n. Since ψ ∈ W 2,r i 0 β ′ i 0 and σ 0 ∈ X 1,p δ , it follows from Proposition 2.3 that σ ∈ C 0,α ′ γ ′ for some α ′ ∈ (0; 1) and γ ′ = min(β ′ i 0 , δ). In particular, | σ| 2 g is uniformly bounded on any compact subset. From Proposition 3.10 we know that there exists µ > 0 (independent of φ) such that φ attains its maximal value on the compact subset K µ ⊂ M . The same is true for φ, which satisfies the rescaled Lichnerowicz equation
Let λ be such that 1 γ α < λ < sup M φ. We multiply equation (4.5) by φ κ+3 max φ − λ, 0 ǫ , which obviously has compact support, and integrate by parts. We obtain
It can be easily seen that the first term of the right hand side is nonnegative since the integrand is of the form d φ, d(f • φ) for some monotonically increasing function f . Hence
We now let ǫ → 0 + . In this case max φ − λ, 0 ǫ converges to χ { φ>λ} , therefore
As a consequence, we have
We divide the above inequality by µ g { φ > λ} and let λ tend to sup φ to obtain
Finally, since γ β ≥ 1 and τ 0 > 0, we deduce that φ is bounded.
We conclude the proof by noting that the situation when r i = n can be transformed into the case r i+1 > n, which has just been considered. Indeed, recall that W for r i+1 > n, provided that ǫ ′ > 0 is chosen to be small enough.
We next prove that if the energy remains bounded as ǫ tends to zero, then there exists a solution of the constraint equations:
Proposition 4.4 (Existence of a solution when the energy is bounded). Assume that there exists a sequence {(ǫ i , φ i , ψ i )}, where ǫ i ≥ 0, ǫ i → 0, and (φ i , ψ i ) are solutions of the ǫ i -constraint equations (3.1)
are uniformly bounded by some constant λ. Then there exists a subsequence of {(ǫ i , φ i , ψ i )}, denoted by the same name, such that φ i converge in the X 2,p 0 norm to φ ∞ ∈ X 2,p 0 , and ψ i converge in the X 2,p δ norm to ψ ∞ ∈ X 2,p δ , where (φ ∞ , ψ ∞ ) is a solution of the constraint equations (2.1) and (2.2). Proof. According to Proposition 4.1, the functions φ i are uniformly bounded. As a consequence, by (3.1) and Proposition 3.2, we obtain that the 1-forms ψ i are uniformly bounded in X 2,p δ , hence the sequence σ i = σ 0 +Lψ i is bounded in X 1,p δ . By the Rellich theorem (Proposition 2.3), up to extracting a subsequence of the (ǫ i , φ i , ψ i ), we can assume that the sequence σ i converges in the L ∞ norm to some σ ∞ ∈ L ∞ . It then follows by Proposition 3.6, that the functions φ i converge to a function φ ∞ ∈ X 2,p 0 . The inclusion X 2,p 0 ⊂ L ∞ being continuous, we also conclude that the sequence ψ i converges to some ψ ∞ ∈ X 2,p δ . It is then easily seen that σ ∞ = σ 0 + Lψ ∞ , so the pair (φ ∞ , ψ ∞ ) is a solution of the constraint equations (2.1)-(2.2). 
, where η is the constant appearing in Proposition 3.10.
Before giving the proof of the proposition, we prove a simple lemma:
Proof. Since by the assumption we have β + n−1 2 < δ and p > n > 2, one needs a continuous injection X 
. We have to show that φ i → φ ∞ in the L ∞ -norm. Indeed, in this case, the second line of Equation (3.1) applied to (ǫ i , φ i , ψ i ) can be rewritten 
∞ dτ. We deduce from this that ψ ∞ is a solution of the limit equation (4.6). Note also that, if i is large enough, the 1-forms ψ i satisfy γ( ψ i ) = 1, where γ is as in Lemma 4.6. Then it follows from Lemma 4.6 that γ( ψ ∞ ) = 1, which proves that ψ ∞ = 0.
We first prove that γ
So the energy satisfies the estimate
We next show the convergence of the φ i to φ ∞ . We first prove that for any ǫ > 0 and i large enough we have
Such a function exists since φ ∞ is Hölder continuous with Hölder exponent α κ+2 ; namely, u ǫ can be constructed by a regularization procedure. The functions φ i satisfy the rescaled Lichnerowicz equation (4.5). We now claim that if γ i is large enough, then u ǫ is a super-solution of this equation. Indeed, by the definition of u ǫ , we have
Selecting i 0 large enough, we can assume that
Since u ǫ is bounded from above by sup M φ ∞ + ǫ, we deduce that, for some ǫ ′ > 0,
Now recall that the second order derivatives of u ǫ are bounded on M , and that, by increasing i 0 , the energy can be made as large as needed. Then it is easy to see that if i ≥ i 0 then u ǫ is a super-solution of the rescaled Lichnerowicz equation (4.5):
Arguing as in the proof of Proposition 3.6, we conclude that if
The lower bound is slightly more difficult to prove because there is to take into consideration the fact that φ ∞ can vanish. We indicate the differences. Select a function v ǫ such that v ǫ ∈ C 2,0
. Then it can be proved (exactly as for u ǫ ) that for i ≥ i 0 for some i 0 large enough, v ǫ is a sub-solution of the rescaled Lichnerowicz equation (4.5) whenever v ǫ > 0. Note that we cannot apply directly the proof of Proposition 3.6 since it presupposes taking the logarithm of v ǫ . However, remark that φ i ≥ γ 
We immediately obtain the following corollary:
δ , where p ∈ (n; ∞) and δ ∈ (0; n), be such that the limit equation admits no non-zero solution in W 2 < δ ′ < n. By Proposition 3.2 (isomorphism theorem for the vector Laplacian), we obtain that ψ ∈ X 2,p δ ′′ (M, T * M ), where δ ′′ = min {2δ, δ ′ }. Upon iterating this argument, we obtain that ψ ∈ X 2,p
2 by Lemma 2.7. We get a contradiction with the assumption of the corollary. This proves that the energy γ i is bounded, and we conclude by Proposition 4.4 that there exists a solution (φ ∞ , ψ ∞ ) of the constraint equations.
We now prove that the set of solutions is compact. First remark that there exists a constant C > 0 such that for any pair (φ, ψ) ∈ X 2,p
Indeed, if such a constant does not exist, there exist a sequence (φ i , ψ i ) such that γ β (φ i , ψ i ) → ∞. In this case Proposition 4.5 asserts the existence of a non-zero solution of the limit equation (4.6), which is a contradiction. In this section, we complete the proof of Theorem 2.8 by studying the regularity of the solutions of the constraint equations. We assume that the limit equation (4.6) does not admit a non-trivial solution. Higher regularity will be gained by iteration. We start by proving that the solutions of the Lichnerowicz equation enjoy better regularity:
Proposition 5.1. Assume that (M, g) is a C l,β -asymptotically hyperbolic manifold with constant scalar curvature.
for some 2 ≤ k ≤ l, p ∈ (n; ∞) and δ ∈ (0; n), then the solution φ of the Lichnerowicz equation
is continuous.
for some k ≥ 2 such that k + α ≤ l + β and δ ∈ (0; n), then the solution φ of the Lichnerowicz equation is such that φ − 1 ∈ C k,α δ (M, R). Further, the map C
Proof. We first give the proof for local Sobolev spaces. The first step is to prove that φ − 1 ∈ X k,p δ (M, R) (see also [Gic10, Theorem 3.3] ). From a naive application of elliptic regularity in Möbius charts, see e.g. [Lee06, Lemma 4.8], we get that φ ∈ X k,p 0 (M, R). We rewrite the Lichnerowicz equation (2.1) as follows:
where we have subtracted the equation (3.2) satisfied by φ − from the Lichnerowicz equation and used a standard integration trick. From our naive estimate, we have that the coefficient in brackets belongs to X
Applying once more elliptic regularity in Möbius charts, and using the L ∞ -estimate φ − 1 = O(ρ δ ) (Proposition 3.12), we infer that φ − 1 ∈ X k,p δ (M, R).
The second step is to prove the continuous dependence of φ−1 ∈ X k,p δ (M, R) with respect to σ ∈ X k−1,p δ . The proof is based on the implicit function theorem. Set u = log φ. Then u satisfies the following equation (see also Proposition 3.6 and recall that g has constant scalar curvature):
From the first step, u ∈ X k,p δ (M, R). Remark that the map
is well defined and everywhere C 1 . This comes from the following facts:
• from the fact that k ≥ 2, p > n, dv ∈ X
We prove that DH u is an isomorphism. Indeed, let
n−2 (−∆v + nv) , then it is easy to show that P 0 satisfies the assumptions of Theorem A.1. We compute as in the proof of Proposition 3.10:
Hence the indicial radius of P 0 (i.e. half the difference between the two roots of the equation (δ+1)(δ−n) = 0) is n+1 2 . Therefore, by Theorem A.1, P 0 is a Fredholm operator with zero index for any p ∈ (1, ∞), 2 ≤ k ≤ l and δ − n−1 2 < n+1 2 , i.e. for any δ ∈ (−1; n). Let
2 du, dv g + n e κu τ 2 − 1 v + (κ + 4) |σ| 2 g e −(κ+4)u v. We claim that P 1 is a compact operator, thus DH u = P 0 + P 1 is a Fredholm operator with zero index. Indeed, by Lemma 2.4, X
is continuous. Then it follows by Proposition 2.3 that the map X
is compact. The proof is similar for the other two terms. From Lemma 3.7 we immediately get that the X k,p δ -kernel of DH u is zero for any δ ∈ (0; n). This completes the proof of the fact that DH u is an isomorphism.
Applying the implicit functions theorem, we get that the map σ → u is continuous (in fact analytic).
We first prove Theorem 2.8 for the X k,p δ -spaces. Let us denote
From Corollary 4.8, S is non-empty and compact. Let L ⊂ X 
is a consequence of the fact that S is the set of solutions of the constraint equations (hence the zero set of a certain continuous map C :
We now turn our attention to the case of Hölder spaces. Let p = n 1−α . The previous argument shows that the set S is a compact subset of X
Arguing as in the case of local Sobolev spaces, we conclude from Proposition 3.4 and Proposition 5.1 that
The limit system
In this section we study the properties of the limit equation (4.6):
for some p > n and 0 < δ < n. In particular, we try to answer the following question: How large is the set of functions τ such that this equation admits no non-zero solution? The example constructed in [DGH10] shows that this study may be complicated. We state here two propositions regarding the near-CMC case (Propositions 6.1 and 6.2). In particular, the second one gives an explicit large upper bound for the L ∞ -norm of Proof. Indeed, assume that ψ is a non-zero solution of the limit equation (4.6). Then, multiplying (4.6) by ψ and integrating by parts, we get:
which contradicts the assumption of the proposition. for any λ ∈ (0; 1].
Remark 6.3. Assume that the manifold (M, g) is Einstein, i.e. Ric = −(n − 1)g, then Proposition 6.2 applies with f = n − 1. In this case, we get that the limit equation has no solution if dτ τ 2 g < n.
Proof. We start from the Bochner-type formula (Equation B.1) given in Appendix B:
Inserting this formula in the limit equation (4.6), contracting with ψ and integrating by parts, we get:
At any point where dτ = 0, we set
and use the standard inequality
and obtain that 2λ
Remark that this inequality trivially holds at points where dτ = 0. Hence,
In particular, the following inequality holds:
Since we assumed that Ric ≤ −f g, this implies that
It follows that ψ = 0.
Remark that we can assume that f → n−1 at infinity. Since dτ τ tends to zero at infinity, the assumption of the proposition is fulfilled outside a relatively compact open subset Ω. In view of [Loh98, Theorem 4.1], there exists metrics which coincide with g outside Ω, are arbitrarily close to g for the C 0 -norm in Ω and have arbitrarily low Ricci curvature inside Ω. Hence, we easily get the following corollary:
Corollary 6.4. Let (M, g 0 ) be a C l,β -asymptotically hyperbolic manifold with l + β ≥ 2. Given τ ∈ C 1 , τ > 0 such that dτ τ g = O(ρ δ ) for some δ > 0, there exist metrics g such that g −g 0 is arbitrarily C 0 -small, compactly supported and such that the limit equation (4.6) (defined with respect to the metric g and τ ) admits no non-zero solution. Theorem A.1 (Fredholm Theorem). Let (M, g) be a connected asymptotically hyperbolic n-manifold of class C l,β , with n ≥ 1, l ≥ 2, and 0 ≤ β < 1, and let E → M be a geometric tensor bundle over M . Suppose that P : C ∞ (M, E) → C ∞ (M, E) is an elliptic, formally self-adjoint, geometric partial differential operator of order m, 0 < m ≤ l, and assume that there exists a compact set K ⊂ M and a positive constant C such that
Let R be the indicial radius of P . If 1 < p < ∞ and m ≤ k ≤ l then the natural extension
is Fredholm if and only if |δ − n−1 2 | < R. In that case, its index is zero, and its kernel is equal to the L 2 kernel of P .
The proof of this statement is very similar to that of [Lee06, Theorem C], which deals with the case of the weighted Sobolev and Hölder spaces, and follows essentially the same line.
First, note that arguing as in [Lee06, Lemma 4 .6] one easily shows that for δ ∈ R, 1 < p < ∞, and m ≤ k ≤ l, P extends naturally to a bounded mapping P :
Moreover, arguing as in the proof of [Lee06, Lemma 4.8], it is straightforward to prove the following consequence of elliptic regularity applied in Möbius charts:
The next step is to study the model case, i.e. the situation when P is an operator on hyperbolic space satisfying the estimate (A.1). For this we will use the Poincaré ball model, identifying hyperbolic space with the unit ball B ∈ R n with coordinates (ξ 1 , . . . , ξ n ), and with the hyperbolic metricg = 4(1 − |ξ|) −2 i (dξ i ) 2 . The Green kernel of P will be denoted by K. We refer to [Lee06, Chapter 5] for estimates of K and other facts about K.
We set
and prove the following estimate:
Proposition A.3. If 1 < p < ∞, and |δ − n−1 2 | < R, then there exists a constant C > 0 such that
Let us choose a countable uniformly locally finite covering of B by Möbius charts as in [Lee06, Lemma 2.2], and note that in this particular situation B i = (Φ ξ i ) −1 (B 1 ) are geodesic balls centered at ξ i of radius 1. Below we will denote by λB i the geodesic ball centered at ξ i of radius λ.
We will use the decomposition
Hence, if ξ ∈ B i is arbitrary, and φ is any Möbius transformation sending ξ to 0, then the change of variables η ′ = φ(η) yields
where C > 0 does not depend on i and ξ. Consequently, we have a uniform estimate
and it follows by Young inequality [Sog93, Theorem 0.3.1] that there exists C such that for all i
We use this inequality to estimate the first integral. Let I i = {j : B j ∩ 4B i = ∅}. Note that the number of elements in I i is uniformly bounded, and that if j ∈ I i then C −1 ρ i ≤ ρ j ≤ Cρ i for C > 0 sufficiently large, but independent of i and j. We have
We turn to the second integral. It is obvious that
, and thus dg(ξ, η) ≥ 1 for ξ ∈ B i and η ∈ B j . Therefore we can apply [Lee06, Proposition 5.2], which says that for every ǫ > 0 there is a constant C such that |K(ξ, η)| ≤ Cρ(ξ, η) n−1 2 +R−ǫ , where ρ(ξ, η) = (cosh dg(ξ, η)) −1 , provided that dg(ξ, η) ≥ 1. Remark also that C −1 ρ(ξ, ξ j ) ≤ ρ(ξ, η) ≤ Cρ(ξ, ξ j ) for ξ ∈ B i and η ∈ B j , where j ∈ J i . Let us now choose ǫ > 0 such that n−1 2 − R + ǫ < δ < n−1 2 + R − ǫ and apply Hölder inequality:
Consequently,
and the statement is proved.
Theorem A.4. Let P be a formally self-adjoint geometric elliptic operator satisfying (A.1).
Proof. We argue as in [Lee06, Theorem 5.9]. We first prove injectivity. Choose δ ′ such that
, it is also injective on the smaller space X k,p δ . Now let f ∈ X k,p δ be arbitrary and set u = P −1 f . Then u ∈ X 0,p δ by Proposition A.3. We will show that P u = f holds in the distributional sense. From Proposition A.3 it is obvious that
Consequently, one can apply Fubini theorem and the fact that K satisfies the symmetry condition
Hence u ∈ X k,p δ by Lemma A.2. The continuity of the inverse follows from Lemma A.2 and Proposition A.3.
Following [Lee06] we use the resulting inverse map for P :
. For this we first recall how the boundary Möbius coordinates (ρ, θ), which are defined all the way up to ∂M , are constructed. Recall the notations M µ = ρ −1 (0; µ), and K µ = M \ M µ , and that (H,g) denotes the upper half-space model of the hyperbolic space.
For sufficiently small c eachp ∈ ∂M has a neighborhood Ω(p) on which the background coordinates (ρ, θ) are defined on the set {(ρ, θ) : 0 ≤ ρ < c, |θ − θ(p)| < c}. Recall that |dρ| 2 g = 1 along ∂M and choose a C l,β orthonormal frame w = (w 0 , w 1 , . . . , w n−1 ) on Ω(p) with respect to the metric g, such that w 0 = dρ on ∂M ∩ Ω(p). We use the coefficients of the expansion
to define the boundary Möbius coordinates (ρ, θ) by setting
It is obvious that in these new coordinates atp we have g ij = δ ij . We proceed by defining for 0 < r < c and a > 0 open subsets Y a = {(y, x) ∈ H : 0 < y < a, |x| < a} ⊂ H, Although y cannot be used as a defining function for H since it blows up at infinity, one can construct using a partition of unity a smooth defining function ρ ′ for H such that ρ ′ = y on Y 1 . Then for 0 < r < c we have (Ψ −1 p,r ) * ρ = y = ρ ′ , and it is therefore straightforward to check that for the weighted local Sobolev norms it is true that .
Note also the similar scaling behaviour of Hölder and Sobolev norms: constitute a partition of unity for M subordinate to the cover {K r/4 , Z r (p i )}. It is also easy to see that these functions are uniformly bounded in C l,β (0) (M ). We will now construct a bundleȆ → H which is in a certain sense similar to E together with an isomorphism Υ i,r :Ȇ| Y 1 → E| Zr(p) . Let T r 1 r 2 = (R n ) r 2 ⊗ (R n * ) r 1 be the standard tensor space. It comes with a natural O(n)-action and is such that T r 1 r 2 M = F × O(n) T r 1 r 2 , where F is the orthonormal frame bundle of T M with respect to the metric g. Since E is a geometric tensor bundle, there exists an invariant subspace E such that E = F × O(n) E. LetF (resp. F i,r ) be the (oriented) orthonormal frame bundle of the hyperbolic metricg on H (resp. g i,r = Ψ LetP be the operator on hyperbolic space with the same local coordinate expression as P . For each i consider the operator P i,r : C ∞ (Y 1 ,Ȇ) → C ∞ (Y 1 ,Ȇ) defined by P i,r u = Υ −1 i,r P (Υ i,r u).
Since P is a geometric operator, by (A.2) and (A.6), we conclude that for every u ∈ X . Now suppose that P satisfies (A.1). Using (A.5) it is easy to show that P i,r also satisfies (A.1). Consequently, if r is small enough it follows by (A.7) and [Lee06, Lemma 4.8 (a)] thatP satisfies an analogous estimate (perhaps with a different constant) for all u ∈ C ∞ c (Y 1 ,Ȇ). The same estimate holds globally on H since for an arbitrary u ∈ C ∞ c (H,Ȇ) there is a Möbius transformation taking supp u into Y 1 . By Theorem A.4 we conclude that the operatorP is invertible on X Proposition A.5. Let P : C ∞ (M, E) → C ∞ (M, E) satisfy (A.1). If |δ − n−1 2 | < R and 1 < p < ∞ then Q r , S r , and T r extend to bounded maps as follows: . To prove the later statement we note that [φ i , P ] is a partial differential operator of order m − 1, each term in its coordinate expression being the product of a polynomial in g, (det g) −1/2 , and their derivatives up to order q, an s-th covariant derivative of u, and a t-th covariant derivative of φ i,r , where q + s + t ≤ m, and t ≥ 1. Recall that φ i,r are uniformly bounded in limit must be 0, which is a contradiction. Consequently, there exists l such that p l ≥ n. Let us choosezero on this extended region. This gives a vector field X ∈ W 2,p in the "two-sided" neighborhood of p which vanishes on the exterior side. Finally, it follows by the low-regularity unique continuation result of D. Maxwell [Max05b, Lemma 7] that X has to vanish everywhere. As a corollary of the non-existence of L 2 -conformal Killing vector field, we can also prove that the constant C g defined as (B.2) C g = inf ψ∈W
