Semi-invariant Riemannian metrics in hydrodynamics by Bauer, Martin & Modin, Klas
ar
X
iv
:1
81
0.
03
42
4v
1 
 [m
ath
.A
P]
  8
 O
ct 
20
18
SEMI-INVARIANT RIEMANNIAN METRICS IN HYDRODYNAMICS
MARTIN BAUER AND KLAS MODIN
Abstract. Many models in mathematical physics are given as non-linear partial dif-
ferential equation of hydrodynamic type; the incompressible Euler, KdV, and Camassa–
Holm equations are well-studied examples. A beautiful approach to well-posedness is
to go from the Eulerian to a Lagrangian description. Geometrically it corresponds to
a geodesic initial value problem on the infinite-dimensional group of diffeomorphisms
with a right invariant Riemannian metric. By establishing regularity properties of
the Riemannian spray one can then obtain local, and sometimes global, existence and
uniqueness results. There are, however, many hydrodynamic-type equations, notably
shallow water models and compressible Euler equations, where the underlying infinite-
dimensional Riemannian structure is not fully right invariant, but still semi-invariant
with respect to the subgroup of volume preserving diffeomorphisms. Here we study
such metrics. For semi-invariant metrics of Sobolev Hk-type we give local and some
global well-posedness results for the geodesic initial value problem. We also give results
in the presence of a potential functional (corresponding to the fluid’s internal energy).
Our study reveals many pitfalls in going from fully right invariant to semi-invariant
Sobolev metrics; the regularity requirements, for example, are higher. Nevertheless
the key results, such as no loss or gain in regularity along geodesics, can be adopted.
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1. Introduction
In 1966 Arnold [2] discovered that the Euler equations of an incompressible perfect
fluid can be interpreted as a geodesic equation on the space of volume-preserving dif-
feomorphisms. Based on this Ebin and Marsden [15] initiated a new approach to local
(short time) existence and uniqueness of hydrodynamic PDE. This approach has since
then been extended to many other PDE of mathematical physics, such as the KdV
[38], Camassa–Holm [10, 28], Hunter–Saxton [22, 31], Constantin–Lax–Majda [14, 18, 8]
and Landau–Lifschitz equations [3]. The same analysis sometimes lends itself to global
existence results [9, 35, 32, 16, 6].
The common setting is a group of diffeomorphisms, thought of as an infinite-dimensional
manifold, equipped with a right invariant Riemannian metric. The pressing issue is to
obtain this setting rigorously in the category of Banach manifolds (by Sobolev comple-
tion of the diffeomorphism group), and then prove that the PDE becomes an ODE on the
Banach manifold with a smooth (or at least Lipschitz continuous) infinite-dimensional
vector field. After that, local existence, uniqueness, and smooth dependence on initial
conditions follows from standard results for ODE on Banach manifolds (the Picard–
Lindelo¨ff theorem). Global results are aquired if the Riemannian structure is strong in
the Sobolev topology.
The inner workings of the Ebin and Marsden analysis heavily utilize right invariance
of the Riemannian structure—it is through this structure that the PDE (with loss of
derivatives) can be formulated as an ODE (without loss of derivatives). What happens
if the Riemannian structure is only semi-invariant?
Here we address this question for the group of diffeomorphisms Diff(M) (where M is
a closed manifold) equipped with a Riemannian metric that is right invariant only with
respect to the sub-group of volume-preserving diffeomorphisms Diffµ(M). We call such
metrics semi-invariant. Our study connects to several lines of research.
Optimal transport: In Otto’s [37] geometric approach to optimal mass transporta-
tion the L2-Wasserstein distance between two probability densities is (formally) obtained
as a Riemannian boundary value problem. The underlying Riemannian structure on the
space P∞(M) of smooth probability densities stems from a semi-invariant (but not fully
invariant) L2-type Riemannian metric on Diff(M). Indeed, through Moser’s [34] result
P∞(M) ≃ Diff(M)/Diffµ(M)
the L2-type Riemannian structure on Diff(M) induces, due to the Diffµ(M)-invariance, a
Riemannian structure on P∞(M). This structure has low regularity: only Sobolev H−1.
The search for higher order Otto metrics is advocated in the optimal transport com-
munity, see Villani [42, Ch. 15] and Schachter [41]. Furthermore, in applications higher
regularity than H−1 is often desired, for example in imaging to sustain sharp corners.
Higher order Sobolev type Riemannian metrics on P∞(M) induced by fully right in-
variant metrics on Diff(M) were studied in [7]. However, the full invariance imposes
restrictions that, for example, excludes the Otto’s metric. This motivates the study of
semi-invariant Riemannian metrics on Diff(M) of higher regularity than L2.
Information geometry: In the field of information geometry (cf. Amari and Na-
gaoka [1]) the principal Riemannian structure on P∞(M) is the Fisher–Rao metric which
induces the (spherical) Hellinger distance. The Fisher–Rao metric is canonical in the
SEMI-INVARIANT RIEMANNIAN METRICS IN HYDRODYNAMICS 3
sense that it is the only Riemannian metric on the space of smooth densities that is
invariant under the action of Diff(M), c.f. [11, 4, 5]. It has a similar geometric inter-
pretation as the semi-invariant L2 metric on Diff(M), only its regularity is higher: H1
instead of L2 [25, 33]. Thus, our study also contributes towards new Riemannian struc-
tures in information geometry. Furthermore, we can treat the Wasserstein–Otto metric
and the Fisher–Rao metric in the same geometric transport framework, allowing mixed
order models such as proposed in [12, 39, 40].
Shallow water equations: In the field of shallow water equations, the full Euler
equations are approximated in the regime where the wave-length is large in comparison
to the depth. The standard shallow water equations for waves evolving on a Riemannian
manifold M are {
ut +∇uu+∇h = 0
ht + div(hu) = 0
(1)
where u is a vector field on M describing the horizontal velocity at the surface and
h(x) is the water depth at x ∈ M . By an analogue to Arnold’s interpretation of the
incompressible Euler equations, the shallow water equations (1) constitute Newton’s
equations on Diff(M), with kinetic energy given by the aforementioned semi-invariant L2
metric and potential energy given by V (h) = 12‖h‖
2
L2
(see [26] for details). A prevailing
theme in shallow water research is to modify the equations (1) to obtain more accurate
models, for example the Serre–Green–Naghdi (SGN) equations
ut +∇uu+∇h = −
1
3h
( ∂
∂t
+∇u
)
∇∗(h3∇u)
ht + div(hu) = 0,
(2)
where ∇∗ denotes the L2-adjoint of the covariant derivative. Following the work of
Ionescu-Kruse [24], these equations correspond to Newton’s equations on Diff(M), with
the same potential energy as for the classical shallow water equations, but with the
modified H1-type kinetic energy
1
2
∫
M
(h|u|2 +
h3
3
|∇u|2)µ. (3)
Since this kinetic energy is quadratic in the vector field u, and since h is transported
by u as a volume density, it follows that (3) corresponds to a semi-invariant H1-type
Riemannian metric of Diff(M). From a geometric viewpoint, new shallow water models
are thus obtained by higher order semi-invariant modifications of the standard L2-type
metric on Diff(M). This further motivates our study. One might of course also modify
the potential energy as suggested in [13].
PDE analysis: From a more mathematical point-of-view, to investigate the degree
to which Ebin and Marsden techniques can be extended to the semi-invariant case yields
new theoretical insights. As we shall see, the extension is non-trivial, with some un-
expected pitfalls. The results of Ebin and Marsden are based on extending Arnold’s
Riemannian metric on Diffµ(M) to a Sobolev completion D
s
µ(M) of the diffeomor-
phisms. If s > dim(M)/2 + 1 then Dsµ(M) is a Banach manifold. Remarkably, the
associated (infinite-dimensional) Riemannian spray on Dsµ(M) is then smooth, so local
well-posedness follows from standard ODE-theory on Banach manifolds (see e.g. [29]).
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The Ebin and Marsden approach has successfully been extended to the Sobolev com-
pletion Ds(M) of all diffeomorphisms for right invariant Sobolev Hk-metric for k ≥ 1
[32, 27]. Furthermore, for strong Riemannian metrics, i.e., where k = s, the right invari-
ance of the metric yields global well-posedness [19]. In contrast, our study shows that
not every smooth semi-invariant H1-metric yields a smooth spray (the SGN metric (3)
is an example) and global results are not readily available without additional assump-
tions. Even more, for local results the Sobolev completion Ds(M) of Diff(M) requires a
higher Sobolev index s than in the fully right invariant case. Nevertheless, with modifi-
cations the key components of the Ebin and Marsden technique can be adopted to the
semi-invariant case, for example the no-loss-no-gain result (see Appendix A below).
1.1. Main results. Let (M,g) be a closed (compact and without boundary) oriented
Riemannian manifold of finite dimension d. Associated with the metric g is the Rie-
mannian volume form µ, and the Levi–Civita covariant derivative ∇ (acting on tensor
fields). We denote time derivatives by subscript t, for example ut = ∂u/∂t.
The Riemannian metric g can be extended to arbitrary r-q-tensors via
gqr =
r⊗
g ⊗
q⊗
g−1 .
To simplify the notation we write g also for this extended metric. For tensor fields
X,Y ∈ C∞(M,T qr (M)) we use vector calculus notation X · Y := g(X,Y ) and |X| :=√
g(X,X). The L2 inner product on tensor fields is given by
〈X,Y 〉L2 =
∫
M
X · Y µ.
The space of smooth vector fields on M is denoted X(M). Furthermore, the space of
smooth probability densities is given by
P∞(M) = {ρ ∈ C∞(M) | ρ > 0,
∫
M
ρµ = 1}.
Consider the following family of Lagrangian functionals on the hydrodynamic phase
space Dens(M)× X(M)
L(u, ρ) =
1
2
k∑
i=0
∫
M
ai ◦ ρ |∇
iu|2 µ− V (ρ)
where V : P∞(M) → R is a potential functional, and ai : R>0 → R≥0 are smooth
coefficient functions that specify how the kinetic energy depends on the density vari-
able ρ. Since the kinetic energy is quadratic on the vector field u, the variational de-
rivative of L (with respect to the L2 inner product) is a family of differential operators
A : P∞(M)× X(M)→ X(M) that is linear in the vector field component u
δL
δu
=: A(ρ)u =
k∑
i=0
(∇i)∗ ai ◦ ρ∇
iu .
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The other variational derivative, with respect to ρ, is
δL
δρ
=: B(ρ, u) =
1
2
k∑
i=0
a′i ◦ ρ |∇
iu|2 −
δV
δρ
.
From these derivatives we obtain a corresponding family of hydrodynamic-type PDE in
the time-dependent vector fields u and m and density ρ

mt +∇um+ (div u)m+ (∇u)
⊤m− ρ∇B(ρ, u) = 0
ρt + div(ρu) = 0
m = A(ρ)u
u|t=0 = u0, ρ|t=0 = ρ0.
(4)
From the point of view of analytical mechanics, the variable m is the momentum asso-
ciated with the fluid velocity u, and A(ρ) is the inertia operator.
Before formulating the main result we list some special cases of the equations (4).
Example 1. If V = 0 and the coefficient functions ai are constants, so that B(ρ, u) ≡ 0,
we obtain the EPDiff equation [21]. This corresponds to a fully right invariant Riemann-
ian structure on Diff(M). For M = S1 we obtain as special cases the Camassa–Holm
[28], the Constantin–Lax–Majda [18] and the Hunter–Saxton equation [31].
Example 2. If V = 0 and k = 0 with a0(r) = r we obtain Burgers’ equation
ut +∇uu = 0,
which is the simplest hydrodynamic model (fluid particles are moving along geodesics
on M without interacting with each other). This corresponds to the semi-invariant L2-
metric whose distance is the classical L2-Wasserstein distance (also called ‘earth-movers
distance’).
Example 3. If the potential functional is
V (ρ) =
∫
M
e(ρ)ρµ
for some internal energy function e(ρ), and k = 0 with a0(r) = r, we obtain the
(barotropic) compressible Euler equations
ut +∇uu+
1
ρ
∇e′(ρ)ρ2 = 0,
ρt + div(ρu) = 0.
The choice e(ρ) = ρ/2 coincides with the classical shallow water equations (1), where
the density ρ then is the water depth (denoted h in (1)).
Example 4. If the potential functional is
V (ρ) =
1
2
∫
M
ρ2 µ,
and k = 1 with a0(r) = r and a1(r) = r
3/3, we obtain the SGN equations (2), again
with ρ as the depth function h.
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Main Theorem. Consider the equations (4) with ρ0 ∈ P
∞(M) and u0 ∈ X(M), and a
potential functional V such that
δV
δρ
: P∞(M)→ C∞(M)
is a smooth (nonlinear) differential operator of order 2k − 2 or less.
• If k = 1 with a0(·) > 0 and a1(·) = const > 0, or
• if k > 2 with a0(·) > 0 and ak(·) > 0,
then there exists a unique solution defined on a maximal time-interval of existence J ⊂ R,
which is open and contains zero. The solution u = u(t, x) and ρ = ρ(t, x) depends
smoothly (in the Fre´chet topology of smooth functions) on the initial conditions.
Furthermore, if k > d/2+1 and V = 0, and if a0(·) > C1 and ak(·) > C2 for constants
C1, C2 > 0, then J = R, i.e., we have global existence.
In the remainder of the paper we prove this and other related results in the more
general setting when A(ρ) is an elliptic differential operator fulfilling certain assumptions.
Acknowledgements. We are grateful to Dimitrios Mitsotakis who pointed us to the
geometric interpretation of the Serre–Green–Naghdi equation. We would also like to
thank Sarang Joshi and Franc¸ois-Xavier Vialard for helpful discussions. The second
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dation for International Cooperation in Research and Higher Eduction (STINT) grant
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2. Semi-invariant Riemannian metrics on diffeomorphisms
2.1. Background on diffeomorphism groups. The group Diff(M) of all smooth
diffeomorphisms is an infinite-dimensional Fre´chet Lie group, i.e., it is a Fre´chet manifold
and the group operations (composition and inversion) are smooth maps [20, §I.4.6]. The
corresponding Fre´chet Lie algebra is the space X(M) of smooth vector fields equipped
with minus the vector field bracket.
To obtain results on existence of geodesics on Diff(M), the standard approach is to
work in the Banach topology of Sobolev completions, and then use a ‘no-loss-no-gain’ in
regularity result by Ebin and Marsden [15]. Therefore we introduce
Ds(M) =
{
ϕ ∈ Hs(M,M) | ϕ is bijective and ϕ−1 ∈ Hs(M,M)
}
, s >
d
2
+ 1 ,
which is a Hilbert manifold and a topological group. It is, however, not a Lie group,
since left multiplication is not smooth (only continuous). The corresponding set of
Sobolev vector fields is denoted Xs(M). For a detailed treatment we refer to the research
monograph by Inci, Kappeler, and Topalov [23].
2.2. Geodesic equation. In the following let G be a Riemannian metric on Diff(M)
that is invariant with respect to the right action of the volume preserving diffeomorphism
group Diffµ(M), but not necessary with respect to arbitrary diffeomorphisms in Diff(M),
i.e.,
Gϕ(h, k) = Gϕ◦ψ(h ◦ ψ, k ◦ ψ) (5)
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for all ϕ ∈ Diff(M), h, k ∈ TϕDiff(M) and ψ ∈ Diffµ(M). We refer to such a metric as
semi-invariant.
Let ρ = det(Dϕ−1). Then any Riemannian metric of the form
Gϕ(u ◦ ϕ, v ◦ ϕ) =
∫
M
u ·A(ρ)v µ ∀u, v ∈ X(M) (6)
is semi-invariant, i.e., satisfies the invariance property (5). Here, the inertia operator
A(ρ) : X(M)→ X(M)
is a field of operators that are self-adjoint (with respect to the L2 inner product) and
positive.
Assumption 1. The inertia operator A(ρ) fulfills these conditions:
(1) For a fixed integer k ≥ 1 the map
(ρ, u) 7→ A(ρ)u
is a smooth differential operator P∞(M)×X(M)→ X(M) of order 2k− 2 in its
first argument and of order 2k in its second argument.
(2) For any ρ ∈ P∞(M) the map
u 7→ A(ρ)u
is a linear positive elliptic differential operator which is self-adjoint with respect
to the L2 inner product.
(3) Let v 7→ A′(ρ)∗(u, v) be the L2 adjoint of the ρ-derivative ρ˙ 7→ A′(ρ)(u, ρ˙), i.e.,∫
M
A′(ρ)∗(u, v) · w µ =
∫
M
v ·
(
A′(ρ)(u,w
)
µ . (7)
Then the mapping
(ρ, u, v) 7→ A′(ρ)∗(u, v)
is a smooth differential operator P∞(M) × X(M) × X(M) → C∞(M) of order
2k−2 in its first argument and of order 2k−1 in its second and third arguments.
Example 5. An important family of inertia operators is given by
A(ρ) =
k∑
i=0
(∇i)∗ai(ρ)∇
i ,
where ai are smooth coefficient functions depending on ρ. This class of inertia operators
stems from semi-invariant Riemannian metrics of the form
Gϕ(X ◦ ϕ, Y ◦ ϕ) =
k∑
i=0
∫
M
ai(ρ) g(∇
iX,∇iY )µ .
Such metrics are common in shallow water equations and in regularized compressible
fluid equations. We study metrics of this type in § 2.3 and we show in Lemma 9 below
that they satisfy Assumption 1 under mild conditions on the coefficient functions ai.
We now give the geodesic equation.
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Theorem 6. The geodesic equation of an Diffµ(M)-invariant Riemannian metric on the
group of smooth diffeomorphisms whose inertia operator fulfills Assumption 1 is given
by the PDE(
A(ρ)u
)
t
+∇uA(ρ)u+ (div u)A(ρ)u + (∇u)
⊤A(ρ)u−
ρ
2
∇
(
A′(ρ)∗(u, u)
)
= 0 (8)
ρt + div(ρu) = 0 (9)
where v 7→ A′(ρ)∗(u, v) is the adjoint of the ρ-derivative ρ˙ 7→ A′(ρ)(u, ρ˙) as in (7).
The geodesic t 7→ ϕ(t, ·) on Diff(M) is reconstructed from a solution (ρ, u) by
ϕt = u ◦ ϕ.
As before, the probability function ρ is related to ϕ via ρ = det(Dϕ−1).
Using the notation A(ρ)u = m one can rewrite (8) to obtain:
mt +∇um+ (div u)m+ (∇u)
⊤m−
ρ
2
∇
(
A′(ρ)∗(u, u)
)
= 0 (10)
From here, one can easily deduce the similarities to the EPDiff equation: the last term
in (10) is new.
Proof of Theorem 6. The energy of a path of diffeomorphisms ϕ = ϕ(t, x) is given by
E(ϕ) =
∫ 1
0
Gϕ(ϕt, ϕt)dt
=
∫ 1
0
∫
M
g
(
A(ρ)(ϕt ◦ ϕ
−1), ϕt ◦ ϕ
−1
)
µ dt
Varying ϕ in the direction h = h(t, x) with h(0, ·) = h(1, ·) = 0 we calculate
d(ϕt ◦ ϕ
−1).h = ht ◦ ϕ
−1 −∇ϕt ◦ ϕ
−1.(∇ϕ)−1h ◦ ϕ−1 .
Thus we obtain for the variation of the energy functional:
dE(ϕ).h = 2
∫ 1
0
∫
M
g
(
A(ρ)(ϕt ◦ ϕ
−1), ht ◦ ϕ
−1 −∇ϕt ◦ ϕ
−1.(∇ϕ)−1h ◦ ϕ−1
)
µ dt
+
∫ 1
0
∫
M
g
(
dA′(ρ)(ϕt ◦ ϕ
−1,dρ.h), ϕt ◦ ϕ
−1
)
µ dt
Using the notation u = ϕt ◦ ϕ
−1 we can rewrite this to obtain:
dE(ϕ).h = 2
∫ 1
0
∫
M
g
(
A(ρ)u, ht ◦ ϕ
−1 −∇u.h ◦ ϕ−1
)
µ dt (11)
+
∫ 1
0
∫
M
g
(
A′(ρ)(u,dρ.h), u
)
µ dt (12)
It remains to separate all terms involving the variation h. In the following we will treat
the two terms separately. For the first term (11) we use
ht ◦ ϕ
−1 = (h ◦ ϕ−1)t −∇h ◦ ϕ
−1∂t(ϕ
−1)
= (h ◦ ϕ−1)t +∇h ◦ ϕ
−1(∇ϕ)−1 ◦ ϕ−1.u
= (h ◦ ϕ−1)t −∇(h ◦ ϕ
−1).u
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Thus we obtain for the first term
2
∫ 1
0
∫
M
g
(
A(ρ)u, (h ◦ ϕ−1)t −∇(h ◦ ϕ
−1).u−∇u.h ◦ ϕ−1
)
µ dt
Using integration by parts and writing m = A(ρ)u we can rewrite this to obtain
−2
∫ 1
0
∫
M
g
(
mt + (∇u)
Tm+∇u(m) + (div u)(m), (h ◦ ϕ
−1)
)
µ dt
For the second term (12) we use the variation formula of ρ in direction h (see e.g. [7])
dρ.h = − div(ρ(h ◦ ϕ−1)) .
Thus, for the second term we have∫ 1
0
∫
M
g
(
A′(ρ)(u,dρ.h), u
)
µ dt =
∫ 1
0
∫
M
g
(
A′(ρ)(u,− div(ρ(h ◦ ϕ−1))), u
)
µ dt
=
∫ 1
0
∫
M
− div(ρ(h ◦ ϕ−1))A′(ρ)∗(u, u)µ dt
=
∫ 1
0
∫
M
g
(
h ◦ ϕ−1, ρ∇A′(ρ)∗(u, u)
)
µ dt.
The conbination of the first and second term now gives equation (8). Using that
ρt = − div(ρu)
we also obtain equation (9). 
The following theorem on local well-posedness is our first main result.
Theorem 7 (Local well-posedness). Let G be the Diffµ(M)-invariant metric (6) with
inertia operator A(ρ) satisfying Assumption 1. Then, given any (ϕ0, v0) ∈ TDiff(M),
there exists a unique non-extendable geodesic (ϕ(t), v(t)) ∈ C∞(J, TDiff(M)) on the
maximal interval of existence J , which is open and contains zero.
We postpone the details of the proof to the end of § 2.4. In essence, the main idea is to
extend the metric and the geodesic spray to the Sobolev completion Ds(M). This allows
us to interpret the geodesic equation as an ODE on a Hilbert manifold and thus to use
the theorem of Picard–Lindelo¨ff to prove local well-posedness on the completion. The
statement in the smooth category then follows by a no-loss-no-gain result. By a small
modification of the proof one also obtains the corresponding result with a potential.
Corollary 8. Let G be as in Theorem 7 and let V : P∞(M)→ R be a potential functional
such that its variational derivative δV/δρ is a smooth (non-linear) differential operator
of order 2k − 2 or less. Then the statement of Theorem 7 is valid also for the flow of
the Lagrangian on TDiff given by
L(ϕ, ϕ˙) =
1
2
Gϕ(ϕ˙, ϕ˙)− V (det(Dϕ
−1)).
In the following section we discuss geodesic completeness, i.e., the question of global
in time existence of solutions to the geodesic initial value problem.
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2.3. Geodesic completeness. For geodesic completeness we will focus on the class of
operators introduced in Example 5, i.e.,
A(ρ) =
k∑
i=0
(∇i)∗ai(ρ)∇
i , (13)
where ai ∈ C
∞(R>0,R≥0) are smooth coefficient functions depending on ρ. For this
class we are able to prove geodesic completeness—the second of our main results. First
we show that the class satisfies Assumption 1:
Lemma 9. The operator (13) satisfies Assumption 1 if one of the conditions
(1) k = 1, a0(ρ) > 0 and a1(ρ) = const > 0;
(2) k ≥ 2, a0(ρ) > 0 and ak(ρ) > 0;
is satisfied.
Proof. It is straight-forward to see that A(ρ) satisfies item (1) and (2) of Assumption 1.
Note, that we use here that a1 does not depend on ρ for the case of an operator with
k = 1. To see that it satisfies item (3) we calculate an explicit expression of the L2
adjoint: ∫
M
A′(ρ)∗(v,w) · w µ =
∫
M
v ·
(
A′(ρ)(w, u)
)
µ .
=
∫
M
v ·
(
k∑
i=0
(∇i)∗a′i(ρ) div(u)∇
iw
)
µ
=
k∑
i=0
∫
M
a′i(ρ)∇
iv · ∇iw div(u)µ
=
k∑
i=0
∫
M
u · ∇
(
a′i(ρ)∇
iv · ∇iw
)
µ .
Thus we have:
A′(ρ)∗(v,w) =
k∑
i=0
∇
(
a′i(ρ)∇
iv · ∇iw
)
.
Counting derivatives we obtain that this is a smooth differential operator P∞(M) ×
X(M) × X(M) → C∞(M) of order one in its first argument and of order k + 1 in its
second and third argument. Thus all assumptions are satisfied. 
Using this lemma we can directly apply the local well-posedness result of the previous
section to obtain the result:
Corollary 10. Let A be an inertia operator of the form (13) that satisfies either condi-
tion (1) or (2) of Lemma 9. Then the geodesic equation of the corresponding Diffµ(M)-
invariant Riemannian metric on the group of smooth diffeomorphisms
(
A(ρ)u
)
t
+∇uA(ρ)u+ (div u)A(ρ)u + (∇u)
⊤A(ρ)u−
ρ
2
∇
(
k∑
i=0
∇
(
a′i(ρ)|∇
iu|2
))
= 0
ρt + div(ρu) = 0
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is locally well-posed in the sense of Theorem 7.
The particular form of this initial operator allows in addition to obtain a global well-
posedness result and to characterize the metric completion:
Theorem 11 (Global well-posedness). Let G be a Diffµ(M)-invariant metric (6) of
order k > d2 + 1 with inertia operator A(ρ) of the form (13) with a1(·) > C1 and
ak(·) > C2 for some constants C1, C2 > 0. We have:
(1) The space (Diff(M), G) is geodesically complete, i.e., for any initial condition
(ϕ0, v0) ∈ TDiff(M), the unique geodesic (ϕ(t), v(t)) ∈ C
∞(R, TDiff(M)) with
(ϕ(0), v(0)) = (ϕ0, v0) exist for all time t.
(2) The metric completion of the space
(
Diff(M),distG
)
is the space of all Sobolev
diffeomorphisms Dk(M) of regularity k, as defined in § 2.1. Here distG denote
the induced geodesic distance function.
The proof is postponed to the end of § 2.4.
2.4. Sobolev completion. We shall now extend the metric and the geodesic spray
to the Sobolev completion Ds(M) of Diff(M) and establish smoothness results. The
theorem of Picard and Lindelo¨ff then gives local well-posedness of the geodesic initial
value problem. From smoothness of the extended metric and additional conditions on
the inertia operator we also obtain global well-posedness.
Theorem 12. Let G be a Diffµ(M)-invariant metric of the form (6).
(1) If the inertia operator A(ρ) satisfies Assumption 1 then G extends to a smooth
Dsµ(M)-invariant metric on D
s(M) for every s > d2 + 2k.
(2) If the inertia operator A(ρ) is of the form (13) with k > d2 +1 then G extends to
a a smooth Dsµ(M)-invariant metric on D
s(M) for every s > d2+1 and s−k ≥ 0.
If in addition a0(·) > C1 and ak(·) > C2 for some constants C1, C2 > 0 then it
extends to a strong Riemannian metric on the Sobolev completion Dk(M).
Remark 13. For right invariant metrics on Diff(M) it is easy to show that the theorem
holds if the inertia operator A is a differential operator, c.f. [15]. For more general inertia
operators the situation is more complicated: for Pseudodifferential Operators that are
represented as a Fourier multipliers the statement has been proven on the diffeomorphism
group of the circle and of Rd, see [17, 6]. For arbitrary compact manifolds no results
beyond the class of differential operators are known.
Proof. The metric in terms of h, k ∈ TϕD
s(M) is given by
Gϕ(h, k) =
∫
M
g(A(ρ)(h ◦ ϕ−1), k ◦ ϕ−1)µ .
Since inversion ϕ 7→ ϕ−1 is only continous, but not C1, the smoothness of the metric is
not clear a priori.
To show the smoothness of the metric we adopt the strategy devised for Diff(M)-
invariant metrics on Ds(M): by a change of coordinates we write the metric as
Gϕ(h, k) =
∫
M
g((A(ρ)(h ◦ ϕ−1)) ◦ ϕ, k)ϕ∗µ =
∫
M
g((Rϕ ◦A(ρ) ◦Rϕ−1)(h), k)ϕ
∗µ .
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Since the mapping ϕ 7→ ϕ∗µ = det(Dϕ)µ is smooth for s > d2 + 1 the smoothness of the
metric reduces to the smoothness of the bundle operator
TDs(M)→ T s−2kDs(M); (ϕ, h) 7→ Aϕh := (Rϕ ◦A(ρ) ◦Rϕ−1)(h) ,
where T s−2kDs(M) denotes the bundle above Ds(M) whose fiber vectors belong to
Hs−2k(M,TM) (see Ebin and Marsden [15] for details on this infinite dimensional vec-
tor bundle). Now the smoothness statement follows directly from Lemma 27 using
Assumption 1. Note that we need only a slightly weaker condition to get smoothness of
the metric, namely A can be of one order higher in ρ as compared to the assumptions.
Using the particular form of the inertia operator in item (2) of the theorem we are able
to significantly weaken the assumptions on the Sobolev order s. Therefore we decompose
A as
A(ρ) =
k∑
i=0
(∇i)∗ ◦Mai(ρ) ◦ ∇
i,
with the Mai(ρ) operator being multiplication by ai(ρ). We then have
(A)ϕ = Rϕ ◦ A(ρ) ◦Rϕ−1 = Rϕ ◦
(
k∑
i=0
(∇i)∗ ◦Mai(ρ) ◦ ∇
i
)
◦Rϕ−1
=
k∑
i=0
((
Rϕ ◦ (∇
i)∗ ◦Rϕ−1
)
◦
(
Rϕ ◦Mai(ρ) ◦Rϕ−1
)
◦
(
Rϕ ◦ ∇
i ◦Rϕ−1
))
We can thus show the desired smoothness result by analyzing the components. The
operators ∇i and its adjoint are constant coefficient differential operators, thus we can
use the results for fully right invariant metric to obtain that the mappings
TDs(M)→ T s−iDs(M); (ϕ, h) 7→ (Rϕ ◦ ∇
i ◦Rϕ−1)(h)
T s−iDs(M)→ T s−2iDs(M); (ϕ, h) 7→ (Rϕ ◦ (∇
i)∗ ◦Rϕ−1)(h)
are smooth for 1 ≤ i ≤ k, see e.g. [15]. It remains to study the conjugation of the
multiplication operator. Here we use that
Rϕ ◦Mρ ◦Rϕ−1 =Mρ◦ϕ .
Thus, using the proof of Lemma 27, the smoothness of the mapping
Ds(M)→ L(Hq(M,TM),Hq(M,TM)); ϕ 7→Mρ◦ϕ
follows for 0 ≤ q ≤ s − 1. Here we used the Sobolev embedding theorem. It remains to
show that G is a strong metric on the Sobolev completion Dk(M). Since we assumed
that ak(ρ) > C2 > 0 and a0(ρ) > C1 > 0 it follows that the metric is uniformly stronger
than the Diff(M)-right invariant Sobolev metric G¯ with inertia operator 1 + ∆k. Thus
the metric G is a strong Riemannian metric on Dk(M) as this statement holds for the
metric G¯, c.f. [9]. 
We are now in position to prove local well-posedness of the geodesic equation on the
Sobolev completions.
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Theorem 14. Let G be the Diffµ(M)-invariant metric with inertia operator A(ρ) fulfill-
ing Assumption 1. Let s > d2 + 2k . Then, given any (ϕ0, v0) ∈ TD
s(M), there exists a
unique non-extendable geodesic (ϕ(t), v(t)) ∈ C∞(Js, TDs(M)) on the maximal interval
of existence Js, which is open and contains zero.
Proof. We prove that the geodesic equation is an ODE on the Banach manifold TDs(M)
for a smooth vector field F on TDs(M) of the form
F (ϕ, h) = (ϕ, h, h, Sϕ(h)) ∈ T (TD
s(M)),
where Sϕ = Rϕ ◦ S ◦Rϕ−1 with
S(u) = ∇uu+A(ρ)
−1
(
−∇um− (div u)(m)− (∇u)
⊤(m)
+
ρ
2
∇
(
A′(ρ)∗(u, u)
)
+A′(ρ)(u,div(ρu))
)
.
Note the new term ∇uu as compared to the geodesic equation (8) expressed in u. Incor-
porating this term we get
S(u) = A(ρ)−1
(
[A(ρ),∇u]u− (div u)(A(ρ)u) − (∇u)
⊤(A(ρ)u)
+
ρ
2
∇
(
A′(ρ)∗(u, u)
)
+A′(ρ)(u,div(ρu))
)
.
To simplify the presentation, we introduce the notation
Q1(ρ, u) = [A(ρ),∇u]u, Q
2(ρ, u) = (div u)A(ρ)u, Q3(ρ, u) = (∇u)⊤(A(ρ)u),
Q4(ρ, u) =
ρ
2
∇
(
A′(ρ)∗(u, u)
)
+A′(ρ)(u,div(ρu)).
Then
Sϕ(h) = (A)
−1
ϕ
(
Q1ϕ(h) +Q
2
ϕ(h) +Q
3
ϕ(h) +Q
4
ϕ(h)
)
,
where
Qiϕ(h) = Q
i(ρ, h ◦ ϕ−1) ◦ ϕ , ρ = det(Dϕ−1) .
It is immediate that Q2, . . . , Q4 are smooth differential operators P∞(M) × X(M) →
X(M) of order 2k−1 in their first argument and order 2k in their second argument. Thus,
for i = 2, 3, 4 it follows from Lemma 27 (see Appendix B below) that (ϕ, h) 7→ Qiϕ(h)
are smooth as maps TDs(M)→ T s−2kDs(M).
That Q1 is a smooth differential operator of order 2k is more intricate. For this, we
use that the differentiating part of the differential operator u 7→ ∇vu acts diagonally
on u and is tensorial (takes no derivatives) in v. Indeed, it is of the form ∇vu =
K1(v)u+
∑
i(K2(v)u
i) ∂
∂xi
, where (u, v) 7→ K1(v)u is a bilinear tensorial map and K2(v)
is tensorial in v and a scalar differential operator of order 1 in ui (see, e.g., [33, p. 1317]
for details). Consequently, the commutator is of the form
[A(ρ),∇u]u = [A(ρ),K1(u)]u+
∑
ij
([αij(ρ),K2(u)]u
j)
∂
∂xi
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where (ρ, f) 7→ αij(ρ)f are differential operators of order 2k − 2 in ρ and 2k in f . The
first commutator term is of order 2k − 2 in ρ and 2k in u since K1 is tensorial. The
other commutators are also of order 2k in u, since the commutator between two scalar
differential operators of order 2k and 1 gives a differential operator of order 2k (the
2k+1 order derivatives cancel). However, we loose one derivative in ρ, so the remaining
commutators are of order 2k− 1 in ρ. Using Lemma 27 this proves that (ϕ, h) 7→ Q1ϕ(h)
is smooth as a mapping TDs(M)→ T s−2kDs(M).
It remains to show that A−1ϕ is a smooth mapping T
s−2kDs(M) → TDs(M). Us-
ing that A(ρ) is a 2k-safe operator in the terminology of [36] allows us to use ellip-
tic regularity theory for differential operators with non-smooth coefficients see [36].
Thus we obtain that the operator A(ρ) : Xs(M) → Xs−2k(M) is invertible with inverse
A(ρ) : Xs−2k(M) → Xs(M) by Assumption 1. From here it follows that Aϕ : X
s(M) →
X
s−2k(M) is invertible as well since
A−1ϕ = (Rϕ ◦A(ρ) ◦Rϕ−1)
−1 = Rϕ ◦ A(ρ)
−1 ◦Rϕ−1 .
Since the map
TDs(M)→ T s−2kDs(M); (ϕ, h) 7→ Aϕ(h)
is smooth, c.f. the proof of Theorem 12, the smoothness of the map
T s−2kDs(M)→ TDs(M); (ϕ, h) 7→ A−1ϕ (h)
follows, which concludes the proof. 
The proof of Theorem 14 can easily be modified to handle also a potential functional
as in the Main Theorem in the introduction.
Corollary 15. Let G be as in Theorem 14 and let V : P s−1(M) → R be a potential
functional such that its variational derivative δV/δρ is a smooth (non-linear) differential
operator of order 2k − 2 or less. Then the statement of Theorem 14 is valid also for the
flow of the Lagrangian on TDs given by
L(ϕ, ϕ˙) =
1
2
Gϕ(ϕ˙, ϕ˙)− V (det(Dϕ
−1)).
Proof. What changes in the equations when introducing the potential is the operator Q4
in the proof of Theorem 14. It becomes
Q4(ρ, u) = ρ∇
(
1
2
A′(ρ)∗(u, u) −
δV
δρ
(ρ)
)
+A′(ρ)(u,div(ρu)).
If δV/δρ is a smooth differential operator of order 2k−2 then Q4 remains of order 2k−1
in ρ, as needed in the proof of Theorem 14. 
With stronger assumptions on the inertia operator A we are able to prove metric and
geodesic completeness.
Theorem 16. Let G be a Diffµ(M)-invariant metric of order k >
d
2 + 1 with inertia
operator A(ρ) of the form (13) with a1(·) > C1 and ak(·) > C2 for some constants
C1, C2 > 0. We have:
(1) The space
(
Dk(M),distG
)
is a complete metric space, where distG denotes the
induced geodesic distance function.
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(2) For any s ≥ k and any (ϕ0, v0) ∈ TD
s(M), the unique geodesic (ϕ(t), v(t)) ∈
C∞(R, TDs(M)) exist for all time t ∈ R, i.e., the space (Ds(M), G) is geodesi-
cally complete.
Proof. By Theorem 12 the metric G extends to a smooth Riemannian metric on the
Sobolev completion Ds(M), for s ≥ k and to a smooth and strong Riemannian metric
for s = k. Since we assumed that ak(ρ) > 0 and a0(ρ) > 0 it follows that the metric is
uniformly stronger than the Diff(M) right invariant Sobolev metric G¯ with inertia oper-
ator 1 +∆k. This implies that the space
(
Ds(M), dG
)
is a complete metric space. Here
we used that this statement holds for the metric G¯, c.f. [9]. By [29] metric complete-
ness of strong Riemannian metrics implies geodesic completeness.1 Thus the geodesic
initial value problem on the space Dk(M) is globally (in time) well-posed. The result
for Ds(M) with s ≥ k follows by the no-loss-no-gain result Lemma 26 (as in Ebin and
Marsden [15]). 
The proof of our main results (local and global well-posedness in the smooth category)
now follows from a no-loss-no-gain result in Appendix A.
Proof of Theorem 7 and Theorem 11. The proof of this result is now an immediate con-
sequence of Theorem 16, Theorem 14 and Lemma 26 in Appendix A below. 
2.5. Outlook for semi-invariant metrics. The results in this section point toward a
systematic study of semi-invariant Riemannian metrics on Diff(M). Indeed, inspired by
developments for right invariant metrics, there are several follow-ups. For example:
• A study of sectional curvature and Fredholm properties of the Riemannian ex-
ponential, such as carried out for fully right invariant metrics by Misio lek and
Preston [32]. This has direct implications on the stability of perturbations.
• Stronger results on geodesic completeness. It is likely that our result can be
extended to a much larger class of semi-invariant metrics. In particular, a setting
of Theorem 12 that replaces the condition ak(·) > C2 with the more natural one
ak(·) > 0. Our result now is based on domination by a right invariant metric for
which geodesic completeness holds.
• A study of gradient flows on P∞(M), as Otto [37] did for the L2 metric, for
general semi-invariant metrics.
• An investigation of vanishing geodesic distance. There is a general result that
fully right invariant metrics always have positive geodesic distance if the order is
high enough. The right invariant L2 metric is known to have vanishing geodesic
distance (that is, any two points can be joined by a geodesic that can be made
arbitrarily short). Are there corresponding results for semi-invariant metrics?
• In light of the geometric interpretation of shallow water equations as Newton-
type systems on Diff(M), one could consider higher-order metrics as a way to
obtain more accurate shallow water models.
1This is the only statement of the Hopf–Rinow theorem that holds in infinite dimensions.
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3. Application: Riemannian metrics on probability densities
We mentioned already in the introduction that an important application of semi-
invariant metric on Diff(M) is that they induce new Riemannian structures on the
space P∞(M) of probability densities. Indeed, the resulting geometry on P∞(M) can
be interpreted as a generalized optimal transport model. In this section we give formulas
for the induced metric, and we give existence results based on the theorems of § 2. The
difficulty from the point-of-view of analysis is that one cannot directly work with Sobolev
completions of P∞(M); one has to work on Diffs(M), then let s→∞, and then project
to P∞(M). Thus, the no-loss-no-gain theorem in Appendix A is essential here.
The results we present here, for semi-invariant metric, are straightforward adaptations
of the results for right invariant metrics presented in [7].
3.1. Background on probability densities. An extended version of this subsection,
containing all proofs, can be found in [7]. Here we will only present the results needed
in the remainder.
The space P∞(M) of smooth probability densities is naturally equipped with an
infinite-dimensional Fre´chet topology, making it a Fre´chet manifold [20, § III.4.5]. Its
tangent bundle is thereby also a Fre´chet manifold, and the tangent spaces are given by
TρP
∞(M) = {f ∈ C∞(M) |
∫
M
fµ = 0}.
Notice that TρP
∞(M) is independent of ρ; this is because P∞(M) is an open subset of
an affine space.
Analogous to the situation for the group of diffeomorphisms, the space of Sobolev
probability densities
P s(M) = {ρ ∈ Hs(M) |
∫
M
ρµ = 1, ρ > 0}, s >
d
2
is a Banach manifold. From the point-of-view of the Sobolev embedding theorem, we
need s > d2 to ensure that the condition ρ > 0 is well-defined point-wise.
The group of diffeomorphisms Diff(M) acts on P∞(M) from the left by pushforward
of densities
Diff(M)× P∞(M) 7→ P∞(M)
(ϕ, ρ)→ det(Dϕ−1)ρ ◦ ϕ−1.
By a result of Moser [34] this actions is transitive. Thus, the action on the unit dentity
ρ ≡ 1 yields a projection Diff(M) → P∞(M). We shall need the following result of
Hamilton.
Theorem 17. The set of volume preserving diffeomorphisms
Diffµ(M) = {ϕ ∈ Diff(M) | det(Dϕ
−1) ≡ 1}
is a closed Fre´chet Lie subgroup. Furthermore, the projection
pi : Diff(M) 7→ P∞(M)
ϕ 7→ det(Dϕ−1) ,
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is a smooth principal Diffµ(M)-bundles over P
∞(M) with respect to the left action of
Diffµ(M) on Diff(M). Hence, the set of left cosets
Diff(M)/Diffµ(M)
is identified with P∞(M) by pi.
For the projections pi we can calculate the corresponding vertical bundles, defined by
the kernel of the tangent mapping.
Lemma 18. The vertical bundle of the projection pi is given by
Verϕ =
{
ϕ˙ ∈ TϕDiff(M) | div(ρu) = 0, u := ϕ˙ ◦ ϕ
−1, ρ := det(Dϕ−1)
}
.
As the proof of this lemma contains an important calculation for the remainder we
repeat it here.
Proof. To calculate the differential of the projection mapping let φ(t, ·) be a path of
diffeomorphisms with
φ(0, ·) = ϕ
∂t
∣∣
t=0
φ = h := u ◦ ϕ for some u ∈ X(M).
We then use
0 = ∂t
∣∣
t=0
(φ(t)∗φ(t)∗µ) = φ(t)
∗ (Luϕ∗µ) + φ(t)
∗∂t
∣∣
t=0
(ϕ∗µ)
to obtain
Tϕpi(u ◦ ϕ) = ∂t
∣∣
t=0
(φ∗µ) = −Luϕ∗µ = − div(ρu)µ
where ρ = det(Dϕ−1). 
The projection pi can also be extended to the Sobolev category. It turns out, however,
that this extension is continous but not smooth:
Lemma 19. Let s > d2 + 1 and let pi be the projection as defined in Theorem 17. Then
pi extends to a surjective mapping
pis : Ds(M) 7→ P s−1(M)
ϕ 7→ det(Dϕ−1) .
This mapping is C0 but not C1.
3.2. Induced metric. We shall now calculate the induced metric on P∞(M) for a
semi-invariant metric on Diff(M) corresponding to an operator A(ρ) as in (6).
We first address the question of existence of the horizontal bundle.
Lemma 20. Let G be an Diffµ(M)-invariant metric on Diff(M) of the form (6). Then
the horizontal bundle with respect to the projection pi exists in the Fre´chet topology as a
complement of the vertical bundle Verl. It is given by
Horϕ =
{(
A(ρ)−1(ρ∇p)
)
◦ ϕ | p ∈ C∞(M)
}
,
where ρ = det(Dϕ−1). Thus, every vector X ∈ TϕDiff(M) has a unique decomposition
X = XVer +XHor with XVer ∈ Verϕ(pi) and X
Ver ∈ Horϕ(pi).
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Proof. Let h = u ◦ ϕ ∈ TϕDiff(M). Then h ∈ Horϕ(pi) if and only if
Gϕ(h, k) = 0, ∀k ∈ Verϕ(pi) .
Let k = v ◦ ϕ and ρ = det(Dϕ−1). Using the characterization of Verϕ(pi) in Lemma 18
this yields
Gϕ(h, k) =
∫
M
g(A(ρ)u, v)µ = 0, ∀v ∈ X(M) with div(ρv) = 0 (14)
Consider now the vector field w = 1
ρ
A(ρ)u. The Hodge decomposition for w yields
w = ∇p+ w˜ .
with unique components p ∈ C∞(M)/R and w˜ ∈ Xµ(M) = {u ∈ X(M) | div u = 0}.
Thus, we can decompose u as
u = A(ρ)−1(ρ∇p+ ρw˜) (15)
with both A(ρ)−1(ρ∇p) and A(ρ)−1(ρw˜) in X(M). Plugging (15) into (14) then yields
Gϕ(h, k) =
∫
M
g(ρ∇p+ ρw˜, v)µ =
∫
M
g(ρ∇p, v)µ +
∫
M
g(ρw˜, v)µ
Using integration by parts, the first term vanishes∫
M
g(ρ∇p, v)µ =
∫
M
g(∇p, ρv)µ = −
∫
M
p div(ρv)µ = 0.
Thus, k = u ◦ϕ is horizontal if u is of the form A(ρ)−1(ρ∇f). It remains to show that if
w˜ 6= 0, then u ◦ ϕ is not horizontal. For this, we note that v = 1
ρ
w˜ satisfies div(ρv) = 0
and ∫
M
g(ρw˜, v)µ = ‖w˜‖2L2 .
This concludes the characterization of the horizontal bundle. 
A consequence of Lemma 20 is that the Riemannian metric G induces a Riemannian
metric on P∞(M). To see what the induced metric is, we need to calculate the horizontal
lift of a tangent vector ρ˙ ∈ TρP
∞(M). To this end we introduce a field of pseudo
differential operators over P∞(M) given by
A¯(ρ)−1 :
{
C∞(M)/R −→ C∞0 (M)
p 7−→ − div(ρA−1(ρ)(ρ∇p)) .
(16)
Geometrically, one should think of the field A¯(ρ)−1 as the inverse of a Legendre trans-
form (we shall see later that it actually is), identifying (the smooth part of) the cotan-
gent bundle T ∗P∞(M) ≃ P∞(M) × C∞(M)/R with the tangent bundle TP∞(M) ≃
P∞(M)× C∞0 (M).
Lemma 21. Let A(ρ) be a field of positive, elliptic, differential operators of order 2k,
self-adjoint with respect to the L2 inner product. For any ρ ∈ P∞(M) the pseudo
differential operator operator A¯(ρ)−1 of order −2k+2 defined in (16) is an isomorphism.
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Proof. Using integration by parts, A¯(ρ)−1 is self adjoint since A(ρ)−1 is. For any q in
N ∪∞ we can extend A¯(ρ)−1 to a bounded linear operator Hq(M)/R → Hq+2k−20 (M).
To prove that A¯(ρ)−1 is an elliptic operator, we decompose it in its components
A¯(ρ)−1 = − div ◦Mρ ◦ A(ρ)
−1 ◦Mρ ◦ ∇ ,
where Mρ is the multiplication operator with ρ. Mρ is elliptic since ρ(x) > 0 for all
x ∈M . Thus, A¯(ρ)−1 is weakly elliptic as it is a composition of weakly elliptic operators;
here one uses the fact that the principal symbol is multiplicative, see [30, Sect. 4]. As a
next step, we want to determine the kernel of A¯(ρ)−1.∫
M
A¯(ρ)−1(p)p µ = −
∫
M
div(ρA(ρ)−1(ρ∇p))pµ =
∫
M
g(A(ρ)−1(ρ∇p)), ρ∇p)µ > 0
for all p 6= [0] ∈ Hq(M)/R. Here we use that∫
M
g(A(ρ)−1u, u)µ > 0
for all u ∈ X(M)\{0}. Thus A¯(ρ)−1 is injective, as it is strictly positive on Hq(M)/R.
Since it is Fredholm with index zero it is also surjective. The isomorphism result is valid
for smooth functions due to elliptic regularity, see [30, Sect. 5]. 
We now obtain an isomorphism between Horϕ and Tpi(ϕ)P
∞(M).
Lemma 22. Let G be a Diffµ-invariant metric on Diff(M) of the form (6). Then
Tϕpi|Horϕ : Horϕ → Tpi(ϕ)P
∞(M)
is an isomorphism. The inverse is given by
Tpi(ϕ)P
∞(M) ∋ ρ˙ 7→ A(ρ)−1(ρ∇p) ◦ ϕ ∈ Horϕ,
where
p = A¯(ρ)ρ˙ .
Proof. The horizontal lift of a tangent vector ρ˙ ∈ TρP
∞(M) is the unique horizontal
vector field u such that
Tϕpi(u ◦ ϕ) = ρ˙
where ϕ is some diffeomorphism with pi(ϕ) = ρ. Using the characterization of the
horizontal bundle and the formula for Tpi this yields the equation
ρ˙ = − divρµ(u) det(Dϕ−1) = − divρµ(A(ρ)−1(ρ∇p)) det(Dϕ−1) = − div(ρA(ρ)−1ρ∇p)
The above lifting equation can be rewritten as
ρ˙ = − div(ρA(ρ)−1(ρ∇p)) = A¯(ρ)−1(p).
Applying A¯(ρ) to the above equation yields the desired result. 
Using Lemma 22 we obtain the formula for the induced metric on P∞(M).
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Proposition 23. Let G be a Diffµ-invariant metric on Diff(M) of the form (6), with
inertia operator A(ρ) as in Lemma 21 of order 2k. Then the induced metric on P∞(M)
is given by
G¯ρ(ρ˙, ρ˙) =
∫
M
(A¯(ρ)ρ˙) ρ˙ µ.
The pseudo-differential operator A¯(ρ) is of order 2k − 2, so G¯ is of order k − 1.
Proof. From Lemma 22 for the horizontal lift of a tangent vector we get
G¯ρ(ρ˙, ρ˙) = Gid(ρ∇A¯ρ(ρ˙), ρ∇A¯ρ(ρ˙)) =
∫
M
g
(
ρ∇A¯ρ(ρ˙), A
−1
(
ρ∇A¯ρ(ρ˙)
))
µ.
Using integration by parts and that A is self-adjoint we obtain
Gρ(ρ˙, ρ˙) =
∫
M
g
(
div ρA−1ρ∇A¯ρ(ρ˙), A¯ρ(ρ˙)
)
µ
Since A¯−1ρ = div ρA
−1ρ∇ this equals
Gρ(ρ˙, ρ˙) =
∫
M
g
(
A¯−1ρ A¯ρ(ρ˙), A¯ρ(ρ˙)
)
µ
=
∫
M
g
(
ρ˙, A¯ρ(ρ˙)
)
µ .
The order of the pseudodifferential operator A¯ρ follows by counting derivatives. 
The following lemma connects (local and global) well-posedness of the geodesic initial
value problem on Diff(M) to well-posedness on P∞(M) equipped with the induced
quotient metric.
Lemma 24. Let G be a Diffµ-invariant metric on Diff(M) of the form (6). As-
sume that given any (ϕ0, v0) ∈ TDiff(M), there exists a unique non-extendable geodesic
(ϕ(t), v(t)) ∈ C∞(J, TDiff(M)) defined on the maximal interval of existence J , which is
open and contains zero.
Let G¯ be the induced metric on P∞(M). Then, given any (ρ0, p˙0) ∈ TP
∞(M), there
exists a unique non-extendable geodesic (ρ(t), p(t)) ∈ C∞(J, TP∞(M)) defined on the
same maximal interval of existence J .
Proof. To prove this result, we need, for any choice of initial data (ρ0, p0), to construct
a solution (ρ, p) ∈ C∞(J, TP∞(M)) to the geodesic initial value problem with ρ(0) = ρ0
and p(0) = p0. To this end, let ϕ0 be an arbitrary diffeomorphism such that ϕ0∗µ = ρ0µ.
Let ρ˙0 = A¯(ρ0)
−1p0. Using Lemma 22 we can lift (ρ0, ρ˙0) to a unique horizontal vector
u0 ◦ ϕ0 ∈ Tϕ0Diff(M). Thus, using the assumptions, we obtain a unique solution (ϕ, v)
with ϕ(0) = ϕ0 and v(0) = ϕ˙0 ◦ ϕ
−1
0 = v0 on a non-empty maximal existence interval J
containing 0. Since ϕ˙(0) ∈ Horϕ(0) it follows that ϕ˙(t) ∈ Horϕ(t) for every t ∈ J and thus
it projects to a geodesic on P∞(M), since the two metrics are related by a Riemannian
submersion. From here the result follows. 
As an immediate consequence is the following theorem on local and global well-
posedness on the space of densities.
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Theorem 25. Let G be a Diffµ-invariant metric on Diff(M) of the form (6) and let G¯
be the induced metric on P∞(M). We have:
(1) If the inertia operator A(ρ) satisfies Assumption 1 then the geodesic initial value
problem on P∞(M) is locally well-posed, i.e, given any (ρ0, p˙0) ∈ TP
∞(M) there
exists a unique non-extendable geodesic (ρ(t), p(t)) ∈ C∞(J, TP∞(M)) defined
on the maximal interval of existence J , which is open and contains zero.
(2) Let A(ρ) be of the form (13) with a1(x) > C1 and ak(x) > C2 for some constants
C1, C2 > 0 and with k >
d
2 + 1. Then the space
(
P∞(M), G¯
)
is geodesically
complete, i.e., for any initial condition (ρ0, p˙0) ∈ TP
∞(M) there exists a unique
geodesic (ρ(t), p(t)) ∈ C∞(J, TP∞(M)) with interval of existence J = R.
Appendix A. No-loss-no-gain for semi-invariant flows
In the following we will show that the class of Diffµ-invariant metrics possesses a
remarkable geometric property: there is no loss or gain of regularity during the geodesic
evolution. Our result is a generalization of the classical no-loss-no-gain result for fully
right invariant metrics, first proved by Ebin and Marsden [15].
Lemma 26 (no-loss-no-gain). Let F : TDiff(M) → TTDiff(M) be a Diffµ-equivariant
vector field on TDiff(M). Assume that F extends to a smooth vector field F s on TDs(M)
for all s ≥ s0 for some s0 >
d
2 +1 and let Js denote the maximal interval of existence of
the solution to the corresponding initial value problem on TDs(M)) with initial conditions
(ϕ0, v0) ∈ TD
s(M).
If (ϕ0, v0) ∈ TD
s+1(M) then Js+1(ϕ0, v0) = Js(ϕ0, v0), i.e., the flow of the vector field
F has no loss or gain in regularity on its maximal interval of existence.
The proof of this result follows the lines of the proof for geodesic sprays of right
invariant metrics in [15, Thm. 12.1 and Lem. 12.2] with only minor adaptations. In fact
[15, Lem. 12.2] is already formulated for all of Ds(M) and uses only the invariance with
respect to divergence free vector fields.
Proof. We start by proving the following claim, which is essentially [15, Lem. 12.2].
Claim A ([15, Lem. 12.2]): Let ϕ ∈ Ds(M). If Tϕ.X :M → TM is an Hs-map for all
X ∈ TidD
s
µ(M) then ϕ ∈ D
s+1(M).
Let p ∈ M . We choose an open neighborhood U of p and coordinates xi such that
µ|U = dx
1 ∧ . . . ∧ dxd. The idea of the proof is to construct divergence free vector fields
X, that are locally acting as the i-th derivative, i.e., Tϕ.X = ∂
∂xi
ϕ. Therefore let λ be
a smooth function with support in U , that is constant one on a smaller neighborhood
V ⊂ U . Consider the vector field X on U via
X = (x2λx2 + λ,−x2λx1 , 0, . . . , 0) ,
where λxi denotes the i-th partial derivative of λ. Since X has compact support in U ,
it can be extended to a smooth vector field to all of M by letting it zero outside of U .
A direct calculation shows that divX = 0 and thus X ∈ TidD
s
µ(M). On the smaller
neighborhood V the vector field X is (1, 0, . . . , 0) and thus
Tϕ.X|V =
∂
∂x1
ϕ . (17)
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Here we used that Tϕ.X|V =
∑d
i=1
∂
∂xi
(ϕ)Xi on U . Using (17) it follows that Tϕ.X is
Hs(V ) if and only if ∂
∂xi
ϕ is of class Hs. Now the statement follows by iterating the
argument for all other coordinates.
Let Flowst(ϕ0, v0) be the vector flow of the smooth vector field F
s on TDs(M))
with initial conditions (ϕ0, v0) ∈ TD
s(M). Recall that Flowst(ϕ0, v0) is defined for
t ∈ Js(ϕ0, v0). We need to prove that for initial conditions (ϕ0, v0) ∈ TD
s+1(M) the
flow Flowst (ϕ0, v0) ∈ D
s+1(M) for all t ∈ Js(ϕ0, v0). The strategy is to prove that Tϕ.X
for ϕ = Flowst (ϕ0, v0) is an H
s-map for each X ∈ Xµ(M) and then use Claim A.
Let η(τ) be the one parameter subgroup generated by some divergence free vector
field X ∈ TidD
s
µ(M). Using the invariance of the vector field (flow resp.) under volume
preserving diffeomorphisms we have
Flowst (ϕ0, v0)︸ ︷︷ ︸
ϕ
◦η(τ) = Flowst(ϕ0 ◦ η(τ), v0 ◦ η(τ))
Differentiating this equation at τ = 0 we obtain
Tϕ.X =
d
dτ
∣∣∣∣
τ=0
Flowst(ϕ0 ◦ η(τ), v0 ◦ η(τ)).
Now, the right-hand side is an Hs-map since T Flowst : TTD
s(M)→ TDs(M) is smooth
and
d
dτ
∣∣∣∣
τ=0
(ϕ0 ◦ η(r), v0 ◦ η(r)) ∈ TTD
s(M)
since (ϕ0, v0) ∈ TD
s+1(M). Thus, the left-hand side Tϕ.X also has to be an Hs-map
and the result follows from Claim A. We have now shown that Js(ϕ0, v0) ⊂ Js+1(ϕ0, v0).
By definition Js+1(ϕ0, v0) ⊂ Js(ϕ0, v0) and thus the result follows. 
Appendix B. Smoothness lemma
The following lemma is fundamental in the proof of smoothness of the metric and
spray on the Sobolev completion Ds(M). Let, as before, T qDs(M) denote the vector
bundle above Ds(M) whose fibres are tangent vectors in the Hq Sobolev class.
Lemma 27. Let F : P∞(M) × X(M) → X(M) be a smooth, possibly nonlinear, differ-
ential operator of order l − 1 in its first argument and l in its second argument (l ≥ 1).
If s > d2 + l then F extends to a smooth operator P
s−1(M)×Xs(M)→ Xs−l(M) and
the mapping
TDs(M)→ T s−lDs(M); (ϕ, h) 7→ F (det(Dϕ−1), h ◦ ϕ−1) ◦ ϕ
is smooth.
Proof. The definition of ρ is
ρ = det(Dϕ−1).
Calculating the derivative of the identity x = (ϕ−1 ◦ ϕ)(x) yields
1 = D(ϕ−1 ◦ ϕ) = D(ϕ−1) ◦ ϕ ·Dϕ
SEMI-INVARIANT RIEMANNIAN METRICS IN HYDRODYNAMICS 23
Composing by ϕ−1 and taking the determinant and we get
ρ =
1
det(Dϕ) ◦ ϕ−1
so
ρ ◦ ϕ =
1
det(Dϕ)
.
Smoothness of the mapping r : ϕ 7→ ρ ◦ ϕ follows directly from the Banach algebra
property of Hs−1(M) and the positivity of det(Dϕ).
Denoting by ∂i partial differentiation with respect to a choice of local coordinates, we
want to show that ϕ 7→ (∂iρ) ◦ϕ is smooth as a mapping D
s(M)→ Hs−2(M). For this,
we write the mapping as
ϕ 7→ (∂i(r(ϕ) ◦ ϕ
−1)) ◦ ϕ
where r : Ds → Hs−1(M) is smooth. Differentiating through we get
(∂ir(ϕ))
(
(∂iϕ
−1) ◦ ϕ
)
. (18)
Clearly, ϕ 7→ ∂ir(ϕ) is smooth as a mapping D
s(M) → Hs−2(M). That (∂iϕ
−1) ◦ ϕ is
smooth follows since D(ϕ−1) ◦ϕ = (Dϕ)−1 and since inversion of an invertible matrix is
a smooth operation due to the Banach algebra property of Hs. It also follows that the
product (18) is smooth. By iterating this process with r : ϕ → (∂k−1i1,...,ik−1ρ) ◦ ϕ we get
that ϕ 7→ (∂ki1···ikρ) ◦ ϕ is smooth as a mapping D
s(M)→ Hs−k−1(M).
That (ϕ, h) 7→ (∂i1,...,ik(h ◦ϕ
−1)) ◦ϕ is smooth as a mapping TDs(M)→ T s−kDs(M)
is well known (see [15, App. 2]).
Notice that so far we have only used the Banach algebra property of Hs−1, but not
of Hs−2, Hs−3, etc.
Finally, the differential operator F can locally be written
F (ρ, u)(x) = f(ρ(x), ∂1ρ, . . . , ∂
l−1
d...dρ, u(x), ∂1u, . . . , ∂
l
d...du)
for some finite-dimensional smooth mapping f : R>0×R
m−1× (TM)m → TM of all the
partial derivatives. Thus, locally, we have
(ϕ, h) 7→ f(ρ◦ϕ, (∂1ρ)◦ϕ, . . . , (∂
l−1
d...dρ)◦ϕ, u(x), (∂1(h◦ϕ
−1))◦ϕ, . . . , (∂ld...d(h◦ϕ
−1))◦ϕ).
Since each term plugged into f is (at least) in Hs−l, and s− l > d/2, it follows from the
ω-Lemma (see, e.g., [15, Sec. 2]) that F is smooth. 
Remark 28. The condition s > d/2 + l cannot be weakened. Take, for example,
F (ρ, u) = |∇l−1ρ|2u.
If ρ ∈ P s−1(M) then ∇l−1ρ belongs to Hs−l. Although ρ 7→ ∇lρ is smooth as a mapping
Hs−1 → Hs−l, unless s − l > d/2 the product ∇l−1ρ 7→ |∇lρ|2 is not smooth as a
mapping Hs−l → Hs−l.
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