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Randomized benchmarking provides a tool for obtaining precise quantita-
tive estimates of the average error rate of a physical quantum channel. Here we
define real randomized benchmarking, which enables a separate determination
of the average error rate in the real and complex parts of the channel. This
provides more fine-grained information about average error rates with approx-
imately the same cost as the standard protocol. The protocol requires only
averaging over the real Clifford group, a subgroup of the full complex Clif-
ford group, and makes use of the fact that it forms an orthogonal 2-design.
It therefore allows benchmarking of fault-tolerant gates for an encoding which
does not contain the full Clifford group transversally. Furthermore, our results
are especially useful when considering quantum computations on rebits (or real
encodings of complex computations), in which case the real Clifford group now
plays the role of the complex Clifford group when studying stabilizer circuits.
1 Introduction
The design of reliable quantum information processing devices requires the quantitative
characterization of the average error rate of a physical quantum channel. Full characteri-
zation of quantum processes is possible through quantum process tomography [29]. This
method is, however, infeasible in practice. Firstly, it relies upon the challenging assump-
tion that the set of measurements and the quantum state preparation admit lower errors
than the process itself. Furthermore, the number of experimental configurations required
– including quantum state preparation and quantum measurements – grows exponentially
with the number of qubits even when employing improvements such as compressed sensing
[17, 26].
An alternative approach is randomized benchmarking (RB) and variants thereof [8, 10,
11, 14, 15, 20, 37–39]. An RB protocol gives an estimate of the average fidelity between the
realized and ideal implementations of a group of quantum gates by estimating the decay
rate of the survival probability over random sequences of varying lengths. The effort of
implementing the RB protocol scales efficiently with the number of qubits and it is robust
against measurement and state preparation errors. Due to this, RB has become a popular
tool to assess the quality of quantum processes [1, 3, 4, 9, 19, 34, 42, 45, 47, 54].
In this work, we study RB protocols in which the quantum gates are taken from the
real Clifford group, which we refer to as real randomized benchmarking. We define the
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notion of an orthogonal 2-design, and show that the real Clifford group constitutes one.
This property allows one to efficiently estimate the average fidelity of an experimental
implementation of the real Clifford group.
There are two primary motivations for using alternative groups for randomized bench-
marking. First, some gates may be significantly worse than others due to different im-
plementations (such as fault-tolerant implementations of non-transversal gates). Including
such gates in the benchmarking group would result in a rapid decay dominated by the worst
gate(s), so that little information can be obtained about the majority of gates. Further-
more, some quantum codes do not allow all transversal Clifford gates. The real Clifford
group might, however, be accessible. This insight was recently used to do randomized
benchmarking inside the code space of the [4,2,2] code using a variant of the protocol dis-
cussed in the present manuscript [28]. Second, the average gate fidelity quantifies the error
rate over the entire Hilbert space. If an experiment only involves states in a portion of
Hilbert space, then the relative figure of merit should only average over the states in that
portion of Hilbert space. Real randomized benchmarking allows a direct characterization
of the average gate fidelity over real-valued density operators, which is directly relevant to
universal quantum computation with rebits [7, 46]. Third, information about which part
of the Hilbert space is afflicted by the worst errors provides more information with which
to optimize the experimental implementation of a group of quantum gates.
Summary. We analyze real randomized benchmarking, where the quantum gates are
taken from the real Clifford group. The real Clifford group acting on n-qubits is generated
by
C(n) := 〈Zi, Hi, CZij〉 ,
where the subscripts indicate that the gate is acting on the ith qubit and Z is the Pauli
Z-gate, H is the Hadamard gate and CZ is the controlled Z-gate, defined respectively as,
Z =
(
1 0
0 −1
)
, H = 1√
2
(
1 1
1 −1
)
, CZ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
The protocol that gives an estimate of the average fidelity between the physical and ideal
implementations of these gates, denoted as C˜ and C respectively, is given in protocol 2
in section 7. We assume that the error quantum channel is gate and time independent
throughout. However, we note that the methods of Wallman [50] and Merkel et al. [41]
can be used to prove that the gate-dependent assumption can be relaxed with negligible
effect on the estimate; we leave a careful and detailed proof of this to future work. The
protocol estimates the decay rate of the survival probability over random gate sequences
of varying length m+ 1 as illustrated in fig. 1.
The protocol gives an approximation to the average sequence fidelity,
F¯ (m,E, ρ) = A+ bmB + cmC,
where A, B and C depend only on the state preparation and measurement, and b and c
depend on the noise quantum channel. Let Si :Md →Md, i = a, b, c, be defined as
Sa(·) = Tr[·] I
d
,
Sb(·) = 12(id +θ)− Tr[·]
I
d
and
Sc(·) = 12(id−θ),
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Figure 1: The main setup of real randomized benchmarking (see Protocol 2 for more details). For a
fixed m ∈ N, a sequence of m + 1 real Clifford gates is applied to an initial quantum state ρ. The
sequence is generated, such that in the case of its ideal implementation, it gives the identity operation.
A subsequent measurement is performed given by an effect operator of a POVM, E, to measure the
survival probability. Averaging over M ∈ N random realizations of sequences of length m gives the
average sequence fidelity.
then
A = Tr[ESa(ρ)],
B = Tr[ESb(ρ)] and
C = Tr[ESc(ρ)],
as well as
b = Tr[E ◦ Sb(ρ)]Tr[Sb(ρ)] and
c = Tr[E ◦ Sc(ρ)]Tr[Sc(ρ)] ,
where E :Md →Md denotes the noise quantum channel.
The parameter b is linearly proportional to the average rebit fidelity, where the average
is taken with respect to the orthogonal group, see eq. (35) in section 6. Together with
parameter c, they give the average fidelity, see eq. (34). It is thus possible to obtain more
fine-grained information about the physical implementation of real Clifford gates.
Organization of the paper. This paper starts with an introduction to the group
twirl and in particular studies the twirl over the real orthogonal group. In this particular
case, the exact form of a twirled quantum channel is derived. We establish the notion of
an orthogonal 2-design and, after defining the real Clifford group, in section 3 we show
that the real Clifford group is an orthogonal 2-design. The derived insights into the real
Clifford group are then, in the following section 4, compared to the complex case. Section 5
gives a protocol on how to obtain a Haar sample from the real Clifford group in an efficient
way. In section 6 we discuss the figures of merit of which real RB obtains estimates. In
section 7 we give the real RB protocol that shows how to calibrate the average sequence
fidelity to experimental data. Section 8 uses the results established in section 3 to derive
the estimate for the average fidelity.
2 Group twirl
In this section we introduce the mathematical background necessary for real randomized
benchmarking. We will first introduce the notation used throughout this paper followed
by a review of the relevant representation theoretic concepts.
We consider an n-qubit system with an underlying finite-dimensional Hilbert space
H ' Cd, d = 2n. Denote by Md (C) the set of complex-valued d × d-matrices and as
Md (R) the set of real-valued d × d-matrices. Every quantum state is described by a
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density matrix ρ ∈ Md (C), with normalization Tr [ρ] = 1 and positivity property ρ ≥
0. The set of d-dimensional density matrices or quantum states is denoted as Dd :=
{ρ ∈Md (C)|ρ ≥ 0,Tr [ρ] = 1}. A transformation of a quantum state is described by a
quantum channel, which is a completely positive trace preserving linear map T :Md (C)→
Md (C). The Choi-Jamiołkowski representation [33] provides a one-to-one correspondence
between linear maps T :Md →Md′ and operators τT ∈Md′d via
τT = (id⊗T ) |Ω〉〈Ω| , (1)
where |Ω〉〈Ω| = 1d
∑d
i,j=1 |ii〉〈jj| is the maximally entangled state. This operator τT encodes
every property of the linear map T and the representation shows that the set of quantum
channels corresponds one-to-one to the set of bipartite quantum states which have one
reduced density matrix maximally mixed [29]. This result will be used throughout this
work. Denote by U(d) the unitary group acting on Cd and by O(d) the real orthogonal
group acting on Cd. Moreover, I is the identity matrix inMd (C).
Throughout this paper, we are interested in group actions on quantum channels. For
an extensive review of representations of finite and compact groups, please refer to [48].
To this end consider any finite group G with elements g ∈ G and a unitary representation
{U(g)}g∈G on Cd. Its adjoint representation UU : G→ End(Md(C)) is defined through its
action on any X ∈Md(C) as
UU(g)(X) = U(g)XU(g)∗ ∀g ∈ G, (2)
and may be represented as a matrix U ⊗ U¯ ∈Md2 .
Indeed, let H be a general matrix group acting on some Hilbert space K (below, we
will be interested in e.g. H = {U(g) ⊗ U¯(g) | g ∈ G}, with K = Cd ⊗ Cd ). The Hilbert
space decomposes as
K '
k⊕
i=1
Ki ⊗ Cni , (3)
where the sum is over irreducible unitary representations of H, Ki = Cdi carries the
ith irreducible unitary representation, and ni is the degeneracy of the irreducible unitary
representations in K. Every U ∈ H is block-diagonal with respect to this decomposition,
i.e. of the form
U '
k⊕
i=1
Ui ⊗ Ini×ni . (4)
The commutant H ′ of H is the algebra H ′ = {X | [X,U ] = 0 ∀U ∈ H} which commutes
with all elements of H. By Schur’s Lemma, every X ∈ H ′ is of the form
X '
k⊕
i=1
Idi×di ⊗Xi, (5)
with di = dimKi, and Xi acting on the ni-dimensional space appearing on the right hand
side of eq. (4). We will mainly restrict our attention to the case where all irreducible
unitary representations of H on K are non-degenerate, i.e. ni = 1 for all i = {1, . . . , k}. In
this case, eq. (5) takes the form
X '
k∑
i=1
xiPi, (6)
where the Pi are orthogonal projections onto the ith irreducible unitary representation and
the xi ∈ C.
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The group twirl associated with H is
T : A 7→
∫
H
UAU∗dU, (7)
where the integration is w.r.t. the Haar measure on H. In particular, if H is finite, the
integral is the normalized sum over the group. The group twirl is (i) idempotent, (ii) self-
adjoint (w.r.t. the Hilbert-Schmidt inner product), and (iii) leaves elements X ∈ H ′ of the
commutant invariant. It is thus the orthogonal projection onto H ′. In the non-degenerate
case, one can check that this projection is given explicitly by
T(A) =
k∑
i=1
1
di
Tr(APi)Pi. (8)
Clearly, the group twirl over H only depends on the commutant H ′. Thus, if a group
S is such that S′ = H ′, twirling over S is equivalent to twirling over H. In practice,
this freedom can be advantageous, if S has e.g. smaller cardinality than H, or simpler
implementations as a quantum circuit. The notion of a group design captures this relation:
A unitary t-design is any group G such that we have the equality of commutants
{U⊗t |U ∈ G}′ = {U⊗t |U ∈ U(d)}′. (9)
General many-qubit unitaries do not have an efficient gate decomposition, while there are
many-qubit unitary 2-designs and 3-designs that do. This was the original motivation for
introducing the notion [11].
Phrased this way, it is natural to generalize eq. (9) to arbitrary “reference groups”,
beyond the now well-studied case of U(d). In particular, we will be concerned with the
following case:
Definition 1. Let G be a matrix group acting on Cd for some d. Then G is an orthogonal
t-design if we have the equality of commutants, i.e.,
{U⊗t |U ∈ G}′ = {O⊗t |O ∈ O(d)}′,
where O(d) is the real orthogonal group acting on Cd.
2.1 Group twirl over the orthogonal group
Throughout this paper, our main emphasis will be on orthogonal 2-designs. In this case,
it is possible to work out the commutant easily [49]. Consider the unitary representation
O(2) : g 7→ O(g)⊗O(g) of the orthogonal group O(d) on H = Cd ⊗ Cd, given as
G = {O ⊗O|O ∈ O(d)} . (10)
The commutant G′ is spanned by three orthogonal projections [40, 49],
P0 = |Ω〉〈Ω| , (11a)
P1 =
1
2 (I− F) and (11b)
P2 =
1
2 (I+ F)− |Ω〉〈Ω| , (11c)
where F = ∑di,j=1 |ij〉〈ji| is the flip (or swap) operator and |Ω〉〈Ω| = 1d∑di,j=1 |ii〉〈jj| is
the maximally entangled state. For any symmetric X ∈ Md(C), we have that FX =
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X, and for any antisymmetric X ∈ Md(C), we get FX = −X. The projections thus
correspond to multiples of the identity, antisymmetric matrices and traceless symmetric
matrices respectively. Every density operator in the commutant must thus be in the convex
hull of the corresponding normalized density matrices ρi = Pi/di for i = 0, 1, 2.
The theory discussed above therefore applies to quantum channels too. To this end,
let T be a quantum channel on a d-dimensional quantum system, and let G be a matrix
group on Cd. The twirled channel T˜ over the full real orthogonal group,
T˜ (·) =
∫
O(d)
OT (O∗ ·O)O∗ dO, (12)
can then be expressed as in eq. (7). Using the state channel duality, we see that ρ0 = P0/d0
then corresponds to the ideal channel T (·) = id, ρ1 = P1/d1 corresponds to the Werner-
Holevo channel given by
T (·) = Tr [·]I− θ
d− 1 ,
where θ denotes the usual transposition ρ 7→ θ(ρ) := ρT , and ∑i Pi/d2 corresponds to the
completely depolarizing channel T (·) = Tr [·]I/d. This yields
T˜ (·) = α id +β I
d
Tr [·] + γ ITr [·]− θ
d− 1 , (13)
with α, β, γ ∈ R satisfying α + β + γ = 1 (which makes T˜ trace-preserving). As before,
θ denotes the usual transposition ρ 7→ θ(ρ) := ρT . This immediately follows from the
correspondence between a quantum channel and its Jamiołkowski state,∫
O(d)
(O ⊗O) τT (O ⊗O)∗ dO
=
∫
O(d)
(O ⊗O) (id⊗T ) |Ω〉〈Ω| (O ⊗O)∗ dO
=
∫
O(d)
1
d
d∑
i,j=1
O |i〉〈j|O∗ ⊗OT (|i〉〈j|)O∗ dO
=
∫
O(d)
1
d
d∑
i,j=1
|i〉〈j| ⊗OT (O∗ |i〉〈j|O)O∗ dO
=
(
id⊗
∫
O(d)
OT (O∗ ·O)O∗ dO
)
|Ω〉〈Ω| .
A twirl over a quantum channel and the corresponding twirl over its Jamiołkowski quantum
state are thus equivalent descriptions. We will, however, focus on the twirling of quantum
channels throughout the rest of this paper, where we will use that the theory allows us to
give an explicit representation of the image of a channel under an orthogonal twirl.
3 Real Clifford group
We now define the real Clifford group and show that it is an orthogonal 2-design. Following
[44], we define the real Pauli group E(n) on n qubits as the n-fold tensor power
E(n) :=
〈
E(1)⊗n
〉
, (14)
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where E(1) is just the real Pauli group on 1 qubit defined as
E(1) :=
〈
X :=
(
0 1
1 0
)
, Z :=
(
1 0
0 −1
)〉
. (15)
E(n) is thus generated by tensor products of the Pauli matrices X and Z with 2×2 identity
matrices I2.
Definition 2 (Real Clifford group). The real Clifford group C(n) is the normalizer in
O (2n) of the real Pauli group E(n), i.e.
C(n) := {O ∈ O(2n)|OE(n) = E(n)O} . (16)
In the simple case when n = 1 the real Clifford group is generated by
C(1) =
〈
Z :=
(
1 0
0 −1
)
, H := 1√
2
(
1 1
1 −1
)〉
, (17)
and in the case when n = 2 the real Clifford group is
C(2) =
〈
C(1)⊗ C(1), CZ :=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

〉
, (18)
where H is the Hadamard gate and CZ is the controlled Z-gate. See [44] for a thorough
discussion of the real Clifford group.
Theorem 3. The representation O(2) : g 7→ O(g) ⊗ O(g) of the real Clifford group C(n)
decomposes into three non-degenerate irreducible unitary representations.
Proof. See [44, theorem 6.8.1.] and proofs therein.
We are now equipped to give the theorem that acts as the main mathematical ingredient
for real randomized benchmarking.
Theorem 4. The real Clifford group C(n) is an orthogonal 2-design.
Proof. The real Clifford group C(n) is a subgroup of the real orthogonal group O(2n). Its
commutant therefore contains the commutant of the real orthogonal group. By theorem 3
these two commutants have the same dimensions, and must thus be equal. This proves
the claim.
Theorem 4 will be the main ingredient for real RB. It is, however, possible to also prove
the following interesting fact about the real Clifford group.
Proposition 5. The real Clifford group C(n) is an orthogonal 3-design, but it is not an
orthogonal 4-design.
Proof. See [44, notes below theorem 6.8.1] for the fact that the real Clifford group C(n)
is an orthogonal 3-design. See [43, corollary 4.13] for the fact that it is not an orthogonal
4-design, where it is shown that in this case the commutant has an additional element to
it.
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4 Complex Clifford group
The real Clifford group shares the properties observed in the last chapter with its complex
counterpart. The complex Clifford group is a unitary 2-design, a unitary 3-design, but fails
to be an exact unitary 4-design [27, 31, 36, 53, 55, 56]. This, however, is not a coincidence.
To this end, let us first define the complex Clifford group.
The Pauli group on one qubit P(1) is defined as the group generated by
P(1) := 〈X,Z, iI〉 , (19)
where I,X, Y, Z are the standard Pauli matrices given as
I :=
(
1 0
0 1
)
, X :=
(
0 1
1 0
)
, Y :=
(
0 −i
i 0
)
and Z :=
(
1 0
0 −1
)
. (20)
The Pauli group on n qubits is defined to be
P(n) := P(1)⊗n. (21)
Definition 6 (Complex Clifford group). The complex Clifford group X (n) is the group-
theoretic normalizer in the unitary group U(2n) of the Pauli group P(n), i.e.
X (n) := {U ∈ U(2n)|UP(n) = P(n)U} . (22)
In the simple case where n = 1 the complex Clifford group is therefore just given as
X (1) = 〈H,P 〉 , (23)
where H is the Hadamard gate defined in eq. (17) and P is the pi/4-phase gate given as
P :=
(
1 0
0 i
)
. (24)
In the simple case when n = 2 the complex Clifford group is just given as
X (2) = 〈X (1)⊗X (1), CZ〉 , (25)
where CZ is again the controlled Z-gate defined in eq. (18).
The real Clifford group is therefore a subgroup of the complex Clifford group, C(n) ⊂
X (n), and we necessarily have that for any t ∈ N,
{O⊗t|O ∈ C(n)}′ ⊃ {U⊗t|U ∈ X (n)}′.
Similarly, the orthogonal group is a subgroup of the unitary group, O(2n) ⊂ U(2n), and
we thus have that
{O⊗t|O ∈ O(2n)}′ ⊃ {U⊗t|U ∈ U(2n)}′.
In the special case t = 2 (and in fact t = 3), we get the following correspondence:
{O⊗2|O ∈ C(n)}′ ⊃ {U⊗2|U ∈ X (n)}′
‖ ‖
{O⊗2|O ∈ O(2n)}′ ⊃ {U⊗2|U ∈ U(2n)}′
Accepted in Quantum 2018-08-09, click title to verify 8
In [44], using the language of invariant harmonic polynomials, it was shown that any
harmonic polynomial pA that is invariant w.r.t. the complex Clifford group, must be
invariant w.r.t. any of its subgroups, including the real Clifford group. If we decompose
the harmonic polynomial into its real and imaginary parts, then the restrictions pRe(A) and
pIm(A) must be invariant harmonic polynomials of the real Clifford group. Unfortunately,
the resulting real polynomials may turn out to be zero. It is therefore not possible to infer
the absence of harmonic invariants of X (n) from the absence of real harmonic invariants of
C(n). However, it explains the observation regarding the real and complex Clifford group
and their t-design properties for t = 2, 3.
If some family of matrix groups G acting on Cd fails to be a unitary t-design, it might
still turn out to be useful for RB. If its commutant, {U⊗t|U ∈ G}′, has l additional
elements to it than the commutant of the unitary group, {U⊗t|U ∈ U(d)}′, and there are
only l = O(1) additional elements to the commutant, then we may term the family of
matrix groups G an algebraic almost t-design.
An example of an algebraic almost unitary t-design is the family of Clifford groups,
which form an algebraic almost 4-design with one additional generator in its commutant
compared to the unitary group [30, 31, 56]. As another example, the real Clifford group
is an algebraic almost unitary 2-design (and an exact orthogonal 2-design, as discussed
above). The dihedral-CNOT family of groups provides yet another example [10].
The l additional factors in the commutant are useful for RB because they yield l
additional decay terms in the average fidelity. A successful fit to the multi-exponential
decay in a benchmarking experiment would then yield finer-grained information about the
average error rate by finding the average fidelity associated to the projections onto each
of the commutant algebras. In these scenarios, however, stability is an issue in the case of
large l as fitting a multi-exponential decay is in general poorly conditioned [12]. For the
case discussed in the most detail in this paper, the real Clifford group, there is only one
extra decay term, and successful data processing methods can be employed to fit the model
that we derive below with an efficient number of measurements [22, 24]. Another avenue for
dealing with multi-exponential decays is to consider state preparations and measurements
that optimize the contrast between various competing terms, perhaps even canceling all
but one (or a constant fraction of) the exponential decay terms [8, 18]. We explore this
idea in more detail in section 8.
The next section answers the question of how to obtain a Haar sample from the real
Clifford group in an efficient way. This is an important ingredient for the real RB protocol.
5 Haar sample from the real Clifford group
5.1 Structure of the real Clifford group, and orthogonal transformations
Here, we summarize results and notions from [6] and [2, Chapter 7].
Consider the phase space V = F2n2 . Elements of phase space will often be written as
(p, q) ∈ F2n2 , with p, q ∈ Fn2 . An important piece of structure for the real Clifford group [6]
is the quadratic form
Q ((p, q)) = p · q =
n∑
i=1
piqi. (26)
For x = (p, q), x′ = (p′, q′), one checks that
Q(x+ x′)−Q(x)−Q(x′) = p · q′ − p′ · q = [x, x′], (27)
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where the square brackets denote the standard symplectic form on phase space. (While over
F2, −1 = +1, we occasionally use negative signs when these would appear for analogous
calculations in odd characteristic). The form Q turns V into an orthogonal space.
A vector x ∈ V is singular if Q(x) = 0. A hyperbolic pair is a set of two singular
vectors e, f ∈ V such that [e, f ] = 1. A two-dimensional subspace is a hyperbolic plane if
it is spanned by a hyperbolic pair.
A space U ⊂ V is totally singular if Q and [·, ·] vanish on U . Clearly, U = {(p, 0) | p ∈
Fn2} is totally singular and has dimension half of V . This, by definition, means that Q has
Witt index n, or, equivalently sign +1. A 2n-dimensional orthogonal space in characteristic
two has sign +1 if and only if it is isometric to the orthogonal sum of n hyperbolic planes:
V =
n⊕
i=1
〈{ei, fi}〉, Q(ei) = Q(fi) = [ei, ej ] = [fi, fj ] = 0, [ei, fj ] = δi,j . (28)
The set of linear transformations GL(V ) preserving such a quadratic form of positive
sign (and hence, by eq. (27), the form [·, ·]) is the group O+(2n, 2). By eq. (28), a matrix
S represents an element of O+(2n, 2) with respect to a hyperbolic basis {e1, f1, . . . , en, fn}
if and only if it is symplectic and its columns are singular – i.e. if and only if its columns
form again a hyperbolic basis.
Recall that the complex Clifford group up to Pauli operators is isomorphic to the
symplectic group X (n)/P (n) ' Sp(2n, 2) [35]. That is true in the sense that for each
U ∈ X (n), there exists a S ∈ Sp(2n, 2) such that
UP (x)U∗ ∝ P (Sx),
where for x = (p, q) ∈ F2n2 , we have defined the Pauli operator
P (x) = iQ(x)
n⊗
i=1
XqiZpi . (29)
Any two Cliffords U that differ by the left- or right-action of an element of the Pauli group
induce the same S.
If U/P (n) contains a real-valued matrix, then S ∈ O+(2n, 2), i.e., in addition to being
symplectic, its columns are singular. Conversely, any element of the real Clifford group
is associated with such an S, which again does change under left- or right-multiplication
with elements from E(n).
Thus, to sample from the real Clifford group, one can proceed by 1) drawing a random
element from O+(2n, 2) (see below), 2) use one of the known constructions (e.g. [13, 32])
for generating a gate sequence that implements a given symplectic matrix as a Clifford
operation, and 3) multiply with a randomly chosen element of E(n).
5.2 Efficient sampling from O+(2n, 2)
It remains to describe an efficient protocol for drawing an element S from O+(2n, 2) uni-
formly at random. This will be achieved as follows:
Protocol 1: Sampling(O+(2n, 2))
Initialization Choose a basis B1 of F2n2 .
Iterate for i = 1 to n Choose random linear combinations x of the vectors in Bi
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until x is non-zero and singular. Set ei = x. Choose random linear combina-
tions y of the vectors in Bi until [ei, y] = 1. If y is singular, set fi = y. Else,
set fi = ei + y. Choose a basis Bi+1 for 〈{ej , fj}ij=1〉⊥.
Result Return matrix S, with columns given by e1, f1, e2, f2 . . . , en, fn.
The following statements are true for this construction:
1. By definition, the span of B1 is an orthogonal space of sign +1 and dimension 2n.
2. Assume Vi = 〈Bi〉 spans an orthogonal space of sign +1 and dimension 2(n − i +
1). Then, in expectation, one will find a non-zero singular x after no more than 4
attempts. To see this, let {e′j , f ′j}j be a hyperbolic basis for Vi. Then x will be of
the form
x =
n−i+1∑
j=1
(
pje
′
j + qjf ′j
)
,
with the pj , qj drawn uniformly at random. Hence
Q(x) =
n−i+1∑
j=1
(
pjQ(e′j) + qjQ(f ′j) + pjqj [e′j , f ′j ]
)
=
n−i+1∑
j=1
pjqj ,
which is zero with probability at least 12 , while at least 1 − 2−n ≥ 12 of these cases
correspond to non-zero x.
3. Under the same assumption as before, a vector y with [ei, y] = 1 will be found after
an expected number of 2 attempts. This is because | ker(y 7→ [ei, y])| = 2dim(Vi)−1
and thus exactly half of all vectors in V do not lie in the kernel.
4. The vectors {ei, fi} form a hyperbolic pair. Indeed, ei is singular by construction. If
y is singular, so is fi. If Q(y) = 1, then
Q(fi) = Q(ei + y) = Q(ei) +Q(y) + [ei, y] = 0 + 1 + 1 = 0.
Also, [ei, y] = [ei, y + ei] = 1.
5. The basis Bi+1 of 〈{ej , fj}ij=1〉⊥ describes the solution space of a set of liner equations
over F2, and can thus be found efficiently. By eq. (28), it spans an orthogonal space
of sign +1 and dimension 2(n− (i+ 1) + 1).
Hence, by induction, the columns of S form a hyperbolic basis of F2n2 , and every such
basis is equally likely to arise this way. The above procedure thus samples uniformly from
O+(2n, 2).
The next chapters use the result that the real Clifford group is an orthogonal 2-design
to analyze real RB using gates from the real Clifford group.
6 Figures of merit
The main goal of RB is to quantify how close a physical quantum channel C˜ is to the ideal
quantum gate C. In order to do so, we seek a figure of merit assessing this quality in an
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efficient way. We can always write the physical quantum channel as a composition of the
ideal quantum channel with an error quantum channel, C˜ = C ◦ E [29]. We assess the
quality of the physical quantum channel using the average fidelity
F¯
(
C, C˜
)
=
∫
U(d)
Tr
[
C (U |0〉〈0|U∗) C˜ (U |0〉〈0|U∗)
]
dU, (30)
and the average rebit fidelity
F¯R
(
C, C˜
)
=
∫
O(d)
Tr
[
C (O |0〉〈0|O∗) C˜ (O |0〉〈0|O∗)
]
dO. (31)
Please notice that in the case of the average rebit fidelity, the average is taken with respect
to the orthogonal group. The fidelity is thus averaged over rebits. For quantum gates
C(·) = C · C∗ with C unitary, this simplifies to
F¯
(
C, C˜
)
=
∫
U(d)
Tr [C (U |0〉〈0|U∗)C∗CE (U |0〉〈0|U∗)C∗] dU
=
∫
U(d)
〈0|U∗E (U |0〉〈0|U∗)U |0〉 dU = F¯ (E , id) , (32)
and similarly for the average rebit fidelity to
F¯R
(
C, C˜
)
=
∫
O(d)
〈0|O∗E (O |0〉〈0|O∗)O |0〉 dO = F¯R (E , id) . (33)
These are the quantities that are related to the two parameters, which RB can estimate,
F¯ (E , id) = b
(
d2 + d− 2)+ cd (d− 1) + 2 (d+ 1)
2d (d+ 1) (34)
as well as
F¯R (E , id) = b (d− 1) + 1
d
. (35)
For real density matrices the action of the twirled channel thus reduces to the action of
the depolarizing channel with parameter b, and the above average gate fidelities can be
interpreted as fidelities restricted to the respective commutant spaces. This makes our
analysis especially interesting when considering quantum computations on rebits. It has
been shown that universality holds in this case [46] and the real Clifford group now plays
the role of the complex Clifford group when studying stabilizer circuits [7].
The next chapter gives the real RB protocol, which has to be executed to quantitatively
describe the quality of a sequence of physical quantum gates taken from the real Clifford
group.
7 Real randomized benchmarking protocol
The real randomized benchmarking protocol is given in the following. The real RB protocol
considers quantum gates taken from the real Clifford group. We assume that the error
quantum channel is both gate and time independent. We follow the notation of [38].
We will first describe the protocol for a given state preparation ρ, sequence length m,
and final measurement E. This defines a protocol that can be repeated many times to
obtain data with those labels, (m,E, ρ). Averaging these data gives a fidelity decay curve,
which in expectation is a function only of these three data labels and the noise channel,
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which is assumed to be gate and time independent. This forms the core of real RB. In
the subsequent section, we will show one way to process these data to obtain accurate
estimates of the parameters of the decay curve without having to fit multi-exponential
decays, which is possible but in practice quite challenging. In the following, we give the
real RB protocol:
Protocol 2: RealRB(m,E, ρ)
Step 1 Fix a positive integer m ∈ N that varies with every loop.
Step 2 Generate a sequence of m + 1 quantum gates taken from the real Clifford
group, i.e., C1, . . . , Cm+1, where Cj(·) = Cj ·C∗j , Cj ∈ C(n), for j = 1, . . . ,m+1.
The first m quantum gates, C1, . . . , Cm, are chosen independent and uniformly
at random from the real Clifford group. The final quantum gate, Cm+1, is
chosen from the real Clifford group, such that the net sequence (if realized
without errors) is the identity operation,
Cm+1 ◦ Cm ◦ . . . ◦ C2 ◦ C1 = id, (36)
where ◦ represents composition. The entire sequence is therefore given by
Sm =©m+1j=1 Cj ◦ E , (37)
where E is the associated error, a completely positive trace preserving linear
map.
Step 3 For each sequence, measure the survival probability given by the fidelity
F (m,E, ρ) = Tr [ESm(ρ)] , (38)
where ρ is the initial quantum state, taking into account preparation errors,
and E is an effect operator of a POVM taking into account measurement
errors.
Step 4 Repeat steps 2-3 and average over M random realizations of the sequence
of length m to find the averaged sequence fidelity
F¯ (m,E, ρ) = Tr
[
ES¯m(ρ)
]
, (39)
where
S¯m = 1
M
∑
m
Sm (40)
is the average sequence operation.
Repeating these steps many times and averaging the results gives a good approximation
to the average sequence fidelity,
F¯ (m,E, ρ) = A+ bmB + cmC, (41)
where A, B and C, given in eq. (58) below, depend only on the state preparation and
measurement, and b and c depend on the average noise channel.
Please note that the final quantum gate Cm+1 can be found efficiently by the Gottesman-
Knill theorem [21].
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The question of how to choose the sequence lengths m and the number of sequences
at each length M is still unanswered, but is addressed in [16, 23, 30, 51]. The sequence
length m should be exponentially spaced from 4, in order to avoid gate-dependent effects
[41, 52], to around 1/(1− F¯R), for optimal information gain [23].
In the next section, we analyze RB focusing on the real Clifford group. The fact that
it is an orthogonal 2-design will prove that it obeys the model given in eq. (41) when the
assumptions of the noise model hold. Finally, we will discuss parameter estimation.
8 Fidelity decay and parameter estimation
The main setup of real RB is illustrated in fig. 1. A sequence of m + 1 quantum gates
C˜j acts on an initial quantum state ρ ∈ Dd, followed by a measurement represented by a
POVM with effect operators E. Consider the physical quantum channel
C˜j = Cj ◦ E , (42)
where Cj(·) = Cj · C∗j , Cj ∈ C(n), is a real Clifford gate and E : Md(C) →Md(C) is the
associated error, a completely positive trace preserving linear map. We assume that the
error quantum channel is both gate and time independent.
Let us first derive the decay curve of the expected data, eq. (41).
Theorem 7. The protocol RealRB(m,E, ρ) has an expected fidelity of the form
F¯ (m,E, ρ) = A+ bmB + cmC, (43)
where A, B and C are functions only of (E, ρ), and b and c depend on the average noise
channel.
Proof. The expected fidelity of the above described sequence is given by
F (m,E, ρ) = Tr
[
E
[
C˜m+1 ◦ C˜m ◦ . . . ◦ C˜2 ◦ C˜1
]
(ρ)
]
= Tr [E [Cm+1 ◦ E ◦ Cm ◦ E ◦ . . . ◦ C2 ◦ E ◦ C1 ◦ E ] (ρ)] . (44)
Absorbing the first error quantum channel into the state as a preparation error gives
F (m,E, ρ) = Tr [E [Cm+1 ◦ E ◦ Cm ◦ E ◦ . . . ◦ C2 ◦ E ◦ C1] (ρ)]
= Tr [E [Sm] (ρ)] , (45)
with
Sm =Cm+1 ◦ E ◦ Cm ◦ E ◦ . . . ◦ C2 ◦ E ◦ C1
=
=I︷ ︸︸ ︷
Cm+1 ◦ (Cm ◦ . . . ◦ C1 ◦
=D∗m︷ ︸︸ ︷
C∗1 ◦ . . . ◦ C∗m) ◦ E ◦ Cm ◦ E◦
. . . E ◦ C3 ◦ (C2 ◦ C1︸ ︷︷ ︸
=D3
◦ C∗1 ◦ C∗2︸ ︷︷ ︸
=D∗2
) ◦ E ◦ C2 ◦ (C1︸ ︷︷ ︸
=D2
◦ C∗1︸︷︷︸
=D∗1
) ◦ E ◦ C1︸︷︷︸
=D1
=D∗m ◦ E ◦ Dm ◦ . . . ◦ D∗2 ◦ E ◦ D2 ◦ D∗1 ◦ E ◦ D1
=©mj=1
(
D∗j ◦ E ◦ Dj
)
, (46)
where we have used the fact that C(n) is a group and defined a new quantum gate
Dj :=©jl=1Cl, (47)
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with D(·) = Dj · D∗j , Dj ∈ C(n). Please note that all Dj are independent uniformly
distributed real Clifford gates.
The sequence fidelity can then be written as
F (m,E, ρ) = Tr
[
E©mj=1
[
D∗j ◦ E ◦ Dj
]
(ρ)
]
. (48)
Taking the average over the real Clifford group yields an average sequence fidelity given
by
F¯ (m,E, ρ) = Tr
E 1|C(n)| ∑Dj∈C(n)Sm(ρ)

= Tr
E 1|C(n)| ∑Dj∈C(n)©
m
j=1
[
D∗j ◦ E ◦ Dj
]
(ρ)

= Tr
E
 1
|C(n)|
∑
Dj∈C(n)
D∗j ◦ E ◦ Dj
◦m (ρ)
 , (49)
where we have used the fact that all Dj are independent uniformly distributed Clifford
gates. Because the real Clifford group is an orthogonal 2-design, see theorem 4, we have
that
1
|C(n)|
∑
Dj∈Cm
D∗j ◦ E ◦ Dj (·) =
∫
O(d)
O∗ ◦ E ◦ O (·) dO, (50)
where O(·) = O · O∗, O ∈ O(d), is the orthogonal quantum channel. By eq. (13), the
averaged sequence fidelity is
F¯ (m,E, ρ) = Tr
[
E
(
α id +β I
d
Tr [·] + γ ITr [·]− θ
d− 1
)◦m
(ρ)
]
, (51)
with α, β, γ ∈ R. Consider the following change of variables,
α = 12 (b+ c) , (52a)
β = a− b+ 12(b− c)d and (52b)
γ = 12(c− b)(d− 1), (52c)
such that
a = α+ β + γ, (53a)
b = α− γ(d− 1) and (53b)
c = α+ γ(d− 1) . (53c)
Note that a = α+ β + γ = 1. The resulting quantum channel is
T˜ (·) = aTr [·] I
d
+ b
(1
2 (id +θ)− Tr (·)
I
d
)
+ c12 (id−θ) , (54)
with α, β, γ ∈ R. Its m-fold concatenation is given by
T˜m (·) = am Tr [·] I
d
+ bm
(1
2 (id +θ)− Tr (·)
I
d
)
+ cm 12 (id−θ) . (55)
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Therefore, the averaged sequence fidelity is
F¯ (m,E, ρ)
= Tr
[
E
(
α id +β I
d
Tr [·] + γ ITr [·]− θ
d− 1
)◦m
ρ
]
= Tr
[
E
(
aTr [·] I
d
+ b
(1
2 (id +θ)− Tr (·)
I
d
)
+ c12 (id−θ)
)◦m
ρ
]
= Tr
[
E
(
am Tr [·] I
d
+ bm
(1
2 (id +θ)− Tr (·)
I
d
)
+ cm 12 (id−θ)
)
ρ
]
=am Tr
[
E
I
d
]
+ bm Tr
[
E
(1
2
(
ρ+ ρT
)
− I
d
)]
+ cm Tr
[
E
1
2
(
ρ− ρT
)]
. (56)
Given that a = 1, the averaged sequence fidelity simplifies to
F¯ (m,E, ρ) = A+ bmB + cmC, (57)
where
A = Tr
[
E
I
d
]
, (58a)
B = Tr
[
E
(1
2
(
ρ+ ρT
)
− I
d
)]
and (58b)
C = Tr
[
E
1
2
(
ρ− ρT
)]
, (58c)
for any fixed prepared quantum state ρ and any fixed quantum measurement represented
by a POVM with effect operators E. As claimed, A, B and C are independent of the noise
channel.
The experimental data may thus be calibrated to this model using the real RB protocol
discussed in section 7 by varying the parameter m and fitting the parameters b and c. It is
important to notice that any quantum state preparation errors and quantum measurement
errors are absorbed by A, B and C and the calibration of the model to experimental data is
thus not affected by these errors. However, direct fitting is sometimes poorly conditioned
in multi-exponential decays, and obtaining high accuracy can be challenging. We next
describe a way to improve the contrast by choosing several different states and measure-
ments and fitting to simpler decay curves by clever averaging. We make the simplifying
assumption that the noise on the state preparations and measurements is independent of
the particular state preparation, or the particular measurement. While this will not hold
exactly in practice, in the regimes of interest there should still be a marked increase in
statistical contrast when applying this idea [8, 18].
The standard approach in RB is to prepare eigenstates of Z on each qubit and then
measure the POVM element that corresponds to +1 eigenstates of Z on each qubit. In
the ideal case, this choice eliminates C (since ρ is symmetric). This reduces the number of
parameters that need to be fit for the same data, which typically leads to a higher quality
fit. We can generalize this idea so that we can accurately estimate b and c separately
without coupling to all of the nuisance parameters A, B, and C at once.
The idea is to randomly compile in an extra gate that effectively prepares different
Pauli eigenstates, rather than just a +1 eigenstate of Z on each qubit. First notice that
every Pauli eigenstate is either complex symmetric (ρ = ρT ) or antisymmetric (ρ = −ρT ).
The latter only holds if the Pauli eigenstate has an odd number of Y gates. So we should
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choose from these initial states if we want to isolate the parameters b and c. Similarly, the
POVM element E can be randomly chosen to be the +1 eigenstate or the −1 eigenstate of
each given Pauli input eigenstate. For a given sequence length m, this defines four possible
data sets. Letting βm(ρ,E) denote the data collected at sequence length m with state
preparations ρ± that are symmetric or antisymmetric, and with ±1 eigenstate projectors
E±, we have the four data sets
βm(ρ+, E+), βm(ρ+, E−), βm(ρ−, E+), βm(ρ−, E−) . (59)
Each of these obeys (in expectation) the respective form of the expected fidelity decay
eq. (57). Now we can look at the symmetries of the nuisance parameters A, B, and C from
eq. (58) and we see that linear combinations of the data sets can be chosen to eliminate
one or more of the above parameters in the ideal case. In fact, we have that the following
differences in data approach the following fidelity difference curves:
βm(ρ+, E+)− βm(ρ+, E−) → F¯ (m, ρ+, E+)− F¯ (m, ρ+, E−) = ∆B bm (60a)
βm(ρ−, E+)− βm(ρ−, E−) → F¯ (m, ρ−, E+)− F¯ (m, ρ−, E−) = ∆C cm , (60b)
where ∆B = Tr[Eρ+] and ∆C = Tr[Eρ−]. In practice, there will not be exact cancellation,
but this transformation will still greatly enhance the contrast. Therefore, collecting data
at various values of m and fitting to the model ∆B bm or ∆C cm respectively yields a much
simpler exponential fit model, and standard tools from regression can be applied. Each
of these fits then yields a separate estimate of the parameters b and c without a strong
covariance between the estimates. Estimates of the average rebit fidelity as well as the
average fidelity are thus obtained by eq. (35) and eq. (34) respectively. Real RB thus
provides finer-grained information about the channel.
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Appendix
Following [25] it is also possible to use the frame potential and establish that the real
Clifford group is an orthogonal 2-design.
Theorem 8 (Orthogonal frame potential). Let D = {Ok ∈ O(d)}k=1,...,K be a set of
orthogonal real matrices. Define the frame potential of D to be
P (D) = 1
K2
∑
Ok,Ok′∈D
|Tr [O∗kOk′ ]|4 . (61)
The set D is an orthogonal 2-design if and only if P(D) = 3.
Proof. Following the idea and notation of [25], the group D is an orthogonal 2-design if
and only if ∆ := τD − τtwirl = 0, where
τD = (idd2 ⊗TD) |Ω〉〈Ω|
=
idd2 ⊗ 1K ∑
Ok∈D
(Ok ⊗Ok) · (Ok ⊗Ok)∗
 |Ω〉〈Ω| ,
τtwirl = (idd2 ⊗Ttwirl) |Ω〉〈Ω|
=
(
idd2 ⊗
∫
O(d)
(O ⊗O) · (O ⊗O)∗ dO
)
|Ω〉〈Ω| .
In order to see what this means in terms of the frame potential, let us introduce a basis
with regards to the minimal projections given in eq. (11). Within the subspace of P0,
we introduce an orthonormal basis
{
|i0〉j
}d0
j=1
with dimension d0 = dim P0. Similarly,
we introduce an orthonormal basis
{
|i1〉j
}d1
j=1
within the subspace of P1 with dimension
d1 = dim P1 as well as an orthonormal basis
{
|i2〉j
}d2
j=1
within the subspace of P2 with
dimension d2 = dim P2. These then form an orthonormal basis
{
|i〉j
}d2
j=1
in Cd⊗Cd. The
maximally entangled state is then given by |Ω〉〈Ω| with
|Ω〉 = 1
d
2∑
m=0
dm∑
im=1
|im〉 ⊗ |im〉 .
Using this decomposition and using eq. (8), we see that
τtwirl =
(
idd2 ⊗
2∑
m=0
Tr [ · Pm]
Tr [Pm]
Pm
)
|Ω〉〈Ω|
= 1
d2
2∑
m=0
dm∑
im,jm=1
|im〉〈jm| ⊗ Tr [|im〉〈jm|Pm]Tr [Pm] Pm
= 1
d2
2∑
m=0
1
Tr [Pm]
Pm ⊗ Pm.
Furthermore,
τD =
1
d2
d2∑
i,j=1
|i〉〈j| ⊗ 1
K
∑
Ok∈D
(Ok ⊗Ok) |i〉〈j| (Ok ⊗Ok)∗ .
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We will now show that ‖∆‖22 := Tr
[|∆|2] = 0, from which the claim follows. We thus
want to compute
Tr [∆∗∆] = Tr [τ∗twirlτtwirl − τ∗twirlτD − τ∗Dτtwirl + τ∗DτD] .
Its first term is easily calculated to give
Tr [τ∗twirlτtwirl] =
1
d4
Tr
[ 2∑
m=0
1
Tr [Pm]2
[Pm ⊗ Pm]
]
= 3
d4
.
The second and third term yield
Tr [τ∗twirlτD] =
1
d4
Tr
[( 2∑
m=0
1
Tr [Pm]
Pm ⊗ Pm
)
 d2∑
i,j=1
|i〉〈j| ⊗ 1
K
∑
Ok∈D
(Ok ⊗Ok) |i〉〈j| (Ok ⊗Ok)∗

= 1
d4K
2∑
m=0
d2∑
i,j=1
1
Tr [Pm]
Tr [Pm |i〉〈j|] Tr
Pm ∑
Ok∈D
(Ok ⊗Ok) |i〉〈j| (Ok ⊗Ok)∗
 ,
where we have used the fact that Pm commutes with (Ok ⊗Ok). We then have that
Tr [τ∗twirlτD] =
1
d4K
2∑
m=0
dm∑
im=1
1
Tr [Pm]
Tr
 ∑
Ok∈D
(Ok ⊗Ok)Pm |im〉〈im| (Ok ⊗Ok)∗

= 1
d4
2∑
m=0
dm∑
im=1
Tr [Pm |im〉〈im|]
Tr [Pm]
= 3
d4
.
The last term is
Tr [τ∗DτD] =
1
d4K2
d2∑
i,j=1
d2∑
v,w=1
Tr [|j〉〈i|v〉〈w|]
Tr
 ∑
Ok∈D
∑
Ok′∈D
(Ok ⊗Ok) |j〉〈i| (Ok ⊗Ok)∗ (Ok′ ⊗Ok′) |v〉〈w| (Ok′ ⊗Ok′)∗

= 1
d4K2
d2∑
i,j=1
∑
Ok,Ok′∈D
Tr [(Ok ⊗Ok) |j〉〈i| (Ok ⊗Ok)∗ (Ok′ ⊗Ok′) |i〉〈j| (Ok′ ⊗Ok′)∗]
= 1
d4K2
∑
Ok,Ok′∈D
|TrO∗kOk′ |4
=P(D)
d4
.
The group D is an orthogonal 2-design if and only if ∆ = 0, which gives P(D) = 3 and
thus the claim follows.
Theorem 9. Let D = {Ok ∈ O(d)}k=1,...,K be a set of real orthogonal matrices with the
symmetry G = {Ok ⊗Ok|Ok ∈ D} affording the character ζG. Then the following are
equivalent:
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1. The set D is an orthogonal 2-design.
2. The symmetry has no more than three irreducible representations.
3. It holds that 〈ζG, ζG〉 = 3.
Before we can prove this theorem, let us recall the notion of a character, which plays a
major role in the analysis of unitary representations. We mainly follow [48].
Definition 10 (Character). Given any unitary representation U : g 7→ U(g) of a group
G, we define its character by
ξ(g) := Tr [U(g)] . (62)
A character is called irreducible, if the unitary representation under consideration is irre-
ducible.
Denote by
{
V (i)
}
i
the irreducible unitary representations of G and the corresponding
irreducible characters by {χi}i. The irreducible characters are orthonormal in the group
algebra [48] with the inner product given by
〈χi, χj〉 := 1|G|
∑
g∈G
χi(g)χj(g) = δij . (63)
If a representation is the direct sum of subrepresentations, then the corresponding character
is the sum of the characters of those subrepresentations. This holds true especially for the
decomposition into irreducible representations.
Theorem 11 ([48, theorem III.2.4.]). Every character ξ is of the form
ξ =
∑
i
niχi (64)
for nonnegative integers ni and every such sum is the character of some representation.
Proof. The proof is given in [48], but is reproduced here for the convenience of the reader.
It is a standard result in representation theory that any finite-dimensional unitary repre-
sentation can be written as a direct sum of finite irreducible unitary representations [48,
theorem II.2.3.],
U = ⊕iniV (i), (65)
for some ni. But then we necessarily have that
ξ =
∑
i
niχi, (66)
which yields the claim.
Corollary 12. If the character ξ has a decomposition as in theorem 11 given by eq. (64),
then
〈ξ, ξ〉 =
∑
i
n2i . (67)
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Proof. Substituting the decomposition into the inner product gives
〈ξ, ξ〉 =
〈∑
i
niχi,
∑
j
njχj
〉
=
∑
i,j
ninj 〈χi, χj〉
=
∑
i,j
ninjδi,j
=
∑
i
n2i , (68)
where we have used the orthogonality relation of irreducible characters given in eq. (63).
With these definitions and results at hand, we may now prove theorem 9, following the
idea of [25].
Proof of theorem 9. Consider the unitary representation associated to the symmetry G as
given in the theorem 9 and its afforded character denoted by ζG. The frame potential can
be related to the character ζG by
P(D) = 〈ζG, ζG〉 . (69)
Due to corollary 12 this must equal 〈ζG, ζG〉 = 3 if and only if G has exactly three
irreducible components. This in turn is equivalent to D being an orthogonal 2-design by
theorem 8. The claim thus follows.
Theorem 13. The real Clifford group C(n) is an orthogonal 2-design.
Proof. Given that the real Clifford group has three irreducible representations by theo-
rem 3, it must be an orthogonal 2-design by theorem 9.
Accepted in Quantum 2018-08-09, click title to verify 25
