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1. Introduction
The fractional optimization problem with multiple objective functions have been the subject of intense investigations in
the past few years, which have produced a number of optimality and duality results for these problems. Various authors
have considered fractional programming problems containing square root of positive semideﬁnite quadratic forms like Mond
[18] and Zhang and Mond [31]. The popularity of this kind of problem lies in the fact that although the objective and con-
straint functions are nondifferentiable, a simple formulation of the dual may be given. Square root of positive semideﬁnite
quadratic form is one case of a nondifferentiable function whose subdifferential can be explicitly written. Zalmai [30] stud-
ied nondifferentiable fractional programming problem containing arbitrary norms. Husain and Jabeen [8] studied duality for
a fractional program with support functions.
Mangasarian [12] formulated a class of second and higher order dual problems for a nonlinear programming problem
involving twice differentiable functions. Second order symmetric duality in mathematical programming with support func-
tions has been explored by Hou and Yang [7], Yang et al. [28,29], etc. Higher order duality has been studied by many
researchers like Chen [3], Mishra [14], Mishra and Rueda [16], Mond and Zhang [20] and Yang et al. [27]. One practical
advantage of second and higher order duality is that it provides tighter bounds for the value of the objective function of the
primal problem when approximations are used because there are more parameters involved.
Mond [17] introduced second order convex functions and established second order duality results. Bector and Chandra
[1] formulated second order Mond–Weir type dual for a nondifferentiable fractional program and established duality results
using second order pseudoconvexity and quasiconvexity. Jeyakumar [11] and Yang [26] also discussed second order dual
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type symmetric dual problems. More recently Suneja et al. [25] presented a pair of Mond–Weir type multiobjective second
order symmetric dual programs and obtained duality results using second order η-convex functions.
Hanson and Mond [6] introduced F -convex functions. Preda [21] extended the concept of F -convexity to (F ,ρ) convexity
which was further extended to second order (F ,ρ) convexity and its natural generalizations by Mishra and Rueda [15]. Han-
son [5] deﬁned second order type I functions and used them to prove various duality results for a second order Wolfe type
dual. Srivastava and Govil [24] formulated second order Mond–Weir type dual for a multiobjective nonlinear programming
problem and established duality results using second order (F ,ρ,σ )-type I functions and their generalizations.
In this paper a new class of higher order (F ,ρ,σ )-type I functions are introduced for a vector minimization prob-
lem. Various known generalized invex functions such as type I, second order type I and second order (F ,ρ,σ )-type I are
particular cases of higher order (F ,ρ,σ )-type I functions. This class is used to study higher order duality results for a
nondifferentiable multiobjective fractional programming problem whose objective functions and constraints contain support
functions of compact convex sets in Rn . Higher order Mond–Weir type and Schaible type duals are formulated for the mul-
tiobjective fractional program and various duality results are established. It has been observed that above primal and dual
pairs when appropriately specialized, reduce to the classes of problems with multiple, fractional, and conventional objective
functions considered in [8–10,30] and [31].
2. Preliminaries and deﬁnitions
Throughout the paper we denote by Rn the n-dimensional Euclidean space.
The following conventions for vectors in Rn will be used:
x < y ⇔ xi < yi ∀i = 1,2, . . . ,n, x = y,
x y ⇔ xi  yi, ∀i = 1,2, . . . ,n,
x y ⇔ xi  yi, ∀i = 1,2, . . . ,n, x = y,
x y is the negation of x y.
For x, y ∈ R , x y and x< y have usual meaning.
Let C be a compact convex set in Rn . The support function of C at x ∈ Rn is deﬁned by S(x|C) =max{xT y: y ∈ C}.
We now review some known facts about support functions [19].
Every sublinear function deﬁned on Rn may be written as a support function and further any compact set C can be
uniquely determined by its support function. The support function S(x|C) of a compact convex set C ⊆ Rn , being convex
and everywhere ﬁnite, has a subgradient [22] at every x, that is, there exists z ∈ C such that
S(y|C) S(x|C) + zT (y − x), for all y ∈ C,
as the subdifferential of S(x|C) is given by
∂ S(x|C) = {z ∈ C : zT x = S(x|C)}.
For any set D ⊂ Rn , the normal cone to D at any point x ∈ D is deﬁned by
ND(x) =
{
y ∈ Rn: yT (z − x) 0, ∀z ∈ D}.
If C is a compact convex set then y ∈ NC (x) if and only if
S(y|C) = xT y, or equivalently x ∈ ∂ S(y|C).
Consider the multiobjective programming problem
(P) minimize f (x)
subject to h(x) 0,
x ∈ X,
where X ⊆ Rn , f : X → Rk and h : X → Rm are continuously differentiable functions and minimization means obtaining
eﬃcient solutions of (P ). Let X0 = {x ∈ X: h(x) 0} be the feasible set.
Deﬁnition 2.1. A point x◦ ∈ X0 is an eﬃcient (pareto optimal) solution of (P) if there does not exist any other x ∈ X0 such
that f (x) f (x◦).
The following result is due to Chankong and Haimes [2].
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Pr(x
◦) minimize fr(x)
subject to fi(x) f i(x◦), for all i = 1,2, . . . ,k, i = r,
h(x) 0,
x ∈ X .
We now introduce higher order (F ,ρi, σ j)-type I functions for (P), where ρi and σ j are real numbers and F is a sublinear
functional deﬁned as follows.
Deﬁnition 2.2. A functional F : X × X × Rn → R is said to be sublinear if for any x, x◦ ∈ X ⊆ Rn ,
F
(
x, x◦;a1 + a2
)
 F
(
x, x◦;a1
)+ F (x, x◦;a2), for any a1,a2 ∈ Rn,
and F (x, x◦;αa) = αF (x, x◦;a), for any α ∈ R , α > 0 and a ∈ Rn .
Clearly, F (x, x◦;0) = 0.
Let f i : X → R , h j : X → R , Ki : X × Rn → R and H j : X × Rn → R be differentiable functions where i = 1,2, . . . ,k and
j = 1,2, . . . ,m. Let p : X0xRn → Rn and q : X0xRn → Rn be vector valued functions and suppose that d : X × X → R is a
pseudo metric, that is, for all x, y, z ∈ X ,
(i) d(x, y) 0 and x = y implies d(x, y) = 0,
(ii) d(x, y) = d(y, x),
(iii) d(x, z) d(x, y) + d(y, z).
Deﬁnition 2.3. For i = 1,2, . . . ,k and j = 1,2, . . . ,m, ( f i,h j) are said to be higher order (F ,ρi, σ j)-type I at u ∈ X with
respect to functions Ki and H j , if for each x ∈ X0, ρi, σ j ∈ R ,
f i(x) − f i(u) F
(
x,u;∇ f i(u) + ∇p Ki(u, p)
)+ Ki(u, p) − pT∇p Ki(u, p) + ρid2(x,u)
and
−h j(u) F
(
x,u;∇h j(u) + ∇qH j(u,q)
)+ H j(u,q) − qT∇qH j(u,q) + σ jd2(x,u).
If f i , i = 1,2, . . . ,k and h j , j = 1,2, . . . ,m are higher order F -convex [3] at u ∈ X with respect to Ki and H j , respectively,
where p : X0 × Rn → Rn and q : X0 × Rn → Rn then ( f i,h j) are higher order (F ,ρi, σ j)-type I with ρi = 0 = σ j . Further if
( f i,h j), i = 1,2, . . . ,k and j = 1,2, . . . ,m are second order (F ,ρi, σ j)-type I [24] then ( f i,h j) are higher order (F ,ρi, σ j)-
type I with respect to appropriately chosen Ki and H j .
We now show through the following examples that higher order (F ,ρi, σ j)-type I functions may neither be higher order
F -convex [3] nor second order (F ,ρi, σ j)-type I [24].
Example 2.1. Consider the problem
minimize f (x)
subject to h(x) 0,
x ∈ X,
where X = R − {−1}, f : X → R2, h : X → R2 are given as follows:
f = ( f1, f2), f1(x) = x+ 2
x+ 1 , f2(x) =
1+ x2
1+ x ;
h = (h1,h2), h1(x) = 1
1+ x2 − x, h2(x) = 1− x
2.
The feasible region is X0 = {x ∈ X: x 1}.
Let F (x,u;a) = |a|(x− u)2 and d(x,u) = |x− u|, u = 1.
For p(x,u) = u2(x+ 1), K1(u, p) = pu+1 , ρ1 = −1, K2(u, p) = pu
2
2 and ρ2 = −1, we have
f i(x) − f i(u) − F
(
x,u;∇ f i(u) + ∇p Ki(u, p)
)− Ki(u, p) + pT∇p Ki(u, p) − ρid2(x,u) 0, for each x ∈ X0, i = 1,2.
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−h j(u) − F
(
x,u;∇h j(u) + ∇qH j(u,q)
)− H j(u,q) + qT∇qH j(u,q) − σ jd2(x,u) 0, for each x ∈ X0, j = 1,2.
Hence ( f i,h j) is higher order (F ,ρi, σ j)-type I for i = 1,2 and j = 1,2.
Example 2.2. For the above deﬁned function f1(x) = x+ 2x+1 , if we take u = 1, ρ1 = 0, x = 2 ∈ X0, then
f1(x) − f1(u) − F
(
x,u;∇ f1(u) + ∇p K1(u, p)
)− K1(u, p) + pT∇p K1(u, p) < 0.
Hence, f1 is not higher order F -convex, deﬁned by Chen [3].
Example 2.3. For the problem considered in Example 2.1, if we deﬁne Ki(u, p) = 12 pT∇2 f i(u)p and H j(u,q) = 12qT∇2h j(u)q
then ( f i,h j) fail to be second order (F ,ρi, σ j)-type I functions [24] because if we take u = 1, x = 6 ∈ X0, ρ1 = −1, ρ2 = −1,
σ1 = − 12 , σ2 = −1 then we have
f i(x) − f i(u) − F
(
x,u;∇ f i(u) + ∇2 f i(u)p
)+ 1
2
pT∇2 f i(u)p − ρid2(x,u) < 0,
and
−h j(u) − F
(
x,u;∇h j(u) + ∇2h j(u)q
)+ 1
2
qT∇2h j(u)q − σ jd2(x,u) < 0.
Remark 2.1. The class of higher order (F ,ρi, σ j)-type I functions is related to various other classes of generalized invex
functions as shown below.
1. For Ki(u, p) = 12 pT∇2 f i(u)p and H j(u,q) = 12qT∇2h j(u)q, Deﬁnition 2.3 reduces to that of second order (F ,ρi, σ j)-
type I functions deﬁned by Srivastava and Govil [24].
2. If ρi = 0 and σ j = 0, and the sublinear function F is deﬁned as
F
(
x, x◦;a)= η(x, x◦)T a, a ∈ Rn,
where η(x, x◦) is an arbitrary vector function deﬁned from X × X to Rn , then the higher order invex functions deﬁned
by Mishra [14] result in higher order (F ,ρi, σ j)-type I functions for (P).
3. If Ki(u, p) = 12 pT∇2 f i(u)p and H j(u,q) = 12qT∇2h j(u)q, ρi = 0 and σ j = 0, and the sublinear function F (x, x◦;a) =
η(x, x◦)T a, a ∈ Rn , then higher order (F ,ρi, σ j)-type I functions reduce to second order type I functions deﬁned by
Hanson [5].
4. If f i , i = 1,2, . . . ,k, and h j , j = 1,2, . . . ,m, are second order (F ,ρi) convex and second order (F , σ j) convex [23],
respectively, and Ki(u, p) = 12 pT∇2 f i(u)p, H j(u,q) = 12qT∇2h j(u)q where p : X0 × Rn → Rn and q : X0 × Rn → Rn then
( f i,h j) are higher order (F ,ρi, σ j)-type I for (P).
We now introduce the multiobjective nondifferentiable fractional program which is the main problem to be considered
in the paper.
(FP) minimize
[
f1(x) + S(x|C1)
g1(x) − S(x|D1) , . . . ,
fk(x) + S(x|Ck)
gk(x) − S(x|Dk)
]
subject to h j(x) + S(x|E j) 0, j = 1,2, . . . ,m, (2.1)
where x ∈ X ⊆ Rn , f i, gi : X → R (i = 1,2, . . . ,k) and h j : X → R ( j = 1,2, . . . ,m) are continuously differentiable functions.
f i(.) + S(.|Ci) 0 and gi(.) − S(.|Di) > 0; Ci , Di and E j are compact convex sets in Rn and S(x|Ci), S(x|Di) and S(x|E j)
denote the support functions of compact convex sets, Ci , Di and E j , respectively.
Remark 2.2. If Ci = {0}, Di = {0}, i = 1,2, . . . ,k, E j = {0}, j = 1,2, . . . ,m, and gi(x) = 1, i = 1,2, . . . ,k, for all x ∈ X then
(FP) reduces to the problem (P).
Applying Lemma 2.1 to the problem (FP), we have the following result.
Lemma 2.2. If u is an eﬃcient solution of (FP) then it solves(
FPr(ε¯)
)
minimize
fr(x) + S(x|Cr)
gr(x) − S(x|Dr)
subject to
fi(x) + S(x|Ci)
gi(x) − S(x|Di)  ε¯i, i = 1,2, . . . ,k, i = r,
h j(x) + S(x|E j) 0, j = 1,2, . . . ,m,
where ε¯i = f i(u)+S(u|Ci) .gi(u)−S(u|Di)
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FP1r (ε¯)
)
minimize
fr(x) + S(x|Cr)
gr(x) − S(x|Dr)
subject to fi(x) + S(x|Ci) − ε¯i
(
gi(x) − S(x|Di)
)
 0, i = 1,2, . . . ,k, i = r,
h j(x) + S(x|E j) 0, j = 1,2, . . . ,m.
Lemma 2.3. (See [4].) u is an eﬃcient solution of (FP) if and only if u solves (FP1r (ε¯)) for each r = 1,2, . . . ,k, where ε¯i = f i(u)+S(u|Ci)gi(u)−S(u|Di) .
3. Higher order Mond–Weir type dual
Husain and Jabeen [9] considered a single objective nonlinear fractional programming problem in which a support func-
tion appears in the numerator and denominator of the objective function as well as in each constraint function. For k = 1,
the problem (FP) becomes the problem studied by Husain and Jabeen [9]. They formulated ﬁrst order Mond–Weir type
dual for the fractional programming problem and studied duality results under generalized convexity assumptions. We now
formulate higher order Mond–Weir type dual for (FP) and establish weak and strong duality theorems by considering the
functions involved to be higher order (F ,ρi, σ j)-type I.
(MFD) maximize
[
f1(u) + uT z1
g1(u) − uT v1 , . . . ,
fk(u) + uT zk
gk(u) − uT vk
]
subject to ∇
[
k∑
i=1
λi
(
f i(u) + uT zi
gi(u) − uT vi
)
+
m∑
j=1
y j
(
h j(u) + uT w j
)]+ k∑
i=1
λi∇pGi(u, p) +
m∑
j=1
y j∇qH j(u,q) = 0,
(3.1)
m∑
j=1
y j
{(
h j(u) + uT w j
)+ H j(u,q) − qT∇qH j(u,q)} 0, (3.2)
k∑
i=1
λi
(
Gi(u, p) − pT∇pGi(u, p)
)
 0, (3.3)
zi ∈ Ci, vi ∈ Di, i = 1,2, . . . ,k, w j ∈ E j, j = 1,2, . . . ,m,
y j  0, j = 1,2, . . . ,m,
λi > 0, i = 1,2, . . . ,k,
k∑
i=1
λi = 1.
We now discuss the weak duality result for the pair (FP) and (MFD).
Theorem 3.1 (Weak Duality Theorem). Let x be a feasible solution for (FP) and (u, z, v, y, λ,w, p,q) be feasible for (MFD). Suppose
that:
(i) [ f i(.)+(.)T zi
gi(.)−(.)T vi ,h j(.) + (.)
T w j] is higher order (F ,ρi, σ j)-type I with respect to Gi and H j , at u for i = 1,2, . . . ,k and j =
1,2, . . . ,m,
(ii)
∑k
i=1 λiρi +
∑m
j=1 y jσ j  0, λi > 0,
then the following cannot hold
fi(x) + S(x|Ci)
gi(x) − S(x|Di) 
f i(u) + uT zi
gi(u) − uT vi , i = 1,2, . . . ,k, (3.4)
and
fr(x) + S(x|Cr)
gr(x) − S(x|Dr) <
fr(u) + uT zr
gr(u) − uT vr , for some r = 1,2, . . . ,k. (3.5)
Proof. Suppose that (3.4) and (3.5) hold, then using λi > 0, xT zi  S(x|Ci), xT vi  S(x|Di), we have
k∑
λi
(
f i(x) + xT zi
gi(x) − xT vi −
f i(u) + uT zi
gi(u) − uT vi
)
< 0. (3.6)i=1
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gi(.)−(.)T vi ,h j(.) + (.)
T w j] are higher order (F ,ρi, σ j)-type I for i = 1,2, . . . ,k and j = 1,2, . . . ,m, therefore we have
f i(x) + xT zi
gi(x) − xT vi −
f i(u) + uT zi
gi(u) − uT vi  F
[
x,u;∇
(
f i(u) + uT zi
gi(u) − uT vi
)
+ ∇pGi(u, p)
]
+ Gi(u, p) − pT∇pGi(u, p) + ρid2(x,u) (3.7)
and
−(h j(u) + uT w j) F [x,u;∇(h j(u) + uT w j)+ ∇qH j(u,q)]+ H j(u,q) − qT∇qH j(u,q) + σ jd2(x,u). (3.8)
Multiplying (3.7) by λi and (3.8) by y j , respectively, summing over i = 1,2, . . . ,k and j = 1,2, . . . ,m and adding the two
resultant inequalities, we get
k∑
i=1
λi
(
f i(x) + xT zi
gi(x) − xT vi −
f i(u) + uT zi
gi(u) − uT vi
)
−
m∑
j=1
y j
(
h j(u) + uT w j
)
 F
[
x,u;
k∑
i=1
λi
(
∇
(
f i(u) + uT zi
gi(u) − uT vi
)
+ ∇pGi(u, p)
)
+
m∑
j=1
y j
(∇(h j(u) + uT w j)+ ∇qH j(u,q))
]
+
k∑
i=1
λi
(
Gi(u, p) − pT∇pGi(u, p)
)+ m∑
j=1
y j
(
H j(u,q) − qT∇qH j(u,q)
)+
(
k∑
i=1
λiρi +
m∑
j=1
y jσ j
)
d2(x,u). (3.9)
By hypothesis (ii) and feasibility conditions (3.2) and (3.3), (3.9) reduces to
k∑
i=1
λi
(
f i(x) + xT zi
gi(x) − xT vi −
f i(u) + uT zi
gi(u) − uT vi
)
 F
[
x,u;
k∑
i=1
λi
(
∇
(
f i(u) + uT zi
gi(u) − uT vi
)
+ ∇pGi(u, p)
)
+
m∑
j=1
y j
(∇(h j(u) + uT w j)+ ∇qH j(u,q))
]
.
Using feasibility condition (3.1) and the fact that F (x,u;0) = 0, the above equation gives
k∑
i=1
λi
(
f i(x) + xT zi
gi(x) − xT vi −
f i(u) + uT zi
gi(u) − uT vi
)
 0,
which contradicts (3.6) and hence (3.4) and (3.5) cannot hold. 
Theorem 3.2 (Strong Duality Theorem). If u is an eﬃcient solution of (FP), Gi(u,0) = 0, i = 1,2, . . . ,k, H j(u,0) = 0, j = 1,2, . . . ,m,
and a constraint qualiﬁcation is satisﬁed for (FPr(ε¯)) for at least one r = 1,2, . . . ,k, then there exist λ¯ ∈ Rk, y¯ ∈ Rm, z¯i ∈ Rn, v¯ i ∈
Rn and w¯ j ∈ Rn, i = 1,2, . . . ,k, j = 1,2, . . . ,m, such that (u, z¯, v¯, y¯, λ¯, w¯, p = 0, q = 0) is a feasible solution of (MFD) and the
corresponding values of the objective functions are equal. Further if the conditions of Weak Duality Theorem 3.1 are satisﬁed for each
feasible solution x of (FP) and each feasible solution (u′, z′, v ′, y′,w ′ , p = 0, q = 0) of (MFD) then (u, z¯, v¯, y¯, λ¯, w¯, p = 0, q = 0) is
an eﬃcient solution of (MFD).
Proof. Since u is an eﬃcient solution of (FP), therefore, by Lemma 2.2 u is an optimal solution of (FPr(ε¯)) for each r =
1,2, . . . ,k. Now, proceeding on the lines of [4,9] it can be shown that there exist λ¯ ∈ Rk , y¯ ∈ Rm , z¯i ∈ Rn , v¯ i ∈ Rn and
w¯ j ∈ Rn , i = 1,2, . . . ,k, j = 1,2, . . . ,m, such that
k∑
i=1
λ¯i∇
(
f i(u) + uT z¯i
gi(u) − uT v¯i
)
+
m∑
j=1
y¯ j∇
(
h j(u) + uT w¯ j
)= 0, (3.10)
m∑
j=1
y¯ j
(
h j(u) + uT w¯ j
)= 0, (3.11)
uT z¯i = S(u|Ci), i = 1,2, . . . ,k, (3.12)
uT v¯i = S(u|Di), i = 1,2, . . . ,k, (3.13)
uT w¯ j = S(u|E j), j = 1,2, . . . ,m, (3.14)
z¯i ∈ Ci, v¯ i ∈ Di, w¯ j ∈ E j; i = 1,2, . . . ,k, j = 1,2, . . . ,m,
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k∑
i=1
λ¯i = 1. (3.16)
From (3.10), (3.11), (3.15) and (3.16) it follows that (u, z¯, v¯, y¯, λ¯, w¯ , p = 0, q = 0) is feasible for (MFD). In view of (3.12)–
(3.14), the objective values of the problems (FP) and (MFD) are equal. We now show that (u, z¯, v¯, y¯, λ¯, w¯ , p = 0, q = 0) is
an eﬃcient solution of (MFD). Let if possible (u, z¯, v¯, y¯, λ¯, w¯ , p = 0, q = 0) be not an eﬃcient solution of (MFD), then there
exists (u′, z′, v ′, y′, λ′,w ′, p′,q′) feasible for (MFD) such that
f i(u) + uT z¯i
gi(u) − uT v¯i 
f i(u′) + u′T z′i
gi(u′) − u′T v ′i
, i = 1,2, . . . ,k,
and
fr(u) + uT z¯r
gr(u) − uT v¯r <
fr(u′) + u′T z′r
gr(u′) − u′T v ′r , for some r = 1,2, . . . ,k.
This contradicts the weak duality theorem. 
4. Higher order Schaible type dual
We now formulate higher order Schaible type dual for the problem (FP) and study weak and strong duality results for
the pair.
(SFD) maximize (α1,α2, . . . ,αk)
subject to ∇
{
k∑
i=1
λi
[(
f i(u) + uT zi
)− αi(gi(u) − uT vi)]+ m∑
j=1
y j
(
h j(u) + uT w j
)}
+
k∑
i=1
λi∇p
(
Ki(u, p) − αiGi(u, p)
)+ m∑
j=1
y j∇qH j(u,q) = 0, (4.1)
k∑
i=1
λi
{[(
f i(u) + uT zi
)− αi(gi(u) − uT vi)]+ (Ki(u, p) − αiGi(u, p))− pT∇p(Ki(u, p) − αiGi(u, p))} 0, (4.2)
m∑
j=1
y j
[(
h j(u) + uT w j
)+ H j(u,q) − qT∇qH j(u,q)] 0, (4.3)
zi ∈ Ci, vi ∈ Di, i = 1,2, . . . ,k, w j ∈ E j, j = 1,2, . . . ,m,
y j  0, j = 1,2, . . . ,m,
λi  0, i = 1,2, . . . ,k,
k∑
i=1
λi = 1,
αi  0, i = 1,2, . . . ,k.
Theorem 4.1 (Weak Duality Theorem). Assume that for each feasible x of (FP) and (u,α, z, v,w, y, λ, p,q) of (SFD) ( f i(.) + (.)T zi ,
h j(.)+ (.)T w j) are higher order (F ,ρi, σ j)-type I with respect to Ki and H j and [−(gi(.)− (.)T vi),h j(.)+ (.)T w j] are higher order
(F ,ρi, σ j)-type I with respect to −Gi and H j , and∑ki=1 λiρ ′i +∑mj=1 y jσ j  0, λi > 0, where ρ ′i = ρi(1 + αi). Then the following
cannot hold
fi(x) + S(x|Ci)
gi(x) − S(x|Di)  αi, i = 1,2, . . . ,k, (4.4)
and
fr(x) + S(x|Cr)
gr(x) − S(x|Dr) < αr, for some r = 1,2, . . . ,k. (4.5)
Proof. Let if possible (4.4) and (4.5) hold, then using λi > 0 and xT zi  S(x|Ci), xT vi  S(x|Di), i = 1,2, . . . ,k, we have
k∑
λi
(
f i(x) + xT zi − αi
(
gi(x) + xT vi
))
< 0. (4.6)i=1
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h j(.) + (.)T w j] are higher order (F ,ρi, σ j)-type I with respect to −Gi and H j , therefore we have for i = 1,2, . . . ,k and
j = 1,2, . . . ,m,
((
f i(x) + xT zi
)− ( f i(u) + uT zi)) F [x,u;∇( f i(u) + uT zi)+ ∇p Ki(u, p)]
+ Ki(u, p) − pT∇p Ki(u, p) + ρid2(x,u), (4.7)(−(gi(x) + xT vi)+ (gi(u) + uT vi)) F [x,u;−∇(gi(u) + uT vi)− ∇pGi(u, p)]
− Gi(u, p) + pT∇pGi(u, p) + ρid2(x,u) (4.8)
and
−(h j(u) + uT w j) F [x,u;∇(h j(u) + uT w j)+ ∇qH j(u,q)]+ H j(u,q) − qT∇qH j(u,q) + σ jd2(x,u). (4.9)
Multiplying (4.8) by αi and adding in (4.7), we get
[
f i(x) + xT zi − αi
(
gi(x) + xT vi
)]− [( f i(u) + uT zi)− αi(gi(u) + uT vi)]
 F
[
x,u;∇[( f i(u) + uT zi)− αi(gi(u) + uT vi)]+ ∇p(Ki(u, p) − αiGi(u, p))]+ Ki(u, p) − αiGi(u, p)
− pT∇p
(
Ki(u, p) − αiGi(u, p)
)+ ρ ′i d2(x,u), (4.10)
where ρ ′i = ρi(1+ αi).
Multiplying (4.10) by λi > 0 and (4.9) by y j  0, i = 1,2, . . . ,k, j = 1,2, . . . ,m, and adding we get
k∑
i=1
λi
{[
f i(x) + xT zi − αi
(
gi(x) + xT vi
)]− [( f i(u) + uT zi)− αi(gi(u) + uT vi)]}− m∑
j=1
y j(h j(u) + uT w j)
 F
[
x,u;∇
{
k∑
i=1
λi
[(
f i(u) + uT zi
)− αi(gi(u) + uT vi)]+ m∑
j=1
y j
(
h j(u) + uT w j
)}
+
k∑
i=1
λi∇p
(
Ki(u, p) − αiGi(u, p)
)+ m∑
j=1
y j∇qH j(u,q)
]
+
k∑
i=1
λi
(
Ki(u, p) − αiGi(u, p)
)
+
m∑
j=1
y j
(
H j(u,q) − qT∇qH j(u,q)
)− k∑
i=1
λi p
T∇p
(
Ki(u, p) − αiGi(u, p)
)+
(
k∑
i=1
λiρ
′
i +
m∑
j=1
y jσ j
)
d2(x,u). (4.11)
Using (4.3) and hypothesis
∑k
i=1 λiρ ′i +
∑m
j=1 y jσ j  0, (4.11) reduces to
k∑
i=1
λi
{[
f i(x) + xT zi − αi
(
gi(x) + xT vi
)]− [( f i(u) + uT zi)− αi(gi(u) + uT vi)]}
 F
[
x,u;∇
{
k∑
i=1
λi
[(
f i(u) + uT zi
)− αi(gi(u) + uT vi)]+ m∑
j=1
y j
(
h j(u) + uT w j
)}
+
k∑
i=1
λi∇p
(
Ki(u, p) − αiGi(u, p)
)+ m∑
j=1
y j∇qH j(u,q)
]
+
k∑
i=1
λi
(
Ki(u, p) − αiGi(u, p)
)
−
k∑
i=1
λi p
T∇p
(
Ki(u, p) − αiGi(u, p)
)
. (4.12)
Now by feasibility conditions (4.1), (4.2) and the result F (x,u;0) = 0, we get
k∑
i=1
λi
[
f i(x) + xT zi − αi
(
gi(x) + xT vi
)]
 0,
which contradicts (4.6).
Hence (4.4) and (4.5) cannot hold. 
16 S.K. Suneja et al. / J. Math. Anal. Appl. 347 (2008) 8–17Theorem 4.2 (Strong Duality Theorem). Let u be an eﬃcient solution of (FP) and Ki(u,0) = 0, Gi(u,0) = 0, i = 1,2, . . . ,k, and
H j(u,0) = 0, j = 1, . . . ,m. Assume that a constraint qualiﬁcation is satisﬁed for (FP1r (ε¯)) for at least one r = 1,2, . . . ,k. Then there
exist λ¯ ∈ Rk, y¯ ∈ Rm, y¯ ∈ Rk, z¯i ∈ Rn, v¯ i ∈ Rn and w¯ j ∈ Rn; i = 1,2, . . . ,k, j = 1,2, . . . ,m, such that (u, α¯, z¯, v¯, y¯, λ¯, w¯, p = 0,
q = 0) is feasible for (SFD). Further if the conditions of Weak Duality Theorem 4.1 are satisﬁed then (u, α¯, z¯, v¯, y¯, λ¯, w¯, p = 0, q = 0)
is an eﬃcient solution of (SFD) and the corresponding values of the objective functions are equal.
Proof. Since u is an eﬃcient solution of (FP), therefore by Lemma 2.2, u solves (FP1r (ε¯) for each r = 1,2, . . . ,k. By hypothesis
a constraint qualiﬁcation is satisﬁed at u for (FP1r (ε¯) for at least one r = 1,2, . . . ,k. Proceeding on the lines of Egudo [4]
we get that there exist λ¯ ∈ Rk , y¯ ∈ Rm , α¯ ∈ Rk , z¯i ∈ Rn , v¯ i ∈ Rn and w¯ j ∈ Rn; i = 1,2, . . . ,k, j = 1,2, . . . ,m, such that
(u, α¯, z¯, v¯, y¯, λ¯, w¯ , p = 0, q = 0) is a feasible solution of (SFD). Further since the conditions of Weak Duality Theorem 4.2
hold therefore proceeding on the lines of Theorem 3.2 we get (u, α¯, z¯, v¯, y¯, λ¯, w¯ , p = 0, q = 0) is an eﬃcient solution of
(SFD) and the corresponding values of the objective functions are equal. 
5. Particular cases
1. If k = 1, gi(x) − S(x|Di) = 1 then (FP) becomes the problem considered by Husain et al. [10].
2. For k = 1, Gi(u, p) = 0 and H j(u,q) = 12qT∇2h j(u)q, the fractional dual problem (MFD) reduces to second order dual
considered by Husain and Jabeen [8].
3. For p = 0, q = 0 and k = 1 the higher order dual (MFD) becomes a ﬁrst order dual problem, given by Husain and
Jabeen [9], if Gi(u,0) = 0 and H j(u,0) = 0.
4. If k = 1 and Gi(u, p) = 0 and H j(u,q) = 12qT∇2h j(u)q, and the compact convex sets Ci , Di and E j ; i = 1,2, . . . ,k and
j = 1,2, . . . ,m, are, respectively, chosen as
C = {Az: zT Az 1}, D = {Bv: vT Bv  1},
E j are null matrices, then S(x|C) = (xT Ax)1/2 and S(x|D) = (xT Bx)1/2, then the problems (FP) and (MFD) reduce, respec-
tively, to problems similar to the primal problem and the second order dual considered by Zhang and Mond [31].
5. A positive semideﬁnite matrix A may be written as A = P2, for some matrix P and then (xT Ax)1/2 = ‖Px‖,‖.‖ being
the usual Euclidean norm. If Pi , Ri , and Q j are k × n matrices and Ci , Di and E j ; i = 1,2, . . . ,k and j = 1,2, . . . ,m,
are compact sets given by Ci = {P Ti zi: ‖z‖q  1}, Di = {RTi vi: ‖v‖q  1}, i = 1,2, . . . ,k, and E j = {Q Tj w j: ‖w j‖q  1},
j = 1,2, . . . ,m, then ‖Pix‖p = S(x|Ci), ‖Rix‖p = S(x|Di) and ‖Q jx‖p = S(x|E j) and the problem (FP) reduces to fractional
problem considered by Zalmai [30].
6. It is evident that the problems considered in this paper when appropriately specialized reduce to the ten classes of
problems with multiple fractional and conventional objective functions considered by Zalmai [30].
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