Network security has been a serious concern for many years. For example, firewalls often record thousands of exploit attempts on a daily basis. Network administrators could benefit from information on potential aggressive attack sources, as such information can help to proactively defend their networks. For this purpose, several large-scale information sharing systems have been established, in which information on cyber attacks targeting each participant network is shared such that a network can be forewarned of attacks observed by others.
Introduction
With the fast growth of the Internet, there has been a great increase in the number of cyber attacks. This has caused elevated concerns for network security. A recent development in improving cyber defense is to establish large-scale security information sharing systems. Such systems collect security-log data (e.g., attack information) from thousands of participating networks across the Internet. They provide an important resource for developing global and timely assessments of emerging attack trends [1, 2, 5] and play an important role in global Internet defense.
One of the benefits a participating network can gain from such systems is proactive defense against attackers. By proactive, we mean that the network can be prepared with countermeasures or prevention methods (e.g., blacklisting the source IP of the attacker) against potential exploits and probes that have not been seen by the network itself. This is possible because of the information sharing system. An attacker may have tried its attack strategy with other networks. When detected by these networks, such attack activity is shared in a security log repository. A network that has not experienced this attack can obtain the attack information from the repository and prepare itself to fend off the attacker.
However, there is a challenging problem in building such a proactive defense system. The volume of the reported activities is huge and the number of attackers recorded is often well beyond what a typical network can take effective measures to address. Therefore, it is essential to prioritize the attackers such that the networks needs to address only a relatively small set of high-priority attackers.
From a network security perspective, there are several factors one needs to consider in prioritizing attackers, such as how malicious they are and whether they concern the computers in the network. (For example, an attack targeting Windows machines would be of little importance if one's network hosts only Linux machines.) In this work, we consider a factor of the same importance for attacker prioritization, namely, the relevance of an attacker with respect to the network one wants to defend. Relevance can be viewed as the preference of the attacker for a network. The more the attacker prefers the network, the more likely it will target the network in the near future. (Note that relevance is not exclusive: relevant to one network does not mean that the attacker would not be relevant to the other networks.)
The reason behind considering the relevance in prioritizing the attackers is the opportunity cost. A network has limited resources to deploy defense mechanisms against a certain number of attackers. If the resources are exhausted in defending against attackers that the network will not encounter, while they could have been used against the actual attackers, there is an opportunity cost. A good defense system should have a small opportunity cost. For example, firewalls should be loaded with a blacklist that is likely to be exercised.
Relevance is orthogonal to the other factors involved in attacker prioritization, in the sense that it can be considered separately from the others. In practice, one may rank the attackers separately considering different factors and then combine them together to form a final prioritization. For example, one may form a set of malicious attackers and then prioritize them by relevance. Alternatively, one may order the attackers by their relevance and then select the malicious ones in such order.
A commonly employed measure for ranking attackers is the prolificness of the attacker. The basic idea is that from a network's viewpoint, if an attacker is prolific-has attacked many networks-it is more likely to come to this network, too. However, prolificness can be too simple to capture the true preference of the attackers. For example, there are attackers that choose their targeting networks more strategically, focusing on a few known vulnerable networks [4] . Such attackers are not necessarily very prolific and hence would be given low priority under the prolificness measure.
To improve the estimate on attacker relevance, we propose a probabilistic framework. We model each attacker's relevance with respect to the networks as a function over all the networks. Different attackers have different relevance functions. The set of functions for all the attackers forms a distribution. We use a Gaussian process to model this distribution. Each individual attacker's relevance function follows the posterior distribution of the Gaussian process given the attacker's reported activities. Intuitively, the posterior reflects the attacker-specific relevances while the Gaussian process prior gives the global trends among all the attackers. Therefore, our relevance measure is calculated from both individual preferences and the global preference of the whole population.
We learn the Gaussian process prior from the collection of reports using an Expectation-Maximization (EM) algorithm. Because the contributed security logs contain only the activities of the attackers observed up to the current time, to construct a Gaussian process prior that reflects the true global trends, it is necessary to consider possible future attacks. In our framework, these future attacks are accounted for using the EM algorithm, leading to a better Gaussian process that gives better estimation of the relevances.
We tested our framework on real network attack data collected by the DShield [1] information sharing system. We simulate a real application: suppose a network has the resources to address only Q attackers. We construct a list of the Q most relevant attackers. We then test how many of the attackers on the list will hit the network in the near future. We compare the list constructed by our framework with two other lists: one built using a collaborative filtering approach, and the other using the prolificness measure. Our experiments show that for the majority of the networks, our framework produces a higher hit count than the other lists. Furthermore, this advantage is consistent over time.
The rest of the paper is organized as follows. We review related work in the next section. Section 3 presents the details of our learning and inference schemes. Section 4 presents the results of our experiments, and we conclude with Section 5 and discuss future directions.
Related Work
Several security information sharing systems [1, 5] provide attacker notification in the form of a blacklist. Most of the blacklists are constructed using prolificness measures: an attacker is selected to be on the list according to how many networks have observed its attack. The more networks observe the attacker, the more preferred the attacker is to be on the list. Such blacklist formulation is very different from our framework.
Gaussian processes has been used in many learning scenarios [15, 14, 9] . Related areas include applications such as picture recommendation [13] and automatic music playlist construction [8] . Although the general GP model is the same, different application areas have different concerns. For example, in music playlist construction, the authors [8] are more concerned with extending the GP learned from the users' playing experiences to completely new songs. In our case, we simplify the GP inference because of scalability concerns. Furthermore, special constraints on our application domain lead to a specific GP model with a learning process different from the previous ones.
3 Cyber Attack Early Warning 3.1 Problem Formulation We consider an information sharing system with N participating networks. We refer to the set of networks as U = {u 1 , u 2 , . . . , u N }.
The system collects attack reports from the networks and shares this information with all the participants. In the collection, each report records an attack event, containing information such as the source IP of the attacker, the targeted network, the protocol involved, and other attack characteristics. We use the set of recent reports instead of the whole collection for attack early warning. We refer to this set of recent attack reports by C . Each attacker is identified by its IP address. We denote by A = {a 1 , a 2 , . . . , a M } the set of attackers in C where M is the number of attackers in the set. Multiple networks may observe attacks from an attacker a. We use U (a) to denote this set of networks. We also use U (ā) to denote U \ U (a), i.e., the networks that did not report a's activity. Similarly, we denote by A(u) the set of attackers seen by network u and by A(ū) the set A − A(u). For a set X, we use |X| to denote the size of the set.
The goal of an early warning system is to inform a network u of attackers who have not targeted u but have been observed by other networks. A simple solution is to give u the set A(ū). However, as we discussed above, |A| as well as |A(ū)| are quite huge. Therefore, prioritizing the attackers such that the warnings are focused on a small set of high-priority attackers is very important. We consider attacker prioritization by relevance. We assume that the reports are preprocessed such that the attackers that pass the preprocess step are all malicious. Our concern is to prioritize them according to relevance. After prioritization, the warning system can pick a small set of highest-priority attackers in A(ū) to inform each network u. Note that an attacker's relevance to different networks is different. Therefore, the set of highestpriority attackers is different for different networks.
We model the relevance of an attacker a with respect to the networks as a relevance function for the attacker, i.e., a function f a : U → R such that f a (u) for u ∈ U is the relevance of a with respect to network u. For u ∈ U (a), we model f a (u) as a known value (e.g., f a (u) = 1) and we call it the observed relevance. To obtain the complete relevance function, we need to estimate f a (u ) for u ∈ U (ā). After obtaining the complete relevance function for all the attackers, for each network u, we can prioritize
. .. Higher function value means higher priority.
Because different attackers may have different preference on the networks, their relevance functions would be different. The set of relevance functions for the collection of attackers forms a distribution, which we model using a Gaussian process. Before we describe the details of the Gaussian process model for the relevance functions and how to learn the Gaussian process from the reports, we review and summarize in Table 1 the notations that will be often used.
set of attackers f a (u) attacker a's relevance with respect to network u U (a) the set of networks that have observed attack from a U (ā) the set of networks that did not observe attack from a A(u) the set of attackers observed by network u A(ū) the set of attackers not observed by network u (but have been observed by other networks in U ) 
Relevance by Gaussian Process Regression
We first give a brief introduction to Gaussian process. We refer to [10] for a detailed elaboration of the topic. A Gaussian process is a stochastic process, i.e., a collection of random variables indexed by a set. In our case, the random variables are f (u i ) indexed by the set of networks {u i }. From a function space point of view, a Gaussian process defines a distribution over a set of functions. Let
T (T is the vector/matrix transpose) be a (possibly infinite) set of basis functions. If we draw a weight vector w from a Gaussian distribution, we have a distribution over φ (·) T w, i.e., the linear combination of the basis functions. This distribution is a Gaussian process.
A Gaussian process is fully specified by its mean
A specific kernel function determines a specific set of basis functions for the Gaussian process. Intuitively, one may view the kernel (variance) function as an estimate of the closeness (similarity) between the networks u and u . If the two networks are similar, the function values f (u) and f (u ) should be close, too.
In this subsection, we assume that the mean and kernel functions of the Gaussian process for the relevance functions are given. We describe, for each attacker a, given the function values of f a (u) for u ∈ U (a), how to estimate f a (u ) for u ∈ U (ā). In the next section, We will discuss how to learn the mean and kernel functions. Note that when limited to the N networks that we are considering, the Gaussian process is equivalent to an N -dimensional multivariate Gaussian. The mean function becomes an N -dimensional vector and the kernel function becomes an N × N -dimensional matrix. The distribution of f a (u ) is the multivariate Gaussian conditioned on the values of f a (u) for u ∈ U (a). To simplify notations, for a function f a (·), we use f a to denote the vector (f a (u 1 ), f a (u 2 ), . . . , f a (u N )). We also treat the set U (a) and U (ā) as indices. For example, given the mean vector µ = (µ(u 1 ), µ(u 2 ), . . . , µ(u N )), we use µ(U (a)) to mean the vector (µ (u i 1 ), µ(u i 2 ) , . . . , µ(u i k )) where u i j ∈ U (a) for j = 1, 2, . . . , k. For a matrix K, we use K(u, ·) to refer to the u-th row and K(·, u) the u-th column. Note that K(U (a), U (a)) is then a submatrix indexed by U (a). Given the mean and the kernel functions, f a (u ) for u ∈ U (ā) is a Gaussian random variable with mean
and variance
Although f a (u ) is a random variable, for simplicity, we will treat it as a single value taken to be the mean of the random variable. Therefore, f a (u ) for every u ∈ U (ā) is computed using Eq. 3.1 to obtain the complete relevance function for the attacker a. After evaluating the complete relevance functions for all the attackers, we prioritize the attackers according to their relevances and inform each network of those attackers with the highest relevance to it.
Learning Gaussian Process
A good relevance estimation requires a Gaussian process prior that reflects the intrinsic relationship between attackers and the networks as well as the relationship among the networks. We now discuss details on how to learn the mean vector and the kernel matrix for such a Gaussian process. The focus, however, is on the learning of the kernel matrix. Similar learning problem has been considered in [12, 13] . We modify the general process in [12] to meet the specific requirements of our application.
As a starting point, one may try to use the mean and the variance of the data to construct the Gaussian process. That is, for each attacker a, set f a (u) = 1 for u ∈ U (a) and f a (u ) = 0 for u ∈ U (ā). We have M vectors f a and treat them as M samples from a multivariate Gaussian. The mean and variance can be estimated from these samples. This simple treatment, however, is troublesome. Recall that the relevance estimation problem is essentially to estimate f a (u ) for u ∈ U (ā). The problem would become meaningless if we had assumed f a (u ) = 0.
On the other hand, the collection of reports still provides some information about the kernel matrix. We want a kernel matrix that reflects the similarity between the networks to some extent. The attack reports give some clue to this similarity. When two networks both have certain types of vulnerabilities, attackers that exploit these vulnerabilities would often target both networks [7] . Hence, the overlap of attackers between networks provides a measure on the network similarity. If we associate each network with an M -dimensional attacker vector, with the i-th entry of the vector being 1 if the network has observed the i-th attacker and 0 otherwise, the normalized attacker overlap can be measured by the cosine of the two vectors. The cosines of every pair of the networks form a matrix that we call the cosine similarity matrix and denote by Λ. The kernel matrix of our Gaussian process prior should not be too far from this cosine similarity matrix.
There is another factor we need to consider when learning the kernel matrix. In practice, that a network belongs to U (ā) does not mean that the attacker a will not target the network. An attacker may target many networks. The reports, on the other hand, contains only the observed attacks in a time window up to the current time. The possible attacks an attacker may make in the near future are not accounted for in the collection of the reports. Hence, the data themselves do not capture the full relationship between the attackers and networks. For an attack early-warning framework, it is necessary to identify the trend of an attacker that includes future possibilities, in order to make good predictions. Therefore, it is necessary to construct a Gaussian process that takes future attacks into consideration.
Putting the above together, we want to learn a kernel matrix that is not too far from the cosine similarity matrix and at the same time includes possible future attacks. To achieve this, it is natural to have an iterative process as follows: starting with some initial Gaussian process, we estimate the relevance function for each attacker. We then treat these estimations as observations, and construct another Gaussian process using the set of estimated relevance functions. We can repeat these steps until arriving at a good estimate. If in the second step, the Gaussian process is obtained by maximizing likelihood, the above is a maximum-likelihood EM process. In our case, we have an additional constraint that the Gaussian process kernel should be in the neighborhood of the cosine similarity matrix. We model this constraint by a prior on the parameters of the Gaussian process, which then leads to a hierarchical model.
The hierarchical model can be described in a fashion of data generation. Two steps are involved to obtain the relevance functions: In the first step, a pair (µ, K) is drawn from a certain distribution. (µ, K) defines a Gaussian process with mean vector µ and kernel matrix K. In the second step, the relevance functions for each attackers are draw from this Gaussian process. The joint distribution is then
We use a Normal-inverse-Wishart distribution [6, 12] as the prior for the parameter pair. The probabilities in the joint distribution are defined as the following:
where IW represents inverse-Wishart with
The hyperparameter K 0 is set such that the prior distribution of the kernel matrix achieves maximum density at the cosine similarity matrix Λ, i.e., K 0 = (ν + N + 1)Λ.
The learning process needs to infer the posterior of µ and K given the set of observed relevances ∪ M a=1 {f a (u)|u ∈ U (a)}. One approach to do inference in hierarchical models is Gibbs sampling (i.e., a Markov Chain Monte Carlo process). In one step, we sample the relevance functions according to the Gaussian process, and in the next step we draw the Gaussian process parameters according to the posterior given the samples. The sequence of the samples forms a Markov chain whose stationary distribution gives the distribution we are trying to estimate. Clearly, the MCMC estimation is quite expensive. Therefore, we use an EM process similar to the maximum-likelihood EM to learn the parameters instead.
Recall that expectation-maximization can be interpreted as follows: Given samples for the complete set of random variables, the parameters can be inferred by maximizing data likelihood. When we have samples for only some of the random variables, we can learn the parameters by maximizing the expected data likelihood, where the expectation is over the distribution of the unseen random variables, conditioned on the sample and the previously estimated parameters. In particular, let θ be the set of parameters. Let Y o and Y u be the random variable that can be sampled and the unseen/hidden random variable, respectively. EM iterates by
where n indicates the step number. In our case, θ = (µ, K). Because we use a prior distribution on the parameters, our situation is a little different from the standard EM. LetF = {f a } be a set of M relevance functions formed according to Eq. 3.2 3.3 and 3.4.
Instead of having data likelihood p(F |θ), we have the parameter posterior p(θ|F ) p(F |θ)p(θ).
However, this posterior can be viewed as a penalized data likelihood and used in place of the data likelihood in the above equation. This gives the update rule for our EM learning:
where F o is the set of observed relevances, i.e, ∪ M a=1 {f a (u)|u ∈ U (a)}. The distribution used for the prior p(θ) is the Normal-inverse-Wishart, which is conjugate to the Gaussian process likelihood p(F |θ). Therefore, the parameter posterior, in other words, the penalized data likelihood p(θ|F ), has the same form as the prior. Let f be the mean of the relevance functions inF and
T . the penalized data likelihood forF has the form
where
Our task is to maximize the expectation of p(θ|F ). Note that p(θ|F ) is in the exponential family. Given the parameters θ, this probability is determined by the sufficient statistics of the data. Therefore, in the Estep, we need to obtain only the expected sufficient statistics. In the M-step, we search for the value of the parameter that maximizes p(θ|F ) determined by the sufficient statistics. In this case, the optimum value of the parameters is the mode of the distribution p(θ|F ).
Summing up the above, we obtain the following EM iteration for the update rule in Eq. 3.5: E-step: for each attacker a = 1, 2, . . . , M , estimate the mean of its relevance function conditioned on the observed relevances:
and the variance:
Once we have the estimations for all attackers, we computef
T M-step: update the mean and the kernel:
Note that the result of the EM learning gives us a distribution of the mean vector and the kernel. To infer the relevance function for an attacker, a Bayesian approach would integrate over the possible choice of the mean and the kernel under this distribution to obtain the relevance values. In our framework, for efficiency and simplicity considerations, we use the mode of the distribution as the point estimation of the parameters. The relevance function for each attacker is inferred using this point estimation.
However, the framework is still quite expensive even after this simplification. The bottleneck lies in the calculation of the variance for each attacker in the Estep. As with most attackers, we observe only very few attacks in the collection of reports. The relevance values of these attackers with respect to most networks need to be estimated and hence lead to the calculation of the variance. Given that the number of attackers is huge, it is very expensive to run the E-step on the full set of attackers. To overcome this problem, we use a sample of the attackers and their reported attack activities to learn the kernel.
Because the distribution of the number of observed attacks from each attacker is highly skewed, we use a stratified sampling approach to construct the sample. The whole set of attackers {a i } is divided into groups according to |U (a i )|. We draw samples from each group with the sample size proportional to that group's size. The EM learning is then performed on the union of the samples from all the groups. We summarize the whole process for computing the relevance in Figure 1 4 Experiments Since we use the relevance values to prioritize (rank) the attackers, the values need to reflect only the relative relevance of the attackers and do not need to give the 1. Construct a sample of attackers using stratified sampling.
2. Use the EM algorithm in Section 3.3 to learn the mean and kernel functions of a Gaussian process from the reported activities of the attackers in the sample.
3. Use Eq. 3.1 to compute the relevance value for each attacker with respect to each network. Prioritize the attackers according to the relevance value. (High relevance means high priority.)
Figure 1: Summary of Relevance Estimate exact probability of how likely the attackers will come to the network. To test the effectiveness of prioritizing by relevance, we simulate a real situation: Given a prioritization of the attackers, suppose a network has the resources to address only the top Q attackers. The effectiveness of the prioritization would then be measured by the number of attackers in the top Q list that actually come to the network in the near future. We view the top Q list as a blacklist of the attackers. We call the list constructed by our relevance ranking the Gaussian-Process-based BlackList (GPBL). Note that different GPBLs are produced for different networks. If an attack on the list actually comes to the network in the future, we say that there is a hit on the list. Clearly, the more hits a list experiences, the more effective it is.
To perform the test, we use the collection of attack reports in the DShield repository. We examined a collection of approximately 200 million DShield records, involving more than 1000 contributors in May 2006.
In the experiments, using data for a certain time period, we construct a list of Q attackers with the top relevance values for each network. We call this period the training window. We then test the list of attackers on the data from the time window following the training period. We call this period the testing window. Our experiments show that the choice of Q, as well as the length of the training and the testing window do not change the general results. Therefore, we use training and testing windows of length 2 days and fix Q to be 200.
To assess the effictiveness of GPBL, we compare it to both a blacklist generated using a collaborative filtering method and a blacklist generated by the commonly used prolificness measure.
Hit Improvement
One may view relevance estimation as a collaborative filtering [3, 11] problem. The networks are the items, and the attackers are the customers. An attacker's relevance to a network then corresponds to the preference of the customers. Note that different from collaborative filtering, we are not trying to identify the items that a customer would like the most. Rather, we are trying to select the customers (the attackers) that are most likely to purchase (target) an item (network). Nevertheless, collaborative filtering techniques still apply here. We compare our GPBL to a list generated by an item-based collaborative filtering approach.
We use the cosine similarity matrix as the item similarity matrix in the collaborative-filtering approach. Let Λ(u i , u j ) be the cosine between the attacker vector of network u i and network u j . (Recall that the attacker vector for a network has the i-th entry set to 1 if the network has observed the i-th attacker and 0 otherwise.) For an attacker a, the collaborative-filtering approach would rank the attacker with respect to the network u by u∈U (a) Λ(u , u). After ranking all the attackers with respect to all the networks, a top 200 list can be formed for each network. We call this list the Collaborative-Filtering-based BlackList (CFBL).
We also construct a list by prolificness measure. The prolificness-based prioritization simply ranks attackers by the number of networks that have reported the attacker. Similarly, after ranking all the attackers, a blacklist of the most prolific attackers can be constructed for each network. We call the prolificness-based list WOL (worse offender list). Prolificness-based methods are commonly used in practice to form blacklists. Note that in our case, for a network, WOL contains only the highly prolific attackers that have not yet been seen by the network. (It is different from the ones used in practice that may contain both seen and unseen attackers.)
To compare the three types of lists, we take 20 days of data, divide into ten 2-day windows. We repeat the experiment 10 times using the i-th window as the training window and the (i+1)-th window as the testing window. In the training window, we construct GPBL, CFBL and WOL. Then the three types of lists are tested on the data in the testing window. Table 2 shows the total number of hits summed over the networks for GPBL, CFBL and WOL, respectively. It also shows the ratio of GPBL hits over that of WOL and CFBL. We see that in every window, GPBL has more hits than CFBL and WOL. Overall, GPBLs predict 20-30% more hits than CFBL and about 40-50% more hits than WOL.
Note that there are quite large variances among the number of hits between time windows. Most of the variances, however, are not from our blacklist construction. Rather they are from the variance among the number of attackers the networks experience in different testing windows. For example, the networks may observe 500 thousand attackers in a time window. In the next time window, they may observe only 300 thousand attackers. This variance among the number of attackers causes the number of hits to vary. (The hit numbers of the three lists change in the same way.) To confirm the advantage of GPBL over the other lists, we performed paired T-tests on the hit numbers of GPBL versus the hit numbers of WOL as well as GPBL versus CFBL. It shows that GPBL has significant advantage over the other lists.
Hit Improvement Distribution
We now investigate the distribution of the GPBL's hit improvement to WOL across the networks. We consider two quantities. One is the improvement, i.e., number of hits on GPBL minus number of hits on WOL. The other is the relative improvement, i.e., the percentage of improvement over WOL's hit number.
The distributions of the two quantities in different time windows have similar shapes. Therefore, we plot the distributions of window 4 in Figure 2 as an example. The left panel of the figure plots the histogram showing the distribution of the improvements across the networks. The x-axis indicates amount of improvement and the y-axis represents number of networks. We see that for most networks, GPBL leads to an improved hit number. Only on a few networks, GPBL predicted fewer hits than WOL. In the best case, GPBL had 126 hits and WOL had only 9. For the worst case, GPBL had 4 hits while WOL had 11 hits. (In the next section, we will discuss possible reasons why there is a small set of networks for which the GPBL hit number may be worse than that of the other lists.)
The panel on the right of Figure 2 plots the relative improvement distribution using a cumulative percentage plot. There are networks for which GPBL achieves relative improvement of more than 4000%. Instead of showing the whole distribution, we cut off the plot at relative improvement of 200. From the plot, we see that there are about 10% of networks for which the GPBLs achieve an improvement more than 200%. For about half of the networks, the GPBLs have about 20% or more hits. The GPBLs have more hits than WOL for almost 70% of the networks. Only for a few networks (less than 10%), GPBLs perform worse. We use the same 20-day DShield dataset, divided into 10 time windows. Again, we generate GPBL and WOL from data in time window i and test the lists on data in window (i + 1). For each network, we compare the number of hits on GPBL to that on WOL. If GPBL has a higher or equal hit number compared to WOL, we say that the GPBL performs well for the network in that time window. Otherwise, we say that the GPBL performs worse. We define the performance index of a network's GPBL as the number of windows in which GPBL performs well minus the number of windows in which it performs worse. A performance index is obtained for each network. If GPBL consistently performs better than WOL for a network, its performance index should be close to 10. If it consistently performs worse, the performance index will be close to -10. And if the performance flipflops, the index value will be close to zero. (Note that the performance index is more sensitive than summing up the hit improvement over all the windows for each network. For some network, GPBL may perform well in some time windows and not so well in other time windows. The sum may still show a positive improvement but the performance index will give a value much less than 10.) Figure 3 plots the cumulative percentage of the performance index values. We see that for almost 50% of the networks, GPBL's performance is extremely consistent. They all have a performance index value of 10. About 80% of the networks have a performance index of 6 and above, indicating that in the 10 time windows, GPBL performs worse only in 2 windows or less. Only with very few networks do we see the performance switch back and forth.
The consistency investigation sheds some light on the reason why there is a small percentage of networks for which the GPBLs (sometimes) perform worse than the other list. We observe from Figure 3 that all the consistent GPBLs have a performance index of 10.
There is no GPBL that shows a performance index of -10. Hence, no network sees GPBL performing consistently worse. In fact the networks that have large positive improvement in Figure 2 consistently show such improvement in all the time windows. The networks that have negative improvement in Figure 2 show small positive improvement in some other times windows and vice versa. They are the small proportion that give the The fact that there is no network for which GPBL performs consistently worse and that the minimal performance index is around zero indicates that there is a group of networks, for which the future attacker population can be quite random. Therefore, prediction for these networks is no better than guess: sometimes good and sometimes bad. However, as indicated by Figure 3 , this group of networks is of a relatively small number. GPBL is applicable to most of the networks.
In practice, this can be very useful because the consistency of a GPBL's performance can be used to indicate whether the attacker population of a network has the statistical pattern suitable to apply our relevancebased prioritization. In particular, an operational system can monitor the performance of the GPBL and determine whether a network should adopt it.
Conclusion and Future Work
Large-scale security information sharing systems have the potential to enable a network of proactive cyber defense: be prepared for attacks that have not been seen by the network but have been reported by some other networks. An important part of such a proactive defense system is to identify the unforeseen attackers that are most likely to target the network. We proposed a probabilist framework for this purpose that employs Gaussian process regression to rank the attackers according to their attack preference. Our framework also uses an EM process to learn the Gaussian process from the collections of attack reports. Experiments show that our framework is significantly more effective in identifying the possible attackers than the currently deployed method.
Potential future work may be to further improve the modeling of attacker relevances. In our framework, the relevance values are modeled by Gaussian distributions. In reality, the values are taken from a finite set or a bounded range. The Gaussian model is a rough approximation to the true measure of the relevances. Although this approximation can be effective as demonstrated by our experiments, we suspect that better results can be obtained by more accurate modeling.
