Complex immunogenetic associations of disease involving a large number of gene products are difficult to evaluate with traditional statistical methods and may require complex modeling. The authors evaluated the performance of feed-forward backpropagation neural networks in predicting rapid progression to acquired immunodeficiency syndrome (AIDS) for patients with human immunodeficiency virus (HIV) infection on the basis of major histocompatibility complex variables. Networks were trained on data from patients from the Multicenter AIDS Cohort Study (n = 139) and then validated on patients from the DC Gay cohort (n = 102). The outcome of interest was rapid disease progression, defined as progression to AIDS in <6 years from seroconversion. Human leukocyte antigen (HLA) variables were selected as network inputs with multivariate regression and a previously described algorithm selecting markers with extreme point estimates for progression risk. Network performance was compared with that of logistic regression. Networks with 15 HLA inputs and a single hidden layer of five nodes achieved a sensitivity of 87.5% and specificity of 95.6% in the training set, vs. 77.0% and 76.9%, respectively, achieved by logistic regression. When validated on the DC Gay cohort, networks averaged a sensitivity of 59.1% and specificity of 74.3%, vs. 53.1% and 61.4%, respectively, for logistic regression. Neural networks offer further support to the notion that HIV disease progression may be dependent on complex interactions between different class I and class II alleles and transporters associated with antigen processing variants. The effect in the current models is of moderate magnitude, and more data as well as other host and pathogen variables may need to be considered to improve the performance of the models. Artificial intelligence methods may complement linear statistical methods for evaluating immunogenetic associations of disease. Am J Epidemiol 1998;147:464-71. acquired immunodeficiency syndrome; HIV; HLA antigens; logistic models; major histocompatibility complex; neural networks (computer) Host immunogenetic factors expressed by the products of the major histocompatibility complex genes affect the susceptibility to, and outcome for,
several diseases (1) . The major histocompatibility complex encodes a large number of proteins that participate in the immune response, and individuals with different alleles may have different disease propensities. Some major histocompatibility complex disease associations are strong and simple to detect (1) . In conditions such as spondyloarthropathies, the risk of disease is typically affected by one or few specific genes, and the risk clearly increases or decreases in persons with specific major histocompatibility complex alleles. In other situations, however, the relation of immunogenetic factors with a disease process may be highly complex. Human immunodeficiency virus type 1 (HTV-1) infection may be an example of such complexity. Several investigators have tried to address the influence of the human leukocyte antigen (HLA) region of the major histocompatibility complex on HIV-1 disease progression. The results of early studies were controversial (2, 3) , possibly because of the complexity generated by linkage disequilibrium in populations and biologic interactions in individuals (3) (4) (5) . Linkage disequilibrium means that several HLA markers coexist much more frequently than one would expect by chance, thus confounding the relation with a disease process. Furthermore, different proteins encoded by the major histocompatibility complex may interact to affect the disease process. For example, genes in the major histocompatibility complex encode proteins responsible for transporting endogenouslyprocessed peptides within compartments of an immune cell (6) , and also proteins that present these peptides on the surface of the cell. Recent work has suggested that interactions between specific HLA alleles and variants of transporters associated with antigen processing (TAP) may be essential to consider in HTV-1 disease progression (4) . Modeling all these complex effects and interactions in the HLA system is problematic. Several hundred HLA alleles can be typed currently, and the number of possible interactions is enormous. Moreover, given the biologic complexity, different types of interaction may differently affect disease progression. Multiple subtle effects and interactions between different genes may be difficult to detect with conventional methods.
Analysis of HLA associations with disease has almost invariably been performed using traditional statistical models (2, 4, 5) . Artificial neural networks are an alternative computational approach to those models (7) (8) (9) (10) . They are particularly well-suited to study nonlinear relations and to recognize complex patterns where linear methods cannot fully describe the intricacy of the relations between the independent (input) and dependent (output) variables (7) . Several prior applications in medicine have focused on their use as predictive instruments for medical outcomes (10) (11) (12) (13) (14) , and in some cases, neural networks have achieved better accuracy than traditional regression models (12, 13) .
Neural networks have not been previously utilized to address problems of immunogenetic associations of disease. We hypothesized that such associations, with potentially extensive nonlinearities, are an area where neural networks could complement or even improve upon traditional methods as predictive instruments. In order to evaluate the performance of neural networks in this setting, we used a combination of logistic regression and backpropagation feed-forward neural networks to study the impact of immunogenetic factors on the rate of progression of HIV disease. The performance of the artificial intelligence approach was compared with that of traditional statistical models.
MATERIALS AND METHODS

General description of neural networks
We used feed-forward neural networks with backpropagation learning (8, 9) . A neural network is composed of several layers of neurons, including an input layer, one or more hidden layers, and an output layer. The input layer contains the predictors (independent variables) and the output layer contains the outcome(s) of interest (dependent variable(s)). Each layer of neurons receives information from the previous layer with connections carrying different weights. The output of each neuron (node) is a function (activation function) of the sum of the inputs it has received from all the neurons of the previous layer, with each input weighted by its specific connection weight. It can be proven that such feed-forward networks with at least one hidden layer and a squashing activation function (i.e., any nondecreasing function that can take a maximum value of 1 and a minimum value of 0) can approximate any measurable function to any desired degree of accuracy provided that a sufficient number of hidden nodes are available (15) . Lack of success in application means that either there is no deterministic relation between the input and the desired output, or that the network has not trained enough on the data, or that the number of hidden nodes used are insufficient.
Before starting training, weights are randomly assigned to the different connections between neurons. The training process aims at changing the weights so as to minimize the error between the observed and the predicted outcomes, traditionally given by the sum of their squared differences across all observations (patterns) scrutinized in one iteration (epoch) of training. During training, the calculated error (error signal) is backpropagated to the network and the weights are accordingly adjusted so as to improve the network prediction. The backpropagation algorithm is an iterative method based on gradient descent on the error surface for reaching the minimal error possible (16) . The weights are continually modified as a function of the change in the error, and the amount of weight change is determined by a learning parameter. In order to avoid large oscillations in the direction of the weight changes, a momentum term is commonly added which determines the dependence of the new weight change on the previous weight change (8) . This means that:
where Aw(/) is the weight change, E is the error function, TJ is the learning parameter, a is the momentum, and Aw(t -1) is the previous weight change.
Databases used for training and validating neural networks
HLA data on class I and class II alleles and TAP variants from two cohorts of HIV seroconverters were used in the training and validation of neural networks. The data from the Multicenter AIDS Cohort Study (MACS) (training set, n = 139) and the DC Gay cohort (validation set, n -102) have been described in detail elsewhere (4, 17, 18) . The time of seroconversion was known with accuracy for all the patients in the MACS and 40 percent of the DC Gay participants, but had to be imputed as either June 1981, or June 1980, for 61 patients in the DC Gay cohort who had already seroconverted before the cohort was set in 1982.
The outcome of interest that we considered was rapid clinical disease progression defined as progression to AIDS within 6 years. A dichotomous outcome (yes = 1, no = 0) was used. In this case, in contrast to the earlier analysis (4), we preferred a dichotomous outcome over continuous data because implementation in neural networks could be more straightforward; survival analysis equivalents are more cumbersome to implement in neural networks (13) . More importantly, the nature of the available data suggested that potential misclassification and bias because of therapy and prophylaxis for opportunistic infections would be minimized with such a dichotomous approach. All patients censored prior to developing AIDS had at least 6 years of follow-up. Also, a large proportion of men eventually used some antiretroviral therapy in both cohorts, and this might have affected the natural course of the disease; however, use of effective therapy within the first 6 years after seroconversion by participants who had not developed AIDS within this period of time was negligible. Similarly, effective prophylaxis against secondary infections was negligible in this period of time.
Selection of inputs
HLA typing yielded 180 variables for each patient. It is well established that neural networks may not perform well when the number of observations (patterns) is not substantially larger than the number of inputs considered (8, 9) . A previously described algorithm (4) considered only the HLA variables with a hazard ratio > 1.8 or <0.55 on univariate proportional hazard models either as single alleles or in interaction with specific TAP variants (2.1 or 2.3 for class I alleles; 1.2 for class II alleles). Only variables with a frequency of at least 2.5 percent and less than 97.5 percent in the MACS were considered in order to avoid ubiquitous and rare alleles. This approach is described in detail elsewhere (4) and we used it as a starting point for consistency. Even with this simplification, the number of inputs would be too large to consider in a neural network to be trained on only 139 observations. Therefore, at a second step, the selected markers and interaction terms were considered in a logistic regression model with backward stepwise elimination of variables for p > 0.50 and reentry for p < 0.25 according to Wald criteria (19) . We used liberal criteria for p-value selection cutoffs so as to retain a sufficient number of variables that would still be appropriate given the number of observations aiming generally for an observations-to-variables ratio about 10. In this way, we avoided the extremes of either overfitting the final model or relying too much on strict levels of statistical significance for relatively sparse data showing very complex relations (4). The remaining variables were used as input in the network. Rejected variables should not necessarily be viewed as being unrelated to the risk of disease progression, but as simply carrying less statistical significance when all variables were considered. In this way, we could assess whether networks could achieve high accuracy in the validation set, even with more limited information being provided. Class II DQA, DQB, and DRB alleles were used jointly as haplotypes due to their very strong linkage disequilibrium. So were B35 and C4 alleles, for reasons offered previously (4) . Otherwise, all other alleles and TAP variants were considered as separate inputs to allow the network to select important interactions while training on the data.
Choice of network structure and basic parameters
We evaluated several networks with three to five layers and four to 12 hidden nodes to determine the most parsimonious structure that would achieve a comparable level of accuracy on the training set as more complex networks (9) . Sigmoid (logistic) activation functions were employed such as fix) = exp( -where x is the sum of the weighted inputs to a hidden layer neuron. Sigmoid functions are usually optimal for dichotomous outcomes (9) .
Typical parameter assignments were used (8): initial learning parameter and momentum of 0.2 and 0.5, respectively; automatic adjustment of the learning parameter by 1.02 or 0.96 times, depending on whether the error increased or decreased, respectively (20) ; epoch length consisting of the entire training set; and initial randomly assigned weights varying from -1 to 1, rounding to integers the boundaries of the range [-3/Vinputs, ima (21) .^i nputs] for avoidance of local min-
Prespecified training and validation
Prespecified stopping rules were used for the extent of training. Five networks were overtrained for at least 2,000 iterations to evaluate the best performance achieved on the training set. It is known that overtraining results in overfitting with decreased generalizability on data other than the training set (9) . Less than optimal fit to the training set patterns is typically recommended (8, 9) . Therefore, we agreed a priori that training would be halted when the root of the mean squared error and the overall accuracy on the training set reached prespecified values, generally within 10 percent of the minimum root of the mean squared error and 1 percent of the maximum achievable accuracy with criteria met within 300 to 600 epochs and present for 20 epochs before training stopped. The target error for assessing accuracy was set at 0.5, and training continued on all observations, including those with predictions within the target error range. At the end of training, the cut-off probability for classification of patients was also set at 0.5 for consistency.
Different networks trained on the same data and with similar initial training conditions may follow different paths in the minimization of the error depending on the initial random weights assigned to the connections. Thus, they may reach similar, but not identical, predictions, which results in a range of possible sensitivity and specificity values. In order to evaluate the network validation performance range, 12 separate networks were trained as above and an aggregate probability estimate was obtained for each patient, by averaging the predicted probabilities of rapid progression for each DC Gay patient across the 12 networks. * Markers In bold were retained In a backward elimination logistic regression model, whereas markers not in bold were dropped (see Materials and Methods). The list of all considered markers was generated as previously described (4) on the basis of extreme point estimates for the risk of disease progression In univariate Cox models (RH > 1.8 or RH < 0.55, with the exception of B35C4 which has been reported repeatedly to be associated with rapid disease progression (2, 24)).
The list is similar to the one already published (4) with the exception of B4. B4 was not listed In (4) because it Is a public epltope shared by different alleles such as B27, B37, B51, B57, and B44. Since we wanted to have the logistic regression retain variables carrying the most Information regardless of specificities, B4 was considered In the regression, and it was retained at the expense of B27. Recent biologic evidence further justifies the consideration of B4 because it may be a major regulator of the reactivity of natural killer cell clones (25) . A sensitivity analysis without considering B4 showed that exactly the same alleles (with only the addition of B27) would be retained. The accuracy of neural networks with B27 Instead of B4 were 88.5% and 66.7% on the training and validation sets, respectively. t n, number of patients with the allele in the Multicenter AIDS Cohort Study (MACS); RH, risk hazard from univariate proportional hazards model (4).
Comparison with linear methods
The accuracy of the predictions obtained with the neural networks was compared with the accuracy of logistic regressions using, as independent variables, either the same input predictors or all predictors identified by the first selection step (as previously published (4)). In the logistic regressions, predictors were used either as single alleles or as interactions of class I or class II alleles with TAP variants. Estimates of accuracy include sensitivity and specificity, and overall accuracy in predicting whether or not a patient rapidly progressed. The main comparison is in the validation set. In general, we agreed a priori that patients with a probability of rapid progression of 0.5 or more would be classified as rapid progressors for consistency with the training approach. As a secondary analysis, we also examined areas under receiver operating characteristic (ROC) curves generated across different probability thresholds of classification with neural networks and with logistic regression.
Sensitivity analyses
Sensitivity analyses assessed the effect on model performance of the potential misclassification of patients in the DC Gay cohort with imputed dates of seroconversion, and the effect of patients who carried none of the identified important alleles and/or interactions. 
Implementation
Neural networks were developed in Windows Neural Networks (22) . Logistic regressions were conducted in SPSS (23) . All analyses were performed in a 120 MHZ Pentium IBM compatible computer. Table 1 shows the HLA alleles and allele-TAP interactions selected by backward elimination logistic regression starting from a total of 21 variables. The 12 selected markers could be represented by 15 inputs in a neural network, compared with 24 inputs required to represent the original 21 variables. We selected networks with a single hidden layer of five nodes, because, on experimentation, they could perform as well as more complex structures on the training (MACS) set. Such a network could achieve a sensitivity of 87.5 percent and specificity of 95.6 percent for characterizing rapid progressors in the MACS. By comparison, logistic regression had a sensitivity of 77.0 percent and specificity of 76.9 percent. Even when all 21 variables were included, the sensitivity and specificity of logistic regression were 72.9 percent and 79.1 percent, respectively (overall accuracy 77.0 percent).
RESULTS
Selection of inputs and network structure
Validation on the DC Gay cohort
The performance of 12 MACS-trained networks on the DC Gay cohort is shown in figure 1 . Sensitivity ranged from 44 to 64 percent and specificity from 64 to 81 percent. By averaging the predicted probabilities across the 12 networks, the sensitivity was 59.1 percent and the specificity was 74.3 percent (accuracy, 69.6 percent). By comparison, the sensitivity and specificity of logistic regression with the same variables were 53.1 percent and 61.4 percent, respectively (accuracy, 58.8 percent). The respective figures for logistic regression when all 21 variables were considered were 50 percent and 61.4 percent, respectively. The areas under the ROC curves for neural networks, logistic regression with the same variables, and logistic regression with all 21 variables, were 0.693, 0.659, and 0.647, respectively (figure 2).
Sensitivity analyses
Thirteen patients in the DC Gay cohort had imputed dates of seroconversion and might have been misclas-sified as rapid progressors if they had actually seroconverted by June 1978, rather than on the imputed June 1980, or June 1981. Excluding these patients increased slightly the accuracy of the network to 71.9 percent. The accuracy of the logistic regression became 62.9 percent.
Nineteen patients in the DC Gay cohort had none of the 12 considered HLA class I or class II alleles. Their exclusion did not change the network performance substantially (accuracy, 69.9 percent), while the accuracy of the logistic regression improved to 68.7 percent.
DISCUSSION
Neural networks could be trained to recognize genetic patterns in conjunction with associated clinical outcomes, and their performance in modeling these complex associations in a training set was superior to logistic regression models. This is not surprising given the ability of neural networks to model very complex data, when trained adequately. The proper comparison of the two methods was performed in a separate validation cohort. Both approaches had an overall more modest performance during validation, and there was a marginal superiority of the neural networks over logistic regression. More data are needed to evaluate the effect of more HLA alleles and the exact extent to which neural networks can improve predictive performance.
Our approach lends further credence to the hypothesis that immunogenetic factors determined by the major histocompatibility complex may affect the outcome of HIV infection. The effects of different alleles may be more than simply additive, and complex synergistic or antagonistic interactions between different alleles may influence the immune response and risk of disease progression. The presented modeling provides further support to the importance of specific alleles such as those of the B4 group (including B57, B51, and A32) in the development of disease (4), but it also suggests that the complete HLA pattern may need to be taken into account in order to predict the clinical outcome. Interactions between class I alleles and TAP genes, for example, may be important in the transport, processing, and presentation of antigens, while recent data suggest that the TAP complex may even influence allorecognition of class II molecules (26) .
The predictive performance of all models using the available data and predictors was modest, even when the best-performing neural-network models are considered. Overall, it is unlikely that any mathematical model, linear or nonlinear, can achieve very high accuracy for predicting the outcome of HTV infection on the basis of HLA data alone. The rate of HTV disease progression may be affected by older age (27) , by heterozygosity in the C-C chemokine receptor 5 gene (28) , by several viral parameters (27, 29) , and undoubtedly by many other unknown factors. Progression to clinical AIDS may also depend on exposures to specific opportunistic pathogens. Future neural network research that considers both host and microbial factors may achieve higher predictive power, especially if a sufficient amount of data become available and the most important independent factors are included.
In situations where linear models are difficult to specify, neural networks may offer a powerful exploratory means to address complex immunogenetic relations. The joint use of both linear and connectionist methods may eventually offer optimal results. For example, linear methods may be used to select input variables from a large number of possible entries, and neural networks could then address intricate interactions between these predictors. More importantly, network performance may be further improved by additional data, since networks can accommodate new information by further training. Given the large number of variables that may need to be considered, the number of patients available in this analysis, and most prior investigations in medical disciplines (10) are probably inadequate for optimization of network function. A larger array of variables may be examined with more available data.
Neural networks still pose some issues that need to be addressed. Different networks may be developed from the same training data, probably with more variability in their performance on validation sets than is the case for different model-building approaches with traditional methods. One approach that we have implemented in our paper to deal with this problem, is to train several different networks so as to evaluate the variability in their performance and their average prediction. Also, networks have been described as a "black box" because their potential for direct causal inference for specific inputs is limited (30) . However, while this is a strongly perceived disadvantage for clinical variables in medical settings, it is probably an advantage in situations where it is not single parameters, but rather complex interactions of diverse factors, that are responsible for the outcome of a disease. In this regard, immunogenetic associations of diseases may represent an ideal field for the implementation of artificial intelligence methods.
In conclusion, neural networks may complement linear statistical methods in modeling complex associations of immunogenetic factors with disease outcome. This new application of neural networks appears worth pursuing in other HLA databases and for predictors across both host and pathogen factors.
