In this paper we address the problem of the numerical integration of the time-dependent Schrödinger equation i‫ץ‬ t ϭĤ . In particular, we are concerned with the important case where Ĥ is the self-consistent Kohn-Sham Hamiltonian that stems from time-dependent functional theory. As the Kohn-Sham potential depends parametrically on the time-dependent density, Ĥ is in general time dependent, even in the absence of an external time-dependent field. The present analysis also holds for the description of the excited state dynamics of a many-electron system under the influence of arbitrary external time-dependent electromagnetic fields. Our discussion is separated in two parts: ͑i͒ First, we look at several algorithms to approximate exp(Â ), where Â is a time-independent operator ͓e.g., Â ϭϪi⌬tĤ () for some given time ͔. In particular, polynomial expansions, projection in Krylov subspaces, and split-operator methods are investigated. ͑ii͒ We then discuss different approximations for the time-evolution operator, such as the midpoint and implicit rules, and Magnus expansions. Split-operator techniques can also be modified to approximate the full time-dependent propagator. As the Hamiltonian is time dependent, problem ͑ii͒ is not equivalent to ͑i͒. All these techniques have been implemented and tested in our computer code OCTOPUS, but can be of general use in other frameworks and implementations. v KS ͑ r,t ͒ϭv ext ͑ r,t ͒ϩ ͵ d 3 rЈ n͑rЈ,t ͒ ͉rϪrЈ͉ ϩv xc ͓n͔͑r,t ͒. ͑3͒
I. INTRODUCTION
One of the most famous equations in physics is the ubiquitous Schrödinger equation, which is at the heart of quantum mechanics. In its time-dependent form, this equation is normally written as ͑we use atomic units e 2 ϭបϭmϭ1 here-after͒
and describes the evolution of a wave function in a system defined by the Hamiltonian operator Ĥ . In the simplest case, the Hamiltonian is composed of two terms, one of kinetic origin and another describing the interaction of the particle with a local potential:
͑In some special cases, the external potential may contain nonlocal contributions, e.g., nonlocal pseudopotentials.͒ This Hamiltonian is nonbounded and, in most cases, Hermitian.
Besides appropriate boundary conditions, without which the kinetic term is not properly defined, the time-dependent Schrödinger equation requires an initial value condition (tϭ0)ϭ 0 that completely determines the dynamics of the system. In this paper, we are especially concerned with a special form of v(r,t) that stems from time-dependent density functional theory ͑TDDFT͒. 1, 2 TDDFT can be viewed as a reformulation of time-dependent quantum mechanics where the basic variable is no longer the many-body wave function, but the time-dependent electron density n(r,t). The density can be obtained from the solution of a set of one-body equations, the so-called Kohn-Sham equations, that have the same form as Eq. ͑1͒. The potential that enters the Kohn-Sham equations is normally written as a sum of three terms, processes. The next term, the Hartree potential, describes the classical part of the interaction between the electrons, while the exchange-correlation potential v xc accounts for all other nontrivial many-body contributions. Note that both the Hartree and exchange-correlation potentials are functionals of the density and are therefore intrinsically time dependent.
Formally, the solution of Eq. ͑1͒ may be written as
where T exp, the time-ordered exponential, is a shorthand notation for
is an exact reformulation of the Schrödinger equation ͑see, for example, Ref. 3 , Chap. 3͒. If the Hamiltonian commutes with itself at different times, we can drop the time ordering product; Moreover, if the Hamiltonian is time independent, the solution is simply ͑t ͒ϭexp͕ϪitĤ ͖ 0 .
͑6͒
Unfortunately, this is not the case relevant for TDDFT, in any case, and in particular when applied to the description of the electronic dynamics under time-dependent external perturbations ͑as electric and magnetic fields, pulsed lasers, currents, particle scattering, etc.͒. In practice, it is normally not convenient to obtain (t) directly from 0 for a long interval ͓0,t͔. Instead, one breaks ͓0,t͔ into smaller time intervals, and, by making use of the well-known property Û (t 1 ,t 2 )ϭÛ (t 1 ,t 3 )Û (t 3 ,t 2 ), the full unitary time propagator is written as
where t 0 ϭ0, t iϩ1 ϭt i ϩ⌬t i , and t N ϭt. In all cases studied in this paper we used a constant time step, i.e., ⌬t i ϭ⌬t. However, it is possible to use variable time-step methods, especially if the algorithm implemented is able to choose optimally the time step to enhance the efficiency without compromising the accuracy. In any case, we deal with the problem of performing the short-time propagation,
Technically, the purpose of dividing ͓0,t͔ into smaller intervals is twofold: the time dependence of Ĥ is alleviated and the norm of the exponential argument is reduced ͑the norm increases linearly with ⌬t). On top of these convenience reasons, there is a natural limit to the maximum size of ⌬t: If max is the maximum frequency that we want to discern, ⌬t cannot be larger than Ϸ1/ max . Below this ⌬t max , we are free to choose ⌬t considering performance reasons. If p(⌬t) is the cost of propagating ⌬t for a given method, one should then choose the ⌬t that minimizes p(⌬t)/⌬t, the cost of propagating the wave function per unit time. The optimal cost number of a given method is p(⌬t opt )/⌬t opt , so the method that minimizes this optimal cost number can be viewed as the ''best'' method.
The value of max is either determined by the energy spectrum of the ground-state many-body Hamiltonian or by the frequency of the applied electromagnetic field. In the former case, the maximum frequency of the Hamiltonian is typically determined by the kinetic term. If the wave functions are expanded in a plane-wave representation, max is related to the maximum reciprocal lattice vector used in the expansion G max ; on the other hand, if we choose to work with a real-space discretization of the Hamiltonian, max is determined by the mesh spacing h. We have therefore
In many cases the evolution will not probe the very high frequencies, so we can choose ⌬t to be larger than 1/ max . For a Hermitian Hamiltonian, the evolution operator is unitary, i.e.,
This mathematical property is linked to the conservation of probability of the wave packet. Any desirable approximate propagator should be unitary, at least approximately, for Hermitian Hamiltonians. Another important property fulfilled by the exact evolution propagator is time-reversal symmetry,
͑This property does not hold if a magnetic field is present; it must not be enforced if one wants to handle magnetic cases.
However, any desirable algorithm should respect this property in the particular case where no magnetic field is applied.͒ From a numerical point of view, the algorithm used to perform the time propagation should be ''stable'' and ''accurate.'' The term stable is frequently used in a rather loose form. It is, however, possible to give it a precise definition: A propagator is stable below ⌬t max if, for any ⌬tϽ⌬t max and nϾ0, Û n (tϩ⌬t,t) is uniformly bounded. One way to assure that the algorithm is stable is by making it ''contractive,'' which means that ʈÛ (tϩ⌬t)ʈр1. Of course, if the algorithm is unitary, it is also contractive and hence stable; but if the algorithm is only approximatively unitary, it is better if it is contractive. The reason for this is easy to understand: the error is typically proportional to the norm. A contractive algorithm will reduce the norm, and in consequence the error will grow smaller; on the contrary, a noncontractive scheme will yield larger errors at each time step. The adverb ''unconditionally'' is sometimes added to these concepts to refer to algorithms that possess a given property independently of ⌬t and of the spectral characteristics of Ĥ ͑e.g., unconditionally stable, etc.͒.
Although we are interested in solving the timedependent Kohn-Sham equations, many similar problems arise in various areas of science. It is not surprising, there-fore, that much work has been devoted in the past to the construction of approximations to time propagators. Most of the literature refers to nuclear wave-packet propagation, either in a quantum, semiclassical, or mixed schemes. The equations are, nevertheless, identical, and experience from this field may be translated to others. We learned from Kosloff's review, 4 from the work of Lubich and co-workers, [5] [6] [7] from the comparisons of Truong and others, 8 and from other references that will be cited when appropriate. For the particular problem of TDDFT, we would like to mention the recent work of Sugino and Miyamoto. 9 It is important to mention here the advances in the simulation of ͑adiabatic͒ molecular dynamics following the Car-Parrinello approach. 10 The time integration is effectively performed using modified Verlet and Gaussian dynamics including multiple-time-scale methodologies. 11 However, those works do not address the real electron dynamics of a system but a fictitious one determined by an effective electron mass and need to impose the orthogonality constrain for the wave functions ͑that is automatically fulfilled in the unitary propagation schemes to be described below͒. Of course, those techniques are going to be relevant here when addressing the combined electron/ion dynamics of the system under an external time perturbation.
We have implemented some of the most common approaches to the propagation of a quantum wave packet in our computer code OCTOPUS, 12 a general purpose pseudopotential, real-space code. ͑By real space, or direct space, we mean that all functions are discretized in a grid, and that the Laplacian is approximated by finite differences. 13 ͒ In this paper we review these approaches, and we provide several benchmarks in order to assert their efficiency in real-world applications. For some reviews on applications of TDDFT to complex nanostructures, biomolecules, and solids see Refs. 1, 2, and 14. General routines are available from OCTOPUS website and can be used in more general contexts than the one discussed here.
Our discussion is separated into two parts: First we look at several algorithms to approximate exp(Â ), where Â is a time-independent operator. In particular, polynomial expansions, projection in Krylov subspaces, and split-operator methods are investigated. We then discuss different approximations for the time-evolution operator, such as the midpoint and implicit rules, and Magnus expansions. Split-operator techniques can also be modified to approximate the full time dependent propagator. Note that, as the Hamiltonian is timedependent, the problem of approximating exp(Â ) is not equivalent to the problem of approximating the time propagator. However, the approximate propagators use exponentials of the form exp(Â ) as building blocks, where Â typically has the form Ϫi⌬tĤ (), for a given .
II. APPROXIMATIONS TO THE EXPONENTIAL OF AN OPERATOR
In principle, the most desirable algorithm to calculate exp(Â )v, where v is an arbitrary vector, would begin with the evaluation of exp(Â ). In this way, we would be able to easily apply the exponential of the matrix Â to any arbitrary vector.
Unfortunately, the methods that exist to calculate the exponential of a matrix are computationally limited to matrices of order less than a few thousands ͑for a recent review, please see Ref. 15͒ . In a typical plane-wave or real-space calculation the Hamiltonian matrix can be of the order Ϸ2ϫ10 5 , and therefore way too large to apply any of these methods. In fact, the size of the Hamiltonian does not even permit its full storage in matrix form. A similar situation appears when solving the linear system Â xϭv: The evaluation of Â Ϫ1 would allow the solution of the linear system for any vector v. However, the effort to invert the matrix Â grows as N 3 , where N is the dimension of the matrix.
The alternative is to use iterative methods that yield directly exp(Â )v for a particular choice of the vector v. These methods have a much better scaling with the order of the matrix. In this paper we focus on three different techniques: polynomial expansion of the exponential, either in the standard base or in the Chebyshev base, splitting schemes, and Krylov subspace projection techniques. In the following we present a brief description of these methods followed by some numerical results illustrating their relative performance. To simplify our presentation we assume, without loss of generality, Â ϭϪiĤ ⌬t.
A. Polynomial expansions
The exponential of a matrix Â is defined by the Taylor expansion
This suggests an obvious method to approximate the exponential:
For a given k, the method is of order k and requires k matrix-vector operations. It amounts to expanding the exponential function in the standard base of polynomials, ͕1,x,x 2 , . . . ͖. The truncation of the infinite series at a given k breaks the unitarity of the exponential. It turns out that kϭ4 is particularly suited for our applications; 16 kϭ2 is unconditionally unstable; kϭ4 is conditionally stable; kϭ6 is also conditionally stable but for smaller values of ⌬t. This fourth order expansion was already used in Ref. 17 for the description of the optical response of clusters computed by a time-propagation scheme and in later applications of the OC-TOPUS code. 2, 14 The standard base of polynomials is not the only choice; one can use any given ͑complete and orthonormal͒ base ͕P n (x)͖ nϭ0 ϱ . It is well known that Chebychev polynomial approximations are optimal for approximating functions, so we define
where T n is the Chebychev polynomial of order n. For a skew-Hermitian matrix Â of the form ϪiĤ ⌬t the Chebyshev expansion reduces to 18
where J n are the Bessel functions. The resulting method is also of order k, and, thanks to Clenshaw's algorithm, 19 requires k matrix-vector operations. As the Chebychev polynomials are only defined in the range ͓Ϫ1,1͔, the Hamiltonian has to be scaled so that its spectrum lies within this range before using Eq. ͑15͒. The application of Chebychev polynomials to chemistry was pioneered by Kosloff; 4 more recent studies can be found in Refs. 20 and 21.
B. Krylov subspace projection
The mth Krylov subspace, K m ͕Â ,v͖, for a given operator Â and vector v is defined as
͑16͒
Note that dimK m ͕Â ,v͖ may be smaller than m if v does not have non-null components of at least m distinct eigenvectors of Â . The Lanczos procedure generates recursively an ortho-
where V m ϭ͓v 1 , . . . ,v m ͔, Ĥ m is an mϫm symmetric tridiagonal matrix ͑upper Heisenberg if Ĥ is non-Hermitian͒, and e i is the ith unit vector in C m . Ĥ m is the projection of Â onto K m ͕Â ,v͖ and is the upper-left part of Ĥ mϩ1 . By induction, it can be proved 22 that for any polynomial p mϪ1 of degree рmϪ1
This suggests a method to approximate any function, and specifically the exponential, lanczos k ͕Â ,v͖ϭV k exp͑Ĥ k ͒e 1 .
͑19͒
Very good approximations are often obtained for relatively small k. The calculation of exp(Ĥ k ) can be computed by any of the methods described in Ref. 15 . The Krylov subspace projection is an order k method that requires k matrix-vector operations. To within our knowledge, it was Park and Light 23 who first applied the Lanczos algorithm to chemistry; Hochbruck and Lubich 24 made a thorough mathematical analysis of the technique.
C. Splitting techniques
The split-operator ͑SO͒ technique takes advantage of the fact that the Hamiltonian is composed of two terms, one diagonal in Fourier space-the kinetic operator T -and the other diagonal ͑or almost diagonal͒ in real space-the potential operator V . The idea is to approximate the propagator by the following product of exponentials:
This decomposition neglects terms involving the commutator ͓T ,V ͔ and higher order commutators, and is of O(⌬t 2 ). Equation ͑20͒ is sometimes called ''potential referenced split operator,'' since the potential term appears sandwiched between the two kinetic terms. A ''kinetic referenced'' scheme is equally legitimate. Since the three exponentials may be computed exactly, it is always unitary and unconditionally stable, providing a very reliable second-order method. The split operator was first introduced in physics or chemistry by Feit and co-workers. 25, 26 Besides the simple SO method, a wide variety of other splitting schemes have been proposed and studied. [27] [28] [29] One of these, the fourth-order symmetric decomposition, was studied and applied to TDDFT by Sugino and Miyamoto, 9 suzuki͕Ϫi⌬tĤ ,v͖ϭ ͟ where the p j are a properly chosen set of real numbers. Hereon we will call this scheme ''Suzuki-Trotter'' ͑ST͒, following the nomenclature of Ref. 9.
D. Performance comparisons
We start by comparing the performance of the fourthorder Taylor ͓Eq. ͑13͔͒ and Chebyshev ͓Eq. ͑14͔͒ expansions, and of the Lanczos method ͓Eq. ͑19͔͒. The cost of these three methods is roughly proportional to the number of Ĥ operations. Our test consists in applying exp͕Ϫi⌬tĤ KS ͖ to the 1s orbital of sodium, to one 2p orbital of carbon, and to one 5d orbital of the gold atom. The orbitals are slightly perturbed from their ground-state shape, and Ĥ KS is the ground state Kohn-Sham Hamiltonian ͑we are therefore ignoring the time dependence of the Hamiltonian͒. We define p(⌬t) to be the number of Ĥ operations necessary to achieve a given accuracy ͑defined as the norm of the difference between the exact solution vector and the approximate one͒. The function p(⌬t) measures the computational cost in units of the cost of a matrix-vector operation. Dividing by ⌬t we obtain the computational cost of propagating the state per unit time, p(⌬t)/⌬t. Our results are presented in Fig. 1 .
For small values of ⌬t, Lanczos and the Taylor expansion behave similarly, whereas the Cheby-chev expansion is slightly worse. As we increase ⌬t, the efficiency improves for all methods, reaching an optimal value for the Taylor expansion, after which increasing ⌬t increases p(⌬t)/⌬t. The curves obtained with the Chebychev expansion also reach a minimum, although much less pronounced. The Lanczos method, on the other hand, becomes more efficient as we increase ⌬t. We should recall that the maximum value of ⌬t is determined not by the propagation method but by the time dependence of the Hamiltonian. Below ⌬t max the value of ⌬t should be chosen in order to minimize ͓ p(⌬t)/⌬t͔. From our results it is clear that, for moderate to large values of ⌬t, the best choice is the Lanczos method, followed by the Chebychev expansion. For smaller ⌬t, either the Taylor expansion or Lanczos should be used.
The Lanczos method has an additional noteworthy advantage over the other methods: There is a simple and reliable criterion to estimate the error in approximating the propagator by lanczos k ͕-iĤ ⌬t,v͖: 6 Using the same notation as in Sec. II B, the magnitude h mϩ1,m ͉͓exp͑Ĥ m ͔͒ m,1 ͉ ͑22͒
is an estimator for the error made by the mth order expansion "͓exp(Ĥ m )͔ m,1 is the (m,1) entry of the m-dimensional matrix exp(Ĥ m )…. If this error estimator is larger than a prescribed tolerance , we can ͑i͒ for a fixed ⌬t, increase the dimension of the Krylov subspace k until the precision criterion is met, or ͑ii͒ for a fixed k, decrease ⌬t-the error behaves as O(⌬t mϩ1 ), for ⌬t small enough. The implementation of the variable time-step method ͑ii͒ is complicated if several orbitals have to be propagated at the same time, as the optimum ⌬t might not be the same for every orbital. Therefore, we have relied on method ͑i͒. We would like to mention that we tried a few other possible improvements of the Lanczos method without success. The concept of Krylov subspace and the Lanczos recursion may be generalized to obtain the banded Lanczos algorithms, where the initial vector v is extended to a set of k vectors:
lϭ0, . . . ,mϪ1 . Banded Lanczos algorithms are used successfully for diagonalizing large sparse operators ͑such as the Kohn-Sham Hamiltonian written in real space͒. We used banded Lanczos algorithms within two different approaches: ͑i͒ supplementing the orbital we want to propagate, v 1 ϭ(t), with an approximation to the solution exp͕ϪiĤ ⌬t͖v obtained from the previous iteration, v 2 ϭlanczos͕ϪiĤ 2⌬t,(tϪ⌬t)͖; and ͑ii͒ propagat-ing at the same time a given number of Kohn-Sham orbitals with the banded Lanczos algorithm. Unfortunately, neither of these two methods reduced the cost of the original algorithm. ͑The failure for our particular problem and computational implementation does not imply, of course, that they could be advantageously employed under different conditions.͒ In Fig. 2 we compare the second-order split-operator scheme to the fourth-order Suzuki-Trotter propagator. The plot depicts the error in the propagation versus ⌬t for the 5d orbital of Au referred above. The order 2 and order 4 behavior of the schemes is clearly demonstrated by the respective slopes of the curves. For a given ⌬t, the error yielded by the higher order technique is always lower. However, the computational cost of the Suzuki-Trotter scheme is five times larger than that of the simple split operator. For a given accuracy, the higher order scheme will be more profitable than the normal split operator if the time step ⌬t is more than five times smaller. In our experience, that is not always the case, and depends on the system under consideration and on the level of accuracy seeked. Sugino and Miyamoto 9 report the superiority of the higher order method for their implementation and cases studied. Now we compare the splitting techniques to the best of the polynomial expansions, i.e., the Lanczos method. As these are very different approaches, it is hard to find an appropriate cost function to compare them. We have therefore defined a ''quality'' number based on the computer time necessary to achieve a given accuracy. The procedure to achieve the desired accuracy is different in both approaches; for the Lanczos method we fix ⌬tϭ0.2 a.u. and increase the dimension of the Krylov subspace as needed; for the splitting techniques we decrease ⌬t until fulfilling the accuracy requirement. We then divide the total propagation time by the time necessary to perform Ĥ and by ⌬t to obtain the cost function per unit time p(⌬t)/⌬t. ͑This procedure is consistent with our previous definition.͒ In Table I we show the cost function of the splitting techniques and of the Lanczos method for several test cases. The Lanczos scheme is clearly superior in all cases. Between the two splitting schemes we find that the higher order expansion does not improve the performance of the standard split operator. 
III. ANALYSIS OF INTEGRATORS FOR THE TDSE
We now turn to the problem of approximating the evolution operator Û (tϩ⌬t,t), i.e., finding an approximation for (tϩ⌬t) from the knowledge of () and Ĥ () for 0 ррt. Most methods also require the knowledge of the Hamiltonian at some points in time between tррtϩ⌬t. To obtain this quantity, one can, e.g., extrapolate the Hamiltonian using a polynomial fit to n previous steps. However, this can reduce the accuracy of the propagator. To be fully consistent the following method can be employed: ͑i͒ obtain Ĥ () through extrapolation; ͑ii͒ propagate to get (t ϩ⌬t); ͑iii͒ from (tϩ⌬t) calculate Ĥ (tϩ⌬t); ͑iv͒ obtain Ĥ () by interpolating between Ĥ (t) and Ĥ (tϩ⌬t); ͑v͒ repeat steps ͑ii͒-͑iv͒ until self-consistency is reached. For small time steps, the step ͑i͒ may be sufficient.
In the following, we briefly describe several propagators that we have investigated within the framework of real-space TDDFT calculations. For the theoretical description of the properties of the propagators ͑unitarity, time reversibility͒, we assume that Ĥ () is properly obtained using the abovementioned self-consistent procedure, and that all numerical operations ͑calculation of the exponential of an operator, solution of a linear system, etc.͒ are performed exactly. We then present our results concerning the performance of the methods.
A. Implicit midpoint rule
The implicit midpoint rule, also known as Crank-Nicholson ͑CN͒ method, is a member of the family of methods sometimes referred to as ''classical propagators,'' a family in which we may include Euler's method, implicit or explicit Runge-Kutta, multistep algorithms, etc. These propagators are of ''general purpose,'' and have well-known numerical properties. However, the typical form of the Hamiltonian matrix, given by Eq. ͑2͒, has traditionally favored the use of splitting techniques or other methods. We mention the CN method mainly for historical reasons, as our experience and that of others 5 advice the use of different techniques.
The implicit midpoint rule is defined by
.
͑23͒
The problem of propagating an orbital with this scheme is usually cast in the solution of the linear system:
where L ϭÎϩi(⌬t/2)Ĥ (tϩ⌬t/2) and bϭ͓ÎϪi(⌬t/2)Ĥ (t ϩ⌬t/2)͔(t). The CN scheme is unitary and preserves timereversal symmetry.
B. Exponential midpoint rule
The exponential midpoint ͑EM͒ rule consists in approximating the propagator by the exponential calculated at time tϩ⌬t/2,
The actual propagation can then be done by any of the methods described in Sec. II. If we assume that the exponential is calculated exactly and that Ĥ (tϩ⌬t/2) is obtained selfconsistently then this method is also unitary and time reversible. In practice this method requires small time steps to be stable.
C. Time-reversal symmetry based propagator
In a time-reversible method, propagating backwards ⌬t/2 starting from (tϩ⌬t) or propagating forwards ⌬t/2 starting from (t) should lead to the same result. By using the simplest approximation to the propagator, this statement leads to the condition
͑26͒
Rearranging the terms, we arrive at an approximation to the propagator
͑27͒
We call this method the enforced time-reversal symmetry ͑ETRS͒ method.
D. Splitting techniques
The splitting techniques have been described in Sec. II C as a way to approximate the exponential of a timeindependent Hamiltonian. By combining them, e.g., with the above mentioned EM or ETRS method one obtains an approximation for the full propagator based on either the splitoperator or on the Suzuki-Trotter scheme. There is, however, an alternative way to improve the splitting schemes with small added computational cost.
Watanabe and Tsukada 30 have recently combined the EM approximation with the split-operator method. In practice, this consists in setting V ϭV (tϩ⌬t/2) in Eq. ͑20͒. If this potential is obtained accurately we end up with an order 2 method, otherwise the method is of first order. There is, however, a simpler alternative: 
͑29͒
In this expression nЈ is the density built after applying the first kinetic exponential in Eq. ͑28͒. In other words, the modified SO method is the following: ͑i͒ apply the first kinetic term; ͑ii͒ recalculate the density and obtain the Kohn-Sham potential, and ͑iii͒ apply the potential term and the second kinetic term. In this simple way we recover an order 2 method. For the higher order Suzuki-Trotter technique, Suzuki provided a time-dependent version:
where the times t j are related to the set p j trough t j ϭt ϩ( p 1 ϩ¯ϩp j /2)⌬t. Once again, the potential between t and tϩ⌬t has to be properly extrapolated to obtain a true order 4 technique ͑similar for higher order expansions͒.
E. Magnus expansions
As noted previously, Û (tϩ⌬t,t) does not reduce to a simple exponential of the form exp͕Ϫi⌬tĤ (t)͖ unless the Hamiltonian is time independent. One may ask if there exists an operator ⍀ (tϩ⌬t,t) such that Û (tϩ⌬t,t)ϭexp͕⍀ (t ϩ⌬t,t)͖. Magnus 31 answered this question positively in 1954: there exists an infinite series, convergent at least for some local environment of t, such that
There also exists a procedure to generate the exact ⍀ k operators: 32
where B j are Bernoulli numbers and the operators S are recursively generated
͑34͒
For example, the first two terms of the recurrence are
͑36͒
In general, the kth term will be a k-dimensional integral of a sum of commutators of Ĥ at different times. An approximation of order 2n to the full Magnus operator ͑and hence, to the evolution operator͒ is achieved by truncating the Magnus series to nth order and approximating the integrals through an nth order quadrature formula. The exponential midpoint rule can be regarded as the second-order Magnus expansion,
The fourth-order Magnus expression is constructed by taking the first two terms in the Magnus series and using, for example, a two-point Gaussian quadrature to approximate the integrals. The result is
where t 1,2 ϭtϩ͓(1/2)ϯ)/6͔⌬t are the Gauss quadrature sampling points. For the specific case of the Kohn-Sham Hamiltonian, the fourth-order Magnus propagator has the form
where the modified Hamiltonian Ĥ M(4) (t,⌬t) operator is defined as Ĥ M(4) ͑ t,⌬t ͒ϭH ͑ t,⌬t ͒ϩi͓T ϩV ext nonlocal ,⌬V͑t,⌬t ͔͒, ͑40͒
where only the nonlocal components of the Kohn-Sham Hamiltonian contribute to the commutator, and with the definitions
Expression ͑40͒ assumes that the nonlocal part of the Kohn-Sham Hamiltonian does not vary significantly in the interval of interest (t,tϩ⌬t). This nonlocal component is part of the ionic pseudopotentials used in electronic structure calculations and in consequence its variation is associated to the ionic movement. In principle, this movement should be negligible in the electronic time scale that determines ⌬t, and this is the reason for that assumption.
The fourth-order Magnus expansion involves the computation of one commutator. The number of such commutators grows rapidly with increasing order, although some work has recently been devoted to significantly reduce this number. 33 The Magnus expansion has received a great deal of attention from the chemistry and physics community. A very recent in-depth study of the scheme may be found in Ref. 34 ; The first application to the field of quantum molecular systems was made by Milfeld and Wyatt 35 in 1983. However, we could not find any application of the Magnus expansions in the field of electronic structure calculations.
F. Performance comparisons
In this section we compare the different approximations to the time-evolution operator. We have analyzed the performance of the EM, ETRS, splitting techniques, and Magnus integrators. It turns out that, in general, the EM and ETRS techniques have very similar behaviors: The time step required for the EM propagation is roughly half the time step for the ETRS scheme, but the cost of each propagation step is also halved ͑the EM scheme requires the evaluation of one exponential, while the ETRS requires two͒. It is also quite clear already from Table I that the splitting techniques are not adequate for this kind of problems.
We are left with the comparison of the fourth-order Magnus expansion to the EM ͑which indeed is equivalent to a second-order Magnus expansion͒. In Fig. 3 we plot the error in the dipole moment, after performing a single step propagation, Û (⌬t,0). The system under consideration is a Na 8 cluster in the jellium model, excited from its ground state by a laser pulse of frequency 2 Hartree. The fourth-order method is, as expected, more precise. However, the cost of applying the Magnus operator, Eq. ͑40͒, is roughly 50% larger than applying the usual Hamiltonian; p M(4) (⌬t) Ϸ 3 2 p EM (⌬t). Therefore, the use of the fourth-order Magnus expansion will be advantageous over the simpler EM method only if one can use time steps more than 1.5 times larger. Of course, the use of longer time steps may be hindered by the approximation used for the exponential ͑Lanczos, Chebychev, etc.͒.
Heuristically, the fourth-order Magnus expansion becomes useful when the Hamiltonian has very high frequencies, i.e., if the Hamiltonian is strongly time dependent. An example is shown in Fig. 4 where we plot the evolution of the dipole moment of the above-mentioned Na 8 example during ten atomic units of time. The time step is one atomic unit. The M͑4͒ scheme is clearly superior in this range of frequencies or, to be more precise, for this range of the product ␦t, where is the highest frequency present in the evolution. It is able to ''follow'' the exact evolution of the dipole moment, whereas the lower-order methods deviate from it, eventually rendering the evolution meaningless. Note that the very highfrequency oscillations (2 HartreeϷ54 eV) shown in the figure correspond to the laser field, not to the internal states of the cluster. ͑The plasmon response of this kind of clusters lies typically within 2-3 eV.͒ On the other hand, the steady increase in the dipole moment, to which the laser frequency is superimposed, corresponds to the beginning of the oscillation of the plasmon. Of course, the dipole calculated with the EM method will reduce to the exact curve if we reduce ⌬t, but this makes the EM calculation much less favorable in computer time. For this particular example, it turns out that the use of the fourth-order Magnus expansion reduces the computational cost by a factor of 3.
We stress again that the answer to the question EM versus M͑4͒ is problem dependent, and that the performance of both methods should be carefully compared before performing a long time evolution.
IV. CONCLUSIONS
Unfortunately, we cannot name an ''always optimal'' algorithm for the propagation of the time-dependent Kohn-Sham equations. The final choice depends on the internal characteristics of the physical system, and on the frequency and intensity of any existing external fields. Furthermore, the final performance of any method also depends on the specific implementation of the equations, and possibly also on the computer architecture. ͑For example, we have observed strong variations on the performance of the fast Fourier transforms, which have a definitive influence on the cost of the splitting techniques.͒ Nevertheless, and keeping in mind all these observations, we believe that the exponential midpoint rule combined with the Lanczos exponential approximator gives a very good algorithm to represent the time propagator for a wide range of systems. Moreover, if the problem involves high frequencies, it is also worth trying the higher order Magnus expansion. Although our numerical results were obtained using a TDDFT code based on real-space methods, we expect them to be fairly general and applicable to other implementations ͑e.g., plane waves͒. Furthermore, some of the knowledge may safely be transported to the numerical implementation of other theories where either Schrödinger-like propagators or methods to approximate the action of exponential of operators are sought-we dare to cite the diffusion Monte Carlo method, or the recently investigated idea of obtaining accurate electronic wave functions through exponentials of two-body operators, 36 as examples where these findings may be useful.
