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CONSTRUCTING NON-MORI DREAM SPACES FROM NEGATIVE
CURVES
JAVIER GONZA´LEZ ANAYA, JOSE´ LUIS GONZA´LEZ AND KALLE KARU
ABSTRACT. We study blowups of weighted projective planes at a general point, and
more generally blowups of toric surfaces of Picard number one. Based on the pos-
itive characteristic methods of Kurano and Nishida, we give a general method for
constructing examples of Mori Dream Spaces and non-Mori Dream Spaces among
such blowups. Compared to previous constructions, this method uses the geomet-
ric properties of the varieties and applies to a number of cases. We use it to fully
classify the examples coming from two families of negative curves.
1. INTRODUCTION
We work over an algebraically closed field k of characteristic zero.
Recall that a variety X is called a Mori Dream Space (MDS) if its Cox ring is a
finitely generated k-algebra. In this article we study blowups of weighted projective
planes P(a, b, c) at a general point t0,
X = Blt0 P(a, b, c).
The problem of determining all triples (a, b, c) for which X is a MDS is largely open.
Our goal here is to construct new examples of MDS and non-MDS among such X,
generalizing the methods in [15, 7].
Cox rings of general varieties and the MDS property were first defined by Hu
and Keel [12]. However, the same problem for the blowups of weighted projec-
tive planes has a long history in commutative algebra where these Cox rings are
studied because their finite generation is equivalent to that of the symbolic Rees
algebra of the corresponding monomial ideal (see for example the work by Cowsik
[3], Huneke [13], Srinivasan [16], Cutkosky [5]). Goto, Nishida and Watanabe [8]
constructed the first examples of non-MDS among such X. More recently, Castravet
and Tevelev [2] used one example by Goto, Nishida and Watanabe to show that the
moduli spacesM0,n are not MDS for n large. These results were later strengthened
and generalized in [6, 11, 10].
Finite generation of the Cox ring of X is closely related to the existence of negative
curves in X. Here we use the term “negative curve” to mean “an irreducible curve
of negative self-intersection, different from the exceptional curve of the blowup”.
By a result of Cutkosky [5], a variety X as above is a MDS if and only if it contains
a negative curve C (and more generally, an irreducible curve C with nonpositive
self-intersection, [7]) and a curve D disjoint from C. Such a curve C then generates
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a boundary ray of the effective cone of X andD generates a boundary ray of the nef
cone of X.
All examples of non-MDS X mentioned above contain a negative curve that van-
ishes to orderm = 1 at the point t0. Kurano andNishida [15] gave the first examples
of non-MDS where m = 2. In [7] we used the characteristic p methods of Kurano
and Nishida to generalize these examples to arbitrarym > 0, giving an infinite fam-
ily of MDS and non-MDS X. In this article we find a second family of examples and
give a uniform proof of the MDS and non-MDS properties that works in both cases
and expands the results in [7]. The proof uses the geometry of the variety X and
does not rely on explicit computations as in [15, 7]. The proof is likely to apply for
other families.
Our examples will all contain negative curves. We prove that X is not a MDS by
showing that X does not contain any curves D disjoint from C.
To construct examples of X that contain a negative curve, we start with an irre-
ducible curve C0 in the 2-torus T ∼= G2m, vanishing to order m at t0 = (1, 1). We
compactify T to a toric variety X∆ by choosing a triangle ∆ in R
2 that contains the
Newton polytope of C0. If the triangle has area less than m
2
2
, then the strict trans-
form of C0 is a negative curve in
X = Blt0 X∆.
Remark 1.1. Toric varieties defined by triangles ∆ include all weighted projective
planes, but are in general isomorphic to quotients of weighted projective planes by
a finite subgroup of the torus.
We consider two families of curves C0 and for each such curve we give infinitely
many varieties X that are MDS and infinitely many that are not MDS. The two fam-
ilies of curves are indexed by integersm > 0 and can be described by their Newton
polytopes:
(1) Let ∆01(m) be the triangle with vertices (−1,−1), (m−1, 0), (0,m−1). (In the
casem = 1 the triangle degenerates to an interval.)
(2) Let ∆02(m) be the triangle with vertices: (−1,−1), (m− 1, 0),
(
2m−3
4
, 2m−1
2
)
.
We show in Proposition 2.3 that each of these triangles contains the Newton poly-
tope of an irreducible curve C0 that vanishes to orderm at t0.
The toric varieties X∆ are constructed by choosing a slightly larger triangle con-
taining ∆01 or ∆
0
2 with vertices:
(1) (−1,−1), (m− 1, 0) + α(1,−1), (0,m− 1) + β(−1, 1);
(2) (−1,−1), (m− 1, 0) + α(1,−2),
(
2m−3
4
, 2m−1
2
)
+ β(−1, 2);
for α, β ≥ 0, see Figure 1. We denote these latter triangles by ∆i(m) with i = 1, 2.
The triangles ∆i(m) depend on α and β, which we omit from notation. We will
often make a statement for allm > 0 and also dropm from the notation.
The curves C are negative in X if α and β satisfy:
(1) α+ β < 1
m+1
;
(2) α+ β < 1
4(2m+1)
.
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(A) ∆01(4) and ∆1(4). (B) ∆
0
2(4) and ∆2(4).
FIGURE 1. Triangles ∆0i (4) with solid edges and ∆i(4) with dashed
edges for i = 1, 2.
Our main result describes which of the varieties X are MDS.
Theorem 1.2. Let X∆ with ∆ = ∆i for i = 1, 2 be the toric variety defined by one of the
two types of triangles as above. Assume that α and β are such that C is a negative curve in
X = Blt0 X∆. Then, X is not a MDS if and only if in families (1) and (2), respectively,
(1) α > 0 and β > 1
m+2
, or β > 0 and α > 1
m+2
;
(2) α > 0 and β > 0.
The first family of curves C0 is the one considered in [7]. However, the theorem
here is stronger, enlarging the set of non-MDS and giving an if and only if statement.
In Theorem 1.2 we did not consider the case whereC has self-intersection number
0 (which is the case if α + β = 1
m+1
in the first family, and α + β = 1
4(2m+1)
in the
second family). Our proof does not give much information about such X.
Example 1.3. We have the following examples for each of the two of families of triangles in
Theorem 1.2:
(1) The parameters
α =
3
4m2 + 11m+ 10
, β =
4m+ 5
(2m+ 3)2
for the first family define a sequence of spaces for which Theorem 1.3 in [7] does not
apply. However, they satisfy the inequalities of Theorem 1.2 (1).
The normal fan of the triangle ∆1 has rays generated by
(−(4m2 + 8m+ 5), 4(m+ 1)), (4m+ 7,−(m+ 1)(4m+ 3)), (1, 1).
Then, form 6≡ 1 mod 5 the associated variety is:
X∆ = P(4m
2 + 11m+ 10, (2m+ 3)2, 16m4 + 60m3 + 72m2 + 15m− 13),
and its blowup is not a MDS.
Form = 2, 3, 4, 5we have the following examples:
P(48, 49, 1041), P(79, 81, 3596), P(118, 121, 9135), P(165, 169, 19362).
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FIGURE 2. Visual representation of the results in Theorem 1.2 in the
(α, β)-plane.
Ifm ≡ 1 mod 5 then X∆ is a quotient of a weighted projective plane by a finite group.
For example, for m = 1, X∆ is isomorphic to the quotient of P(1, 1, 6) by a 3-element
group. Its blowup is still a non-MDS.
(2) For the second family the parameters
α =
1
10m+ 7
, β =
2m + 1
16(20m2 + 4m+ 13)
satisfy the inequalities of Theorem 1.2 (2).
The normal fan of the triangle ∆2 has rays generated by
(−2(80m2 + 16m+ 53), 80m2 + 16m+ 51), (5,−(5m+ 1)), (2, 1).
Thus, for everym the associated variety is:
X∆ = P(10m+ 7, 16(20m
2 + 4m + 13), 800m3 − 80m2 + 482m− 149).
and its blowup is not a MDS.
Form = 1, 2, 3 we have the following examples:
P(17, 592, 1053), P(27, 1616, 6895), P(37, 3280, 22177).
In Theorem 1.2 we consider only a subset of toric varieties X∆ such that the
blowup contains a negative curve from one of the two families. It is not difficult
to construct examples of MDS by also varying the right side of the triangles (with
slope −1 or −2) as was done in [7]. Indeed, we will prove below that the cases
where α = 0 or β = 0 give rise to MDS. The same proof works for more general
triangles.
The two families of curves studied here arise from triangles ∆0(m) that contain
exactly
(
m+1
2
)
+1 lattice points. (This can be seen by counting lattice points in rows.)
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Since vanishing to order m imposes
(
m+1
2
)
linear conditions, we are guaranteed to
find at least one negative curve in X. Determining if a general X contains a negative
curve is an open problem. Kurano and Matsuoka in [14] give examples of nega-
tive curves in triangles with fewer than
(
m+1
2
)
+ 1 lattice points, and examples of
Blt0 P(a, b, c)which are conjectured to contain no negative curves.
2. NEGATIVE CURVES
In this section we construct the two families of irreducible curves C0 ⊂ T . These
are defined by Laurent polynomials that we will call ξm throughout the paper.
We let K denote any field. The varieties X∆ and X = Blt0 X∆ can be defined over
K.
We say that a Laurent polynomial is supported in a triangle ∆ if its Newton poly-
tope lies in ∆.
Let us start with an irreducibility criterion for Laurent polynomials.
Lemma 2.1. Let f(x, y) ∈ K[x±1, y±1] be a Laurent polynomial supported in a triangle ∆.
Assume that ∆ has an edge E whose only integral points are its two endpoints and that the
corresponding coefficients of f(x, y) are nonzero. Then, f(x, y) is irreducible in K[x±1, y±1].
If additionally f(x, y) ∈ K[x, y] is a polynomial not divisible by x or y, then f(x, y) is
irreducible in K[x, y].
Proof. Suppose that f = gh. Then the Newton polytope of f is the Minkowski sum
of the Newton polytopes of g and h, Pf = Pg + Ph. We show that if the sum of any
two integral polytopes Pg + Ph lies in the triangle ∆ and contains its edge E, then
one of the summands has to be a point.
A face of the Minkowski sum is the Minkowski sum of two faces, one from each
summand. Hence can write E = G+H, where G is a face of Pg and H is a face of Ph.
Since E is not the Minkowski sum of two nontrivial integral polytopes, one of the
faces, sayG, has to be a vertex of the corresponding polytope Pg. If Pg is not a point,
let F be any edge of Pg containing the vertex G. Then F+Hmust lie in ∆. However,
F+H is a parallelogram with one edge equal to the edge E of ∆. This shows that Pg
is the point G.
The last statement follows from the first because monomial terms are the only
units in K[x±1, y±1]. 
Remark 2.2. The previous proof also works for Laurent polynomials over any field
supported in a higher dimensional simplex where the simplex has one edge E as
before contained in the Newton polytope of f.
The following proposition constructs the equations ξm defining the curves C
0 ⊂
T .
Proposition 2.3. Consider the triangles ∆0i (m) for i = 1, 2 and m > 0 from Section 1.
There exists a polynomial ξm ∈ Z[x
±1, y±1] supported in the triangle ∆0i (m) such that for
any field K the polynomial ξm considered as an element in K[x
±1, y±1] satisfies:
(1) ξm has multiplicity exactlym at t0 = (1, 1).
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(2) The coefficients of the monomials of ξm corresponding to the points (−1,−1) and
(m− 1, 0) are nonzero in K. In particular, ξm is irreducible in K[x
±1, y±1].
Proof. We will show that for each field K there exists a polynomial ξm,K supported
in ∆0i (m) and satisfying the two conditions of the proposition. Such a polynomial
is unique up to a constant multiple because it defines a negative curve in XK =
Blt0 X∆0i (m), where the varieties are defined over K. To get an integer polynomial,
we construct ξm,Q and clear its denominators so that the gcd of its coefficients is 1.
Let us call this polynomial ξm. Notice that this ξm is nonzero as a polynomial in
K[x±1, y±1], and moreover, it defines a (possibly reducible) curve of negative self-
intersection in XK. This implies that ξm reduces to a constant multiple of ξm,K in
K[x±1, y±1], thus proving the proposition.
Let us now fix a field K and construct ξm,K. The condition of vanishing to order
at leastm imposes
(
m+1
2
)
linear conditions on the coefficients of the ξm. Indeed, the
condition translates to ξ(x + 1, y + 1) having no terms of degree less than m. (In
the case of a Laurent polynomial we need to expand (x + 1)−1 = 1 − x + x2 − . . .,
similarly for (y+1)−1, and work with power series in x and y.) The triangles ∆0i (m)
contain exactly
(
m+1
2
)
+1 lattice points hence there is at least one nonzero polynomial
supported in ∆0i (m) that vanishes to order at least m at t0. Let us check the two
conditions of the proposition for this polynomial.
Assume the coefficient (−1,−1) of ξm is zero. For the first family this implies ξm is
supported in the right triangle with vertices (0, 0), (m−1, 0) and (0,m−1). The toric
variety associated to this triangle is P2. However, the blowup of P2 does not contain
negative curves (it contains a curve of self-intersection number zero defined by the
polynomial 1 − y). Thus, the coefficient cannot be zero. Similarly, for the second
family we get an isosceles triangle with equal height and width. The polynomial
1 − y defines an irreducible curve with self-intersection number zero, hence there
cannot be a curve with negative self-intersection. This proves that the coefficient of
x−1y−1 in ξm is nonzero.
Now consider the lattice point (0,m − 1). In the power series ξm(x + 1, y + 1)
the term xm−1 comes from two terms: (x + 1)−1(y + 1)−1 and (x + 1)m−1. We know
that the first term contributes a nonzero coefficient to xm−1. Hence the second term
must contribute the same nonzero coefficient with negative sign. This shows that
the coefficient of xm−1 in ξm is nonzero.
To see that ξm,K vanishes exactly to orderm at t0, consider the term with x
m in the
power series ξm(x+ 1, y+ 1). Only (x+ 1)
−1(y + 1)−1 contributes to this term with
nonzero coefficient. This implies that ξm does not vanish to orderm + 1 at t0. 
Remark 2.4. It is possible to explicitly construct polynomials as in Proposition 2.3:
(1) The first family can be constructed via either of the following recurrence rela-
tions:
(a) ξ1 = 1−
1
xy
,
(b) ξm+1 = (x− 1)ξm + y
−1(y− 1)m+1,
(c) ξm+1 = (y− 1)ξm + x
−1(x− 1)m+1.
(2) The second family can be constructed via the following recurrence relation:
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(a) ξ1 = 1−
1
xy
,
(b) ξ2 =
1
xy
− 3+ x + y,
(c) ξm+2 = (x− 1)ξm+1 + x(y − 1)
2ξm.
The polynomials ξ1 and ξ2 are the same in both families. This is because, even
though the triangles ∆0i (m) are different for m = 1, 2, the configuration of lattice
points in them is the same.
The recurrence formulas for the first family were used in the proofs of [15, 7]. We
will not need the recurrences in this article.
3. DIVISORS AND COHOMOLOGY
Let us fix the notation concerning divisors and equivalence classes. We will work
over an arbitrary field K, but in order to make geometric statements, wewill assume
that K is algebraically closed.
We consider normal Q-factorial surfaces X defined over K. The class group Cl(X)
is the group of Weil divisors modulo linear equivalence. The vector space N1(X) =
N1(X) is the real vector space of numerical equivalence classes of Weil divisors
(equivalently, curves). We denote by C ·D the intersection product between curves.
The nef cone of X is the cone in N1(X) generated by classes of nef divisors. Its dual
cone (also inN1(X) via the intersection pairing) is the closure of the cone of effective
curves of X.
When X∆ is a toric variety defined by a rational triangle ∆, an ample T -invariant
Q-Weil divisor H corresponds to a rational triangle ∆H with sides parallel to the
sides of ∆. SuchQ-Weil divisor H is Weil if and only if the three lines containing the
edges of ∆H contain lattice points. Two such divisors are linearly equivalent if their
triangles differ by an integral translation. The divisors have the same numerical
equivalence class if their triangles differ by a rational translation. (Thus, the size of
the triangle gives the numerical equivalence class of the divisor.)
Given a triangle ∆H of a Weil divisor H, the space H
0(X∆,O(H)) is the set of all
Laurent polynomials supported in ∆H.
Let now X = Blt0 X∆ and let pi : X → X∆ be the projection. Then, N1(X) has
dimension 2 with basis the pullback of an ample class pi∗H and the class of the
exceptional curve E.
3.1. Some cohomological lemmas.
Lemma 3.1. Let X∆ be a toric variety defined by a rational triangle ∆, and let A be a Weil
divisor on X∆. Then,
H1(X∆,OX∆(A)) = 0.
Proof. Since X∆ has Picard-number one, either A is nef or −A is nef. In either case,
we conclude that H1(X∆,OX∆(A)) = 0 by the Demazure and Batyrev-Borisov van-
ishing theorems in [4, Theorem 9.3.5]. 
Proposition 3.2. Consider the blowup pi : X→ Y of a surface Y at a smooth closed point t0,
and the sheaf F = OX(pi
∗A−mE), where A is a Weil divisor on Y and E is the exceptional
divisor. Then:
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(a) pi∗F = OY(A)⊗ pi∗OX(−mE) =
{
OY(A), ifm ≤ 0;
OY(A)⊗ I
m
t0
, ifm > 0.
(b) R1pi∗F = 0, ifm ≥ −1.
(c) H1(X,F) =
{
H1(Y,OY(A)), ifm = −1 orm = 0;
H1(Y,OY(A)⊗ I
m
t0
), ifm > 0.
Here It0 is the ideal sheaf of the point t0.
Proof. Part (c) follows directly from (a) and (b). To prove (a) and (b) we use that the
problem is local in Y.
For (a), consider the map φ : OY(A) ⊗ pi∗OX(mE) → pi∗(pi∗OY(A) ⊗ OX(mE)),
induced by the adjunction pi∗ ⊣ pi∗ from the natural map pi
∗(OY(A)⊗ pi∗OX(mE))→
pi∗OY(A) ⊗ OX(mE). The map φ is an isomorphism over any open subset where
either pi is an isomorphism orA is Cartier (by the projection formula). We can cover
Y with two open subsets where one of these cases applies.
In (b), replacing Y with a small affine neighborhood of t0, we may assume that
A = 0 and there exists a fiber square
X
pi

ψ
// Bl0A
2
ρ

Y
φ
// A2,
where the morphism φ is e´tale. By [9, Proposition III.9.3] we have
R1pi∗F = R
1pi∗ψ
∗OBl0 A2(−mE)
∼= φ∗R1ρ∗OBl0 A2(−mE).
Here we have denoted by E also the exceptional curve in Bl0A
2. We may thus re-
place the blowup of Y with the blowup of A2 at the origin. This last morphism is
toric and we can use toric vanishing theorems. For m ≥ 0, the divisor −mE is nef
on Bl0A
2 and hence its higher cohomology vanishes. For m = −1, the divisor E on
Bl0A
2 can be written as the round-down of a nef Q-divisor D, for example
OBl0 A2(E) = OBl0 A2
(
1
2
ρ∗D1 +
1
2
ρ∗D2
)
where D1, D2 are the toric irreducible divisors on A
2. Now, the Q-divisor D is nef,
hence OBl0 A2(D) has no higher cohomology [4, Theorem 9.3.5]. 
Corollary 3.3. Let pi : X → X∆ be the blowup of the toric variety X∆, associated to a
rational triangle ∆, at the point t0 = (1, 1). Consider any toric Weil divisor A in X∆ and
the sheaf F = OX(pi
∗A−mE).
(a) Ifm = −1 orm = 0, then H1(X,F) = 0.
(b) If m > 0, then H1(X,F) = 0 if and only if the evaluation map H0(OX∆(A)) →
H0(OX∆(A)⊗OX∆/I
m
t0
) is surjective.
(c) Ifm = 1, then H1(X,F) = 0 if and only if H0(OX∆(A)) 6= 0.
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Proof. Part (a) follows from Proposition 3.2 (c) and Lemma 3.1.
The vanishing in part (b) is by Proposition 3.2 (c) equivalent to the vanishing of
H1(X∆,OX(A)⊗ I
k
t0
). The conclusion now follows by considering the exact sequence
H0(OX∆(A))→ H0(OX∆(A)⊗OX∆/Imt0)→ H1(OX∆(A)⊗ Imt0)→ H1(OX∆(A)) = 0.
For (c), notice that form = 1 the surjectivity of the evaluation map in (b) is equiv-
alent to H0(OX∆(A)) 6= 0. Indeed, H
0(OX∆(A) ⊗ Ot0) is a one-dimensional vector
space and the image of a section χu ∈ H0(OX∆(A)) is nonzero. 
4. THE METHOD OF KURANO AND NISHIDA
In this section we prove variants of some results of Cutkosky [5] and Kurano
and Nishida [15] that we will use in the proof of Theorem 1.2. These results were
originally proved in the case of weighted projective planes. In [7] and in this section
they are generalized to the case of toric varieties X∆ and more general situations.
4.1. The Huneke condition and the set HCK. We fix a rational triangle ∆ defining
the pair (X∆, H), a toric variety and an ample class on it. Let X = Blt0 X∆. We study
these varieties defined over various algebraically closed fields K. To emphasize the
field, let us call the varieties X∆,K and XK. We are mainly interested in the case where
either K = k is the base field, or where K = Fp.
We also fix a negative curve C in X. We assume that C is defined by a polynomial
with integer coefficients, hence we have CK ⊂ XK. We assume further that CK is
irreducible for any K and its class is equal toH−mE, independent of K. This implies
that CK ⊂ XK is a negative curve.
The following theorem was proved by Cutkosky [5] and generalized in [7].
Theorem 4.1. Let XK be as above, with CK ⊂ XK a negative curve. Then XK is a MDS if
and only if there exists a nonzero effective divisorDK ⊂ XK such that CK ∩DK = ∅. 
The curves DK in the theorem should be viewed as effective Weil divisors. The
class of DK is orthogonal to the class of CK, hence it spans the boundary ray of the
nef cone of XK. Thus, the class of DK is determined up to a positive constant.
When the field K has positive characteristic, then the existence of CK implies the
existence of DK and hence XK is a MDS, see [1, 5]. The idea of the characteristic p
methods is to study these curves DK when K has characteristic p to say something
about the case of characteristic 0.
Let us fix a class [D0] ∈ Cl(X), for example by fixing an actual divisor D0, such
that C ·D0 = 0. Let [D0] have the form
[D0] = pi
∗H ′ −m ′E,
wherem ′ > 0 is an integer and H ′ is given by a rational triangle ∆ ′. The numerical
equivalence class of D0 generates the boundary ray of the nef cone of XK for any K.
Following Kurano and Nishida [15] we define the set HCK as follows.
Definition 4.2.
HCK = {l ∈ Z>0|XK contains a divisor DK ∈ |lD0| such that CK ∩DK = ∅}.
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It follows from Theorem 4.1 that XK is a MDS if and only if HCK 6= ∅.
The set HCK is closed under addition (by adding the corresponding curves DK).
This implies that it is a sub-semigroup of Z>0 and there exist integers l0, N such that
HCK ⊆ l0Z and HCK ∩ Z>N = l0Z ∩ Z>N.
Since CK ·DK = 0 and CK is irreducible, the condition CK ∩DK = ∅ is equivalent
to CK 6⊆ DK. In the examples below we fix a point P in CK and check that P /∈ DK.
We choose for P a T -fixed point in X∆ corresponding to a vertex of ∆. Then, P ∈ CK
if and only if the vertex does not lie in the Newton polytope of the polynomial
defining CK. A similar condition holds for P ∈ DK. It follows that checking if
a fixed l lies in HCK is a finite dimensional linear algebra problem. We look for a
polynomial that vanishes to order lm ′ at t0. TheNewton polytope of the polynomial
must lie in l∆ ′ and include the vertex corresponding to P.
Lemma 4.3. A fixed l lies in HCk if and only if it lies in HCFp for all primes p≫ 0.
The lemma is proved in [15] and [7, Lemma 5.1]. The proof in [7] assumes that C
passes through a T -fixed point P, but this assumption can be easily removed.
Proposition 4.4. Suppose that l, l+µ ∈ HCK for some l, µ ∈ Z>0 and thatH
1(X,OX(µD0−
nC)) = 0 for some n ∈ Z>0. Then, µ ∈ HCK.
Proof. Let ξ ∈ H0(OX(C)) define C, and let ζ ∈ H
0(OX(lD0)) define D that gives
l ∈ HCK. Since C ∩D = ∅ we have a short exact sequence
0 OX(µD0 − nC) OX((l+ µ)D0 − nC) ⊕OX(µD0) OX((l+ µ)D0) 0.
(ζ,−ξn) ·(ξn,ζ)
Indeed, the exactness on the left and the middle are straightforward, and the exact-
ness on the right is easily verified by restricting separately to the complement of C
and the complement of D.
By the assumption that H1(X,OX(µD0−nC)) = 0we have a surjective homomor-
phism
H0(OX((l+ µ)D0 − nC))⊕H
0(OX(µD0)) −→ H0(OX((l+ µ)D0)).
Let γ ∈ H0(OX((l + µ)D0)) be a section giving l + µ ∈ HCK. Then, γ = fξ
n + gζ for
some f ∈ H0(OX((l+µ)D0−nC)) and some g ∈ H
0(OX(µD0)). We claim that g does
not vanish at any point of C, hence giving µ ∈ HCK. Let us check the equivalent
condition that g does not vanish along C. In the equation γ = fξn + gζ we know
that ξ vanishes along C and γ does not, hence g does not vanish along C. 
In the two families that we consider the classes of C and D0 will have the form
(4.1) [C] = pi∗H −mE, [D0] = pi
∗H ′ − (im+ 1)E, i = 1, 2.
Let us specialize to this situation.
Corollary 4.5. Let the classes of C and D0 have the form (4.1).
(a) If l, l +m ∈ HCK for some l,m > 0, thenm ∈ HCK.
(b) If l, l +m − 1 ∈ HCK for some l,m− 1 > 0, thenm− 1 ∈ HCK.
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(c) If l, l + 1 ∈ HCK for some l > 0 and H
0(OX∆(H
′ − iH)) 6= 0, then 1 ∈ HCK.
Proof. The claims follow from Proposition 4.4 by choosing appropriate µ and n.
(a) If we let n = im + 1 and µ = m, then µD0 − nC = pi
∗(µH ′ − nH). By Corol-
lary 3.3 (a), H1(OX(µD0 − nC)) = 0.
(b) If we let n = i(m− 1) + 1 and µ = m− 1, then µD0 −nC = pi
∗(µH ′ −nH) + E.
By Corollary 3.3 (a), H1(OX(µD0 − nC)) = 0.
(c) If we let n = i and µ = 1, then µD0 − nC = pi
∗(µH ′ − nH) − E. By Corol-
lary 3.3 (c), H1(OX(µD0 − nC)) = 0. 
Proposition 4.6. Let the classes of C and D0 have the form (4.1). Assume that for all
p≫ 0 there exists np ∈ Z≥0 such that p
np ∈ HCFp . Then, HCk is not empty if and only if
m− 1 ∈ HCk or, equivalently,m ∈ HCk.
Proof. By Lemma 4.3, a fixed l lies in HCk if and only if l lies in HCFp for all p ≫ 0.
Suppose that HCk is not empty and fix l0 ∈ HCk. Then, l0 ∈ HCFp for p ≫ 0. Since
HCFp is a subsemigroup of Z>0, there exist lp, Np ∈ Z>0 such that HCFp ⊆ lpZ and
HCFp ∩Z>Np = lpZ∩Z>Np . Since l0, p
np ∈ HCFp , we deduce that lp = 1 for all p≫ 0.
Then, by Corollary 4.5 a) and b), for all p≫ 0 we getm ∈ HCFp andm − 1 ∈ HCFp .
Hence, we getm− 1,m ∈ HCk 
5. PROOF OF THE MAIN THEOREM
In this section we prove Theorem 1.2 using Proposition 4.6.
Let ∆ = ∆i(m) be a triangle in one of the two families and X = Blt0 X∆. The
polynomial ξm as in Section 2 defines the negative curve C in X having class
[C] = pi∗H−mE,
where H corresponds to the triangle ∆. Let us choose the class [D0] of the form
[D0] = pi
∗H ′ − (im+ 1)E,
where H ′ corresponds to a triangle ∆ ′ with sides parallel to the sides of ∆. Such a
triangle ∆ ′ is determined by two of its vertices:
• For i = 1, let ∆ ′ have two vertices (m, 1) and (0,m+ 1).
• For i = 2, let ∆ ′ have two vertices (m, 1) and (0, 2m+ 1).
Figure 3 shows the triangles ∆ ′ form = 4.
Lemma 5.1. C ·D0 = 0.
Proof. The area A of the triangle ∆ in the two families is
A1 =
1
2
(m+ 1)(m− 1+ α+ β), A2 =
1
2
(2m+ 1)
(
2m− 1
4
+ α+ β
)
.
We get the triangle ∆ ′ by multiplying ∆with a constant λ and translating the result.
Considering the right edges of the triangles, the constant λ can be found to be
λ1 =
m
m− 1+ α+ β
, λ2 =
m
2m−1
4
+ α+ β
.
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Now we can compute the intersection number:
C ·D0 = H ·H
′ −m(im+ 1) = λH ·H−m(im+ 1) = 2λA−m(im+ 1) = 0.

(m, 1)
(0,m + 1)
(A) ∆ ′ in the first family.
(m, 1)
(0, 2m + 1)
(B) ∆ ′ in the second family.
FIGURE 3. Triangles ∆ ′ for m = 4. The dashed triangle corresponds
to the values α = β = 0. The solid triangles correspond to α and β
nonzero.
Lemma 5.2. For every prime p there exists an np ≥ 0 such that p
np ∈ HCFp .
Proof. We show the existence of polynomials ζ = ζi yielding p
l ∈ HCFp for all l≫ 0.
Consider the polynomial (1−y)im+1 ∈ Fp[x, y], with Newton polytope containing
all the integral points (0, 0), . . . , (0, im + 1) and vanishing to order im + 1 at t0. If
α = 0, the polynomial (1−y)mi+1 is supported in ∆ ′ and yields 1 ∈ HCFp , and hence
pl ∈ HCFp for all l ≥ np. Hence, we can now assume α > 0 for both families and
additionally β > 0 for the first family, by symmetry. Thus, with exception of its
constant term, the polynomial ((1− y)im+1)p
l
is supported in the triangle pl∆ ′.
To show the result we will prove that for l ≫ 0 there exists another polynomial
F such that it vanishes to order pl(im + 1) at t0 and is supported in p
l∆ ′, except for
its constant term which has a nonzero coefficient. Then, multiplying F by a scalar if
necessary, ζ = ((1−y)im+1)p
l
+F is supported in pl∆ ′ and vanishes to order pl(im+1)
at t0. Further, we construct the polynomial F so that its Newton polytope does not
include the top vertex of pl∆ ′. Since the top vertex lies in the Newton polytope of
((1 − y)im+1)p
l
, it follows that ζ does not vanish at the T -fixed point corresponding
to the top vertex. Since C passes through that point, then ζ cannot vanish on C and
hence definesD such that C ∩D = ∅.
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∆ ′′
∆ ′
∆
(m, 1)
(0,m + 1)
(A) First family.
∆ ′′
∆ ′
∆
(m, 1)
(0, 2m + 1)
(B) Second family.
FIGURE 4. The triangles ∆, ∆ ′ and ∆ ′′ form = 4. The triangle labelled
∆ is a translate of the actual ∆. The lattice points shown are the mono-
mials in the support of xyξm.
Consider the triangle ∆ ′′ as shown in Figure 4. Its right edge lies on the line
through the origin. This triangle corresponds to the class of a Weil divisor H ′′ in X∆.
Since ∆ ′ is (a translated copy of) the Minkowski sum ∆ + ∆ ′′, we get H ′ = H + H ′′
in N1(X∆).
We look for the polynomial F in the form F = (xyξm)
pl(1 + g), with g supported
in the triangle pl∆ ′′. Such F is supported in ∆ ′, except its nonzero constant term.
The polynomial F vanishes to order pl(im+ 1) at t0 if 1+g vanishes to order p
l((i−
1)m+ 1) at t0. In other words, we are looking for a polynomial g whose restriction
to the pl((i− 1)m + 1)-st order infinitesimal neighborhood of t0 coincides with the
function−1 on that neighborhood. The existence of such a g follows if we can prove
more generally that for any function on the infinitesimal neighborhood there exists
a gwhose restriction to the neighborhood agrees with the given function. Thus, we
want surjectivity of the morphism
H0(OX∆(p
lH ′′))→ H0(OX∆(plH ′′)/Ipl((i−1)m+1)t0 ).
Let us denote the right hand space by H0(Opl((i−1)m+1)t0). Then the morphism fits
into the long exact sequence
0 H0(OX∆(p
lH ′′)⊗ I
pl((i−1)m+1)
t0
) H0(OX∆(p
lH ′′)) H0(Opl((i−1)m+1)t0)
H1(OX∆(p
lH ′′)⊗ I
pl((i−1)m+1)
t0
) 0.
14 JAVIER GONZA´LEZ ANAYA, JOSE´ LUIS GONZA´LEZ AND KALLE KARU
To guarantee the existence of g it is enough to show thatH1(OX∆(p
lH ′′)⊗I
pl((i−1)m+1)
t0
) =
0 for l≫ 0. By Proposition 3.2 this translates to showing thatH1(OX(p
l(H ′′−nE))) =
0, where n = (i − 1)m + 1. We claim that H ′′ − nE is ample on X. Indeed, from
[D0] = [C] +H
′′ − nEwe get
(H ′′ − nE) · C = (D0 − C) · C = −C · C > 0,
(H ′′ − nE) · E = n > 0.
Thus, by Kleiman’s criterionH ′′−nE is ample. It follows that its higher cohomology
groups vanish for big enough multiples, in particular H1(OX(p
l(H ′′ − nE))) = 0 for
all l≫ 0. 
We will now prove the main theorem. We start by dealing with the values of α
and β for which X is claimed to be a MDS.
When α = 0 then the polynomial ζ = (1 − y)mi+1 is supported in ∆ ′ and yields
1 ∈ HCk. Indeed, the polynomial ζ defines a curve D in X that lies in class [D0], and
clearly C is not a component of D, hence C andD are disjoint.
The case β = 0 for the first family follows from the case α = 0 by symmetry.
In the remaining cases claimed to be MDS, we prove 1 ∈ HCk by constructing a
polynomial ζ supported in ∆ ′ and having the top vertex of ∆ ′ in its support. In this
way, the curve D does not pass through the corresponding T -fixed point, while the
curve C does pass through the same point. This implies that C is not a component
of D and hence C and D are disjoint.
Let now α ≤ 1
m+2
and 0 < β ≤ 1
m+2
in the first family. In this case the point (−1, 0)
lies in ∆ ′ (see Figure 3 (A)). Now ζ = yξm+1 is supported in ∆
′ and gives 1 ∈ HCk.
Let β = 0 and α > 0 in the second family. Now in Figure 3 (B) all lattice points
on the dashed left edge lie in the solid triangle ∆ ′. The polynomials (1−y)2m+1 and
x−m+1yξm+1ξm are supported in ∆
′, except their nonzero constant terms. A linear
combination of these two polynomials definesD, giving 1 ∈ HCk.
In the remaining cases we need to prove that X is not a MDS. We assume that
α, β > 0 and β > 1
m+2
in the first family. By Proposition 4.6 and Lemma 5.2, it
suffices to prove that m /∈ HCk (the same proof works to show that m − 1 /∈ HCk).
We will assume that m > 1 and leave it to the reader to check that 1 /∈ HCK in the
casem = 1.
Assume by contradiction thatm ∈ HCk, given by a polynomial ζ that defines the
curve D in class [mD0]. The idea of the proof is as follows. The polytopem∆
′ is not
the convex hull of its lattice points. We may thus decrease the size ofm∆ ′ so that it
still supports ζ. In fact, we will construct a new triangle ∆˜ satisfying:
(a) The polynomial 1− y defines a negative curve C˜ in X˜ = Blt0 X∆˜.
(b) The polynomial ζ defines a curve D˜ in X˜ such that C˜ · D˜ < 0.
These properties give a contradiction to the existence of ζ as follow. Since C˜ is a
negative curve in X˜ that intersects D˜ negatively, it follows that C˜ is a component of
D˜, in other words, 1−y divides ζ. This implies that the left vertex ofm∆ ′ cannot lie
in the support of ζ, henceD passes through the T -fixed point corresponding to that
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β = 1
m+2
β = 0
Q
(m2,m)
(0,m2 +m)
FIGURE 5. Triangle ∆˜ form = 3 in the first family.
vertex. However, C also passes through that point, hence C and D intersect, giving
a contradiction.
Consider first the triangle ∆0 (recall that this is the triangle ∆ with α = β = 0).
We modify the slope of its left edge and ask how large does this slope have to be so
that 1 − y defines a negative curve in the blowup of the resulting toric variety. If ∆
is the new triangle then the correct condition is that the height of ∆ is greater than
its width. Here the height is measured vertically from the top vertex to the bottom
edge and width is measured horizontally from the left vertex to the right vertex. A
simple calculation shows that the slope needs to be greater thanm + 1 + 1
m
for the
first family and 2+ 1
m(m+1)
for the second family.
Let us now construct the triangles ∆˜. We start with the trianglem∆ ′. At first step
we change the lower edge so that we are in the case α = 0. This step makes the
triangle larger, hence the new triangle still supports ζ. In the second step we pivot
the left edge of the triangle about the top vertex. We make the slope as steep as
possible so that the triangle still supports ζ and call the resulting triangle ∆˜. (See
Figures 5 and 6.) Let us consider the two families separately.
(1) In the first family the assumption β > 1
m+2
implies that the left edge has
slope greater thanm + 1. If the slope is exactlym + 1 then the lattice points
that lie on the left edge are
Pi = (0,m
2 +m) − i(1,m+ 1), i = 0, 1, . . . ,m.
Here P0 is the top vertex of the trianglem∆
′ and Pm = (−m, 0) is the lowest
point on the left edge. Indeed, this follows from the fact that the left vertex
ofm∆ ′ with α = 0 and β = 1
m+2
has coordinates
−
(
m +
m
m2 +m − 1
, 1+
1
m2 +m− 1
)
.
16 JAVIER GONZA´LEZ ANAYA, JOSE´ LUIS GONZA´LEZ AND KALLE KARU
(m2,m)
(0, (2m + 1)m)
Q
FIGURE 6. Triangle ∆˜ form = 2 in the second family.
When we pivot the edge then the first lattice point inm∆ ′ that the edge hits
is
Q = Pm − (0, 1) = −(m, 1).
If we let the left edge go through the top vertex and the point Q then it has
slope equal to m + 1 + 1
m
. However, the point Q is not in the support of ζ
because it lies on the lower edge of m∆ ′ when α = 0. Since we assumed
α > 0, we can pivot the left edge a bit more to make its slope greater than
m+ 1+ 1
m
. Then 1− y defines a negative curve in X˜.
(2) In the second family we start with the left edge having slope 2 and again
pivot it about the top vertex of the triangle. When the slope is equal to 2,
then the lattice points on the left edge are
Pi = (0, (2m+ 1)m) − i(1, 2), i = 0, 1, . . . ,m
2 +m,
where P0 is the top vertex of the triangle m∆
′ and Pm2+m = −(m
2 +m,m)
is the lowest lattice point on the edge. To see that Pm2+m really is the lowest
lattice point, note that the left vertex ofm∆ ′ with α = β = 0 has coordinates
−
(
m2 +m +
m
2m− 1
,m+ 1+
1
2m− 1
)
.
When we pivot the edge then the first lattice point inm∆ ′ that the edge hits
is
Q = Pm2+m − (0, 1) = −(m
2 +m,m+ 1).
If we let the left edge go through the top vertex and the point Q then it has
slope equal to 2+ 1
m(m+1)
. However, again the pointQ is not in the support of
ζ because it lies on the lower edge of m∆ ′ when α = 0. Thus, we can pivot
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the left edge a bit more to make its slope greater than 2+ 1
m(m+1)
. Then 1− y
defines a negative curve in X˜.
With ∆˜ defined, let us now check that C˜ · D˜ < 0. Since ζ is supported in ∆˜, it
defines the curve D˜ with class
[D˜] = pi∗H˜−m(im+ 1)E,
where H˜ is the class in Cl(X∆˜) corresponding to the triangle ∆˜. The curve C˜ has class
[C˜] =
1
h
H˜− E,
where h is the height of ∆˜, measured vertically from the top vertex. The intersection
number is now
C˜ · D˜ =
1
h
H˜2 −m(im + 1) =
wh
h
−m(im+ 1),
where w is the horizontal width of ∆˜. Thus, we need to prove that w < m(im + 1).
However, we have
w < h = m(im+ 1).
This finishes the proof of the main theorem.
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