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Abstract
Magnetohydrodynamics (MHD) is the physics branch that studies electrically conduct-
ing fluids under external magnetic fields. This thesis deals with the numerical approx-
imation using stabilized finite element methods of two different formulations to model
incompressible MHD, namely the resistive and inductionless MHD problems. Further,
the linear systems of equations resulting from the application of these discrete formula-
tions to simulate real cases are typically ill-conditioned and can have as many as 106-109
degrees of freedom. An efficient and scalable solver strategy is mandatory in these cases.
On one hand, a new stabilized finite element formulation for the approximation of
the resistive magnetohydrodynamics equations has been proposed. The novelty of this
formulation with respect to existing ones is that it always converges to the physical so-
lution, even when it is singular, which has been proved through a detailed stability and
convergence analysis of the formulation. Moreover, it is inferred from the convergence
analysis that a particular type of meshes with a macro-element structure is needed,
which can be easily obtained after a straight modification of any original mesh. Finally,
different operator splitting schemes have been proposed for solving the transient incom-
pressible resistive MHD system that are unconditionally stable. Two levels of splitting
have been considered. On the first level, the segregation of the Lagrange multipliers, the
fluid pressure and the magnetic pseudo-pressure, from the vectorial fields computation is
achieved. On the second level, the fluid velocity and induction fields are also decoupled.
This way, the fully coupled indefinite multiphysics system is transformed into smaller
uncoupled one-physics problems.
On the other hand, a stabilized formulation to solve the inductionless magnetohy-
drodynamic problem using the finite element method is presented. The inductionless
MHD problem models the flow of an electrically charged fluid under the influence of an
external magnetic field where the magnetic field induced in the fluid by the currents is
negligible with respect to the external one. This system of partial differential equations
is strongly coupled and highly nonlinear for real cases of interest. Therefore, solving the
multiphysics linear systems of equations resulting from the discretization of these equa-
tions with finite element methods is a very challenging task which requires efficient and
scalable preconditioners. A new family of recursive block LU preconditioners has been
designed to improve the convergence of iterative solvers for this problem. These precon-
ditioners are obtained after splitting the fully coupled matrix into one-physics problems
for every variable (velocity, pressure, current density and electric potential) that can be
optimally solved, e.g. using preconditioned domain decomposition algorithms. Further-
more, these ideas have been extended for developing recursive block LU preconditioners
for the thermally coupled inductionless MHD problem.
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Resum
La magnetohidrodina`mica (MHD) e´s la branca de la F´ısica que estudia el moviment
de fluids ele`ctricament conductors que es troben sotmesos a camps magne`tics externs.
Aquesta tesi tracta de l’aproximacio´ nume`rica amb me`todes d’element finits estabilitzats
de dues formulacions per modelar el problema de la MHD incompressible, com so´n la
MHD resistiva i la MHD sense induccio´. A me´s a me´s, els sistemes lineals d’equacions que
resulten de l’aplicacio´ d’aquestes formulacions discretes per a simular casos reals solen
ser mal condicionats i poden arribar a comprendre entre 106-109 graus de llibertat. La
ressolucio´ d’aquests sistemes lineals d’equacions necessita obligato`riament una estrate`gia
eficient i escalable.
Per una banda, s’ha proposat una nova formulacio´ estabilitzada d’elements finits per
a l’aproximacio´ de les equacions de la MHD resistiva. La novetat d’aquesta formulacio´
resideix en el fet que sempre convergeix a la solucio´ f´ısica del problema, fins i tot quan e´s
singular, cosa que s’ha demostrat a trave´s de les ana`lisis d’estabilitat i converge`ncia del
me`tode. A me´s, l’ana`lisi de converge`ncia mostra la necessitat de fer servir un tipus par-
ticular de malles amb una estructura de macro-element, que es poden obtenir fa`cilment
a partir de qualsevol malla original. Finalment, s’han proposat diferents esquemes de
segregacio´ incondicionalment estables per a resoldre el problema de la MHD resistiva
transito`ria. S’han considerat dos nivells de segregacio´. El primer nivell permet la segre-
gacio´ dels multiplicadors de Lagrange, la pressio´ i la pseudo-pressio´ magne`tica, del ca`lcul
dels camps vectorials. En el segon nivell, es desacobla el ca`lcul dels camps vectorials, la
velocitat i l’induccio´ magne`tica. D’aquesta manera, el sistema de multif´ısica totalment
acoblat es transforma en problemes d’una f´ısica desacoblats i me´s petits.
D’altra banda, tambe´ s’ha presentat una formulacio´ estabilitzada per al problema
de la MHD sense induccio´. Aquest problema permet modelar el flux d’un fluid carregat
ele`ctricament sota l’efecte d’un camp magne`tic extern on el camp magne`tic indu¨ıt al fluid
pels corrents e´s negligible respecte del camp magne`tic extern. Aquest sistema d’equacions
e´s fortament acoblat i altament no lineal. Llavors, resoldre els sistemes d’equacions lineals
que resulten de la discretitzacio´ amb me`todes d’elements finits d’aquestes equacions e´s un
gran repte que necessita precondicionadors eficients i escalables. S’ha desenvolupat una
nova famı´lia de precondicionadors LU per blocs recursius per millorar la converge`ncia dels
me`todes iteratius per a resoldre aquest problema. Aquests precondicionadors permeten
la segregacio´ de la matriu totalment acoblada en problemes d’una f´ısica per a cada una de
les variables del problema (velocitat, pressio´, densitat de corrent i potencial ele`ctric) que
es poden resoldre de forma o`ptima, per exemple, fent servir algorismes de descomposicio´
de domini precondicionats. A me´s a me´s, aquestes idees s’han exte`s per a desenvolupar
precondicionadors LU per blocs recursius per al problema de la MHD sense induccio´
amb acoblament te`rmic.
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Chapter 1
Introduction
Magnetohydrodynamics (MHD) is the physics branch that studies the motion of elec-
trically conducting fluids under external magnetic fields. This field models a very wide
range of examples, from natural processes such as geophysics or astrophysics to industrial
applications like MHD pumps, steel casting processes or crystal growth devices. Further-
more, in recent years the interest in numerical tools to solve this problem has increased
significantly because of nuclear fusion. It is considered to be a safe energy source but an
efficient industrial generation depends on the development of the associated technology.
The physical phenomena that take place in fusion reactors are extremely complex. They
comprise several areas from physics, such as fluid mechanics, electromagnetics, thermal
radiation or plasma physics.
This work aims to develop numerical algorithms based on the finite element method
to solve the MHD equations. There exist mainly three modelling approaches to solve
a MHD problem depending on the level of complexity. First, we can use asymptotic
analyses for high Hartmann numbers. These models are restricted to steady flows and
are not accurate. Increasing the complexity, we can apply the inductionless hypothesis,
which states that the magnetic field induced by the fluid motion is negligible compared
to the external magnetic field. This assumption can be used when the magnetic Reynolds
number is very low. The third option is to solve the resistive MHD system, coupling the
Navier-Stokes equations from fluid mechanics and Maxwell’s equations from electromag-
netism where the problem is assumed to be quasi-static, i.e., the so-called displacement
currents are neglected.
This thesis is organized as follows. In Chapter 2, a stabilized finite element for-
mulation to solve the resistive MHD system is presented. This system consists of the
Navier-Stokes equations from fluid mechanics coupled with Maxwell’s equations from
electromagnetism. This set of equations can be applied to model general MHD problems,
even when the magnetic field induced by the moving fluid is not negligible compared to
the externally applied magnetic field. The main feature of the proposed formulation re-
sides in the fact that it always converges to the physical solution of the problem, even
if it is non-smooth (singular). This is achieved because the stabilized formulation is able
to mimic the correct functional setting of the continuous system of equations.
The stability and convergence analysis of the stabilized formulation for the resistive
MHD problem is presented in detail in Chapter 3. The analysis proves the convergence
to nonsmooth solutions. Moreover, the need of a particular type of meshes with a macro-
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element structure appears from the mentioned convergence analysis. This macro-element
structure can be easily obtained from any original mesh in both 2D and 3D cases.
The solution of the linear system of equations arising from applying the stabilized
FE formulations to solve engineering or physics problems is a very challenging task. One
of the most used techniques in fluid mechanics and by extension in the MHD community
consists of operator splitting schemes, also known as fractional step methods. These
algorithms aim to uncouple the computation of the several physical variables in order to
solve smaller and easier linear systems. In Chapter 4, different splitting procedures for
the transient incompressible resistive MHD equations are proposed. The key feature of
the developed algorithms is a two-level splitting. On one level, the pressure and magnetic
pseudo-pressure are segregated from the vectorial fields computation. On the second level,
the velocity and magnetic induction fields are also decoupled. This way, the solution of
the fully coupled problem is reduced to solve four one-physics problems where each one
of the physical variables are computed uncoupled from the others.
Chapter 5 deals with the numerical approximation of the inductionless MHD prob-
lem. As previously stated, the inductionless hypothesis can be applied to the general
MHD system when the magnetic field induced by the currents in the fluid is negligible
with respect to the external magnetic field. This set of equations can be used to model
several industrial processes, such as test blanket modules (TBMs) in nuclear fusion re-
actors. TBMs will be one of the key components of ITER (International Termonuclear
Experimental Reactor), that should demonstrate the scientific reliability of fusion (see
www.iter.org for more details). Each of these breeding blankets is designed in a modular
shape performing a triple function: 1) heat power extraction from the plasma, 2) tritium
generation (breeding) and 3) shielding of the magnets from neutron and gamma radi-
ation. The breeding material used is the eutectic lead-lithium liquid metal. In normal
regimes, this liquid metal flow can be modeled by the inductionless MHD equations.
The aim to design effective TBMs and the lack of experimental data has increased the
demand of numerical methods for this system of equations.
Chapter 6 is devoted to develop new recursive block LU preconditioners for the so-
lution of the thermally coupled incompressible inductionless MHD problem. The appli-
cation of segregation methods to divide the fully-coupled system of equations into one-
physics problems for every variable introduces a splitting error in the solution. Therefore,
there exist other approaches to solve the multi-physics monolithic problem to avoid them,
based on preconditioned Krylov iterative solvers, such as CG or GMRES. The key ingre-
dient resides in using an efficient and scalable preconditioner to improve the condition
number of the system matrix and therefore, increase the convergence rate of the iterative
solver. A very interesting family of preconditioners for multi-physics problems are block
LU precondtioners, which allow to introduce the same ideas from splitting algorithms
at the preconditioner level. This way, the only solvers that appear when applying the
preconditioner inverse consist of one-physics solvers for every physical variable. How-
ever, it is very important to note that the iterative solver is applied to the fully-coupled
monolithic system of equations and therefore, no splitting error is introduced in the
solution.
This thesis is closed in Chapter 7 with some conclusions. Furthermore, we summarize
some possible future lines of research.
Chapters from 2 to 6 are self contained even if this implies the repetition of some
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information. This is due to the fact that each one of these chapters is based on the
following scientific papers:
• Chapter 2: On an unconditionally convergent stabilized finite element approxi-
mation of resistive magnetohydrodynamics. S. Badia, R. Codina and R. Planas.
Journal of Computational Physics, 234:399-416, 2013.
• Chapter 3: Analysis of an unconditionally convergent stabilized finite element for-
mulation for incompressible magnetohydrodynamics. S. Badia, R. Codina and R.
Planas. Submitted, 2013.
• Chapter 4: Unconditionally stable operator splitting algorithms for the incompress-
ible magnetohydrodynamics system discretized by a stabilized finite element for-
mulation based on projections. S. Badia, R. Planas and J.V. Gutie´rrez-Santacreu.
International Journal for Numerical Methods in Engineering, 93:302-328, 2013.
• Chapter 5: Approximation of the inductionless MHD problem using a stabilized fi-
nite element method. R. Planas, S. Badia and R. Codina. Journal of Computational
Physics, 230:2977-2996, 2011.
• Chapter 6: Block recursive LU preconditioners for the thermally coupled incom-
pressible inductionless MHD problem. S. Badia, A. F. Mart´ın and R. Planas. Sub-
mitted, 2013.
Chapter 2
Resistive MHD problem
In this chapter, a new stabilized finite element formulation for the approximation of the
resistive magnetohydrodynamics equations is proposed. The novelty of this formulation
is the fact that it always converges to the physical solution, even for singular ones.
A detailed set of numerical experiments have been performed in order to validate our
approach.
2.1 Introduction
2.1.1 State-of-the-art
In this work, we propose a novel numerical formulation for the approximation of the in-
compressible visco-resistive magnetohydrodynamics (MHD) system that models incom-
pressible viscous and electrically conducting fluids under the influence of electromagnetic
fields (see [61]). Examples of such fluids include liquid metals and plasmas. The numer-
ical approximation of the associated set of partial differential equations (PDEs) is of
paramount importance in fusion energy, since it allows us to model liquid metal cooling
and He-Tr extraction systems in fusion reactors (the so-called breeding blankets) as well
as the plasma confinement in the core [89].
Many conforming numerical approximations to this problem have been proposed
so far. There are different equivalent formulations of the continuous magnetic sub-
problem, namely saddle-point and (weighted) exact penalty formulations (see [111]
and [4, 56, 58, 77, 78] respectively). The first one leads to a double-saddle-point for-
mulation for the MHD system. A Galerkin finite element (FE) approximation of the
resulting problem has been proposed and analyzed by Scho¨tzau in [111]. It is well-known
that saddle-point formulations require to choose particular mixed FE spaces satisfying
discrete versions of the so-called inf-sup conditions (see e.g. [34]). It complicates the im-
plementation issues, e.g. the database structure, the computation of the coupling terms
and the graphs needed for the compressed storage of the system matrix (see Section
2.1.2). Instead, a weighted exact penalty formulation has been used in [77]. This for-
mulation allows to simplify the aforementioned implementation issues but introduces a
new complication, the definition of the weight function (see [58]); it requires an a priori
knowledge of the exact solution –where the singularities are placed– and the final ex-
pressions are hard to integrate accurately using numerical integration. Since the resistive
16
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MHD system loses coercivity as the Reynolds and magnetic Reynolds numbers increase,
i.e. convection-type terms become dominant, a mixed FE formulation of the problem is
unstable unless the mesh size is sufficientely refined, which is impractical.
Alternative formulations have been proposed for a regularized version of the system,
based on an exact penalty formulation.1 Under some assumptions on the computational
domain Ω, the magnetic field is smoother than for the original problem (see e.g. [73]). An
inf-sup stable Galerkin FE formulation for the flow sub-problem and the regularized exact
penalty formulation for the magnetic sub-problem has been proposed in [76], whereas a
stabilized FE version of this formulation can be found in [72].
Non-conforming approximations of discontinuous Galerkin type have been designed
in [81]. These methods have good numerical properties, but the increase in CPU cost
–degrees of freedom– of these formulations (with respect to conforming formulations) is
severe for realistic large-scale applications.
2.1.2 Motivation of the work
The multi-physics nature of the MHD system, and the fact that both sub-problems have a
saddle-point structure (before modifications), makes the numerical approximation of this
PDE system a challenging task. Further, the extremely complex nature of the phenomena
that can be modeled [40, 41], requires the development of low-storage algorithms that
allow an easy-to-optimize implementation suitable for massive parallelization.
A straightforward Galerkin FE approximation of the original problem would require
very specific FE spaces for the different unknowns in order to satisfy the corresponding
inf-sup conditions, e.g. the MINI element could be used for the fluid sub-problem whereas
weakly-solenoidal Ne´de´lec bases are needed for the magnetic sub-problem [99, 100].
Clearly, this approach introduces implementational complications in comparison to a
straightforward equal interpolation of all the vectorial components and scalar unknowns,
e.g. database structures or integration of coupling terms. More important, for nunk un-
knowns,2 we require (in general) (nunk)
2 graphs to define the sparse structures of the
(nunk)
2 block matrices. The optimization of a Galerkin-type MHD implementation is a
formidable task. For these reasons, the use of stabilized FE formulations that allow equal
interpolation for all the unknowns becomes a very appealing discretization technique for
multi-physics applications (see [14]). This way, with only one graph –the mesh-graph–
we are able to define the sparse structure of the matrix.
However, implementational issues are not the only (or even the main) justification
to use stabilized formulations instead of mixed ones. The additional stabilization terms
not only avoid the fulfillment of the inf-sup conditions but add streamline-diffusion to
reduce oscillations in dominant convection flows [35].3 Furthermore, the introduction
of stabilization terms changes the nature of the problem, and subsequently the system
1All these methods must be used with caution, since they converge to spurious solutions when the
exact magnetic field is not smooth.
2The MHD system at hand involves fluid velocity and pressure as well as magnetic field for the
penalty formulation (nunk = 3) and an additional magnetic pseudo-pressure for the double-saddle-point
structure (nunk = 4). Herein we use the concept of magnetic pseudo-pressure to denote the Lagrange
multiplier that is introduced to enforce the solenoidal constraint on the magnetic field. Do not confuse
it with the classical notion of magnetic pressure in MHD (see [61]).
3Most of the applications of interest are in this regime.
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matrix. Whereas the system matrix obtained by using mixed FEs is indefinite, with
null diagonal-blocks, the one from the stabilized FE formulation is positive definite. It
simplifies the numerical linear algebra strategy to solve the final linear system in an
efficient (optimal) way (see [112] for a detailed discussion).
With regard to parallelization, the possibility to work with the mesh-graph only
simplifies the required graph-partitioning needed in domain decomposition approaches
[118]. Further, the ease in the definition of effective preconditioners also helps to attain
algorithmic scalability [112].
Some stabilized FE formulations have been proposed so far for resistive MHD [23,24,
53,54,72,73,112]. These formulations share the benefits listed above but they are based
on the regular functional setting of the problem, and so, restricted to smooth or convex
domains (see [58]). They are accurate for regular magnetic solutions but tend to spurious
(unphysical) solutions otherwise (see Section 2.3 for further discussion). The objective
of this work is to propose a novel stabilized FE formulation that always converges to the
exact (physical) solution.
More specifically, the objective of this work is to design and analyze a numerical FE
formulation of the MHD problem with the following features:
• always converges to the physical solution, even when it is a singular solution,
• allows equal Lagrangian interpolation of every component of the vectorial fields as
well as the scalar fields,4
• allows for arbitrary-order interpolation,
• introduces effective numerical stability in convection-dominated regimes,
• does not require any a priori information of the solution, i.e. it is a fully automatic
approach,
always keeping optimal a priori error estimates for smooth solutions.
The outline of this chapter is the following. First, the MHD problem of interest is
stated in Section 2.2. Some existing FE discretizations (in space) are detailed in Section
2.3 as well as some notation. The linearization and time integration of the resulting
problem is presented in Section 2.4. Section 2.5 is devoted to the formulation we propose.
A complete set of numerical experiments that validate the formulation are presented in
Section 2.6. We finish the chapter by drawing some conclusions in Section 2.7.
2.2 Problem statement
2.2.1 The strong form
The incompressible visco-resistive MHD system of partial differential equations consists
of the Navier-Stokes equations coupled to the (simplified) Maxwell equations via the
4This feature implies that only one graph is enough for the definition of the sparse structure of the
system matrix.
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Lorentz force. It reads as follows: find a velocity field u(x, t), a (dynamic) pressure
p˜(x, t) and an induced magnetic field b(x, t) such that
ρ∂tu + ρu · ∇u− µf∆u +∇p˜− 1
µm
(∇× b)× b = fu, (2.1a)
∇ · u = 0, (2.1b)
∂tb +
1
µm
∇× ( 1
σ
∇× b)−∇× (u× b) = fb, (2.1c)
∇ · b = 0, (2.1d)
in (x, t) ∈ Ω× (0, T ), where ∂t stands for the partial time derivative (dt will be used for
the total one), Ω ⊂ Rd is the spatial open bounded domain filled by the fluid (assumed
polyhedral in the finite element approximation), d being the space dimension, and (0, T )
is the time interval of interest. fu and fb are the forcing terms, fb being solenoidal. With
regard to the physical parameters that describe the fluid, ρ is its density, µf the fluid
viscosity, µm the magnetic permeability and σ the electric conductivity. In this work, we
consider all physical properties constant. These equations must be supplemented with
appropriate boundary and initial conditions. The initial conditions are:
u(x, 0) = u0(x), b(x, 0) = b0(x),
where b0 must be solenoidal. This restriction can be weakened for u0, but it introduces
a singularity at t = 0 (see [117]).
We can easily check that this system is over-constrained, since no Lagrange mul-
tiplier has been used to enforce the null-divergence restriction over the magnetic field
b. However, the problem has at least one solution; taking the divergence of (2.1c), we
obtain ∂t(∇ · b) = 0. This fact, together with the solenoidal initial condition, amounts
to say that (2.1d) is satisfied at all times. Unfortunately, this procedure cannot be used
for the discretized system when Lagrangian finite elements are used. In this case, it is
more suitable to explicitly enforce (2.1d) via a Lagrange multiplier, the magnetic pseudo-
pressure r(x, t). Let us introduce the following augmented formulation of (2.1), re-scaled
in a more suitable way for the subsequent exposition:
∂tu + u · ∇u− ν∆u +∇p− (∇× b)× %b = fu, (2.2a)
∇ · u = 0, (2.2b)
%∂tb + λ∇× (∇× b) +∇r −∇× (u× %b) = fb, (2.2c)
∇ · b = 0, (2.2d)
where ν := µfρ
−1, % := (ρµm)−1 and λ := (ρµ2mσ)
−1; p := ρ−1p˜ is the kinematic pressure.
fu and fb have been re-defined accordingly.
In order to introduce the boundary conditions, let us consider two disjoint partitions
of the domain boundary Γ ≡ ∂Ω:
Γ = Γf,e ∪ Γf,n, Γ = Γm,e ∪ Γm,n,
where the first subscript denotes the subproblem (f for fluid and m for magnetic) and
the second one the type of boundary condition (e for essential and n for natural). Then,
the fluid sub-problem is supplemented with the standard boundary conditions:
u = uΓ on Γf,e, −pn + νn · ∇u = σn,Γ on Γf,n,
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where uΓ(x, t) and σn,Γ(x, t) are the trace and normal stress prescribed; n(x) denotes the
normal vector on Γ pointing outwards from Ω. With regard to the magnetic sub-problem,
we consider the set of ideal boundary conditions:
n× b = n× bΓ, r = 0 on Γm,e, n · b = n · bΓ, n× (∇× b) = JΓ on Γm,n,
where n · bΓ and n× bΓ are the normal and tangential traces to be prescribed; clearly,
JΓ · n must vanish.
2.2.2 The weak form
Notation
Let us introduce some notation to set up the weak form of the problem. As usual, Sobolev
spaces of functions whose derivatives of order up to m belong to L2(Ω) are denoted by
Hm(Ω); H10 (Ω) is the subspace of H
1(Ω) of functions vanishing on ∂Ω. The space of
vector functions with components in L2(Ω) and with divergence also in L2(Ω) is denoted
H(div; Ω); if the components are L2(Ω) and the curl is in L2(Ω)d the space is denoted
H(curl; Ω). H(div 0; Ω) is the subspace of L2(Ω)d of divergence free vector functions.
The inner product of f, g ∈ L2(Ω) is represented as (f, g), whereas 〈f, g〉 is used
to denote the integral
∫
Ω
fg whenever it makes sense; this in particular applies for the
duality between H10 (Ω) and its topological dual H
−1(Ω). The same notation is used for
both scalar and vector valued functions.
Given a normed functional space X, its norm is written as ‖ · ‖X , with the abbrevi-
ations ‖ · ‖L2(Ω) ≡ ‖ · ‖, ‖ · ‖Hm(Ω) ≡ ‖ · ‖m, ‖ · ‖H−1(Ω) ≡ ‖ · ‖−1, ‖ · ‖H(curl;Ω) ≡ ‖ · ‖curl.
Functions defined on the time interval (0, T ) whose X-norm is in L2(0, T ) are denoted by
L2(0, T ;X), whereas distributions in (0, T ) whose X-norm is bounded are represented
by D′(0, T ;X).
Finally, the symbol . is used to denote ≤ up to positive constants.
A double saddle-point formulation
Let us consider the functional setting in which the system of equations (2.2) is well-posed.
For the sake of clarity, we will consider homogeneous essential boundary conditions; in
any case, the extension to the most general case is standard. We introduce the vectorial
functional spaces:
V = {v ∈ H1(Ω)d such that v = 0 on Γ},
C = {c ∈ H(curl; Ω) such that n× c = 0 on Γ}, (2.3)
for the velocity and magnetic field functions, respectively. Further, the space for fluid
pressures is Q ≡ L20(Ω) and the one for magnetic pseudo-pressures S ≡ H10 (Ω). Now,
we can state the transient MHD problem at hand in its weak form as follows: find
u ∈ L2(0, T ;V ), b ∈ L2(0, T ;C), p ∈ D′(0, T ;Q) and r ∈ D′(0, T ;S) such that
dt(u,v) + 〈u · ∇u,v〉+ (ν∇u,∇v)− (p,∇ · v)− 〈(∇× b)× %b,v〉 = 〈fu,v〉, (2.4a)
(q,∇ · u) = 0, (2.4b)
dt (%b, c) + (λ∇× b,∇× c)− 〈∇× (u× %b), c〉+ (∇r, c) = 〈fb, c〉, (2.4c)
− (∇s,b) = 0, (2.4d)
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for any (v, c, q, s) ∈ (V ,C, Q, S) almost everywhere (a.e.) in (0, T ). Let us show that
r ≡ 0 in (2.4). Taking c = ∇r (which clearly belongs to C) in (2.4c), and using the fact
that ∇×∇r = 0 and ∇ · fb = 0 a.e. in Ω, we obtain ‖∇r‖ = 0. Since r vanishes on ∂Ω,
it implies r ≡ 0 a.e. in Ω by virtue of Poincare´’s inequality. We refer to [78, Propositions
3.4 and 3.5] for the completion of the proof.
Let us re-write system (2.4) in compact manner as:
M((u,b), (v, c))+A((u,b, p, r), (v, c, q, s)) = 〈fu,v〉+〈fb, c〉,∀(v, c, q, s) ∈ V ×C×Q×S,
where the formM(·) includes all the time derivative terms and A(·) the rest of left-hand
side terms.
The problem is well-posed under the assumption of small data, due to the inf-sup
conditions
inf
q∈Q
sup
v∈V
(q,∇ · v)
‖q‖‖v‖1 ≥ βf > 0, infs∈S supc∈C
(∇s, c)
‖s‖1‖c‖H(curl;Ω) ≥ βm > 0, (2.5)
that are known to be true at the continuous level, as well as the Poincare´-Friedrichs
inequalities
‖v‖1 ≤ CP,1‖∇v‖ for v ∈ H10 (Ω)d,
‖c‖H(curl;Ω) ≤ CP,2‖∇ × c‖ for c ∈ C ∩H(div 0; Ω) (2.6)
(see [97, Corollary 3.51]). We refer to [106,111] for a mathematical discussion about the
well-posedness of this problem.
A (weighted) exact penalty formulation for the magnetic sub-problem
As we will discuss later on, the numerical approximation of saddle-point PDEs is com-
plicated. So, we can consider an alternative formulation for the magnetic sub-problem,
in which Eqs. (2.4c)-(2.4d) are replaced by
dt (%b, c) + (λ∇× b,∇× c)− 〈∇× (u× %b), c〉+ λ (∇ · b,∇ · c) = 〈fb, c〉. (2.7)
We can easily check that systems (2.4) and (2.4a)-(2.4b)-(2.7) are equivalent (see [57,78]).
This way, the only inf-sup condition that is needed in order for the problem to be well-
posed is the one related to the fluid sub-problem. This formulation can be understood
as an exact penalty strategy. Some numerical approximations of the MHD system have
considered this statement of the problem [72, 76]. Let us remark that in this work, for
the reasons commented below, the numerical methods that are proposed approximate
the double-saddle point formulation (2.4).
2.3 Some finite element approximations
In this section, we show some of the different alternatives proposed so far for the numer-
ical approximation of the resistive MHD system (2.1) using finite element techniques.
In some cases, the references that are provided considered the stationary version of the
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Fluid sub-problem Magnetic sub-problem (regularized) Magnetic sub-problem (orig.)
Inf-sup
stable
Exact
penalty
Stabilized
method
Inf-sup
stable
Weighted
penalty
Stabilized
method
Inf-sup
stable
Gunzburger
et
al., [76]
Scho¨tzau,
[111]
Hasler et
al., [77]
Stabilized
method
Gerbeau,
[72]
Codina
et
al., [54]
This
work
Table 2.1: References for different combinations of fluid and magnetic techniques for the
MHD problem. For the magnetic sub-problem, we have distinguished among the methods
that use the original functional setting and the ones that use the regularized setting (not
suitable for singular solutions).
problem, but it does not affect the forthcoming discussion. First, we list FE approxima-
tions that are based on the different continuous formulations of the MHD problem. We
can distinguish among the approximations that are suitable for singular solutions of the
magnetic field, i.e. they are posed in the original functional setting H(curl; Ω)×H1(Ω),
and those that use the regularized formulation, only suitable for convex or smooth enough
domains. In this case b ∈ H1(Ω)d. Table 2.1 shows different combinations of fluid and
magnetic sub-problem numerical approximations. We distinguish among methods able
to capture singular magnetic solutions and regularized ones. Further, we indicate the ref-
erences in which every combination has been proposed. All those methods are explained
below.
Let us start with formulations suitable for singular magnetic solutions. Since the
problem at hand couples two saddle-point sub-problems, a Galerkin FE approximation
should satisfy a discrete version of the two inf-sup conditions (2.5) above. In order to
do this, we rely on the well-established mixed FE theory (see e.g. [34]). Since the two
inf-sup conditions are different, stable approximations for the (u, p) pair differ from those
stable for the magnetic pair (b, r). E.g. the fluid sub-problem could be solved by using
the MINI element, whereas the magnetic problem should be approximated by a Ne´de´lec
FE space (see [99,100]). The use of inf-sup stable elements for every sub-problem is the
strategy used in [111]. From a theoretical point of view, this is a satisfactory approach,
because the final MHD solver is able to approximate singular solutions, with b 6∈ H1(Ω)d.
However, this approach is not appealing from a practical point of view, as commented
in Section 2.1.2.
A way to simplify the numerical approximation consists in the use of an exact penalty
formulation for the magnetic field. Under the following assumption over the domain:
The domain Ω is convex or its boundary is C1,1 (A1)
we can prove that the magnetic field does belong to H1(Ω)d (see [73]). This approach was
proposed in [76] in the Galerkin case. In [72], a stabilized FE formulation for the fluid
sub-problem as well as a Galerkin FE discretization of the exact penalty formulation for
the magnetic sub-problem are proposed. The method allows one-graph implementation,
arbitrary-order Lagrangian interpolations for all the unknowns (velocity, pressure and
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magnetic field), and stabilizes convection. However, the straightforward exact penalty
formulation only provides magnetic fields in H1(Ω)d [13, 57]. Further, H1(Ω)d is a strict
closed subspace of H(curl; Ω) ∩ H(div; Ω) and so, H1-conforming approximations do
not have an approximability property (see e.g. [68]). As a result, the formulations based
on the exact penalty lead to spurious numerical solutions in general. The formulation
proposed in [54] uses a regularized double saddle-point formulation of the problem at
hand, in order to explicitly enforce the free-divergence constraint over the magnetic field.
Stabilized FE discretizations of both the fluid and magnetic sub-problem are considered.
It shares the same benefits and limitations of the previous approach. From the conceptual
point of view, the formulation is motivated from the variational multiscale framework
(see [83,84]) and the stabilization parameters are carefully designed from the convergence
analysis. Both aspects are shared by the formulation we propose in Section 2.5.
In order to solve this situation, less control over b is required, e.g. with a weighting
in the penalty term. Costabel and Dauge proposed in [58] to replace the penalty term
in (2.7) by a weighted one (in the frame of the electrostatic Maxwell problem) of the
form (ωλ∇ · b,∇ · c) where ω(x) is the weight function, that can only be effectively
defined knowing a priori the location of the singularities (see [57]). It has been proved
in [57] that a proper choice of this weighting allows one to capture singular solutions.
The weighted exact penalty together with an inf-sup stable Galerkin approximation of
the fluid problem has been proposed in [77] for the MHD problem (2.1).
2.4 Time discretization and linearization
All the developments in this work are for the spatial discretization of the MHD system
(2.4). The stabilized FE formulation we propose can be applied to any time integration
scheme. In particular, we can consider θ-methods for the time discretization. After spatial
discretization, our time-continuous formulation can be written as a differential-algebraic
equation:
x˙(t) = A(x(t),y(t), t), 0 = C(x(t),y(t), t),
where x(t) ∈ Rn, y(t) ∈ Rm, A : Rn+m → Rn and C : Rn+m → Rm. Using the definitions
x˙n+1 =
xn+1 − xn
δt
, xn+θ = θxn+1 + (1− θ)xn,
(analogously for yn+θ), the time discretization of this problem with the θ-method simply
reads as:
x˙n+1 = A(xn+θ,yn+θ, tn+θ), 0 = C(xn+θ,yn+θ, tn+θ), for θ ∈ (0, 1].
We consider the following time-discretization of (2.2):
u˙n+1 + uˆn · ∇un+θ − ν∆un+θ +∇pn+θ − (∇× bn+θ)× %bˆn = fu, (2.8a)
∇ · un+θ = 0, (2.8b)
%b˙n+1 + λ∇× (∇× bn+θ) +∇rn+θ −∇× (un+θ × %bˆn) = fb, (2.8c)
∇ · bn+θ = 0, (2.8d)
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where uˆn and bˆn can be either time extrapolations to approximate un+θ and bn+θ,
respectively, or previous iterates within a nonlinear iteration strategy to compute the
unknowns at time level n + 1. In the first case, we may choose uˆn = un, bˆn = bn if
θ 6= 1/2 (first order schemes) or uˆn = 2un − un−1, bˆn = 2bn − bn−1 if θ = 1/2 (second
order scheme). In the second case, the linearization can be considered of Picard’s type. In
fact, it can be easily checked that this is the only fixed-point linearization of the problem
that leads to an absolutely stable algorithm in time (see [54]). Segregated time-marching
schemes that decouple the sub-problems are conditionally stable and not suitable when
the coupling is important. For the sake of conciseness, we will consider uˆn = un, bˆn = bn
in the following.
2.5 A stabilized FE formulation suitable for singular
magnetic solutions
Let us present now the spatial discretization we propose. Let Th = {K} be a FE par-
tition of the domain Ω. For simplicity we assume Ω polyhedral and Th quasi-uniform,
of diameter h. Summation over all the element domains K is denoted as
∑
K . Finite
element spaces and FE functions are identified with the subscript h. Only conforming
approximations are considered, i.e., the FE spaces where the unknowns are sought are
V h ⊂ V , Ch ⊂ C, Qh ⊂ Q and Sh ⊂ S. In particular, in the applications we will be
interested in the use of C0 Lagrangian finite element interpolations of an arbitrary order
for all the unknowns. Given two functions f and g piecewise polynomial on each K ∈ Th,
we define (f, g)h :=
∑
K
∫
K
f g and ‖f‖h := (f, f)1/2h .
Since we assume Th quasi-uniform, the following inverse inequality holds:
‖∇vh‖L2(K) ≤ Cinv
h
‖vh‖L2(K), K ∈ Th, (2.9)
for a positive constant Cinv and for all piecewise polynomial functions vh.
We consider a residual-based stabilized FE formulation for the MHD problem. This
type of formulation does not change the statement of the continuous problem but mod-
ifies the way the discretization is performed. Instead of considering only those terms
that come from a Galerkin discretization, this type of formulation includes additional
terms, that are always proportional to some residual, and so, consistent. In order for
this approach to be effective, the new terms must provide stability over the Lagrange
multiplier-type unknowns, in order to avoid the fulfillment of discrete inf-sup conditions,
as well as convection stability (see e.g. [50]). These methods can be motivated as mul-
tiscale methods in which the sub-grid component of the solution is properly modeled.
Different closures for the sub-grid component have been proposed so far; we can distin-
guish among standard variational multiscale formulations (also called algebraic sub-grid
scales) and orthogonal sub-grid scales, enforced to be orthogonal to the FE functions in
L2 sense. Analogously, we can distinguish among standard quasi-static formulations, in
which the time derivative of the sub-grid component is neglected, and dynamic closures;
in this last case, the model for the sub-grid scale is an ordinary differential equation
(see [53]). It is not the aim of this work to motivate the stabilized FE formulation we
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propose. The heuristic motivation of these methods can be found in any of the refer-
ences above. Since we are presenting a novel formulation, we have considered the most
standard type of formulation, an algebraic quasi-static closure. 5
In order to obtain a numerical algorithm suitable for singular solutions and avoiding
the need to define weighting functions that require information about the placement of
singularities, we stick to the double saddle-point formulation (2.4).
This way, using the approach indicated above, the stabilized FE formulation we
propose is stated in Algorithm 2.1.
Let us stress the key features of our formulation, that allow us to design an uncondi-
tionally convergent stabilized method with the interesting properties listed above. The
stabilization terms in the Navier-Stokes equations are standard, as well as the definition
of the corresponding stabilization parameters τ1 and τ2, apart from the coupling with the
magnetic field; see [54] for a detailed justification. With regard to the magnetic equation,
we have split its residual into two parts Rb,1 and Rb,2; these two terms are still residuals,
since r = 0. Further, we have included the solenoidal constraint residual Rr. Now, we are
in position to pre-multiply these three residuals with different stabilization parameters:
τ3, τ4 and τ5 respectively. On one hand, τ4 ∼ O(1) in order to have H1-stability over rh.
On the other hand, τ3 ∼ O(h2), in order for (∇×∇× ch, τ3∇×∇× bh)h to have sense
for bh ∈ H(curl; Ω) only; we refer to Chapter 3 for the complete numerical analysis
of the method. Even though it is not so obvious, we have to pick τ5 ∼ O(h2) in order
to have full stability of bh in H(curl; Ω). We refer to [13] for a detailed justification of
this fact via the numerical analysis for the Maxwell operator.6 Note that the stabiliza-
tion parameters in Algorithm 2.1, τi (i = 1, ..., 5), depend on algorithmic constants cj
(j = 1, ..., 7) as well as on a length scale L0, and the asymptotic behavior just described
assumes that these are fixed. This is common to all stabilized finite element methods,
and thus it is not our purpose to discuss how to choose the constants. Results may be
sensitive to their value for a fixed mesh, but the asymtotic behavior of the numerical
formulation is independent of it, provided they are O(1). We indicate in the numerical
examples how the constants have been taken.
At this point, let us comment the main difference among the proposed formulation
(Algorithm 2.1) and the one in [54]. In this reference, the residual was not split, i.e. the
gradient of the magnetic pseudo-pressure was included in the residual for b and τ3 = τ4.
Even though this might seem the most natural option, the convergence analysis leads
to the need to take the stabilization parameters as τ3 = τ4 ∼ O(h2) and τ5 ∼ O(1). So,
the stabilized formulation in [54] mimics the regularized functional setting and cannot
5Roughly speaking, the type of formulation we propose reads as follows. Given a PDE (in strong
form) that reads as L(x) = f , where L is the differential operator, and with weak form a(x, y) = (f, y),
after the corresponding integration-by-parts and the definition of suitable functional spaces, the Galerkin
formulation consists of replacing infinite-dimensional spaces by finite-dimensional ones, keeping the form
of the problem, i.e. a(xh, yh) = (f, yh). The stabilized formulation we consider would replace this discrete
problem by
a(xh, yh)−
∑
K∈Th
∫
K
L(xh)τL∗(yh) = (f, yh)−
∑
K∈Th
∫
K
fτL∗(yh),
where τ(x) is the stabilization parameter, whose expression can be motivated using Fourier analysis [49]
or inferred from the numerical analysis [53] and Chapter 5.
6τ5 ∼ O(1) would provide bh ∈ H1(Ω)d (see [13]) and so, it would not converge to singular solutions.
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Algorithm 2.1: Final algorithm
Given unh and b
n
h at the previous time step value, find u
n+1
h ∈ V h, bn+1h ∈ Ch,
pn+1h ∈ Qh and rn+1h ∈ Sh such that
(u˙n+1h ,vh) +
〈
(unh · ∇)un+θh ,vh
〉
+ ν(∇un+θh ,∇vh)− (pn+θh ,∇ · vh)
−
〈
(∇× bn+θh )× %bnh,vh
〉
+
〈
unh · ∇vh + ν∆vh, τn1 Ru(unh,bnh;un+θh ,bn+θh , pn+θh )
〉
h
+
〈
∇ · vh, τn2 Rp(un+θh )
〉
h
−
〈
∇× (vh × %bnh), τn3 Rb,1(bnh;un+θh ,bn+θh )
〉
h
=
〈
fn+1u ,vh
〉
,
(qh,∇ · un+θh ) +
〈
∇qh, τn1 Ru(unh,bnh;un+θh ,bn+θh , pn+θh )
〉
h
= 0,
(%b˙n,k+1h , ch) + (λ∇× bn+θh ,∇× ch)− (∇× (un+θh × %bnh), ch)
+(∇rn+θ, ch)−
〈
(∇× ch)× %bn, τn1 Ru(unh,bnh;un+θh ,bn+θh , pn+θh )
〉
h
−
〈
λ∇× (∇× ch), τn3 Rn+θb,1 (bnh;un+θh ,bn+θh )
〉
h
+
〈∇ · ch, τn5 Rr(bn+θ)〉h = 〈fn+θb , ch〉 ,
−(∇sh,bn+θh ) +
〈
∇sh, τn4 Rb,2(rn+θh )
〉
h
= 0,
where the residuals are:
Ru(a,d;uh,bh, ph) := u˙h + a · ∇uh − ν∆uh +∇ph − (∇× bh)× %d− fu,
Rp(uh) := ∇ · uh,
Rb,1(d;uh,bh) := %b˙h + λ∇× (∇× bh)−∇× (uh × %d)− fb,
Rb,2(rh) := ∇rh,
Rr(bh) := ∇ · bh.
The stabilization parameters have the following expressions within each element K:
τm1 := (α
m)−1
(
1 + φ
m√
αmγ
)−1
, τ2 := c5
h2
τm1
, τ3 := γ
−1
(
1 + φ
m√
αmγ
)−1
,
τ4 := c6
L20
λ , τ5 := c7
h2λ
L20
,
with
αm := c1
‖umh ‖L∞(K)
h
+ c2
ν
h2
, φm := c3
%‖bmh ‖L∞(K)
h
, γ := c4
λ
h2
.
c1, . . . , c5 are algorithmic constants that must satisfy c1 >
2
C2inv
and c3 >
2
C2inv
and L0 is a
lengthscale of the problem.
capture singular solutions.
As commented above, in this work we have considered stabilization terms of the stan-
dard variational multiscale (VMS) type. Straightforwardly, we could consider Galerkin
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least-square (GLS) terms (that only differ in some signs with respect to VMS), orthogo-
nal sub-scale methods introducing the proper projections [49] or more involved dynamic
sub-grid closures [55]. In a subsequent work, we aim at exploiting these last approaches
in the frame of MHD turbulence.
Remark 2.1. In the numerical analysis of the stabilized FE formulation for the Maxwell
problem [13] and its extension to the full MHD system in Chapter 3, convergence to
singular solutions of the magnetic field b 6∈ H1(Ω)d is proved under one assumption
about the approximability of the Lagrangian FE spaces. In particular, this assumption
holds for meshes with a particular macro-element structure (see [13, Assumption 1 and
Corollary 5]). One type of macro-element that satisfies this condition is the Powell-Sabin
macro-element (see [114] and [36, Remark 4.1]). Further, in two dimensions, numerical
experiments show that both the Powell-Sabin and “crossbox” elements provide excellent
results. In the numerical experiments section, we extend this work to three-dimensions;
we have considered both the 3D Powell-Sabin element and a 3D extension of the crossbox
one; both choices exhibit excellent convergence properties. Finally, let us stress the fact
that this macro-element structure is only needed for singular solutions, that appear in
non-convex domains. For smooth solutions, with b ∈ H1(Ω)d, the convergence analysis
and approximability properties are easy to check and hold for any type of mesh. We refer
to [13] for a detailed discussion on this topic, in the framework of the Maxwell operator.
Further, in [12] we have observed that the method still converges to singular solutions for
general meshes with a significantly lower order of convergence.
2.6 Numerical experimentation
The numerical examples shown in the next subsections have been computed with some
common computational settings. First, linear C0 Lagrangian FEs have been used, both in
the 2D and 3D cases.7 The solution of the resulting linear systems of equations has been
obtained via a direct solver. The problem non-linearity has been solved through Picard
iterations until converging to a tolerance of 10−4. Finally, the constants that appear in
the definition of the stabilization parameters in Algorithm 2.1 have been chosen as:
c1 = c3 = 2, c2 = c4 = c7 = 4, and c5 = c6 = 1.
2.6.1 Convergence to singular solutions. Case 2D
The stabilization method presented in the previous chapter has been used to solve the
MHD problem in a nonconvex L-shaped domain. Due to the re-entrant corner present in
the domain, both the Stokes and the Maxwell operators have strong singularities at this
corner, where the origin of coordinates is taken. The non-smooth solution for the Stokes
7In this situation, all the system matrix blocks have the sparsity pattern defined by the mesh graph.
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operator is described in polar coordinates (r, θ) by
ux(x, y) =r
λ
(
(1 + λ) sin(θ)ψ(θ) + cos(θ)ψ
′
(θ)
)
,
uy(x, y) =r
λ
(
−(1 + λ) cos(θ)ψ(θ) + sin(θ)ψ′(θ)
)
,
p(x, y) =− r
λ−1
1− λ
(
(1 + λ)2ψ
′
(θ) + ψ
′′′
(θ)
)
,
where
ψ(θ) = sin((1 + λ)θ)
cos(λω)
1 + λ
− cos((1 + λ)θ)− sin((1− λ)θ)cos(λω)
1− λ + cos((1− λ)θ).
The value of the parameter λ is the smallest positive solution of
sin(λω) + λ sin(ω) = 0, where ω =
3pi
2
,
which is λ ∼ 0.54448373678246. Note that u = (ux, uy) is solenoidal and (u, p) ∈
H1+λ(Ω)2 ×Hλ(Ω).
The singular solution for the Maxwell operator is defined also in polar coordinates as
b(x, y) = ∇
(
r
2n
3 sin
(
2n
3
θ
))
, n ∈ N+.
Note that ∇ · b = 0 and ∇ × b = 0. The magnetic induction field b ∈ H 2n3 (Ω)2 and
therefore, b /∈ H1(Ω)2 for n = 1 only.
The computation has been done fully-coupled, solving the implicit scheme stated
in Algorithm 2.1 and using two different mesh structures suitable to approximate the
Maxwell operator singularity, namely the Powell-Sabin and the crossbox element. Figure
2.1 shows an example of the two different mesh structures.
Remark 2.2. Let us stress the fact that, since both crossbox and Powell-Sabin macro-
element meshes allow to converge to singular solutions, we can start with any triangle or
quadrilateral mesh, and after a simple processing of the mesh, solve the problem on the
modified mesh. Therefore, the previous macro-element topology can be attained for any
original mesh.
In both cases, the problem has been solved on several meshes with different mesh
sizes, from the coarsest one with h = 2−2 to the finest one with h = 2−7. Tables 2.2 and
2.3 contain the numerical error norms for the case of crossbox element meshes. In Table
2.2, we show the numerical errors for the velocity in the L2-norm and the H1-norm and
the error for the pressure in the L2-norm. In Table 2.3, we have listed the numerical
errors for the magnetic unknowns, that is, the error for the magnetic induction in the
L2-norm and the H(curl)-norm and the errors for the magnetic pseudo-pressure in both
the L2-norm and the H1-norm.
Furthermore, Figure 2.2 shows the convergence plots of the numerical errors presented
in Tables 2.2 and 2.3. It is clearly seen that the proposed method is able to converge to
the singular solutions when using meshes of crossbox elements.
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(a) Crossbox element (b) Powell-Sabin element
Figure 2.1: Mesh structures for the 2D case.
h ||eu|| ||∇eu|| ||ep||
2−2 8.49 ·10−2 ( - ) 1.30 ·100 ( - ) 1.69 ·100 ( - )
2−3 3.45 ·10−2 ( 1.30 ) 8.95 ·10−1 ( 0.54 ) 1.13 ·100 ( 0.58 )
2−4 1.45 ·10−2 ( 1.25 ) 6.16 ·10−1 ( 0.54 ) 7.66 ·10−1 ( 0.56 )
2−5 6.28 ·10−3 ( 1.21 ) 4.24 ·10−1 ( 0.54 ) 5.22 ·10−1 ( 0.55 )
2−6 2.79 ·10−3 ( 1.17 ) 2.91 ·10−1 ( 0.54 ) 3.57 ·10−1 ( 0.55 )
2−7 1.27 ·10−3 ( 1.14 ) 2.00 ·10−1 ( 0.54 ) 2.44 ·10−1 ( 0.55 )
Table 2.2: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Crossbox element in 2D.
Tables 2.4 and 2.5 display the numerical errors obtained when using meshes with a
Powell-Sabin macro-element structure to approximate the singular solutions. We show
in these tables the same error quantities as before, for the fluid and the magnetic sub-
problems respectively.
Figure 2.3 shows the convergence plots of the numerical errors presented in Tables
2.4 and 2.5. Similarly to the previous case, the proposed method with a Powell-Sabin
mesh is clearly suitable to approximate non-smooth solutions for both the Stokes and
the Maxwell operator.
2.6.2 Convergence to singular solutions. Extension to the 3D
case
The easiest problem with singular solutions in dimension three consists of the two-
dimensional solution for the x-y components and a constant in the third component.
In this case, the third component (z-axis) and its corresponding derivatives are null.
Therefore, the computational domain considered is the volume generated by the extru-
sion of the 2D L-shaped domain (x-y plane) in the z-axis, for a given thickness. Periodic
30 Chapter 2. Resistive MHD problem
h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 4.01 ·10−1 ( - ) 4.19 ·10−1 ( - ) 9.34 ·10−2 ( - ) 3.77 ·10−1 ( - )
2−3 2.67 ·10−1 ( 0.59 ) 2.12 ·10−1 ( 0.98 ) 5.21 ·10−2 ( 0.84 ) 2.83 ·10−1 ( 0.41 )
2−4 1.73 ·10−1 ( 0.63 ) 1.04 ·10−1 ( 1.03 ) 2.45 ·10−2 ( 1.09 ) 1.93 ·10−1 ( 0.55 )
2−5 1.10 ·10−1 ( 0.65 ) 4.94 ·10−2 ( 1.07 ) 1.06 ·10−2 ( 1.21 ) 1.26 ·10−1 ( 0.62 )
2−6 6.94 ·10−2 ( 0.66 ) 2.29 ·10−2 ( 1.11 ) 4.42 ·10−3 ( 1.26 ) 8.02 ·10−2 ( 0.65 )
2−7 4.38 ·10−2 ( 0.66 ) 1.05 ·10−2 ( 1.12 ) 1.80 ·10−3 ( 1.30 ) 5.07 ·10−2 ( 0.66 )
Table 2.3: Numerical errors for magnetic unknowns and rate of convergence in brackets.
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Figure 2.2: Convergence plots for the singular solutions in the 2D case. Crossbox element.
h ||eu|| ||∇eu|| ||ep||
2−2 1.15 ·10−1 ( - ) 1.35 ·100 ( - ) 2.00 ·100 ( - )
2−3 4.61 ·10−2 ( 1.32 ) 9.35 ·10−1 ( 0.53 ) 1.31 ·100 ( 0.61 )
2−4 1.89 ·10−2 ( 1.29 ) 6.45 ·10−1 ( 0.54 ) 8.79 ·10−1 ( 0.58 )
2−5 7.99 ·10−3 ( 1.24 ) 4.44 ·10−1 ( 0.54 ) 5.97 ·10−1 ( 0.56 )
2−6 3.49 ·10−3 ( 1.19 ) 3.05 ·10−1 ( 0.54 ) 4.07 ·10−1 ( 0.55 )
2−7 1.56 ·10−3 ( 1.16 ) 2.10 ·10−1 ( 0.54 ) 2.79 ·10−1 ( 0.54 )
Table 2.4: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Powell-Sabin element in 2D.
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h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 4.51 ·10−1 ( - ) 5.11 ·10−1 ( - ) 1.04 ·10−1 ( - ) 3.95 ·10−1 ( - )
2−3 3.04 ·10−1 ( 0.57 ) 2.61 ·10−1 ( 0.97 ) 6.24 ·10−2 ( 0.74 ) 3.09 ·10−1 ( 0.35 )
2−4 1.97 ·10−1 ( 0.63 ) 1.29 ·10−1 ( 1.02 ) 3.02 ·10−2 ( 1.05 ) 2.15 ·10−1 ( 0.52 )
2−5 1.26 ·10−1 ( 0.64 ) 6.19 ·10−2 ( 1.06 ) 1.33 ·10−2 ( 1.18 ) 1.41 ·10−1 ( 0.61 )
2−6 7.98 ·10−2 ( 0.66 ) 2.89 ·10−2 ( 1.10 ) 5.54 ·10−3 ( 1.26 ) 9.04 ·10−2 ( 0.64 )
2−7 5.03 ·10−2 ( 0.67 ) 1.33 ·10−2 ( 1.12 ) 2.26 ·10−3 ( 1.29 ) 5.70 ·10−2 ( 0.67 )
Table 2.5: Numerical errors for magnetic unknowns and rate of convergence in brackets.
Powell-Sabin element in 2D.
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Figure 2.3: Convergence plots for the singular solutions in the 2D case. Powell-Sabin
element.
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(a) Tetrahedron remeshing (b) Hexahedron remeshing
Figure 2.4: Remeshing structure suitable for interpolation of Maxwell singular solutions.
boundary conditions have been set in the planes x-y.
Analogously to the bi-dimensional case, the approximation of non-smooth solutions
of the Maxwell operator requires solving the problem on a proper modification of the
original mesh with a macro-element structure. In the three-dimensional case, the 3D
extensions of the bi-dimensional crossbox and the Powell-Sabin macro-elements displayed
in Figure 2.4 are suitable to converge to the singular solutions. On one hand, the Powell-
Sabin macro-element in 3D consists of the division of every tetrahedron of the original
mesh into 24 new tetrahedra [114]. Each tetrahedron face is decomposed into 6 parts as
the Powell-Sabin element in 2D. Each one of these parts forms a tetrahedron together
with the original tetrahedron centroid (see Figure 2.4(a)). In this way, 6 new tetrahedra
are obtained for each one of the original tetrahedron faces. On the other hand, the
extension to three dimensions of the crossbox element requires an original (possibly)
non-structured mesh of hexahedra. Each hexahedron face is divided into 4 triangles
as the crossbox element in 2D and then, 4 tetrahedra are obtained together with the
hexahedron centroid (see Figure 2.4(b)). Therefore, each original hexahedron is divided
into 24 new tetrahedra.
Remark 2.3. An equivalent remark to the bi-dimensional case can be made. In three
dimensions, we can use any tetrahedral or hexahedral mesh and easily process this mesh
in order to get one with the 3D crossbox or 3D Powell-Sabin macro-element structure.
The results obtained for different mesh-sizes using crossbox elements in 3D are dis-
played in Tables 2.6 and 2.7. The error norms calculated are the same as in the 2D cases.
It is clearly seen that, similarly to the 2D case, the numerical solution is able to converge
to singular (non-smooth) solutions. Figure 2.5 shows graphically the convergence plots
displaying the obtained slopes for every computed error norm.
The results obtained when using the Powell-Sabin elements in 3D instead of the
crossbox elements are shown in Tables 2.8 and 2.9. The error norms computed in this
case are the same as in the previous case with crossbox elements, and the behavior of
the numerical solution is the same. The results show clearly that the proposed method is
able to converge to singular solutions. Figure 2.6 displays the convergence plots showing
graphically the obtained results.
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h ||eu|| ||∇eu|| ||ep||
2−2 2.30 ·10−2 ( - ) 3.08 ·10−1 ( - ) 4.49 ·10−1 ( - )
2−3 9.04 ·10−3 ( 1.35 ) 2.06 ·10−1 ( 0.58 ) 3.19 ·10−1 ( 0.49 )
2−4 3.34 ·10−3 ( 1.44 ) 1.37 ·10−1 ( 0.59 ) 2.21 ·10−1 ( 0.53 )
2−5 1.19 ·10−3 ( 1.49 ) 8.99 ·10−2 ( 0.61 ) 1.52 ·10−1 ( 0.54 )
2−6 4.19 ·10−4 ( 1.51 ) 5.94 ·10−2 ( 0.60 ) 1.04 ·10−1 ( 0.55 )
Table 2.6: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Crossbox element in 3D.
h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.04 ·10−1 ( - ) 1.05 ·10−1 ( - ) 2.31 ·10−1 ( - ) 8.31 ·10−1 ( - )
2−3 7.05 ·10−2 ( 0.56 ) 5.06 ·10−2 ( 1.05 ) 1.68 ·10−1 ( 0.46 ) 7.38 ·10−1 ( 0.17 )
2−4 4.61 ·10−2 ( 0.61 ) 2.21 ·10−2 ( 1.20 ) 8.87 ·10−2 ( 0.92 ) 5.37 ·10−1 ( 0.46 )
2−5 2.95 ·10−2 ( 0.64 ) 9.24 ·10−3 ( 1.26 ) 4.07 ·10−2 ( 1.12 ) 3.61 ·10−1 ( 0.57 )
2−6 1.87 ·10−2 ( 0.66 ) 3.79 ·10−3 ( 1.29 ) 1.75 ·10−2 ( 1.22 ) 2.35 ·10−1 ( 0.62 )
Table 2.7: Numerical errors for magnetic unknowns and rate of convergence in brackets.
Crossbox element in 3D.
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Figure 2.5: Convergence plots for the singular solutions in the 3D case. Crossbox element.
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h ||eu|| ||∇eu|| ||ep||
2−2 4.18 ·10−2 ( - ) 4.41 ·10−1 ( - ) 5.71 ·10−1 ( - )
2−3 1.40 ·10−2 ( 1.58 ) 2.64 ·10−1 ( 0.74 ) 3.41 ·10−1 ( 0.74 )
2−4 4.51 ·10−3 ( 1.63 ) 1.59 ·10−1 ( 0.73 ) 2.24 ·10−1 ( 0.61 )
2−5 1.53 ·10−3 ( 1.56 ) 1.00 ·10−1 ( 0.67 ) 1.52 ·10−1 ( 0.56 )
2−6 5.53 ·10−4 ( 1.47 ) 6.63 ·10−2 ( 0.59 ) 1.03 ·10−1 ( 0.56 )
Table 2.8: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Powell-Sabin element in 3D.
h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.22 ·10−1 ( - ) 1.20 ·10−1 ( - ) 2.58 ·10−1 ( - ) 9.08 ·10−1 ( - )
2−3 8.60 ·10−2 ( 0.50 ) 6.17 ·10−2 ( 0.96 ) 2.02 ·10−1 ( 0.35 ) 8.65 ·10−1 ( 0.07 )
2−4 5.76 ·10−2 ( 0.58 ) 2.90 ·10−2 ( 1.09 ) 1.12 ·10−1 ( 0.85 ) 6.64 ·10−1 ( 0.38 )
2−5 3.75 ·10−2 ( 0.62 ) 1.28 ·10−2 ( 1.18 ) 5.28 ·10−2 ( 1.08 ) 4.60 ·10−1 ( 0.53 )
2−6 2.40 ·10−2 ( 0.64 ) 5.26 ·10−3 ( 1.28 ) 2.29 ·10−2 ( 1.21 ) 3.02 ·10−1 ( 0.61 )
Table 2.9: Numerical errors for magnetic unknowns and rate of convergence in brackets.
Powell-Sabin element in 3D.
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Figure 2.6: Convergence plots for the singular solutions in the 3D case. Powell-Sabin
element.
2.6. Numerical experimentation 35
2.6.3 Classical MHD problems with analytical solution. Sher-
cliff’s case
The stabilized finite element method proposed in this paper has also been tested to
simulate some classical problems of MHD, namely Shercliff’s [113] and Hunt’s [86] cases.
Shercliff’s problem consists of a fully developed flow in a squared-section channel where
both the Hartmann walls, perpendicular to the externally applied magnetic field, and the
side walls, parallel to the external magnetic field, are considered electrically insulating.
Considering that the external magnetic field, bext is applied in the y-direction and the
longitudinal axis of the channel is the z-direction, the fluid flows driven by an imposed
pressure gradient, with a velocity field where only the z-component is not null. This
problem has an analytical solution in the form of Fourier series, whose expression can
be found in [113] and Chapter 5.
The computational domain has been set as a channel slice of width 1/100 times the
section sides. The boundary conditions on the inflow and outflow sections have been
set as periodic conditions in order to enforce the condition of fully developed flow. The
pressure gradient that drives the flow has been set as an external hydrodynamic body
force, with value
dp
dz
=
KL3
ρν2Re
K =
Ha
1− 0.825Ha−1/2 − Ha−1 , Re =
UL
ν
,
where Ha and Re are the Hartmann 8 and Reynolds 9 numbers, respectively.
Finally, the boundary conditions on the walls, both the Hartmann and side walls, have
been set as non-slip conditions for the velocity, u = 0, and as the essential boundary
conditions for the magnetic unknowns because the walls are electrically insulating,
b× n = bext × n and r = 0. (2.10)
The physical properties of the problem, density, viscosity, electrical conductivity and
magnetic permeability have been set to one when solving this problem. Therefore, the
Hartmann number Ha corresponds to the norm of the externally applied magnetic field.
This problem has been solved on several meshes with different mesh sizes h in order to
study the convergence properties of the method. Two different cases have been simulated
depending on the Hartmann number, namely Ha = 10 and Ha = 100, in order to
8The Hartmann number is the ratio between electromagnetic and viscous forces. Its expression is:
Ha = BL
√
σ
ρν
,
where L is a characteristic length of the problem.
9The Reynolds number is the ratio between inertial and viscous forces in a fluid. It can be computed
from:
Re =
UL
ν
,
where L is a characteristic length and U is a characteristic velocity of the problem.
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h ||eu|| ||∇eu|| ||eb|| ||∇ × eb||
2−2 3.32 ·10−3 ( - ) 5.62 ·10−2 ( - ) 1.90 ·10−3 ( - ) 4.20 ·10−2 ( - )
2−3 1.25 ·10−3 ( 1.41 ) 3.19 ·10−2 ( 0.82 ) 5.01 ·10−4 ( 1.92 ) 2.13 ·10−2 ( 0.98 )
2−4 3.73 ·10−4 ( 1.74 ) 1.56 ·10−2 ( 1.03 ) 1.59 ·10−4 ( 1.66 ) 1.08 ·10−2 ( 0.98 )
2−5 9.72 ·10−5 ( 1.94 ) 6.88 ·10−3 ( 1.18 ) 6.13 ·10−5 ( 1.38 ) 5.43 ·10−3 ( 0.99 )
Table 2.10: Numerical errors and rate of convergence in brackets. Shercliff’s case with
Ha=10.
h∗ ||eu|| ||∇eu|| ||eb|| ||∇ × eb||
2−2 6.65 ·10−3 ( - ) 1.43 ·10−1 ( - ) 5.70 ·10−3 ( - ) 1.29 ·10−1 ( - )
2−3 2.40 ·10−3 ( 1.47 ) 1.37 ·10−1 ( 0.06 ) 2.06 ·10−3 ( 1.47 ) 1.26 ·10−1 ( 0.03 )
2−4 3.99 ·10−4 ( 2.59 ) 3.74 ·10−2 ( 1.87 ) 3.88 ·10−4 ( 2.41 ) 3.59 ·10−2 ( 1.81 )
2−5 1.66 ·10−5 ( 4.59 ) 2.00 ·10−3 ( 4.22 ) 7.13 ·10−5 ( 2.44 ) 2.07 ·10−3 ( 4.12 )
Table 2.11: Numerical errors and rate of convergence in brackets. Shercliff’s case with
Ha=100.
show that the method has optimal convergence properties independently of the coupling
between the hydrodynamic and the magnetic problems.
On one hand, Shercliff’s case has been solved for Ha = 10 and Reynolds number
Re = 10 on a series of uniformly structured meshes composed of linear tetrahedral
elements. The obtained results are shown in Table 2.10. The error norms computed
correspond to the L2-norm of the velocity error ||eu||, the velocity gradient error ||∇eu||,
the magnetic induction error ||eb|| and the curl of the magnetic induction error ||∇×eb||.
The number in brackets is the rate of convergence. The same results have been plotted in
Figure 2.7(a), where it can be clearly seen that the expected optimal order of convergence
is achieved.
The same problem has been solved for Ha = 100 and Re = 10. In this case, the
meshes used for the computations are also structured meshes of linear tetrahedra but
concentrating the elements near the walls to be able to capture the sharper boundary
layers that appear in this case. Therefore, the mesh size h∗ used in the convergence
study of this problem corresponds to the mesh size of a uniformly structured mesh with
the same number of degrees of freedom. Similarly to the previous case, the computed
error norms are displayed in Table 2.11. Figure 2.7(b) shows graphically the behavior of
the error norms with h∗. It is also very clear that the proposed method has very good
convergence properties in this case.
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Figure 2.7: Convergence plots of velocity and induction error norms for Shercliff’s case.
2.6.4 Classical MHD problems with analytical solution. Hunt’s
case
Hunt’s problem simulates a fully developed flow in a channel with square section under
an external magnetic field bext. In this case, the Hartmann walls are considered to be
perfectly conducting whereas the side walls are electrically insulating. Similarly to the
previous Shercliff’s case, this problem has an analytical solution in terms of Fourier
series, whose expression can be found in [86] and Chapter 5.
The computational domain where this problem has been solved is the same that
in Shercliff’s case, see Section 2.6.3. Similarly, the boundary conditions on the inflow
and outflow have been set to periodic conditions. In both the Hartmann walls and side
walls, the hydrodynamic boundary conditions have been set as the non-slip condition,
u = 0. The magnetic boundary conditions for the side walls are the essential boundary
conditions written in (2.10) because the walls are electrically insulating. However, the
Hartmann walls in this case are suposed to be perfectly conducting, which changes the
boundary conditions to be imposed. Therefore, the boundary conditions imposed in a
perfectly conducting wall are the natural conditions,
b · n = bext · n and n× (∇× b) = 0.
The computation of the pressure gradient that drives the flow differs slightly from Sher-
cliff’s case,
dp
dz
=
KL3
ρν2Re
, where K =
Ha
1− 0.95598Ha−1/2 − Ha−1 .
The Hartmann number Ha corresponds to the norm of the external magnetic field because
all the physical properties of the problem have been set to one. The proposed stabilized
finite element method has been used to solve Hunt’s problem for two different Hartmann
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h ||eu|| ||∇eu|| ||eb|| ||∇ × eb||
2−2 8.98 ·10−4 ( - ) 1.63 ·10−2 ( - ) 5.25 ·10−4 ( - ) 9.97 ·10−3 ( - )
2−3 2.55 ·10−4 ( 1.82 ) 8.53 ·10−3 ( 0.93 ) 1.38 ·10−4 ( 1.93 ) 4.84 ·10−3 ( 1.04 )
2−4 6.92 ·10−5 ( 1.88 ) 4.08 ·10−3 ( 1.06 ) 4.21 ·10−5 ( 1.71 ) 2.42 ·10−3 ( 1.00 )
2−5 1.87 ·10−5 ( 1.89 ) 1.81 ·10−3 ( 1.17 ) 1.40 ·10−5 ( 1.59 ) 1.21 ·10−3 ( 1.00 )
Table 2.12: Numerical errors and rate of convergence in brackets. Hunt’s case with
Ha=10.
h∗ ||eu|| ||∇eu|| ||eb|| ||∇ × eb||
2−2 1.34 ·10−3 ( - ) 2.82 ·10−2 ( - ) 1.19 ·10−3 ( - ) 2.33 ·10−2 ( - )
2−3 1.54 ·10−4 ( 3.12 ) 8.62 ·10−3 ( 1.71 ) 1.16 ·10−4 ( 3.36 ) 6.09 ·10−3 ( 1.94 )
2−4 1.17 ·10−5 ( 3.72 ) 1.18 ·10−3 ( 2.87 ) 1.32 ·10−5 ( 3.14 ) 1.41 ·10−3 ( 2.11 )
2−5 2.13 ·10−6 ( 2.46 ) 8.61 ·10−5 ( 3.78 ) 1.86 ·10−6 ( 2.83 ) 1.52 ·10−4 ( 3.21 )
Table 2.13: Numerical errors and rate of convergence in brackets. Hunt’s case with
Ha=100.
number, Ha = 10 and Ha = 100. In both cases, the Reynolds number has been set to
Re = 10. Again, each case has been solved with several meshes in order to be able to
compare the numerical behavior of the method with regard to its theoretical convergence
properties.
On one hand, the case with Ha = 10 and Re = 10 has been computed on a series
of uniformly structured meshes of linear tetrahedral elements. Table 2.12 shows the
same error norms as in the previous test, obtained for every mesh size h. The rate of
convergence between two consecutive meshes is shown in brackets. These results have
been displayed in Figure 2.8(a). It shows that the results obtained are in good agreement
with the theory.
On the other hand, Hunt’s problem with Ha = 100 and Re = 10 has been solved on
a collection of structured meshes of linear tetrahedral elements. However, the meshes in
this case are not uniformly structured, but with element concentration near the walls,
because the boundary layers are much thinner than in the previous case of Ha=10.
Table 2.13 shows the computed error norms for the same quantities that in the case of
Ha=10. Again, the mesh-size h∗ corresponds to the equivalent mesh-size h of a uniformly
structured mesh with the same number of degrees of freedom. In Figure 2.8(b), the
numerical results have been plotted. The same conclusion as in the previous results
applies here, that is, the numerical behavior of the proposed method is very good in
terms of convergence.
2.6.5 Clogging of nozzles in steel casting processes.
This numerical example serves two objectives. First, we aim at solving a convection-
dominated problem to check that the designed formulation has the expected behavior in
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Figure 2.8: Convergence plots of velocity and induction error norms for Hunt’s case.
this regime and second, we want to solve a real problem with technological applications.
The chosen problem is the clogging of nozzles in continuous casting of steel; see [54, 90]
for a more detailed description. In continuous steel casting processes, the metal flow from
the tundish to the mould is basically controlled by the tundish nozzle. Under particular
flow conditions, there appears a serious problem which is the clogging of the nozzles due
to the build-up of oxides. These build-ups can even block the flow through the nozzle.
One of the solutions to this problem is the use of electromagnetic forces that reduce
substantially the stagnation zone.
The L-shaped computational domain has been set as [0, 0.00795] × [0, 0.075] ∪
[0, 0.200]× [0.075, 0.525] due to the axial simmetry of the problem. This domain has been
meshed with 21305 linear triangular elements and 10981 nodes, concentrating them in the
nozzle zone. The hydrodynamic boundary conditions are a fixed velocity u = (0,−0.05)
at the inlet {y = 0.525}, a free surface condition at the outlet {y = 0}, symmetric condi-
tions ux = 0 at the symmetry axes {x = 0} and no-slip conditions u = (0, 0) elsewhere.
The boundary conditions for the magnetic unknowns have been set as symmetric condi-
tions bx = 0 at {x = 0}, and a fixed radial magnetic induction field bx = bext,x elsewhere.
Finally, the gravity g = (0,−9.81) is set as an external body force.
The physical properties of the problem have been taken as ρ = 7×103, ν = 2× 10−6,
σ = 106 and µm = 8 × 10−7. The flow parameters and the nozzle length lead to a
Reynolds number of Re ≈ 20000. The problem has been solved with two Hartmann
numbers (Ha = 1, 100) to study the flow behavior under weak and strong external
magnetic fields.
The obtained results are shown in Figure 2.9, where the velocity field streamlines in
the nozzle zone are plotted. Figure 2.9(a) shows the case with Ha = 1 where it is clearly
seen that the flow separates from the internal wall of the nozzle generating a stagnation
zone which produces the clogging. However, increasing the external magnetic field reduces
drastically this effect. Figure 2.9(b) shows the velocity streamlines for Ha = 100. In this
case, the flow becomes attached in the nozzle zone, reducing the recirculation zones and
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therefore eliminating the clogging of the nozzles.
(a) Ha=1 (b) Ha=100
Figure 2.9: Velocity streamlines in the nozzle zone.
2.7 Conclusions
A finite element approximation of the resistive MHD problem has been proposed in this
work. The formulation falls within the category of stabilized finite element methods and,
as such, is intended to avoid the need for using finite element approximations satisfying
the compatibility conditions of the continuous problem and dealing with ranges of the
physical parameters in which first order derivatives dominate second order ones.
Particular features of the formulation proposed are that it is of residual type, can
be based on the VMS framework and the stabilization parameters are designed from
the numerical analysis in [13] and Chapter 3, accounting for the coupling between the
fluid and magnetic sub-problems. However, the most salient feature is that it allows to
converge to singular solutions even when using a continuous Lagrangian approximation
for the magnetic induction field. To our knowledge, this is the first time this is achieved.
From the technical point of view, this possibility relies on the splitting of the residual of
the finite element equation for the magnetic induction into two parts, one consisting of
the gradient of the magnetic pseudo-pressure and the other the remaining terms. This
is possible because the magnetic pseudo-pressure is zero for the continuous problem.
The two resulting residuals are multiplied by stabilization parameters with different
asymptotic behavior, a key point to mimic the correct functional setting of the continuous
problem at the discrete level.
Support to assess the feasibility of our formulation arises from two facts. On the one
hand, its applicability to the full transient and nonlinear problem has been demonstrated
in a set of numerical experiments which have shown its excellent performance. On the
other hand, we have performed a complete numerical analysis of the linearized and
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stationary MHD problem in Chapter 3. In particular, optimal stability and convergence
results have been obtained.
Chapter 3
Analysis of the stabilized
formulation for the resistive MHD
problem
In this chapter, we analyze the stabilized finite element formulation for the approximation
of the resistive magnetohydrodynamics equations proposed in Chapter 2. The novelty of
this formulation with respect to existing ones is the fact that it always converges to the
physical solution, even when it is singular. We have performed a detailed stability and
convergence analysis of the formulation in a simplified setting. From the convergence
analysis, we infer that a particular type of meshes with a macro-element structure is
needed, which can be easily obtained after a straight modification of any original mesh.
Let us stress that, even though it consists of the numerical analysis of the formulation
presented in Chapter 2, this chapter is self-contained because it is based on the following
scientific paper:
• Analysis of an unconditionally convergent stabilized finite element formulation for
incompressible magnetohydrodynamics. S. Badia, R. Codina and R. Planas. Sub-
mitted, 2013.
3.1 Introduction
In this chapter, we analyze a numerical formulation for the approximation of the in-
compressible visco-resistive magnetohydrodynamics (MHD) system, which models in-
compressible viscous and electrically conducting fluids under electromagnetic fields
(see [61]). Many conforming numerical approximations to this problem have been pro-
posed so far. There are different equivalent formulations of the continuous magnetic
sub-problem, namely saddle-point and (weighted) exact penalty formulations (see [111]
and [4, 56, 58, 77, 78], respectively). The first one leads to a double-saddle-point for-
mulation for the MHD system. A Galerkin finite element (FE) approximation of the
resulting problem has been proposed and analyzed by Scho¨tzau in [111]. It is well-known
that saddle-point formulations require to choose particular mixed FE spaces satisfying
discrete versions of the so-called inf-sup conditions (see e.g. [34]). Instead, a weighted
exact penalty formulation has been used in [77]. This formulation allows to simplify
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implementation issues but introduces a new complication, the definition of the weight
function (see [58]). Alternative formulations have been proposed for a regularized version
of the system, based on an exact penalty formulation [76]. These methods must be used
with caution, since they converge to spurious solutions when the exact magnetic field is
not smooth. Non-conforming approximations of discontinuous Galerkin type have been
designed in [81]. They have good numerical properties, but the increase in CPU cost
–degrees of freedom– of these formulations (with respect to conforming formulations) is
severe for realistic large-scale applications. For the Maxwell equations alone, alternative
approximations based on nodal Lagrangian FEs can be found e.g. in [31,32,64]. We refer
to [6, 82] for the application of residual-free bubbles to MHD and [22] for a two-level
stabilization method with Scott-Vogelius FEs.
Since the resistive MHD system loses coercivity as the Reynolds and magnetic
Reynolds numbers increase, i.e. convection-type terms become dominant, the previous
formulations are unstable unless the mesh size is sufficientely refined, which is imprac-
tical. In order to treat this problem, as well as the previous ones, some stabilized FE
formulations have been proposed for resistive MHD in [23, 24, 53, 54, 72, 73, 112]. These
formulations are appealing in terms of implementation issues, since arbitrary order La-
grangian FE spaces can be used for all the unknowns and include convection-type stabi-
lization. However, these formulations are based on the regularized functional setting of
the problem, and so, restricted to smooth or convex domains (see [58]). They are accurate
for regular magnetic solutions but tend to spurious (unphysical) solutions otherwise. A
further improvement is the formulation in Chapters 2 and 4, which always converges to
the exact (physical) solution, even when it is singular. In this chapter, we carry out a
numerical analysis of this formulation in order to prove stability and unconditional con-
vergence in the correct norms while keeping optimal a priori error estimates for smooth
solutions.
The outline of this chapter is the following. First, the MHD problem of interest is
stated in Section 3.2. The stabilized FE formulation is introduced in Section 3.3. We
present a detailed stability and convergence analysis for the stationary and linearized
problem in Sections 3.4 and 3.5 respectively. The possible extension of these results to
nonlinear problem is analyzed in Section 3.6. Section 3.7 is devoted to the numerical
experiments. We finish the chapter by drawing some conclusions in Section 3.8.
3.2 Problem statement
3.2.1 The strong form
The incompressible visco-resistive MHD system of partial differential equations consists
of the Navier-Stokes equations coupled to the (simplified) Maxwell equations via the
Lorentz force. A linearized version of this system of equations reads as follows: find a
velocity field u(x, t), a (kinematic) pressure p(x, t), an induced magnetic field b(x, t) and
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a magnetic pseudo-pressure r(x, t) such that
a · ∇u− ν∆u +∇p− (∇× b)× d = fu, (3.1a)
∇ · u = gu, (3.1b)
λ∇× (∇× b) +∇r −∇× (u× d) = fb, (3.1c)
∇ · b = gb, (3.1d)
in (x, t) ∈ Ω, where Ω ⊂ Rd is the spatial open bounded domain filled by the fluid
(assumed polyhedral in the finite element approximation), d being the space dimension.
With regard to the physical parameters that describe the fluid, ρ is its density, µf the fluid
viscosity, µm the magnetic permeability and σ the electric conductivity. Further, ν :=
µfρ
−1 and λ := (ρµ2mσ)
−1. In this work, we consider all physical properties constant; we
refer to [12] for discontinuous physical coefficients for the electromagnetic problem. (a,d)
is the point around which the system has been linearized. In order to recover the nonlinear
case, (a,d) must be replaced by (u, %b), where % := (ρµm)
−1. Regularity conditions for
(a,d) are discussed later. fu and fb are the forcing terms, fb being solenoidal. Let us
remark the fact that we have introduced gb and gu. We are only interested in the case
when both functions are zero, but this generalization will allow us to re-use the following
stability results in the convergence analysis. These equations must be supplemented with
appropriate boundary conditions.
In order to introduce the boundary conditions, let us consider two disjoint partitions
of the domain boundary Γ ≡ ∂Ω:
Γ = Γf,e ∪ Γf,n, Γ = Γm,e ∪ Γm,n,
where the first subscript denotes the subproblem (f for fluid and m for magnetic) and
the second one the type of boundary condition (e for essential and n for natural). Then,
the fluid sub-problem is supplemented with the standard boundary conditions:
u = uΓ on Γf,e, −pn + νn · ∇u = σn,Γ on Γf,n,
where uΓ(x, t) and σn,Γ(x, t) are the trace and normal stress prescribed; n(x) denotes the
normal vector on Γ pointing outwards from Ω. With regard to the magnetic sub-problem,
we consider the set of ideal boundary conditions:
n× b = n× bΓ, r = 0 on Γm,e, n · b = n · bΓ, n× (∇× b) = JΓ on Γm,n,
where n · bΓ and n× bΓ are the normal and tangential traces to be prescribed; clearly,
JΓ · n must vanish.
Taking the divergence of (3.1c), we easily infer that r = 0. Unfortunately, this is not
true in general for the discretized system. For numerical purposes, it is more suitable to
explicitly enforce (3.1d) via a Lagrange multiplier, the magnetic pseudo-pressure r(x, t).
3.2.2 The weak form
Let us introduce some notation to set up the weak form of the problem. As usual, Sobolev
spaces of functions whose derivatives of order up to m belong to L2(Ω) are denoted by
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Hm(Ω); H10 (Ω) is the subspace of H
1(Ω) of functions vanishing on ∂Ω. The space of
vector functions with components in L2(Ω) and with divergence also in L2(Ω) is denoted
H(div; Ω); if the components are L2(Ω) and the curl is in L2(Ω)d the space is denoted
H(curl; Ω). H(div 0; Ω) is the subspace of L2(Ω)d of divergence free vector functions.
The inner product of f, g ∈ L2(Ω) is represented as (f, g), whereas 〈f, g〉 is used
to denote the integral
∫
Ω
fg whenever it makes sense; this in particular applies for the
duality between H10 (Ω) and its topological dual H
−1(Ω). The same notation is used
for both scalar and vector valued functions. Given a normed functional space X, its
norm is written as ‖ · ‖X , with the abbreviations ‖ · ‖L2(Ω) ≡ ‖ · ‖, ‖ · ‖Hm(Ω) ≡ ‖ · ‖m,
‖ · ‖H−1(Ω) ≡ ‖ · ‖−1, ‖ · ‖H(curl;Ω) ≡ ‖ · ‖curl. Finally, the symbol . is used to denote ≤
up to positive constants that do not depend on numerical or physical parameters.
Let us consider the functional setting in which the system of equations (3.1) is well-
posed. For the sake of clarity, we will consider homogeneous essential boundary condi-
tions; in any case, the extension to the most general case is standard. We introduce the
vectorial functional spaces:
V = {v ∈ H1(Ω)d such that v = 0 on Γ},
C = {c ∈ H(curl; Ω) such that n× c = 0 on Γ},
for the velocity and magnetic field functions, respectively. Further, the space for fluid
pressures is Q ≡ L20(Ω) and the one for magnetic pseudo-pressures S ≡ H10 (Ω). Now, we
can state the stationary MHD problem at hand in its weak form as follows: find u ∈ V ,
b ∈ C, p ∈ Q and r ∈ S such that
〈a · ∇u,v〉+ (ν∇u,∇v)− (p,∇ · v)− 〈(∇× b)× d,v〉 = 〈fu,v〉, (3.2a)
(q,∇ · u) = 〈gu, q〉, (3.2b)
(λ∇× b,∇× c)− 〈∇× (u× d), c〉+ (∇r, c) = 〈fb, c〉, (3.2c)
− (∇s,b) = 〈gb, s〉, (3.2d)
for any (v, c, q, s) ∈ V × C × Q × S. Let us show that r ≡ 0 in (3.2). Taking c = ∇r
(which clearly belongs to C) in (3.2c), and using the fact that ∇×∇r = 0 and ∇ · fb = 0
a.e. in Ω, we obtain ‖∇r‖ = 0. Since r vanishes on ∂Ω, it implies r ≡ 0 a.e. in Ω by virtue
of Poincare´’s inequality. We refer to [78, Propositions 3.4 and 3.5] for the completion of
the proof.
Let us re-write system (3.2) in compact manner as:
A((u,b, p, r), (v, c, q, s)) = F(v, c, q, s), ∀(v, c, q, s) ∈ V ×C ×Q× S.
with the obvious definition of the bilinear form A and the linear form F .
In the following, we consider infima and suprema with respect to functions in some
space different from the zero function. For the sake of brevity, we will omit the fact
that the zero function cannot be picked. Problem (3.2) is well-posed due to the inf-sup
conditions
inf
q∈Q
sup
v∈V
(q,∇ · v)
‖q‖‖v‖1 ≥ βf > 0, infs∈S supc∈C
(∇s, c)
‖s‖1‖c‖H(curl;Ω) ≥ βm > 0, (3.3)
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that are known to be true at the continuous level, as well as the Poincare´-Friedrichs
inequalities
‖v‖1 ≤ CP,1‖∇v‖ for v ∈ H10 (Ω)d,
‖c‖H(curl;Ω) ≤ CP,2‖∇ × c‖ for c ∈ C ∩H(div 0; Ω), (3.4)
e.g., see [97, Corollary 3.51].
From the standard theory of saddle-point problems, well-posedness of the MHD sys-
tem (3.2) is proved in the next theorem.
Theorem 3.1. The following inf-sup condition is satisfied,
inf
(u,b,p,r)∈V ×C×Q×S
sup
(v,c,q,s)∈V ×C×Q×S
A((u,b, p, r), (v, c, q, s))
‖(u,b, p, r)‖Gal × ‖(v, c, q, s)‖Gal ≥ β > 0. (3.5)
As a consequence, formulation (3.2) is well-posed.
Proof: We can easily check that A((u,b, 0, 0), (v, c, 0, 0)) is a bilinear, continuous
and coercive form when it is restricted to V ∩ H(div 0; Ω) × C ∩ H(div 0; Ω). It is a
direct consequence of the Poincare´-Friedrichs inequalities (3.4). This result, together
with the inf-sup conditions (3.3) are necessary and sufficient conditions for proving (3.5)
(see [68, Proposition 2.36]). We know from the theory of saddle-point problems that (3.2)
is well-posed if and only if condition (3.5) is satisfied (see [68, Theorem 2.34]). 
3.3 A stabilized FE formulation suitable for singular
magnetic solutions
Let us present now the spatial discretization we propose. Let Th = {K} be a FE par-
tition of the domain Ω. For simplicity we assume Ω polyhedral and Th quasi-uniform,
of diameter h. Summation over all the element domains K is denoted as
∑
K . Finite
element spaces and FE functions are identified with the subscript h. Only conforming
approximations are considered, i.e., the FE spaces where the unknowns are sought are
V h ⊂ V , Ch ⊂ C, Qh ⊂ Q and Sh ⊂ S. In particular, we will use C0 Lagrangian finite
element interpolations of an arbitrary order for all the unknowns. Given two functions
f and g piecewise polynomial on each K ∈ Th, we define (f, g)h :=
∑
K
∫
K
f g and
‖f‖h := (f, f)1/2h .
Since we assume Th quasi-uniform, the following inverse inequality holds:
‖∇vh‖L2(K) ≤ Cinv
h
‖vh‖L2(K), K ∈ Th, (3.6)
for a positive constant Cinv and for all piecewise polynomial functions vh.
We consider a residual-based stabilized FE formulation for the MHD problem. This
type of formulation does not change the statement of the continuous problem but mod-
ifies the way the discretization is performed. Instead of considering only those terms
that come from a Galerkin discretization, this type of formulation includes additional
terms, that are always proportional to some residual, and so, consistent. In order for
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this approach to be effective, the new terms must provide stability over the Lagrange
multiplier-type unknowns which allows one to circumvent discrete inf-sup conditions,
as well as convection stability (see e.g. [50]). In order to obtain a numerical algorithm
suitable for singular solutions and avoiding the need to define weighting functions that
require information about the placement of singularities, we stick to the double saddle-
point formulation (3.2). The resulting method has been stated in Algorithm 3.1; we refer
to Chapter 2 for a motivation of the method.
Algorithm 3.1: Stabilized FE formulation
Find (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh such that
Astab((uh,bh, ph, rh), (vh, ch, qh, sh)) = Fstab(vh, ch, qh, sh), (3.7)
for any (vh, ch, qh, sh) ∈ V h ×Ch ×Qh × Sh, where
Astab((uh,bh, ph, rh), (vh, ch, qh, sh)) =A((uh,bh, ph, rh), (vh, ch, qh, sh))
+ S((uh,bh, ph, rh), (vh, ch, qh, sh)),
with the stabilization terms
S((uh,bh, ph, rh), (vh, ch, qh, sh)) = (τ1(Xu(uh, ph,bh)− ν∆uh), Xu(vh, qh, ch) + ν∆vh)h
+ (τ2∇ · uh,∇ · vh)
+ (τ3(∇× (uh × d)− λ∇× (∇× bh)),∇× (vh × d) + λ∇× (∇× ch))h
+ (τ4∇rh,∇sh) + (τ5∇ · bh,∇ · ch),
and
Fstab(vh, ch, qh, sh) = F(vh, ch, qh, sh) + (τ1fu, Xu(vh, qh, ch) + ν∆vh)h + (τ2gu,∇ · vh)
− (τ3fb,∇× (vh × d) + λ∇× (∇× ch))h + (τ5gb,∇ · ch).
We use the notation Xu(vh, qh, ch) := a · ∇vh +∇qh − (∇× ch)× d. The stabilization
parameters have the following expressions within each element K:
τ1 := (α)
−1
(
1 + φ√αγ
)−1
, τ2 := c5
h2
τ1
, τ3 := γ
−1
(
1 + φ√αγ
)−1
,
τ4 := c6
L20
λ , τ5 := c7
h2λ
L20
,
with
α := c1
‖a‖L∞(Ω)
h
+ c2
ν
h2
, φ := c3
‖d‖L∞(Ω)
h
, γ := c4
λ
h2
.
c1, . . . , c5 are algorithmic constants that must satisfy c1 >
2
C2inv
and c3 >
2
C2inv
and L0 is a
length scale of the problem.
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We consider the following norms that will be used hereafter:
‖(v, c, q, s)‖Gal = ν 12‖v‖1 + λ 12‖c‖curl + 1
ν
1
2
‖q‖+ L0
λ
1
2
‖s‖1, (3.8a)
|(v, c, q, s)|stab = ‖τ
1
2
1 Xu(v, q, c)‖h + ‖τ
1
2
2 ∇ · v‖+ ‖τ
1
2
3 ∇× (v × d)‖
+ ‖τ
1
2
4 ∇s‖+ ‖τ
1
2
5 ∇ · c‖, (3.8b)
‖(v, c, q, s)‖stab,w = ν 12‖v‖1 + λ 12‖∇ × c‖+ |(v, c, q, s)|stab, (3.8c)
‖(v, c, q, s)‖stab,s = λ
1
2
L0
‖c‖+ 1
ν
1
2
‖q‖+ ‖(v, c, q, s)‖stab,w, (3.8d)
where L0 is a length scale of the problem (see [11] for a discussion about its meaning
and possible ways to choose it).
Norm (3.8a) is the continuous norm in which the problem is well-posed, and the
Galerkin norm when using stable mixed FEs. The extra stability due to the form S is
given by the semi-norm (3.8b). Norm (3.8c) is the one that adds the stability that comes
from the coercive terms in A to the one that comes from S. Finally, norm (3.8d) is the
sum of the weak stability norm ‖·‖stab,w terms and the additional terms that are present
in ‖·‖Gal. Obviously, ‖(v, c, q, s)‖Gal ≤ ‖(v, c, q, s)‖stab,s.
3.4 Stability analysis
In this section, we analyze the stability properties of the stabilized FE formulation in
Algorithm 3.1. First, we prove coercivity of the stabilized form Astab in the weak stabi-
lized norm. Next, we prove a weak inf-sup which includes ‖b‖ and ‖p‖ control. We attain
this result relying on the continuous inf-sup condition (3.5) proved in Theorem 3.1. We
absorb the length scale coefficients in the constants, since it clarifies the exposition.
Lemma 3.1. Forms Astab and A satisfy the following properties:
(i) Weak coercivity of Astab: Assuming that a ∈ H1(Ω)d and d ∈ H(curl; Ω), it holds
1
2
‖(uh,bh, ph, rh)‖2stab,w ≤ Astab((uh,bh, ph, rh), (uh,bh, ph, rh)),
for any (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh.
(ii) Weak inf-sup condition for A: Assuming that a ∈ H1(Ω)d and d ∈ Ld+(Ω)d, it
holds
‖(uh,bh, ph, rh)‖Gal − σ‖(uh,bh, ph, rh)‖stab,w
. sup
(vh,sh)∈V h×Sh
A((uh,bh, ph, rh), (vh,0, 0, sh))
‖(vh,0, 0, sh)‖Gal
for any (uh,bh, ph, rh) ∈ V h ×Ch ×Qh × Sh, where
σ = cσ
(
1 +
h
ν
1
2 τ
1
2
1
+
‖d‖Ld+(Ω)√
νλ
)
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for  ∈ (0, 3) arbitrary small and cσ a positive constant independent of physical and
numerical parameters.
Proof: Let us prove the first result. Using the equality (a + b)(a− b) = a2 − b2, it is
straightforward to check that
Astab((uh,bh, ph, rh), (uh,bh, ph, rh)) = ν‖∇uh‖2 + λ‖∇ × bh‖2 + |(uh,bh, ph, rh)|2stab
− ‖τ
1
2
1 ν∆uh‖2h − ‖τ
1
2
3 λ∇× (∇× bh)‖2h.
We have used the relation
∫
Ω
((∇ × b) × d) · u = − ∫
Ω
∇ × (u × d) · b that holds for
any b, d ∈ H(curl; Ω) and u ∈ H1(Ω)3. The last two terms can be bounded for FE
functions, by using the inverse inequality (3.6) elementwise:
‖τ
1
2
1 ν∆uh‖2h + ‖τ
1
2
3 λ∇× (∇× bh)‖2h ≤
1
2
(ν‖∇uh‖2 + λ‖∇ × bh‖2),
since τ1ν
h2
≤ 1
2
and τ3λ
h2
≤ 1
2
from the definition of the stabilization parameters. Full control
over uh in H
1(Ω)3 is consequence of Poincare´’s inequality. It proves the weak coercivity.
In order to prove the weak inf-sup condition, let us invoke the continuous inf-
sup condition (3.5) for the full MHD system, which can be stated as follows: for any
(uh,bh, ph, rh) ∈ V h×Ch×Qh× Sh there exists (v, c, q, s) ∈ V ×C ×Q× S with unit
Galerkin norm such that
‖(uh,bh, ph, rh)‖Gal ≤ A((uh,bh, ph, rh), (v, c, q, s)).
Now, we have that
A((uh,bh, ph, rh), (v, c, q, s)) =A((uh,bh, ph, rh), (εh(v), c, q, εh(s)))
+A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))), (3.9)
where εh(v) := v−pih(v) and pih(v) is a continuous FE interpolant inH1(Ω) of a function v
(scalar or vector valued) with optimal interpolation properties that preserves null traces,
e.g. the Scott-Zhang interpolant [33].
Let us define the following functions:
q(δ, d) =
{
2
1−2δ , for d = 2
12−2δ
4−δ , for d = 3
, q(δ, d)′ =
{ 1
δ
, for d = 2
6− δ, for d = 3 .
where δ ∈ (0, 1
2
). We note that 1
q(δ,d)
+ 1
q(δ,d)′ =
1
2
. Now, we can prove the continuity result
(∇× (u× d), c) . ‖u‖Lq(δ,d)′ (Ω)‖d‖Lq(δ,d)(Ω)‖∇ × c‖ . ‖u‖1‖d‖Lq(δ,d)(Ω)‖∇ × c‖,
which holds for any δ ∈ (0, 1
2
).We have used the compact imbedding H1(Ω) ↪→ Lq(Ω)
that holds for q ∈ [1,∞) in dimension two and for q ∈ [1, 6) in dimension three. Noting
that q(δ, d)′ belongs to these intervals in both dimensions, we prove the result. Now, we
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bound the first term in the RHS of (3.9) as follows:
A((uh,bh, ph, rh), (εh(v), c, q, εh(s)))
. ‖Xu(uh, ph,bh)‖‖εh(v)‖+ ‖∇ · bh‖‖εh(s)‖+ ν‖∇uh‖‖∇εh(v)‖
+ ‖∇ · uh‖‖q‖+ λ‖∇ × bh‖‖∇ × c‖+ ‖∇rh‖‖c‖+ ‖uh‖1‖d‖Lq(δ,d)(Ω)‖∇ × c‖
. h
ν
1
2
‖Xu(uh, ph,bh)‖+ hλ 12‖∇ · bh‖+ (1 +
‖d‖Lq(δ,d)(Ω)√
νλ
)ν
1
2‖uh‖1
+ λ
1
2‖∇ × bh‖+ 1
λ
1
2
‖∇rh‖
.
(
1 +
h
ν
1
2 τ
1
2
1
+
‖d‖Lq(δ,d)(Ω)√
νλ
)
|||(uh, ph,bh, rh)|||stab,w,
where we have used the interpolation error estimate ‖εh(v)‖ . h‖v‖1, integration-by-
parts, Schwarz’s inequality and the previous continuity result. The second term in the
right-hand side of (3.9) is easily handled by using the H1(Ω) stability of the projector
pih(·). Noting that for any  ∈ (0, 3) there exists δ > 0 such that d+  > q(δ, d), we prove
the result. Let us stress the fact that  can be taken arbitrarily small. 
Combining the previous lemmas, we readily get a weak inf-sup condition which pro-
vides control in the strong stabilized form.
Corollary 3.1. Under the assumption that a ∈ H1(Ω)d and d ∈ Ld+(Ω)d for an arbi-
trarily small  > 0, the following inequality holds for any (uh,bh, ph, rh) ∈ V h × Ch ×
Qh × Sh,
‖(uh,bh, ph, rh)‖stab,s . sup
(vh,sh)∈V h×Sh
A((uh,bh, ph, rh), (vh,0, 0, sh))
‖(vh,0, 0, sh)‖Gal
+ σAstab((uh,bh, ph, rh), (uh,bh, ph, rh)) 12 . (3.10)
Now, we are in position to provide bounds of the FE solution of the MHD problem
in Algorithm 3.1 with respect to the data.
Theorem 3.2. The solution (uh,bh, ph, rh) of the FE problem (3.7) satisfies:
(i) Weak stability: For a ∈ H1(Ω)d and d ∈ H(curl; Ω), it holds
‖(uh,bh, ph, rh)‖stab,w ≤ sup
(vh,ch,qh,sh)∈V h×Ch×Qh×Sh
Fstab(vh, ch, qh, sh)
‖vh, ch, qh, sh‖stab,w (3.11)
(ii) Strong stability: For a ∈ L∞(Ω)d and d ∈ W 1,d+(Ω)d ∩ L∞(Ω)d for an arbitrarily
small  > 0, it holds
‖(uh,bh, ph, rh)‖stab,s ≤ξ‖(uh,bh, ph, rh)‖stab,w
+ sup
(vh,sh)∈V h×Sh
|Fstab(vh,0, 0, sh)|
|||(vh,0, 0, sh)|||stab,s , (3.12)
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with the constant
ξ =1 +
τ
1
2
1
ν
1
2
‖a‖L∞(Ω) + τ
1
2
3
ν
1
2
(‖∇d‖Ld+(Ω) + ‖d‖L∞(Ω)) +
‖d‖Ld+(Ω)√
νλ
+
(
1 +
‖a‖L∞(Ω)h
ν
) 1
2
1 + ‖d‖L∞(Ω)h√
λν
√
1 +
‖a‖L∞(Ω)h
ν
 12 .
Proof: We readily prove the weak stability invoking Lemma 3.1 and the stabilized
FE system (3.7). Strong stability is proved using Corollary 3.1. The second term in the
right-hand side of (3.10) is readily handled by the weak stability (3.11). On the other
hand, the first term is bounded as follows:
A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))) =
− (τ1(Xu(uh, ph,bh)− ν∆uh), a · ∇pih(v) + ν∆pih(v))h
− (τ2∇ · uh,∇ · pih(v))− (τ3(∇× (uh × d)− λ∇× (∇× bh)),∇× (pih(v)× d))h
− (τ4∇rh,∇pih(s)) + Fstab(pih(v),0, 0, pih(s))
≤
(
|||(uh,bh, ph, rh)|||stab,w + sup
(vh,sh)∈V h×Sh
|Fstab(vh,0, 0, sh)|
|||(vh,0, 0, sh)|||stab,s
)
× (τ
1
2
1 ‖a · ∇pih(v)‖+ τ
1
2
1 ‖ν∆pih(v)‖h + τ
1
2
2 ‖∇ · pih(v)‖+ τ
1
2
3 ‖∇ × (pih(v)× d)‖
+ τ
1
2
4 ‖∇pih(s)‖+ ν
1
2‖pih(v)‖1‖). (3.13)
Let us work on the right-hand side of the previous inequality. Using the stability prop-
erties of the projector pih(·), we obtain:
τ
1
2
1 ‖a · ∇pih(v)‖ ≤ τ
1
2
1 ‖a‖L∞(Ω)‖∇v‖.
The same arguments allow us to get the following bound:
τ
1
2
3 ‖∇ × (pih(v)× d)‖ . τ
1
2
3 (‖v‖Lq(δ,d)′ (Ω)‖∇d‖Lq(δ,d)(Ω) + ‖∇v‖‖d‖L∞(Ω))
. τ
1
2
3 ‖v‖1(‖∇d‖Lq(δ,d)(Ω) + ‖d‖L∞(Ω)),
where we have used the vector analysis formula
∇× (a× b) = b · ∇a− b(∇ · a)− a · ∇b + a(∇ · b),
that holds for any smooth vector fields a and b, and similar arguments as those above.
Invoking these bounds in (3.13), we easily get:
A((uh,bh, ph, rh), (pih(v),0, 0, pih(s))) . ‖(vh,0, 0, sh)‖Gal × |||(uh,bh, ph, rh)|||stab,w
×
(
τ
1
2
1
ν
1
2
‖a‖L∞(Ω) + τ
1
2
3
ν
1
2
(‖∇d‖Lq(δ,d)(Ω) + ‖d‖L∞(Ω))
)
.
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Now, let us rewrite some coefficients by using the definition of the stabilization parame-
ters:
h
ν
1
2 τ
1
2
1
=
(
1 +
‖a‖L∞(Ω)h
ν
) 1
2
1 + ‖d‖L∞(Ω)h√
νλ
√
1 +
‖a‖L∞(Ω)h
ν
 12 .
Using again that for small enough  > 0 there exists δ > 0 such that d+  > q(δ, d), we
prove the theorem. 
Remark 3.1. In practice, both a and d will be FE functions.1 In this situation, we can
clearly reduce the assumptions over these two functions in Theorem 3.2.
The following corollary consists of the restriction of the previous analysis to FE
functions.
Corollary 3.2. Let us assume that ah ∈ V h and dh ∈ Ch ∩ Ld+(Ω)d for some  > 0.
The FE solution of (3.7) satisfies inequality (3.12) for
ξ =1 +
h
1
4‖ah‖
1
2
1
ν
1
2
+
‖dh‖Ld+(Ω)√
νλ
+
(
1 +
‖ah‖1h 12
ν
) 1
2 (
1 +
‖dh‖Ld+(Ω)√
νλ
) 1
2
. (3.14)
Proof: Let us introduce the inequality
‖vh‖W lp(Ω) . hm−l+
d
p
− d
q ‖vh‖Wmq (Ω) (3.15)
that holds for FE functions vh, where d is the space dimension (see [33, Th. 4.5.11]). In
dimension three, we have that:
τ
1
2
1 ‖ah‖L∞(Ω) . min(h
1
2‖ah‖−
1
2
L∞(Ω), hν
− 1
2 )‖ah‖L∞(Ω) . min
(
h
1
4‖ah‖
1
2
1 , h
1
2ν−
1
2‖ah‖1
)
.
Analogously, we obtain:
τ
1
2
3 (‖∇dh‖Ld+(Ω) + ‖dh‖L∞(Ω)) . τ
1
2
3 h
−1‖dh‖Ld+(Ω) . λ−
1
2‖dh‖Ld+(Ω),
where we have used the inequality (3.15). With regard to the last term in the definition
of ξ, we have:
h
ν
1
2 τ
1
2
1
.
(
1 +
‖ah‖1h 12
ν
) 1
2 (
1 +
‖dh‖Ld+(Ω)√
νλ
) 1
2
.
Therefore, using the fact that 1+min(a, a2) . 1+a for any a > 0, the previous corollary
applies for the definition of ξ in (3.14). 
Remark 3.2. In the previous results, we observe that stability bounds for some terms
of the Galerkin norm, as well as the extra stability that comes from the stabilization
terms do not deteriorate in asymptotic regimes. However, control over ‖p‖ and ‖b‖ can
deteriorate for fixed grids in some singular limits of the continuous problem that imply
a coercivity loss. Anyway, the same behavior has been observed for the Navier-Stokes
problem alone when solved by using stabilized FE techniques.
1In any case, we can always project the continuous fields into the FE spaces using proper projections.
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3.5 Convergence analysis
Once we have proved stability of the problem, we look at the convergence properties
of the numerical algorithm. We are interested in both convergence towards the exact
solution (even when it is rough) and optimal order of convergence, i.e. a priori error
estimates when the solution is smoother.
Using the fact that the stabilized FE problem (3.7) is consistent, i.e. the exact solution
satisfies the FE equality, we have that:
Astab((χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r)), (vh, ch, qh, sh))
= Astab((εh(u), εh(b), εh(p), εh(r)), (vh, ch, qh, sh)), (3.16)
where χ(v, w) := v−pih(w); as stated above, εh(v) := v−pih(v) and pih(v) is a continuous
FE interpolant in H1(Ω) with optimal interpolation properties that preserves null traces,
e.g. the Scott-Zhang interpolant. Let us also define the following norms:
‖(v, c, q, s)‖
s˜tab,w
= ν
1
2‖v‖1 + λ 12‖∇ × c‖+ ‖τ
1
2
1 Xu(v, q, c)‖h + ‖τ
1
2
2 ∇ · v‖
+ ‖τ
1
2
3 ∇× (v × d)‖+ ‖τ
1
2
4 ∇s‖,
‖(v, c, q, s)‖
s˜tab,s
=
λ
1
2
L0
‖c‖+ 1
ν
1
2
‖q‖+ ‖(v, c, q, s)‖
s˜tab,w
.
So, the norms with the tilde have all the terms of those without the tilde except the
stabilization term related to τ5. Let us also define the error functions:
EA(h) := τ
− 1
2
1 ‖εh(u)‖+ ν
1
2‖∇εh(u)‖+ λ 12‖εh(b)‖curl
+ min
{
ν−
1
2L
1
2
0 ‖d‖Ld+(Ω)‖∇ × εh(b)‖, τ−
1
2
3 ‖εh(b)‖
}
+ τ
− 1
2
2 ‖εh(p)‖,
ES(h) := τ
1
2
1 ‖Xu(εh(u), εh(p), εh(b))− ν∆εh(u)‖+ τ
1
2
2 ‖∇ · εh(u)‖
+ τ
1
2
3 ‖∇ × (εh(u)× d) + λ∇× (∇× εh(b)))‖+ λ
1
2L−10 ‖εh(b)‖
+ λ
1
2L−10
(∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
,
for some  > 0. In order for the error function ES(h) to be well-defined, we require
−ν∆u +Xu(u,b, p) ∈ L2(Ω)d and λ∇× (∇×b)−∇× (u×d) ∈ L2(Ω)d, which are true
for fu ∈ L2(Ω)d and fb ∈ L2(Ω)d, respectively; this is easily inferred from the continuous
problem. Furthermore, the boundary terms are well defined since bh ∈ L2(∂K) for every
K ∈ Th (see [13, Corollary 3.8]).
Theorem 3.3. Under the conditions of Corollary 3.1, the following a priori error esti-
mate holds
|||(u− uh,b− bh, p− ph, r − rh)|||s˜tab,w . EA(h) + ES(h),
for the error functions defined above.
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Proof: Let us bound the right hand side of the error system (3.16), first Galerkin
terms and second stabilization ones. Proceeding as in the proof of Lemma 3.1, we obtain
〈εh(b),∇× (v × d)〉 . L
1
2
0 ‖∇ × εh(bh)‖‖v‖1‖d‖Ld+(Ω).
This result, together with a straight use of integration-by-parts, Schwarz’s inequality,
the fact that εh(r) = 0 and the definition of τ4, lead to:
A((εh(u), εh(b), εh(p), εh(r)), (vh, ch, qh, sh))
= −〈εh(u), Xu(vh, qh, ch)〉+ ν(∇εh(u),∇vh)− (εh(p),∇ · vh)
+ 〈εh(b),∇× (vh × d)〉+ λ(∇× εh(b),∇× ch)− (εh(b),∇sh)
. EA(h)|||(vh, ch, qh, sh)|||stab,w, (3.17)
In order to bound the stabilization terms, we proceed as follows:
τ5(∇ · εh(b),∇ · ch) = τ5
∑
K∈Th
∫
K
εh(b)∇∇ · ch − τ5
∑
K∈Th
∫
∂K
n · εh(b)∇ · ch
. (h−1τ
1
2
5 ‖εh(b)‖+ h−
1
2 τ
1
2
5 ‖εh(b)‖L2(∂K))τ
1
2
5 ‖∇ · ch‖.
where we have used the inequality ‖v‖L2(∂K) ≤ h− 12‖v‖L2(K) that holds for FE functions
(see [33]). Using the fact that h−1τ
1
2
5 = c5L
−1
0 λ
1
2 , and Schwarz’s inequality we easily
obtain:
S(εh(u), εh(b), εh(p), εh(r)), (v, c, q, s)) ≤ ES(h)|||(v, c, q, s)|||stab,w. (3.18)
So, using the weak coercivity in Lemma 3.1 and the previous results, we straightforwardly
get:
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,w . EA(h) + ES(h). (3.19)
Finally, using the triangle inequality and the fact that
|||(εh(u), εh(c), εh(p), εh(s))|||s˜tab,w . EA(h) + ES(h)
we prove the theorem. 
On the other hand, we can recover convergence on the strong stabilized norm as
follows:
Theorem 3.4. Under the conditions of Corollary 3.2, the following a priori error esti-
mate holds
|||(u− uh,b− bh, p− ph, r − rh)|||s˜tab,s . ξ(EA(h) + ES(h)),
for the error functions defined above.
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Proof: First, invoking Theorem 3.2, we have
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,s
. ξ‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,w
+ sup
(vh,sh)∈V h×Sh
Astab((εh(u), εh(b), εh(p), εh(r)), (vh,0, 0, sh))
|||(vh,0, 0, sh)|||stab,s .
We can readily bound the right hand side using the bounds in (3.17)-(3.18) and (3.19),
in order to get:
‖(χ(uh,u), χ(bh,b), χ(ph, p), χ(rh, r))‖stab,s . ξ(EA(h) + ES(h)).
Using the relation τ
− 1
2
2 . ν−
1
2 we easily get
|||(εh(u), εh(c), εh(p), εh(s))|||s˜tab,s . EA(h) + ES(h).
Combining the last two inequalities and the triangle inequality, we prove the theorem.

In the asymptotic limit when h↘ 0, we can easily see that
EA(h) + ES(h) ∼h−1‖εh(u)‖+ ‖εh(u)‖1 + h‖Xu(εh(u), εh(b), εh(p))− ν∆εh(u)‖
+ ‖εh(p)‖+ ‖εh(b)‖curl +
(∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
+ h‖∇ × (εh(u)× d) + λ∇× (∇× εh(b)))‖.
So, the convergence results are optimal, in the sense that optimal rates are obtained
for smooth enough functions. In order to get convergence to singular components of the
magnetic field, the following approximability condition must hold:
lim
h→0
‖εh(b)‖curl +
(∑
K∈Th
h‖εh(b)‖2L2(∂K)
) 1
2
 = 0. (3.20)
This condition is true for Lagrangian FEs for meshes with a particular macro-element
structure (see [13, Assumption 1 and Corollary 5]). One type of element that satisfies
this condition is the Powell-Sabin macro-element (see [104,114] and [36, Remark 4.1]); we
note that in two space dimensions this macroelement requires its circumcenter to remain
inside the FE. Further, numerical experiments in 2D and 3D show that both the Powell-
Sabin and criss-cross elements provide excellent results (see Chapter 2). In the numerical
experiments section, we have extended these results, evaluating the effect of not using
this type of meshes in the convergence towards singular solutions. Finally, let us stress
the fact that this macro-element structure is only needed for singular solutions, that
appear in non-convex domains. For smooth solutions, with b ∈ H1(Ω)d, the convergence
analysis and approximability properties are easy to check and hold for any type of mesh.
We refer to [13] for a detailed discussion on this topic, in the framework of the Maxwell
operator.
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Remark 3.3. It is not the target of the method developed in this chapter the eigenvalue
MHD problem [29]. Since the requirements for a method to be useful for initial and
boundary value problems, viz. stability and convergence estimates, are different to the
ones for eigenvalue problems (see [26]), it is unclear whether this approach would serve in
this last case. However, due to the large amount of problems of interest that are governed
by the initial and boundary value MHD problem, efficient methods for this problem, as
the one analyzed herein, are useful for the MHD community. We refer to [27] for the
application of a similar algorithm to the eigenvalue Maxwell problem.
Remark 3.4. The previous version of the stabilized MHD problem in [53, 54] (not con-
verging to singular solutions) has extensively been used for large-scale problems by Shadid
and co-workers (see e.g. [60, 112]); they have observed that stabilized MHD systems are
much easier to solve than inf-sup stable formulations, especially for the parallel algebraic
multigrid method in TRILINOS (see [79, 80]), and favor their use for large scale MHD
problems.
Remark 3.5. This type of stabilized FE formulations have also been used succesfully for
transient problems in Chapter 2. It is due to the fact that the divergence-free constraint
is explicitly enforced at every time step via the introduction of the pseudo-pressure r.
Remark 3.6. Let us note that a method that introduces similar stabilization terms has
been proposed in [27] for electromagnetic eigenvalue problems. The method in [27] depends
on a coefficient α and corresponds to the method proposed in [13] for α = 1 with the only
difference that no restriction over the FE spaces or meshes is assumed. Unfortunately,
the convergence analysis in [27] does not apply for α = 1, since the analysis says that
polynomials of infinite order would be required in this case. See [12] and the numerical
experiments section for further details.
3.6 Some comments on the nonlinear analysis
The numerical analysis of FE methods for the incompressible nonlinear MHD equations
is a hard issue; let us recall that this system is obtained taking (a,d) as (u, %b) in (3.1).
Using inf-sup stable elements, this analysis has been carried out in [74, 111]. It heavily
uses the nice properties of Ne´de´lec type FEs and cannot be applied to nodal FEs. For
weighted regularization techniques, the full nonlinear analysis has been published in [77].
As stated by the authors, the results in three dimensions are quite restrictive. Finally,
a closer formulation to the one presented herein, based on discontinuous Galerkin nodal
FEs, is presented in [81]. However, both the numerical analysis and experiments (dealing
with singular solutions) are for the linearized problem only. The authors say that the
nonlinear extension is an open problem, and up to our knowledge it keeps open so far.
Therefore, the extension of the linearized analysis above to the nonlinear problem
is not straightforward. For the nonlinear problem, ah and dh are in fact the solution of
the previous iterate, when using a Picard-type linearization. Thus, we cannot assume
regularity over dh, namely dh ∈ Ld+(Ω)d for some  > 0.
We may proceed by induction. Let us denote the iteration counter with a super-
script within parentheses. In the nonlinear version of system (3.1) for i ≥ 1 we re-
place a ← u(i−1)h , d ← %b(i−1)h , and denote the continuous solution of this problem as
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(u(i−1),b(i−1), p(i−1), r(i−1)). Next, we obtain the new iterate (u(i)h ,b
(i)
h , p
(i)
h , r
(i)
h ) by solving
the discretized problem (3.7). We assume in what follows that the physical properties
are such that this iterative scheme converges. Let us also assume that:
b
(i−1)
h is such that ‖b(i−1) − b(i−1)h ‖ . h
d−2
2
+δ(i−1) for some δ(i−1) > 0 (A1)
Let us introduce the inverse inequality ‖vh‖Lq(Ω) . h
d
q
− d
p‖vh‖Lp(Ω), where 1 ≤ p ≤ ∞
and 1 ≤ q ≤ ∞ (see [33, Theorem 4.5.11]). We infer that ‖vh‖Ld+(Ω) . h−θ(d)‖vh‖, with
θ(2) =

2+
and θ(3) =
3(1+)
2(3+)
for any  > 0. Using the stability of the Scott-Zhang
projector pih(·), we finally get:
‖b(i−1)h ‖Ld+(Ω) . ‖pih(b(i−1))− b(i−1)h ‖Ld+(Ω) + ‖pih(b(i−1))‖Ld+(Ω)
. h d−22 +δ(i−1)−θ(d) + h−θ(d)‖b(i−1) − pih(b(i−1))‖+ ‖b(i−1)‖Ld+(Ω).
Next, we use the continuous imbedding of C ∩H(div; Ω) into H 12 +δ1(Ω)d for some δ1 > 0
and the interpolation properties of the Scott-Zhang projector (see [33, Theorem 4.8.12])
to infer that ‖b(i−1) − pih(b(i−1))‖ . h 12 +δ1‖b(i−1)‖curl On the other hand, since C ∩
H(div; Ω) is compactly imbedded into L3+δ2(Ω), for some δ2 > 0 (see [111, Proposition
2.3] and [2, Proposition 3.7]), we can pick an  = (δ(i−1), δ1, δ2) > 0 small enough such
that ‖b(i−1)h ‖Ld+(Ω) . ‖b(i−1)‖curl.
From Theorem 3.4, we have that ‖b(i) − b(i)h ‖ . ξ(EA(h) + ES(h)), where ξ is now
bounded. Assuming that:
EA(h) + ES(h) . h
d−2
2
+δ(i) for some δ(i) > 0, (A2)
we finally obtain that ‖b(i) − b(i)h ‖ . h
1
2
+δ(i) .
Assumption A1 is easily satisfied. In fact, we only need to start the process with a
b
(0)
h ∈ C ∩ H(div; Ω), e.g. b(0)h = 0 and b(0) = 0, so that the effective initial guess is a
solution of a linear problem for which we know that A1 holds [13].
Assumption A2 is true for (u(i−1), p(i−1)) ∈ H d2 +(Ω)d × H d−22 +(Ω); the terms re-
lated to b can be treated as in [13, Corollary 3.12]. In dimension three, it requires
(u(i−1), p(i−1)) ∈ H 32 +(Ω)d ×H 12 +(Ω) for an arbitrary small  > 0.
3.7 Numerical experimentation
The objective of the following numerical experiment is to compare the approximation of
singular solutions for the MHD problem using several mesh structures. We will show the
difference between a mesh with a suitable macro-element structure, the crossbox element,
which has been observed numerically that verifies the approximability condition (3.20),
against mesh structures that do not satisfy it, both in terms of convergence rates and
the solution itself.
We have chosen to solve the same test problem in Chapter 2 Section 2.6.1 but extend-
ing the previous results to finer meshes with up to 12.58M elements. This problem with
non-smooth solution corresponds to solve the MHD equations in a nonconvex L-shaped
domain Ω = (−1, 1)× (−1, 1) \ [0, 1]× [0,−1]. Both the hydrodynamic and magnetic so-
lutions have strong singularities at the re-entrant corner, where the origin of coordinates
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is taken. The singular solution for the Stokes operator is described in polar coordinates
(r, θ) by
ux(x, y) =r
λ
(
(1 + λ) sin(θ)ψ(θ) + cos(θ)ψ
′
(θ)
)
,
uy(x, y) =r
λ
(
−(1 + λ) cos(θ)ψ(θ) + sin(θ)ψ′(θ)
)
,
p(x, y) =− r
λ−1
1− λ
(
(1 + λ)2ψ
′
(θ) + ψ
′′′
(θ)
)
,
where
ψ(θ) = sin((1 + λ)θ)
cos(λω)
1 + λ
− cos((1 + λ)θ)− sin((1− λ)θ)cos(λω)
1− λ + cos((1− λ)θ).
The value of the parameter λ is the smallest positive solution of
sin(λω) + λ sin(ω) = 0, where ω =
3pi
2
,
which is λ ∼ 0.54448373678246. Note that u = (ux, uy) is solenoidal and (u, p) ∈
H1+λ(Ω)2 ×Hλ(Ω).
The singular solution for the Maxwell operator is defined, also in polar coordinates, as
b(x, y) = ∇
(
r
2n
3 sin
(
2n
3
))
, n ∈ N+.
Note that ∇ · b = 0 and ∇ × b = 0. The magnetic induction field b ∈ H 2n3 (Ω)2 and
therefore, b /∈ H1(Ω)2 for n = 1.
This problem has been solved using several mesh structures. On one hand, we have
used meshes with a macro-element structure, namely the crossbox element, which satisfies
the approximability condition (3.20). On the other hand, we have used meshes composed
of linear elements, both triangular meshes (P1) and quadrilateral meshes (Q1) that do
not verify (3.20). Figure 3.1 shows an example of the three different mesh structures for
h = 2−2. Moreover, let us stress that we have solved the problem fully coupled with a
non-linear tolerance of 10−4 and setting every physical parameter to 1.
For the three cases, the problem has been solved in several meshes with different
mesh sizes, from the coarsest one with h = 2−2 to the finest one with h = 2−10, which
consists of 12,58 million elements for the mesh composed of crossbox elements. Tables
3.1-3.6 contain the numerical error norms of the hydrodynamical and magnetic variables
for the three cases, crossbox, P1 and Q1 elements respectively. In Tables 3.1, 3.3 and 3.5,
related to the hydrodynamical variables, we show the numerical errors for the velocity in
the L2-norm and the H1-norm, and the error for the pressure in the L2-norm. In Tables
3.2, 3.4 and 3.6, related to the magnetic unknowns, we have listed the numerical errors
for the magnetic induction in the L2-norm and the H(curl)-norm, and the errors for the
magnetic pseudo-pressure in both the L2-norm and the H1-norm. Furthermore, Figure
3.2 shows the convergence plots of the computed numerical errors. It is clearly seen that
using a mesh with a macro-element structure is crucial in order to obtain the theoretical
convergence rates to singular solutions. It is also shown that linear elements, both P1
and Q1 meshes, have a much lower convergence rate.
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(a) Crossbox element (b) P1 element (c) Q1 element
Figure 3.1: Mesh structures.
However, when using meshes of linear elements, both P1 and Q1, the method provides
a solution for the magnetic induction b with spurious discontinuities around the corner.
Figure 3.3 displays the magnetic induction solution for the three different mesh struc-
tures. Besides, Figure 3.4 shows a zoom of the same magnetic induction fields around
the corner in order to highlight the discontinuities that appear when computing with
meshes that do not satisfy condition (3.20).
Finally, we observe that 1) the convergence rates for ‖∇eu‖, ‖ep‖, ‖eb‖ and ‖∇er‖
are exactly those predicted by the numerical analysis of the uncoupled stabilized Stokes
and Maxwell problems, 2) super-convergence is observed for the error quantities ‖eu‖
and ‖∇ × eb‖. In fact, we can infer from the numerical analysis that the error due to
the coupling term is affected by the two quantities that exhibit super-convergence. As
a result, the coupling terms are small compared to those related to the uncoupled fluid
and magnetic sub-problems, leading to the first observation.
3.8 Conclusions
The finite element approximation of the resistive MHD problem in Chapter 2 has been
analyzed in this chapter. The formulation falls within the category of stabilized finite
element methods and, as such, is intended to avoid the need for using finite element
approximations satisfying the compatibility conditions of the continuous problem and
dealing with ranges of the physical parameters in which first order derivatives dominate
second order ones.
Particular features of the formulation analyzed are that it is of residual type, can
be based on the VMS framework and the stabilization parameters are designed from
the numerical analysis, accounting for the coupling between the fluid and magnetic sub-
problems. However, the most salient feature is that it allows to converge to singular
solutions even when using a continuous Lagrangian approximation for the magnetic
induction field. To our knowledge, this is the first time this is achieved. From the technical
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Figure 3.2: Convergence plots.
h ||eu|| ||∇eu|| ||ep||
2−2 8.52 ·10−2 ( - ) 1.30 ·100 ( - ) 2.25 ·100 ( - )
2−3 3.43 ·10−2 ( 1.31 ) 8.96 ·10−1 ( 0.54 ) 1.31 ·100 ( 0.78 )
2−4 1.33 ·10−2 ( 1.37 ) 6.17 ·10−1 ( 0.54 ) 8.34 ·10−1 ( 0.65 )
2−5 5.54 ·10−3 ( 1.26 ) 4.23 ·10−1 ( 0.54 ) 5.42 ·10−1 ( 0.62 )
2−6 2.43 ·10−3 ( 1.19 ) 2.91 ·10−1 ( 0.54 ) 3.63 ·10−1 ( 0.58 )
2−7 1.10 ·10−3 ( 1.14 ) 1.99 ·10−1 ( 0.55 ) 2.46 ·10−1 ( 0.56 )
2−8 5.04 ·10−4 ( 1.13 ) 1.37 ·10−1 ( 0.54 ) 1.68 ·10−1 ( 0.55 )
2−9 2.34 ·10−4 ( 1.11 ) 9.40 ·10−2 ( 0.54 ) 1.15 ·10−1 ( 0.55 )
2−10 1.09 ·10−4 ( 1.10 ) 6.44 ·10−2 ( 0.55 ) 7.89 ·10−2 ( 0.54 )
Table 3.1: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Crossbox element.
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Figure 3.3: Magnetic induction solution for h = 2−8. x-component (left) and y-component
(right). Crossbox (top), P1 (middle) and Q1 (bottom) elements.
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Figure 3.4: Zoom of the magnetic induction solution for h = 2−8 around the corner. x-
component (left) and y-component (right). Crossbox (top), P1 (middle) and Q1 (bottom)
elements.
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h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.51 ·10−1 ( - ) 1.52 ·10−1 ( - ) 1.30 ·10−2 ( - ) 4.52 ·10−2 ( - )
2−3 9.66 ·10−2 ( 0.64 ) 6.94 ·10−2 ( 1.13 ) 7.08 ·10−3 ( 0.88 ) 3.64 ·10−2 ( 0.31 )
2−4 6.22 ·10−2 ( 0.64 ) 3.89 ·10−2 ( 0.84 ) 3.21 ·10−3 ( 1.14 ) 2.57 ·10−2 ( 0.50 )
2−5 3.83 ·10−2 ( 0.70 ) 1.17 ·10−2 ( 1.73 ) 1.33 ·10−3 ( 1.27 ) 1.63 ·10−2 ( 0.66 )
2−6 2.40 ·10−2 ( 0.67 ) 4.80 ·10−3 ( 1.29 ) 5.39 ·10−4 ( 1.30 ) 1.03 ·10−2 ( 0.66 )
2−7 1.51 ·10−2 ( 0.67 ) 1.95 ·10−3 ( 1.30 ) 2.17 ·10−4 ( 1.31 ) 6.50 ·10−3 ( 0.66 )
2−8 9.51 ·10−3 ( 0.67 ) 7.83 ·10−4 ( 1.32 ) 8.69 ·10−5 ( 1.32 ) 4.10 ·10−3 ( 0.66 )
2−9 5.99 ·10−3 ( 0.67 ) 3.14 ·10−4 ( 1.32 ) 3.47 ·10−5 ( 1.32 ) 2.58 ·10−3 ( 0.67 )
2−10 3.77 ·10−3 ( 0.67 ) 1.25 ·10−4 ( 1.33 ) 1.38 ·10−5 ( 1.33 ) 1.63 ·10−3 ( 0.66 )
Table 3.2: Numerical errors for magnetic unknowns and rate of convergence in brackets.
Crossbox element.
h ||eu|| ||∇eu|| ||ep||
2−2 1.63 ·10−1 ( - ) 1.67 ·100 ( - ) 3.76 ·100 ( - )
2−3 7.55 ·10−2 ( 1.11 ) 1.18 ·100 ( 0.50 ) 2.10 ·100 ( 0.84 )
2−4 3.42 ·10−2 ( 1.14 ) 8.14 ·10−1 ( 0.54 ) 1.21 ·100 ( 0.80 )
2−5 1.42 ·10−2 ( 1.27 ) 5.59 ·10−1 ( 0.54 ) 7.51 ·10−1 ( 0.69 )
2−6 6.43 ·10−3 ( 1.14 ) 3.84 ·10−1 ( 0.54 ) 4.77 ·10−1 ( 0.65 )
2−7 2.97 ·10−3 ( 1.11 ) 2.64 ·10−1 ( 0.54 ) 3.14 ·10−1 ( 0.60 )
2−8 1.38 ·10−3 ( 1.11 ) 1.81 ·10−1 ( 0.54 ) 2.11 ·10−1 ( 0.57 )
2−9 6.34 ·10−4 ( 1.12 ) 1.24 ·10−1 ( 0.55 ) 1.42 ·10−1 ( 0.57 )
2−10 3.00 ·10−4 ( 1.08 ) 8.53 ·10−2 ( 0.54 ) 9.61 ·10−2 ( 0.56 )
Table 3.3: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. P1 element.
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h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 2.06 ·10−1 ( - ) 3.16 ·10−1 ( - ) 1.84 ·10−2 ( - ) 6.06 ·10−2 ( - )
2−3 1.46 ·10−1 ( 0.50 ) 2.32 ·10−1 ( 0.45 ) 1.15 ·10−2 ( 0.68 ) 5.11 ·10−2 ( 0.25 )
2−4 1.07 ·10−1 ( 0.45 ) 1.94 ·10−1 ( 0.26 ) 6.04 ·10−3 ( 0.93 ) 3.94 ·10−2 ( 0.38 )
2−5 7.44 ·10−2 ( 0.52 ) 1.96 ·10−1 ( -0.01 ) 2.76 ·10−3 ( 1.13 ) 2.75 ·10−2 ( 0.52 )
2−6 6.13 ·10−2 ( 0.28 ) 1.67 ·10−1 ( 0.23 ) 1.57 ·10−3 ( 0.81 ) 2.21 ·10−2 ( 0.32 )
2−7 5.16 ·10−2 ( 0.25 ) 1.41 ·10−1 ( 0.24 ) 9.51 ·10−4 ( 0.72 ) 1.81 ·10−2 ( 0.29 )
2−8 4.35 ·10−2 ( 0.25 ) 1.18 ·10−1 ( 0.26 ) 5.98 ·10−4 ( 0.67 ) 1.50 ·10−2 ( 0.27 )
2−9 3.65 ·10−2 ( 0.25 ) 9.68 ·10−2 ( 0.29 ) 3.85 ·10−4 ( 0.64 ) 1.24 ·10−2 ( 0.27 )
2−10 3.04 ·10−2 ( 0.26 ) 7.89 ·10−2 ( 0.29 ) 2.51 ·10−4 ( 0.62 ) 1.02 ·10−2 ( 0.28 )
Table 3.4: Numerical errors for magnetic unknowns and rate of convergence in brackets.
P1 element.
h ||eu|| ||∇eu|| ||ep||
2−2 1.08 ·10−1 ( - ) 1.58 ·100 ( - ) 2.19 ·100 ( - )
2−3 4.39 ·10−2 ( 1.30 ) 1.11 ·100 ( 0.51 ) 1.46 ·100 ( 0.58 )
2−4 1.69 ·10−2 ( 1.38 ) 7.67 ·10−1 ( 0.53 ) 9.80 ·10−1 ( 0.58 )
2−5 6.23 ·10−3 ( 1.44 ) 5.29 ·10−1 ( 0.54 ) 6.67 ·10−1 ( 0.56 )
2−6 2.29 ·10−3 ( 1.44 ) 3.64 ·10−1 ( 0.54 ) 4.57 ·10−1 ( 0.55 )
2−7 8.82 ·10−4 ( 1.38 ) 2.50 ·10−1 ( 0.54 ) 3.12 ·10−1 ( 0.55 )
2−8 3.57 ·10−4 ( 1.30 ) 1.72 ·10−1 ( 0.54 ) 2.13 ·10−1 ( 0.55 )
2−9 1.51 ·10−4 ( 1.24 ) 1.18 ·10−1 ( 0.54 ) 1.50 ·10−1 ( 0.51 )
2−10 6.66 ·10−5 ( 1.18 ) 8.08 ·10−2 ( 0.55 ) 1.06 ·10−1 ( 0.50 )
Table 3.5: Numerical errors for hydrodynamic unknowns and rate of convergence in
brackets. Q1 element.
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h ||eb|| ||∇ × eb|| ||er|| ||∇er||
2−2 1.87 ·10−1 ( - ) 2.87 ·10−1 ( - ) 1.67 ·10−2 ( - ) 5.38 ·10−2 ( - )
2−3 1.37 ·10−1 ( 0.45 ) 2.10 ·10−1 ( 0.45 ) 1.10 ·10−2 ( 0.60 ) 4.92 ·10−2 ( 0.13 )
2−4 1.03 ·10−1 ( 0.41 ) 1.83 ·10−1 ( 0.20 ) 5.91 ·10−3 ( 0.90 ) 3.92 ·10−2 ( 0.33 )
2−5 7.27 ·10−2 ( 0.50 ) 1.91 ·10−1 ( -0.06 ) 2.75 ·10−3 ( 1.10 ) 2.79 ·10−2 ( 0.49 )
2−6 6.06 ·10−2 ( 0.26 ) 1.66 ·10−1 ( 0.20 ) 1.57 ·10−3 ( 0.81 ) 2.25 ·10−2 ( 0.31 )
2−7 5.15 ·10−2 ( 0.23 ) 1.41 ·10−1 ( 0.24 ) 9.50 ·10−4 ( 0.72 ) 1.85 ·10−2 ( 0.28 )
2−8 4.38 ·10−2 ( 0.23 ) 1.18 ·10−1 ( 0.26 ) 5.98 ·10−4 ( 0.67 ) 1.53 ·10−2 ( 0.27 )
2−9 3.69 ·10−2 ( 0.25 ) 9.66 ·10−2 ( 0.29 ) 3.85 ·10−4 ( 0.64 ) 1.27 ·10−2 ( 0.27 )
2−10 3.07 ·10−2 ( 0.27 ) 7.86 ·10−2 ( 0.30 ) 2.50 ·10−4 ( 0.62 ) 1.04 ·10−2 ( 0.29 )
Table 3.6: Numerical errors for magnetic unknowns and rate of convergence in brackets.
Q1 element.
point of view, this possibility relies on the fact that we mimic the correct functional
setting of the continuous problem at the discrete level.
The stability and convergence analysis in this chapter support the feasibility of our
formulation, and complements the numerical experimentation in Chapter 2. We have
restricted ourselves to some simplifying assumptions (quasi-uniform meshes, constant
stabilization parameters, conforming finite element spaces) which have allowed us to
avoid excessive technicalities but to highlight the main analytical reasons for the success
of our formulation.2
2The analysis for non-degenerate meshes and variable stabilization parameters introduces some ad-
ditional technicalities. We refer to [11, 50] for the numerical analysis of stabilized FE discretizations of
Navier-Stokes and Maxwell problems respectively, in this more general setting.
Chapter 4
Operator splitting solvers for the
resistive MHD problem
In this chapter we propose different splitting procedures for the transient incompressible
MHD system that are unconditionally stable. We consider two levels of splitting, on one
side we perform the segregation of the fluid pressure and magnetic pseudo-pressure from
the vectorial fields computation. At the second level, the fluid velocity and induction
fields are also decoupled. This way, we transform a fully coupled indefinite multi-physics
system into a set of smaller definite ones, clearly reducing the CPU cost. With regard
to the finite element approximation, we stick to an unconditionally convergent stabilized
finite element formulation, since it introduces convection stabilization, allows to circum-
vent inf-sup conditions (clearly simplifying implementation issues) and is able to capture
nonsmooth solutions of the magnetic sub-problem. However, residual-based finite ele-
ment formulations are not suitable for segregation, since they lose the skew-symmetry
of the off-diagonal blocks. Therefore, in this chapter we have proposed a novel term-by-
term stabilization of the MHD system based on projections that is still unconditionally
convergent.
Let us note here that we have slightly changed the notation for this chapter. The
following work will be done at the discrete (algebraic) level and we have decided not to
use bold symbols for the vectorial fields.
4.1 Introduction
Incompressible full magnetohydrodynamics (MHD) model incompressible, viscous and
electrically conducting fluids under electromagnetic fields. Examples of such fluids are
liquid metals, with important applications in the development of fusion technology and
casting processes (see [61]). In these applications, the capability to simulate the cor-
responding set of partial differential equations is of great importance, e.g. in order to
design the breeding blankets for the future fusion reactors, since no experimentation is
possible nowadays.
A way to simulate MHD phenomena is to discretize this system by finite element
techniques. However, the nature of the problem at hand is very complex. It couples the
incompressible Navier-Stokes equations with a simplified version of the Maxwell system,
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which corresponds to the induction equation and the divergence-free constraint for the
magnetic field. Therefore, the resulting system has a double saddle point structure. A
straightforward Galerkin finite element formulation of the problem requires to consider
finite element spaces satisfying two different inf-sup conditions (see [111]). Alternative
formulations have been derived, based on exact penalty formulations that can be ob-
tained by the fact that the zero divergence condition is automatically satisfied from the
induction equation; the resulting system transforms the magnetic sub-problem into a
positive definite operator. This idea was followed by Gunzburger and co-workers in [76],
but it requires enough regularity of the physical domain. Unfortunately, the numerical
discretization of the resulting system does not convergence to the correct (physical) so-
lution in general, leading to wrong results. A way to circumvent this problem has been
proposed in [77], based on a weighted penalty term initally introduced by Costabel and
Dauge for the Maxwell operator in [58]. On top of all that, the incompressible MHD
system includes some convective terms that can deteriorate the performance of stable
Galerkin finite element formulations when they become dominant if the mesh size is not
reduced accordingly.
Residual-based stabilized finite element formulations, that include additional (sta-
bilizing) terms keeping optimal convergence properties, have been considered so far.
Initially, Gerbeau proposed in [72] a stabilized finite element formulation of the method
in [76] that introduced convection stabilization. In [23, 24, 53] a further step was taken,
facing the double saddle-point formulation (by adding a magnetic pseudo-pressure, as
in [111]) but circumventing the inf-sup conditions via stabilization. In any case, the
method was developed assuming the regularized functional setting for the magnetic field
and again, the proposed method could not converge to nonsmooth solutions. The first
stabilized formulation that always converges to the good (physical) solution has been pro-
posed in Chapter 2, by considering a stabilized finite element formulation that mimics
the correct functional setting, as in [111], but also introducing full convection stabiliza-
tion. We refer to Chapter 2 for a detailed design of the method, its numerical analysis
and numerical experiments.
Some of the applications of incompressible MHD (e.g. the design process of breeding
blankets in fusion reactors) are very challenging, requiring large computational resources.
The use of large scale computers, based on distributed platforms, require domain decom-
position techniques (see e.g. [118]). In order to have scalable algorithms, coarse correction
solvers are needed, e.g. by using FETI-DP methods or balanced domain decomposi-
tion [63,70,92,93]. The mathematical theory for these algorithms has been developed for
positive definite linear systems, and it has only been extended to indefinite linear systems
for very specific cases [103]. A previous step in order to deal with realistic large scale
incompressible MHD simulations is to transform the original indefinite system into a set
of definite ones. Furthermore, this way we are also decoupling the original multi-physics
problem (coupling all the unknowns) into a set of possibly one-physics sub-problems,
reducing CPU cost. This transformation of the original system is carried out by a set of
methods that have different names in the literature: operator splitting, fractional step
or segregated algorithms. They are widely used in computational fluid dynamics for in-
compressible flows (see e.g. [9, 75]) and are also related to block preconditioners and
physics-based preconditioners [41,65,67]. The main objective of this work is to consider
segregated algorithms for the incompressible MHD system that arises from a stabilized
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finite element formulation of the problem.
Pressure segregation algorithms for the incompressible Navier-Stokes equations rely
on the fact that the off-diagonal blocks that couple velocity and pressure, i.e. the gradient
and divergence operator, are skew-symmetric. In this chapter, we proceed first with the
(fluid and magnetic) pressure segregation using a so-called pressure correction algorithm
(see [9, 47, 75]). The pressure segregation transforms the indefinite monolithic problem
into a set of positive-definite systems. It allows now to use domain decomposition tech-
niques with coarse solvers. However, the fluid velocity and the magnetic field are still
coupled, in a convection-diffusion-reaction type system. Observing that this system has
again skew-symmetric off-diagonal blocks, we can perform a subsequent splitting of the
vectorial fields.
The original continuous problem satisfies the previous skew-symmetric properties
and the Galerkin approximation straightforwardly inherits them. However, the stabilized
residual-based formulations as the one in Chapter 2 modify the off-diagonal blocks in such
a way that these properties are not true anymore, not allowing to obtain unconditionally
stable splitting algorithms. As an alternative, in this work we design a projection-based
term-by-term stabilization that introduces only those terms that are required for stability
purposes, and keep accuracy by introducing particular projections. There are different
types of schemes that can be considered in this family, which is experiencing an increasing
interest (see e.g. [21, 30, 48, 50]). The key aspect of the new formulation is that it keeps
the unconditional convergence of the stabilized formulation in Chapter 2 and the off-
diagonal skew-symmetric properties of the continuous problem. We have considered L2
orthogonal projections onto the finite element spaces in the design of the stabilization
terms, the so-called orthogonal subscales approach in [48,50], but other approaches could
also fit into the framework, as the local projections in [21,30].
Finally, let us mention that the label MHD is applied to a large variety of physical
phenomena. Herein we are focused on incompressible resistive MHD applied to liquid
metals, but different MHD systems are applied to other physical problems. A different
MHD application is the coupling of electromagnetics with nonlinear mechanics of metals
which undergo very fast plastic deformations and even transitions to liquid, where hy-
drocodes are used for the simulations (see e.g. [119]). Those applications usually make
use of Lagrangian frames of reference and remap techniques. As an example, we refer
to [107], where an operator splitting technique is used for the first-order version of the
Maxwell equations, as well as an explicit treatment of the magnetic-solid coupling.
The outline of the chapter is the following. In Section 4.2 the continuous problem
is stated in strong and weak form, as well as its Galerkin finite element discretization.
Section 4.3 is devoted to the linearization of the algorithm, considering both implicit
and semi-implicit algorithms. The term-by-term stabilized finite element formulation
that preserves the block-diagonal skew-symmetry is presented in Section 4.4. Section 4.5
deals with the splitting techniques, first for the pressure segregation and subsequently
the vectorial fields uncoupling. Numerical experiments are included in Section 4.6 and
some conclusions are drawn in Section 4.7.
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4.2 Problem statement
4.2.1 Continuous problem
The incompressible MHD system of partial differential equations consists of the (incom-
pressible) Navier-Stokes equations coupled to the (simplified) Maxwell equations via the
Lorentz force. It reads as follows: find the velocity field u(x, t), the (kinematic) pressure
p(x, t), the magnetic induction field b(x, t) and the magnetic pseudo-pressure r(x, t)1
such that
∂tu+ (u · ∇)u− ν∆u− (∇× b)× %b+∇p = fu, (4.1a)
∇ · u = 0, (4.1b)
%∂tb+ λ∇×∇× b−∇× (u× %b) +∇r = fb, (4.1c)
∇ · b = 0, (4.1d)
in (x, t) ∈ Ω×(0, T ), where ∂t stands for the partial time derivative, Ω ⊂ Rd is the spatial
open bounded domain filled by the fluid, d being the space dimension, and (0, T ) is the
time interval of interest. fu and fb are the forcing terms, fb being solenoidal. We define
ν := µfρ
−1, % := (ρµm)−1 and λ := (ρµ2mσ)
−1, where ρ is the fluid density, µf the fluid
viscosity, µm the magnetic permeability and σ the electric conductivity. In this work, we
consider all physical properties constant. These equations must be supplemented with
appropriate boundary and initial conditions. The initial conditions are:
u(x, 0) = u0(x), b(x, 0) = b0(x),
in x ∈ Ω, where b0 and u0 must be solenoidal. Let us assume Dirichlet-type boundary
conditions for simplicity:
u = uΓ, n× b = n× bΓ, r = 0
on the domain boundary ∂Ω, where uΓ(x, t) and n×bΓ are the velocity trace and tangent
trace of the magnetic field to be prescribed, respectively; n(x) denotes the normal vector
on ∂Ω pointing outwards from Ω. In the analysis, we will assume homogeneous boundary
conditions.
4.2.2 Weak form
Let us introduce some notation to set up the weak form of system (4.1). Let Lp(Ω), with
1 ≤ p < ∞, denote the space of pth-integrable real-valued functions defined on Ω for
the Lebesgue measure; the subset of functions in L2(Ω) with zero mean value is denoted
as L20(Ω). L
∞(Ω) denotes the space of essentially bounded functions. As usual, Sobolev
spaces of functions whose derivatives of order up to m belong to L2(Ω) are denoted by
Hm(Ω); H10 (Ω) is the subspace of H
1(Ω) of functions vanishing on ∂Ω. The space of
vector functions with their components in an arbitrary functional space X is denoted as
1We refer to Chapter 2 for the need to introduce this additional unknown to enforce the divergence-
free constraint over b at the discrete problem. At the continuous level, we can easily check that r is
identically zero.
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Xd, where d is the number of space dimension. The subspace of L2(Ω)d vector functions
with their curl in L2(Ω)d is denoted as H(curl; Ω). H0(curl; Ω) is the subspace of functions
in H(curl; Ω) with null tangent trace.
The inner product of f, g ∈ L2(Ω) is represented as (f, g). Given an arbitrary Banach
space X, its dual space is denoted by X ′. The duality pairing between f ∈ X and g ∈ X ′
is represented by 〈f, g〉X×X′ , which denotes the integral
∫
Ω
fg whenever it makes sense;
this in particular applies for the duality between H10 (Ω) and its topological dual H
−1(Ω).
The sub-script denoting the spaces in which the duality pairing is understood will be
omitted when there is no confusion. The same notation is used for both scalar and vector
valued functions. Furthermore, when X is a finite-dimensional space, we will also make
use of the notation f · g to denote the duality pairing.
Given a normed functional space X, its norm is written as ‖·‖X , with the abbreviation
‖ · ‖L2(Ω) ≡ ‖ · ‖. For a semi-positive definite operator P : X −→ X ′, we define the semi-
norm |x|2P := 〈x, Px〉 for any x ∈ X.
In the subsequent analyses, we will extensively use the Cauchy-Schwarz inequality
〈f, g〉X×X′ ≤ ‖f‖X‖g‖X′ , that holds for an arbitrary Banach space X, as well as the
generalized Young’s inequality 2ab ≤ αa2 + 1
α
b2, for any positive value α. Finally, the
symbol . is used to denote ≤ up to positive constants.
Since the aim of this work is to consider a Faedo-Galerkin approximation of system
(4.1), we proceed to state the problem in a weak sense. Let us consider the following
functional spaces:
Vu ≡ H10 (Ω)d, Vb ≡ H0(curl; Ω), Qp ≡ L20(Ω), Qr ≡ H10 (Ω).
We define the dimensionally consistent norms:
‖u‖Vu :=
ν
1
2
L0
‖u‖+ ν 12‖∇u‖, ‖b‖Vb :=
λ
1
2
L0
‖b‖+ λ 12‖∇ × b‖,
‖p‖Qp :=
1
ν
1
2
‖p‖, ‖r‖Qr :=
1
λ
1
2
‖r‖+ L0
λ
1
2
‖∇r‖,
where L0 is a characteristic dimension length of the problem. The weak form of the
problem reads as follows: find (u(t), p(t), b(t), s(t)) ∈ Vu ×Qp × Vb ×Qr such that
Mu∂tu+Ku(u, u) + Cu(b, b) +Gup = fu in V
′
u, Duu = 0 in Q
′
p, (4.2a)
%Mb∂tb+Kbb+ Cb(b, u) +Gbr = fb in V
′
b , Dbb = 0 in Q
′
r, (4.2b)
almost everywhere in t ∈ (0, T ), where the operators involved in (4.2) are given by (4.1)
and the definition of weak derivative as follows.
For the fluid sub-problem, we define the linear operators Mu : Vu −→ V ′u as Muv :=
(v, ·), Gu : Qp −→ V ′u as Guq := −(q,∇ · (·)) and Du := −GTu , where the superscript T
indicates the transpose operator.
The bilinear operator Ku(u, u) : Vu × Vu −→ V ′u is split into its symmetric and
skew-symmetric parts Ku(w, v) := Ksymv +Kskw(w, v), where
Ksymv := ν (∇v,∇(·)) and Kskw(w, v) :=
〈
(w · ∇)v + 1
2
(∇ · w)v, ·
〉
V ′u×Vu
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include the viscous and convection terms, respectively.2 The Lorentz force term Cu :
Vb × Vb −→ V ′u reads as Cu(d, c) := −〈(∇× c)× %d, ·〉V ′u×Vu .
Analogously, for the magnetic sub-problem Mb : Vb −→ V ′b is defined as Mbc := (c, ·),
Kb : Vb −→ V ′b is defined as Kbc := λ(∇× c,∇× (·)), Gb : Qr −→ V ′b as Gbs := (∇s, ·)
and Db = −GTb . The bilinear coupling operator Cb : Vb × Vu −→ V ′b is defined as
Cb(d, u) := −〈∇× (u× %d), ·〉V ′b×Vb .
The operator-type notation of the problem in (4.2) will be used as long as possible,
in order to make the exposition clear and concise. Furthermore, we will make use of the
following notation for the bilinear operators. We define the linear operator Kskw(w) :
Vu −→ V ′u as Kskw(w, ·), and analogously for Cu(d) := Cu(d, ·) and Cb(d) := Cb(d, ·). We
note that Cu(d) = −Cb(d)T , for any d ∈ Vb.
The well-posedness of (4.2) comes from the coercivity of Ku(u), and the inf-sup
condition
βu ≤ inf
q∈Qp
sup
v∈Vu
〈Guq, v〉
‖q‖Qp‖v‖Vu
(4.3)
for the fluid problem, as well as
βm ≤ inf
(c,r)∈Vb×Qr
sup
(d,t)∈Vb×Qr
cMxw(c, r, d, t)
(‖c‖Vb + ‖r‖Qr) · (‖d‖Vb + ‖t‖Qr)
(4.4)
for the magnetic problem, where cMxw(c, r, d, t) := 〈Kbc, d〉 + 〈Gbr, d〉 + 〈Dbc, t〉 is the
Maxwell operator (see [13, Theorem 2.1]). We refer to [73] for a detailed mathematical
analysis of system (4.2); in particular, it is proved that the problem is well-posed and
satisfies an energy inequality.
4.2.3 Galerkin finite element approximation and time integra-
tion
Let Th = {k} be a finite element (FE) partition of the domain Ω. For simplicity we
assume Ω polyhedral and Th quasi-uniform, of diameter h. FE spaces and functions are
identified with the subscript h. Only conforming approximations are considered, i.e. the
FE spaces where the unknowns are sought satisfy Vuh ⊂ Vu, Vbh ⊂ Vb, Qph ⊂ Qp and
Qrh ⊂ Qr. Further, we denote by piXh(x) the L2(Ω) projection of a function x over the
FE space Xh, and pi
⊥
Xh
(x) := x− piXh(x).
In order to state the Galerkin approximation, we consider the discrete version of the
continuous operators in (4.2). Given an operator A : X −→ X ′ and a FE space Xh ⊂ X,
we define its discrete operator (matrix, for the linear case) Ah : Xh −→ X ′h as follows:
〈Ahxh, yh〉 := 〈Axh, yh〉 for any xh, yh ∈ Xh. For the sake of conciseness, we will omit
the h subscript for the discrete operators, since the continuous counterpart will not be
used onwards. On the other hand, the linear functional fu ∈ V ′u must be replaced by
fuh ∈ V ′uh such that 〈fuh, vh〉 = 〈fu, vh〉 for any vh ∈ Vuh (analogously for fb). For the
sake of conciseness, we will omit the h subscript for FE functions, linear functionals on
2We have considered the skew-symmetric form of the convective term, instead of 〈(w · ∇)v, ·〉V ′u×Vu ,
which is only skew-symmetric for w solenoidal. This way, we inherit the skew-symmetry of the operator
at the discrete level.
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FE spaces and discrete operators, since their continuous counterparts will not be used
onwards if not explictly stated.
Let us consider a uniform partition of the time interval (0, T ) into N elements
(tn, tn+1) for n = 0, ..., N − 1, where tn := nδt. The element size is denoted by δt := T
N
.
With regard to time integration, we consider the θ-method.3 We can split our unknowns
into the primal unknowns y := (u, b) and the Lagrange multipliers z := (p, r). This way,
the time-continuous, spatial FE formulation can be written as a differential-algebraic
equation:
y˙(t) = A(y(t), z(t), t), 0 = C(y(t), t),
where y(t) ∈ Rn, z(t) ∈ Rm, A(t) : Rn+m → Rn and C(t) : Rn+m → Rm. Using the
definitions
δyn+1 = yn+1 − yn, y˙n+1 = δy
n+1
δt
, yn+θ = θyn+1 + (1− θ)yn, (4.5)
(analogously for zn+θ), the time discretization of this problem with the θ-method simply
reads as:
y˙n+1 = A(yn+θ, zn+θ, tn+θ), 0 = C(yn+θ, tn+θ), for θ ∈ [0, 1].
Assuming that the initial condition satisfies the constraint, i.e. C(y0, 0) = 0, and that
the constraint operator C(·) is linear, we can easily check that the previous problem is
equivalent to
y˙n+1 = A(yn+θ, zn+1, tn+θ), 0 = C(yn+1, tn+1),
where we have used the shift zn+1 ← zn+θ; it does not affect the algorithm, since no
time derivatives of z appear in the equation. Even though the solution of both systems
is the same (up to the pressure shift), the second one allows to simplify the analysis of
the pressure segregation algorithms when using θ = 1
2
in Theorem 4.4.
Once the conforming FE spaces Vuh, Qph, Vbh and Qrh have been chosen, we can
state the discretization of (4.2) by using a Galerkin FE approximation in space and the
θ-method in time. The fully discrete problem at every time step value reads as: given
(un, bn) ∈ Vuh × Vbh, find the solution (un+1, pn+1, bn+1, rn+1) ∈ Vuh ×Qph × Vbh ×Qrh of
the problem:
1
δt
Muδu
n+1 +Ku(u
n+θ, un+θ) + Cu(b
n+θ, bn+θ) +Gup
n+1 = fn+θu , Duu
n+1 = 0 , (4.6a)
%
δt
Mbδb
n+1 +Kbb
n+θ + Cb(b
n+θ, un+θ) +Gbr
n+1 = fn+θb , Dbb
n+1 = 0, (4.6b)
for n = 0, . . . , N − 1. The problem is started e.g. with u0 = piVuh(u0) and b0 = piVbh(b0).
In order to get a well-posed discrete problem (4.6), the discrete operators must satisfy
the following assumption.
Assumption 4.1. The discrete operators in (4.6) satisfy the following properties:
1. Ku is coercive with respect to Vuh, i.e. 〈Kuv, v〉 ≥ αu‖v‖2Vu for any v ∈ Vuh, with
αu > 0.
3The extension of this work to backward differencing (BDF) time integrators is straightforward.
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2. Kb is coercive with respect to Ker(Db) , i.e. 〈Kbc, c〉 ≥ αb‖c‖2Vb for any c ∈ Vbh such
that Dbc = 0, with αb > 0.
3. For any q ∈ Qph, there exists βu > 0 such that βu‖q‖Qp ≤ supv∈Vuh 〈Gu(q),v〉‖v‖Vu .
4. For any s ∈ Qrh there exists βb > 0 such that βb‖s‖Qr ≤ supc∈Vbh 〈Gb(s),c〉‖c‖Vb .
5. Gu = −DTu , Gb = −DTb and Cu(d) = −Cb(d)T , for any d ∈ Vbh.
The first and last properties are automatically inherited from the continuous problem
for any conforming FE space, since we have considered the skew-symmetric form of
the convective term. Unfortunately, the other three properties are not true in general,
introducing restrictions over the FE spaces to be used. Property 3 is the classical discrete
inf-sup condition for the fluid problem, which is known to be satisfied for some particular
choices of Vuh ×Qph (see e.g. [34]). Properties 2 and 4 are known to be satisfied for the
so-called Ne´de´lec FEs (see [99, 100]) and are enough to satisfy the discrete version of
(4.4). We refer to [73, 111] for a detailed discussion about the numerical approximation
of the full incompressible MHD system (4.2) using a Galerkin FE approximation.
Let us introduce the following notation, βθ(P ; v, w) := (θ− 12)|v−w|2P , for an arbitrary
positive-definite (PD) operator P . In the next theorem, we state the stability of the
discrete (Galerkin) problem (4.6).
Theorem 4.2. Given a set of FE spaces Vuh, Vbh, Qph and Qrh that satisfy Assumption
4.1, the sequence of solutions of system (4.6) for m = 0, . . . , N − 1 satisfies the energy
inequality:
‖um+1‖2 + %‖bm+1‖2 +
m∑
n=0
(βθ(Mu;u
n+1, un) + %βθ(Mb; b
n+1, bn)) (4.7)
+
m∑
n=0
δt(αu‖un+θ‖2Vu + αb‖bn+θ‖2Vb) ≤ ‖u0‖2 + %‖b0‖2
+
m∑
n=0
δt(
1
αu
‖fn+θu ‖V ′u +
1
αb
‖fn+θb ‖V ′b ),
with θ ∈ [1
2
, 1].
Proof. Using the skew-symmetry in property 5 of Assumption 4.1, together with the fact
that (a− b)(θa+ (1− θ)b) = 1
2
(a2 − b2 + (2θ − 1)(a− b)2), we get:
|un+1|2Mu − |un|2Mu + βθ(Mu;un+1, un) + 2δt|un+θ|2Ksym
+ %|bn+1|2Mb − %|bn|2Mb + %βθ(Mb; bn+1, bn) + 2δt|bn+θ|2Kb = 2δt〈fn+θu , un+θ〉+ 2δt〈fn+θb , bn+θ〉.
Now, using properties 1 and 2 in Assumption 4.1, as well as Cauchy-Schwarz’s and
Young’s inequality for the right hand side, and adding up for n = 0, . . . ,m, we prove the
theorem.
Remark 4.1. Pressure stability is obtained a posteriori via the inf-sup conditions (prop-
erties 3 and 4) in Assumption 4.1.
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4.3 Linearization and semi-implicit algorithms
In this section, we consider a Picard-type linearization of the problem that is uncon-
ditionally stable when considering semi-implicit techniques, i.e. no nonlinear iterations
are performed. Given an arbitrary bilinear operator P (x, y), the Picard linearization of
P (x, x) (with respect to the first argument) in the vicinity of a point x¯ is obtained ap-
proximating P (x, x) ≈ P (x¯, x). We use this linearization for Kskw, Cu and Cb. Since all
these operators are skew-symmetric with respect to the second argument, their Picard
linearizations keep the skew-symmetry. Let us denote by u¯n+θ an approximation of un+θ
(idem for bn+θ). At every time step value, the nonlinear FE system (4.6) can always be
stated in compact algebraic form as:
A(un+θ, bn+θ)xn+θ = gn+θ(un+θ, bn+θ;un, bn), where xn+θ :=
[
un+θ, bn+θ, pn+θ, rn+θ
]T
,
and the definition of A and g is straightforward from (4.6) and (4.5). At this point,
we can consider semi-implicit or implicit algorithms, depending on the treatment of
the linearization. An implicit formulation of the system at tn+1 reads as follows: given
the values (un, bn) from the previous step, choose an initial value (un+θ,0, bn+θ,0), e.g.
(un+θ,0, bn+θ,0)← (un, bn), set m = 0 and compute:
A(un+θ,m, bn+θ,m)xn+θ,m+1 = gn+θ(un+θ,m, bn+θ,m;un, bn), m← m+ 1
where m is the nonlinear iteration counter, till an appropriate convergence criterium is
satisfied.
Alternatively, we can consider a semi-implicit formulation: given the values (un, bn),
compute
A(u∗,n+θ, b∗,n+θ)xn+θ = gn+θ(u∗,n+θ, b∗,n+θ;un, bn), (4.8)
where u∗,n+θ and b∗,n+θ are extrapolations of un+θ and bn+θ respectively. In this case,
we have to solve one linear system per time step value. However, the quality of the
extrapolation affects the error in time of the method. For instance, a second order semi-
implicit formulation can be obtained using the Crank-Nicholson time integrator, i.e.
θ = 1
2
, and a second order extrapolation,4namely u∗,n+
1
2 = 3
2
un − 1
2
un−1 and b∗,n+
1
2 =
3
2
bn − 1
2
bn−1.
Corollary 4.1. The semi-implicit formulation (4.8) satisfies the energy inequality (4.7),
for any choice of the linearization (u∗,n+θ, b∗,n+θ) and θ ∈ [1
2
, 1].
Proof. The proof of the semi-implicit formulation is identical to the one for the fully
implicit (nonlinear) formulation, since the skew-symmetry of Kskw, Cu and Cb is still
true after linearization, independently on the point with respect to which linearization
is performed.
Unfortunately, the resulting system matrix is fully coupled, in the sense that we have
to solve for all the unknowns together. Furthermore, the double saddle-point structure of
the system makes the monolithic matrix indefinite, which deteriorates the performance
4In order to keep second order accurate results, we can perform nonlinear iterations at n = 1,
obtaining a second order accurate value for (u1, b1).
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of direct and iterative solvers (see [67]). In what follows we work on a stabilized FE
formulation that avoids the need to use inf-sup stable approximations and introduces
convection stabilization. Further, we consider splitting methods that decouple the full
monolithic system into smaller sub-problems that are positive-definite while keeping
unconditional stability and energy bounds. We consider a two-step splitting: in the first
step, the pressures p and r are segregated from the vectorial fields u and b, and in the
second step the computation of the vectorial fields is also decoupled. We will see in the
next sections that unconditionally stable segregation techniques require a particular type
of stabilization, as the one introduced below.
4.4 Term-by-term stabilized finite element formula-
tion
The crude Galerkin approximation of the full incompressible MHD problem (4.6) presents
some drawbacks, namely:
• Galerkin FE formulations of saddle-point problems require FE spaces that satisfy
the discrete inf-sup conditions in Assumption 4.1 (properties 2, 3 and 4). Since
the inf-sup conditions for the fluid and magnetic sub-problems are different, it
would lead to different interpolation spaces for different unknowns. It complicates
the implementation issues, e.g. the database structure, the computation of the
coupling terms and the graphs needed for the compressed storage of the system
matrix.
• The lumping of mass matrices is not well-defined in general for this type of stable
discretizations, making the segregated algorithms below less efficient.
• Galerkin formulations deteriorate as convection becomes dominant.
This situation has motivated the use of Lagrangian FE approximations with stabilized
formulations, that allow to avoid the difficulties related to inf-sup conditions, introduce
convection stabilization and make the mass lumping clean. The aim of this section is
to analyze how stabilization can affect the design of segregated algorithms and design
appropriate stabilized methods that allow segregation keeping unconditional stability.
We can consider a variational multiscale formulation of the problem, by using the
framework in [83, 84]. This way, we add a term of the type
∑
k∈Th
∫
K
(F − ∂tM(U) −
L(U)) · τLT (V )dΩ to the LHS of (4.6), where F is the forcing term, L the spatial
differential operator of the problem at hand and M the continuous mass operator. τ is
the matrix of stabilization parameters. Alternatively, when considering a Galerkin/Least-
Squares (GLS) stabilization of the problem, we just replace LT (V ) by −L(V ) in the
definition of the stabilization term. This approach was initially considered in [53] for the
full incompressible MHD problem. However, the discrete method was derived assuming
extra regularity over b, i.e. b ∈ H1(Ω). As a consequence, the corresponding formulation
does not converge to non-smooth solutions b 6∈ H1(Ω).
In order to capture singular solutions of the magnetic problem, we have recently
proposed in Chapter 2 a consistent modification of L(u, p, b, r) in the stabilization term,
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replacing −ν∆u+ (w · ∇)u+∇p− (∇× b)× d∇ · uλ∇×∇× b−∇× (u× %d) +∇r
∇ · b
 by

−ν∆u+ (w · ∇)u+∇p− (∇× b)× d
∇ · u
λ∇×∇× b−∇× (u× %d)
∇r
∇ · b
 ,
where we have split the induction equation operator into two parts, and defined
M(u, b) = diag(1, 0, %1, 0, 0) and F = (fu, 0, fb, 0, 0). The key point is the fact that
the VMS term is still a residual-based term, since r = 0 but now we can consider a
diagonal stabilization matrix τ := diag(τu, τp, τb1, τb2, τr) in such a way that the dis-
crete formulation mimics the correct functional setting, being capable to approximate
singular solutions. We refer to Chapters 2 and 3 for a detailed motivation and analysis
of this method. After the stabilization, some of the properties of the operators are not
true anymore. In particular, (Cb)
T 6= −Cu, and GT 6= −D. In any case, the method is
unconditionally stable and convergent (see Chapter 3).
Unfortunately, as we can infer from the subsequent sections, unconditionally stable
pressure segregation algorithms rely on the fact that G = −DT . This property is used
in the stability proof of these methods, in order to treat the pressure terms (see [8–10,
51,75]). As a result, VMS (or GLS) stabilization of the full MHD (or any other problem
with this structure) is not suitable for pressure segregation.
Therefore, in the following, we will design a stabilized formulation that is block-
diagonal, i.e. the off-diagonal matrices are not modified with stabilization. This way,
we keep the block-skew-symmetric form of the matrix, allowing to get unconditionally
stable segregated algorithms. Obviously, the resulting method must provide the desired
stability and keep optimal accuracy. All these requirements can be attained by using a
term-by-term orthogonal subscales formulation (see [50]).
However, the use of the term-by-term formulation must be carried out with care. It
has been proved in [14, Lemma 2] that orthogonal subscales stabilization of the Maxwell
operator deals with weakened stability results. For this reason, we consider two types of
terms, those that do require to introduce projections and those that do not. Since we
have that
∇ · u = 0, ∇ · b = 0, ∇r = 0,
for the continuous solution, we can simply add the stabilization terms:5
(τp∇ · u,∇ · v) + (τr∇ · b,∇ · c) + (τb,2∇r,∇s),
to the left-hand-side of the Galerkin formulation, without affecting the consistency and
convergence of the method. For the rest of the needed stabilization terms, we consider:
(τupi
⊥
Vuh
(∇p),∇q) + (τupi⊥Vuh(u¯ · ∇u), u¯ · ∇v) + (τupi⊥Vuh((∇× b)× %b¯), (∇× c)× %b¯)
+ (τb,1pi
⊥
Vbh
(∇× (u× %b¯)),∇× (v × %b¯)).
Adding these terms, we lose strong consistency, but the orthogonal projection allows to
keep optimal rates of convergence towards the exact solution, which is the important
5For the first two terms, we can also consider an orthogonal projection stabilization only, without
affecting stability. On the contrary, the last term must provide full control on r (see [14]).
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point (see [48]); this property is usually called weak-consistency and simply means that
the inconsistent term vanishes as h↘ 0 (see [30]). The first term is the one that provides
pressure stability, whereas the other three terms are the convection-stabilization terms.
Let us remark that the second term can be switched off for low Reynolds number flows
(Ref < 1), whereas the last two terms can be switched off for low magnetic Reynolds
numbers (Rem < 1). The choice of the stabilization parameters comes from the stability
and convergence analysis (see Chapter 3), and have the following expressions within each
element k at time step m:
τu := (α
m)−1
(
1 + φ
m√
αmγ
)−1
, τp := c5
h2
τu
, τb,1 := γ
−1
(
1 + φ
m√
αmγ
)−1
,
τb,2 := c6
L20
λ
, τr := c7
h2λ
L20
,
with
αm := c1
‖um‖L∞(k)
h
+ c2
ν
h2
, φm := c3
%‖bm‖L∞(k)
h
, γ := c4
λ
h2
.
c1, . . . , c5 are algorithmic constants and L0 is a length scale of the problem. In order to
state the stabilized problem in compact form, we can define the stabilization operators.
The stabilization matrix S := diag(Su, Sb, Sp, Sr) is composed by:
Su(u¯, b¯) :=(τu∇ · u,∇ · (·)) + (τupi⊥Vuh(u¯ · ∇u), u¯ · ∇(·))
+ (τb,1pi
⊥
Vbh
(∇× (u× %b¯)),∇× ((·)× %b¯)),
Sb(b¯) :=(τr∇ · b,∇ · (·)) + (τupi⊥Vuh((∇× b)× %b¯), (∇× (·))× %b¯),
Sp :=(τupi
⊥
Vuh
(∇p),∇(·)),
Sr :=(τb,2∇r,∇(·)).
Let us stress the fact that all these operators are SPD.
Therefore, we can state the stabilized term-by-term formulation as: given (un, bn) ∈
Vuh×Vbh, find the solution (un+1, pn+1, bn+1, rn+1) ∈ Vuh×Qph×Vbh×Qrh of the problem:
1
δt
Muδu
n+1 +Ku(u¯
n+θ)un+θ + Cu(b¯
n+θ)bn+θ +Gup
n+1 = fn+θu , (4.9a)
Duu
n+1 + Spp
n+1 = 0, (4.9b)
%
δt
Mbδb
n+1 +Kbb
n+θ + Cb(b
n+θ)un+θ +Gbr
n+1 = fn+θb , (4.9c)
Dbb
n+1 + Srr
n+1 = 0, (4.9d)
for n = 0, . . . , N − 1, where we have modified the expression of the Galerkin operators
as follows:
Ku(u¯
n+θ)← Ku(u¯n+θ) + Su(u¯n+θ, b¯n+θ), Kb ← Kb + Sb(b¯n+θ).
The stability of this algorithm comes from the following properties.
Theorem 4.3. The discrete operators for the term-by-term stabilization technique satisfy
the following properties
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1. Ku satisfies |v|Ku ≥ αu‖v‖Vu for any v ∈ Vuh, with αu > 0,
2. For any c ∈ Vbh, there exists αb > 0 such that αb‖c‖Vb ≤ sups∈Qrh 〈Dbc,s〉‖s‖Qr + |c|Kb,
3. For any q ∈ Qph, there exists βu > 0 such that βu‖q‖Qp ≤ supv∈Vuh 〈Gu(q),v〉‖v‖Vu + |q|Sp,
4. For any s ∈ Qrh, there exists βb > 0 such that βb‖s‖Qr ≤ |s|Sr ,
5. Gu = −DTu , Gb = −DTb and Cu(d) = −Cb(d)T , for any d ∈ Vbh,
for FE spaces Vuh, Vbh, Qph and Qrh constructed by Lagrangian FEs.
Proof. The first property comes from the fact that coercivity is inherited by any con-
forming FE space as well as the definition of the SPD operator Su and the fact that we
consider the skew-symmetric form of the convective operator.
The second result relies on the continuous inf-sup condition (4.4) for the continuous
magnetic field. Since we assume a conforming FE formulation, (c, 0) ∈ Vb × Qr for any
c ∈ Vbh. We know from (4.4) that there exists (c¯, s¯) ∈ Vb × Qr with unit norm, i.e.
‖c¯‖Vb + ‖s¯‖Qr = 1, such that cMxw(c, 0, c¯, s¯) & ‖c‖Vb . Now, we have:
cMxw(c, 0, c¯, s¯) = cMxw(c, 0, 0, εh(s¯)) + cMxw(c, 0, c¯, pi
SZ
Qrh
(s¯)),
where εh(t) := t − piSZQrh(t) and piSZQrh(v) is a continuous FE interpolant in H1(Ω) of a
function t (scalar or vector valued) with optimal interpolation properties that preserves
null traces, e.g. the Scott-Zhang interpolant [33]. Now, we bound the first term as follows:
cMxw(c, 0, 0, εh(s¯)) = (c,∇εh(s¯)) ≤ −‖∇ · ch‖‖εh(s¯)‖ . ‖τ
1
2
r ∇ · c‖,
where we have used the typical error interpolation estimate (see [33]) and Poincare´
inequality in order to get ‖εh(s¯)‖L2(Ω) . h‖s¯‖H1(Ω) . hλ
1
2
L0
‖s¯‖Qr , and the definition of τr.
On the other hand,
cMxw(c, 0, c¯, pi
SZ
Qrh
(s¯)) = (λ∇× c,∇× c¯) + (∇ · c, piSZQrh(s¯)) ≤ λ
1
2‖∇ × c‖+ ‖∇ · c‖Q′rh ,
where we have used the H1(Ω) continuity of the Scott-Zhang interpolant and the dual
norm ‖f‖Q′rh := sups∈Qrh
〈f,s〉
‖s‖Qr . Combining these results, we easily prove the second
result.
With regard to the Lagrange multipliers, Sr is a PD operator that straightforwardly
provides H1(Ω) stability, and so, r stability does not rely on an inf-sup condition any-
more. The stability of the fluid pressure is obtained from the continuous inf-sup condition
(4.3). For any discrete pressure p ∈ Qph ⊂ Qp, property 3 in Assumption 4.1 implies that
there exists a vp ∈ Vu such that
β‖p‖Qp‖vp‖Vu ≤ (∇ · vp, p) = (∇ · εh(vp), p) + (∇ · piSZVuh(vp), p)
≤ ‖τ
1
2
u∇p‖‖vp‖Vu + (∇ · piSZVuh(vp), p),
where we have used the standard interpolation property stated above, as well as the
definition of τu. Using the H
1-continuity of the Scott-Zhang projector, we easily prove
the weakened discrete inf-sup condition.
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Finally, the last property is inherited from the continuous problem, as commented
above for the Galerkin discretization, since those operators have not been modified by
the term-by-term stabilization.
Remark 4.2. The analysis of the term-by-term stabilization relies on weakened versions
of the discrete inf-sup conditions that are true for a much larger set of FE spaces, e.g.
equal order Lagrangian FE spaces. It is different from VMS formulations, that make the
resulting method coercive. However, due to the additional coupling between unknowns
that come from the stabilization terms, the analysis of the VMS method results to be
more involved (see Theorem 2 in Chapter 2 for the incompressible MHD system and a
VMS stabilization).
Remark 4.3. By the definition of Vuh and Vbh, any function belonging to these spaces
satisfy the boundary conditions for the velocity and magnetic field respectively. However,
we cannot consider the orthogonal projections onto these spaces because the consistency
error would not be optimal. We have to use the orthogonal projections onto the spaces
without any boundary condition. It has been proved in [52] that, even though it reduces
the stability of the algorithm, the orthogonal subscales method is still stable.
Remark 4.4. In order to implement the projected terms, we consider the following
approximation
pi⊥Xh(y
n+1) = yn+1 − piXh(yn+1) = yn+1 −M−1Xhyn+1
where MXh is the consistent mass matrix for an arbitrary FE space Xh. This way, the
projection is computed once per time step and the corresponding CPU cost has been
observed to be negligible, i.e. less than 1% of the solver time. Furthermore, it slightly
improves stability (see [25]). Additionally, M−1Xh can be replaced by its lumped version,
reducing even more the computational cost of the projection.
4.5 Operator splitting techniques
In this section, we consider splitting operator techniques at the fully discrete level (see
e.g. [9, 47]).
4.5.1 Level 1: pressure segregation
Let us group the unknowns into the vectorial field variables y := (u, b) and the Lagrange
multipliers or “pressures” z := (p, r), in order to carry out the pressure segregation with
compact notation. The first splitting technique that we apply over the full MHD system
consists of the segregation of the y and z computation. In order to do that, we consider an
extension of the classical pressure segregation technique, also called pressure correction
or fractional step method, that is widely used in the numerical approximation of the
incompressible Navier-Stokes equations (see [9,42,75,116]). The MHD stabilized system
(4.9) (or (4.6) when considering the non-stabilized formulation) can be rewritten as:
1
δt
Mδyn+1 +K(y¯n+θ)yn+θ +Gzn+1 = fn+θ, Dyn+1 + Szn+1 = 0, (4.10)
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where we have used the notation
K(y¯) =
[
Ku(u¯) Cu(b¯)
Cb(b¯) Kb
]
, M =
[
Mu 0
0 %Mb
]
, G =
[
Gu 0
0 Gb
]
,
D =
[
Du 0
0 Db
]
, S =
[
Sp 0
0 Sr
]
, fn+θ =
[
fn+θu
fn+θb
]
. (4.11)
We treat the Galerkin and stabilized formulations in a unified way. The final expression
of the operators will depend on this choice. In particular, the S-matrices are null for
the Galerkin FE approximation. Since G = −DT , we can consider pressure segregation
techniques, and obtain unconditionally stable segregated algorithms. We consider the
equivalent statement of the problem, by introducing the intermediate unknown y˜:
M
δt
(y˜n+1 − yn) +K(y¯n+θ)yn+θ +Gz∗,n+1 = fn+θ, (4.12)
M
δt
(yn+1 − y˜n+1) +G(zn+1 − z∗,n+1) = 0, Dyn+1 + Szn+1 = 0,
where z∗,n+1 is an approximation of zn+1. Now, we introduce the splitting error, by
replacing yn+θ by y˜n+θ in (4.12), where y˜n+θ := θy˜n+1 + (1 − θ)yn. This approximation
perturbs the monolithic problem with an error term ey = θδtK(y¯
n+θ)M−1G(zn+1−z∗,n+1)
in the momentum equation (4.12).6 Furthermore, applying DM−1(·) over the second
equation, and invoking the mass conservation equation, we obtain:
M
δt
(y˜n+1 − yn) +K(y¯n+θ)y˜n+θ +Gz∗,n+1 = fn+θ, (4.13a)
Dy˜n+1 + Szn+1 + δtLD(z
n+1 − z∗,n+1) = 0, (4.13b)
M
δt
(yn+1 − y˜n+1) +G(zn+1 − z∗,n+1) = 0, (4.13c)
where LD := −DM−1G is a discrete Laplacian matrix. From the definition of the matri-
ces above, we easily see that
LD =
(
LDu 0
0 LDb
)
, where LDu := DuM
−1
u Gu, LDb :=
1
%
DbM
−1
b Gb. (4.14)
So, the computation of p and r in (4.13b) is also decoupled.7 In practice, DM−1G is
usually replaced by more standard (and cheaper) discretizations of the Laplacian with
homogeneous boundary conditions, i.e. LD ← diag(Lp, %−1Lr) where Lpp = (∇p,∇(·))
(idem for r). This approximation introduces an additional perturbation (with respect to
the monolithic system) in the mass conservation equation ez := δtEL(z
n+1−z∗,n+1) which
does not spoil the accuracy of the algorithm and improves stability; EL := LD−DM−1G
is a semi-positive-definite matrix.
6Therefore, if zn+1 − z∗,n+1 ∼ O(δtk), the error introduced by the splitting is of order O(δtk+1).
7We can infer that z · DM−1Gz = ‖piVyh(z)‖2 from the definition of the operators, where Vyh ≡
Vuh×Vbh. This fact, together with the stabilized inf-sup condition for p and the coervity for r in Theorem
4.3 prove the well-posedness of the term-by-term stabilized problem. For the Galerkin formulation, it
simply comes from the inf-sup conditions in 4.1.
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Theorem 4.4. The sequence of solutions of system (4.13) for m = 0, . . . , N−1 satisfies
the energy inequality:
‖um+1‖2 + %‖bm+1‖2 +
m∑
n=0
δt(αu‖u˜n+θ‖2Vu + αb‖b˜n+θ‖2Vb)
+
m∑
n=0
δt(|pn+1|2Sp + |rn+1|2Sr) ≤ ‖u0‖2 + %‖b0‖2 +
m∑
n=0
δt(
1
αu
‖fn+θu ‖V ′u +
1
αb
‖fn+θb ‖V ′b ),
for z∗,n+1 = (pn, 0), with θ = 1
2
. Therefore, system (4.13) is unconditionally stable both
for the Galerkin and term-by-term stabilization, and either LD := −DM−1G or LD :=
diag(Lp, %
−1Lr).
Proof. Let us prove the result for the Crank-Nicolson algorithm; the analysis for the
Backward-Euler time integration is simpler. The proof of this result is similar to the
one for the incompressible Navier-Stokes equations in [47]; we just sketch the proof,
introducing the slight differences between the two analyses. One particularity is the fact
that, since r = 0 at the continuous level, we have considered z∗,n+1 = (pn, 0) instead
of z∗,n+1 = zn. Stability is obtained after testing (4.13a) against 2δty˜n+
1
2 and (4.13c)
against δt(yn+1 + y˜n+1). Adding up the resulting equations, we easily get:
|yn+1|2M − |yn|2M + δt|y˜n+
1
2 |2K + δty˜n+1 ·Gzn+1 + δtyn ·Gz∗,n+1
+ δtyn+1 ·G(zn+1 − z∗,n+1) . y˜n+ 12 · fn+ 12 . (4.15)
Using Eq. (4.13b), and the fact that D = −GT we obtain:
δty˜n+1 ·Gzn+1 = δt2zn+1LD(zn+1 − z∗,n+1) + δt|z|2S. (4.16)
On the other hand, (4.13c) can be rewritten as:
yn+1 = y˜n+1 − δtM−1G(zn+1 − z∗,n+1), (4.17)
which used for steps n+ 1 and n easily leads to:8
δtyn+1 ·G(zn+1 − z∗,n+1) + δtyn ·Gzn = δt2|zn+1 − z∗,n+1|2EL + δ2t zn · EL(zn − z∗,n).
Combining the last three equations, we obtain:
δty˜n+1 ·Gzn+1 + δtyn ·Gz∗,n+1 + δtyn+1 ·G(zn+1 − z∗,n+1) =
δt|z|2S + δt2zn+1 · L(zn+1 − z∗,n+1) + δt2|zn+1 − z∗,n+1|2EL + δt2zn · EL(zn − z∗,n).
(4.18)
After adding up for all the time step values (considering the special treatment for the
first step) we easily check that the sum of the last three terms is a positive value. Then,
we have
supm=0,...,N−1|ym|2M +
N−1∑
n=0
δt(|y˜n+1|2K + |zn+1|2S) . |y0|M +
N−1∑
n=0
δty˜n+
1
2 · fn+ 12 . (4.19)
8 In order to treat the case n = 0 in the previous equation we have some options. The most straightfor-
ward is to consider z0 = (0, 0), but it introduces an O(δt) error at the first time step value. Alternatively,
we can consider a monolithic solver for the first time step. In this case, the previous equation only applies
for n = 1, . . . , N − 1 and y1 ·Gz1 = |p1|Sp + |r1|Sr .
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In order to have full control over ‖b˜n+ 12‖Vb we use the fact that Dbb˜n+1 = −Srrn+1 −
δt
%
Lrr
n+1 ∈ Q′rh. Property 2 in Theorem 4.3 leads to:
|b˜n+1|Kb + |rn+1|Sr & αb‖b‖Vb ,
where we have used δt
%
. L
2
0
λ
, for a dimensionless constant. Using the expressions of y
and z, combining the last two results and Poincare-Friedrich’s inequality, we prove the
theorem.
Remark 4.5. The VMS and GLS stabilized formulations perturb the G and D operators
in such a way that G 6= −DT . As a result, DM−1G is not positive definite. Further,
taking LD = diag(Lp, %
−1Lr) is not enough to solve the problem, since the matrix EL :=
LD−DM−1G is indefinite in general. EL must be a semi-positive-definite matrix in order
to prove that the last two terms in (4.18) are larger or equal to zero, after adding up for
all time step values. As far as we know, a standard pressure segregation algorithm cannot
be applied to this type of stabilized formulations without affecting the stability properties
of the method.
In Algorithm 4.1 we have written the second order in time method resulting of a
Crank-Nicholson time integration scheme and z∗,n+1 = (pn, 0), in its semi-implicit ver-
sion; the implicit formulation is obtained by performing nonlinear iterations over this
algorithm. The first two equations (for u and b) are coupled, but those for p and r
are decoupled. Summarizing, the splitting has converted a monolithic indefinite (double
saddle-point) system into three definite (parabolic) problems. The problem for (u˜, b˜) is a
convection-diffusion-reaction system, whereas two Dirichlet (Laplacian) problems must
be solved for p and r separately. Further, in order to obtain the end-of-step values (u, b)
we must solve two different systems with a mass matrix, which can be lumped. These
systems are trivial and have a negligible CPU cost. Unfortunately, lumping is not obvious
for the inf-sup stable FE interpolations needed when using a crude Galerkin approxi-
mation. This is another reason to favour the term-by-term stabilized formulation (4.9).
It is important to note also that because r = 0 at the continuous level, its numerical
value is very small (except for very coarse meshes). Therefore, it is possible to freeze the
computation of rn+1 for several time steps without affecting the accuracy on the solution
of b, thus reducing the total computational cost of the algorithm. See Section 4.6.2 for a
numerical example of this fact.
4.5.2 Level 2: u− b uncoupling
Step 1 in Algorithm 4.1 still requires to solve a convection-diffusion-reaction problem
with system matrix 1
δt
M +K, that couples the u and b computations. However, we can
observe that the K matrix that couples the u and b computations has a block-skew-
symmetric form. Therefore, we can consider an additional splitting over this matrix,
keeping unconditional stability, as we have done for the pressure. We start with a simple
splitting, which is at most first order accurate in time. Then, we will show how to get
more accurate methods. Using a first order product formula over the discrete evolutive
4.5. Operator splitting techniques 83
Algorithm 4.1: Second order segregated Galerkin formulation
Given the previous time step values (un, un−1, bn, bn−1), the linearized problem around
(u¯, b¯) reads as: compute the solution (un+1, pn+1, bn+1, rn+1) ∈ Vuh ×Qph × Vbh ×Qrh as
follows:
• Step 1: Compute (u˜n+1, b˜n+1) ∈ Vuh × Vbh such that{
1
δtMu(u˜
n+1 − un) +Ku(u¯n+ 12 )u˜n+ 12 +Gupn + Cu(b¯n+ 12 )b˜n+ 12 = fn+
1
2
u ,
%
δtMb(b˜
n+1 − bn) +Kbb˜n+ 12 + Cb(b¯n+ 12 )u˜n+ 12 = fn+
1
2
b ,
where u¯n+
1
2 = 32u
n − 12un−1 and b¯n+
1
2 = 32b
n − 12bn−1.
• Step 2: Compute pn+1 ∈ Qph and rn+1 ∈ Qrh such that
δtLpp
n+1 = Duu˜
n+1 + δtLpp
n,
δt
%
Lrr
n+1 = Dbb˜
n+1.
• Step 3: Compute un+1 ∈ Vuh and bn+1 ∈ Vbh such that
1
δt
Mu(u
n+1 − u˜n+1) +Gu(pn+1 − pn) = 0, %
δt
Mb(b
n+1 − b˜n+1) +Gbrn+1 = 0
problem (see [3, 44]), Eq. (4.13a) can be re-written as:
1
δt
Muu˜
n+1 +Ku(u¯
n+θ)u˜n+θ + Cu(b¯
n+θ)b˜n+θ = fn+θu +
1
δt
Mun −Gup∗,n+1, (4.20a)
%
δt
Mbb˜
n+1 +Kbb˜
n+θ + Cb(b¯
n+θ)u˜n+θ = fn+θb +
%
δt
Mbn. (4.20b)
At this point, let us introduce the auxiliary variable uˆ. We can re-write eq. (4.20a) as:
1
δt
Muˆn+1 + Cu(b¯
n+θ)b˜n+θ =
1
δt
Mun, (4.21a)
1
δt
M(u˜n+1 − uˆn+1) +Ku(u¯n+θ)u˜n+θ = fn+θu −Gup∗,n+1. (4.21b)
Now, we introduce the splitting error replacing u˜n+θ in (4.20b) by uˆn+θ:
%
δt
Mb˜n+1 +Kbb˜
n+θ + Cb(b¯
n+θ)uˆn+θ = fn+θb +
%
δt
Mbn, (4.22)
where uˆn+θ := θuˆn+1 +(1−θ)un. This way, the splitting error introduced in the induction
equation is
eb = Cb(u˜
n+θ − uˆn+θ) = Cb(u˜n+θ − un + δtCu(b¯n+θ)b˜n+θ) ∼ O(δt),
and so, the resulting method is at most first order accurate in time. This way, we can
compute (uˆ, b˜) coupled by the system (4.21a)-(4.22), whereas u˜ can be obtained in a
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subsequent step from (4.21b). Alternatively, we can eliminate uˆ invoking (4.21a) in (4.22),
getting:
%
δt
Mb˜n+1 + (Kb − δtCb(b¯n+θ)M−1u Cb(b¯n+θ)T )b˜n+θ = fn+θb +
%
δt
Mbn − Cb(b¯n+θ)un.
(4.23)
Replacing (4.20) by (4.23)-(4.21b), we obtain Algorithm 4.2. We have considered
Backward-Euler time integration, i.e. θ = 1, since the method is at most first order
accurate in time and the numerical dissipation introduced by this time integrator is
needed in order to prove stability. In any case, we always use a second order segregation
for the pressure, as it clearly improves the numerical results without additional cost. Al-
ternatively, we can obtain a “dual” u− b splitting by interchanging the roles of u and b
above. We omit the details of the obtention of the method, which is stated in Algorithm
4.3.
Algorithm 4.2: Segregated and perturbed Galerkin FE method, first order accu-
rate in time (perturbation over u)
Given the previous time step values (un, un−1, bn, bn−1), the linearized problem around
(u¯, b¯) reads as: compute the solution (un+1, pn+1, bn+1, rn+1) ∈ Vuh ×Qph × Vbh ×Qrh as
follows:
• Step 1: Compute b˜n+1 ∈ Vhb such that
1
δt
Mb(b˜
n+1 − bn) +Kbbn+1 + δtCb(bn)M−1uˆ CTb (bn)b˜n+1 = fn+1b − Cb(bn)un.
• Step 2: Compute u˜n+1 ∈ Vuh and rn+1 ∈ Qrh that satisfy the uncoupled problems
1
δt
Mu(u˜
n+1 − un) +Ku(un)u˜n+1 +Gupn + Cu(bn)b˜n+1 = fn+1u ,
δt
%
Lrr
n+1 = Dbb˜
n+1.
• Step 3: Compute pn+1 ∈ Quh and bn+1 ∈ Vbh that satisfy the uncoupled problems
δtLpp
n+1 = Duu˜
n+1 + δtLpp
n, and
%
δt
Mb(b
n+1 − b˜n+1) +Gbrn+1 = 0.
• Step 4: Compute un+1 ∈ Vuh that satisfies 1δtMu(un+1 − u˜n+1) +Gu(pn+1 − p∗) = 0.
The perturbed linearizations introduced above uncouple the computation of the
two sub-problems. However, at the discrete level, the obtention of uˆn+1 = un −
δtM−1u Cu(b
n, bn+1) (respectively, bˆ for the “dual” formulation), requires to solve an addi-
tional linear system with the mass matrix Mu. In order to circumvent this extra cost, we
can instead consider a different FE space for uˆ, denoted as Vˆuh such that Cu(d)c ∈ Vˆuh
for any c, d ∈ Vbh, e.g. Vˆuh ≡ Vuh ⊕ Cu(Vbh, Vbh), where Cu(Vbh, Vbh) is the space of
functions spanned by Cu(d, c), for any c, d ∈ Vbh. This space is composed by discon-
tinuous functions, but it is not a problem, since uˆ is only required to be in L2(Ω) in
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order for the method to have sense. This way, the previous expression of uˆ now reads as
un − δtCu(bn, bn+1)9 and the perturbation term is simply:(
Cb(d)M
−1
uˆ C
T
b (d)b, c
)
= ((∇× b)× d, (∇× c)× d) .
In fact, using this trick we recover (for the crude Galerkin approximation) the scheme
in [3] for a more rudimentary formulation of the MHD problem, in terms of (u, p, b), that
could not enforce b to be solenoidal and could not converge to singular solutions (H1(Ω)
regularity over b was assumed). Therein, the authors motivated the splitting between the
fluid problem (u, p) and the magnetic problem for b using a first order product formula
for the approximation of semi-groups in the sense of [44]; no pressure segregation was
studied, since the pressure is not a historical variable.
Analogously for Algorithm 4.3, using the analogous trick for bˆ, i.e. Vˆbh ≡ Vbh ⊕
Cb(Vbh, Vuh), the perturbation term can be re-written as:(
Cu(d)M
−1
bˆ
CTu (d)u, v
)
= (∇× (u× d),∇× (v × d)) .
This is the way we have implemented the perturbation terms in the numerical experi-
ments section for Algorithms 4.2 and 4.3.
Remark 4.6. Instead of considering the pressure segregation first and the u − b segre-
gation later, we could perform the splitting in reverse order. In any case, the resulting
method is identical.
The resulting method is first order accurate in time. However, we can design second
order algorithms (in time) using the velocity-correction splitting in [10] for the u − b
system. E.g. a second order splitting of the u− b problem would read as:
1
δt
Muˆn+1 + Cu(b¯
n+θ)b˜n+θ = fn+θu +
1
δt
Mun −Ku(u¯n+θ)u∗,n+θ −Gup∗,n+1, (4.24a)
%
δt
Mb˜n+1 +Kbb˜
n+θ + Cb(b¯
n+θ)uˆn+θ = fn+θb +
%
δt
Mbn, (4.24b)
1
δt
M(u˜n+1 − uˆn+1) +Ku(u¯n+θ)(u˜n+θ − u∗,n+θ) = 0. (4.24c)
This splitting error is second order in time for a first order extrapolation u∗,n+θ, e.g. taking
the value from the previous time step un (see [47]). Since the Ku operator is a second
order operator, and we cannot redefine the Vuh space as above, second order methods
would require to work with CbM
−1
u C
T
b , slightly complicating the implementation issues
and CPU time. Analogously, we can consider the “dual” version of (4.23) performing the
splitting with respect to b instead of u.
Corollary 4.2. Algorithms 4.2 and 4.3 for m = 0, . . . , N−1 satisfy the energy inequality:
‖um+1‖2 + %‖bm+1‖2 +
m∑
n=0
δt(αu‖u˜n+1‖2Vu + αb‖b˜n+1‖2Vb)
+
m∑
n=0
δt(|pn+1|2Sp + |rn+1|2Sr) ≤ ‖u0‖2 + %‖b0‖2 +
m∑
n=0
δt(
1
αu
‖fn+1u ‖V ′u +
1
αb
‖fn+1b ‖V ′b ),
9The introduction of this space is only used at the theoretical level, in order to get rid of the additional
linear system. It is never explicitly built in practice.
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Algorithm 4.3: Segregated and perturbed Galerkin FE method, first order accu-
rate in time (perturbation over b)
Given the previous time step values (un, un−1, bn, bn−1), the linearized problem around
(u¯, b¯) reads as: compute the solution (un+1, pn+1, bn+1, rn+1) ∈ Vuh ×Qph × Vbh ×Qrh as
follows:
• Step 1: Compute u˜n+1 ∈ Vuh such that
1
δt
Mu(u˜
n+1 − un) +Ku(un)u˜n+1 + δtCu(bn)M−1
bˆ
CTu (b
n)u˜n+1 +Gup
n+1 = fn+1u − Cu(bn)bn.
• Step 2: Compute b˜n+1 ∈ Vbh and pn+1 ∈ Qph that satisfy the uncoupled problems
%
δt
Mb(b˜
n+1 − bn) +Kbb˜n+1 + Cb(bn)u˜n+1 = fn+1b , and δtLppn+1 = Duu˜n+1 + δtLppn.
• Step 3: Compute rn+1 ∈ Qrh and un+1 ∈ Vuh that satisfy the uncoupled problems
δt
%
Lrr
n+1 = Dbb˜
n+1, and
1
δt
Mu(u
n+1 − u˜n+1) +Gu(pn+1 − p∗) = 0.
• Step 4: Compute bn+1 ∈ Vbh that satisfies %δtMb(bn+1 − b˜n+1) +Gbrn+1 = 0.
for z∗,n+1 = (pn, 0). Therefore, these algorithms are unconditionally stable both for
the Galerkin and term-by-term stabilization, and either LD := −DM−1G or LD :=
diag(Lp, %
−1Lr).
Proof. The treatment of the pressure terms due to pressure segregation is straightforward
from Theorem 4.4 and the analysis in [47] for the Bacward-Euler time integrator. With
respect to Theorem 4.4, we have perturbed the K term and the right-hand side f only.
We can proceed as before, in order to get:
supm=0,...,N−1|ym|2M +
N−1∑
n=0
δt(|y˜n+1|2K + |zn+1|2S)
. |y0|M +
N−1∑
n=0
δt(y˜n+
1
2 · fn+1 − b˜n+1 · C(b¯)uˆn+1).
The split matrix K leads to:
|y˜n+1|2K = ν‖∇u˜n+1‖2 + λ‖∇ × b˜n+1‖2 + u˜n+1 · Cu(b¯)b˜n+1.
Combining this term with the right-hand-side, we obtain:
u˜n+1 · Cu(b¯)b˜n+1 + b˜n+1 · Cb(b¯)uˆn+1 = u˜n+1 · Cu(b¯)b˜n+1 + uˆn+1 · Cb(b¯)T b˜n+1
= (u˜n+1 − un) · Cu(b¯)b˜n+1 + Cb(b¯)T b˜n+1 · δtM−1uˆ Cb(b¯)T b˜n+1
≥ δt
2
|M−1uˆ Cb(b¯)T bn+1|Muˆ −
1
2δt
β1(Mu; u˜
n+1, un), (4.25)
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where we have used the fact that Vuh ⊂ Vˆuh. Combined with the numerical dissipation
of the Backward-Euler time integration and using Property 2 in Theorem 4.3 in order to
get full control over b, it easily proves the theorem. Analogously, we prove that the dual
formulation is stable.
4.6 Numerical experiments
4.6.1 Convergence of a time-evolutive analytical solution
In this section, we aim to compare the behavior of the segregated algorithms presented
in this work with respect to a monolithic approach. We have simulated a time-evolutive
problem with analytical solution in the 2D unit square for the time interval [0, 5] s. The
computational domain has been discretized using a mesh of 3281 nodes and 6400 linear
triangular elements. The expression of the analytical solution we have used is:
ux = y sin(pit/10) exp(t/25), bx = y sin(pit/10) exp(t/25),
uy = −x sin(pit/10) exp(t/25), by = −x sin(pit/10) exp(t/25),
p = x+ y, r = 0.
This analytical solution is obtained through the boundary conditions and the source
terms fu and fb.
Table 4.1 shows the results we have obtained for the velocity u solving the problem for
several time-step sizes δt. The values correspond to the L2-norm of the velocity error for
the monolithic scheme using Crank-Nicolson as time integrator (CN-MONOLITHIC)
and three versions of operator splitting algorithms. We consider Algorithm 4.1, that
segregates the pressures using a second order accurate splitting and Crank-Nicolson
time integration in its semi-implicit (CN-SEGP-SI) and implicit version (CN-SEGP)
and Algorithm 4.2 in semi-implicit form that segregates the four unknowns computa-
tion together with Backward-Euler time integration (BE-SEGPU). It can be seen that
both the monolithic approach and the proposed segregation schemes verify the expected
accuracies in time.
Similarly, Table 4.2 lists the error norms for the magnetic induction b when solving
the problem with the same series of time-step sizes δt. The computed errors are the
L2-norm of the difference between the analytical (exact) solution and the numerical
solution for the same previous algorithms, CN-MONOLITHIC, CN-SEGP, BE-SEGPU
and CN-SEGP-SI. It is clear that the order of convergence of each one of the studied cases
verifies the theoretical expectations. As expected, the first order segregated scheme that
uncouples all the unknowns (BE-SEGPU) has a worse accuracy (the errors are higher).
4.6.2 Delay in the computation of r
In this subsection, we compare the effect of freezing the magnetic pseudo-pressure r
for several steps when using the pressure segregation algorithms (SEGP) and the fully
uncoupled (SEGPU) scheme. We have solved the MHD problem in a 2D square domain
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δt CN-MONOLITHIC CN-SEGP BE-SEGPU CN-SEGP-SI
1.0 2.13 ·10−2 ( - ) 2.61 ·10−2 ( - ) 7.21 ·10−2 ( - ) 2.78 ·10−2 ( - )
0.5 6.55 ·10−3 ( 1.70 ) 7.35 ·10−3 ( 1.83 ) 9.74 ·10−3 ( 2.89 ) 7.09 ·10−3 ( 1.97 )
0.1 2.53 ·10−4 ( 2.02 ) 3.12 ·10−4 ( 1.96 ) 6.38 ·10−4 ( 1.69 ) 3.11 ·10−4 ( 1.94 )
0.05 6.31 ·10−5 ( 2.00 ) 7.90 ·10−5 ( 1.98 ) 3.32 ·10−4 ( 0.94 ) 8.04 ·10−5 ( 1.95 )
0.01 2.49 ·10−6 ( 2.01 ) 3.25 ·10−6 ( 1.98 ) 6.82 ·10−5 ( 0.98 ) 3.25 ·10−6 ( 1.99 )
Table 4.1: Numerical errors and rate of convergence in brackets for the velocity u. Time-
evolutive analytical solution.
δt CN-MONOLITHIC CN-SEGP BE-SEGPU CN-SEGP-SI
1.0 2.23 ·10−2 ( - ) 2.21 ·10−2 ( - ) 4.35 ·10−1 ( - ) 2.36 ·10−2 ( - )
0.5 6.29 ·10−3 ( 1.83 ) 6.20 ·10−3 ( 1.83 ) 3.00 ·10−1 ( 0.54 ) 5.84 ·10−3 ( 2.01 )
0.1 2.43 ·10−4 ( 2.02 ) 2.43 ·10−4 ( 2.01 ) 8.39 ·10−2 ( 0.79 ) 2.41 ·10−4 ( 1.98 )
0.05 6.06 ·10−5 ( 2.00 ) 6.13 ·10−5 ( 1.99 ) 4.39 ·10−2 ( 0.93 ) 6.12 ·10−5 ( 1.98 )
0.01 2.42 ·10−6 ( 2.00 ) 2.66 ·10−6 ( 1.95 ) 9.08 ·10−3 ( 0.98 ) 2.66 ·10−6 ( 1.95 )
Table 4.2: Numerical errors and rate of convergence in brackets for the magnetic induction
b. Time-evolutive analytical solution.
[−1, 1]× [−1, 1] imposing an analytical solution of the form:
ux = x
4 sin(pit/10) exp(t/25), bx = x
4 sin(pit/10) exp(t/25),
uy = −4yx3 sin(pit/10) exp(t/25), by = −4yx3 sin(pit/10) exp(t/25),
p = x2 + y2, r = 0.
We have solved the transient problem for the time interval [0, 5] s using several time-
steps, δt = 0.50, 0.10, 0.05, 0.01s. We have computed the L2-norm of the error of the
magnetic induction field in 2 meshes composed by 800 and 12800 linear triangular el-
ements, respectively. Figure 4.1 displays the results we have obtained when using the
following schemes: the implicit pressure segregation scheme together with the Crank-
Nicolson time integrator (CN-SEGP), its semi-implicit counterpart (CN-SEGP-SI) and
the fully uncoupled scheme (BE-SEGPU).
Regarding the two versions of the classical fractional step scheme (SEGP), it can
be clearly seen that it is not needed to compute r at any time step, clearly reducing
the total computational cost. For this particular test, the computed error is acceptable
only computing r at every 10 time steps (denoted as 10 delay steps in the figures) when
solving with a time-step size less or equal than 0.1 s and for 50 delay steps when using a
time-step size less or equal than 0.05 s. Furthermore, it is also clear that the extra error
we obtain when not updating r in any step reduces when the mesh is refined. On the
other hand, the results obtained for the fully uncoupled segregated scheme (SEGPU)
show that the error introduced when freezing the computation of r is lower than the
error due to the uncoupling itself since the total error is not sensitive to the delaying
steps.
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Figure 4.1: Delay in computation of r.
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4.6.3 Flow around an obstacle in 2D
This subsection is devoted to the approximation of a classical problem in fluid mechanics,
the flow around an obstacle. We have chosen this example for two reasons. First, we
want to check that the developed numerical algorithms are able to reproduce the physics
behind magnetohydrodynamics. Furthermore, this is a good problem to study the time
evolutive properties of the several schemes presented in this work.
From the physical point of view, the presence of an external magnetic field modi-
fies the flow of a conducting fluid. It is well-known from fluid mechanics that for high
Reynolds numbers, a flow becomes turbulent with the generation of vortices. However,
when the same conducting fluid flows under an external magnetic field, the vortex shed-
ding disappears and the vortices are reduced for high enough magnetic fields, leading
to laminar flows. This physical property of magnetohydrodynamics has been studied in
this example.
The computational domain has been taken as Ω = [0, 31] × [0, 11] with an internal
obstacle defined by the square [15, 16]× [5, 6]. This domain has been discretized using a
mesh of 4610 nodes and 9000 linear triangular elements. The boundary conditions used
in the simulations are u = (1, 0) m/s on the upper and lower boundaries, u = 0 on the
obstacle and periodic boundary conditions on the inlet (left boundary) and the outlet
(right boundary) regarding the hydrodynamics unknowns. For the magnetic unknowns,
the boundary conditions are an imposed normal component of the magnetic induction
on the upper and lower boundaries, an imposed tangent component together with r = 0
on the obstacle and periodic boundary conditions on the inlet and the outlet.
We have solved the problem for a Reynolds number Re = 100 and two Hartmann
numbers Ha = 1, 100 depending on the norm of the externally applied magnetic field. The
simulations have been carried out beginning with an initial condition of u = (1, 0) m/s on
the whole domain Ω. The computation has been done till a final time T = 250 s for both
cases. In each case the time-step size has been set as δt = 0.10 s. The results obtained
when solving the problem using the monolithic method together with the Backward Euler
time-integration scheme (BE-MONOLITHIC) are shown in Figure 4.2. It is clearly seen
how the vortex shedding disappears when the magnetic field is increased and also how
the vortices are drastically reduced.
The second goal of this example was to study the time-evolutive behavior of the
several operator splitting schemes presented in this work. We have focused in the problem
with Ha = 1, which leads to an unsteady solution. In order to compare the solution
obtained with each method, we have set as the initial solution to start the computation
the solution of the monolithic scheme at T = 250 s that can be seen in Figure 4.2. The
computations were run until a final time of T = 60 s for two time-step sizes, δt = 1.0, 0.1 s.
Figures 4.3(a) and 4.3(b) show the time-evolutive graph of the y-component of the
velocity field at point (18, 5.5) which is located after the obstacle, whereas Figures 4.3(c)
and 4.3(d) show the x-component of the magnetic induction field at the same point. For
a big time step size, δt = 1.0 s, the 2nd order classical fractional step scheme (CN-SEGP)
has a good behavior at simulating the period of the solution. The semi-implicit version
of the 2nd order segregation algorithm (CN-SEGP-SI) obtains a solution with a similar
period than the reference solution but it is not able to capture properly the amplitude
when the time advances. Finally, the fully uncoupled scheme (BE-SEGPU) leads to a
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Figure 4.2: Velocity contours. From left to right: Ha = 1, 100.
much worse solution, both in terms of period and amplitude. However, when the time-
step is reduced, δt = 0.1 s, the solution obtained with the operator splitting schemes
improves drastically. Therefore, we can conclude that for a suitable time-step size, the
use of fractional step methods is very appealing in the sense that the computational cost
is much lower than monolithic schemes and the solution we obtain is accurate. These
observations are the same as for the Navier-Stokes equations alone, and it is the reason
of the wide popularity of fractional step schemes in computational fluid dynamics.
Furthermore, we were also interested in studying the convergence to a stationary
solution for high Hartmann numbers. Figure 4.4 shows the point evolution graphs when
solving the problem with Ha = 10. It is clearly seen that the several studied versions
of segregation schemes (CN-SEGP, CN-SEGP-SI and BE-SEGPU) are able to obtain a
good solution compared to the stationary solution of the monolithic scheme.
4.6.4 2D island coalescence problem
This subsection is devoted to the solution of a two-dimensional driven reconnection
magnetic problem, the island coalescence problem. Fast magnetic reconnection is one of
the main issues for understanding plasma physics. The island coalescence problem (IC)
consists of magnetic islands embedded in a Harris current sheet, see [69, 71] for more
details on the physics that lie behind it.
The initial equilibrium is defined by, see [40,88,112]
u(x, y, 0) = 0, p(x, y, 0) = P0 +
1− 2
2[cosh(y
δ
) +  cos(x
δ
)]2
,
bx(x, y, 0) =
sinh(y
δ
)
cosh(y
δ
) +  cos(x
δ
)
, by(x, y, 0) =
 sin(x
δ
)
cosh(y
δ
) +  cos(x
δ
)
.
where δ = 1/(2pi),  = 0.2 and P0 = 1.0. The problem dynamics are produced by the
addition of an external electric field which plays the role of an external force in the
magnetic subproblem,
fbx(x, y) =
2η(1− 2)
δ2
sinh(y
δ
)
[cosh(y
δ
) +  cos(x
δ
)]3
, fby(x, y) =
2η(1− 2)
δ2
sin(x
δ
)
[cosh(y
δ
) +  cos(x
δ
)]3
where η = 1
µmσ
. The computational domain is the square [−1, 1]× [−1, 1] and it has been
discretized using linear triangular elements. The boundary conditions for this problem
correspond to zero tangential stress (uy = 0) and perfect conducting wall (by = 0) for
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Figure 4.3: Temporal evolution at point (18, 5.5). Hartmann number Ha = 1.
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Figure 4.4: Temporal evolution at point (18, 5.5). Hartmann number Ha = 10.
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the top and bottom boundaries (y = −1 and y = 1) and periodic conditions in the left
and right boundaries (x = −1 and x = 1). The physical properties of the problem have
been set as ρ = 1, ν = 10−3, σ = 1 and µm = 103. Therefore, the resistivity is η = 10−3.
Since we have not been able to find an experimental solution of this problem to
compare with a computational solution, we have solved the problem using the monolithic
scheme together with the Crank-Nicolson method for time integration. We have used
a mesh consisting of 40000 linear triangular elements and 20201 nodes. The pressure
and magnetic induction fields obtained are shown at different times in Figure 4.5. This
solution will be used as a reference solution to compare with the solutions obtained when
using the several operator splitting schemes presented in this work.
Figure 4.6 includes a series of evolution graphs that compare the reference solution
with the solutions obtained when solving the problem with the same segregation schemes
studied in the previous numerical examples, that is CN-SEGP, CN-SEGP-SI and BE-
SEGPU. We have chosen the evolutive solution of the pressure at the point (0, 0) and
the magnetic induction (euclidean) norm at point (0.5, 0) because these are the points
where the study of the dynamics of the problem is more interesting from a physical point
of view. As expected, segregation algorithms tend to the monolithic solution as the time
step size is reduced. Another reasonable result is the fact that semi-implicit versions of
the algorithm start to show some local oscillations when the time step size is too large;
it is due to we are linearizing at every time step size value with a solution from the
previous time step size, which is very different to the current one, due to the large time
step size. In any case, the oscillations are local and only happen when fast changes of the
solution happen and the situation is solved by adequately reducing the time step size.
It is important to note that, as it is well known, segregation schemes need smaller
time-step sizes in order to obtain solutions with good enough accuracy. This fact is even
more crucial when using the total uncoupling scheme (BE-SEGPU).
4.7 Conclusions
In this chapter, we have proposed and analyzed a term-by-term stabilized finite ele-
ment formulation based on orthogonal subscales for the numerical approximation of the
incompressible MHD system. The resulting scheme is well-posed in the correct func-
tional setting, as the residual-based formulation in Chapter 2, but it also keeps the
skew-symmetry of the off-diagonal blocks.
This last property is basic in order to design unconditionally stable operator splitting
techniques. We have considered two different levels of splitting. First, we have carried
out the (fluid and magnetic) pressure segregation, extending pressure correction algo-
rithms for the incompressible Navier-Stokes problem to the problem at hand. In a second
step, we have considered the splitting of the fluid and induction fields, using a simple
but first order accurate approach that leads to two alternative algorithms. Further, we
have pointed out how to improve the order of accuracy, by using the ideas of velocity-
correction methods in [10]. In any case, since the velocity-induction field block has a
skew-symmetric off-diagonal structure, we could also consider pressure correction type
schemes, not considered in this chapter for the sake of conciseness.
Numerical experiments have showed the performance of the different algorithms in
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(a) Pressure at t = 10.0 s (b) Magnetic induction norm at t = 10.0 s
(c) Pressure at t = 10.5 s (d) Magnetic induction norm at t = 10.5 s
Figure 4.5: Contour lines of the pressure and magnetic induction fields at different times
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Figure 4.6: Temporal evolution, left: pressure at point (0,0); right: magnetic induction
norm at point (0.5, 0)
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their semi-implicit and implicit versions compared to the results of the fully coupled
implicit scheme. As expected, segregated algorithms introduce an additional error that
is reduced with the time step size. The second order pressure segregation used performs
better than the vectorial fields uncoupling, since we have considered first order schemes.
Second order velocity-induction segregation schemes should be used in order to improve
accuracy.
All the schemes presented herein have been motivated at the algebraic level. It allows
to straightforwardly use these schemes as preconditioners of Krylov solvers, instead of
perturbed solvers (see [67]). The use of these schemes as preconditioners, which now
are positive-definite matrices, as well as its application in parallel by scalable domain
decomposition techniques is the main objective of subsequent work, see Chapter 6.
Chapter 5
Inductionless MHD problem
In this chapter, a stabilized formulation to solve the inductionless magnetohydrodynamic
(MHD) problem using the finite element (FE) method is presented. The inductionless
MHD problem couples the Navier-Stokes equations and a Darcy-type system for the
electric potential via the Lorentz’s force in the momentum equation of the Navier-Stokes
equations and the currents generated by the moving fluid in Ohm’s law. The key feature
of the FE formulation resides in the design of the stabilization terms, which serve several
purposes. First, the formulation is suitable for convection dominated flows. Second, there
is no need to use interpolation spaces constrained to a compatibility condition in both
sub-problems and therefore, equal-order interpolation spaces can be used for all the
unknowns. Finally, this formulation leads to a coupled linear system; this monolithic
approach is effective, since the coupling can be dealt by effective preconditioning and
iterative solvers that allows to deal with high Hartmann numbers.
5.1 Introduction
The objective of this chapter is to present a finite element (FE) method for the approx-
imation of the inductionless magnetohydrodynamic (MHD) problem which arises when
the magnetic field induced by currents in the liquid metal is negligible compared to the
external magnetic field, B. The inductionless approximation to the MHD problem con-
sists of the momentum, mass and charge conservation equations together with Ohm’s
law; the problem is written in terms of velocity u, pressure p, current density j and elec-
tric potential φ. The structure of this system of partial differential equations corresponds
to the Navier-Stokes equations coupled to a Darcy-type problem via the Lorentz’s force
and generated currents terms.
This set of equations can be used to model several industrial processes, such as MHD
pumps based on conduction or induction principles, MHD generators, continuous cast-
ing of steel, crystal growth devices or test blanket modules (TBMs) in nuclear fusion
reactors. TBMs will be one of the key components of ITER (International Termonuclear
Experimental Reactor), that should demonstrate the scientific reliability of fusion (see
www.iter.org for more details). Each of these breeding blankets is designed in a modular
shape performing a triple function: 1) heat power extraction from the plasma, 2) tritium
generation (breeding) and 3) shielding of the magnets from neutron and gamma radi-
ation. The breeding material used is the eutectic lead-lithium liquid metal. In normal
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regimes, this liquid metal flow can be modeled by the inductionless MHD equations.
The aim to design effective TBMs and the lack of experimental data has increased the
demand of numerical methods for this system of equations.
The FE approximation of the inductionless MHD system faces several difficulties.
First, there is the classical and well-known problem of dealing with cases in which the
first order derivatives, i.e. the convective term in the Navier-Stokes equations, dominate
the second order ones, i.e. the viscous term. In this singular limit, the elliptic nature of
the system of differential equations vanishes. This behavior may lead to oscillations when
using crude Galerkin techniques. Second, there is the compatibility condition between
the approximation spaces for the velocity and the pressure, but also for the current
density and the electric potential. These conditions are expressed in a classical inf-sup
form. Finally, the coupling between the hydrodynamic and the electromagnetic problems
may lead to numerical difficulties when solving the resulting discrete system of equations.
In the Navier-Stokes equations, the coupling comes from Lorentz’s force, whereas in the
magnetic problem the coupling appears in Ohm’s law because the conducting fluid moves
with velocity u. The goal of this chapter is to design a stabilized FE method able to
circumvent all these problems.
The stabilization technique presented in this chapter is developed in the variational
multiscale framework introduced in [83]. It is based on a two-scale decomposition of the
unknowns into a FE component and a subgrid scale or subscale that corresponds to the
unknown component that can not be captured by the FE space. The key ingredient is
the model for the subgrid scales. In this chapter, we have considered the subgrid scales
as a projection of the residual of the FE approximation times a matrix of stabilization
parameters. Among the several options for the projection and the structure of the matrix
of stabilization parameters, the identity and a diagonal structure have been chosen,
respectively. Up to this point, the only missing issue to close the formulation is the
design of the stabilization parameters. Based on the stability and convergence analyses
of the method, we have obtained an effective expression for them.
In the last years, the increasing demand of computational tools for the design on
fusion reactor technology has increased the interest on computational MHD. However,
the literature about the numerical approximation of the inductionless MHD equations
is still quite scarce. There has been some recent research done in the finite difference
and finite volume community. The finite volume method has been used to solve the
inductionless MHD equations in simulations of the HCLL test blanket module in nuclear
fusion reactors (see, e.g., [37,95] for examples in this field). In all cases, the methodology
consists of first solving a Poisson equation for the electric potential (obtained by taking
the divergence of the Ohm’s law) and then, solving the Navier-Stokes equations adding
the Lorentz force as a body force in the momentum equation. A crude fixed point iterative
algorithm is used to converge to the coupled solution. Using this approach, a conservative
finite volume scheme for incompressible MHD flows is proposed in [101,102]; the scheme
further uncouples the computation of velocities and pressures via a pressure segregation
scheme; see, e.g., [9, 51] for a detailed exposition of pressure segregation schemes and
the quite poor performance of fixed point iterations over the u-p resulting system. Since
block-Jacobi and block-Gauss-Seidel preconditioned Richardson iterations converge in a
quite poor fashion (when convergence is attained), more effective preconditioned solvers
are mandatory for large scale simulations (see, e.g., [67]). This observation motivates
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the monolithic approach proposed herein; the scheme we propose ends up with a linear
system that couples the fluid and magnetic problems. The coupling can be transferred to
the preconditioner in an effective manner and then an efficient and robust iterative solver
(like GMRES) can be used, leading to optimal MHD solvers. In this chapter, we have
considered incomplete LU factorizations of the monolithic system as preconditioners,
together with a GMRES iterative solver.
There exist several articles applying the FE method to solve the full MHD equations
in the general case of non-negligible induced magnetic field (see for instance [53,72,110–
112]) but the authors are not aware of previous works dealing with the approximation
of the inductionless MHD by the FE method. For this chapter, we have used the same
methodology as for the full MHD problem in [54], treating the same issues with a similar
strategy, even though the problems considered are significantly different from the point
of view of the mathematical structure.
The chapter is organized as follows. The problem to be solved is stated in Section
5.2, both in its continuous and its variational form. Issues regarding the time integration
and the linearization of the nonlinear term are discussed in Section 5.3, leading to a time
discrete and linearized scheme. Next, the variational multiscale framework is applied to
the inductionless MHD problem in Section 5.4. After proposing the stabilization method,
it is fully analyzed regarding its stability, accuracy and convergence properties; it moti-
vates an optimal expression of the stabilization parameters that takes into account the
coupling. The final scheme proposed in this chapter is written in Section 5.5. Numeri-
cal experiments verifying the theoretical results are presented in Section 5.6 and finally,
some conclusions are drawn in Section 5.7.
5.2 Problem statement
5.2.1 Initial and boundary value problem
Let Ω ⊂ Rd (d =2 or 3) be a domain where we want to solve the inductionless MHD
problem during the time interval [0, T ]. The unknowns of the problem are the fluid
velocity u : Ω × (0, T ) −→ Rd, the pressure p : Ω × (0, T ) −→ R, the current density
j : Ω × (0, T ) −→ Rd and the electric potential φ : Ω × (0, T ) −→ R, which are the
solution of the system of partial differential equations:
∂tu+ u · ∇u− ν∆u+∇p− 1
ρ
(j ×B) = f , (5.1)
∇ · u = 0, (5.2)
j + σ∇φ− σ(u×B) = 0, (5.3)
∇ · j = 0, (5.4)
where ρ is the fluid density, B the external magnetic field, f the body forces of the flow
motion and σ the electric conductivity. It is important to note that the pressure p we
are working with here is the kinematic pressure (pressure divided by density).
Let us define two different partitions of the domain boundary Γ = ∂Ω. The first one,
for imposing the boundary conditions of the hydrodynamic unknowns, is divided into the
part ΓE,u in which essential (Dirichlet) boundary conditions are enforced, and the rest
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of the boundary ΓN,u where we impose natural (Neumann) boundary conditions. The
other partition is used for the boundary conditions of the magnetic problem. It consists
of the part of the boundary ΓC,j that corresponds to perfectly conducting walls and the
part ΓI,j that corresponds to perfectly insulated walls. So, we have:
Γ = ΓE,u ∪ ΓN,u = ΓC,j ∪ ΓI,j, and ∅ = ΓE,u ∩ ΓN,u = ΓC,j ∩ ΓI,j.
The boundary conditions for the velocity at the walls are the non-slip wall conditions,
that is to say, u = 0 on ΓE,u. On the other hand, the free boundary conditions for the
velocity are zero traction conditions,
−pn+ νn · ∇u = 0, on ΓN,u.
Two different kinds of boundary conditions have been considered for the magnetic
equations. For insulating walls, the electric currents cannot cross the wall surface, which
implies that the normal component of the density currents has to vanish, that is, j ·n = 0
on ΓI,j. On the other hand, perfectly conducting walls do not apply any resistance to
the current and therefore, the electric currents cross the wall surface in an orthogonal
way. This means that the tangential component of the density current has to vanish on
the boundary, i.e. j × n = 0 on ΓC,j. Note that, because u = 0 on the wall boundary,
the density current and the electric potential are related as j = −σ∇φ. Therefore, on
a perfectly conducting wall it is verified that ∇φ × n = 0. This means that φ must be
constant on the boundary. So, we can model conducting walls by the boundary condition
φ = 0 on ΓC,j without loss of generality.
Finally, an initial condition for the velocity field has to be considered, i.e. u = u0 in
Ω at instant t = 0.
5.2.2 Weak form
Let us introduce some notation. Let 〈f, g〉ω :=
∫
ω
fg, where f and g are two generic
functions defined on a region ω such that the integral of their product is well defined.
When f, g ∈ L2(Ω), we will write (f, g)ω := 〈f, g〉ω. The norm in L2(Ω) will be denoted
by ‖f‖ := (f, f)1/2.
Let v, q,k and ψ be the test functions for u, p, j and φ respectively. We consider them
time-independent because time will be discretized using a finite difference scheme. To
obtain the weak form of (5.1)-(5.4), the equations are multiplied by the corresponding
test functions, integrated over the domain Ω and the second order terms are integrated
by parts, resulting in the variational form
(∂tu,v) + 〈u · ∇u,v〉+ ν(∇u,∇v)− (p,∇ · v)− 1
ρ
〈j ×B,v〉 = 〈f ,v〉 , (5.5)
(q,∇ · u) = 0, (5.6)
(j,k) + σ(∇φ,k)− σ(u×B,k) = 0, (5.7)
−(∇ψ, j) = −〈ψ, j · n〉Γ , (5.8)
which must hold for all test functions v, q,k and ψ in the functional spaces that will
be defined next. Note that σ is assumed to be constant and that the boundary term
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appearing from integration by parts in (5.8) is zero both in the case of conducting walls
and in the case of insulating walls. Let us assume thatB ∈ L3(Ω), in order for this system
to be well-posed in the subsequent functional setting. The functional spaces considered
in this work are
Vu = {v ∈ H1(Ω)d | v = 0 on ΓE,u},
Vp = {q ∈ L2(Ω) |
∫
Ω
q = 0 if ΓN,u = ∅},
Vj = {k ∈ L2(Ω)d | k · n = 0 on ΓI,j},
Vφ = {ψ ∈ H1(Ω) | ψ = 0 on ΓC,j}.
Remark 5.1. It is important to note that the j-φ system has the same structure as
the Darcy problem. The formulation selected in this chapter corresponds to the primal
version of the problem. However, there exists also the dual formulation which consists of
considering a different functional setting of the problem: j ∈ H(div; Ω) and φ ∈ L2(Ω),
see [11] for a complete definition and stabilized FE analysis of these two formulations
for Darcy’s problem.
Remark 5.2. From (5.3), it follows that the trace of j · n is well defined if so is the
trace of n · ∇φ and n · (u ×B) = (n ×B) · u. The first term is well defined because
φ ∈ H1(Ω). The second term is well-defined for B ∈ H(curl; Ω) (e.g., for B a given
datum solving the Maxwell equations), since u ∈ H1(Ω)d has trace on ΓI,j (for almost
all t).
The multilinear forms appearing in the variational form of the problem are well
defined and continuous for
u ∈ L2(0, T ;Vu), v ∈ Vu,
p ∈ D′(0, T ;Vp), q ∈ Vp,
j ∈ D′(0, T ;Vj), k ∈ Vj,
φ ∈ D′(0, T ;Vφ), ψ ∈ Vφ.
In these expressions, the Bochner space L2(0, T ;X) denotes the set of mappings defined
on Ω×(0, T ) such that their X-spatial norm is an L2(0, T ) function. Similarly,D′(0, T ;X)
denotes the set of mappings for which their X-spatial norm is a distribution in time.
The variational form of the problem (5.5)-(5.8) can be written as a single variational
equation of the form
M(∂tU ,V ) + A(U ,V ) = L(V ), (5.9)
where
U := [u, p, j, φ]t, V := [v, q,k, ψ]t,
A(U ,V ) := 〈u · ∇u,v〉+ ν(∇u,∇v)− (p,∇ · v) + (q,∇ · u)− 1
ρ
〈j ×B,v〉
+αj [(j,k) + σ (∇φ,k)− σ (u×B,k)] + αφ [−(∇ψ, j)] ,
L(V ) := 〈f ,v〉 ,
M(U ,V ) := (u,v).
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The scaling coeficients αj and αφ are introduced to make A(U ,U) dimensionally
consistent. A possible choice of these coeficients is
αj =
1
ρσ
, αφ =
1
ρ
.
5.3 Linearization, time discretization and spatial ap-
proximation
5.3.1 Linearization of the stationary inductionless MHD prob-
lem
The simplest way to linearize problem (5.9) is by a fixed point method, i.e. Picard’s
method. Let us assume there exists an estimate for the velocity at iteration k, uk. Then,
the approximation of A(U ,V ) at iteration k+1 using Picard’s method can be written
as
Ak+1(U k+1,V ) =
〈
(uk · ∇)uk+1,v〉+ ν(∇uk+1,∇v)− (pk+1,∇ · v)
+ (q,∇ · uk+1)− 1
ρ
〈
jk+1 ×B,v〉+ 1
ρσ
(jk+1,k) +
1
ρ
(∇φk+1,k)
− 1
ρ
(uk+1 ×B,k)− 1
ρ
(∇ψ, jk+1).
Remark 5.3. Note that the linearization proposed above is the only one that leads to
a stable scheme that satisfies an energy bound. It comes from the fact that testing the
linearized system with v = uk+1 and k = jk+1, the coupling terms cancel out:
−1
ρ
〈
jk+1 ×B,uk+1〉− 1
ρ
(uk+1 ×B, jk+1) = 0.
Analogously, we can easily check that a u − φ formulation in wich φ is computed using
a Poisson problem and j is recovered as a postprocess cannot lead to a stable algorithm
satisfying an energy inequality. This is one of the reasons that favor the choice of a u−j
formulation. It implies that the problem needs to be solved for uk+1, pk+1, jk+1 and φk+1
in a coupled way. Then, it is very convenient to have all the unknowns in terms of their
nodal values, i.e. equal order Lagrangian FE approximations of all the components of
the vectorial quantities and scalar quantities, which reinforces the choice of a monolithic
approach to solve the problem.
Therefore, calling a ≡ uk, u ≡ uk+1, p ≡ pk+1, j ≡ jk+1 and φ ≡ φk+1, the
linearization of the stationary inductionless MHD scaled problem is
−ν∆u+ a · ∇u+∇p− 1
ρ
(j ×B) = f ,
∇ · u = 0,
1
ρσ
j +
1
ρ
∇φ− 1
ρ
(u×B) = 0,
1
ρ
∇ · j = 0.
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The linearized counterpart of the variational form (5.9) is written as
M(∂tU ,V ) + A
lin(U ,V ) = L(V ), (5.10)
where
Alin(U ,V ) = ν(∇u,∇v) + 〈a · ∇u,v〉 − (p,∇ · v) + (q,∇ · u)− 1
ρ
〈j ×B,v〉
+
1
ρσ
(j,k) +
1
ρ
(∇φ,k)− 1
ρ
(u×B,k)− 1
ρ
(∇ψ, j).
5.3.2 Stability of the continuous and linearized problem
Consider the linearized stationary problem. Its variational form is : Find the solution
U ∈ (Vu × Vp × Vj × Vφ) of the problem
Alin(U ,V ) = L(V ) ∀V ∈ (Vu × Vp × Vj × Vφ). (5.11)
Note that, since ∇ · a = 0 at the continuous level, Alin satisfies the stability estimate
Alin(U ,U) = ν‖∇u‖2 + 1
ρσ
‖j‖2. (5.12)
In order to be able to guarantee that the linearized problem is well posed, the inf-sup
conditions between Vu and Vp and between Vj and Vφ have to be added to the stability
estimate given by (5.12); we refer to [34, 68] for a detailed exposition of these concepts.
For the inductionless MHD problem, the corresponding inf-sup conditions are
inf
q∈Vp
sup
v∈Vu
(q,∇ · v)
‖q‖‖∇v‖ ≥ β
∗ > 0, inf
ψ∈Vφ
sup
k∈Vj
(∇ψ,k)
‖∇ψ‖‖k‖ ≥ γ
∗ > 0,
where β∗ and γ∗ are positive constants. Therefore, for each iteration k and given uk,
there exists a unique solution (uk+1, pk+1, jk+1, φk+1) of the linearized problem (5.11).
5.3.3 Time discretization of the linearized scheme
Consider the variational problem given by (5.10) and a uniform partition of the time
domain [0, T ] of size δt, the time step size. The method used in this work for the time
integration is
M(δtU
n,V ) + Alin(Un+1,V ) = L(V ),
where δtU
n = δt−1(Un+1 −Un). This time discretization corresponds to the Backward-
Euler method, which is a first-order method in time. Other time integration schemes
could also be applied to obtain the final discrete problem, e.g. the second order Crank-
Nicholson scheme. Anyway, the following discussion can straightforwardly be extended
to other time integration schemes.
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The time discrete and linearized scheme reads as:
For n = 0, 1, 2, ..., T/δt, given un find un+1, pn+1, jn+1 and φn+1 as the converged solu-
tions of the following iterative algorithm, initialized with the values at the previous time
step n:
(δtu
n,k+1,v) +
〈
(un+1,k · ∇)un+1,k+1,v〉+ ν(∇un+1,k+1,∇v)− (pn+1,k+1,∇ · v)
− 1
ρ
〈
jn+1,k+1 ×B,v〉 = 〈fn+1,v〉 , (5.13)
(q,∇ · un+1,k+1) = 0, (5.14)
1
ρσ
(jn+1,k+1,k) +
1
ρ
(∇φn+1,k+1,k)− 1
ρ
(un+1,k+1 ×B,k) = 0, (5.15)
− 1
ρ
(∇ψ, jn+1,k+1) = 0, (5.16)
where k > 0 is the iteration counter. Therefore, considering a ≡ un+1,k, u ≡ un+1,k+1,
p ≡ pn+1,k+1, j ≡ jn+1,k+1 and φ ≡ φn+1,k+1, the differential equations associated to
(5.13)-(5.16) are
δtu− ν∆u+ a · ∇u+∇p− 1
ρ
(j ×B) = f ,
∇ · u = 0,
1
ρσ
j +
1
ρ
∇φ− 1
ρ
(u×B) = 0,
1
ρ
∇ · j = 0.
This problem can be written as the vector differential equation
MδtU + L(U) = F in Ω, (5.17)
where M = diag(I, 0,0, 0), I being the d × d identity, δtU = (δt)−1(U − Un), F =
[f , 0,0, 0]t a vector of nunk = 2d+ 2 components and the scaled operator L is given by
L(U) =

−ν∆u+ a · ∇u+∇p− 1
ρ
(j ×B)
∇ · u
1
ρσ
j + 1
ρ
∇φ− 1
ρ
(u×B)
1
ρ
∇ · j
 . (5.18)
The time discrete and linearized version of the variational form (5.9) can be written
as
M(δtU ,V ) + A
lin(U ,V ) = L(V ). (5.19)
5.3.4 Space discretization and stability of the Galerkin approx-
imation
The space discretization of problem (5.19) is obtained by means of the classical Galerkin
FE approximation. Therefore, the problem can be stated as:
Given Unh, find Uh ∈ (Vu,h × Vp,h × Vj,h × Vφ,h) such that
M(δtUh,V h) + A
lin(Uh,V h) = L(V h) ∀V h ∈ (Vu,h × Vp,h × Vj,h × Vφ,h), (5.20)
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where the FE spaces Vu,h, Vp,h, Vj,h and Vφ,h are subspaces of their infinite dimensional
counterparts Vu, Vp, Vj and Vφ (i.e., a conforming approximation is considered).
The Galerkin approximation of the inductionless MHD problem satisfies the stability
estimate
Alin(Uh,Uh) = ν‖∇uh‖2 + 1
ρσ
‖jh‖2. (5.21)
Remark 5.4. We have assumed here that ∇ · a = 0. This is not necessarily true at the
discrete level, where a = un+1,kh . Technically speaking, we should work with the skew-
symmetric expression of the convective term, (u · ∇)u+ 1
2
(∇ ·u)u. However, the results
obtained in the numerical analysis of the stabilized formulation would be the same. There-
fore, we will keep working with the assumption ∇ ·a = 0 for simplicity. We refer to [15]
for the technicalities associated to the use of the skew-symmetric form.
The stability given by estimate (5.21) is not enough to guarantee that the discrete
problem is well-posed. Thus, discrete inf-sup conditions between Vu,h and Vp,h and be-
tween Vj,h and Vφ,h have to be satisfied. The corresponding discrete inf-sup conditions
are
inf
qh∈Vp,h
sup
vh∈Vu,h
(qh,∇ · vh)
‖qh‖‖∇vh‖ ≥ β
∗ > 0, inf
ψh∈Vφ,h
sup
kh∈Vj,h
(∇ψh,kh)
‖∇ψh‖‖kh‖ ≥ γ
∗ > 0, (5.22)
where β∗ and γ∗ are positive constants uniform with respect to the mesh size h and dif-
ferent from the constants appearing in the inf-sup conditions for the continuous problem.
The Galerkin FE approximation of this problem faces several well-known difficul-
ties. First, oscillations may appear when dealing with problems where the first order
derivatives dominate the second order derivatives in the Navier-Stokes equations. Sec-
ond, the compatibility conditions being verified at the continuous level do not imply
that the discrete versions will also be verified. It depends on the choice of the FE spaces
Vu,h, Vp,h, Vj,h and Vφ,h. For instance, equal order approximation spaces Vu,h and Vp,h or
Vj,h and Vφ,h do not verify the discrete inf-sup conditions. Finally, when the coupling
between the hydrodynamical and the electromagnetic problems is strong, the solution of
the discrete system of equations may lead to numerical difficulties. The approach taken
in this work to face these difficulties is the use of a stabilization method able to deal
with all these drawbacks of the Galerkin FE approximation.
5.4 Stabilized formulation and numerical analysis
5.4.1 Stabilized FE approximation for the linearized problem
The basic idea of the stabilization method proposed in this work is based on the subgrid
scale concept introduced in [83]. The following ideas are a summary of the approach
described in [45]. The main idea is to split the continuous solution of the problem in two
components, the FE solution and the subscales or subgrid scales, which are the part of
the solution that cannot be captured by the discretization. In this situation, the problem
is reduced to obtain a good approximation for the subscales.
There exist several subgrid scale (SGS) stabilization methods. The purpose of this
chapter is to see how to apply a well established formulation to the inductionless MHD
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problem. This can be obtained by approximating the subscales by the algebraic expres-
sion
U˜ ≈ τ P˜ [F − L(Uh)], (5.23)
where τ is a nunk × nunk matrix of stabilization parameters, the expression of which is
discussed below, and P˜ is the projection onto the space of subscales. The option taken
in this work has been P˜ = I, the identity, although it is also possible to take P˜ = P⊥h ,
the projection orthogonal to the final element space; we refer to [49,105] for a discussion
about the benefits of this last approach. Herein, we have used P˜ = I for simplicity
and because it is the most widely used option in the variational multiscale community.
Anyway, the statement of the orthogonal subscales method is straightforward.
The discrete problem to be solved is: Find Uh ∈ (Vu,h × Vp,h × Vj,h × Vφ,h) such that
Alinstab(Uh,V h) = Lstab(V h) ∀V h ∈ (Vu,h × Vp,h × Vj,h × Vφ,h)
where
Alinstab(Uh,V h) = A
lin − 〈L∗(V h), τL(Uh)〉h , (5.24)
Lstab(V h) = L(V h)− 〈L∗(V h), τF 〉h , (5.25)
and where the notation
〈·, ·〉h :=
nel∑
e=1
〈·, ·〉Ωe ,
has been used. The adjoint operator of this problem L∗(V h) is given by
L∗(V h) =

−ν∆vh − a · ∇vh −∇qh + 1ρ(kh ×B)
−∇ · vh
1
ρσ
kh − 1ρ∇ψh + 1ρ(vh ×B)
−1
ρ
∇ · kh
 . (5.26)
The next step is to define an expression for the matrix of stabilization parameters τ .
In the case we are considering, we will see in the following subsection that stability can
be improved maintaining optimal accuracy by taking a diagonal expression for τ , with
one scalar component for each equation. In the 3D case we have
τ = diag(τ1, τ1, τ1, τ2, τ3, τ3, τ3, τ4). (5.27)
Using both expressions (5.26) and (5.27) in problem (5.24) − (5.25), the stabilized
bilinear form is
Alinstab(Uh,V h) = A
lin(Uh,V h)− 〈L∗(V h), τL(Uh)〉h
= Alin(Uh,V h) + 〈Xu(vh, qh,kh) + ν∆vh, τ1(Xu(uh, ph, jh)− ν∆uh)〉h
+ 〈∇ · vh, τ2(∇ · uh)〉h +
〈
Xj(vh, ψh)− 1
ρσ
kh, τ3
(
Xj(uh, φh) +
1
ρσ
jh
)〉
h
+
〈
1
ρ
∇ · kh, τ4
(
1
ρ
∇ · jh
)〉
h
, (5.28)
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where we have used the abbreviations
Xu(vh, qh,kh) := a · ∇vh +∇qh − 1
ρ
(kh ×B),
Xj(vh, ψh) :=
1
ρ
∇ψh − 1
ρ
(vh ×B).
The right-hand-side of the stabilized problem is given by
Lstab(V h) =L(V h)− 〈L∗(V h), τF )〉h
=L(V h) + 〈Xu(vh, qh,kh) + ν∆vh, τ1f〉h .
The definition of the stabilized FE method only misses the expression of the stabi-
lization parameters. The expressions proposed in this work are
α := c1
a
h
+ c2
ν
h2
, β := c3
B
ρ
, γ := c4
1
ρσ
,
τ1 = α
−1
(
1 +
1√
αγ
β
)−1
, τ2 = c5
h2
τ1
,
τ3 = γ
−1
(
1 +
1√
αγ
β
)−1
, τ4 = c6
ρ2h2
τ3
. (5.29)
These expressions are evaluated element by element. Here, a is the maximum norm
of the velocity field a computed in the element under consideration. Likewise, B is the
maximum norm of the magnetic field B in the corresponding element, and h the element
diameter.
The stabilization parameters have been developed for the steady problem. For the
transient problem, we consider the stabilized formulation
M(δtUh,V h) + A
lin
stab(Uh,V h) = Lstab(V h) ∀V h ∈ (Vu,h × Vp,h × Vj,h × Vφ,h),
instead of (5.20). Therefore, the stabilization parameters are the same as those of the
steady problem and do not depend on the time step size.1 Alternatively, in order to take
into account the time behavior of the subscale, we could consider dynamic subscales
(see [55]). For the sake of conciseness, we have not included this option here, but it is
straightforward from the quasi-static formulation above and [55].
Note that if −L∗(V h) is replaced by L(V h) (which amounts for a change in two
signs), a GLS formulation of the inductionless MHD problem is recovered [85].
5.4.2 Numerical analysis and justification of the stabilization
parameters
In this subsection we proceed with the numerical analysis of the formulation introduced
before that will justify the stabilization parameter expression (5.29). For the sake of
1This kind of stabilized transient formulation is the quasi-static subscale approach in [55]. Therein,
we have justified why time step size dependent stabilization parameters should be avoided.
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simplicity we assume that a and B are constant and that the FE meshes are quasi-
uniform. Thus, we can consider a characteristic mesh size h in the definition of the
stabilization parameters and therefore τi, i = 1, 2, 3, 4 are constant. Moreover, for quasi-
uniform meshes the following inverse estimates hold
‖∇vh‖ ≤ Cinv
h
‖vh‖, ‖∇∇vh‖ ≤ Cinv
h
‖∇vh‖, (5.30)
for any function vh in the FE space and for a certain constant Cinv.
The stability and convergence analysis will be made using the mesh-dependent norm
|||Uh|||2 := ν‖∇uh‖2 + 1
ρσ
‖jh‖2 + τ1‖a · ∇uh +∇ph −
1
ρ
(jh ×B)‖2
+ τ2‖∇ · uh‖2 + τ3‖1
ρ
∇φh − 1
ρ
(uh ×B)‖2 + τ4 1
ρ2
‖∇ · jh‖2
= ν‖∇uh‖2 + 1
ρσ
‖jh‖2 + τ1‖Xu(uh, ph, jh)‖2
+ τ2‖∇ · uh‖2 + τ3‖Xj(uh, φh)‖2 + τ4 1
ρ2
‖∇ · jh‖2. (5.31)
From now on, C will denote a positive constant independent of the mesh discretization
and the physical parameters, not necessarily the same at different stages.
Coercivity
Let us start by proving stability in the form of coercivity of the bilinear form (5.28):
Alinstab(Uh,Uh) = A
lin(Uh,Uh)− 〈L∗(Uh), τL(Uh)〉h
= ν‖∇uh‖2 + 1
ρσ
‖jh‖2 + τ1‖Xu(uh, ph, jh)‖2 − τ1ν2‖∆uh‖2
+ τ2‖∇ · uh‖2 + τ3‖Xj(uh, φh)‖2 − τ3 1
ρ2σ2
‖jh‖2 + τ4
1
ρ2
‖∇ · jh‖2.
Using the second inverse estimate in (5.30), a sufficient condition for Alinstab to be
coercive is
ν − τ1ν2C
2
inv
h2
≥ αν ⇐⇒ τ1 ≤ (1− α)1
ν
h2
C2inv
, (5.32)
1
ρσ
− τ3 1
ρ2σ2
≥ α 1
ρσ
⇐⇒ τ3 ≤ (1− α)ρσ, (5.33)
with 0 < α < 1. Conditions (5.32)-(5.33) imply
Alinstab(Uh,Uh) ≥ C|||Uh|||2,
for a constant C independent of the discretization and of the physical parameters.
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Optimal accuracy
The requirement that the stabilized formulation is optimally accurate will allow us to
obtain new conditions on the stabilization parameters. These new conditions together
with (5.32)-(5.33) from stability will lead to the final expression of the stabilization
parameters.
For a function v, let pih(v) be its optimal FE approximation. We assume that the
following estimates hold
‖v − pih(v)‖Hi(Ω) ≤ εi(v) := Chk+1−i|v|Hk+1(Ω), i = 0, 1, (5.34)
where ‖v‖Hq(Ω is the Hq(Ω)-norm of v, that is, the sum of the L2(Ω)-norm of the deriva-
tives of v up to degree q, |v|Hq(Ω) the corresponding semi-norm, and k the degree of the
FE approximation.
We will prove next that the interpolation error function of the formulation is
E(h) := τ
−1/2
1 ε0(u) + τ
−1/2
2 ε0(p) + τ
−1/2
3 ε0(j) + τ
−1/2
4 ε0(φ).
Let U be the solution of the continuous problem and pih(U) its optimal FE approx-
imation. The accuracy estimate that will be needed to prove convergence is
Alinstab(U − pih(U),V h) ≤ CE(h)|||V h|||, (5.35)
for any FE function V h.
Let us prove this by showing that both the Galerkin and the stabilization terms in
Alinstab satisfy estimate (5.35) for sufficiently smooth solutions of the continuous problem.
Integrating by parts some terms in the Galerkin contribution we obtain
Alin(U − pih(U),V h) = ν(∇(u− pih(u)),∇vh)− (u− pih(u),a · ∇vh)− (u− pih(u),∇qh)
− (p− pih(p),∇ · vh) + 1
ρ
(u− pih(u),kh ×B)
+
1
ρ
(j − pih(j),vh ×B) + 1
ρσ
(j − pih(j),kh)
− 1
ρ
(j − pih(j),∇ψh)− 1
ρ
(φ− pih(φ),∇ · kh)
≤ C
(
ε0(u)τ
−1/2
1 τ
1/2
1 ‖Xu(vh, qh,kh)‖+ ν1/2ε1(u)ν1/2‖∇vh‖
+ ε0(p)τ
−1/2
2 τ
1/2
2 ‖∇ · vh‖
+ ε0(j)τ
−1/2
3 τ
1/2
3
[
‖Xj(vh, ψh)‖+ 1
ρσ
‖kh‖
]
+ ε0(φ)τ
−1/2
4 τ
1/2
4
1
ρ
‖∇ · kh‖
)
. (5.36)
Conditions (5.32)-(5.33) and the expression of the interpolation errors imply
ν1/2ε1(u) ≤ Cε0(u)τ−1/21 ,
1
(ρσ)1/2
‖kh‖ ≤ τ−1/23 ‖kh‖,
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and therefore from (5.36) it follows that the Galerkin contribution to Alinstab(U −
pih(U),V h) can be bounded as indicated in (5.35). It remains to prove that also the
stabilization terms can be bounded the same way:
−〈L∗(V h), τL(U − pih(U))〉h
= 〈Xu(vh, qh,kh) + ν∆vh, τ1(Xu(u− pih(u), p− pih(p), j − pih(j))− ν∆(u− pih(u)))〉h
+ 〈∇ · vh, τ2∇ · (u− pih(u))〉h +
〈
1
ρ
∇ · kh, τ4 1
ρ
∇ · (j − pih(j))
〉
h
+
〈
Xj(vh, ψh)− 1
ρσ
kh, τ3(Xj(u− pih(u), φ− pih(φ)) + 1
ρσ
(j − pih(j)))
〉
h
≤ C
(
τ
1/2
1 ‖Xu(u− pih(u), p− pih(p), j − pih(j))‖+ τ 1/21 ν‖∆(u− pih(u))‖
)
×
(
|||V h|||+ τ 1/21 ν‖∆vh‖
)
+ Cτ
1/2
2 ε1(u)|||V h|||+ Cτ 1/24
1
ρ
ε1(j)|||V h|||
+ C
(
τ
1/2
3 ‖Xj(u− pih(u), φ− pih(φ))‖+ τ 1/23
1
ρσ
(j − pih(j))
)
×
(
|||V h|||+ τ 1/23
1
ρσ
‖kh‖
)
.
(5.37)
Using again conditions (5.32)-(5.33) and the inverse estimates (5.30) we have
τ
1/2
1 ν‖∆vh‖ ≤ Cτ 1/21 ν1/2
Cinv
h
‖∇vh‖ ≤ C|||V h|||,
τ
1/2
3
1
ρσ
‖kh‖ ≤ C(ρσ)1/2 1
ρσ
‖kh‖ ≤ C|||V h|||.
Therefore, we get from (5.37) that
−〈L∗(V h), τL(U − pih(U))〉h
≤ C|||V h|||
[
τ
1/2
1
( ν
h2
ε0(u) +
a
h
ε0(u) +
1
h
ε0(p) +
B
ρ
ε0(j)
)
+ τ
1/2
2
(1
h
ε0(u)
)
+ τ
1/2
3
( 1
ρσ
ε0(j) +
1
ρh
ε0(φ) +
B
ρ
ε0(u)
)
+ τ
1/2
4
( 1
ρh
ε0(j)
)]
≤ C|||V h|||
[
ε0(u)
[
τ
1/2
1
( ν
h2
+
a
h
)
+ τ
1/2
2
1
h
+ τ
1/2
3
B
ρ
]
+ ε0(p)
[
τ
1/2
1
1
h
]
+ ε0(j)
[
τ
1/2
1
B
ρ
+ τ
1/2
3
1
ρσ
+ τ
1/2
4
1
ρh
]
+ ε0(φ)
[
τ
1/2
3
1
ρh
]]
.
Using the definition (5.29) of the stabilization parameters it is easily checked that
these terms can also be bounded as indicated in (5.35).
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Remark 5.5. The last step provides the crucial design condition for the stabilization
parameters. Expressions (5.29) result from solving
τ
1/2
1
( ν
h2
+
a
h
)
+ τ
1/2
2
1
h
+ τ
1/2
3
B
ρ
∼ τ−1/21 , (5.38)
τ
1/2
1
1
h
∼ τ−1/22 , (5.39)
τ
1/2
1
B
ρ
+ τ
1/2
3
1
ρσ
+ τ
1/2
4
1
ρh
∼ τ−1/23 , (5.40)
τ
1/2
3
1
ρh
∼ τ−1/24 , (5.41)
where ∼ stands for equality up to constants that do not depend on the physical variables
nor the mesh discretization.
Convergence
The properties of stability and optimal accuracy, in the sense of (5.35) allow us to show
that the method is optimally convergent. From the orthogonality property Alinstab(U −
Uh,V h) = 0 for any FE function V h, a consequence of the consistency of the method,
we have that
C|||pih(U)−Uh|||2 ≤ Alinstab(pih(U)−Uh, pih(U )−Uh)
≤ Alinstab(pih(U)−U , pih(U)−Uh) + Alinstab(U −Uh, pih(U )−Uh)
≤ CE(h)|||pih(U)−Uh|||,
and so |||pih(U)−Uh||| ≤ CE(h). If we apply the triangle inequality, we get
|||U −Uh||| ≤ |||U − pih(U)|||+ |||pih(U)−Uh|||
≤ |||U − pih(U)|||+ CE(h).
It is trivial to check that |||U − pih(U)||| ≤ CE(h) using the expression of the norm
(5.31), the interpolation estimates (5.34) and the stabilization parameters (5.29). There-
fore,
|||U −Uh||| ≤ CE(h).
The fact that this error estimate is exactly the same as the estimate for the interpo-
lation error |||U − pih(U )||| ≤ CE(h) justifies why it can be considered optimal.
5.5 Final numerical scheme
The final numerical scheme proposed to solve the inductionless MHD problem results
from applying the stabilized FE approximation described in Section 5.4.1 to the time
discrete and linearized problem (5.13)-(5.16). Therefore, the final algorithm reads:
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For n = 0, 1, 2, ..., T/δt and given un, find un+1, pn+1, jn+1 and φn+1 as the converged
solutions of the following iterative algorithm:
(δtu
n,k+1
h ,vh) +
〈
(un+1,kh · ∇)un+1,k+1h ,vh
〉
+ ν(∇un+1,k+1h ,∇vh)− (pn+1,k+1h ,∇ · vh)
− 1
ρ
〈
jn+1,k+1h ×B,vh
〉
+
〈
un+1,kh · ∇vh + ν∆vh, τn+1,k1 Rn+1,k+1h,u
〉
h
+
〈
∇ · vh, τn+1,k2 Rn+1,k+1h,p
〉
h
−
〈
1
ρ
(vh ×B), τn+1,k3 Rn+1,k+1h,j
〉
h
=
〈
fn+1,vh
〉
,
(qh,∇ · un+1,k+1h ) +
〈
∇qh, τn+1,k1 Rn+1,k+1h,u
〉
h
= 0,
1
ρσ
(jn+1,k+1h ,kh) +
1
ρ
(∇φn+1,k+1h ,kh)−
1
ρ
(un+1,k+1h ×B,kh)
−
〈
1
ρ
(kh ×B), τn+1,k1 Rn+1,k+1h,u
〉
h
−
〈
1
ρσ
kh, τ
n+1,k
3 R
n+1,k+1
h,j
〉
h
+
〈
1
ρ
∇ · kh, τn+1,k4 Rn+1,k+1h,φ
〉
h
= 0,
− 1
ρ
(∇ψh, jn+1,k+1h ) +
〈
1
ρ
∇ψh, τn+1,k3 Rn+1,k+1h,j
〉
h
= 0,
where the expression of the residuals is,
Rh,u := δtuh + a · ∇uh − ν∆uh +∇ph − 1
ρ
(jh ×B)− f ,
Rh,p := ∇ · uh,
Rh,j :=
1
ρσ
jh +
1
ρ
∇φh − 1
ρ
(uh ×B),
Rh,φ :=
1
ρ
∇ · jh,
with a = un+1,kh . The superscript in the residuals and the stabilization parameters de-
notes the unknown with which they are evaluated.
5.6 Numerical experimentation
5.6.1 Comparison between monolithic solvers and uncoupling
schemes
There exist several strategies to solve the linear system of equations resulting from the
final numerical scheme written in Section 5.5. On one hand, the problem can be stated
in a monolithic way, leading to a linear system of equations that includes all the problem
unknowns. We can state the problem in an algebraic setting as:(
Auu Auj
Aju Ajj
)(
u
j
)
=
(
fu
fj
)
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where the arrays u and j include the fluid and electromagnetic unknowns respectively.
Using this splitting of the unknowns, we have written the system matrix and force vector
in a block fashion. So, the block matrices Auj and Aju represent the coupling terms. In
a compact form, the problem can simply be written as Ax = f .
The coupled linear system can be solved with our preferred solver and preconditioner.
A flexible and quite robust preconditioner P consists of an incomplete LU (ILU) factor-
ization of the system matrix, in one of its multiple versions (see, e.g., [109]). So, e.g. the
left-preconditioned system reads as P−1Ax = P−1f . Since we are dealing with a non-
symmetric matrix A, the GMRES Krylov iterative solver is a good choice. Therefore, the
coupling between subproblems is transferred to an effective solver and the off-diagonal
coupling matrices are also present in the preconditioner P . Other effective precondi-
tioners for saddle-point problems are block preconditioners based on Schur complement
approximations together with multigrid iterations; we refer to [67] for a detailed discus-
sion in the frame of Stokes and Navier-Stokes problems.
On the other hand, there exists also the option to consider a segregated approach
to the problem, i.e. sending the coupling terms to the right hand side and consider-
ing separated fluid and electromagnetic solvers. In this case, the coupling is performed
via external iterations. This approach is nothing but a block-matrix splitting technique
with stationary iterations. Let us consider the splitting A = P − R, where P is the
preconditioner and R the residual matrix. Stationary (Richardson) iterations read as
Pxk+1 = Rxk + f , or equivalently xk+1 = xk + P−1(f − Axk).
Two typical preconditioners that decouple fluid and electromagnetic computations at
the preconditioner level are the block-Jacobi (bJ) and block-Gauss-Seidel (bGS) precon-
ditioners:
PbJ =
(
Auu 0
0 Ajj
)
and PbGS =
(
Auu 0
Aju Ajj
)
.
This segregated approach has two weak points: the preconditioner is independent from
the coupling terms and the coupling iterations do not involve any orthogonalization
(minimization) procedure. So, the convergence of the method is expected to deteriorate
as the coupling becomes more important. It is well-known in other settings that this
methodology is ill-posed for strongly coupled problems. As long as the coupling terms
increase, the convergence becomes slower or it simply diverges (see e.g. [20, 39, 115] for
detailed discussions in the fluid-structure framework).
These two different approaches to solve the coupled problem have been compared for
the Hunt’s example; see Section 5.6.3 for a complete definition of the problem. In this
study, two meshes, the coarsest one consisting of 2028 nodes and 7500 linear tetrahedral
elements and the finest one with 7803 nodes and 30000 linear tetrahedral elements, have
been used. The problem has been solved for different values of the Hartmann number
Ha = 1, 5, 10, 25, 100, where
Ha = BL
√
σ
ρν
,
L being a characteristic length of the problem and B the norm of the externally applied
magnetic field. Larger values of Ha mean stronger coupling effects.
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(a) Richardson-bGS
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(b) ILUTP-GMRES
Figure 5.1: Number of iterations depending on the Hartmann number Ha.
The method selected to solve the problem in a monolithic way is the GMRES method,
preconditioning the matrix of the system using an ILU factorization; the built-in MAT-
LAB implementation of both schemes has been used. In particular, we have used the
ILUTP factorization, setting the drop tolerance to 10−4. The GMRES residual tolerance
has been set to 10−8. For the Richardson iterations, we have considered the bGS precon-
ditioner; the stopping criteria is based on the magnitude of the residual, with a tolerance
of 10−8.
Figure 5.1 shows the number of iterations needed to achieve a converged solution
in terms of the corresponding tolerances for both approaches and both discretizations.
It is very clear in Figure 5.1(a) that the Richardson-bGS approach is very sensitive
to the magnitude of the coupling. When the coupling effects are low, for Ha=1, 5, the
Richardson method converges quickly to the coupled solution. However, when the cou-
pling is stronger, for Ha=10, the number of iterations is much larger; the algorithm is
not able to converge for Ha= 25, 100. On the other hand, the monolithic approach to
solve the coupled problem has a much better behavior. The ILUTP-GMRES method is
insensitive to the Ha number. Let us remark that the number of iterations presented for
the Richardson-bGS method corresponds to external (coupling) iterations; we are not
including the number of internal Krylov iterations needed for the evaluation of every
subproblem. On the contrary, ILUTP-GMRES only include one iteration counter, and
so, the iterations showed in Figure 5.1(b) are the only iterations to be performed.
Despite these results, previous approaches to the inductionless MHD problem sys-
tematically used the u−φ formulation which uncouples the hydrodynamic and magnetic
problems and solves the electric potential via a Poisson problem. Therefore, this solving
strategy involves Richardson-bGS or Richardson-bJ iterations, probably together with
relaxation or line search techniques (see [37,95,101,102]).2 This approach is effective for
low Ha, but inappropriate for large Ha numbers, as those encountered in TBMs simu-
lations. As a result, TBM simulations cannot be properly addressed when using u − φ
2Alternatively, this approach can be casted in a transient framework, in which the coupling is treated
explicitly; in this situation, the convergence problem related to strong coupling is passed to the time
step size. Stable time marching schemes with explicit coupling will require time step sizes that go to
zero as Ha increases.
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formulations. These results justify our approach to the inductionless MHD problem.
Since real applications in fusion reaction technology involve Ha numbers of the order of
103 − 104, a monolithic approach should be clearly favoured. Furthermore, as far as we
know, there are no compatible finite element formulations for both sub-problems (Stokes
and Darcy type sub-systems), that is to say, elements that satisfy both inf-sup condi-
tions (5.22) such that the bilinear forms associated to the primal variable are coercive in
the kernel of the finite element subspaces for Stokes’ and Darcy’s problem (see [11] for
a detailed discussion). So, our stabilized formulation is appealing, in the sense that it
allows equal interpolation for the different unknowns (simplifying data-base structures,
coupling terms implementation and reducing CPU cost) and the use of effective solvers
for high Ha numbers.
5.6.2 Shercliff’s case
The first numerical experiment that has been carried out is the simulation of the Sher-
cliff’s case. It corresponds to a fully developed flow in a channel with square section where
both the Hartmann walls, which are the walls orthogonal to the external magnetic field
direction, and the side walls, which are the walls parallel to the external magnetic field,
are considered electrically insulating. The fluid flows with unidirectional velocity in the
z-direction driven by a constant pressure gradient. The channel is exposed to an exter-
nal magnetic field applied in the y-direction. This problem has an analytical solution in
form of Fourier series that was developed by J. A. Shercliff [113]. A more appropriate
version of this solution for the implementation in a computer can be found in [102] 3.
The formulae used in this work to compute the analytical solution and compare with the
numerical approximation are explained in Annex 5.A.
This problem has a 2D behavior that has been simulated setting as the computational
domain a slice of the channel of width 1/100 times the section sides. The boundary con-
ditions at the inflow and outflow sections have been set as periodic boundary conditions
to enforce the situation of fully developed flow. Therefore, the constant pressure gradient
that drives the liquid has to be set as an external body force. Its value can be computed
as (see [98] for details)
dp
dz
=
KL3
ρν2Re
with
K =
Ha
1− 0.825Ha−1/2 − Ha−1 , Re =
UL
ν
,
where U is a characteristic velocity of the fluid. Every physical property of the problem,
that is, density, viscosity and electrical conductivity has been set equal to one. In this
way, the Hartmann number Ha is equal to the norm of the external magnetic field.
Several meshes have been used to perform the computations. The coarsest consists of
2028 nodes and 7500 tetrahedral elements whereas the finest consists of 121203 nodes and
480000 tetrahedral elements. Furthermore, two different configurations of meshes have
been considered, a uniformly structured one and a structured one but concentrating the
3There are some typographical errors in two of the formulae in [102].
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(a) Uniformly structured mesh (b) Structured mesh but concentrating ele-
ments near the boundaries
Figure 5.2: Mesh configurations.
elements near the boundaries. Figure 5.2 shows the two different configurations for a
mesh of 30000 elements.
The first simulation has been performed for Ha=10 and Re=10. Figure 5.3 shows the
velocity field and the current paths obtained using a mesh of 30603 nodes and 120000
tetrahedral elements.
The second simulation is for a test problem with Ha=100 and Re=10. In this case,
the uniformly structured meshes do not lead to a proper solution because the Hartmann
layer is much thinner than the mesh size h. Therefore, this case has been solved with
meshes concentrating elements near the boundaries. The results for a mesh of 30603
nodes and 120000 tetrahedral elements are shown in Figure 5.4.
Figure 5.5 shows the convergence study of both Ha=10 and Ha=100 cases depending
on the mesh size h in a logarithmic scale. Note that the mesh size for the meshes with
element concentration is not constant. Therefore, the results have been plotted related to
an equivalent mesh size h∗ which corresponds to the same number of degrees of freedom
than a uniformly structured mesh. The values shown in this study correspond to the L2-
norm of the error in the velocity ||eu||, the velocity gradient ||∇eu||, the current density
||ej|| and the divergence of the current density ||∇ · ej||. It can be clearly seen that in
both cases, Ha=10 and Ha=100, the convergence rates are very good for every computed
error. Actually, the convergence rates for the velocity gradient and the divergence of the
current density are higher than the theoretical value; similar behavior has been found
in [11] for the Darcy problem.
5.6.3 Hunt’s case
The next test problem is Hunt’s case. It corresponds to a fully developed flow in a
channel with square section where the Hartmann walls are perfectly conducting and the
side walls are electrically insulated. Similarly to Shercliff’s case, this problem has an
analytical solution (see Annex 5.B).
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(a) Velocity field (b) Current paths
Figure 5.3: Shercliff’s case : Ha = 10, Re = 10.
(a) Velocity field (b) Current paths
Figure 5.4: Shercliff’s case : Ha = 100, Re = 10.
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(a) Mesh in Fig. 5.2(a) with Ha=10
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(b) Mesh in Fig. 5.2(b) with Ha=100
Figure 5.5: Shercliff’s case convergence rates.
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(a) Velocity field (b) Current paths
Figure 5.6: Hunt’s case : Ha = 10, Re = 10.
This problem has a similar 2D behavior to the one for Shercliff’s case. We have used
the same computational domain, that is, a slice of channel of width 1/100 times the
section sides with periodic conditions at the inflow and outflow sections. Therefore, the
constant pressure gradient that drives the flow has to be set as an external body force. Its
value can be computed with a slightly different formula from Shercliff’s case as (see [98]
for details)
dp
dz
=
KL3
ρν2Re
, where K =
Ha
1− 0.95598Ha−1/2 − Ha−1 .
Every physical property involved in the calculation has been set equal to one. There-
fore, the Hartmann number is computed directly as the norm of the external magnetic
field. The meshes used to solve this problem and obtain the convergence rates are the
same meshes that were used in the previous case.
The same two simulations as in the Shercliff’s case have been performed. The first
one is a fluid with Ha=10 and Re=10. Figure 5.6 shows the velocity field and the current
paths solution of this problem when using a structured mesh of 30603 nodes and 120000
tetrahedral elements.
The second simulation corresponds to a fluid flowing with Ha=100 and Re=10. Fig-
ure 5.7 shows the velocity distribution and the current paths obtained with a mesh of
30603 nodes and 120000 tetrahedral elements but concentrating the elements near the
boundaries to capture the Hartmann layers.
Figure 5.8 shows the convergence rates obtained for both Ha=10 and Ha=100 cases
in a logarithmic scale. Again, for the meshes with element concentration, an equivalent
mesh size h∗ has been used. The quantities shown are: the L2-norm of the error in the
velocity ||eu||, the velocity gradient ||∇eu||, the current density ||ej|| and the divergence
of the current density ||∇·ej||. Again, the results show that in both cases the convergence
rates are very good. Furthermore, the errors in the velocity gradient and the divergence of
the current density also present a superconvergent behavior in relation to the theoretical
expected value.
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(a) Velocity field (b) Current paths
Figure 5.7: Hunt’s case : Ha = 100, Re = 10.
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(a) Mesh in Fig. 5.2(a) with Ha=10
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(b) Mesh in Fig. 5.2(b) with Ha=100
Figure 5.8: Hunt’s case convergence rates.
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(a) HCLL blanket geometry (b) Computational mesh
Figure 5.9: HCLL blanket configuration.
5.6.4 HCLL test blanket
The helium cooled lead lithium (HCLL) blanket is a liquid metal blanket concept de-
veloped in the framework of the European breeding blanket programme for a DEMO
reactor to be tested in ITER (see the web site www.iter.org). Figure 5.9(a) shows the
geometry considered as computational domain, see [95], [96] for details. It consists of
a U-shaped channel which measures 360 mm in its longitudinal direction (x-axis). The
total height is 390 mm (z-axis) divided into two subchannels of 190 mm and a transition
zone of 10 mm. The section width (y-axis) is 206.5 mm. In every one of the subchannels,
there are 3 cooling plates whose dimensions are 280× 206.5× 12 mm.
Figure 5.9(b) shows the mesh generated to perform the calculations. It consists of
266,072 nodes and 1,417,435 linear tetrahedral elements. This mesh leads to 2,128,576
degrees of freedom.
The physical properties of the eutectic Pb-17Li fluid have been considered to be
constant. The adopted values in this work are: fluid density ρ = 9.2 × 103 kg/m3, fluid
viscosity ν = 1.4 × 10−7 m2/s and fluid electrical conductivity σ = 7.4 × 103 1/Ωm
(see [37] and [62] for more details). The external magnetic field applied to the fluid has
a value of 10 T and has a direction in the y-axis, B = (0, 10, 0)T. Considering that
the characteristic magnetic length is half the length of the side walls, L = 0.103 m, the
Hartmann number associated to this flow is Ha=2470.
The hydrodynamic boundary conditions have been set as u = 0 at the walls, both the
external walls and the cooling plates, u = (0.001, 0, 0)m/s at the inlet, which corresponds
to the bottom subchannel, and free condition at the outlet, the top subchannel.
On the other hand, the magnetic boundary conditions have been set as perfectly
insulating material in the exterior walls, that is j · n = 0, and perfectly conducting
material in the cooling plates, which corresponds to j × n = 0.
The solution to this problem converges to a stationary solution. In Figure 5.10 there
have been plotted the solutions in the plane y = 0.103 m. Those graphics show the
longitudinal behavior of the flow in the x-direction. The velocity field shows clearly that
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the distribution of the cooling plates in the top subchannel is not optimal because almost
the entire flow takes place in the top part of the subchannel whereas in the bottom part
the fluid has velocity equal to zero. Furthermore, the high values of the velocity near
the top part of the top subchannel results on higher values of the current density in the
same zone, instead of the distribution that could be expected, similar to the Shercliff’s
case solution, which actually is the solution in the bottom subchannel.
Figure 5.11(a) shows the streamlines of the velocity field. It is clearly seen how the
fluid entering the blanket from the inlet surface goes to the outlet through only the top
2 subchannels, leaving the bottom 2 subchannels of the upper module with almost zero
velocity. On the other hand, Figure 5.11(b) displays the current density streamlines in
section x = 0.150 m. The streamlines in the bottom module reproduce almost perfectly
the streamlines of Shercliff’s case where both the Hartmann and side walls are perfectly
insulating. However, the top module behavior is different. The velocity field concentrating
in the top 2 subchannels produces a different distribution of the current density field.
5.7 Conclusions
In this chapter, a numerical formulation to solve the inductionless MHD equations that
consists of a stabilized FE method has been presented. Its design is based on the vari-
ational multiscale framework which is derived from a splitting of the unknown into two
parts, a FE component and a subscale that corresponds to the part of the unknown that
cannot be captured by the discretization. The crucial point in this approach resides in
the subscale approximation.
The most important aspects of this formulation are that it allows to use equal in-
terpolation for all the unknowns without having to satisfy the compatibility conditions.
Furthermore, it is stable and optimally convergent in a norm that is meaningful for every
value of the physical parameters of the fluid.
Another key point of this formulation is the monolithic approach for solving the
problem instead of the possibility of uncoupling the global problem by solving a Laplacian
equation for the electric potential. This latter option needs a block iteration algorithm
to converge to the coupled solution but there exists no guarantee that it will converge
to the solution nor the number of iterations needed in case it converges.
The approximation of the subscales leads to the introduction of some stabilization
parameters that need to be proposed. An interesting point of this work is that these
parameters have been designed based on the stability and convergence analysis of the
method.
The time integration and linearization of the problem considered here is the simplest
possible which leads to a method easy to implement but without losing any robustness
and convergence properties. The numerical experimentation presented in this chapter
validates these statements and the theoretical development of the method.
5.A Shercliff’s analytical solution
Let the side walls be of length 2a, the Hartmann walls of length 2b and l = b/a. The
Hartmann walls are considered to have arbitrary conductivity with dB = (twσw)/(aσ),
122 Chapter 5. Inductionless MHD problem
(a) Velocity norm (b) Velocity field
(c) Current norm (d) Current field
(e) Pressure (f) Electric potential
Figure 5.10: Results in section y = 0.103 m.
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(a) Velocity streamlines (b) Current density streamlines at section x =
0.150 m
Figure 5.11: Velocity field and current density field streamlines
where σw is the conductivity of the wall, tw its thickness and σ the conductivity of the
fluid. The analytical solution was given by Hunt [86] as a Fourier series in ξ = x/a ∈
[−l, l] and η = y/a ∈ [−1, 1]. The z-component of the velocity is written as
uz =
V
µ
(
−∂p
∂z
)
a2, where V =
∞∑
k=0
2(−1)k cos(αkξ)
lα3k
(1− V 2− V 3), (5.42)
for
V 2 =
(
dBr2k +
1−exp(−2r2k)
1+exp(−2r2k)
)
exp(−r1k(1−η))+exp(−r1k(1+η))
2
1+exp(−2r1k)
2
dBN +
1−exp(−2(r1k+r2k))
1+exp(−2r2k)
,
V 3 =
(
dBr1k +
1−exp(−2r1k)
1+exp(−2r1k)
)
exp(−r2k(1−η))+exp(−r2k(1+η))
2
1+exp(−2r2k)
2
dBN +
1−exp(−2(r1k+r2k))
1+exp(−2r1k)
,
and
N = (Ha2 + 4α2k)
1/2, r1k, r2k =
1
2
(±Ha + (Ha2 + 4α2k)1/2) , αk = (k + 12
)
pi
l
.
On the other hand, the current density components jx and jy are jx =
∂Hz
∂y
and jy = −∂Hz∂x
for
Hz =
H
µ1/2
(
−∂p
∂z
)
a2σ1/2 where H =
∞∑
k=0
2(−1)k cos(αkξ)
lα3k
(H2−H3), (5.43)
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for
H2 =
(
dBr2k +
1−exp(−2r2k)
1+exp(−2r2k)
)
exp(−r1k(1−η))−exp(−r1k(1+η))
2
1+exp(−2r1k)
2
dBN +
1−exp(−2(r1k+r2k))
1+exp(−2r2k)
,
H3 =
(
dBr1k +
1−exp(−2r1k)
1+exp(−2r1k)
)
exp(−r2k(1−η))−exp(−r2k(1+η))
2
1+exp(−2r2k)
2
dBN +
1−exp(−2(r1k+r2k))
1+exp(−2r1k)
.
Vz, jx and jy are precisely the analytical solution of the problem. Note that in the
Shercliff’s case the Hartmann walls are perfectly insulating, and therefore dB = 0 in
the above formulae. Note also that the formulae in [86] have been written in terms of
exponential functions to allow its computation in a computer. The original formulae
in terms of hyperbolic functions is not suitable for computing at high values of the
Hartmann number.
5.B Hunt’s analytical solution
Hunt’s problem has an analytical solution in the form of Fourier series that can be
found in an article from J.C.R. Hunt [86]. The analytical solution is computed using the
formulae (5.42)-(5.43). In this case, the Hartmann walls are perfectly conducting and
therefore dB →∞. Thus, the modifications in the formulae (5.42)-(5.43) for Hunt’s case
consist of taking the limit dB →∞ in the Fourier series:
V 2 =
r2k
N
· exp(−r1k(1− η)) + exp(−r1k(1 + η))
1 + exp(−2r1k) ,
V 3 =
r1k
N
· exp(−r2k(1− η)) + exp(−r2k(1 + η))
1 + exp(−2r2k) ,
H2 =
r2k
N
· exp(−r1k(1− η))− exp(−r1k(1 + η))
1 + exp(−2r1k) ,
H3 =
r1k
N
· exp(−r2k(1− η))− exp(−r2k(1 + η))
1 + exp(−2r2k) .
Chapter 6
Recursive block preconditioners for
the thermal inductionless MHD
The thermally coupled incompressible inductionless magnetohydrodynamics (MHD)
problem models the flow of an electrically charged fluid under the influence of an ex-
ternal electromagnetic field with thermal coupling. This system of partial differential
equations is strongly coupled and highly nonlinear for real cases of interest. Therefore,
fully implicit time integration schemes are very desirable in order to capture the dif-
ferent physical scales of the problem at hand. However, solving the multiphysics linear
systems of equations resulting from such algorithms is a very challenging task which
requires efficient and scalable preconditioners. In this chapter, a new family of recursive
block LU preconditioners is designed and tested for solving the thermally coupled in-
ductionless MHD equations. These preconditioners are obtained after splitting the fully
coupled matrix into one-physics problems for every variable (velocity, pressure, current
density, electric potential and temperature) that can be optimally solved, e.g., using
preconditioned domain decomposition algorithms. The main idea is to arrange the orig-
inal matrix into an (arbitrary) 2 × 2 block matrix, and consider a LU preconditioner
obtained by approximating the corresponding Schur complement. For every one of the
diagonal blocks in the LU preconditioner, if it involves more than one type of unknown,
we proceed the same way in a recursive fashion. This approach is stated in an abstract
way, and can be straightforwardly applied to other multiphysics problems. Further, we
precisely explain a flexible and general software design for the code implementation of
this type of preconditioners.
6.1 Introduction
The thermally coupled incompressible inductionless magnetohydrodynamics (MHD)
model describes the dynamics of an electrically conducting fluid under an external elec-
tromagnetic field with thermal coupling where the magnetic field induced by the currents
is negligible with respect to the externally applied one. This system of partial differen-
tial equations can be applied to simulate a wide range of applications, such as MHD
pumps, steel casting processes, crystal growth devices or breeding blankets in nuclear
fusion reactors. The Galerkin finite element (FE) approximation of this problem faces
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several well-known drawbacks. First, convective dominated flows may lead to oscilla-
tions because the system loses its elliptic nature. Second, a strong coupling between the
two saddle-point subproblems, the hydrodynamic and the magnetic ones, may introduce
numerical instabilities when solving the resulting linear systems of equations. Finally,
there is the need to satisfy the classical inf-sup conditions between the approximation
spaces for the velocity and the pressure and also for the current density and the electric
potential in order to have a well-posed problem. There exist several options to circum-
vent these difficulties being stabilization methods one of the most widely used. In this
work, we consider two stabilization techniques based on the variational multiscale ideas
in [46,49,83].
The discretization of realistic problems with very fine finite element meshes leads
to linear systems of equations to be solved with a number of degrees of freedom in
the range of 106 − 109. For the solution of such huge systems, an efficient and scalable
preconditioner is required. There exist several approaches for preconditioning this type
of problems. One approach that has been extensively used for preconditioning large-
scale multi-physics problems is the algebraic multigrid (AMG) algorithm [91,112]. This
technique is very efficient for Laplacian-type problems but suffers for indefinite and
nonsymmetric problems. Another interesting approach consists of an approximate block
LU factorization of the system matrix. This type of preconditioners have been widely
studied for the incompressible Navier-Stokes equations in the fluid mechanics community
[59,66,67]. Recently, this approach has been applied to the full resistive MHD equations,
see Chapter 4 (using the preconditioner as a solver in an operator splitting fashion), and
to the 2D incompressible (reduced) resistive MHD formulation [60]. The crucial aspect
in these approximate block preconditioners relies in an efficient approximation of the
Schur complement that allows the uncoupling between the several physical variables of
the problem at the preconditioner level.
These approximate block factorization ideas have been used in this work to design
new block recursive LU preconditioners for the inductionless MHD and the thermally
coupled inductionless MHD problems. As an example, the inductionless MHD system
involves four different unknowns (velocity, pressure, current density and electric poten-
tial) and leads to a 4× 4 block system matrix (one block per unknown). Our approach
consists of arranging the multiphysics 4× 4 block matrix as a 2× 2 block matrix (group-
ing unknowns) where in turn every block is a 2× 2 block matrix. Then, we perform an
incomplete LU factorization of the 2 × 2 system block matrix where we consider some
(cheap) approximation of the resulting Schur complement and possibly the rest of di-
agonal blocks. Recursively, since the diagonal blocks are in fact 2 × 2 block matrices,
we approximate these matrices the same way, i.e., using an incomplete LU approxima-
tion. As a result, the only blocks that have to be inverted are one-variable (one-physics)
problems. The key point for these preconditioners to be efficient relies in obtaining a
good approximation of the Schur complement for all 2×2 systems. In order to define the
Schur complement approximations, we have extended ideas from the techniques used for
the incompressible Navier-Stokes equations to the inductionless MHD system. Moreover,
a study of the exact Schur complement behavior and the effect of cancelling different
terms in it has allowed us to propose an improved version of the Pressure-Convection-
Diffusion (PCD) preconditioner (see [67]) where we introduce additional stabilization
terms. The application of the MHD preconditioner to the thermally coupled problem is
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straightforward, since the coupling is in one direction only.
The contributions of the chapter are the following. On one side, we propose new sta-
bilized formulations based on term-by-term projection stabilization for the inductionless
MHD problem, and extend this formulation and the one in Chapter 5 to the thermally
coupled case. The most particular feature of our approach is the explicit introduction of
the current density as an additional unknown of the problem. We note that the typical
approach is to decouple fluid and electromagnetic problems [37, 95, 101, 102]. Then, the
electromagnetic problem is solved in terms of the electric potential only and the current
density and Lorentz force are computed. Next, the fluid problem is solved with the previ-
ously computed Lorentz force. This approach treats the multiphysics coupling explicitly
(for transient problems), and, in the best case, it is only coupled via fixed point itera-
tions (if it converges). However, for large Hartmann numbers (in fusion reaction breeding
blanket simulations it is in the order of 104 − 105) this approach can only work for ex-
tremely small time step values for transient problems and it cannot be used for steady
problems. In any case, the resulting linear systems in our approach still require efficient
preconditioning for high Hartmann numbers. Thus, we propose an abstract setting to
design preconditioners for multiphysics problems, based on a recursive use of block fac-
torization. This general framework is applied to the (thermally coupled) inductionless
MHD problem, considering different preconditioners based on approximations of the re-
sulting Schur complement matrices. The efficiency of these preconditioners is assessed
via a complete set of numerical experiments. Finally, we give details about an abstract
and flexible implementation of block recursive preconditioning. The combination of our
FE formulations, with an explicit treatment of the current density, and the recursive LU
preconditioners we propose, allow us to solve realistic breeding blanket simulations with
very high Hartmann numbers.
The chapter is organized as follows. Section 6.2 states the problem in both its strong
and weak form for the dimensionless version of the inductionless MHD equations and the
thermally coupled inductionless MHD problem. In Section 6.3, the stabilization methods
used in this work are presented and the block structure of the resulting linear system of
equations is highlighted. In Section 6.4, the underlying recursion in the design of block
preconditioners is defined together with a review of classical block preconditioners from
fluid mechanics. Moreover, two different recursive block preconditioners are developed for
the inductionless MHD problem depending on the grouping of the physical variables. For
each preconditioner, the approximation of the Schur complement is chosen. An improved
version of PCD block preconditioners is also derived in Section 6.4 with an experimental
justification of its design. To close Section 6.4, the recursive block preconditioners derived
for the inductionless MHD problem are extended for the thermally coupled problem in a
straightforward manner. Some numerical experiments to test the properties of the block
preconditioners presented in this work are carried out in Section 6.5. Section 6.6 deals
with some software design and implementation aspects that are crucial to manage the
block preconditioners recursion. Finally, some conclusions are drawn in Section 6.7.
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6.2 Continuous MHD problem
6.2.1 Isothermal inductionless MHD
The incompressible inductionless mangnetohydrodynamics (MHD) system of partial dif-
ferential equations consists of the incompressible Navier-Stokes problem coupled with
Ohm’s law and the electric charge conservation equations via the Lorentz force. It reads
as: find a velocity field u(x, t), a pressure p(x, t), a current density field j(x, t) and an
electric potential φ(x, t) such that
∂tu+ (u · ∇)u− ν∆u+∇p− 1
ρ
(j ×B) = f, (6.1)
∇ · u = 0, (6.2)
j + σ∇φ− σ(u×B) = 0, (6.3)
∇ · j = 0, (6.4)
in (x, t) ∈ Ω× (0, T ), where Ω ⊂ Rd is the open bounded domain filled by the fluid and
d is the spatial dimension. The partial time derivative is denoted by ∂t and ν, ρ, σ stand
for the viscosity, density and electric conductivity of the fluid, respectively. Finally, f
corresponds to the body forces of the flow motion and B to the external magnetic field.
Consider a partition of the domain boundary Γ = ∂Ω into two parts Γ = ΓE,u∪ΓN,u.
The boundary conditions for the velocity field are no-slip wall conditions, u = 0 on
ΓE,u, and zero traction conditions, −pn+ νn · ∇u = 0 on ΓN,u. Let us define a different
partition of the domain boundary for imposing the electromagnetic boundary conditions,
Γ = ΓC,j∪ΓI,j, where ΓC,j corresponds to perfectly conducting walls and ΓI,j to perfectly
insulating walls. Perfectly conducting walls do not apply any resistance to the current
which implies that the electric currents cross the wall surface orthogonally. This condition
is imposed by j×n = 0 on ΓC,j. Taking into account that u = 0 on ΓC,j, this condition is
equivalent to impose φ = 0 on ΓC,j. On the other hand, insulating walls do not allow the
electric currents to cross them, which means that the normal component of the current
density field has to vanish, that is, j · n = 0 on ΓI,j. Lastly, an initial condition for the
velocity field has to be considered, i.e., u = u0 in Ω for t = 0.
It is convenient for solving real problems with extreme physical properties (as the
test blanket module case in Section 6.5.3) to work with the dimensionless form of the
incompressible inductionless MHD system. Let us redefine the problem in (6.1)-(6.4) by
(see [98])
∂tu+ (u · ∇)u− 1
Re
∆u+∇p− N(j ×B) = f, (6.5)
∇ · u = 0, (6.6)
j +∇φ− (u×B) = 0, (6.7)
∇ · j = 0, (6.8)
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where the variables and operators have been scaled as
u→ u 1
u0
, ∇ → ∇L,
t→ tu0
L
, B → B 1
B0
,
p→ p 1
ρu20
, f → f L
u20
,
j → j 1
σu0B0
, φ→ φ 1
u0B0
.
Here, L is a characteristic length of the domain and u0, B0 are the characteristic scales
for the velocity and the external magnetic fields, respectively. Let us also introduce the
dimensionless numbers in system (6.5)-(6.8)
Reynolds number, Re =
u0L
ν
,
Interaction parameter, N =
σLB20
ρu0
.
There is also another dimensionless number that governs system (6.5)-(6.8) behavior,
the Hartmann number Ha =
√
ReN, that gives the ratio between electromagnetic and
viscous forces.
Let us introduce some standard notation here. We denote by L20(Ω) the set of functions
in L2(Ω) with zero mean value and by H10,Γ(Ω)
d the functions belonging to H1(Ω) that
vanish on Γ ⊂ ∂Ω. Let us now consider the following functional spaces: Vu = H10,ΓE,u(Ω)d,
Qu = L
2
0(Ω), Vj = L
2(Ω) and Qφ = H
1
0,ΓC,j
(Ω). Assuming a smooth external magnetic
field B, the weak form of system (6.5)-(6.8) reads as follows: find (u, p, j, φ) ∈ Vu×Qp×
Vj ×Qφ such that
Fu(u)u+ Cuj +Gup = fu in V
′
u, Duu = 0 in Q
′
p, (6.9)
Fjj + Cju+Gjφ = 0 in V
′
j , Djj = 0 in Q
′
φ, (6.10)
for almost every t ∈ (0, T ). We omit the discussion about the regularity in time of the
unknowns for simplicity. The definition of these operators comes from system (6.5)-(6.8)
and the notion of weak derivatives as follows.
The semi-linear fluid operator Fu : Vu × Vu → V ′u is defined as Fu(w)v := Mu∂tv +
Ku(w)v. The fluid mass matrix Mu : Vu → V ′u is defined as Muv := (v, ·). The semi-
linear operator Ku : Vu×Vu → V ′u includes the viscous and convective terms and reads as
Ku(w)v :=
1
Re
(∇v,∇(·)) + 〈(w · ∇)v, ·〉. Gu : Qp → V ′u denotes the (integrated by parts)
pressure gradient, i.e., Guq := −(q,∇ · (·)), and Du = −GTu is the velocity divergence
operator; the superscript T indicates the transpose operator. The linear Lorentz force
coupling operator Cu : Vj → V ′u is defined as Cuk := −N 〈·, k ×B〉. With regard to
the magnetic subproblem, we define the mass matrix operator Fj : Vj → V ′j as Fjk :=
(k, ·), Cj := −CTu , the electric potential gradient operator Gjψ := (·,∇ψ) and the
corresponding divergence operator Dj = −GTj . We note that the conditions on ΓE,u
and ΓC,j are strongly enforced whereas those on ΓN,u and ΓI,j are weakly enforced (see
Chapter 5 for a more detailed explanation).
6.2.2 Thermally coupled problem
The strong form of the thermally coupled incompressible inductionless MHD problem
is obtained from equations (6.5)-(6.8) and Boussinesq approximation for the thermal
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coupling. It reads as: find a velocity field u(x, t), a pressure p(x, t), a current density
field j(x, t), an electric potential φ(x, t) and a temperature θ(x, t) such that,
∂tu+ (u · ∇)u− 1
Re
∆u+∇p− N(j ×B) + Gr
Re2
θ = f +
Gr
Re2
θref , (6.11)
∇ · u = 0, (6.12)
j +∇φ− (u×B) = 0, (6.13)
∇ · j = 0, (6.14)
∂tθ + (u · ∇)θ − 1
Pe
∆θ = Q, (6.15)
where the temperature has been scaled as θ → θ 1
∆θ
. The additional dimensionless num-
bers in (6.11)-(6.15) are defined as,
Grashof number, Gr =
gβ∆θL3
ν2
,
Pe´clet number, Pe =
ρcpu0L
kt
,
where g is the norm of the gravity field, β the thermal expansion coefficient, ∆θ a
temperature increment, θref a reference temperature, Q a heat source, cp the specific heat
at constant pressure, kt the thermal conductivity and κ =
kt
ρcp
the thermal diffusivity.
Moreover, the Prandtl number is a dimensionless number that relates the viscous and
thermal diffusivities, Pr = ν
κ
.
The boundary conditions to be imposed for problem (6.11)-(6.15) correspond to the
conditions stated in Section 6.2.1 for the MHD variables plus boundary conditions for the
temperature. Consider a partition of the domain boundary such as Γ = ΓE,θ ∪ΓN,θ. The
Dirichlet condition on ΓE,θ implies a fixed temperature θ = θD whereas the condition on
ΓN,θ corresponds to imposing a heat flux on the boundary, i.e.,
kt
ρcp
n ·∇θ = q. Finally, an
initial condition for the temperature field, θ = θ0 in Ω for t = 0, has to be considered.
We assume that Q = q = θD = 0 for simplicity.
We define the temperature functional space Vθ = H
1
0,ΓE,θ
(Ω). The weak form of prob-
lem (6.11)-(6.15) can be stated as: find (u, p, j, φ, θ) ∈ Vu × Qp × Vj × Qφ × Vθ such
that
Fu(u)u+ Cuj +Gup+Huθ = fu in V
′
u, Duu = 0 in Q
′
p, (6.16)
Fjj + Cju+Gjφ = 0 in V
′
j , Djj = 0 in Q
′
φ, (6.17)
Fθ(u)θ = 0 in V
′
θ . (6.18)
where the operators related to the inductionless MHD problem are defined in Section
6.2.1. The semi-linear thermal problem operator Fθ : Vu × Vθ → V ′θ reads as Fθ(w)ϕ :=
(∂tϕ, ·) + 1Pe(∇ϕ,∇·) + 〈(w · ∇)ϕ, ·〉, whereas the buoyancy term operator Hu : Vθ → V ′u
is Huθ :=
Gr
Re2
(θ, ·).
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6.3 Stabilized finite element formulation
6.3.1 Isothermal inductionless MHD
The variational problem (6.9)-(6.10) is linearized, discretized in time and spatially ap-
proximated following the same procedure as in Chapter 5. The linearization method
chosen is Picard method, the time derivatives are discretized using the trapezoidal rule
and the spatial approximation is obtained with the standard Galerkin method. Given,
e.g., the operator Mu, we denote its finite element restriction as Muh : Vuh → V ′uh. This
way, we define the FE restriction of all the operators in Section 6.2.1. However, in order
to simplify notation, we will omit the h subindex for the discrete operators. Thus, the
discrete and linearized form can be stated as
Fu(a
n+α
h )u
n+α
h + Cuj
n+1
h +Gup
n+1
h = f
n+α
u in V
′
u,h, Duu
n+α
h = 0 in Q
′
ph, (6.19)
Fjj
n+1
h + Cju
n+α
h +Gjφ
n+1
h = 0 in V
′
jh, Djj
n+1
h = 0 in Q
′
φh, (6.20)
where an+αh = u
n+α,k
h being k the previous iteration of the nonlinear Picard iterative
loop and the discrete FE spaces Vuh, Qph, Vjh and Qφh are subspaces of their infinite
dimensional counterparts Vu, Qp, Vj and Qφ. The right-hand-side (RHS) term f
n+α
u
includes the time derivative term 1
δt
Muu
n
h.
The Galerkin approximation of this problem is known to have many drawbacks. First,
the discrete problem is well-posed only if the discrete inf-sup conditions for Vuh × Qph
and Vjh ×Qφh are satisfied:
inf
qh∈Qph
sup
vh∈Vuh
(qh,∇ · vh)
‖qh‖‖∇vh‖ ≥ β
∗ > 0, inf
ψh∈Qφh
sup
kh∈Vjh
(∇ψh, kh)
‖∇ψh‖‖kh‖ ≥ γ
∗ > 0,
where β∗ and γ∗ are positive constants independent of the mesh size h. Depending
on how the finite element spaces Vuh, Qph, Vjh and Qφh are chosen, these conditions
might not be satisfied. For instance, equal order spaces do not fulfill the discrete inf-sup
conditions. Moreover, when solving problems where the first order derivatives dominate
the second order ones in the Navier-Stokes equations, that is, convection dominated
cases, oscillations may appear in the solution. Finally, a strong coupling between the
hydrodynamic and electromagnetic problems may lead to numerical instabilities.
The solution adopted in this work to avoid these drawbacks consists of stabilization
methods. The basic idea under a stabilization method is to add certain terms to the
variational form of the problem that allow one to circumvent the previously mentioned
difficulties associated to the Galerkin approximation of the problem without spoiling
accuracy. Two different stabilization methods are used in this work.
The first one is the algebraic sub-grid scale method (ASGS) following the subgrid
scale concept introduced in [83]. We can consider a variational multiscale formulation of
the problem, by using the framework in [83,84]. Let us denote the finite element partition
as Th; K ∈ Th is a FE. This way, we add a term of the type
∑
k∈Th
∫
K
(F − ∂tM(U) −
L(U)) · τLT (V )dx to the left-hand-side (LHS) of (6.19)-(6.20), where F is the forcing
term, L the steady-state spatial differential operator of the problem at hand and M
the continuous mass operator. τ is the matrix of stabilization parameters. Alternatively,
when considering a Galerkin/Least-Squares (GLS) stabilization of the problem, we just
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replace LT (V ) by −L(V ) in the definition of the stabilization term. The application of
this method to the incompressible inductionless MHD problem is deeply explained in
Chapter 5. We include this method in Algorithm 6.1 for the sake of completeness. The
symbol ∆h stands for the broken Laplacian, i.e., (∆hvh, ·) =
∑
K∈Th
∫
K
∆vh(·)dx.
Algorithm 6.1: ASGS stabilization for the inductionless MHD problem
Given unh at the previous time step value, find u
n+1
h , j
n+1
h , p
n+1
h and φ
n+1
h such that(
δtu
n+1,k+1
h , vh
)
+
〈
(un+1,kh · ∇)un+1,k+1h , vh
〉
+ 1Re
(
∇un+1,k+1h ,∇vh
)
−
(
pn+1,k+1h ,∇ · vh
)
−N
〈
jn+1,k+1h ×B, vh
〉
+
〈
(un+1,kh · ∇)vh + 1Re∆hvh, τn+1,k1 Rn+1,k+1h,u
〉
+
(
∇ · vh, τn+1,k2 Rn+1,k+1h,p
)
−
〈
(vh ×B), τn+1,k3 Rn+1,k+1h,j
〉
=
(
fn+1, vh
)
,(
∇ · un+1,k+1h , qh
)
+
〈
τn+1,k1 R
n+1,k+1
h,u ,∇qh
〉
= 0,(
jn+1,k+1h , kh
)
+
(
∇φn+1,k+1h , kh
)
−
〈
un+1,k+1h ×B, kh
〉
−N
〈
kh ×B, τn+1,k1 Rn+1,k+1h,u
〉
−
〈
kh, τ
n+1,k
3 R
n+1,k+1
h,j
〉
+
(
∇ · kh, τn+1,k4 Rn+1,k+1h,φ
)
= 0,
−
(
jn+1,k+1h ,∇ψh
)
+
〈
∇ψh, τn+1,k3 Rn+1,k+1h,j
〉
= 0,
where the residuals are:
Rh,u := δtuh + (a · ∇)uh − 1Re∆huh +∇ph −N(jh ×B)− f,
Rh,p := ∇ · uh,
Rh,j := jh +∇φh − (uh ×B),
Rh,φ := ∇ · jh.
The stabilization parameters have the following expressions within each element K:
α := c1
a
h + c2
1
h2Re
, β := c3NB, γ := c4,
τ1 = α
−1
(
1 + 1√αγβ
)−1
, τ2 = c5
h2
τ1
,
τ3 = γ
−1
(
1 + 1√αγβ
)−1
, τ4 = c6
h2
τ3
,
where c1, . . . , c6 are algorithmic constants.
The second stabilization method developed for this work is the orthogonal sub-scale
stabilization method (OSS) introduced in [46,49]. We consider a term-by-term formula-
tion, where we only introduce as stabilization terms the quantities we want to stabilize
(first order derivative terms) scaled with properly chosen stabilization parameters. These
terms alone would destroy the convergence properties of the resulting method. In order
to have optimal convergence, we subtract to the quantities to be stabilized a proper
projection onto the FE space. The OSS stabilization terms to be added to the Galerkin
formulation read as (before linearization)
(τ1pi
⊥
hu((uh · ∇)uh), pi⊥hu((uh · ∇)vh)) + (τ1pi⊥hu(∇ph), pi⊥hu(∇qh))
+ (τ1pi
⊥
hu(jh ×B), pi⊥hu(kh ×B)) + (τ2∇ · uh,∇ · vh) + (τ3pi⊥hj(∇φ), pi⊥hj(∇ψ))
+ (τ3pi
⊥
hj(uh ×B), pi⊥hj(vh ×B)) + (τ4∇ · jh,∇ · kh),
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where pi⊥hu(·) = Id(·)−pihu(·); Id denotes the identity and pihu : L2(Ω)→ Vuh,0 corresponds
to a projector onto the FE space without any boundary condition. pi⊥hj(·) is defined
analogously with respect to Vjh,0. We note that the projections are not required for the
divergence terms, since both u and j are solenoidal. Different choices for the projector
have been proposed so far, e.g., the orthogonal subscales (OSS) formulation considers
the L2 projector and a local nodal Scott-Zhang projector is used in [7]; other local
projection stabilization methods can be found in [21, 94]. In this work, we consider the
OSS formulation. In practice, the projection in the OSS method is treated explicitly,
e.g.,
(τ1pi
⊥
hu(∇ph), pi⊥hu(∇qh)) = (τ1∇ph,∇qh)− (τ1pihu(∇ph),∇qh),
where the last term is treated explicitly, using the value from the previous nonlinear
iteration (idem for the rest of terms). We note that the approximation comes from
the fact that τ1 is not constant in general (otherwise the previous re-statement will be
exact). In order to make this relation hold for non-constant τ , we can use a τ -weighted
L2 projector (see [49]). With all these ingredients, we end up with the OSS formulation
included in Algorithm 6.2.
Both ASGS and OSS methods can be stated as
Fu(a
n+α
h )u
n+α
h + Cuj
n+1
h +Gup
n+1
h + Tuφ
n+1
h = f
n+α
u , (6.21)
Duu
n+α
h + Cpp
n+1
h + Tpj
n+1
h = f
n+1
p , (6.22)
Fjj
n+1
h + Cju
n+α
h +Gjφ
n+1
h + Tjp
n+1
h = f
n+1
j , (6.23)
Djj
n+1
h + Cφφ
n+1
h + Tφu
n+1
h = f
n+1
φ , (6.24)
where Fu, Cu, Fj and Cj have been properly modified (with respect to the original
Galerkin formulation) in order to include the corresponding stabilization terms in Algo-
rithms 6.1 or 6.2. Note that for the ASGS formulation, the right-hand-side terms fp, fj
and fφ are zero (for OSS, they include the projection treated explicitly) whereas for the
OSS formulation, the operators Tu, Tp, Tj and Tφ are zero because there are no stabiliza-
tion terms that couple u-φ and j-p. The discrete and stabilized formulation (6.21)-(6.24)
results in a linear system of equations to be solved. This system of equations has a 4× 4
block structure, where we consider one block per unknown:
Fu Gu Cu Tu
Du Cp Tp 0
Cj Tj Fj Gj
Tφ 0 Dj Cφ


u
p
j
φ
 =

fu
fp
fj
fφ
 . (6.25)
We further note that the OSS algorithm does not modify the off-diagonal terms, i.e.,
Gu, Cu, Du, Gj, Cj, and Dj, keeping the block skew-symmetric nature of the Galerkin
matrix. However, using ASGS these off-diagonal terms are perturbed in such a way
that this property is lost. It has important effects as segregated algorithms are not
unconditionally stable for non skew-symmetric matrices (see Chapter 4). Finally, note
that for the sake of conciseness, Algorithms 6.1 and 6.2 have been written using the
Backward Euler method (α = 1) for time integration.
134 Chapter 6. Recursive block preconditioners for the thermal inductionless MHD
Algorithm 6.2: OSS stabilization for the inductionless MHD problem
Given unh at the previous time step value, find u
n+1
h , j
n+1
h , p
n+1
h and φ
n+1
h such that(
δtu
n+1,k+1
h , vh
)
+
〈
(un+1,kh · ∇)un+1,k+1h , vh
〉
+ 1Re
(
∇un+1,k+1h ,∇vh
)
−
(
pn+1,k+1h ,∇ · vh
)
−N
〈
jn+1,k+1h ×B, vh
〉
+
〈
(un+1,kh · ∇)un+1,k+1h , τn+1,k1 (un+1,kh · ∇)vh
〉
+
〈
un+1,k+1h ×B, τn+1,k3 (vh ×B)
〉
+
(
∇ · un+1,k+1h , τn+1,k2 ∇ · vh
)
=
(
fn+1, vh
)
+
〈
xn+1,k1,h , τ
n+1,k
1 (u
n+1,k
h · ∇)vh
〉
−
〈
yn+1,k2,h , τ
n+1,k
3 (vh ×B)
〉
,(
∇ · un+1,k+1h , qh
)
+
(
∇pn+1,k+1h , τn+1,k1 ∇qh
)
=
〈
xn+1,k2,h , τ
n+1,k
1 ∇qh
〉
,(
jn+1,k+1h , kh
)
+
(
∇φn+1,k+1h , kh
)
−
〈
un+1,k+1h ×B, kh
〉
+N2
〈
jn+1,k+1h ×B, τn+1,k1 (kh ×B)
〉
+
(
∇ · jn+1,k+1h , τn+1,k4 ∇ · kh
)
= −N
〈
xn+1,k3,h , τ
n+1,k
1 (kh ×B)
〉
,
−
(
jn+1,k+1h ,∇ψh
)
+
(
∇φn+1,k+1h , τn+1,k3 ∇ψh
)
=
(
yn+1,k1,h , τ
n+1,k
3 ∇ψh
)
,
where the projections are computed from:(
xn+1,k1,h , vh
)
=
〈
(un+1,kh · ∇)un+1,kh , vh
〉
,(
xn+1,k2,h , vh
)
=
(
∇pn+1,kh , vh
)
,(
xn+1,k3,h , vh
)
= −N
〈
jn+1,kh ×B, vh
〉
,(
yn+1,k1,h , kh
)
=
(
∇φn+1,kh , kh
)
,(
yn+1,k2,h , kh
)
= −
〈
un+1,kh ×B, kh
〉
.
The stabilization parameters have the following expressions within each element K:
α := c1
a
h + c2
1
h2Re
, β := c3NB, γ := c4,
τ1 = α
−1
(
1 + 1√αγβ
)−1
, τ2 = c5
h2
τ1
,
τ3 = γ
−1
(
1 + 1√αγβ
)−1
, τ4 = c6
h2
τ3
,
where c1, . . . , c6 are algorithmic constants.
6.3.2 Thermally coupled problem
The weak form of the thermally coupled inductionless MHD problem (6.16)-(6.18) is
linearized and discretized in both time and space following the same ideas exposed in
Section 6.3.1. The only additional nonlinear term corresponds to the convective term in
the temperature equation. This term is also linearized using Picard method, which leads
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to the discrete and linearized form,
Fu(a
n+α
h )u
n+α
h + Cuj
n+1
h +Gup
n+1
h +Huθ
n+α
h = f
n+α
u in V
′
uh, (6.26)
Duu
n+α
h = 0 in Q
′
ph, (6.27)
Fjj
n+1
h + Cju
n+α
h +Gjφ
n+1
h = 0 in V
′
jh, (6.28)
Djj
n+1
h = 0 in Q
′
φh, (6.29)
Fθ(a
n+α
h )θ
n+α
h = 0 in V
′
θh, (6.30)
where the discrete FE space Vθh is a subspace of Vθ.
The Galerkin approximation (6.26)-(6.30) of the problem adds another source of
instability, i.e., the presence of the convective term in the temperature equation. This
term may introduce oscillations in the solution for convection dominated cases. Thus,
we include a SUPG-type stabilization for the thermal problem in the ASGS formulation
for the thermally coupled MHD system, i.e.,
(τ5(uh · ∇)ϕh, δtθh + (a · ∇)θh − 1
Pe
∆hθh −Q).
The thermal coupling in system (6.26)-(6.30), after Picard linearization, is in one direc-
tion only; the thermal subproblem is independent of the fluid subproblem. Using a full
ASGS formulation, this very interesting property would be lost. The final system with
the definition of the stabilization parameters is included in Algorithm 6.3.
On the other hand, we can also use the OSS technique explained in the previous
section to the thermally coupled system (6.26)-(6.30). In this case, we simply need to
add the term
(τ5pi
⊥
hθ((uh · ∇)φh), pi⊥hθ((uh · ∇)ψh)),
where pi⊥hθ is the L
2-projection onto the FE space without boundary conditions Vθh,0. The
resulting OSS algorithm, after time integration and linearization, is stated in Algorithm
6.4.
The addition of the new variational forms due to the thermal coupling and its as-
sociated stabilization terms can be stated compactly as the following 5× 5 block linear
system of equations,

Fu Gu Cu Tu Hu
Du Cp Tp 0 Hp
Cj Tj Fj Gj Hj
Tφ 0 Dj Cφ 0
0 0 0 0 Fθ


u
p
j
φ
θ
 =

fu
fp
fj
fφ
fθ
 , (6.31)
where the matrices have been modified accordingly to include the stabilization terms.
Note that the operators Hp and Hj are zero for the OSS stabilized formulation because
there are not coupling terms between p-θ and j-θ.
136 Chapter 6. Recursive block preconditioners for the thermal inductionless MHD
Algorithm 6.3: ASGS stabilization for the thermally coupled inductionless MHD
problem
Given unh at the previous time step value, find u
n+1
h , j
n+1
h , p
n+1
h and φ
n+1
h such that(
δtu
n+1,k+1
h , vh
)
+
〈
(un+1,kh · ∇)un+1,k+1h , vh
〉
+ 1Re
(
∇un+1,k+1h ,∇vh
)
−
(
pn+1,k+1h ,∇ · vh
)
−N
〈
jn+1,k+1h ×B, vh
〉
+ Gr
Re2
(
θn+1,k+1h , vh
)
+
〈
(un+1,kh · ∇)vh + 1Re∆hvh, τn+1,k1 Rn+1,k+1h,u
〉
+
(
∇ · vh, τn+1,k2 Rn+1,k+1h,p
)
−
〈
(vh ×B), τn+1,k3 Rn+1,k+1h,j
〉
=
(
fn+1, vh
)
+ Gr
Re2
(θref , vh) ,(
∇ · un+1,k+1h , qh
)
+
〈
τn+1,k1 R
n+1,k+1
h,u ,∇qh
〉
= 0,(
jn+1,k+1h , kh
)
+
(
∇φn+1,k+1h , kh
)
−
〈
un+1,k+1h ×B, kh
〉
−N
〈
kh ×B, τn+1,k1 Rn+1,k+1h,u
〉
−
〈
kh, τ
n+1,k
3 R
n+1,k+1
h,j
〉
+
(
∇ · kh, τn+1,k4 Rn+1,k+1h,φ
)
= 0,
−
(
jn+1,k+1h ,∇ψh
)
+
〈
∇ψh, τn+1,k3 Rn+1,k+1h,j
〉
= 0,(
δtθ
n+1,k+1
h , ϕh
)
+
〈
(un+1,kh · ∇)θn+1,k+1h , ϕh
〉
+ 1Pe
(
∇θn+1,k+1h ,∇ϕh
)
+
〈
(un+1,kh · ∇)ϕh, τn+1,k5 Rn+1,k+1h,θ
〉
=
(
Qn+1, ϕh
)
.
where the residuals are:
Rh,u := δtuh + (a · ∇)uh − 1Re∆huh +∇ph −N(jh ×B) + GrRe2 θh − f,
Rh,p := ∇ · uh,
Rh,j := jh +∇φh − (uh ×B),
Rh,φ := ∇ · jh,
Rh,θ := δtθh + (a · ∇)θh − 1Pe∆hθh −Q.
The stabilization parameters have the following expressions within each element K:
α := c1
a
h + c2
1
h2Re
, β := c3NB, γ := c4,
τ1 = α
−1
(
1 + 1√αγβ
)−1
, τ2 = c5
h2
τ1
,
τ3 = γ
−1
(
1 + 1√αγβ
)−1
, τ4 = c6
h2
τ3
,
τ5 =
(
c7
a
h + c8
1
h2Pe
)−1
,
where c1, . . . , c8 are algorithmic constants.
6.4 Block recursive preconditioners for the induc-
tionless MHD problem
In this section, we design block preconditioners for multiphysics problems based on a
recursive use of inexact block LU factorization. This strategy is first presented in a
general (abstract) form. The key ingredient of this formulation is the approximation
of the Schur complements. Next, we list typical Schur complement approximations for
the Navier-Stokes equations. Finally, we apply the abstract setting for the (thermally
coupled) inductionless MHD problem.
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Algorithm 6.4: OSS stabilization for the thermally coupled inductionless MHD
problem
Given unh at the previous time step value, find u
n+1
h , j
n+1
h , p
n+1
h and φ
n+1
h such that(
δtu
n+1,k+1
h , vh
)
+
〈
(un+1,kh · ∇)un+1,k+1h , vh
〉
+ 1Re
(
∇un+1,k+1h ,∇vh
)
−
(
pn+1,k+1h ,∇ · vh
)
−N
〈
jn+1,k+1h ×B, vh
〉
+ Gr
Re2
(
θn+1,k+1h , vh
)
+
〈
(un+1,kh · ∇)uh, τn+1,k1 (un+1,kh · ∇)vh
〉
+
〈
un+1,k+1h ×B, τn+1,k3 (vh ×B)
〉
+
(
∇ · un+1,k+1h , τn+1,k2 ∇ · vh
)
=
(
fn+1, vh
)
+
〈
xn+1,k1,h , τ
n+1,k
1 (u
n+1,k
h · ∇)vh
〉
−
〈
yn+1,k2,h , τ
n+1,k
3 (vh ×B)
〉
,(
∇ · un+1,k+1h , qh
)
+
(
∇pn+1,k+1h , τn+1,k1 ∇qh
)
=
(
xn+1,k2,h , τ
n+1,k
1 ∇qh
)
,(
jn+1,k+1h , kh
)
+
(
∇φn+1,k+1h , kh
)
−
〈
un+1,k+1h ×B, kh
〉
+N2
〈
jn+1,k+1h ×B, τn+1,k1 (kh ×B)
〉
+
(
∇ · jn+1,k+1h , τn+1,k4 ∇ · kh
)
= −N
〈
xn+1,k3,h , τ
n+1,k
1 (kh ×B)
〉
,
−
(
jn+1,k+1h ,∇ψh
)
+
(
∇φn+1,k+1h , τn+1,k3 ∇ψh
)
=
(
yn+1,k1,h , τ
n+1,k
3 ∇ψh
)
,(
δtθ
n+1,k+1
h , ϕh
)
+
〈
(un+1,kh · ∇)θn+1,k+1h , ϕh
〉
+ 1Pe
(
∇θn+1,k+1h ,∇ϕh
)
+
〈
(un+1,kh · ∇)θh, τn+1,k5 (un+1,kh · ∇)ϕh
〉
=
(
Qn+1, ϕh
)
+
〈
zn+1,k1,h , τ
n+1,k
5 (u
n+1,k
h · ∇)ϕh
〉
,
where the projections are computed from:(
xn+1,k1,h , vh
)
=
〈
(un+1,kh · ∇)un+1,kh , vh
〉
,(
xn+1,k2,h , vh
)
=
(
∇pn+1,kh , vh
)
,(
xn+1,k3,h , vh
)
= −N
〈
jn+1,kh ×B, vh
〉
,(
yn+1,k1,h , kh
)
=
(
∇φn+1,kh , kh
)
,(
yn+1,k2,h , kh
)
= −
〈
un+1,kh ×B, kh
〉
,(
zn+1,k1,h , ϕh
)
=
〈
(un+1,kh · ∇)θn+1,kh , ϕh
〉
.
The stabilization parameters have the following expressions within each element K:
α := c1
a
h + c2
1
h2Re
, β := c3NB, γ := c4,
τ1 = α
−1
(
1 + 1√αγβ
)−1
, τ2 = c5
h2
τ1
,
τ3 = γ
−1
(
1 + 1√αγβ
)−1
, τ4 = c6
h2
τ3
,
τ5 =
(
c7
a
h + c8
1
h2Pe
)−1
,
where c1, . . . , c8 are algorithmic constants.
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6.4.1 Abstract block recursive factorization
Let us consider a generic system A11 · · · A1nunk... . . . ...
Anunk1 · · · Anunknunk

 x1...
xnunk
 =
 b1...
bnunk

arising from the discretization of a multiphysics problem that involves nunk physical
variables. Our target is to design an efficient preconditioner for the system matrix A
such that it only involves the solution of one-variable (one-physics) problems, for which
we can find efficient preconditioners of domain decomposition or algebraic multigrid type.
In order to do this, we rely on the incomplete block factorization of a 2×2 block matrix.
Obviously, the original multiphysics problem can be arranged as a 2× 2 system matrix
by splitting (and reordering) the nunk variables into two different ordered sets. After this,
the original problem is denoted as:[
F G
D C
] [
x
y
]
=
[
f
g
]
.
We have denoted the block matrices and vectors in the arranged 2×2 block system using
the typical notation for the incompressible Navier-Stokes equations. (We do not assume
that D = −GT since it is not true in general, e.g., when solving transient incompressible
flows with SUPG-type stabilization techniques.) For saddle-point problems, y usually is
a Lagrange multiplier, e.g., the pressure. At this point, we can consider an exact block
LU factorization of the 2× 2 block matrix:
A =
[
F G
D C
]
=
[
F 0
D S
] [
I F−1G
0 I
]
,
where S = C −DF−1G is the Schur complement matrix with respect to y. This matrix
cannot be easily handled. In order to obtain an inexact factorization, the key aspect is
the design of a good approximation for the Schur complement matrix. We denote this
approximation by S]. We can further consider an approximation of F , which we denote
by F], even though it is not essential in many cases. With these two ingredients, namely
S] and F], we can consider different preconditioners P (A) for A:
D : P (A) =
[
F] 0
0 S]
]−1
=
[
F−1] 0
0 S−1]
]
,
(6.32)
U : P (A) =
[
F] G
0 S]
]−1
=
[
F−1] −F−1] GS−1]
0 S−1]
]
,
(6.33)
LU : P (A) =
[
I F−1] G
0 I
]−1 [
F 0
D S]
]−1
=
[
I −F−1] G
0 I
] [
F−1 0
−S−1] DF−1 S−1]
]
.
(6.34)
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Since we aim at solving the global problem using a preconditioned Krylov iterative solver,
we only require to perform matrix-vector multiplications for both A and the precondi-
tioner P (A). The preconditioner P (A) is defined by the inverses of the matrices on the
diagonal, i.e., F−1] , S
−1
] , and possibly F
−1. For practical problems, the computation of
the action of F−1] or S
−1
] on a vector is not viable via sparse direct solvers, specially
in 3D, due to their high memory and computational demands. We use the following
notation: given a matrix H, the approximate action of H−1 over a vector computed
by a Krylov iterative solver preconditioned with P (H) up to a given tolerance tolH is
denoted by precond Krylov(H,P (H), tolH). Thus, in practical implementations, we re-
place F−1] by precond Krylov(F], P (F]), tol) in the definition (6.32),(6.33) or (6.34) of
the preconditioner (analogously for S−1] and possibly F
−1).
In this setting, with a particular definition of the block matrix and its approxima-
tions, we can recover most of the Schur complement preconditioners in the literature (see
Section 6.4.2). For one-physics problems with a saddle-point structure (e.g., the incom-
pressible (Navier)-Stokes equations, electromagnetics with Lorentz gauge, mixed form
of Laplacian-type problems, Darcy’s law for flow in porous media) matrices F] and S]
involve one-variable problems (for the field and the Lagrange multiplier respectively) but
this is not the general case for multiphysics problems. However, if, e.g., F] involves two
or more variables, we can perform again an incomplete block factorization of this ma-
trix, i.e., approximate F−1] by P (F]) with one of the definitions in (6.32),(6.33) or (6.34)
(analogously for S−1] and F
−1). This process can be applied recursively till all diagonal
block matrices (to be inverted) only involve one variable. We state in Algorithm 6.5 the
definition of the recursive block LU preconditioner. (We have assumed in this algorithm
that the system has been ordered in such a way that the Schur complement is always
defined for the second block unknown.) Let us note that it is not required to end the
process when the diagonal system matrices are one-variable matrices, as soon as we have
at our disposal an efficient preconditioner for a particular multi-variable matrix.
Algorithm 6.5: P = LU block precond(A)
Define a 2× 2 block partition of the system matrix (into subsets of physical1:
variables):
A =
[
F G
D C
]
Define the approximations S] ≈ C −DF−1G and F] ≈ F2:
for H = {S], F] (and possibly F ) } do3:
if H involves more than one physical variable then4:
Replace H−1 by its LU approximation, i.e., H−1 ← LU block precond(H)5:
else6:
Define an effective preconditioner P (H) (e.g., using DDM, multigrid...)7:
Define the tolerance tolH and replace8:
H−1 ← precond Krylov(H,P (H), tolH)
Define P (A) as in (6.32), (6.33) or (6.34)9:
As an alternative, we can also consider only the LU factorization at the first level, and
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solve every multi-variable diagonal block using a Krylov iterative solver preconditioned
with an incomplete inexact LU factorization. Again, we can proceed in a recursive way. As
a result, this procedure will involve as many nested iterative loops as levels of recursion.
The resulting algorithm is presented in Algorithm 6.6. Both approaches will be considered
in the numerical experiments section.
Algorithm 6.6: P = LU approximation(A)
Define a 2× 2 block partition of the system matrix (into subsets of physical1:
variables):
A =
[
F G
D C
]
Define the approximations S] ≈ C −DF−1G and F] ≈ F2:
for H = {S], F] (and possibly F ) } do3:
if H involves more than one variable then4:
Define the LU factorization of H: P (H)← LU approximation(H)5:
Define the tolerance tolH and replace6:
H−1 ← precond Krylov(H,P (H), tolH)
else7:
Define an effective preconditioner P (H) (e.g., using DDM, multigrid...)8:
Define the tolerance tolH and replace9:
H−1 ← precond Krylov(H,P (H), tolH)
Define P (A) as in (6.32), (6.33) or (6.34)10:
For a particular multiphysics problem the key ingredient to be defined is an efficient
and robust approximation of S] for every incomplete LU factorization.
6.4.2 Incompressible Navier-Stokes preconditioners
Let us review some of the classical block preconditioners for solving the incompressible
Navier-Stokes problem. Consider that the linear system of equations to be solved after
discretization and stabilization of the Navier-Stokes equations is written as[
F G
D C
] [
u
p
]
=
[
f
g
]
.
First, let us state the Uzawa method as a U -preconditioner (6.33) for solving the sta-
tionary Stokes problem. Considering that the block matrix F = K, i.e., it only contains
diffusive terms, the exact Schur complement for the pressure is S = C −DK−1G. How-
ever, at the continuous level, DK−1G = ∇T∆−10 ∇, where ∆−10 denotes the inverse of the
Laplace problem with homogeneous Dirichlet boundary conditions on ΓE,u. We consider
the approximation ∇T∆−10 ∇ ≈ 1; it is exact for periodic boundary conditions. As a
result, we approximate DK−1G ≈ Re Mp, where Mp is a mass matrix for the pressure.
This way, we can write the Uzawa block preconditioner as,
PUzw(A) =
[
F] G
0 S]
]−1
, where
F−1] = F
−1
S−1] = C
−1 + 1
Re
M−1p
. (6.35)
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Note that the expression of the Schur complement approximation also involves the sta-
bilization matrix inverse.
Cahouet and Chabard extended these ideas to the transient Stokes problem in [38].
In this case, the block matrix F = 1
δt
M+K contains the temporal and diffusive terms. If
we take into account that −D( 1
δt
M)−1G is spectrally equivalent to a Laplacian matrix,
i.e., −D( 1
δt
M)−1G ≈ δtL (L denotes the typical FE discretization for −∆), the Cahouet-
Chabard (CC) block preconditioner is written as,
PCC(A) =
[
F] G
0 S]
]−1
, where
F−1] = F
−1
S−1] = (C + δtL)
−1 + 1
Re
M−1p
. (6.36)
In order to introduce the convective term into the preconditioner, the pressure
convection-diffusion (PCD) preconditioner was developed in [66,67]. This preconditioner
is based on approximating the original Schur complement by a commutation of opera-
tors, viz. ∇TL−1∇ ≈ ∇T∇L−1p , where L(·) = 1δt(·) + a ·∇(·)− 1Re∆(·) is a CDR operator
and Lp a pressure CDR operator. If we apply this approximation to the discrete level,
it leads to DF−1G ≈ D(M−1F )−1M−1G ≈ DM−1G(M−1p Fp)−1 ≈ LpF−1p Mp, where Fp
is the matrix obtained after discretization of the pressure CDR operator Lp. Therefore,
the expression of the PCD preconditioner is,
PPCD(A) =
[
F] G
0 S]
]−1
, where
F−1] = F
−1
S−1] = M
−1
p FpL
−1
p
. (6.37)
Finally, other classical and well-known algorithms for solving the transient Navier-Stokes
equations are the pressure segregation (PC) methods, also known as fractional step
schemes. They were first developed independently by Chorin [42, 43] and Temam [116].
Basically, they consist of two steps. First, an intermediate velocity that does not verify
the incompressibility condition is obtained from the momentum equation. Then, an end-
of-step velocity is computed taking into account the pressure gradient and the velocity
divergence terms. These schemes assume that the convective and diffusive terms are
negligible with respect to the temporal evolutionary term and therefore F ≈ 1
δt
M and
−DF−1G ≈ −D( 1
δt
M)−1G ≈ δt L, which is a reasonable assumption for δt small. They
can be implemented as a LU -preconditioner
PPC(A) =
[
I F−1] G
0 I
]−1 [
F 0
D S]
]−1
, where
F−1] = δtM
−1
S−1] = (C + δtL)
−1 . (6.38)
6.4.3 Incompressible inductionless MHD preconditioners
In this section, we consider two different preconditioners for the inductionless MHD
problem, based on the recursive block LU factorization introduced above. The first pre-
conditioner is based on an initial factorization of the system matrix into fluid and mag-
netic subproblems. The second preconditioner segregates at the first level field variables
(velocity and current) from Lagrange multiplier-type variables (pressure and electric
potential).
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Fluid-magnetic subproblem factorization (FMS preconditioner)
Let us consider the 4 × 4 block system (6.25) and reorder it in such a way that the
electromagnetic variables are written first and then the fluid unknowns:
A =

Fj Gj Cj Tj
Dj Cφ Tφ 0
Cu Tu Fu Gu
Tp 0 Du Cp


j
φ
u
p
 =

fj
fφ
fu
fp
 . (6.39)
Following Algorithms 6.5 and 6.6, we arrange the 4× 4 block matrix A from (6.39) as a
2 × 2 block system grouping together the electromagnetic unknowns, j-φ, on one hand
and the fluid unknowns, u-p, on the other hand. Moreover, we choose the preconditioner
PFMS as a U -preconditioner (6.33),[
Fjφ Cjφ
Cup Fup
] [
x
y
]
=
[
f
g
]
, PFMS(A) =
[
Fjφ Cjφ
0 Sup]
]−1
, (6.40)
where x = [j, φ]T , y = [u, p]T , f = [fj, fφ]
T , g = [fu, fp]
T and matrices Fjφ, Fup, Cjφ and
Cup are the corresponding 2× 2 block matrices. The key aspect to derive the precondi-
tioner is the definition of the approximation for Sup] = Fup−CupF−1jφ Cjφ. We have chosen
Sup] = Fuj. Let us justify this (simple) choice for the Schur complement approximation.
It comes from the analysis of the continuous problem (6.5)-(6.8). We consider the elec-
tromagnetic subproblem (6.7)-(6.8). From (6.8), we have that φ = ∆−10 (∇ · (u × B)),
where ∆−10 is the inverse of the Laplacian with homogeneous boundary conditions on
ΓC,j. Invoking this expression of φ in (6.7) we obtain:
j = −∇∆−10 (∇ · (u×B)) + (u×B).
Using this expression in the momentum equation (6.5), we get
∂tu+ (u · ∇)u− 1
Re
∆u+∇p+ N((∇∆−1∇ · (u×B)− (u×B))×B) = f.
Now, we note that the coupling term from the magnetic problem to the fluid problem,
i.e., ((∇∆−1∇ · (u×B))− (u×B)), vanishes when we consider the same approximation
as for the Uzawa algorithm, ∇∆−1∇· ≈ I. This derivation suggests that the subproblems
for the Navier-Stokes (NSI) and Darcy-type (DCY) equations can be solved uncoupled
at the preconditioner level. This is certainly an approximation, but this kind of approx-
imation has been proved to be optimal for the Stokes problem [67], leading to robust
preconditioners. No approximation of Fjφ is taken at this level.
The following step in the preconditioner definition consists of adding a second level
of recursion with the approximation of the inverses of block matrices Fjφ and Fup. For
instance, let us replace them by a U -preconditioner, F−1jφ ← LU block precond(Fjφ) and
F−1up ← LU block precond(Fup),
P (Fjφ) =
[
Fj Gj
0 Sφ]
]−1
, P (Fup) =
[
Fu Gu
0 Sp]
]−1
.
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The last missing ingredient is to define the approximation of Sφ] and Sp]. For Sp], we
can consider any of the methods in Section 6.4.2. On the other hand, since Sφ = Cφ −
DφF
−1
j Gj and Fj is a mass matrix for the Galerkin approximation, we can naturally
use the same approximation as for PC or PCD problems. Summarizing, we consider the
following options:
Uzawa :
{
S−1p] = C
−1
p +
1
Re
M−1p
S−1φ] = (Cφ + Lφ)
−1 , (6.41)
CC :
{
S−1p] = (Cp + δtLp)
−1 + 1
Re
M−1p
S−1φ] = (Cφ + Lφ)
−1 , (6.42)
PCD :
{
S−1p] = M
−1
p FpL
−1
p
S−1φ] = M
−1
φ FφL
−1
φ
where
Fp(p, q) =
1
δt
(p, q) + ((u · ∇)p, q) + 1
Re
(∇p,∇q)
Fφ(φ, ψ) = (φ, ψ)
,
(6.43)
PC :
{
S−1p] = (Cp + δtLp)
−1
S−1φ] = (Cφ + Lφ)
−1 . (6.44)
Note that for using the PC method, we have to define PFMS(A) in (6.40) as a LU -
preconditioner (6.34). We do not write the details here for the sake of conciseness. Finally,
we can write the 4× 4 block preconditioner PFMS(A) for (6.39) as
PFMS(A) =

Fj Gj Cj Tj
0 Sφ Tφ 0
0 0 Fu Gu
0 0 0 Sp

−1
. (6.45)
Summarizing, we have defined a recursive block preconditioner PFMS that allows us
to decouple the computation of a multiphysics problem such as the inductionless MHD
problem into one-physics problems for every physical variable (velocity, pressure, current
density and electric potential) at the preconditioner level. Figure 6.1 displays a tree
diagram to highlight how the coupled problem is uncoupled into one-physics problems
along the two levels of recursion. First, the preconditioner splits the magnetic unknowns
from the fluid ones whereas the second level allows us to decouple the computation of j
and φ on one hand, and the computation of u and p on the other hand. At every splitting,
we create two new problems, namely the F and S problems, and we have defined how
to approximate every one of these matrices.
Field-Lagrange multiplier factorization (FLM preconditioner)
Let us consider now a different reordering of system (6.25) where the vectorial fields u
and j are written first and the Lagrange multipliers p and φ next,
Fu Cu Gu Tu
Cj Fj Tj Gj
Du Tp Cp 0
Tφ Dj 0 Cφ


u
j
p
φ
 =

fu
fj
fp
fφ
 . (6.46)
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[j,φ,u, p]
[j,φ] [u, p]
[j] [φ] [u] [p]
F
F F
S
S S
Figure 6.1: Schematic representation of the tree-like structure of the FMS block precon-
ditioner.
Let us write the 4× 4 block matrix A from (6.46) as a 2× 2 block system splitting the
vectorial fields from the Lagrange multipliers, that is, grouping together u-j and p-φ,[
Fuj Guj
Duj Cpφ
] [
x
y
]
=
[
f
g
]
, (6.47)
where now x = [u, j]T , y = [p, φ]T , f = [fu, fj]
T , g = [fp, fφ]
T and matrices Fuj, Guj, Duj
and Cpφ are the corresponding 2×2 block matrices. Let us now define a U -preconditioner
for the 2 × 2 block system (6.47). The required ingredients are a good approximation
for the Schur complement Spφ = Cpφ −DpφF−1uj Guj and possibly for F−1uj . For the Schur
complement matrix, we consider the following approximations. First, we neglect the off-
diagonal (coupling) blocks in F−1uj , Dpφ and Guj (we note that for Dpφ and Guj the
off-diagonal blocks are zero for Galerkin and OSS approximations). This way, we only
need to approximate the fluid Schur complement Sp = Cp−DpF−1u Gu and the magnetic
Schur complement Sφ = Cφ−DφF−1j Gj. As approximation of Sp and Sφ, we can use any
of the preconditioners presented in (6.41)-(6.44).
However, the 2× 2 block matrix Fuj still couples the computation of u and j. At this
point, we can add a second level of recursion and approximate the inverse of Fuj by, e.g.,
its U -factorization, F−1uj ← LU block precond(Fuj). Following the same ideas presented
in Chapter 4 where the matrix Fu is approximated by δt
−1Mu, the Schur complement
Sj = Fj − δtCjF−1u Cu can be approximated by the term
Sj ≈ Fj − δtCjM−1u Cu ≈ Fj +Rj, where Rj = δtN2(j ×B, k ×B).
Finally, let us write the PFLM preconditioner expression,
PFLM(A) =

Fu Cu Gu Tu
0 Sj Tj Gj
0 0 Sp 0
0 0 0 Sφ

−1
. (6.48)
This preconditioner decouples the computation of the four physical variables into one-
physics problems in a recursive way. The first level of recursion decouples the vectorial
fields, velocity and current density, from the Lagrange multipliers, pressure and electric
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potential. In the second recursive level, the computation of u and j is also decoupled. Note
that the Lagrange multipliers p and φ are decoupled because of the diagonal structure of
the Schur complement approximation for Spφ considered above. Figure 6.2 shows these
two levels of recursive uncoupling in a tree structure.
[u, j, p,φ]
[u, j] [p,φ]
[u] [j] [p] [φ]
F
F F
S
S S
Figure 6.2: Schematic representation of the tree-like structure of FLM block precondi-
tioner.
Note that the same derivation can be made for system (6.46) if the position of u and j
is interchanged. We do not write the details for the sake of conciseness but it is important
to highlight that the approximation of Fuj implies in this case the approximation of the
Schur complement with respect to u instead of j, i.e.,
P (Fuj) =
[
Fj Cj
0 Su
]−1
where Su ≈ Fu − CuM−1j Cj ≈ Fu +Ru andRu = (u×B, v ×B).
6.4.4 New stabilized PCD preconditioners for inductionless
MHD
In this section, we motivate the FLM preconditioner, via some numerical experiments.
Let us consider system (6.46) preconditioned with the U -preconditioner with no approx-
imations, i.e., using the exact Schur complement Spφ and Fuj. Note that this is not
affordable for a real simulation but for a very small problem, it will give us an insight
on the importance of every term that is included in the Schur complement. The exact
expression of the Schur complement for the OSS formulation presented in Algorithm 6.2
is, (recall that blocks T∗ in (6.46) are zero for OSS stabilization),
S] = Cpφ −DujF−1uj Guj =
[
Cp 0
0 Cφ
]
−
[
Du 0
0 Dj
] [
Fu Cu
Cj Fj
]−1 [
Gu 0
0 Gj
]
.
(6.49)
Table 6.1 presents the number of iterations needed for solving the inductionless MHD
problem using an iterative solver like GMRES. We have solved the test problem for two
Hartmann numbers, Ha = 10, 1000. To assess the importance of the terms in F−1uj in the
Schur complement, two different versions of F−1uj in (6.49) have been tested. First, we want
to evaluate the importance of the stabilization terms at the preconditioner. In order to do
so, we have considered the exact Schur complement, denoted as “Stab. Coupled” in Table
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6.1 and the case in which we do eliminate the stabilization terms at the preconditioner,
denoted as “Galerkin Coupled.” Next, we want to evaluate the importance of the coupling
terms, eliminating at the preconditioner the coupling terms; this case is denoted as “Stab.
Uncoupled”. Finally, we consider the case without stabilization and coupling terms,
denoted as “Galerkin Uncoupled”.
We have solved the 3D inductionless MHD cavity flow problem (see Section 6.5.2
for a detailed description) using a very coarse mesh of 8 × 8 × 8 linear hexahedral
elements and the numerical method with OSS stabilization presented in Algorithm 6.2.
The results obtained when solving the linear system of equations from the first nonlinear
iteration for the four possible combinations are reported in Table 6.1. These results
indicate that the coupling blocks Cu and Cj do not have an important effect on the
Schur complement definition. This fact is the numerical evidence that has motivated the
FLM preconditioners above.
Stab. Coupled Galerkin Coupled Stab. Uncoupled Galerkin Uncoupled
Ha=10 2 5 7 7
Ha=1000 2 31 8 36
Table 6.1: Number of iterations when solving the exact Schur complement.
On the other hand, the results in Table 6.1 suggest that the stabilization terms are
crucial for a robust Schur complement, especially when the Hartmann number increases.
It has motivated us to introduce the stabilization terms in the pressure operator for the
Schur complement approximation defined in (6.45) for the PCD preconditioner in order
to improve its efficiency. Therefore, we propose the following stabilized pressure CDR
operators
Fˆp(p, q) =
1
δt
(p, q) + ((u · ∇)p, q) + 1
Re
(∇p,∇q) + (τ1(u · ∇)p, (u · ∇)q) + (τ3p|B|, q|B|),
(6.50)
Fˆφ(φ, ψ) = (φ, ψ) + N
2(τ1φ|B|, ψ|B|), (6.51)
instead of (6.43). It is important to note that the stabilization terms with vectorial prod-
ucts for u and j have been approximated by scalar multiplications for the scalar variables
p and φ where |B| is the norm of the external magnetic field B. The improvement as-
sociated to this modification will be shown with numerical tests in Section 6.5.2. Note
also that this new definition of the Schur complement approximation for the Lagrange
multipliers p and φ can be used to improve the FMS block preconditioner in (6.45).
6.4.5 Thermally coupled inductionless MHD preconditioners
The design of recursive block preconditioners for solving the thermally coupled induc-
tionless MHD equations follows the ideas presented in Section 6.4.1, since the system
matrix (6.31) already has a U structure; the coupling between θ and the rest of MHD
unknowns is in one direction only. Therefore, the definition of, e.g., a U -preconditioner
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for (6.31) reads as
P (A) =
[
F−1upjφ] −F−1upjφ]CupjφF−1θ
0 F−1θ
]
, (6.52)
where F−1upjφ] can be the FMS preconditioner (6.45) or the FLM preconditioner (6.48).
6.5 Numerical experiments
This section is devoted to numerically test the behavior of the block preconditioners ex-
posed in previous sections. On one hand, the 3D lid-driven magnetohydrodynamic cavity
flow has been used to test and evaluate the properties of the several block precondition-
ers designed previously. On the other hand, a simulation of a real application such as a
Test Blanket Module (TBM) for nuclear fusion reactors has been carried out in order
to check the preconditioner behavior when solving a very challenging problem due to its
extreme physical working conditions, i.e., a very high Hartmann number. Finally, a flow
into a vertical enclosure subject to a temperature gradient has been simulated to test the
block preconditioners derived for the thermally coupled inductionless MHD equations.
6.5.1 Experimental framework
The block recursive LU preconditioners subject of study were implemented and tested
within FEMPAR. FEMPAR is an in-house, parallel hybrid OpenMP/MPI, object-
oriented (OO) framework, developed in Fortran90/95, for the massively parallel sta-
bilized FE simulation of multiphysics problems governed by systems of PDEs. FEM-
PAR provides the tools to drive all the steps required in a typical massively parallel
FE multiphysics simulation. These steps comprise the partition (via multilevel graph
partitioning) of the underlying unstructured computational mesh into submeshes for
distributed-memory computation, the definition of a multi-physics coupled problem and
its FE time and space discretization, the nonlinear solution of the problem, the parallel
assembly of the underlying blocked large and sparse linear system, the definition of block
preconditioners for its preconditioned Krylov subspace solution, and the use of optimal
parallel solvers for each block problem at hand. As an optimal parallel solver, among
others, FEMPAR provides highly scalable distributed-memory implementations of the
Balancing Domain Decomposition by Constraints (BDDC) preconditioner [18, 19,63].
All experiments reported in the sequel were obtained on a large-scale multicore-based
distributed-memory machine, Marenostrum III, located at the Barcelona Supercomput-
ing Center. The Marenostrum III is a FDR10 Infiniband interconnected cluster with 36
IBM System x iDataPlex racks devoted to computations. Each rack is composed of 84
IBM dx360 M4 compute nodes, each equipped with two Intel Xeon E5-2670 EightCore
processors running at 2.6 GHz (16 computational cores in total) and 32 GBytes of DDR3
memory (2 GBytes per core), and runs a full-featured Linux OS (SuSe distribution 11
SP2). The codes were compiled using Intel Fortran compiler (13.0.1) with recommended
optimization flags and we used OpenMPI (1.5.4) tools and libraries for message-passing.
The codes were linked against the BLAS/LAPACK and PARDISO available on the Intel
MKL library (version 11.0, update 1). All floating-point calculations were performed in
IEEE double precision.
148 Chapter 6. Recursive block preconditioners for the thermal inductionless MHD
6.5.2 Three-dimensional (3D) MHD cavity flow
The experiments in this subsection deal with the three-dimensional (3D) lid-driven mag-
netohydrodynamic cavity flow. The computational domain is a unit cube [0, 1]3 dis-
cretized by a series of uniform meshes composed of linear hexahedral elements with 2n
elements by dimension, where n = 3, ..., 7. These meshes were uniformly partitioned
into/distributed over (proportionally) increasing number of subdomains/computational
cores.
The velocity boundary conditions for this problem consist of a moving upper lid in
x-direction, u = (1, 0, 0) on (0, 1) × (0, 1) × {1}, and a no-slip condition u = (0, 0, 0)
elsewhere on the boundary. The pressure is fixed to zero in one point, in order to fix the
mean value. The boundary condition for the current density is j · n = 0 on the whole
boundary. The external magnetic field B is chosen to be orthogonal to the moving lid
and therefore, only its z-component is nonzero. Note that it can be written in terms of
the Reynolds and Hartmann numbers as
B = (0, 0, Bz) withBz =
Ha√
Re
.
For the underlying preconditioned iterative solvers, the iteration is stopped whenever
the residual rk at a given iteration k satisfies ‖rk‖2 ≤ atol + rtol‖r0‖2, with atol and
rtol being, respectively, the absolute and relative residual tolerances. Unless specified,
atol = 0.0 and rtol = 10−8 for both the external and internal iterative solution processes
in block recursive preconditioners, i.e., we use Algorithm 6.6. In particular, FGMRES
will be used as the iterative solver for the topmost and intermediate levels, and BDDC
preconditioning for the bottommost level (one-physics problems).
The following subsections 6.5.2 and 6.5.2 will compare the behavior of the FLM
preconditioner (6.48) depending on the approximation of the Schur complement with
respect to the Lagrange multipliers, p and φ, defined in (6.41)-(6.44). Therefore, the
several versions of the FLM preconditioner tested in the following subsections will be
called after the approximation of the Schur complement for p and φ, i.e., Uzawa, Cahouet-
Chabard (CC), Pressure Convection-Diffusion (PCD) and Pressure Correction (PC).
The following numerical experiments will also study the effect of the stabilization
technique, ASGS or OSS, in the system matrix. It is important to stress that, for the
following tests, we have only included the terms that are strictly needed for stabilization
purposes in the OSS formulation. Therefore, terms (τ2∇·uh,∇· vh) and (τ4∇· jh,∇· kh)
have not been used in Algorithm 6.2.
Comparison between Schur complement approximations for the FLM pre-
conditioner (stationary case)
This subsection compares the efficiency of two block preconditioners for the station-
ary problem. Moreover, another goal of this study is to assess the stabilization method
influence in the preconditioner behavior. The block preconditioners used are Pressure
Convection-Diffusion (PCD) and Uzawa, together with the two stabilization techniques,
ASGS and OSS, see Algorithms 6.1 and 6.2.
The 3D cavity problem has been solved with a Reynolds number Re = 10 and for three
Hartmann numbers Ha = 10, 100, 1000. Figure 6.3 shows the number of iterations needed
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for the linear solver to converge. In the top row, the number of iterations corresponds to
the external solver whereas the bottom row displays the iterations to converge the inner
block u-j. On one hand, the Uzawa preconditioner does not optimally converge with h;
the number of external iterations increases when the mesh is refined for every Hartmann
number and for both stabilization methods. On the other hand, the PCD preconditioner
has a much better behavior for small Hartmann numbers, Ha=10. For Larger Hartmann
numbers, such as Ha = 100, 1000, the external solver requires more iterations to converge.
However, as the mesh is refined, the number of iterations is reduced because for smaller
h the diffusive term is more important than the convective one. Moreover, the plots
in the bottom row in Figure 6.3 show that the inner solver for the coupling u-j has a
much better behavior. The iterations do not increase when reducing h, or even they are
reduced for the PCD preconditioner. There exists a slight increase when increasing the
Hartmann number because the coupling between the fluid and magnetic subproblems
becomes stronger.
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(a) External iterations (FLM preconditioner). Left: Ha=10, Center: Ha=100, Right: Ha=1000.
0 50 100 150 2000
5
10
15
20
25
30
35
elements/dimension
ite
ra
tio
ns
3D INDMHD dt=0; Ha=10
 
 
Pcd−oss
Pcd−asgs
Uzawa−oss
Uzawa−asgs
0 50 100 150 2000
5
10
15
20
25
30
35
elements/dimension
ite
ra
tio
ns
3D INDMHD dt=0; Ha=100
 
 
Pcd−oss
Pcd−asgs
Uzawa−oss
Uzawa−asgs
0 50 100 150 2000
5
10
15
20
25
30
35
elements/dimension
ite
ra
tio
ns
3D INDMHD dt=0; Ha=1000
 
 
Pcd−oss
Pcd−asgs
Uzawa−oss
Uzawa−asgs
(b) Internal iterations u-j (FLM preconditioner). Left: Ha=10, Center: Ha=100, Right: Ha=1000.
Figure 6.3: 3D stationary magnetohydrodynamic cavity problem.
Comparison between Schur complement approximations for the FLM pre-
conditioner (transient case)
This subsection compares the number of iterations needed to solve the transient magne-
tohydrodynamic cavity problem in three dimensions (3D) using different block precon-
ditioners for the inductionless MHD equations. Three block preconditioners have been
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used, namely Pressure Convection-Diffusion (PCD), Cahouet-Chabard (CC), and Pres-
sure Correction (PC). Similarly to the previous subsection, two different stabilization
formulations have been solved, ASGS and OSS methods.
Figures 6.4 and 6.5 display the results obtained for two time step sizes δt = 1.0s and
δt = 0.01s, respectively. The top row shows the plots for the number of external iterations
needed to solve the linear system for three Hartmann numbers, Ha = 10, 100, 1000 from
left to right. Similarly, the bottom row contains the results for the internal block u-j
solver, also for Ha = 10, 100, 1000 from left to right.
In general, the number of external iterations required to solve OSS linear systems is
smaller than that required for ASGS ones for both choices of δt, especially for the highest
Hartmann number, i.e., Ha = 1000. Regarding preconditioner efficiency, the PCD and
CC preconditioners have a very similar good behavior, both for the number of iterations
and the convergence with h, except for the highest Hartmann number Ha = 1000 where
the number of iterations increases when reducing h. The PC preconditioner only works
reasonably well for small δt but it shows a degradation with h.
On the other hand, the internal block u-j has a better behavior when reducing h,
independently of δt. However, there is a mild increase in the number of iterations for
larger Hartmann numbers.
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(a) External iterations. Left: Ha=10, Center: Ha=100, Right: Ha=1000.
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(b) Internal iterations u-j. Left: Ha=10, Center: Ha=100, Right: Ha=1000.
Figure 6.4: 3D transient magnetohydrodynamic cavity problem with δt = 1.0s (FLM
preconditioner).
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(a) External iterations. Left: Ha=10, Center: Ha=100, Right: Ha=1000.
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(b) Internal iterations u-j. Left: Ha=10, Center: Ha=100, Right: Ha=1000.
Figure 6.5: 3D transient magnetohydrodynamic cavity problem with δt = 0.01s (FLM
preconditioner).
Improved PCD Schur complement approximation for the FLM preconditioner
In Section 6.4.4 we have proposed an improvement of the original PCD preconditioner by
introducing some stabilization terms in the Schur complement approximation for both
the pressure and the electric potential. This subsection studies its properties solving the
transient 3D magnetohydrodynamic cavity flow problem with δt = 0.1, 0.01, 0.001s for
the FLM preconditioner version.
Figure 6.6 shows the number of external iterations for solving the linear system of
equations using the stabilized PCD preconditioner. It is clear that the preconditioner
behavior with respect to h improves when the time step size is reduced. However, al-
though the number of iterations is also reduced when reducing the time step size δt
for Ha = 100, the behavior with respect to h is not as good as the rest of Hartmann
numbers tested. This behavior is similar to the original PCD preconditioner, as shown
in the previous subsection. However, the addition of the stabilization terms into the
Schur complement approximation is crucial for improving the preconditioner efficiency
and reducing the number of iterations needed to solve the system. Figure 6.7 shows the
number of iterations versus the elements per dimension for both the original PCD and
the stabilized PCD preconditioners for 3D uniform meshes with number of elements per
dimension from 23 to 28. The subplot in the left displays the results for a small Hartmann
number Ha = 10 where both preconditioners have almost the same behavior. However,
for larger Hartmann numbers Ha = 100, 1000, the center and right subplots show that
the stabilized PCD preconditioner reduces the number of iterations needed to solve the
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problem and also speeds up the convergence to an asymptotic state. Although the be-
havior of the stabilized PCD is better than the original PCD, for a Hartmann number of
Ha=1000 and δt = 0.01s the number of iterations increases when reducing h in meshes
composed by up to 28 elements per dimension.
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Figure 6.6: Stabilized PCD FLM iterations. Left: δt = 0.1s, Center: δt = 0.01s, Right:
δt = 0.001s.
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Figure 6.7: Comparison between PCD and stab. PCD FLM. Left: Ha=10, Center:
Ha=100, Right: Ha=1000.
Improved PCD Schur complement approximation for the FMS preconditioner
The improvement of the Schur complement approximation for the Lagrange multipliers
for the PCD block preconditioner proposed in Section 6.4.4 has also been applied together
with the FMS preconditioner defined in Section 6.4.3. It involves the internal blocks
splitting between subproblems, that is, between the fluid (NSI) and magnetic (DCY)
subproblems. This section deals with the numerical tests done using this approach.
Figure 6.8 shows the number of external iterations needed to solve the linear system
of equations for three different time step sizes, namely δt = 0.1, 0.01, 0.001s. The plots
display the results obtained for four Hartmann numbers Ha = 1, 10, 100, 1000. It is clear
that this preconditioner has a very good behavior and it is optimally convergent with the
mesh size h. Further, the results are quite insensitive to δt and the Hartmann number.
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Figure 6.8: Stabilized PCD FMS iterations. Left: δt = 0.1s, Center: δt = 0.01s, Right:
δt = 0.001s.
Effect of the internal blocks precision over the external solver
This study aims to understand which is the effect of the precision when solving the
internal blocks, u-j (FLM) or by subproblems (FMS), over the external iterations for
the stabilized PCD block preconditioners. We seek a reduction of the total computation
time by relaxing the internal tolerance (and, consequently, the time spent by the internal
solver), despite the potential increase in the number of external iterations.
On one hand, Figure 6.9 shows the results obtained using the PCD FLM precon-
ditioner for δt = 0.1, 0.01, 0.001s and Hartmann numbers Ha = 1, 10, 100, 1000. Each
combination has been solved with three different internal block approaches, just apply-
ing once the internal preconditioner, i.e., using the block recursive preconditioner as
stated in Algorithm 6.5, or iterating (Algorithm 6.6) with rtol = 10−2, 10−4. The results
indicate that for small Hartmann numbers, the number of external iterations is insen-
sitive to the internal blocks precision. However, when the Hartmann number is larger,
just applying the internal preconditioner leads to an important increase in the number
of iterations, although they are reduced when reducing the mesh size h. Therefore, these
results allow a relaxation in the solution of the internal blocks which greatly reduces the
total computation time, as it will be shown later on this subsection.
On the other hand, the same study has been done for the PCD FMS preconditioner.
The results are presented in Figure 6.10. In this case, the number of external iterations
is much more sensitive to just applying the internal preconditioner or iterating until
convergence of the internal blocks (NSI and DCY). It is very clear that iterating the in-
ternal blocks reduces drastically the number of external iterations for every combination
of time step size δt and Hartmann number Ha.
However, the number of external iterations is not conclusive when deciding which
is the best option to solve the problem. This study has to be completed with time
measurements of the external iterative solver (FGMRES) for both preconditioners. It
has been done for the finest mesh composed by 128 × 128 × 128 elements, uniformly
partitioned into/distributed over 8× 8× 8 = 512 subdomains/cores. The computational
times for the PCD FLM preconditioner are shown in Table 6.2 whereas the results for
the PCD FMS version are presented in Table 6.3.
The results for the PCD FLM indicate that the fastest option is to iterate the internal
blocks with a relative tolerance of 10−2, even though the number of external iterations
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(a) Ha=1, 10. Left: δt = 0.1s, Center: δt = 0.01s, Right: δt = 0.001s.
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(b) Ha=100, 1000. Left: δt = 0.1s, Center: δt = 0.01s, Right: δt = 0.001s.
Figure 6.9: External iterations for the PCD FLM block preconditioner.
is very similar for just applying once the internal preconditioner. The internal solver for
the u-j block requires very few iterations to converge. Despite this moderate additional
internal solver cost (compared to a single application of the internal preconditioner), the
(slight) reduction of the number of external iterations pays off for reducing the total
computation time. Note that the block of the Lagrange multipliers p and φ is block
diagonal and therefore there is no need to iterate it.
On the other hand, the best option for solving the magnetohydrodynamic cavity
flow problem using as preconditioner the PCD FMS is just applying once the internal
preconditioners, for both subproblems NSI and DCY. In this case, the internal solver
for both subproblems requires a high number of iterations to converge, so that it more
than pays off a single application of the internal preconditioner (despite the significant
increase in the number of external iterations). However, for the largest Hartmann number
considered in this study, Ha = 1000, we expect iterating the internal subproblems to be
the method of choice for finer meshes, given the dramatic increase of the number of
external iterations with h for a single application of the internal preconditioner.
6.5.3 Simulation of a Test Blanket Module (TBM) for nuclear
fusion reactors
In recent years, a great worldwide effort has been put on the design and development
of new nuclear fusion reactors, materializing in ITER, the International Thermonuclear
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h = 1
128
Apply M−1 Iter. tol=10−2 Iter. tol=10−4
δt=0.001
Ha=1 38.04 25.81 55.83
Ha=10 40.99 31.13 68.61
Ha=100 53.16 58.12 77.66
Ha=1000 78.34 55.07 69.16
δt=0.01
Ha=1 51.43 34.28 81.57
Ha=10 53.37 39.52 86.87
Ha=100 81.91 81.25 123.16
Ha=1000 206.99 153.72 202.35
δt=0.1
Ha=1 67.77 47.20 109.38
Ha=10 73.05 59.59 116.42
Ha=100 103.33 91.44 141.97
Ha=1000 357.03 257.45 377.55
Table 6.2: Computational time (s) for the PCD FLM preconditioner.
h = 1
128
Apply M−1 Iter. tol=10−3 Iter. tol=10−4
δt=0.001
Ha=1 44.45 27.04 44.66
Ha=10 50.72 36.21 61.80
Ha=100 60.01 74.52 110.64
Ha=1000 63.75 281.99 361.56
δt=0.01
Ha=1 60.05 41.80 85.82
Ha=10 63.92 72.76 124.58
Ha=100 81.46 159.81 268.28
Ha=1000 134.11 384.04 613.33
δt=0.1
Ha=1 76.44 97.88 114.23
Ha=10 87.56 104.86 184.19
Ha=100 99.93 273.65 366.13
Ha=1000 228.79 632.55 1057.98
Table 6.3: Computational time (s) for the PCD FMS preconditioner.
156 Chapter 6. Recursive block preconditioners for the thermal inductionless MHD
0 50 100 150 2000
10
20
30
40
50
60
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.1
 
 
Ha=1−apply
Ha=1−1e−3
Ha=1−1e−4
Ha=10−apply
Ha=10−1e−3
Ha=10−1e−4
0 50 100 150 2000
10
20
30
40
50
60
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.01
 
 
Ha=1−apply
Ha=1−1e−3
Ha=1−1e−4
Ha=10−apply
Ha=10−1e−3
Ha=10−1e−4
0 50 100 150 2000
10
20
30
40
50
60
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.001
 
 
Ha=1−apply
Ha=1−1e−3
Ha=1−1e−4
Ha=10−apply
Ha=10−1e−3
Ha=10−1e−4
(a) Ha=1, 10. Left: δt = 0.1s, Center: δt = 0.01s, Right: δt = 0.001s.
0 50 100 150 2000
50
100
150
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.1
 
 
Ha=100−apply
Ha=100−1e−3
Ha=100−1e−4
Ha=1000−apply
Ha=1000−1e−3
Ha=1000−1e−4
0 50 100 150 2000
50
100
150
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.01
 
 
Ha=100−apply
Ha=100−1e−3
Ha=100−1e−4
Ha=1000−apply
Ha=1000−1e−3
Ha=1000−1e−4
0 50 100 150 2000
50
100
150
elements/dimension
ite
ra
tio
ns
3D INDMHD; PCD NSI−DCY; dt=0.001
 
 
Ha=100−apply
Ha=100−1e−3
Ha=100−1e−4
Ha=1000−apply
Ha=1000−1e−3
Ha=1000−1e−4
(b) Ha=100, 1000. Left: δt = 0.1s, Center: δt = 0.01s, Right: δt = 0.001s.
Figure 6.10: External iterations for the PCD FMS block preconditioner.
Experimental Reactor, that is currently being constructed in Cadarache (France).1 ITER
is thought to be an experimental laboratory to test the very complex and new technology
needed for energy generation of future plants like DEMO. One of the main components
to be studied in ITER are the Breeding Blankets (BB). These devices have crucial func-
tions for the fusion reactor to work properly, i.e., heat power extraction from the plasma,
tritium generation and shielding of the magnets from neutron and gamma radiation. In
the frame of the Spanish Breeding Blanket Technology Programme TECNOFUS (see
www.tecnofus.net), a dual-coolant liquid metal blanket has been designed. The liquid
metal flow inside the blanket channels can be modelled through the incompressible in-
ductionless MHD equations because its magnetic Reynolds number is very low (see [98]).
The simulation of the Tecnofus TBM is a very challenging task due to its extreme
physical conditions. The fluid is a liquid metal, the alloy Pb-15.7Li, which has a density
of ρ = 9660 kg/m3, a viscosity of ν = 1.3 · 10−7 m2/s and an electric conductivity of
σ = 751280 (Ohm ·m)−1. The dimensionless numbers corresponding to these physical
properties are a Reynolds number of Re = 4.55 · 106 and a Hartmann number of Ha =
5.14 · 104. Note that the external magnetic field magnitude is B = 10 T, the velocity
magnitude at the channel core is designed as U = 0.2 m/s and the characteristic length
of the channel section is L = 0.305 m.
Two meshes have been used to solve this problem. The first one, MESH-12.5M, is
composed by 2,509,705 nodes and 12,395,008 linear tetrahedral elements. The second
mesh, MESH-100M, is obtained after an uniform refinement of the first one where every
1See http://www.iter.org for details.
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MESH-12.5M MESH-100M
1st time step
404 366
304 229
205 147
121 111
74 75
39 41
2nd time step
248 239
196 156
85 70
3rd time step
189 185
169 123
53 50
Table 6.4: Number of solver iterations for the Tecnofus TBM.
tetrahedra is divided into 8 smaller tetrahedral elements. This way, the second mesh has
20,017,537 nodes and 99,160,064 elements. Using an automatic mesh partitioner [87],
MESH-12.5M and MESH-100M were partitioned into/distributed over 512 and 4096
subdomains/cores, respectively. The boundary conditions have been set to no-slip con-
ditions at the walls (u = 0) and a fixed velocity at the inlet (u = (0, 0,−4.0)m/s) for the
velocity field and perfectly conducting walls (φ = 0) for the electromagnetic variables.
Furthermore, the tolerance for the nonlinear iterations has been set to nltol = 10−3.
The iterative solver (FGMRES) tolerances are rtol = 10−6 for the relative part and the
absolute one is chosen as atol = nlres · nltol/10, where nlres is the norm of the system
residual and nltol is the tolerance of the nonlinear iterative loop. This way, the iterative
solver converges to a residual an order of magnitude lower than what is imposed for the
nonlinear iterations to converge.
The computation has been carried out using the block recursive preconditioner PCD
FMS explained in Section 6.4.3 with just applying once the internal recursive precondi-
tioners for the subproblems, Navier-Stokes (NSI) and electromagnetic problem (DCY),
which has proven to be the fastest preconditioner for high Hartmann numbers, see Section
6.5.2. The time step size has been chosen to δt = 0.1 s for MESH-12.5M and δt = 0.025 s
for MESH-100M. This way, the Courant-Friedrichs-Lewy (CFL) number for MESH-100M
is twice the CFL number of MESH-12.5M because the mesh size h is reduced by a factor
8 from MESH-12.5M to MESH-100M. Let us recall that the CFL number is defined as
CFL = U δt
h
where U is a characteristic velocity of the problem. Table 6.4 shows the
number of solver iterations needed in every nonlinear iteration for the first three time
steps of the simulation for both meshes. The results show that, even for a CFL number
twice larger, the number of solver iterations does not increase, actually they slightly
decrease, when refining the mesh and reducing the mesh size h by a factor of 8.
Finally, the transient computation converges to a stationary solution that is shown
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in Figure 6.11 for MESH-12.5M. In the top row, Figure 6.11(a) displays the pressure
field in a vertical section and the velocity field at several cross sections of the channels
whereas Figure 6.11(b) shows the electric potential field in the same vertical section as
the previous plot and the current density field in cross sections of the channels. Figure
6.11(c) plots the velocity streamlines along the TBM with a zoom of such streamlines
around the turn in Figure 6.11(d).
(a) Velocity and Pressure fields (b) Current Density and Electric Potential fields
(c) Velocity streamlines (d) Zoom of velocity streamlines around the turn
Figure 6.11: Simulation results for the Tecnofus TBM.
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6.5.4 Thermally coupled inductionless MHD flow in a vertical
enclosure
This subsection deals with the simulation of the thermally coupled inductionless MHD
problem in a vertical enclosure with square section. The computational domain is the
volume [0, 1]× [0, 1]× [0, 7.5] and it has been discretized with a structured uniform mesh
of lineal hexahedral elements containing 48, 48 and 360 elements in x, y and z direction,
respectively. This mesh was uniformly partitioned into/distributed over 4×4×10 = 160
subdomains/cores. Following the indications in [5], the boundary conditions have been
set as,
ux = uy = uz = 0 at x = 0, 1 and z = 0, 1,
uy = 0 at y = 0, 1,
jx = 0 at x = 0, 1,
jy =
Ω
Ha
at y = 0,
jy = − Ω
Ha
at y = 1,
jz = 0 at z = 0, 1,
θ = 0.5 at x = 0 and θ = −0.5 at x = 1.
The gravity field is applied in the z direction and the external magnetic field is horizontal
and perpendicular to the temperature gradient B = (0, B, 0) where the magnitude B is
computed from the Hartmann number. The dimensionless numbers that govern the flow
are taken as a Grashof number of Gr = 4 · 106, a Prandtl number of Pr = 0.025 and two
different Hartmann numbers of Ha = 100, 500.
The linear systems of equations to be solved for every time step and nonlinear itera-
tion have been approximately solved with the preconditioned FGMRES iterative scheme
using as preconditioner the recursive block preconditioner P (A) defined in (6.52) using
the block preconditioner PFMS from Section 6.4.3 to approximate the inductionless MHD
block. Figure 6.12 shows the results for a Hartmann number of Ha = 100. Figure 6.12(a)
displays the velocity field whereas the electric potential and the temperature fields are
shown in Figures 6.12(b) and 6.12(c), respectively. Similarly, the results for the simula-
tion with a Hartmann number of Ha = 500 are plotted in Figures 6.13(a), 6.13(b) and
6.13(c) for the velocity, the electric potential and the temperature fields. In Figure 6.13
we observe that three vortices appear for low Hartmann numbers, whereas for larger
Hartmann numbers the solution presents only one vortex.
6.6 Software design and implementation
In this section we describe key design guidelines of the software that provides the tools
for the code implementation of block recursive preconditioners within FEMPAR. While
being applied to the particular context of our simulation software, we expect these guide-
lines to be very useful for practitioners willing to implement block recursive precondi-
tioning within their computer simulation codes. Some requirements for this software
are:
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(a) Velocity (b) Electric Potential (c) Temperature
Figure 6.12: Simulation results for Ha=100.
1. It must be abstract and flexible enough so that it accommodates a large bunch of
different block preconditioning strategies in a unified framework, while it is easy
to extend with new functionalities without the need of modifying existing code.
2. It must support recursion so that the action of the inverses of the diagonals blocks
in an approximate block factorization (as might be required e.g., for step 5 of
Algorithm 6.5 at any inner level of the preconditioner hierarchy) can be in turn
computed recursively using an approximate block factorization.
3. It must be built on top of the preconditioned iterative solvers available in FEM-
PAR [17–19] for the computation of the action of the inverse of a matrix into a
vector (as required, e.g., for step 5 of Algorithm 6.5 in the bottommost level of the
preconditioner hierarchy), so that the large bunch code available in FEMPAR for
such purpose can be reused.
We found the abstractions, design principles and mechanisms provided by the Object-
Oriented (OO) software development approach [108] to be particularly useful (if not es-
sential) to meet the aforementioned requirements. Figure 6.14 illustrates the OO design
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Figure 6.13: Simulation results for Ha=500.
of the software for block recursive preconditioning as a standard Unified Modeling Lan-
guage (UML) class diagram. This diagram shows a static, structural view of the software
being designed, focusing on its main elements: classes and their relationship. A class is
represented as a rectangle containing two compartments, with the top and bottom ones
showing the class’s name and its methods (also called operations), respectively. Two
types of relationships are depicted in Figure 6.14: realization and aggregation.2 We refer
the reader to [28] for a comprehensive treatment of UML class diagrams.
To keep the presentation simple, we omitted from Figure 6.14 the definition of classes
(and their relationship) for vectors and sparse matrices. In particular, the Vector class
represents a single (discrete) scalar or vector field, e.g., u or p, while Blk vector repre-
2A realization is a relationship among an abstract class and a class (an implementor) that realizes
(i.e., implements) the abstract methods provided by the abstract class. Realizations are represented
as a solid line among the abstract class and its implementor, with an unfilled triangle pointing to the
abstract class; abstract classes and methods have their name depicted in italics. On the other hand,
in an aggregation, one class (the whole) is a collection or container of another class (the part). An
aggregation is depicted as a solid line connecting the whole and the part, with an unfilled diamond on
the whole side, and the multiplicity of the aggregation in the part side, i.e., how many instances of the
part class are contained in one instance of the whole class.
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+get_blk_layout(out mblk_c,nblk_c, 
                                 mblk_f,nblk_f:Integer)
+apply_vector(in x, inout y: Vector)
+create_domain_vector() : Vector
+create_range_vector(): Vector
+apply_blk_vector(in x, inout y: Blk_vector)
+create_domain_blk_vector() : Blk_vector 
+create_range_blk_vector(): Blk_vector
Operator<<constructor>>
+sumop(in op1,in op2: Operator): SumOp
SumOp
<<constructor>>
+mulop(in op1,in op2: Operator): MulOp
MulOp
<<constructor>>
+scalop(in α: Real, in op: Operator): ScalOp
ScalOp
<<constructor>>
+matop(in mat: Matrix): MatOp
MatOp
<<constructor>>
+invop(in op: Operator,
            in precond: Operator,
            in spars: SolverParams): InvOp
InvOp
<<constructor>>
+invmatop(in mat: Matrix, 
                  in ppars: PrecondParams, 
                  in spars: SolverParams): InvMatOp
+computeprecond()
InvMatOp
<<constructor>>
+blkprecondLU(in nblk: Integer): BlkPrecondLU
+setblk(in iblk, jblk, factor: Integer, 
             in op: Operator)
BlkPrecondLU
<<constructor>>
+blkop(in mblk,nblk: Integer): BlkOp
+setblk(in i,j: Integer, in op: Operator)
BlkOp
2
2
1
2
nblk2
mblk x nblk
Figure 6.14: UML class diagram representing the OO design of the software that accom-
modates block recursive preconditioning within FEMPAR.
sents a block aggregation of several (discrete) scalar or vectorial fields, e.g., [u, p], [j, φ],
or [j, φ, u, p]. In UML terminology, an instance of the Blk vector class is composed of
several instances of the Vector class [28]. For reasons made clear below, it is essential
for the overall framework that an instance of the Vector class can be either created from
scratch or from another already created instance. In the former case, new storage space
is allocated for the new instance, while in the latter case the new instance shares the
storage space with the instance from which it is created. In other words, the former in-
stance is a view of the latter instance. A Blk vector instance can be therefore composed
of instances of the Vector class which are views of instances previously created. On the
other hand, the Matrix class encapsulates a single sparse matrix. The set of methods of
these three classes (i.e., Vector, Blk vector, and Matrix) provide the basic functionality
for the implementation of Krylov subspace methods, no matter e.g., how they are stored,
nor laid out in a distributed-memory environment.
Central to the design depicted in Figure 6.14 is the Operator abstract class, which
represents any linear mapping among vector spaces in its strict mathematical sense.
Its application to an instance x of the Vector or Blk vector classes is returned as an
instance y by the apply vector or apply blk vector abstract methods, respectively. This
is the minimal functionality that implementor classes have to realize (i.e., implement)
to act as a coefficient matrix or preconditioner in preconditioned iterative solvers. The
rest of abstract methods of Operator are required by implementor classes to implement
the apply vector and apply blk vector abstract methods. The former methods are better
grasped by sketching the realization of the latter ones in the implementor classes, which
is considered next.
The most basic form of an Operator is a matrix, represented by the MatOp implemen-
tor class. An instance of the MatOp class is created from an instance of the Matrix class,
so that the realization of the Operator abstract methods apply vector or apply blk vector
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is naively performed as an invocation of the corresponding methods in the Matrix class.
A more involved realization of an Operator is the InvMatOp class, which represents the
(possible approximate) action of the inverse of a matrix computed by means of a pre-
conditioned iterative solver. This class is the common entry point to all preconditioners
and iterative solvers available in FEMPAR (see requirement #3 at the beginning of the
section). An InvMatOp instance is created from an instance of the Matrix class, and a
set of preconditioner and iterative solver parameters. In this work, we make intensive use
of the BDDC preconditioner, for which FEMPAR provides highly efficient distributed-
memory implementations [18,19]. Preconditioner parameters for the BDDC method are
e.g., the type of continuity constraints enforced, the corner-detection mechanism that
ensures the invertibility of the local Neumann and global coarse-grid problems, or the
strategy used to deal with the coarse-grid problem (e.g., serialized or overlapped with
fine-grid duties [18]). On the other hand, FEMPAR provides templated implementations
of fixed-point (e.g., the Richardson method) and Krylov subspace methods (e.g., PCG
and GMRES for symmetric positive definite and general unsymmetric linear systems, re-
spectively, and FGMRES to support variable preconditioning). The former methods are
used for the computation of rough approximations of the action of the inverse of a matrix
into a vector, which will be shown to be useful for some block recursive preconditioners in
Section 6.5. Iterative solver parameters are essentially those that control the convergence
criteria (e.g., absolute and relative residual tolerance, maximum number of iterations,
etc.), although there are solver-specific parameters, such as the orthogonalization method
and the number of iterations for each restart of GMRES.
The implementor classes SumOp, MulOp, and ScalOp provide the basic building
blocks to construct new linear mappings from existing ones as follows: Given two linear
mappings A and B, the SumOp and MulOp classes represent the A+B and AB linear
mappings, respectively, while given A and a scalar α, the ScalOp represents αA. An
instance of each of these classes is built from its Operators, as represented by the aggre-
gation relationship among these three classes and the Operator abstract class. The reader
should now notice that any implementor class (e.g., MatOp or InvMatOp) can appear in
place of an Operator (this is precisely the potential behind the realization relationship),
so that by means of the SumOp, MulOp and ScalOp implementor classes one may build
any linear mapping that involves a combination of these three operations. For example,
to build M−1p FpL
−1
p in (6.37) using our software design, one first construct two instances
of InvMatOp for M−1p and L
−1
p , respectively, and one instance of MatOp for Fp. Then,
an instance of the MulOp class is created from Fp and L
−1
p to build FpL
−1
p , and finally,
another MulOp instance is created to build M−1p FpL
−1
p from a InvMatOp instance (i.e.,
M−1p ) and a MulOp instance (i.e., FpL
−1
p ).
The create domain vector (create domain blk vector) and create range vector (cre-
ate range blk vector) abstract methods play a major role for the realization of the ap-
ply vector (apply blk vector) by the SumOp, MulOp and ScalOp classes. Let us consider
for e.g., the implementation of y := ABx, where x and y are instances of the Vector class
(this is performed by the apply vector method realized by the MulOp class). This oper-
ation can in turn be decomposed into w := Bx, and y := Aw, where w is a workspace
instance of the Vector class. For the product to be well-defined, w must be compatible
with the range space of B, or equivalently, with the domain space of A. For example,
low-level details such as the size, storage or distributed-memory layout must match. The
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create range vector and create domain vector abstract methods provide a new Vector in-
stance w compatible with the range and domain spaces of the Operator, respectively.
The implementation of these abstract methods for the MatOp, and InvMatOp classes is
the one that ultimately determines the size, storage or distributed-memory layout for w
(that in turn are extracted from the Matrix class, that internally encapsulates all these
low-level details). The rest of implementor classes, such as SumOp, MulOp, and ScalOp,
just implement create range vector and create domain vector by means of a call to the
corresponding method on its leftmost and rightmost Operator, respectively.
The BlkOp, BlkPrecondLU, and InvOP classes are the ones that provide our software
design with the ability to construct block recursive preconditioners (see requirement #2
at the beginning of the section). The BlkOp implementor class represents a linear map-
ping which is blocked into mblk × nblk blocks. A BlkOp instance is built from as many
Operators as blocks, as represented by the aggregation relationship among BlkOp and
the Operator abstract method. For example, the coefficient matrix in (6.25) can be built
as a single 4×4 BlkOp instance, with each block being a MatOp. However, as the BlkOp
instance in turn realizes the Operator abstract class, this coefficient matrix can be al-
ternatively built with a three-level tree-like structure. In the bottommost level, one first
builds a MatOp per each of the 4× 4 blocks. In an intermediate level, four 2× 2 BlkOp
instances are then built, each of them corresponding to the four 2 × 2 blocks delimited
by the partitioning lines in (6.25). Finally, at the topmost level, another 2 × 2 BlkOp
instance is built from the four BlkOp instances in the intermediate level. The realization
of the apply blk vector by the BlkOp class just performs the operation y := Ax, where x,
y are instances of the Blk vector class. On the other hand, the BlkPrecondLU represents
an approximate block LU factorization (see P (A) in (6.34)).3 Its realization of the ap-
ply blk vector performs the operation “Solve (LU)y = r”, where L and U are lower and
upper block triangular factors, respectively, built from nblk×nblk Operators each, and r,
y are Blk vector instances. Finally, the InvOP class realizes apply blk vector as the action
of the (possible approximate) inverse of an Operator on a vector, using a preconditioned
iterative method with a prescribed preconditioner provided as an Operator.
The get blk layout abstract method is essential for the realization of the ap-
ply blk vector by the BlkOp and BlkPrecondLU classes. Given an Operator, this ab-
stract method returns in mblkc and nblkc the number of row and column blocks in the
coarsest-grain block partitioning of the Operator, while mblkf and nblkf provide those
in the finest-grain one. For instance, in the example of the previous paragraph, it re-
turns mblkc = nblkc = 2 and mlbkf = nblkf = 4 for the BlkOp instance in the topmost
level of the hierarchy, mblkc = nblkc = mblkf = nblkf = 2 for any of the four BlkOp
instances in the intermediate level, and mblkc = nblkc = mblkf = nblkf = 1 for any of
the MatOp instances in the bottommost level of the hierarchy. Let us now consider the
apply blk vector in the topmost BlkOp instance, let us call it A. On entry, this method
expects x and y to be partitioned into as many blocks as those present in the finest-grain
partitioning of the Operator, i.e., nblkf = 4 and mblkf = 4, respectively, in this case. In
preparation to the call of the apply blk vector on a given intermediate BlkOp instance,
say Aij, the apply blk vector in A creates a pair of temporary Blk vector instances, say xj
3One can similarly define BlkPrecondD and BlkPrecondU in Figure 6.14 in order to represent the
D-preconditioner and U -preconditioner, respectively, in (6.32) and (6.33), although they are omitted
from the figure for simplicity.
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and yi, that are built from those blocks of x and y corresponding to Aij. In other words,
the number of blocks of xj and yi is given by nblkf and mblkf resulting from a call to
get blk layout on Aij, while, xj (yi) starts from the block of x (y) with identifier given by
the sum of those nblkf ’s (mblkf ’s) resulting from j − 1 (i− 1) calls to get blk layout on
Aik (Akj), with k = 1, 2, . . . , j − 1 (k = 1, 2, . . . , i− 1). Notice that the blocks of xj and
yi are created as views (see above for the notion of a view) of the corresponding blocks
in x and j, so that this mechanism allows the blocks of x and y received on entry to
the root of the hierarchy to flow top-bottom thorough the hierarchic deployment of the
apply blk vector method.
The reader might have already observed that this software design accommodates, e.g.,
the two approximate block recursive preconditioners discussed in Section 6.4.3. In the
topmost level, one creates a 2× 2 BlkPrecondU instance, with the two leading diagonal
blocks F−1] and S
−1
] defined as InvOp instances, and the upper off-diagonal block G as
a BlockOp instance. In the intermediate level, F−1] is in turn built as an InvOp instance
from a 2 × 2 BlockOp instance (i.e., built from the blocks of F] as MatOp instances),
and a further 2× 2 BlkPrecondU to be used as a preconditioner for the preconditioned
iterative computation of the action of F−1] on a vector (see step 6 of Algorithm 6.6).
Finally, for those developers reluctant to pure OO languages, such as C++ or For-
tran2003, let us stress that FEMPAR is a Fortran90/95 code. We were able to implement
the design in Figure 6.14 within FEMPAR, with no loss of functionality, using the tech-
niques discussed in [1] for generic programming and run-time polymorphism emulation
in Fortran90/95.
6.7 Conclusions
In this chapter, we have extended block preconditioning techniques used in computational
fluid dynamics to the (thermally coupled) incompressible inductionless magnetohydrody-
namics problem. Our approach considers the explicit introduction of the current density
as an additional unknown of the problem, in order to end up with a formulation that
will be suitable for problems involving large Hartmann numbers, e.g., breeding blanket
simulations.
We propose an abstract setting to design preconditioners for multiphysics problems,
based on a recursive use of block factorization, that allows us to decouple the computation
of every physical variable in a multiphysics problem at the preconditioner level. This idea
has been applied to our target problem, (thermally coupled) inductionless MHD problem,
(where the unknowns are the velocity, pressure, current density and electric potential)
but can also be applied to other problems like resistive MHD, see Chapter 2, or liquid
crystal problems [16]. We consider different preconditioners based on approximations
of the resulting Schur complement matrices. The robustness of these preconditioners
relies on good approximations of the Schur complement matrices that appear in the
recursive factorization process. An study of the inductionless MHD system has motivated
a first preconditioner that initially decouples fluid and magnetic problems. Next, we
propose a method that instead decouples vector fields and Lagrange multipliers at the
first level. The assumptions undertaken in this last case have been justified via numerical
evidences. As a result of this work, we have also observed the importance to consider
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stabilization terms in the PCD preconditioners. The recursive preconditioners for both
subproblems allow us to obtain block preconditioners with good properties with respect
to the mesh size h and the Hartmann number. We give details about an abstract and
flexible implementation of block recursive preconditioning.
A detailed set of numerical tests has been performed to assess the properties of
the different methods proposed herein. The combination of our FE formulations, with
an explicit treatment of the current density, and the recursive LU preconditioners we
propose, finally allow us to solve realistic breeding blanket simulations with very high
Hartmann numbers.
Chapter 7
Conclusions
The main conclusions and contributions from this thesis are summarized in this chapter.
Furthermore, some open lines of research for the future are also listed.
7.1 Achievements and contributions
This work has focused on developing numerical techniques for solving the incompressible
magnetohydrodynamics (MHD) problem based on stabilized finite element methods. The
contributions from each chapter are explained in the following list:
• In Chapter 2, a stabilized finite element method for solving the incompressible
resistive MHD equations has been proposed and developed. The main goal of the
stabilization method has been to circumvent the need to satisfy the discrete inf-sup
conditions which allows us to use any finite element spaces, even equal interpolation
spaces. Furthermore, the stabilization terms also avoid the numerical oscillations
when first order derivatives dominate second order ones. However, the most im-
portant feature of the proposed method is that it allows to converge to singular
solutions even when using a continuous approximation for the magnetic induction
field. This property is achieved because of the splitting of the residual of the equa-
tion for the magnetic field into two parts, separating the gradient of the magnetic
pseudo-pressure from the remaining terms. The resulting formulation mimics the
correct functional setting of the continuous problem.
• The stabilized finite element method proposed in Chapter 2 has been extensively
analyzed in Chapter 3. A detailed stability and convergence analysis of the formu-
lation has been derived to assess the method properties, both in terms of stability
and convergence. Moreover, as a result of the analysis, the need to use a certain
type of meshes with macro-element structure has been identified. This particular
structure can be easily obtained after a modification of any original mesh, both for
triangles or quadrilaterals in two dimensions and for tetrahedra or hexahedra in
three dimensions.
• Chapter 4 has dealt with the development of efficient algorithms for solving the
resistive MHD problem. In this chapter, the stabilized finite element formulation
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has been based on orthogonal subscales because apart from maintaining the fea-
tures from the method proposed in Chapter 2, it also keeps the skew-symmetry of
the off-diagonal blocks of the system matrix. This property is crucial for design-
ing unconditionally stable operator splitting schemes. Furthermore, another very
important feature of the proposed algorithms is that they consist of two levels of
splitting. The first level segregates the computation of the Lagrange multipliers,
the pressure and the magnetic pseudo-pressure from the vectorial fields. Then, the
second level splits the computation of the velocity and the magnetic induction
fields.
• In Chapter 5, a simplified set of equations for MHD has been studied, the induction-
less MHD problem which couples the Navier-Stokes equations from fluid mechanics
with a Darcy-type problem for the magnetic part that consists of Ohm’s law and
the electric charge conservation equation. This PDE system can be applied for
solving problems where the magnetic field induced by the moving fluid is negligi-
ble with respect to the externally applied magnetic field. The condition for this to
happen is that the magnetic Reynolds number has to be small. A stabilized finite
element method has been designed based on the variational multiscale paradigm
to deal with the drawbacks from a crude Galerkin approximation. The stabiliza-
tion terms allow us to use equal order interpolation finite element spaces, to avoid
unstabilities appearing when the convective terms dominate the diffusive ones and
to reduce numerical complications when the coupling between the two subprob-
lems is important. Another important aspect of this work is that the stabilization
parameters have been designed based on the stability and convergence analysis of
the method.
• Chapter 6 has been devoted to the design of new block recursive LU preconditioners
for the thermally coupled inductionless MHD problem. The fully-coupled mono-
lithic approach for solving the inductionless MHD problem developed in Chapter
5 leads to the solution of huge linear systems of equations that are typically ill-
conditioned. The use of Krylov iterative solvers, such as GMRES, implies the need
to design efficient and scalable preconditioners to accelerate the convergence of
the iterative solver. The chosen approach in this work has been block LU precon-
ditioners that allow the splitting of the fully-coupled multi-physics problem into
a series of smaller and easier to solve one-physics problems at the precondtioner
level. There are two major features of the proposed block preconditioners. On one
hand, recursivity. To be able to implement the multi-level splitting techniques for
uncoupling the computation of the physical variables, the block preconditioner has
to be recursive, in the sense that for every iteration of the external solver, there
is the need to internally solve other blocks. This is not possible without adding
recursivity to the code implementation. On the other hand, a study of the exact
solution of the Schur complement for the Lagrange multipliers, the pressure and
the electric potential, has allowed us to identify the key terms to design a good
approximation of it. This way, a new stabilized version of the PCD preconditioner
has been introduced that improves the behavior of the original one.
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7.2 Future lines of research
There are some open lines of research for future work:
• To design new recursive block LU preconditioners for the incompressible resistive
MHD problem. The ideas behind the block preconditioners explained in Chapter 6
together with the operator splitting schemes developed in Chapter 4 will be used
to develop new block preconditioners. Moreover, a detailed set of experiments has
to be performed in order to assess the block preconditioners behavior.
• To design stabilization methods for the thermally coupled resistive MHD problem
using the Boussinesq’s assumption. It is very important to take into account the
thermal coupling into the resistive MHD problem when simulating certain indus-
trial processes as steel casting or some devices for nuclear fusion reactors. Therefore,
the design of algorithms to approximate the thermally coupled resistive MHD sys-
tem is a must. Moreover, the simulation of real processes needs the use of efficient
and scalable preconditioners. In this sense, the implementation of block recursive
preconditioners for this problem is also a very important task.
• To improve the scalability of preconditioned domain decomposition algorithms,
such as Balancing Domain Decomposition by Constraints (BDDC), for solving the
internal blocks when applying the block LU preconditioners. Specifically, these al-
gorithms have to be improved when solving convective-dominated problems, such
as the blocks dealing with the velocity and current density fields for the induction-
less MHD problem or the velocity and magnetic induction fields for the resistive
MHD equations.
• To implement thin-wall boundary conditions to properly simulate TBM’s where
the solid walls have finite conductivity. For these walls, currents leaving the fluid
enter the wall, turn in the wall into a tangential direction and create in the wall
a distribution of wall potential. This phenomena can be modelled using a thin-
wall condition for the electric potential. Such boundary condition is widely used
to simulate the interaction of the fluid with the solid walls.
• To simulate turbulence in MHD flows. In recent years, variational multiscale meth-
ods (VMS) have been used to model turbulent incompressible flows. These methods
arise as a numerical stabilization techniques, but also model successfully the classi-
cal flow turbulence since they introduce numerical dissipation efficiently. The main
idea relies on the splitting of the continuous unknown into a resolvable (finite ele-
ment) component and a subgrid or subscale component that models the finer scales
of the problem that cannot be captured by the finite element mesh. This framework
will be extended to model turbulent MHD flows.
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