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I LETTER Special Issue on Machine Vision Applications 
Recovering and Analyzing 3-D Motion of Team Sports 
Employing Uncalibrated Video Cameras 
Joo Kooi T.A.Nt, Nonmember and Seiji ISHIKAWAt, Regular Member 
SUMMARY Techniques for human-motion recovery are ap­
plicable to a variety of areas, such as sports, dancing, virtual 
reality, and video-game production. The people who work in 
this area focus their attention on recovering information on the 
motion of individuals rather than groups of people. It is impor­
tant to demonstrate the possibility of recovering descriptions of 
the 3-D motion in team sports, since such information is able to 
provide us with a variety of information on the relations among 
players. This paper presents a new experimental result on 3-D 
motion recovery from a team sport. The result was obtained by 
a non-rigid shape recovery technique based on images from un­
c11librated cameras. The technique was applied to recovering the 
3-D motion of the players in a mini-basketball game which was
played in a gymnasium. Some attention is focused on the analysis
of the players' motion. Satisfactory results were obtained.
key words: 3-D recovery, human motion, motion analysis, fac­
torization, computer vision 
1. Introduction
Techniques for recovering descriptions of the motion 
of people from sequences of images are demanding in 
terms of human-motion analysis. The techniques have 
applications in a variety of areas [1] such as sports, 
dancing, virtual reality, and video-game production. 
The people working in this field have a strong tendency 
to concentrate on the motion of individuals rather than 
groups of people [2]. In the top levels of such popular 
spectator sports as soccer, rugby, and volleyball, the 
main purpose of playing is to win games. Every player 
must thus have a high level of skill and the teams must 
be able to use the most effective formations. Applying 
motion recovery to team sports may provide us with 
lots of information for use in the evaluation of formation 
play as well as information on the motion of individual 
players. Obviously 3-D analysis has advantages over 
the 2-D form of analysis that is currently popular, in 
that it provides us with a larger amount of information 
on motion. 
Existing motion-recovery techniques, such as 
stereo vision, require the calibration of cameras. This 
is a plausible operation for indoor locations. However, 
sports are more often played outdoors than indoors, 
i.e., in athletic fields and even on hills covered with
snow. At outdoor locations, camera calibration be-
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comes a major difficulty. A recovery technique based 
on the use of uncalibrated cameras may thus make a 
great contribution, particularly to human-motion re­
covery for sports which are played on fields. 
This paper describes a new experimental result 
on the recovery of 3-D motion information from team 
sports. It is important to demonstrate the possibility 
of such motion recovery, although little attention has 
so far been paid to this goal. For this purpose, we have 
employed a technique [3], [4] which applies uncalibrated 
cameras to recover the 3-D shapes of non-rigid objects. 
As a case study of the application of this technique, 
we applied it to recovering 3-D motion information on 
the players in a mini-basketball game in a gymnasium. 
Our experimental results also include an analysis of the 
recovered motion information. These results are then 
discussed and we offer our conclusions. 
2. Shape Recovery of Non-rigid Objects
An outline of the shape recovery technique [3], [4] is 
given in this section. F cameras are placed in front of 
the non-rigid objects and obtain images of the objects' 
deformation. Camera f produces an image stream 
ltt(t = 1,2, ... , T). A feature point on an object at 
a time tis denoted by Bpt (a 3 x 1 column vector). Let 
the location of feature point Bpt on the image plane of 
camera f at time t be denoted by (xfpt, Yfpt). The set 
Rt is then defined by 
Rt = {(xfpt, Yfpt)lf = 1, 2, ... , F;p = 1, 2, ... , Pt } 
(1) 
where t = 1, 2, ... , T. Feature points on the respective 
objects may appear or disappear and the objects them­
selves may also emerge or vanish while images of the 
objects are being taken. Therefore the number Pt of 
the feature points is generally dependent upon time t.
After having found the correspondence among the 
points in the set Rt given by Eq. (1), a matrix Wt of 
the size 2F x Pt is obtained in the following form; 
X11,t X12,t X1P,,t 
Wt = 
XFl,t XF2,t XFP,,t 
Y11,t Y12,t Y1P,,t (2) 
YFl,t YF2,t YFP,,t 
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The extended measurement matrix of size 2F x Q is 
then defined by 
- 1 W= W-QWEq
= (W1ltt\l· .. IWr), (3) 
where W = (W1IW2 1 · · · IWr), Q is the number of all 
feature points during the observation, and Eq is a Q x Q matrix, each entry of which is unity. 
If an orthographic projection of the imaging 
through the camera lens is assumed, we have 
Xjpt = (i1, Spt) 
YJpt = (j J, Spt) ' (4) 
where if and j f are the unit column vectors in the hor­izontal and vertical directions, respectively, and define 
the coordinate system on the image plane of camera f.
The unit column vector k f defined by k f = if x j f coincides with the optical axis of the camera. 
Substitution of Eq. ( 4) into the components of ma­
trix W �n Eq. (3) results in the decomposition of the 
matrix W into two matrices such that 
W=MS, (5) 
where M is a 2F x 3 matrix whose f's row contains 
iJ and the (f + F)'s row contains jJ(J = 1, 2, . . .  , F),
and S is a 3 x Q matrix of the form 
S = (s1,1, s2,1, · · · , sp1 ,1 I s1,2, s2,2, 
... ,sp2 ,2 I ... I s1,r,s2,T,"' ,sPr ,r). (6)
Matrix S gives 3-D coordinates of all of the Q feature 
points. Therefore, it gives a description of the 3-D de­
formation process of the object concerned. Tomasi and 
Kanade have described a practical algorithm [5] for car­
rying out the matrix decomposition step indicated in 
Eq. (5). 
3. Recovering and Analyzing Information on
the Motion of Basketball Players
Motion recovery was applied to the players of a mini­
basket ball game. Video images of a mini-basketball 
game between two teams of three players were obtained 
by three video cameras (i.e., F = 3), placed apart on 
the floor of a gymnasium. To simplify the tracking of 
feature points, the players were asked to put on dark 
training wear, to which small white balls and white 
bands were attached. 13 points per person and 78 
points per team were tagged in this way. The center 
of the basketball and some points on the basketball 
ring were also specified as feature points. Obviously 
the number of feature points that are visible will vary 
during the period of observation. The feature points 
are tracked in a semi-automatic way. In the first place, 
feature points on the initial three images are manually 
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specified. The system then calculates normalized cor­
relations of the small areas that contain the projected 
feature points as they move between successive image 
frames. Details on an algorithm to do this are avail­
able [6]. 
Several minutes of video images were captured at 
a resolution of 544 x 408 pixels. The motion over 6.5 
seconds was then captured and recovered. Since the 
sampling time interval is 0.1 of a second, T=65. Across 
all images of the sequence, the total number of visible 
feature points is 4105(=Q). Matrix W is therefore a 
6 x 4105 matrix. It is decomposed by singular value 
decomposition (SVD) and the shape matrix S is fi­
nally obtained. The program we ran on a PC (Pentium 
II/330 MHz) took 30.0 seconds to compute the shape 
matrix S of Eq. (6) after being fed W of Eq. (3). 
Part of the image sequence to which motion re­
covery was applied is shown in Fig. 1. In this mini­
basket ball game, players 1, 2, and 3 are defensive play­
ers (abbr. DP), whereas players 4, 5, and 6 are offensive 
players (abbr. OP). In the figure, (a) OP4 keeps the 
ball for a while and (b) he tries to pass the ball to OP5, 
at which time DP3 jumps in an attempt to interrupt 
the pass. This attempt fails. ( c) OP5, having received 
the ball, passes the ball to OP6. (d) OP6 jumps up 
to get the ball and then throws the ball. Meanwhile 
(e-f) DPl jumps and tries to interrupt OP6. (g) The 
ball goes into the basket's ring. Finally (h-i) OP4 and 
OP6 lay their hands on each other's hands. The recov­
ered motion is illustrated in Fig. 2. The goal board is 
indicated by a gray rectangle, and the basketball is in­
dicated by a small square. The recovered feature points 
are connected by straight lines where possible and the 
bodies are described by filled rectangles for better vis­
ibility. 
From the 3-D positional data thus obtained 
(Eq. (6)), we trace the motion of the individual play­
ers. Figure 3 illustrates the trajectories of the fea­
ture points on the players' heads (Fig. 3 (a) for offensive 
players and Fig. 3 (b) for defensive players), in which S 
and E stand for the positions at which the trajectory 
starts and ends, respectively, and the 6 players are dif­
ferentiated by using lines of different thickness. The 
head feature point is a good representation of the over­
all motion of the player. This can be seen in Fig. 3 (a), 
which shows the precise change in the player's motion 
because of his jump shot, whereas Fig. 3 (b) shows that 
DP3 is almost walking during the game. We now give 
our attention to the process of the game. Figure 4 (a) 
shows the change in distance between the ball and the 
respective OPs. The waveform indicates that OP4 is 
carrying the ball at around 1.6 seconds and OP5 re­
ceives and keeps the ball over the 2.6 to 2.9 second 
range. Meanwhile OP6 gets the ball during the 3.7 to 
3. 9 second range. Figure 4 (b) indicates the x, y, and
z coordinates of OP6 during the game. A big jump
in OP6's position in the z (vertical) direction between
1730 
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Fig . 1 Video images of the mini-basketball game. 
OP6 
DP! DP2 DP3 
Fig . 2 The recovered motion. The scene proceeds as indicated by the arrows. 
4.0 and 4.3 seconds is visible here. In addition, the 
ball was thrown into the ring somewhere around the 
4.3 to 4.6 second range of the game, as is illustrated 
in Fig. 4 ( c), which gives the distance between the ball 
and goal ring over time. Finally, a relation between 
DPl and OP6 during the game is visible in Fig. 4 (d), 
which illustrates the distance between the origin and 
the player's position on the floor over time. This fig-
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Fig. 3 3-D trajectories of (a) offensive players and the ball, and (b) defensive players
and the ball. 
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Fig. 4 Analysis of (a) distance between players and the ball, and (b) the motion of 
player 6. (c) Distance between the ball and ring, and (d) motion of player 6 and player 1. 
ure shows a similarity between the motion of DPl and 
of OP6. This may mean that DPl and OP6 were in 
man-to-man defense-and-offense relationship. Looking 
at the trajectories, it is apparent that DPl was about 
0.6 to 0.7 of a second behind OP6. 
4. Discussion and Conclusions
Motion recovery of team sports, a topic that has re­
mained beyond the scope of studies up to now, has 
been discussed and the results of the experimental ap­
plication of a technique for the recovery of non-rigid 
3-D shape have been described. This technique em­
ploys uncalibrated cameras, which greatly simplifies the
capture of the required motion image sequences. This
also gives the technique particular advantages for out­
door use. One practical difficulty that frequently arises
in th,e recovery of motion information from images of
team sports is that objects often become occluded, as
is shown in Fig. 2. One way of overcoming this is to
place the video cameras so that they surround the area
of play [7]. This remains a topic for further study. 
The assumption of an orthographic projection of 
images in the camera for the present technique may 
result in certain errors in recovery. These errors were 
empirically estimated to have an average size of approx­
imately 4 % in our experiments. This degree of accuracy 
may, however, be small enough to allow useful human­
motion recovery and analysis in many sports. 
The significance of motion recovery for team sports 
was shown by analyzing the recovered motion informa­
tion on a mini-basketball game. The trajectories of 
the players and the basketball, the relations among the 
players, the motion of individual players, and the rela­
tions between the players and the ball were illustrated 
and explained. It is also possible to compute approxi­
mate velocities and values of acceleration for specified 
motions. In this way, a user is able to interpret and 
evaluate the mutual relations among the players from 
the recovered results. Each player's actions can also be 
evaluated. 
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It is important to show the possibility of 3-D mo­
tion recovery for team sports and the analytical value 
of the resulting data, since little attention has so far 
been paid to these tasks. This paper may contribute to 
opening up a new field of human-motion recovery and 
analysis. 
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