We consider N × N Hermitian random matrices with i.i.d. entries. The matrix is normalized so that the average spacing between consecutive eigenvalues is of order 1/N . We study the connection between eigenvalue statistics on microscopic energy scales η ≪ 1 and (de)localization properties of the eigenvectors. Under suitable assumptions on the distribution of the single matrix elements, we first give an upper bound on the density of states on short energy scales of order η ∼ log N/N . We then prove that the density of states concentrates around the Wigner semicircle law on energy scales η ≫ N −2/3 . We show that most eigenvectors are fully delocalized in the sense that their ℓ p -norms are comparable with N 1/p−1/2 for p ≥ 2, and we obtain the weaker bound N 2/3(1/p−1/2) for all eigenvectors whose eigenvalues are separated away from the spectral edges. We also prove that, with a probability very close to one, no eigenvector can be localized. Finally, we give an optimal bound on the second moment of the Green function.
1. Introduction. Denote the (ij)th entry of an N × N matrix H by h ij . We shall assume that the matrix is Hermitian, that is, h ij = h ji . These matrices form a Hermitian Wigner ensemble if h ij = N −1/2 [x ij + √ −1y ij ] (i < j) and h ii = N −1/2 x ii , (1.1) where x ij , y ij (i < j) and x ii are independent real random variables with mean zero. We assume that x ij , y ij (i < j) all have a common distribution ν with variance 1/2 and with a strictly positive density function: dν(x) = (const)e −g(x) dx. The diagonal elements, x ii , also have a common distribution, d ν(x) = (const)e − g(x) dx, that may be different from dν. We remark that the special case g(x) = x 2 and g(x) = x 2 /2 is called the Gaussian Unitary Ensemble (GUE ). Let P and E denote the probability and the expectation value, respectively, w.r.t. the joint distribution of all matrix elements.
E. Wigner has introduced random matrices to model Hamiltonians, H, of atomic nuclei. Lacking precise knowledge about the interaction among different quantum states, he assumed that the matrix elements (ϕ, Hψ) for any two orthogonal states ϕ, ψ are identically distributed and as maximally independent as the unitary symmetry group acting on the Hilbert space of states allows. These assumptions already imply that the distribution of H is GUE (modulo changing the expectation value and the variance). Astonishingly, this simple model very accurately reproduced the energy level statistics of various large nuclei.
Random Hamiltonians are also used in solid state physics to study electrons in disordered metallic lattices. The simplest example is the Anderson model on a discrete lattice, where the disorder is modeled by i.i.d. on-site potentials. The Anderson model can be generalized to continuous space and to include magnetic fields. These models are commonly referred to as random Schrödinger operators. Their key feature is that they have an underlying spatial structure and only matrix elements connecting nearby sites are nonzero, in contrast to the mean-field character of the Wigner ensembles.
The conductance properties of metallic lattices are strongly influenced by the spatial localization of the eigenfunctions of the corresponding Hamiltonian. Depending on the energy range, on the disorder strength and on the spatial dimension, random Schrödinger operators are believed to exhibit a transition between localized (L 2 -normalizable) and delocalized eigenstates. These two regimes can also be characterized by the pure point or absolutely continuous spectrum, respectively. While the localization regime is fairly well understood, it remains an outstanding open problem to prove the existence of the delocalization regime. An even more ambitious conjecture states that the level spacing statistics of consecutive eigenvalues (of the finite dimensional approximation) of the random Schrödinger operator also characterizes these two regimes. In the localization regime, consecutive eigenvalues should be independent and should follow the statistics of a Poisson point process.
In the delocalization regime, the level spacing statistics is believed to be identical to that of the GUE.
Random matrices are mostly studied from the point of view of eigenvalue statistics such as density of states (e.g., Wigner semicircle law) or level statistics of consecutive eigenvalues. The density of states is well understood for general Wigner matrices on macroscopic energy windows where the number of eigenstates is proportional to N . In our normalization this corresponds to energy windows of order one. On the finest energy scale of order 1/N , where individual eigenvalues are observed, a universal level spacing distribution is believed to emerge that is called the Wigner-Dyson statistics. This has been proven only for Gaussian and related models (see [6] and references therein) and for Wigner matrices where the distribution of the matrix elements were Gaussian convolutions [10] . The proofs use explicit formulae for the eigenvalue correlation functions which are available only for Gaussian related models.
The eigenvalue distribution of general Wigner matrices is poorly understood on microscopic energy scales η ≪ 1 due to the lack of explicit formulae for the eigenvalue distribution. The fluctuations of the density of states are known to be negligible down to energy windows of order N −1/2 [[8] , [9] ] and the expected value is also known to follow the semicircle law on scales N −1/2 and larger [2] . Under somewhat different moment assumptions, the semicircle law was shown on scales ≫ N −1/4 in [11] and the fluctuation around its mean was proven to be Gaussian in [4] . It is an open problem to show that both the fluctuation and the expected value of the density of states can be controlled down to energy scales of order 1/N . This would be the first step toward the proof of Wigner-Dyson universality for Wigner matrices. Moreover, given the presumed connection between eigenvalue statistics and eigenfunction localization in the case of random Schrödinger operators, it is natural to investigate the (de)localization properties of the eigenvectors of random matrices. Due to the mean field character of the Wigner matrix, the eigenvectors are believed to be extended, a conjecture that is consistent with the expected repulsion of neighboring eigenvalues.
We remark that in finite dimensional Hilbert spaces extended states are characterized by ℓ p -norms with p = 2 instead of the absolute continuity of the spectrum. If all components of an ℓ 2 -normalized vector v ∈ C N are equal, then v p = N 1/p−1/2 . Thus, deviations of the ℓ p -norm of an eigenvector from N 1/p−1/2 can be used to quantify the delocalization properties of the state. In particular, T. Spencer has posed the question to prove that the ℓ 4 -norm of all eigenvectors are of order N −1/4 .
In this paper we prove several results in these directions for general Hermitian Wigner matrices. In Theorem 2.1 we give an upper bound on the eigenvalue density down to energy scales of order η ≥ log N N . Theorem 3.1 states that the density of states concentrates around its mean in probability sense down to energy windows of order η ≫ N −2/3 (modulo logarithmic corrections), improving the fluctuation result of [9] from scales η ≫ N −1/2 . In Theorem 4.1 we prove that the expectation value of the density of states on scales η ≫ N −2/3 converges to the Wigner semicircle law. The previous best result [2] was valid for scales η ≫ N −1/2 . These two theorems establish the validity of the Wigner semicircle law for all energy windows of order η ≫ N −2/3 .
In Theorem 5.1 we show that most eigenvectors are fully extended in the sense that their ℓ ∞ -norm is of order N −1/2 (modulo logarithmic corrections).
We remark that this result can be easily obtained for all eigenvectors in the GUE case, by using the underlying unitary symmetry group. The reason why our proof of Theorem 5.1 does not apply to all eigenvectors is the lack of the lower bound on the density of states on the very short scales of η ≫ 1/N . However, the results of Section 3 imply a bound of order N 2/3(1/p−1/2) for the ℓ p -norm (p ≥ 2) of all eigenvectors away from the spectral edge (Corollary 5.3).
In Theorem 6.1, by using the bounds on the eigenvectors, we give an estimate on the second moment of the Green function. Finally, in Theorem 7.1 we prove that no eigenvector is strongly localized in the sense that no eigenvector can be essentially supported on a small percentage of the sites. As a corollary, we show that the ℓ p -norm of the eigenvectors is N 1/p−1/2 for 1 ≤ p < 2.
We remark that all our results hold for the Wigner ensemble of real symmetric matrices as well. We will present the Hermitian case only, as the proofs for the real case require only obvious modifications.
In some of our results we need to assume further conditions on the distributions of the matrix elements in addition to (1.1). For convenience, we list the conditions we use in some of our theorems:
(C1) The function g is twice differentiable and it satisfies
with some finite M .
(C2) There exists a δ > 0 such that
and the same holds for ν.
(C3) The measures ν, ν satisfy the spectral gap inequality, that is, there exists a constant C such that for any function u u − u dν
(C4) The measures ν, ν satisfy the logarithmic Sobolev inequality, that is, there exists a constant C such that for any density function u > 0 with u dν = 1,
We remark that (C4) implies (C3) and that all conditions are satisfied if c 1 ≤ g ′′ , g ′′ ≤ c 2 for some positive constants c 1 , c 2 .
Notation. We will use the notation |A| both for the Lebesgue measure of a set A ⊂ R and for the cardinality of a discrete set A ⊂ Z. The usual Hermitian scalar product for vectors x, y ∈ C N will be denoted by x · y or by (x, y). We will use the convention that C denotes generic large constants and c denotes generic small positive constants whose values may change from line to line. Since we are interested in large matrices, we always assume that N is sufficiently large.
2. Upper bound on the density of states. The typical number of eigenvalues in an interval I within the spectrum is expected to be of order N |I|. The following theorem proves the corresponding upper bound.
Theorem 2.1. Let H be an N × N Wigner matrix as described in (1.1) and we assume condition (1.2) . Let I ⊂ R be an interval with |I| ≥ (log N )/N and denote by N I the number of eigenvalues of H in the interval I. Then there exists a constant c > 0 such that, for any K large enough,
For a fixed spectral parameter, z = E + iη with E ∈ R, η > 0, we denote G z = (H − z) −1 the Green function. Let µ 1 ≤ µ 2 ≤ · · · ≤ µ N be the eigenvalues of H and let F (x) be the empirical counting function of the eigenvalues
We define the Stieltjes transform of F as
and we let
be the normalized density of states of H around energy E and regularized on scale η. The random variables m and ̺ also depend on N , and when necessary, we will indicate this fact by writing m N and ̺ N .
The counting function N I for intervals of length |I| = η and the regularized density of states are closely related. On the one hand, for the interval I = [E − 2) and (1.3) . Then there exists c > 0 such that, for any sufficiently large K,
In particular, there exists a universal constant C such that
The same bounds hold for the density without logarithmic factors
Proof. It is well known that if the tail of the distribution of the matrix elements decays sufficiently fast, then the eigenvalues of H lie within a compact set with the exception of an exponentially small probability. For completeness, we will prove in Lemma 7.4 that there is a universal constant c 0 depending only on δ in (1.3) such that, for any sufficiently large K 0 , we have 
assuming that max α |µ α | ≤ K 0 . Adding up the probabilities of the exceptional sets where N In ≥ K 0 N η and recalling η ≥ log N/N , we proved (2.6). The proof of (2.7) obviously follows from (2.6) and from the deterministic bounds |m(E + iη)| ≤ η −1 . The bounds for the density ̺ η are proven similarly. This completes the proof of Corollary 2.2.
In order to prove Theorem 2.1, we start with the following lemma: . The expectation w.r.t. their joint probability measure dµ = (const) N j=1 × e −g(x j )−g(y j ) dx j dy j is denoted by E. We assume that g satisfies
with some finite constant M . We set z j = x j + √ −1y j and let z = (z 1 , . . . , z N ) ∈ C N . Let P be an orthogonal projection of rank m in C N . Then for any constant c > 0 there exists a positive constantc, depending only on c and M , such that
Proof. Let µ t be the probability measure on R 2N ∼ = C N given by
and denote the expectation w.r.t. µ t by E t . In case t = 0, we shall drop the subscript. The covariance of two random vectors Y, Z ∈ C N w.r.t. the measure µ t is denoted by
Simple differentiation gives
Let ν t denote the product measure on R 2N ∼ = C N , with density for z j = x j + √ −1y j to be proportional to e −(M +2t)|z j | 2 /2 , j = 1, 2, . . . , N . We can rewrite
From the assumption (2.10) on g and from 0 ≤ P ≤ I, we obtain that dµt dνt is log convex on R 2N . From the Brascamp-Lieb inequality (Theorem 5.4 in [5] ) we have
By computing the Gaussian covariance explicitly, there exists a constant c ′ > 0, depending only on M and c, such that
We have thus obtained that
Integrating this inequality from t = 0 to c, we obtain the lemma.
Remark. J. Bourgain [3] has informed us that the condition (2.10) can be removed.
We will use this result in the following setup. Let v 1 , v 2 , . . . , v N −1 form an orthonormal basis in C N −1 . Let
where the components of z = x + √ −1y ∈ C N −1 are distributed according to (const) j e −g(x j )−g(y j ) dx j dy j . With this notation, a standard large deviation argument yields the following corollary to Lemma 2.3: (2.10) , there exists a positive c such that, for any δ small enough,
Proof of Theorem 2.1. To prove (2.1), we decompose the Hermitian N × N matrix H as follows: (ii) The eigenvalues of H and B are interlaced:
Proof. The proof of (i) follows directly from the continuity of the distribution of the matrix elements and is left to the reader. For the proof of (ii), suppose that µ is one of the eigenvalues of H. Let v = (v 1 , . . . , v N ) t be a normalized eigenvector associated with µ. From the continuity of the distribution it also follows that v 1 = 0 almost surely. From the eigenvalue equation Hv = µv and from (2.12) we find that hv 1 + a · w = µv 1 and av 1 + Bw = µw, (2.14)
with w = (v 2 , . . . , v N ) t . From these equations we obtain w = (µ − B) −1 av 1 and, thus, (2.15)
using the spectral representation of B, where we set
with u α being the normalized eigenvector of B associated with the eigenvalue λ α . Since v 1 = 0, we have
where ξ α 's are strictly positive almost surely (notice that a and u α are independent). In particular, this shows that µ = λ α for any α. In the open interval µ ∈ (λ α−1 , λ α ) the function
is strictly decreasing from ∞ to −∞, therefore, there is exactly one solution to the equation µ − h = Φ(µ). Similar argument shows that there is also exactly one solution below λ 1 and above λ N −1 . This completes the proof.
We continue the proof of Theorem 2.1. Using the decomposition (2.12), we obtain the following formula for the Green function G z = (H − z) −1 , z = E + iη with E ∈ R, η > 0:
This formula in this context has already appeared in [1] . In particular, by considering only the imaginary part, we obtain
Similarly, for any k = 1, 2, . . . , N , we define B (k) to be the (N −1)×(N −1) minor of H obtained after removing the kth row and kth column. Let a (k) = (h k1 , h k2 , . . . , h k,k−1 , h k,k+1 , . . . , h kN ) * be the kth column of H without the h kk element. Let λ
2 < · · · be the eigenvalues and u
Then we have the estimate
For the interval I ∈ R given in Theorem 2.1, set E to be its midpoint and
. From (2.4), (2.5) and (2.18) we obtain
where we restricted the α summation in (2.18) only to eigenvalues lying in I.
For each k = 1, 2, . . . , N , we define the event
for some small δ > 0. By the interlacing property of the µ α and λ if K is sufficiently large, recalling that η = |I| ≥ log N/N . On the complement event, Ω c , we have from (2.19) that
Choosing K sufficiently large, we obtain (2.1) from (2.20). This proves Theorem 2.1.
Fluctuations of the density of states.
Theorem 3.1. Let H be an N × N Wigner matrix as described in (1.1) and we assume the condition (1.2) and (1.3) . Fix E, η ∈ R with (log N )/N ≤ η ≤ 1 and set z = E + iη. 
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(ii) Suppose that the measures ν and ν satisfy the logarithmic Sobolev inequality (1.5) , then there exists c > 0 such that
holds for any ε > 0.
The same bounds hold if m(z) is replaced with the density of states
We remark that estimates on the covariance were obtained in [1, 2] down to scale η ≫ N −1/2 . Concentration estimates down to the same scale were proven in [9] .
Proof. We start proving (i). Denote by µ α , α = 1, . . . , N , the eigenvalues of H. Since, by the first order perturbation theory,
for all 1 ≤ i < j ≤ N and
Note that these identities hold without expectation as well. Now, for arbitrary n ∈ Z, we define the interval
Let N In = |{α : µ α ∈ I n }| denote the number of eigenvalues of H in the interval I n . For any η ≥ (log N )/N it follows from Theorem 2.1 that
Therefore, for any fixed K 0 large enough, we find a constant D such that Dη −1 is an integer and
where we applied (2.1) for the second term with a sufficiently large K and we used (2.8) in the third term to estimate the probability of finding an eigenvalue |µ| ≥ K 0 . This proves part (i) of Theorem 3.1.
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Next, we prove (ii). We will show how to control the real part of m(z) − Em(z), the imaginary part is controlled identically. Let dP denote the probability measure of the Hermitian Wigner matrix described in (1.1). Remark that
where we defined the probability density
From (3.7), we find, using the logarithmic Sobolev inequality and the bounds (3.3) and (3.5),
where we used the same intervals I n introduced in (3.4), and where the constants K, D and K 0 have to be chosen sufficiently large.
To bound the second term on the r.h.s. of (3.8), we observe that, if sup |n|≤Dη −1 N In ≤ KN η(ℓ + 1) and if there is no α with |µ α | ≥ K 0 , then, by using (2.9),
where we also used (2.7) and that K is sufficiently large. Therefore, we obtain, for a large K,
as long as e β ≤ cN η 4 log N , where c > 0 is the constant from Theorem 2.1. To bound the last term on the r.h.s. of (3.8), we use that |m(z)| ≤ η −1 and (2.8):
as long as e β ≤ N η/C 0 with a sufficiently big C 0 . Putting everything together, we obtain, from (3.8),
for all β such that e β ≤ N η C 1 log N with a sufficiently big C 1 . Integrating this inequality from β = β 0 to β = log L with some L ≤ N η
is uniformly bounded, by a second order Taylor expansion, we obtain that the first term on the r.h.s. vanishes as β 0 → −∞. Thus,
Therefore, 
be the Stieltjes transform of the Wigner semicircle distribution function whose density is given by
For κ, η > 0, we define the set
and for η = N −2/3 log N , we write 
for any ε > 0 and sufficiently large N . In particular, the density of states ̺ η (E) converges to the Wigner semicircle law in probability uniformly for all energies away from the spectral edges and for all energy windows at least N −2/3 log N . Let η * = η * (N ) such that η ≪ η * ≪ 1 as N → ∞, then we have the convergence of the counting function as well: Proof of Corollary 4.2. For any two points z, z ′ ∈ S N,κ,η , we have
We can choose a set of at most M = Cε −2 N 4 points, z 1 , z 2 , . . . , z M , in S N,κ,η such that, for any z ∈ S N,κ,η , there exists a point z j with |z − z j | ≤ εN −2 . In particular, |m
if N is large enough. Then using (3.1), we obtain
under the condition that η ≥ N −2/3 log N since Im z j ≥ η. Combining this estimate with (4.1), we have proved (4.2).
To prove (4.3), we set
and let 1 I * (λ) denote the characteristic function of the interval I * = [E − η * , E + η * ] with η * = M η. From elementary calculus it follows that 1 I * − R can be decomposed into a sum of three functions, 1 I * − R = T 1 + T 2 + T 3 with the following properties:
where J 1 and J 2 are two intervals of length M 1/2 η with midpoint at E − η * and at E + η * , respectively; and
We thus have
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The last three terms are estimated trivially by
Using the bound (2.6), this error term is bounded by CM −1/2 uniformly in E apart from an event of exponentially small probability. In particular, this term is smaller than ε/3 if M = η * /η is sufficiently large. The main term in (4.4) is computed as
and the first term converges to ̺ sc (E) as long as η * → 0. Using (4.2), the second term is smaller than ε/3 apart from a set of probability exp (−cN ηε× min{(log N ) −1 , N η 2 ε}). Putting these estimates together, we arrive at (4.3).
Proof of Theorem 4.1. Recall from the proof of Theorem 2.1 that B (k) denotes the (N − 1) × (N − 1) minor of H after removing the kth row and kth column. Similarly to the definition of m(z) in (2.3), we also define the Stieltjes transform of the density of states of B (k) :
with the empirical counting function
α are the eigenvalues of B (k) . The spectral parameter z is fixed throughout the proof and we will omit from the argument of the Stieltjes transforms.
From a formula analogous to (2.17) but applied to the kth minor we get
where recall that a (k) is the kth column without the diagonal. Let E k denote the expectation value w.r.t. the random vector a (k) . Define the random variable
and note that
With this notation, it follows from (4.5) that
(4.7)
, where we used that the distribution of X k and m (k) is independent of k. Fix ε > 0. The first term in the denominator of (4.7) is estimated in the following lemma whose proof is given at the end of the section. 
in particular,
For the second term in the denominator in (4.7), we apply the large deviation estimate from Theorem 3.1, to the Stieltjes transform of B (1) :
For the third term, we use that
By the interlacing property between the eigenvalues of H and B (1) , we have max
and, therefore, |Em − (1 − N −1 )Em (1) | ≤ C(N η) −1 . Finally, from Ex 2 11 < ∞ we have
We define the set of events
then, similarly to (2.18), we have
We also have |Em
Moreover, from (4.7) we have
The second term is bounded by
In the first term we use the stronger bounds
on the denominators. Thus, from (4.9) we obtain
+ Cε (4.10) uniformly for z ∈ S N,κ .
We note that the equation
has a unique solution for any z ∈ S N,κ with Im M > 0, namely, M = m sc (z), the Stieltjes transform of the semicircle law. Note that there exists c(κ) > 0 such that Im m sc (E + iη) ≥ c(κ) for any |E| ≤ 2 − κ, uniformly in η.
The equation (4.11) is stable in the following sense. For any small δ, let M = M (z, δ) be a solution to
with Im M > 0. Subtracting (4.11) with M = m sc from (4.12), we have
and
Since the function m sc + z on the compact set z ∈ S N,κ is bounded, we get that
for some constant C κ depending only on κ.
Now we perform a continuity argument in η to prove that
uniformly in z ∈ S N,κ with a sufficiently large constant C * . Fix E with |E| ≤ 2 − κ. For η = [ 1 2 , 1], (4.14) follows from (4.10) with some small ε, since the right-hand side of (4.10) is bounded by Cε. Suppose now that (4.14) has been proven for some η ∈ [2N −2/3 log N, 1] and we want to prove it for η/2. By integrating the inequality
with respect to dF (x), we obtain that
for sufficiently small ε, where (4.14) and Im m sc (E + iη) ≥ c(κ) were used. Thus, the r.h.s. of (4.10) for z = E + i η 2 is bounded by Cε, the constant depending only on κ. Applying the stability bound (4.13), we get (4.14) for η replaced with η/2. This completes the proof of Theorem 4.1.
Proof of Lemma 4.3. Recall that λ (1) α denote the eigenvalues and u 
where all summations run from 1 to N − 1.
Since the distribution ν satisfies the spectral gap inequality (1.4), we have
where ∂/∂b = We compute
Here we used the orthonormality of the eigenfunctions, k u α (k)ū β (k) = δ α,β . We insert this into (4.15) and take the expectation with respect to the b variables, Eb j b i = δ ij , by using the fact that the components of b are independent of the λ α 's and u α 's:
To estimate the last term, we have In the last step, by choosing K 0 sufficiently large, we used the uniform estimate (2.7) on E̺ η (λ) and the bound (2.8) for the eigenvalues of the (N − 1) × (N − 1) Wigner matrix B (1) . Thus, we have showed that
To estimate the fourth moment, we have
We will compute only the first term in the summation, the second one is identical. We have
For the last term, we use (4.16):
In the second line we used that
where c 4 = E|b| 4 = (x 2 +y 2 ) 2 dν(x) dν(y). Finally, the last expectation value is estimated as
The second term is exponentially small by (2.8).
In the first term we use (2.6) to conclude that ̺ η (λ) ≤ K uniformly in λ, apart from an event of exponentially small probability. Inserting this bound into (4.20) and (4.19), we obtain the desired bound E|X| 4 ≤ C(log N ) 2 /(N η) 2 in Lemma 4.3. 2) and (1.3) . Then there exist positive constants, C 1 , C 2 and c, depending only on the constants M in (1.2) and δ in (1.3), such that, for any q > 0,
. Then the support of v contains at least L elements. Thus, the quantity v −2 ∞ can be interpreted as the localization length of v. With this interpretation, Theorem 5.1 states that the density of eigenstates with a localization length L ≤ N q −2 (with logarithmic corrections) is bounded from above by C/q.
It also follows from Theorem 5.1 that, for every p ≥ 2,
In other words, with high probability, all the N eigenvectors, apart from a fraction converging to zero as N → ∞, have the expected delocalization properties up to logarithmic corrections. Note that, by duality, (5.2) immediately implies that
In Section 7 we will improve (5.3) by showing, in Corollary 7.2, that, up to an event with exponentially small probability, every
Proof of Theorem 5.1. For brevity, we introduce the notation
where [·] denotes the integer part. For q > 0, let O q denote the set of eigenvalue indices α such that the distance between the eigenvalues µ α+θ and µ α−θ is less than qθ/N :
Here we used the notation µ α = µ 1 if α < 1 and µ α = µ N if α > N . Given K 0 > 0, we define Ω to be the event characterized by all eigenvalues of H being in the interval [−K 0 , K 0 ], that is,
By (2.8), we have
if K 0 is sufficiently large. We have
and Ω
and Ω + e −cN .
A simple counting shows that the cardinality of the complement of O q is bounded by
on Ω. Therefore, by choosing C 2 sufficiently large, we have 
Proof. It is enough to prove that, for arbitrary β ∈ {1, . . . , N },
Therefore, we fix β ∈ O q and we consider first the j = 1 component v 1 = v β (1) of v β ; for brevity, we drop the index β from the notation µ β and v β . Set κ := qθ/N . Recall that λ α denotes the eigenvalues of B in the decomposition (2.12). Denote by A the set
From the interlacing property of the eigenvalues, |A| ≥ θ (if θ ≤ β ≤ N − θ, then actually |A| = 2θ). Recall the equations (2.14) and (2.15) obtained from the eigenvalue equation Hv = µv and from the decomposition (2.12). In particular, from (2.15) we find
Since w 2 = 1 − |v 1 | 2 , we obtain
recalling the notation ξ α = N |a ·u α | 2 , where u α is the normalized eigenvector of B associated with the eigenvalue λ α . Thus, we have
Fix a small δ > 0. Let Q be the following event:
On this set Q we have the bound for |v 1 | 2
and for δ small enough, we have
by Corollary 2.4. So far we have considered the j = 1 component of v. We can repeat the argument for each j = 1, 2, . . . , N . Thus, Q should carry a subscript 1 and we can define Q j accordingly. Clearly, P{( j Q j ) c } ≤ N e −cθ ≤ e −c ′ θ . On the other hand, on the set j Q j we have
Theorem 5.1 implies that all eigenvectors of H, apart from a fraction vanishing in the limit N → ∞, are completely extended, in the sense that, up to logarithmic corrections, v ∞ ≤ const /N 1/2 . The reason we cannot prove this bound for all eigenvectors of H is the lack of information about the microscopic distribution of the eigenvalues of H (and of its minors) on scales of order O(1/N ). From Corollary 4.2, which gives precise information on the eigenvalue distribution up to scales of order O(N −2/3 log N ), we can nevertheless get a nonoptimal bound on v ∞ for all eigenvectors of H. Proposition 5.3. Let H be an N × N Wigner matrix as described in (1.1) and satisfying the conditions (1.2), (1.3) and (1.5). Fix κ > 0, and assume that C is large enough, depending on κ. Then there exists c > 0 such that
Remark. The bound v ∞ ≤ CN −1/3 log N obtained in this proposition trivially implies the upper bound v p ≤ C(log N ) 1−2/p N 2/3(1/p−1/2) for 2 ≤ p < ∞ as well.
Proof of Proposition 5.3. Let η * = N −2/3 (log N ) 2 and define
where [x] denotes the integer part of x ∈ R. Then
for all n = 1, . . . , n max .
As before, let N I = |{β : µ β ∈ I}| for any I ⊂ R. Using (4.3) in Corollary 4.2, we have
if ε is sufficiently small (depending on κ). Suppose that µ ∈ I n , and that Hv = µv. From (5.8), we obtain
λα∈In ξ α and from the interlacing property, there exist at least N In − 1 eigenvalues λ α in I n . Therefore,
≤ N n max sup n P ∃ v with Hv = µv, v = 1, µ ∈ I n and
using Corollary 2.4 and choosing C ≥ 4(δε) −1 , where δ is from Corollary 2.4.
6. Second moment of the Green function. In this section we use the result of Theorem 5.1 to obtain bounds on the second moment of the diagonal elements of the Green function of H. Recall the notation θ = [log N ] 2 .
Theorem 6.1. Let H be an N × N Wigner matrix as described in (1.1) and satisfying the conditions (1.2) and (1.3). Let z = E + iη be the spectral parameter of the Green function G E,η = G z = (H − z) −1 . Then there exist c, C > 0 such that, for any η,
Remark. This theorem states that, with the exception of a very small probability, the second moment of the Green function, averaged over all sites, remains bounded (modulo logarithmic corrections) for all but a negligible set of energies in the sense of the Lebesgue measure.
Proof. For any k ∈ Z, we define the random sets
where we used again the convention that µ α = µ 1 for all α ≤ 1 and µ α = µ N for all α ≥ N . For given κ, K 0 > 0, let
From (2.8) we know that
for a sufficiently large K 0 , so we obtain that M k = ∅ for all k ≥ κ log N , if κ is large enough, apart from an exponentially small event. From Theorem 2.1 we obtain that
and, therefore, if K 0 and κ are large enough,
In the sequel we will work on the set Ω 1 , that is, we can assume that the index k runs from 0 to (const) log N and that all eigenvalues lie in [−K 0 , K 0 ]. By a simple counting, the cardinality of M k is bounded by
on the event Ω 1 .
For any α ∈ M k , denote
where v α is the normalized eigenvector to the eigenvalue µ α . From Lemma 5.2, we obtain, for every k = 0, . . . , κ log N ,
for some c > 0. Let
for some c > 0. In the sequel we will work on the event Ω.
Define the following random set of energies:
The Lebesgue measure of the complement of E is bounded by
Let E ∈ E and ω ∈ Ω. We compute In the second line we used the symmetry between α and β, in the third line we used the estimate on |v α (j)| 2 from (6.3) and that j |v β (j)| 2 = 1. We now perform the α ∈ M k summation; the β ∈ M ℓ summation will be identical. Let I be an arbitrary interval of length |I| = 2 k /N . We claim that the number of eigenvalues µ α ∈ I with α ∈ M k is at most 2θ. We label the elements of M k in increasing order; α 1 < α 2 < · · · < α |M k | . Let µ α i be the smallest eigenvalue in the set I with index in M k . If i > |M k | − 2θ, then there cannot be more than 2θ eigenvalues with indices in M k in I. Otherwise, if i ≤ |M k | − 2θ, we have
and, therefore, since |I| = 2 k /N , µ α i+2θ cannot be in I.
We now define the intervals
Clearly, each I m contains at most 2θ eigenvalues µ α with index α ∈ M k . Notice that, for any µ ∈ I m , m = 0, we have |µ − E| ≥ 2 k−1 m/N . For µ α ∈ I 0 , with α ∈ M k , by the choice of E ∈ E, we have |µ α − E| ≥ 2 k /(N θ 3 ). Therefore,
Using (6.5) both for the α and β summations in (6.4), we obtain
for any E ∈ E and ω ∈ Ω. This completes the proof of Theorem 6.1.
7. Absence of localized eigenvectors. In this section we show that eigenvectors of Wigner random matrices, up to events with exponentially small probability, cannot be localized in a strong sense given by the following definition. 2), (1.3) , we have
Proof. Since, by (2.8),
if K 0 is large enough, it is sufficient to prove that
where µ 1 ≤ µ 2 ≤ · · · ≤ µ N denote the eigenvalues of H, and v 1 , v 2 , . . . , v N the corresponding normalized eigenvectors. To prove (7.1), we fix β, and consider the eigenvector v β associated with the eigenvalue µ β ; for brevity, we drop the index β from µ β and v β .
By the definition of (L, η)-localization and by the permutation symmetry
We introduce the notation
From the eigenvalue equation Hv = µv, we obtain, for all j ≥ L + 1,
Denoting by 
for any positive constants c and C if η and ν = L/N are sufficiently small Since the constant α is independent of the eigenvalue µ, (7.1) follows. ≤ e −cK 0 N + P(∃ normalized v ∈ C N such that Hv = µv, (7.6) |µ| ≤ K 0 and v p ≤ κN 1/p−1/2 ). Now, if v is a normalized eigenvector of H, associated with an eigenvalue |µ| ≤ K 0 , we can apply Theorem 7.1. To this end, we fix ν and η small enough, and let L = νN . After relabeling, we can assume that |v 1 | ≥ |v 2 | ≥ · · · ≥ |v L | ≥ |v L+1 | ≥ · · · ≥ |v N |. Then, by Theorem 7.1,
Thus, with the exception of an event with exponentially small probability,
This implies that |v L | ≤ η/L. Therefore,
|v j | p and, hence,
which, together with (7.6), completes the proof.
In the next two lemmas we prove effective the large deviation estimate on the largest and the smallest eigenvalue of some covariance matrices. Remark. The precise large deviation rate function for λ min and λ max was determined recently in [7] in the limit N → ∞ under the additional condition that L = o(N/ log log N ). Our proof is somewhat different and it also applies to the case L ≤ νN , with ν small enough, but the decay rate we obtain is not precise. The history and earlier results in this direction were reviewed in [7] and we shall not repeat it here.
Proof. We begin by proving (i). First, fix z ∈ C L , with z = 1. We claim that P{(z, X * Xz) ≥ C} ≤ e −c 1 CN (7.7)
for a constant c 1 depending only on δ. In fact, for arbitrary κ > 0, = const R×R dq dp e
Ee √ κ(q Re(z i y i )+p Im(z i y i )) (7.10) = const R×R dq dp e Using that, for all n ≥ 1,
we obtain that 
