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Improvements in Inverter Modeling and Control
ABSTRACT OF DISSERTATION
In this dissertation, the generalized averaging method models for inverters, reactive
power control methods for photovoltaic inverters, and a noise immunity improvement
for hybrid position observers for brushless dc motor drives are studied.
Models of inverters and other converters based on averaging have been widely used
in numerous simulation applications. Generalized averaging can be applied to model
both average and switching behavior of converters while retaining the faster run times
associated with average-value models. Herein, generalized average models for single-
and three-phase pulse width modulation inverters are proposed. The modulation sig-
nal for the proposed model could be either a sinusoidal waveform without high order
harmonics or a sinusoidal waveform with third-harmonic injection. And this general-
ized average models also can apply for modeling three-phase pulse width modulation
inverters with varying modulation signal frequency in the reference frame. These
models are based on a quasi-Fourier series representation of the switching functions
that includes fundamental and switching frequency components as well as sideband
components of the switching frequency. The proposed models are demonstrated both
in simulation and experimentally and are found to accurately portray both the funda-
mental and the switching behavior of the inverter. In particular, the use of sideband
components allows accurate representation of the variation in switching ripple mag-
nitude that occurs in the steady state. The generalized average models are found
to have simulation run times that are significantly faster than those associated with
detailed models. Therefore, the proposed generalized average models are suitable for
simulation applications in which both accuracy (including the switching behavior)
and fast run times are required (e.g., long simulation times, systems with multiple
converters, and repeated simulations).
Variations in the output power of intermittent renewable sources can cause signif-
icant fluctuations of distribution system voltage magnitudes. Reactive power control
methods that employ the reactive power capability of photovoltaic three-phase in-
verters to mitigate these fluctuations are proposed. These control methods cause
the three-phase inverters to substitute reactive output power for real output power
when fluctuations in the solar power are experienced, allowing the fluctuations to
be controlled. Performance metrics for assessing the ability of these controllers to
perform this mitigation are defined. The controllers are examined using the IEEE
123-bus feeder distribution system, and it is found that the controllers can effectively
mitigate voltage magnitude fluctuations and that the appropriate choice of controller
depends on the performance metrics of interest.
Finally, a noise immunity improvement for hybrid position observers for brushless
dc motor drives is proposed. A finite state machine is used to detect Hall-effect
sensor transitions to determine if these transitions are true transitions or the result
of momentary glitches. This filter causes a delay in the detection of the Hall-effect
sensors that is compensated in the proposed observer. The proposed observer is
compared in simulations with the original hybrid position observer under both
non-noisy and noisy conditions for both constant and variable speed operation, and
it has good performance even under high noise and variable speed conditions.
KEYWORDS: inverter, mathematical model, distributed power generation, re-
active power control, brushless dc motor drive, observer
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Chapter 1
Introduction
1.1 Introduction
The pulse width modulation (PWM) inverter has been widely used in renewable
energy integration [1–4], motor drive [5–8], and other applications (e.g., [9]). The
PWM inverter can transfer the dc to the ac by controlling the switching devices in
the circuit. Models are necessary for analyzing the dynamic behavior of inverters
in different simulation applications. Various controllers are designed for inverters to
meet different requirements of the steady-state and dynamic behavior.
Models of inverters and other converters based on averaging have been developed
for numerous simulation applications. Detailed models represent every switching
action of an inverter, resulting in very accurate simulation results. However, the sim-
ulation of such models is time consuming because the simulation time step is limited
by the switching period of the inverter. This can be particularly problematic when
systems require long simulation times, contain large numbers of power converters,
and/or require many repeated simulations with different parameters, e.g., simulating
a photovoltaic (PV) inverter system over the interval of a cloud transient [10], simulat-
ing multi-converter systems such as electrical railway systems [11], shipboard power
1
systems [12], distribution systems with high penetrations of renewable energy gener-
ation [13], and microgrids with many power converters [14], or parameter tuning by
genetic algorithm [15]. Furthermore, the detailed models of power converter are time-
varying systems without stationary equilibrium points, which makes them generally
unsuitable for controller design. Models based on state-space averaging (SSA) [16]
can reduce the run time of the simulation by replacing the switching function with
its fast average. SSA is a very common approach for modeling power electronic cir-
cuits [17,18] and is a useful tool for controller design [19,20]. However, the improved
run times available from SSA models come at the cost of reduced model accuracy.
In particular, such models are incapable of representing the switching ripple present
in the inverter. Models based on the generalized averaging method (GAM) use a
quasi-Fourier series (QFS) representation of waveforms in order to represent both
the fundamental behavior and the switching harmonics. GAM models represent a
compromise between the high model fidelity available from detailed models and the
fast simulation run times available with SSA models. Such models make it possible
to investigate the steady-state and dynamic characteristics of the switching ripple
without incurring the runtime penalty associated with detailed models, making them
particularly appropriate in the cases mentioned above (i.e., long simulation times,
systems with multiple converters, and repeated simulations). In this dissertation,
the GAM is extended to model PWM inverters including both their fundamental
and switching behavior. QFS representations for the switching functions of PWM
inverters are used to construct GAM models of single- and three-phase inverters. In
the proposed GAM models, the state variables are represented using not only the
fundamental component of the modulation signal and components corresponding to
multiples of the switching frequency, but also sideband components of multiples of
the switching frequency.
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The third-harmonic injection is used in the modulation signal for the three-phase
inverters to increase the inverter maximum output voltage while avoiding overmodula-
tion, which results in undesirable low-frequency harmonics. Third-harmonic injection
does not change the fundamental component of the switching frequency components
in a balanced three-phase system, but it changes the higher-order harmonics. As a
result, the QFS representation of the switching functions for the three-phase inverter
with third-harmonic injection must include the third harmonics. In this dissertation,
the GAM is also extended to model three-phase PWM inverters with third-harmonic
injection.
The reference frame is used to analyze the electric machine and inverter sys-
tems [21–24]. By transferring abc variables to the reference frame, time-varying in-
ductances of the electrical machines can be eliminated and ac variables can be con-
verted to dc variables [25]. In this dissertation, the GAM is also extended to model
three-phase PWM inverters in the reference frame with varying modulation signal
frequency. In a balanced three-phase system, it can be found that the reference frame
transformation does not change the magnitude of the harmonic components, but it
changes the frequency of the harmonic components in the reference frame. The QFS
representation of the switching functions in the reference frame is derived from that
for abc variables and used to construct the GAM model for three-phase inverters in
the reference frame.
There are significant technical challenges at every level associated with the inte-
gration of renewable energy sources. One significant challenge is managing variations
in distribution system voltage magnitudes caused by fluctuations in the output power
of intermittent sources such as PV generation. Distributed generation can cause the
voltage magnitudes in distribution systems to rise. However, the output power of
these sources can fluctuate rapidly. For example, PV sources use maximum power
point tracking (MPPT) to make most effective use of the incident sunlight. Conse-
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quently, the output power of such sources can vary rapidly in response to passing
clouds. Irradiance changes of as much as 60% per second have been observed during
such cloud transients [26, 27]. These transients can have significant impacts on the
voltage magnitudes in distribution systems, and these impacts can be expected to in-
crease with increasing renewable penetration. Such transients also occur too rapidly
for traditional distribution system regulation equipment, such as tap changing trans-
formers and switched capacitor banks, to respond to them in an appropriate manner.
Herein, various reactive power control methods are studied in which the PV inverter
responds to variations in its real power output by varying its reactive power output.
The control methods involve the inverter substituting reactive power production for
real power production when solar power changes.
The High-performance operation of brushless dc motors with sinusoidal references
requires knowledge of the electrical rotor position with relatively high accuracy. Elec-
tromagnetic resolvers and optical encoders can provide sufficient position accuracy,
but they require larger installation volumes and entail higher costs. Much work has
be conducted on sensorless drive techniques (e.g., [28–32]). Generally, sensorless tech-
niques require detailed motor parameters [28], and the initial rotor position must be
estimated for startup [29]. Hall-effect sensors are widely installed in brushless dc
motors and provide a reliable and cheap way to obtain the electrical rotor position.
Observers have been developed to find the electrical rotor position based on binary
Hall-effect sensors [33–36]. However, this observer can not find the correct electrical
rotor position if there is a short sensor glitch. Herein, a noise immunity improve-
ment for the hybrid position observer is proposed to address experimentally observed
Hall-effect sensor noise.
4
1.2 Thesis Outline
The remainder of this dissertation is organized as follows: Chapter 2 described the
background and literature review about the inverter modeling and control. In Chap-
ter 3, the GAM models for the single- and three-phase inverters with sinusoidal mod-
ulation signal are described. In Chapter 4, the GAM is applied to model the three-
phase inverter with third-harmonic injection in the modulation signal. In Chapter 5,
the GAM models for the three-phase inverter in the reference frame with varying
modulation signal frequency are proposed. The reactive power control methods for
the PV inverter system to mitigate the grid voltage magnitude fluctuations due to
solar power variation are discussed in Chapter 6. The noise immunity improvement
for the hybrid position observer is discussed in Chapter 7. Conclusions and avenues
of future work are discussed in Chapter 8.
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Chapter 2
Background and Literature Review
This chapter gives the background information on the PWM, single- and three-phase
inverters, and reference frame theory. The existing inverter models, reactive power
control methods for renewable source integration, and rotor position observers are
also discussed in the following sections.
2.1 Pulse Width Modulation
PWM is used to generate the switching signal for the voltage-source inverters. It com-
pares the duty cycle d(t) with the PWM carrier signal c(t) to generate the switching
function q(t). The PWM carrier signal could be a sawtooth waveform or triangular
waveform. The duty cycle could be naturally sampled or regular sampled. For the
naturally sampled PWM with triangular carrier, whenever the value of d(t) is larger
than the PWM carrier signal c(t), the switching function q(t) is equal to 1; otherwise,
the switching function q(t) is equal to 0. Normally, the frequency of PWM carrier
signal is much larger than that of modulation single. So, the switching function gen-
erated by the PWM has fundamental harmonic components and switching frequency
harmonic components.
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Figure 2.1: Inverter branch
2.2 Single-Phase and Three-Phase Inverter
As mentioned in Chapter 1, inverters are widely used in the renewable energy integra-
tion, motor drive, and other applications. It can convert the dc to the ac by turning
on and off the switching devices. One branch for inverter is shown in Figure 2.1. It
can be seen that there are two switches for this branch. For each branch, only one
switch can be on at the same time. Otherwise, the voltage source is shorted which
can cause damage to the circuit. If two switches are ideal switches, the output voltage
v(t) for a single branch is equal to dc source voltage when the upper power switch
is on and is equal to zero when the lower switch in on. So, the output voltage of a
single branch can be given by
v(t) = Vdcq(t). (2.1)
The single-phase full-bridge inverter is shown in Figure 2.2. It can be seen that
the single-phase full-bridge inverter has two branches. A load is connected to the
output of the single-phase full-bridge inverter. The output voltage of the single-phase
full-bridge inverter can be found by
v(t) = Vdc (q+(t)− q−(t)) , (2.2)
7
Figure 2.2: Single-phase full-bridge inverter
Figure 2.3: Three-phase inverter
where q+(t) is the switching function of the left branch and q−(t) is the switching
function of the right branch. It is noticed that v(t) can vary from −Vdc to Vdc. As a
result, by changing the duty cycle, the altering current can be generated on the load.
The three-phase inverter is shown in Figure 2.3. It can be seen that the three-
phase inverter has three branches. A three-phase load is connected to the output
of the three-phase inverter. The three-phase line-to-ground output voltages can be
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found by
vag(t) = Vdcqa(t) (2.3)
vbg(t) = Vdcqb(t) (2.4)
vcg(t) = Vdcqc(t), (2.5)
where qa(t), qb(t), and qc(t) are the three-phase switching functions. By using KVL,
the relationship among the three-phase line-to-neutral voltages, three-phase line-to-
ground voltages, and neutral-to-ground voltage can be found by
vas(t) = vag(t)− vng (2.6)
vbs(t) = vbg(t)− vng (2.7)
vcs(t) = vcg(t)− vng, (2.8)
where vng is the neutral-to-ground voltage. If the three-phase system is balanced, the
sum of three-phase line-to-neutral output voltages is equal to zero. By adding (2.6),
(2.7), and (2.8), the neutral-to-ground voltage vng can be found by
vng =
vag(t) + vbg(t) + vcg(t)
3
. (2.9)
So, the line-to-neutral output voltage can be calculated from the switching function
and dc source voltage as the following equations:
vas(t) = Vdc
(
2
3
qa(t)−
1
3
qb(t)−
1
3
qc(t)
)
(2.10)
vbs(t) = Vdc
(
2
3
qb(t)−
1
3
qa(t)−
1
3
qc(t)
)
(2.11)
vcs(t) = Vdc
(
2
3
qc(t)−
1
3
qa(t)−
1
3
qb(t)
)
. (2.12)
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2.3 Reference Frame
The reference frame is commonly used for inverter controller design [37–40]. In the
three-phase system, the three-phase waveforms can be transferred to an arbitrary
reference frame by using the transformation matrix. Those waveforms could be three-
phase switching functions, voltages, and currents. For a given three-phase waveforms
fa, fb, and fc, their value in the reference frame can be found by
fq
fd
f0
 = K

fa
fb
fc
 . (2.13)
The transformation matrix K is given by
K =
2
3

cos(θ(t)) cos(θ(t)− 2π
3
) cos(θ(t) + 2π
3
)
sin(θ(t)) sin(θ(t)− 2π
3
) sin(θ(t) + 2π
3
)
1
2
1
2
1
2
 , (2.14)
where
θ(t) =
∫ t
0
ω(t)dt+ φ0. (2.15)
The stationary reference frame, rotor reference frame, and synchronous reference
frame are the three commonly used reference frames. The angular frequency ω(t)
of the stationary reference frame, rotor reference frame, and synchronous reference
frame are equal to 0, rotor angular velocity, electrical angular velocity, respectively.
2.4 Inverter Modeling
Different inverter models have been developed for different circuit topologies and
simulation applications [41–44]. These models are useful tools for analyzing and
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predicting the dynamic behavior of the inverter. Examples include using models
to analyze inverter power loss [41] and to design feedback controllers for grid-tie
inverters [42]. To overcome the difficulties associated with detailed models (i.e., slower
run times and lack of stationary equilibrium points), SSA models have been applied
to a variety of types of converters [45–48]. Such an approach has its limitations with
respect to inverter modeling. The cross-coupling effect of the switching ripple can
cause offsets in the lower frequency components of state variables [49, 50], and it is
possible that the switching ripple can be resonantly amplified in the LCL filter of
a grid-tie inverter system. Furthermore, the effect of the PWM is not considered
in SSA models, e.g., a low-order harmonic can be produced in the inverter with
uniformly sampled PWM [51]. In [52], an average-value model with switching ripple
estimation is discussed. However, the switching ripple must be calculated by an
iterative algorithm for each switching cycle, and the time step of this average-value
model is still limited by the switching frequency.
The GAM has been developed broadly [49, 53–56] with wide application in dc-dc
converters. The GAM encompasses conceptually similar ideas, sometimes referred to
as generalized SSA and multifrequency averaging, but it can not be applied to model
inverters directly. Unlike GAM models for dc-dc converters, the switching functions
for the inverters involve two frequencies: the frequency of the sinusoidal modulation
signal and the switching frequency associated with the carrier signal. In order to find
the GAM model of the inverter, the QFS representation of the switching function
for sinusoidal modulation signal is necessary. The Fourier series representation of
periodic switching functions of PWM inverter is discussed in [51] and used herein. A
GAM-like model for three-phase inverters is proposed in [57], but this model uses a
QFS representation for only the fundamental components, neglecting the switching
harmonics and producing results analogous to an SSA model. A GAM model for
class-E inverters is proposed in [58], but the switching duty cycle is a constant in
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steady state for this topology, and, as a result, the state variables in the GAM model
only represent the switching harmonics. In [59], a model of a naturally sampled PWM
modulator with the non-periodical modulation signal is proposed to reduce simulation
run time. In each sampling period, the switching function is represented by a Fourier
series approximation based on the sampled modulation signal. However, the sampling
frequency of the modulation signal must be much larger than the PWM carrier signal
frequency to achieve an accurate result.
2.5 Reactive Power Control Methods for Renew-
able Source Integration
It is well understood that the reactive power capability of inverter-based distributed
generation can be used to improve distribution system operation (e.g., [60–65]). In
[66–69], the integration of MPPT with real and reactive power control of the PV
inverter is discussed. In [70, 71], the control of reactive power is optimized to reduce
the system losses. Reactive power can be dispatched as part of the volt/var control
strategy of the distribution system [72–78]. In [79], both real and reactive power are
controlled to keep the voltage magnitude in the acceptable range. In [80], a local
linear controller is used to inject balanced three-phase reactive power into the grid.
In this dissertation, several reactive power control methods of the form proposed
in [80] are proposed. In these methods, the reactive power output is a linear function
of the instantaneous solar power. Unlike methods in other studies [81–86], the reactive
power controller does not require high-bandwidth communication to improve voltage
quality. These methods only require local information in order to function.
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2.6 Hall-effect Sensors Based Electrical Rotor Po-
sition Observer
Hall-effect sensors are widely installed in brushless dc motors and provide a reliable
and cheap way to obtain the electrical rotor position. Observers have been developed
to find the electrical rotor position based on binary Hall-effect sensors [33–35]. In [33],
a vector-tracking observer with harmonics decoupling is developed, which has good
performance in steady state and during transients. However, this method requires
a high accuracy estimate of the load torque, is sensitive to the moment of inertia,
and needs careful tuning of the observer parameters. In [34], a hybrid observer for
high-performance brushless dc motor drives is discussed. Its simple implementation
provides a good estimate of the instantaneous rotor position without requiring ma-
chine parameter estimates. In [35], a method which is similar to the hybrid observer
is proposed: the electrical angle is reset at each Hall-effect sensor transition, and the
instantaneous rotor position is estimated by assuming the speed is constant between
two Hall-effect sensor transitions.
In [33–35], it is assumed that no fault exists in the output of the Hall-effect sensors.
However, it is possible that there are some sensor faults in practice. In particular,
high-frequency switching can induce short sensor glitches in brushless dc motor drive
systems. Even such short glitches in the output of the Hall-effect sensors can cause
large estimation errors, and these errors can persist for a significant interval after the
noise is removed. The estimation of the electrical rotor position under sensor faults
has been widely studied. In [87], the rotor position can be estimated when there is
one or two permanent faults in three Hall-effect sensors. In [88], a periodic timer
interrupt function is used to check the output of the Hall-effect sensor to avoid noise
between sampling periods. However, a glitch that is longer than one period of the
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timer or that occurs at the time when the Hall-effect sensor is sampled can still cause
errors in the observer.
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Chapter 3
Generalized Average Method for
Time-Invariant Modeling of
Inverters
In this chapter, GAM is extended to model PWM inverters including both their fun-
damental and switching behavior. The work described in this chapter has been pub-
lished in [89]. QFS representations for the switching functions of PWM inverters are
used to construct GAM models of single- and three-phase inverters. In the proposed
GAM models, the state variables are represented using not only the fundamental
component of the modulation signal and components corresponding to multiples of
the switching frequency, but also sideband components of multiples of the switching
frequency. The proposed models are demonstrated both in simulation and experimen-
tally and are found to accurately portray both the fundamental and the switching
behavior of the inverter. Furthermore, the proposed GAM models are time invariant,
resulting in state variables that are constant in the steady state and simulation run
times that are considerably smaller than those that can be achieved with a detailed
model. The contributions of this work are the application of QFS representations
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of the switching functions in PWM inverters for constructing GAM models of PWM
single- and three-phase inverters and the demonstration of the proposed GAM models
in simulation and experimentally.
The remainder of this chapter is organized as follows. The general approach to
construct GAM inverter models and the QFS representation of the switching functions
of PWM inverters are described in Section 3.1. In Section 3.2, the GAM models
for single- and three-phase inverters are proposed, and an estimation technique for
assessing the accuracy of such models is discussed. The proposed models are compared
with detailed and SSA inverter models in Section 3.3. In Section 3.4, the GAM models
are demonstrated by comparing their simulation results with experimentally measured
waveforms. Finally, conclusions are drawn in Section 3.5.
3.1 Generalized Averaging Method for Inverters
The general approach for constructing GAM models is as follows. Starting with a
system of ordinary differential equations representing a detailed model, a new system
of ordinary differential equations is constructed wherein the instantaneous state vari-
ables are represented using a QFS representation. In particular, for a PWM inverter,
a waveform x(t) is represented as
x(t) = x0,0 + x0,1c cos(ω̄t) + x0,1s sin(ω̄t) +
∞∑
n=1
∞∑
i=−∞
xn,ic cos(nω̂t+ iω̄t)
+
∞∑
n=1
∞∑
i=−∞
xn,is sin(nω̂t+ iω̄t), (3.1)
where ω̄ is the angular frequency of the fundamental component and ω̂ is the angular
switching frequency. While the waveform x(t) varies with time, each of the coefficients
of the QFS representation (e.g., x0,0, xn,ic, and xn,is) are constant in steady state. It is
assumed that the waveform can be approximated by index-0, index-n1i1c, index-n1i1s,
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index-n2i2c, index-n2i2s,. . . , index-noioc, and index-noios QFS components, where nk
is the order of the kth selected ω̂ component and ik is the corresponding order of
kth selected ω̄ component for k ∈ {1, 2, . . . o} and that the unselected harmonic
components are negligible. In this case, the waveform x(t) can be represented by an
average vector of length 2o+ 1 that is constructed from the QFS coefficients:
x = [x0,0 xn1,i1c xn1,i1s . . . xno,ioc xno,ios]
T. (3.2)
The instantaneous value of the waveform can be approximated as
x(t) ≈ C(t)x, (3.3)
where
C(t) =

1
cos(n1ω̂t+ i1ω̄t)
sin(n1ω̂t+ i1ω̄t)
...
cos(noω̂t+ ioω̄t)
sin(noω̂t+ ioω̄t)

T
. (3.4)
A GAM model is a system of ordinary differential equations constructed in terms of
these average vectors and their time derivatives.
Certain mathematical properties of signals approximated by QFS representations
are straightforward. One necessary property for constructing GAM models is the
relationship between the QFS representation of a signal’s time derivative and the
time derivative of the QFS representation of the signal. The derivative with respect
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Table 3.1: Relevant Quasi-Fourier Series Relationships
Instantaneous signal Average vector
x(t) x
ax(t) ax
x(t) + y(t) x + y
dx(t)
dt
(
Tx + dx
dt
)
to time of a QFS-approximated signal can be given by
dx(t)
dt
≈ d
dt
(C(t)x)
=
dC(t)
dt
x + C(t)
dx
dt
= C(t)
(
Tx +
dx
dt
)
, (3.5)
where T is a (2o+ 1)× (2o+ 1) matrix that is constructed such that all elements are
zero except for the (2k, 2k + 1) elements with values nkω̂ + ikω̄ and the (2k + 1, 2k)
elements with values −(nkω̂ + ikω̄) for k ∈ {1, 2, . . . o}. A summary of relevant QFS
relationships is given in Table 3.1.
In order to model PWM inverters, a QFS representation of the switching functions
of the inverters is necessary. It is assumed that the inverter modulation signal is a
sinusoidal waveform without high order harmonics. The modulation signal can be
expressed by
m(t) = m0,1c cos(ω̄t) +m0,1s sin(ω̄t), (3.6)
where m0,1c and m0,1s are real-valued QFS coefficients. The instantaneous duty cycle
can be expressed as
d(t) =
1
2
(m(t) + 1). (3.7)
The relationship among the PWM carrier c(t), the duty cycle d(t), and the switching
function q(t) is shown in Figure 3.1. Whenever the value of d(t) is larger than the
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Figure 3.1: Relationship of the PWM carrier, the duty cycle and the switching func-
tion
PWM carrier signal, the switching function is equal to 1; otherwise, the switching
function is equal to 0.
It has been shown in [53] that for relatively slowly varying duty cycle, the general
periodic switching function can be expressed as the following Fourier series:
q(t) = d(t) +
2
π
∞∑
n=1
sin(nπd(t))
n
cos(nω̂t+ nφ̂), (3.8)
where φ̂ is the switching function phase as shown in Figure 3.1. It is assumed that
ω̄  ω̂, i.e., that modulation signal changes slowly with respect to the switching
frequency. By expanding (3.8), the general QFS representation of the switching
function for sinusoidal modulation signals can be expressed by
q(t) = q0,0 + q0,1c cos(ω̄t) + q0,1s sin(ω̄t)
+
∞∑
n=1
∞∑
i=−∞
qn,ic cos(nω̂t+ iω̄t)
+
∞∑
n=1
∞∑
i=−∞
qn,is sin(nω̂t+ iω̄t), (3.9)
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where
q0,0 =
1
2
(3.10)
q0,1c =
1
2
m0,1c (3.11)
q0,1s =
1
2
m0,1s (3.12)
qn,ic =
2
nπ
sin
(
π(n+ i)
2
)
Ji(yn) cos(nφ̂+ iφ̄) (3.13)
qn,is = −
2
nπ
sin
(
π(n+ i)
2
)
Ji(yn) sin(nφ̂+ iφ̄) (3.14)
yn =
nπ
2
√
m20,1c +m
2
0,1s (3.15)
φ̄ = arg(m0,1c − jm0,1s). (3.16)
The function Ji(x) is the Bessel function of the first kind of integer order i. Similar
analyses of the spectral content of PWM waveforms can be found in [51]. It is
noted that φ̄ is the modulation signal phase. The coefficients calculated by (3.10)–
(3.14) have been found to be highly accurate when ω̂/ω̄ ≥ 10. These expressions are
valid for naturally sampled PWM, but other modulation techniques have similar QFS
representations of their switching functions.
The most significant components of the Fourier spectrum of two switching func-
tions are shown in Figure 3.2. These switching functions, produced when a 10-kHz
carrier signal is modulated by two different 60-Hz modulation signals, are sampled
at 30 MHz, and discrete Fourier transforms are performed. It can be seen that the
high-order harmonic amplitudes change when the magnitude of the modulation signal
changes. It is observed from (3.13) and (3.14) that the qn,ic and qn,is terms vanish
when the sum n + i is even. As a result, no components at 9.94 kHz, 10.06 kHz, 20
kHz, 19.88 kHz, and 20.12 kHz are present in Figure 3.2. The magnitudes of the com-
ponents shown in Figure 3.2 correspond to those calculated using (3.10)–(3.14). The
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Figure 3.2: Discrete Fourier transform of switching functions
relative magnitudes of the components at different frequencies are used to determine
which components are most significant to include in a GAM model.
By combining the properties of QFS-represented signals with the QFS represen-
tation of inverter switching functions, it is possible to construct GAM models for
various PWM inverter systems as shown in the following section.
3.2 Inverter Generalized Averaging Method Mod-
els
The inverter topologies considered herein are described in the subsections below. The
topologies span single-phase and three-phase and grid-connected and standalone, and
each topology has an output filter. It is noted that the particular filter is not a limiting
characteristic of the modeling approach, and GAM models can be easily described
for other types of output filter.
3.2.1 Single-phase inverter
The single-phase full bridge inverter with LC filter and resistive load is shown in
Figure 3.3. For each switch branch, either the upper or lower switch can be on. The
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Figure 3.3: Single-phase inverter
state equations for the detailed model are given by
di(t)
dt
=
Vdc
L
(q+(t)− q−(t))−
RL
L
i(t)− 1
L
v(t) (3.17)
dv(t)
dt
=
1
C
i(t)− 1
RC
v(t), (3.18)
where q+(t) is equal to 1 when switch 1 is on and switch 2 is off and equal to 0 when
switch 1 is off and switch 2 is on and where q−(t) is equal to 1 when switch 3 is
on and switch 4 is off and equal to 0 when switch 3 is off and switch 4 is on. By
representing i(t) with i, v(t) with v, q(t)+ with q+, and q(t)− with q−, the following
state equations for the GAM model are found:
di
dt
=
Vdc
L
(q+ − q−)−
(
RL
L
I + T
)
i− 1
L
v (3.19)
dv
dt
=
1
C
i−
(
1
RC
I + T
)
v, (3.20)
where I is the identity matrix. If q+(t) and q−(t) are complementary (as considered
herein), (3.19) can be simplified to
di
dt
=
Vdc
L
(2q+ − [1 0 0 . . . 0]T)−
(
RL
L
I + T
)
i− 1
L
v. (3.21)
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From Figure 3.2, it can be seen that the important components of the switching
function include dc, the fundamental frequency ω̄ and the switching frequency ω̂. It
is noted that the component magnitudes shown in Figure 3.2 are independent of ω̄
and ω̂. From (3.10) and (3.21), it can be seen that the dc components are not excited
and can be excluded if their initial values are zero. So, the average vectors can be
given by
x = [x0,1c x0,1s x1,0c x1,0s]
T, (3.22)
where x ∈ {i, v, q+} and x is the corresponding average vector. This representation
is referred to as Configuration 1 in Subsection 3.3.1 below.
It is also possible to represent more components in the GAM model. Depending on
the magnitude of the modulation signal, the next most significant components shown
in Figure 3.2 are the second-order sideband components of the switching frequency
ω̂ ± 2ω̄. If these components are also included, the average vectors can be given by
x = [x0,1c x0,1s x1,0c x1,0s x1,−2c x1,−2s x1,2c x1,2s]
T. (3.23)
This representation is referred to as Configuration 2 in Subsection 3.3.1 below. It
could be expected that including more components in the QFS representations will
result in more accurate simulation results, and this relationship is described more
formally in Subsection 3.2.3.
It is possible to generalize the original system of ordinary differential equations
in (3.17) and (3.18) to include various non-ideal effects (e.g., on-state voltage drop
or passive component ESR). Using the properties in Table 3.1, these modifications
can also be included in the GAM model in (3.20) and (3.21), resulting in improved
accuracy (e.g., low-voltage, high-current inversion).
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Figure 3.4: Three-phase inverter
It is noted that other modulation strategies can be considered with the proposed
GAM models. For example, the first-order switching harmonic and associated side-
band harmonics vanish under three-level modulation [51]. So, the first-order sidebands
associated with double switching frequency can be selected to construct such inverter
GAM models (i.e., 2ω̂ ± ω̄ components).
3.2.2 Three-phase inverter
The three-phase grid-tie inverter is shown in Figure 3.4. The state equations for the
detailed model are given by
dia(t)
dt
=
Vdc
L
(
2
3
qa(t)−
1
3
qb(t)−
1
3
qc(t)
)
− RL
L
ia(t)−
vas
L
(3.24)
dib(t)
dt
=
Vdc
L
(
2
3
qb(t)−
1
3
qa(t)−
1
3
qc(t)
)
− RL
L
ib(t)−
vbs
L
(3.25)
dic(t)
dt
=
Vdc
L
(
2
3
qc(t)−
1
3
qa(t)−
1
3
qb(t)
)
− RL
L
ic(t)−
vcs
L
, (3.26)
where qa(t) is equal to 1 when switch 1 is on and switch 2 is off and equal to 0 when
switch 1 is off and switch 2 is on, qb(t) is equal to 1 when switch 3 is on and switch
4 is off and equal to 0 when switch 3 is off and switch 4 is on, and qc(t) is equal to
1 when switch 5 is on and switch 6 is off and equal to 0 when switch 5 is off and
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switch 6 is on. By representing iy(t) with iy, vys(t) with vys, qy(t) with qy, where
y ∈ {a, b, c}, the following state equations for the GAM model are found:
dia
dt
=
Vdc
L
(
2
3
qa −
1
3
qb −
1
3
qc
)
−
(
T +
RL
L
I
)
ia −
1
L
vas (3.27)
dib
dt
=
Vdc
L
(
2
3
qb −
1
3
qa −
1
3
qc
)
−
(
T +
RL
L
I
)
ib −
1
L
vbs (3.28)
dic
dt
=
Vdc
L
(
2
3
qc −
1
3
qa −
1
3
qb
)
−
(
T +
RL
L
I
)
ic −
1
L
vcs. (3.29)
Again from Figure 3.2, it can be seen that the most significant components of the
switching function include dc, the fundamental frequency ω̄, the switching frequency
ω̂, and the second-order sideband components of the switching frequency ω̂±2ω̄. It is
noted from (3.13) and (3.14) that if the three-phase modulation signals are balanced
and compared with the same PWM carrier c(t), the qn,0c and qn,0s components in the
three-phase switching functions are equal to each other. From (3.27)-(3.29), it can be
seen that the xn,0c and xn,0s components are not excited and can be excluded if their
initial values are zero. So, the average vector can be given by
x = [x0,1c x0,1s x1,−2c x1,−2s x1,2c x1,2s]
T, (3.30)
where x ∈ {ia, ib, ic, vas, vbs, vcs, qa, qb, qc} and x is the corresponding average vector.
This representation is referred to as Configuration 1 in Subsection 3.3.2 below.
As with the single-phase inverter, it is possible to represent more components in
the GAM model. The next most significant components shown in Figure 3.2 are the
first-order sideband components of double the switching frequency 2ω̂ ± ω̄. If these
components are also represented, the average vector can be given by
x = [x0,1c x0,1s x1,−2c x1,−2s x1,2c x1,2s x2,−1c x2,−1s x2,1c x2,1s]
T, (3.31)
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and this representation is referred to as Configuration 2 in Subsection 3.3.2 below. As
with the single-phase inverter, it could be expected that including more components
in the QFS representations will result in more accurate simulation results.
If the grid voltages are purely sinusoidal, the grid voltage vectors are given by
vy = [vy,0,1c vy,0,1s 0 . . . 0]
T, (3.32)
where y ∈ {as, bs, cs}.
In the proposed single- and three-phase GAM models, it can be shown that the
real part of the eigenvalues associated with different harmonic components of a state
variable are the same, which means that the settling time of high-order switching har-
monic components is the same as that of the fundamental component for a given state
variable and that the dynamics associated with the switching harmonic components
are significant in the transient response.
3.2.3 Accuracy of generalized averaging method models
A natural question arising from the use of truncated QFS representations for wave-
forms is that of the accuracy associated with these representations. The various
fundamental and switching frequency components and sideband components of the
switching frequency arise from the components of the switching function in (3.9). It
can be seen in Figure 3.2 that these components have varying magnitudes depending
on operating condition. Also, these components will be affected by the system in dif-
ferent ways depending on their frequencies. If a particular signal is of interest (e.g.,
the inductor current), it is possible to derive the transfer function from the switching
function to the signal of interest. For example, in the single-phase inverter model
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given above, the switching-function-to-inductor-current transfer function is
HQ+I(s) =
2Vdc
RL + sL+
1
sC
||R
(3.33)
Each component of the switching function (i.e., (3.9)) can be expressed as
q+,n,i(t) = |Q+,n,i| cos(nω̂t+ iω̄t+ ∠Q+,n,i), (3.34)
where Q+,n,i = q+,n,ic − jq+,n,is. The corresponding steady-state component of the
signal of interest can be expressed as
in,i(t) = |In,i| cos(nω̂t+ iω̄t+ ∠In,i), (3.35)
where In,i = HQ+I(j(nω̂ + iω̄))Q+,n,i.
The instantaneous steady-state deviation associated with excluding some of the
infinite terms from the truncated QFS representation can be calculated by
∆i(t) =
∑
(n,i) not selected for QFS
in,i(t). (3.36)
As the magnitudes of the switching frequency components rapidly decay with in-
creasing frequency and the transfer function has limited bandwidth, selection of a
few relatively low-frequency components can achieve suitable accuracy. The maxi-
mum absolute deviation can be estimated by sampling (3.36) at a sufficiently high
sampling rate (1 MHz used herein) over a sufficiently long window (0.05 s used herein)
and including a sufficiently large number of terms in the summation (n ∈ {0, . . . , 20}
and i ∈ {−20, . . . , 20} used herein). Specific examples of these accuracy estimates
are provided in the sections below.
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3.3 Simulation Results
In order to examine the proposed inverter GAM models, simulations of single- and
three-phase inverters are discussed in this section. All of the models are simulated
by the ode32tb Simulink solver with a default relative tolerance of 10−3 in MATLAB
2013a. The Bessel function of the first kind is implemented using the MATLAB
interpreter. The simulation time for each simulation study is 2 s. In each simulation
study, a detailed model, an SSA model, and the configurations of the GAM model are
compared. Plots comparing simulation waveforms on the order of the fundamental
period and on the order of the switching period are shown. The maximum absolute
deviations (with respect to the detailed model) are calculated from the final steady
state using a sampling rate of 1 MHz over one period. The run time of the simulation
is reported as the mean run time over 100 simulations. The initial values of the state
variables in all of the simulations are equal to the corresponding steady state values.
3.3.1 Single-phase inverter simulation results
The structure of the single-phase inverter for the simulation is shown in Figure 3.3.
The parameters of the single-phase inverter are listed in the Table 3.2. A step load
resistance change is considered. Two configurations of the single-phase inverter GAM
model are considered. In Configuration 1, the waveforms of the GAM model are
represented using a 60-Hz fundamental component and a 10-kHz switching frequency
component. In Configuration 2, the components of Configuration 1 are used as well
as 9.88-kHz and 10.12-kHz sideband components. Each of these configurations is
compared with a detailed model that models the detailed behavior of each switch.
Figs. 3.5 (a) and 3.6 (a) show the inductor current and capacitor voltage during the
first two fundamental periods predicted by the detailed model, Configuration 1 of the
GAM model, and the SSA model. Figs. 3.5 (b) and 3.6 (b) show these waveforms in
28
Table 3.2: Single-Phase Inverter Simulation Parameters
Input voltage, Vdc 220 V
Inductance of LC filter, L 0.276 mH
Inductor resistance, RL 0.05 Ω
Capacitance of LC filter, C 8 µF
Switching frequency, f̂ 10 kHz
Switching function phase, φ̂ π/2 rad
Modulation signal frequency, f̄ 60 Hz
Modulation signal magnitude 0.9
Modulation signal phase, φ̄ 1 rad
Initial load resistance, R 2 Ω
Final load resistance, R 5 Ω
Load resistance step time 16.7 ms
closer proximity to the step resistance change. From Figure 3.5, it can be seen that the
fundamental component of the current waveform matches the detailed model current
waveform and the SSA model current waveform. However, the magnitude of the
current ripple predicted by Configuration 1 of the GAM model shown in Figure 3.5
does not change during steady state. As a result, the current ripple predicted by the
GAM model is larger than that predicted by the detailed model when the current is
high and smaller than that predicted by the detailed model when the current is near 0
A. It also can be seen that the voltage ripple magnitude predicted by Configuration 1
of the GAM model shown in Figure 3.6 does not vary in the same way as that predicted
by the detailed model. In the steady state, the average vectors are constant and the
switching ripple is represented by a 10-kHz sinusoidal waveform. As a result, the
capacitor voltage and inductor current ripple magnitudes predicted by Configuration
1 do not vary as those predicted by the detailed model. It is noted that the change of
the load resistance R affects the transfer functions (e.g., (3.33)). Thus, the switching
ripple magnitudes of the inductor current and the capacitor voltage predicted by the
GAM model change after step load change.
Figs. 3.7 (a) and 3.8 (a) show the inductor current and capacitor voltage during
the first two fundamental periods predicted by the detailed model, Configuration 2 of
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Figure 3.5: Configuration 1 (without sidebands) single-phase inverter inductor current
Figure 3.6: Configuration 1 (without sidebands) single-phase inverter capacitor volt-
age
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Figure 3.7: Configuration 2 (with sidebands) single-phase inverter inductor current
the GAM model, and the SSA model. Figs. 3.7 (b) and 3.8 (b) show these waveforms
in closer proximity to the step resistance change. From Figure 3.7, it can be seen
that the magnitude of the inductor current ripple predicted by Configuration 2 of
the GAM model follows the variation of that predicted by the detailed model during
both steady-state and transient conditions. The voltage ripple magnitude predicted
by Configuration 2 of the GAM model also changes in the same manner as that
predicted by the detailed model as shown in Figure 3.8.
Figs. 3.5–3.8 show that the fundamental components of the inductor current and
capacitor voltage waveforms always match the corresponding detailed model funda-
mental components and the corresponding SSA model waveforms. However, the SSA
model does not represent the switching ripple.
To assess the accuracy of the two configurations, the maximum absolute deviations
of the inductor current and the capacitor voltage for the condition following the step
load change are determined from the simulation and from the estimation technique
presented in Subsection 3.2.3. The results are listed in Table 3.3. The maximum
absolute deviations of the inductor current and the capacitor voltage between the
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Figure 3.8: Configuration 2 (with sidebands) single-phase inverter capacitor voltage
Table 3.3: Single-Phase Maximum Absolute Deviation of Steady-State Capacitor
Voltage and Inductor Current
Variable Model
Maximum absolute deviation
Simulation Estimate
Inductor current
SSA 21.9 A
Configuration 1 11.7 A 11.2 A
Configuration 2 7.13 A 6.70 A
Capacitor voltage
SSA 35.5 V
Configuration 1 14.6 V 14.8 V
Configuration 2 4.49 V 4.54 V
SSA model and the detailed model from simulation are also listed in Table 3.3. The
maximum absolute deviations of the two GAM configurations are significantly smaller
than those of the SSA model. It can be seen that the maximum absolute deviations
of the GAM model are decreased by including more harmonic components in the
waveform representations. It is also observed that the accuracy estimates correspond
with the deviations observed in the simulation results.
The run times of the SSA model, Configurations 1 and 2 of the GAM model, and
the detailed model are shown in Table 3.4. The normalized run times of those models
are shown in Figure 3.9, wherein the run times are normalized by the run time of the
detailed model. It can be seen that average simulation speeds of both configurations
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Table 3.4: Single-Phase Inverter Simulation Run Time
Model Run time (ms)
SSA 29.8
Configuration 1 33.5
Configuration 2 43.1
Detailed 4590
Figure 3.9: Normalized single-phase inverter simulation run time. Conf. 1 and Conf.
2 indicate Configuration 1 and Configuration 2 of the single-phase GAM model, re-
spectively.
of the GAM model are more than 100 times faster than that of the detailed model
and less than two times slower than that of the SSA model. They each also predict
the switching ripple components of the waveforms like the detailed model, but Con-
figuration 2 provides better predictions of these components; the SSA model does not
attempt to represent these components. The run time of Configuration 2 of the GAM
model is larger than the run time of Configuration 1 because of the additional com-
plexity associated with including the sideband components. This results in a trade
off between simulation run time and accuracy, which should be addressed based on
the requirements of a given simulation study.
3.3.2 Three-phase inverter simulation results
The structure of the three-phase inverter for the simulation is shown in Figure 3.4.
The parameters of the three-phase inverter are listed in the Table 3.5. The three-
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Table 3.5: Three-Phase Inverter Simulation Parameters
Input voltage, Vdc 220 V
Grid line-to-line rms voltage 120 V
Inductance of L filter, L 0.276 mH
Inductor resistance, RL 0.05 Ω
Switching frequency, f̂ 10 kHz
Switching function phase, φ̂ 0 rad
Grid voltage frequency, f̄ 60 Hz
Initial modulation signal, m(t) 0.911 cos(ω̄t+ 0.0441)
Final modulation signal, m(t) 0.875 cos(ω̄t+ 0.0561)
Modulation signal step time 16.7 ms
phase grid voltages and the three-phase output voltages of the inverter are balanced.
The phase angle of the a-phase line-to-neutral grid voltage vas is equal to 0 rad. A
step change in modulation signal is studied. Two configurations of the three-phase
GAM model are considered. In Configuration 1, the waveforms of the GAM model are
represented using 60-Hz components and 9.88-kHz and 10.12-kHz components that
are sidebands to the 10-kHz switching frequency. In Configuration 2, the components
of Configuration 1 are used as well as 19.94-kHz and 20.06-kHz components that are
sidebands to double the switching frequency. Each of these configurations is compared
with a detailed model that models the detailed behavior of each switch.
Figure 3.10 (a) shows the three-phase inductor currents during the first two funda-
mental periods predicted by the detailed model, Configuration 1 of the GAM model
and the SSA model. Figure 3.10 (b) shows these waveforms in closer proximity to
the modulation signal step change. It can be seen that the current ripple predicted
by Configuration 1 of the GAM model matches that predicted by the detailed model
during the steady state and transient conditions.
Figure 3.11 (a) shows the three-phase inductor currents during the first two funda-
mental periods predicted by the detailed model, Configuration 2 of the GAM model
and the SSA model. Figure 3.11 (b) shows these waveforms in closer proximity to
the modulation signal step change. It can be seen that the inductor currents pre-
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Figure 3.10: Configuration 1 (with sidebands of 10 kHz) three-phase inverter inductor
currents
dicted by the Configuration 2 of the GAM model fit inductor currents predicted by
detailed model better than those predicted by the Configuration 1 of the GAM model,
especially when the current ripple is small (e.g., ib at approximately 16 ms).
Figs. 3.10 and 3.11 show the fundamental components of the three-phase inductor
currents of both configurations match those of the detailed model and the three-phase
inductor currents of the SSA model.
The maximum absolute deviations of the three-phase inductor currents for the
condition following the step modulation signal change are determined from the simu-
lation and from the estimation technique, and the results are listed in Table 3.6. The
maximum absolute deviations of the three-phase inductor currents between the SSA
model and the detailed model from simulation are also listed in Table 3.6. It can be
seen that the accuracy of the GAM model can be increased by adding more harmonic
components in the average vectors, and that the estimates correspond well with the
simulation results. Both configurations of the GAM model have better accuracy than
the SSA model because of their representation of the switching components.
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Figure 3.11: Configuration 2 (with sidebands of 10 kHz and 20 kHz) three-phase
inverter inductor currents
Table 3.6: Three-Phase Maximum Absolute Deviation of Steady-State Inductor Cur-
rents
Variable Model
Maximum absolute deviation
Simulation Estimate
a-phase SSA 5.15 A
inductor Configuration 1 2.49 A 2.39 A
current Configuration 2 1.78 A 1.62 A
b-phase SSA 5.24 A
inductor Configuration 1 2.50 A 2.39 A
current Configuration 2 1.79 A 1.62 A
c-phase SSA 5.24 A
inductor Configuration 1 2.50 A 2.39 A
current Configuration 2 1.79 A 1.62 A
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Table 3.7: Three-Phase Inverter Simulation Run Time
Model Run time (ms)
SSA 67.0
Configuration 1 246
Configuration 2 612
Detailed 5610
The run times of the SSA model, the two configurations of the GAM model, and
the detailed model are shown in Table 3.7. The normalized run times of those models
are also shown in Figure 3.12, wherein the run times are normalized by the run time of
the detailed model. It can seen that the run times of both configurations of the GAM
model are much smaller (approximately 10–20 times smaller) than the run time of
the detailed model. The run time of Configuration 1 of the GAM model is less than 4
times larger than that of the SSA model. It can be noted that the run-time advantages
of the GAM models are less pronounced than those in the single-phase inverter. It
can also be noted that the inclusion of more generalized averaging components (i.e.,
the sidebands of 20 kHz in Configuration 2) has a relatively higher cost compared
with including more components in the single-phase inverter GAM models. The
source of these differences between the single- and three-phase inverters is related
to the dynamics of the grid-tied three-phase inverter system with open-loop control.
This system is very lightly damped and causes significantly longer settling times,
resulting in longer generalized averaging simulation run times. The open-loop system
is considered in simulation to demonstrate the method, but it would be impractical
to operate such a system without more damping. In such a more practical situation,
simulation run times for the GAM models are expected to decrease further, and
the relative run-time penalty of including more generalized averaging components is
expected to decrease as well.
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Figure 3.12: Normalized three-phase inverter simulation run time. Conf. 1 and
Conf. 2 indicate Configuration 1 and Configuration 2 of the three-phase GAM model,
respectively.
3.4 Experimental Results
To demonstrate the proposed GAM model, it is compared with experimental
measurements in this section. A flexible prototype inverter is controlled using a
TMS320F28335 microcontroller. The sampling rates of the analog-to-digital converter
and the controller are 100 kHz. The waveforms are sampled using an oscilloscope
with a 20-MHz sampling rate. The experimental setup is shown in Figure 3.13.
The prototype inverter box contains three IGBT modules (Powerex CM200DY-24A
modules) and drives, the microcontroller, sensors, a power supply, and an interface
board. The filter box contains two three-phase inductors and a three-phase capaci-
tor. Single- and three-phase experiments are conducted by changing the connections
among the IGBT modules, the capacitor, and the inductors.
3.4.1 Single-phase experimental results
For the single-phase inverter experiment, a grid-tied single-phase inverter setup is
used. The output of the inverter is connected to the grid through an L filter. This
setup corresponds to the circuit shown in Figure 3.3 with the parallel capacitor C
and resistor R replaced by a grid voltage source vg. Due to grid voltage distortion, a
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Figure 3.13: Experimental setup
PI controller is used to ensure that the output current follows the reference current.
The control equation is given by
m = kp(i
∗ − ī) + ki
∫
(i∗ − ī)dt+
Ldi
∗
dt
+ v∗g
Vdc
, (3.37)
where ī is the output current filtered by a second-order low-pass filter with a time
constant of 37.9 µs. The parameters for the single-phase inverter are listed in Ta-
ble 3.8. The grid phase information is obtained by a phase-locked loop based on a
second-order generalized integrator [90]. A step change in reference current i∗ is stud-
ied. Because the second-order low-pass filter is used to filter the ripple of the inductor
current, the effect of high-frequency inductor current harmonics on the modulation
signal is considered negligible. The GAM model of the PI controller only includes
the 60-Hz component of the inductor current. The QFS components of the switching
function are calculated from the modulation signal output from the PI controller.
Figure 3.14 (a) shows the inductor current predicted by the GAM model compared
with that measured experimentally. Figure 3.14 (b) shows these waveforms in closer
proximity to the modulation signal step change. The GAM model inductor current
shown in Figure 3.14 is represented by a 60-Hz fundamental component, a 10-kHz
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Table 3.8: Single-Phase Inverter Experimental Parameters
Input voltage, Vdc 220 V
Grid voltage, vg
√
2 125 cos(ω̄t) V
Inductance of L filter, L 1.352 mH
Inductor resistance, RL 0.05 Ω
Proportional gain, kp 0.05 A
−1
Integral gain, ki 5 A
−1s−1
Grid reference voltage, v∗g
√
2 125 cos(ω̄t) V
Switching frequency, f̂ 10 kHz
Grid voltage frequency, f̄ 60 Hz
Initial reference current, i∗
√
2 25 cos(ω̄t) A
Final reference current, i∗
√
2 15 cos(ω̄t+ π
6
) A
Reference current step time 16.7 ms
Figure 3.14: Single-phase inverter inductor current
switching frequency component, and 9.88-kHz and 10.12-kHz sideband components,
corresponding to Configuration 2 in Subsection 3.3.1. It can be seen that the magni-
tude of the inductor current ripple predicted by the GAM model follows the variation
that was observed experimentally during the steady state and transient.
The maximum absolute deviation of the inductor current following the step refer-
ence signal change is determined from the experimental data, from a detailed simu-
lation, and by estimation. The results are presented in Table 3.9. It can be seen that
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Table 3.9: Single-Phase Maximum Absolute Deviation of Steady-State Inductor Cur-
rent
Variable
Maximum absolute deviation
Experiment Simulation Estimate
Inductor current 5.49 A 2.23 A 1.89 A
the estimate corresponds well with the detailed simulation result. However, it can be
seen that measurement noise, unmodeled switching transient behavior, and unmod-
eled grid voltage harmonics can cause the estimate (and the detailed simulation) to
underpredict the maximum absolute deviation.
3.4.2 Three-phase experimental results
For the three-phase experiment, a three-phase inverter setup is connected with a
three-phase LC filter to a wye-connected resistive load. This setup corresponds to
the circuit shown in Figure 3.4 with the three-phase grid voltage sources vas, vbs, and
vcs replaced with three-phase wye-connected parallel capacitors C and resistors R.
The parameters of the three-phase inverter are listed in Table 3.10. A step change in
three-phase modulation signal is studied. Figs. 3.15 (a) and 3.16 (a) show the inductor
currents and line-to-line capacitor voltages predicted by the GAM model compared
with those measured experimentally. Figs. 3.15 (b) and 3.16 (b) show these waveforms
in closer proximity to the modulation signal step change. It is noted that the line-
to-line capacitor voltage is also the line-to-line load voltage because the three-phase
capacitor and three-phase resistor are parallel connected. The GAM model waveforms
shown in Figs. 3.15 and 3.16 are represented by a 60-Hz fundamental component, 4.88-
kHz and 5.12-kHz sideband components of the switching frequency, and 9.94-kHz and
10.06-kHz sideband components of double the switching frequency, corresponding to
Configuration 2 in Subsection 3.3.2. It can be seen that the magnitude of the inductor
current ripple predicted by the GAM model follows the variation that was observed
experimentally during the steady state and transient. It also can be seen that the
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Table 3.10: Three-Phase Inverter Experimental Parameters
Input voltage, Vdc 170 V
Inductance of LC filter, L 0.276 mH
Inductor resistance, RL 0.05 Ω
Capacitance of LC filter, C 24 µF
Load resistance, R 2.2 Ω
Switching frequency, f̂ 5 kHz
Modulation signal frequency, f̄ 60 Hz
Initial modulation signal of a phase 0.8 cos(ω̄t)
Final modulation signal of a phase 0.5 cos(ω̄t− π/6)
Modulation signal step time 16.7 ms
Figure 3.15: Three-phase inverter inductor currents
line-to-line capacitor voltages predicted by the GAM model match those measured
experimentally.
After the step modulation signal change, the maximum absolute deviations of
the inductor currents and the line-to-line capacitor voltages are determined from
the experimental data, a detailed simulation, and the estimation technique, and the
results are shown in Table 3.11. As seen in the single-phase case, the estimates match
the deviations observed between the detailed model and the GAM model. However,
measurement noise and unmodeled switching dynamics can cause both the estimates
and the detailed simulation results to underpredict the maximum absolute deviations.
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Figure 3.16: Three-phase inverter line-to-line capacitor (load) voltages
Table 3.11: Three-Phase Maximum Absolute Deviations of Inductor Currents and
Line-to-Line Capacitor Voltages
Variable
Maximum absolute deviation
Experiment Simulation Estimate
a-phase inductor current 6.12 A 2.55 A 2.34 A
b-phase inductor current 4.98 A 2.55 A 2.34 A
a-to-b-phase capacitor voltage 8.59 V 1.54 V 1.53 V
b-to-c-phase capacitor voltage 8.52 V 1.54 V 1.53 V
3.5 Conclusion
Herein, GAM models for single- and three-phase PWM inverters are proposed. These
models are based on a QFS representation of the switching functions that includes
fundamental and switching frequency components as well as sideband components of
the switching frequency. These models are compared with the detailed model and the
SSA model in simulations, and it is found that the use of sideband components allows
accurate representation of the variation in switching ripple magnitude that occurs in
the steady state. Furthermore, because the state variables in the GAM models are
constant in the steady state, the GAM models are found to have significantly faster
simulation speeds than those associated with detailed models and slightly slower
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simulation speeds than those associated with SSA models. These models are also
demonstrated experimentally, and it is found that the simulation results from the
GAM models match the experiment measurements in the steady state and transient.
Therefore, the proposed GAM models are suitable for simulation applications in which
both accuracy (in terms of both fundamental and switching behavior) and fast run
times are required (e.g., long simulation times, systems with multiple converters, and
repeated simulations).
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Chapter 4
Three-Phase Inverter Modeling
using Generalized Average Method
with Third-Harmonic Injection
The QFS representation for the switching functions of three-phase PWM inverters
with third-harmonic injection is provided in this chapter. The work described in this
chapter has been published in [91]. This representation is used to construct an GAM
model of three-phase inverters with third-harmonic injection. In the proposed GAM
model, the state variables are represented using the fundamental and third harmonic
components of the modulation signal, the components corresponding to multiples of
the switching frequency and the sideband components of multiples of the switching
frequency. The proposed model is demonstrated in simulation and found to accurately
predict both the fundamental and the switching behavior of the three-phase inverter.
Furthermore, since the proposed GAM model is time invariant, state variables in
this model are constant in the steady state and the simulation speed of the GAM
model is significantly faster than that of the detailed model. The contributions of
this work are (1) the QFS representation of the switching function of three-phase
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PWM inverters with third-harmonic injection, (2) the proposal of an GAM model for
PWM three-phase inverters with third-harmonic injection, and (3) the demonstration
of the proposed GAM model in simulation.
The remainder of this chapter is organized as follows. The QFS representation of
the switching function of three-phase PWM inverters with third-harmonic injection
is described in Section 4.1. In Section 4.2, the GAM model for three-phase inverters
is proposed. The proposed three-phase inverter GAM model is compared with a
detailed model in Section 4.3. Finally, conclusions are drawn in Section 4.4.
4.1 Generalized Average Method Model
Herein, the QFS representation of the state variables in three-phase PWM invert-
ers with third-harmonic injection is studied. By assuming the modulation signal is
a sinusoidal waveform with third-harmonic injection, the modulation signal can be
expressed by
m(t) = m1 cos(ω̄t+ φ̄0) +m3 cos(3ω̄t+ φ̄30), (4.1)
where ω̄ is the angular frequency of the modulation signal, m1 and m3 are the mag-
nitude of the fundamental modulation signal and third-harmonic injection, respec-
tively, and φ̄0 and φ̄30 are the phase angle of the fundamental modulation signal and
third-harmonic injection, respectively. The instantaneous switch duty cycle can be
expressed as
D =
1
2
(m(t) + 1). (4.2)
The instantaneous switching function is generated by comparing the switch duty cycle
D with the double-edge triangular carrier signal c(t) as in the following relationship:
q(t) =
{
1, D ≥ c(t)
0, otherwise
. (4.3)
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The general periodic switching function for constant duty cycle D can be expressed
as the following Fourier series:
q(t) = D +
2
π
∞∑
n=1
sin(nπD)
n
cos(nω̂t+ nφ̂), (4.4)
where ω̂ is the angular frequency of switching function and φ̂ is the phase angle of
the switching function. In [53], it states that the same switching function expression
can be used with the time-varying duty cycle for the slowly varying duty cycle. It is
assumed that the modulation signal changes more slowly than the switching signal.
By substituting (4.1) and (4.2) into (4.4), it can be shown that the general QFS
representation of the switching function for sinusoidal modulation signal with third-
harmonic injection can be given by
q(t) = q0,0 + q0,1c cos(ω̄t) + q0,1s sin(ω̄t) + q0,3c cos(3ω̄t) + q0,3s sin(3ω̄t)
+
∞∑
n=1
∞∑
i=−∞
qn,ic cos(nω̂t+ iω̄t) +
∞∑
n=1
∞∑
i=−∞
qn,is sin(nω̂t+ iω̄t), (4.5)
where
q0,0 =
1
2
(4.6)
q0,1c =
1
2
m1 cos(φ̄0) (4.7)
q0,1s = −
1
2
m1 sin(φ̄0) (4.8)
q0,3c =
1
2
m3 cos(φ̄30) (4.9)
q0,3s = −
1
2
m3 sin(φ̄30) (4.10)
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qn,ic =
∞∑
j=−∞
2
nπ
Ji−3j
(nπm1
2
)
Jj
(nπm3
2
)
sin
(
(n+ i− 2j)π
2
)
cos
(
nφ̂+ (i− 3j)φ̄0 + jφ̄30
)
(4.11)
qn,is = −
∞∑
j=−∞
2
nπ
Ji−3j
(nπm1
2
)
Jj
(nπm3
2
)
sin
(
(n+ i− 2j)π
2
)
sin
(
nφ̂+ (i− 3j)φ̄0 + jφ̄30
)
(4.12)
The function Jy(x) is the Bessel function of the first kind of integer order y. The
analyses of the harmonic spectrum of PWM waveforms with third-harmonic injection
can also be found in [51].
Discrete Fourier transformations are used to find the magnitudes of the compo-
nents of the switching functions. Two switching functions are generated by com-
paring a 10-kHz carrier signal with two different a-phase 60-Hz modulation signals
which are sampled at 30 MHz. The magnitude of the third-harmonic injection m3 is
set to −m1/6 to allow for a wider voltage range without overmodulation. Figure 4.1
shows the most important components of the switching functions. It can be seen
that all harmonic amplitudes of the switching functions except for the dc component
amplitude change when the magnitudes of the fundamental modulation signal and
third-harmonic injection change. When the sum n+ i is even, the sin((n+ i−2j)π/2)
terms in (4.11) and (4.12) are equal to zero, resulting in vanishing of the correspond-
ing components of the switching functions. So, there are no 9.94 kHz, 10.06 kHz, 20
kHz, 19.88 kHz and 20.12 kHz harmonics in Figure 4.1. The harmonic amplitudes
shown in Figure 4.1 can also be calculated by using (4.5)–(4.12).
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Figure 4.1: Discrete Fourier transform of switching functions
Figure 4.2: Three-phase inverter
Figure 4.3: Three-phase inverter prototype
All of the state variables of the PWM inverter can be expressed using a QFS
representation similar to that of the switching function. The instantaneous state
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variables can be approximated by the QFS representation as
x(t) ≈ C(t)x, (4.13)
where
x = [x0,0 xn1,i1c xn1,i1s . . . xno,ioc xno,ios]
T, (4.14)
C(t) =

1
cos(n1ω̂t+ i1ω̄t)
sin(n1ω̂t+ i1ω̄t)
...
cos(noω̂t+ ioω̄t)
sin(noω̂t+ ioω̄t)

T
, (4.15)
x0,0, xn1,i1c, xn1,i1s, . . . xno,ioc and xno,ios are index-0, index-n1i1c, index-n1i1s,
. . . index-noioc, and index-noios QFS coefficients of the Fourier series of state vari-
ables, respectively, and nk is the order of the kth selected ω̂ component and ik is
the corresponding order of kth selected ω̄ component for k ∈ {1, 2, . . . o}. It can be
seen that the average vector x is constructed by the QFS coefficients and has 2o+ 1
elements.
4.2 Inverter Generalized Average Method Model
The three-phase grid-tie inverter is shown in Figure 4.2. For each branch, the switch-
ing function is equal to 1 when the corresponding upper switch is on and is equal to
0 when the corresponding lower switch is on. The state equations for the detailed
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model are given by
dia(t)
dt
=
Vdc
L
(
2
3
qa(t)−
1
3
qb(t)−
1
3
qc(t)
)
− R
L
ia(t) (4.16)
dib(t)
dt
=
Vdc
L
(
2
3
qb(t)−
1
3
qa(t)−
1
3
qc(t)
)
− R
L
ib(t) (4.17)
dic(t)
dt
=
Vdc
L
(
2
3
qc(t)−
1
3
qa(t)−
1
3
qb(t)
)
− R
L
ic(t). (4.18)
where qa(t), qb(t) and qc(t) are the three-phase switching functions. By using average
vectors instead of instantaneous values of the state variables and switching functions,
(4.16)–(4.18) become
dia
dt
=
Vdc
L
(
2
3
qa −
1
3
qb −
1
3
qc
)
−
(
T +
R
L
I
)
ia (4.19)
dib
dt
=
Vdc
L
(
2
3
qb −
1
3
qa −
1
3
qc
)
−
(
T +
R
L
I
)
ib (4.20)
dic
dt
=
Vdc
L
(
2
3
qc −
1
3
qa −
1
3
qb
)
−
(
T +
R
L
I
)
ic, (4.21)
where qa, qb and qc are the average vectors of the three-phase switching functions,
and ia, ib and ic are the average vectors of the three-phase inductor currents, I is the
identity matrix and T is a (2o + 1) × (2o + 1) matrix that is constructed such that
all elements are zero except for the (2k, 2k + 1) elements with values nkω̂ + ikω̄ and
the (2k + 1, 2k) elements with values −(nkω̂ + ikω̄) for k ∈ {1, 2, . . . o}.
To achieve the maximum output voltage without overmodulation [51], the three-
phase modulation signals with third-harmonic injection are given by
ma = m1 cos(ω̄t+ φ̄a)−
m1
6
cos(3ω̄t+ 3φ̄a) (4.22)
mb = m1 cos(ω̄t+ φ̄a −
2π
3
)− m1
6
cos(3ω̄t+ 3φ̄a) (4.23)
mc = m1 cos(ω̄t+ φ̄a +
2π
3
)− m1
6
cos(3ω̄t+ 3φ̄a). (4.24)
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where φ̄a is the phase angle of the a-phase fundamental modulation signal. It is no-
ticed that if such three-phase modulations are compared with the same PWM carrier,
the components corresponding to multiples of the switching frequency (i.e., qn,0c and
qn,0s) for the three-phase switching functions are equal. These components can be
canceled in (4.19)-(4.21). As a result, no components corresponding to multiples of
the switching frequency exist in the inductor currents. It can be seen from (4.6)-
(4.10) that the magnitudes of the fundamental and third harmonic components for
three-phase switching functions are equal to each other. From (4.11) and (4.12), the
magnitudes of high frequency components can be given by
√
q2n,ic + q
2
n,is =
∞∑
j=−∞
2
nπ
Ji−3j
(nπm1
2
)
Jj
(nπm3
2
)
sin
(
(n+ i− 2j)π
2
)
, (4.25)
which means that the magnitudes of high frequency components of three-phase switch-
ing functions on the same frequency are also equal in the balanced system. Therefore,
three-phase switching functions have the same significant harmonic components.
4.3 Simulation Results
In order to examine the proposed inverter GAM model, simulation of the three-
phase inverter is discussed in this section. The model is simulated by the ode32tb
Simulink solver with a default relative tolerance of 10−3 in MATLAB 2013a. The
Bessel function of the first kind is implemented using the MATLAB interpreter. The
simulation time for each simulation study is 2 s. The run time of the simulation is
reported as the mean run time over 100 simulations. The initial values of the state
variables in the simulation are equal to the corresponding steady state values.
The structure of the three-phase inverter for the simulation is shown in Figure 4.2.
The parameters of the three-phase inverter are listed in the Table 4.1. A modulation
signal step change is considered. Two configurations of three-phase inverter GAM
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model are studied. In Configuration 1, the switching functions and state variables of
the GAM model are represented using 60-Hz components and 9.88-kHz and 10.12-kHz
components that are sidebands to the 10-kHz switching frequency. In Configuration
2, the switching functions and state variables of the GAM model are represented
using not only all of components in Configuration 1 but also 19.94-kHz and 20.06-kHz
components that are sidebands to double the switching frequency. Two configurations
are compared with a detailed model that models every switching action. From (4.5)–
(4.12), it is can be seen that the coefficients of the switching functions for a given
harmonic are an infinite sum except for the dc, fundamental, and third-harmonic
injection components. However, these coefficients are approximated by several terms.
In particular, the 9.88-kHz component is approximated by the sum of terms with
j ∈ {−1, 0}. The 10.12-kHz component is approximated by the sum of terms with
j ∈ {0, 1}. The 19.94-kHz and 20.06-kHz components are approximated by the sum
of terms with j ∈ {−1, 0, 1}. Because J−y(x) = (−1)yJy(x), only four Bessel function
evaluations are needed for Configuration 1 of the GAM model and nine Bessel function
evaluations are needed for Configuration 2 of the GAM model. The magnitudes of
harmonic components of a-phase switching function given by the approximation and
the fast Fourier transform (FFT) are compared in Table 4.2. The sampling frequency
of a-phase switching function for the FFT is 30 MHz. As mentioned in Section 4.2,
the magnitudes of harmonic components of three-phase switching functions on same
frequency are equal to each other. So, the magnitudes of harmonic components for
b-phase and c-phase switching functions given by the approximation and the FFT
have the same results. From Table 4.2, it can be seen that the approximations of
QFS coefficients have high accuracy.
Three-phase inductor currents during the first two fundamental periods predicted
by the detailed model and by Configuration 1 of the GAM model are shown in Fig-
ure 4.4 (a). Three-phase inductor currents near the step modulation signal change
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Table 4.1: Three-Phase Inverter Simulation Parameters
Input voltage, Vdc 220 V
Inductance of L filter, L 0.276 mH
Load resistance, R 2.2 Ω
Switching frequency, f̂ 10 kHz
Phase angle of switching function, φ̂ 0 rad
Modulation signal frequency, f̄ 60 Hz
Initial modulation signal, ma(t) (initial) 0.9 cos(ω̄t)− 0.15 cos(3ω̄t)
Final modulation signal, ma(t) (final) 0.6 cos(ω̄t+ π/2)− 0.1 cos(3ω̄t+ 3π/2)
Modulation signal step time 16.7 ms
Table 4.2: Magnitude of A-phase Switching Function Harmonics from Approximation
and Fast Fourier Transform
Harmonic frequency 9.88 kHz 10.12 kHz 19.94 kHz 20.06 kHz
Harmonic
magnitude
ma(t)
(initial)
FFT 0.0917 0.0917 0.1472 0.1472
Approximation 0.0917 0.0917 0.1475 0.1475
ma(t)
(final)
FFT 0.0442 0.0442 0.1953 0.1953
Approximation 0.0442 0.0442 0.1953 0.1953
are shown in Figure 4.4 (b). From Figure 4.4, it can be seen that the inductor cur-
rents predicted by Configuration 1 of the GAM model match the inductor currents
predicted by the detailed model during both steady-state and transient conditions.
Three-phase inductor currents during the first two fundamental periods predicted
by the detailed model and by Configuration 2 of the GAM model are shown in Fig-
ure 4.5 (a). Three-phase inductor currents near the step modulation signal change are
shown in Figure 4.5 (b). From Figure 4.5, it can be seen that the inductor currents
predicted by Configuration 2 of the GAM model also match the inductor currents
predicted by the detailed model.
It can be seen that the accuracy of Configuration 2 of the GAM model is increased
(with respect to Configuration 1) by including more sideband components. Further-
more, the accuracy of Configuration 1 of the GAM model noticeably suffers after
the modulation signal step change (e.g., ic at approximately 17 ms). This decrease
in accuracy can be understood from Figure 4.1. In Figure 4.1, the magnitudes of
the 9.88-kHz and 10.12-kHz sideband components are smaller than the magnitudes
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Figure 4.4: Configuration 1 three-phase inverter inductor currents
Figure 4.5: Configuration 2 three-phase inverter inductor currents
of the 19.94-kHz and 20.06-kHz sideband components when the magnitude of the
fundamental component m1 is equal to 0.6 (as it is after the step change).
The run times of the detailed model and both configurations of the GAM model
are listed in Table 4.3. It can be seen that the average simulation run time of detailed
model is more than 67 times larger than that of Configuration 1 of the GAM model.
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Table 4.3: Three-Phase Inverter Simulation Run Time
Model Run time (ms)
Detailed 5162
Configuration 1 76
Configuration 2 140
Table 4.4: Mean Deviation of Three-Phase Inverter Inductor Currents
Model
Inductor current mean deviation (A)
a phase b phase c phase
Configuration 1 1.131 1.131 1.131
Configuration 2 0.482 0.482 0.482
The average simulation run time of detailed model is more than 35 times larger than
that of Configuration 2 of the GAM model. To compare the accuracy of different
configurations of the GAM model, the mean deviation between the inductor current
of the GAM model and that of the detailed model is defined by
1
T
∫ T
0
√
(iGAM(t)− idetailed(t))2, (4.26)
where T is the simulation time, iGAM is the inductor current predicted by the GAM
model and idetailed is the inductor current predicted by the detailed model. The mean
deviations of three-phase inductor currents are listed in Table 4.4. It can also be seen
that the Configuration 2 of the GAM model has better accuracy than Configuration
1 of the GAM model. So, there is a trade-off between the simulation speed and
accuracy in the GAM model for three-phase inverters.
4.4 Conclusion
Achieving the proper balance between accuracy and computational efficiency is neces-
sary in any simulation application. Models based on averaging have been used widely
with numerous benefits. GAM techniques have been used to predict both average and
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switching behavior of converters while retaining the faster simulation speed associated
with average-value models. Herein, an GAM model for three-phase PWM inverters
with third-harmonic injection is proposed. The QFS representation of the switching
functions with third-harmonic injection are necessary for constructing three-phase
inverter GAM model. The QFS representation of the switching functions includes
fundamental components, third harmonic components, components corresponding to
multiples of the switching frequency and sideband components of multiples of the
switching frequency. Due to the third harmonic components and components corre-
sponding to multiples of the switching frequency do not exist in the state variables
of three-phase inverters, the sideband components of multiples of the switching fre-
quency cause the variations in inductor current ripple magnitude. The accuracy of
the GAM model of three-phase inverter can be improved by including more sideband
components in average vectors, but the simulation run time will increase. The sim-
ulation results show the GAM model have high accuracy and simulation run times
that are significantly faster than those associated with detailed models.
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Chapter 5
Generalized Average Method in
Reference Frame with Varying
Modulation Signal Frequency
Herein, the GAM is extended to model PWM inverters with varying fundamental
frequency in the reference frame. The QFS representation for the switching function
with varying modulation signal frequency is studied. The transformation matrix
is used to find the QFS representations of the switching functions in the reference
frame. The GAM model in the reference frame can be constructed based on the
QFS representations of waveforms and the detailed model state equations in the
reference frame. The proposed models are demonstrated both in simulation and
experimentally and are found to accurately portray the behavior of the inverter in
the reference frame when the magnitude and frequency of the modulation signal are
varying. Furthermore, the simulation speed of the GAM model is significantly faster
than that of the detailed model in the rotor reference frame. The contributions of this
work are (1) the QFS representation of the switching function of three-phase PWM
inverters in the reference frame with varying modulation frequency, (2) the proposal
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of an GAM model for three-phase PWM inverter with a permanent magnet brushless
dc motor in the rotor reference frame, and (3) the demonstration of the proposed
GAM model in simulation and experimentally.
The remainder of this chapter is organized as follows. The general approach to
constructing the QFS representation of the switching functions of PWM inverters in
the reference frame with varying fundamental frequency described in Section 5.1. In
Section 5.2, the GAM model for the three-phase inverter with permanent magnet
brushless dc motor is proposed. The proposed GAM models are compared with the
detailed model in the simulation in Section 5.3. In Section 5.4, the GAM models are
demonstrated by comparing their simulation results with experimentally measured
waveforms. Finally, conclusions are drawn in Section 5.5.
5.1 Generalized Averaging Method for Inverters
in Reference Frame
The general approach for constructing GAM model for PWM inverter with abc vari-
ables has been described in the previous chapter. For a PWM inverter, a waveform
x(t) with varying fundamental frequency is represented as
x(t) = x0,0 + x0,1c cos(φ̄(t)) + x0,1s sin(φ̄(t)) +
∞∑
n=1
∞∑
i=−∞
xn,ic cos(nω̂t+ iφ̄(t))
+
∞∑
n=1
∞∑
i=−∞
xn,is sin(nω̂t+ iφ̄(t)), (5.1)
where
φ̄(t) =
∫ t
0
ω̄(t)dt (5.2)
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ω̂ is the angular switching frequency and ω̄(t) is the angular modulation signal fre-
quency. It is noticed that the switching frequency is a constant value and the fre-
quency of the modulation signal is a function of time.
As before, the instantaneous value of the waveform can be approximated as
x(t) ≈ C(t)x, (5.3)
where
x = [x0,0 xn1,i1c xn1,i1s . . . xno,ioc xno,ios]
T, (5.4)
C(t) =

1
cos(n1ω̂t+ i1φ̄(t))
sin(n1ω̂t+ i1φ̄(t))
...
cos(noω̂t+ ioφ̄(t))
sin(noω̂t+ ioφ̄(t))

T
. (5.5)
It can be seen that if the frequency of the modulation signal changes, the frequencies of
sine and cosine functions in C(t) also change. The mathematical properties of signals
approximated by QFS representations are unchanged. The summary of relevant QFS
relationships is already given in Table 3.1.
In order to model PWM inverters, the QFS representation of the switching func-
tions of the PWM inverters with varying modulation frequency is necessary. It is
assumed that the modulation signal for the inverter is a sinusoidal waveform with
varying frequency. The modulation signal with varying frequency can be expressed
by
m(t) = m0,1c cos(φ̄(t)) +m0,1s sin(φ̄(t)) (5.6)
= m0,1 cos(φ̄(t) + φ̄0), (5.7)
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where
m0,1 =
√
m20,1c +m
2
0,1s (5.8)
φ̄0 = arg(m0,1c − jm0,1s). (5.9)
It is noticed that m0,1c and m0,1s are real-valued QFS coefficients. The instantaneous
duty cycle can be found from the modulation signal by
d(t) =
1
2
(m(t) + 1). (5.10)
It has been shown in [53] that for relatively slowly varying duty cycle, the general
periodic switching function can be expressed as the following Fourier series:
q(t) = d(t) +
2
π
∞∑
n=1
sin(nπd(t))
n
cos(nω̂t+ nφ̂0), (5.11)
where φ̂0 is the initial phase angle of the switching function. It is assumed that
ω̄(t) is always much less than ω̂ and modulation signal changes slowly with respect
to the switching frequency. By expanding (5.11), the general QFS representation of
the switching function for sinusoidal modulation signals with varying fundamental
frequency can be expressed by
q(t) = q0,0 + q0,1c cos(φ̄(t)) + q0,1s sin(φ̄(t)) +
∞∑
n=1
∞∑
i=−∞
qn,ic cos(nω̂t+ iφ̄(t))
+
∞∑
n=1
∞∑
i=−∞
qn,is sin(nω̂t+ iφ̄(t)), (5.12)
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where
q0,0 =
1
2
(5.13)
q0,1c =
1
2
m0,1c (5.14)
q0,1s =
1
2
m0,1s (5.15)
qn,ic =
2
nπ
sin
(
π(n+ i)
2
)
Ji(
nm0,1π
2
) cos(nφ̂0 + iφ̄0) (5.16)
qn,is = −
2
nπ
sin
(
π(n+ i)
2
)
Ji(
nm0,1π
2
) sin(nφ̂0 + iφ̄0). (5.17)
Above QFS representation also can be represented by
q(t) = q0,0 + q0,1(t) +
∞∑
n=1
∞∑
i=−∞
qn,i(t), (5.18)
where
qn,i(t) = qn,i cos(θn,i(t)) (5.19)
q0,0 =
1
2
(5.20)
q0,1 =
1
2
m0,1 (5.21)
qn,i =
2
nπ
sin
(
π(n+ i)
2
)
Ji(
nm0,1π
2
) (5.22)
θn,i(t) = nω̂t+ nφ̂0 + iφ̄(t) + iφ̄0 (5.23)
In a balanced three-phase system, the three-phase modulation signals can be given
by
ma(t) = m cos(θ(t)) (5.24)
mb(t) = m cos(θ(t)−
2π
3
) (5.25)
mc(t) = m cos(θ(t) +
2π
3
) (5.26)
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where
θ(t) = φ̄(t) + φ̄0. (5.27)
By using (5.18), the harmonic components for three-phase switching functions can be
found by
qa,n,i(t) = qn,i cos(θn,i(t)) (5.28)
qb,n,i(t) = qn,i cos(θn,i(t)−
2π
3
i) (5.29)
qc,n,i(t) = qn,i cos(θn,i(t) +
2π
3
i). (5.30)
The general QFS representation of the switching function in the reference frame can be
found from the general QFS representation of the switching function for abc variables
by using the transformation matrix. The transformation matrix for the reference
frame is defined by
K =
2
3

cos(θref (t)) cos(θref (t)− 2π3 ) cos(θref (t) +
2π
3
)
sin(θref (t)) sin(θref (t)− 2π3 ) sin(θref (t) +
2π
3
)
1
2
1
2
1
2
 , (5.31)
where
θref (t) =
∫ t
0
ωref (t)dt+ φ0,ref = φref (t) + φ0,ref , (5.32)
φ0,ref is the initial phase angle of the reference frame. The harmonic components of
switching functions in the reference frame are related with those for abc variables by
the following equation: 
qq,n,i(t)
qd,n,i(t)
q0,n,i(t)
 = K

qa,n,i(t)
qb,n,i(t)
qc,n,i(t)
 . (5.33)
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By simplifying (5.33), the harmonic components of switching functions in the refer-
ence frame can be found by
qq,n,i(t) =
{ 0, i = 3x
qn,i cos(θn,i(t)− θref (t)), i = 3x+ 1
qn,i cos(θn,i(t) + θref (t)), i = 3x+ 2
(5.34)
qd,n,i(t) =
{ 0, i = 3x
−qn,i sin(θn,i(t)− θref (t)), i = 3x+ 1
qn,i sin(θn,i(t) + θref (t)), i = 3x+ 2
(5.35)
q0,n,i(t) =
{ qn,i cos(θn,i(t)), i = 3x
0, i = 3x+ 1
0, i = 3x+ 2
(5.36)
where x is an integer. It can be seen that the QFS coefficients of the switching
functions in the reference frame vary with the index i. The QFS representations of
switching functions in the reference frame can be found by
qy(t) = qy,0,0 + qy,0,1c cos(φ̄(t) + f(i)φref (t))
+ qy,0,1s sin(φ̄(t) + f(i)φref (t))
+
∞∑
n=1
∞∑
i=−∞
qy,n,ic cos(nω̂t+ iφ̄(t) + f(i)φref (t))
+
∞∑
n=1
∞∑
i=−∞
qy,n,is sin(nω̂t+ iφ̄(t) + f(i)φref (t)), (5.37)
where
f(i) =
{ 0, i = 3x
−1, i = 3x+ 1
1, i = 3x+ 2
, (5.38)
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Table 5.1: Quasi-Fourier Series Coefficients of Switching Function in Reference Frame
i 3x 3x+ 1 3x+ 2
qq,n,ic 0 qn,i cos(nφ̂0 + iφ̄0 − φ0,ref ) qn,i cos(nφ̂0 + iφ̄0 + φ0,ref )
qq,n,is 0 −qn,i sin(nφ̂0 + iφ̄0 − φ0,ref ) −qn,i sin(nφ̂0 + iφ̄0 + φ0,ref )
qd,n,ic 0 −qn,i sin(nφ̂0 + iφ̄0 − φ0,ref ) qn,i sin(nφ̂0 + iφ̄0 + φ0,ref )
qd,n,is 0 −qn,i cos(nφ̂0 + iφ̄0 − φ0,ref ) qn,i cos(nφ̂0 + iφ̄0 + φ0,ref )
q0,n,ic qn,i cos(nφ̂0 + iφ̄0) 0 0
q0,n,is −qn,i sin(nφ̂0 + iφ̄0) 0 0
qy,0,0 =
{ 0, y = q
0, y = d
q0,0, y = 0
. (5.39)
The QFS coefficients of switching function in the reference frame are listed in Ta-
ble 5.1.
The most significant components of the Fourier spectrum for abc variables are
discussed in the previous chapter. It can be seen from (5.19), (5.34), (5.35), and
(5.36) that the magnitudes of harmonic components of switching functions in the
reference frame are equal to those for abc variables. As a result, the same significant
components can be selected to construct the average vector for the GAM model in
the reference frame.
5.2 Inverter Generalized Averaging Method Mod-
els in Reference Frame
The three-phase inverter with a permanent magnet brushless dc motor is shown in
Figure 5.1. The detailed model state equations in the rotor reference frame are given
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Figure 5.1: Three-phase inverter with brushless dc motor
by
Lq
dirqs(t)
dt
= Vdcq
r
qs(t)− rsirqs(t)− ωrLdirds(t)− ωrλ′rm (5.40)
Ld
dirds(t)
dt
= Vdcq
r
ds(t)− rsirds(t) + ωrLqirqs(t) (5.41)
Lls
dir0s(t)
dt
= Vdcq
r
0s(t)− rsir0s(t). (5.42)
where λm is the flux linkage due to the permanent magnet, Lq is the q-axis induc-
tance, Ld is the d-axis inductance, and rs is the stator resistance. The instantaneous
switching functions in the rotor reference frame can be found by

qrqs(t)
qrds(t)
qr0s(t)
 = Kr


qa(t)
qb(t)
qc(t)
− 13(qa(t) + qb(t) + qc(t))
 (5.43)
=

qrqs(t)
qrds(t)
0
 , (5.44)
where Kr is the transformation matrix for the rotor reference frame. It can be seen
that the harmonic components in qr0s(t) are canceled in the balanced three-phase
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system. The state equations can be simplified to
Lq
dirqs(t)
dt
= Vdcq
r
qs(t)− rsirqs(t)− ωrLdirds(t)− ωrλ′rm (5.45)
Ld
dirds(t)
dt
= Vdcq
r
ds(t)− rsirds(t) + ωrLqirqs(t) (5.46)
By representing iz(t) with iz, qz(t) with qz, where z ∈ {qs, ds}, the following state
equations for the GAM model in the reference frame are found:
Lq
dirqs
dt
= Vdcq
r
qs − (rsI + LqT)irqs − ωrLdirds − ωrλ′rmI (5.47)
Ld
dirds
dt
= Vdcq
r
ds − (rsI + LdT)irds + ωrLqirqs (5.48)
where I is the identity matrix and T is a (2o+1)×(2o+1) matrix in which all elements
are zero except for the (2k, 2k+1) elements with values nkω̂+ikω̄(t)+f(ik)ωref (t) and
the (2k+1, 2k) elements with values −(nkω̂+ikω̄(t)+f(ik)ωref (t)) for k ∈ {1, 2, . . . o}.
It has been shown in Figure 3.2 that the most significant components of the switching
function include dc, the fundamental frequency ω̄(t), the switching frequency ω̂, and
the second-order sideband components of the switching frequency ω̂ ± 2ω̄(t). The dc
and switching frequency ω̂ components can be canceled if their initial values are equal
to zero. For Configuration 1, the average vectors can be given by
x = [x0,1c x0,1s x1,−2c x1,−2s x1,2c x1,2s]
T (5.49)
where x ∈ {iqs, ids, qqs, qds} and x is the corresponding average vector. This represen-
tation is referred to as Configuration 1 in Section 5.3 below.
For Configuration 2, the first-order sideband components of double the switching
frequency 2ω̂ ± ω̄(t) is also included, the average vectors can be given by
x = [x0,1c x0,1s x1,−2c x1,−2s x1,2c x1,2s x2,−1c x2,−1s x2,1c x2,1s]
T, (5.50)
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Table 5.2: Three-phase Inverter Simulation Parameter
Input voltage, Vdc 250 V
Switching frequency, f̂ 10 kHz
Switching function phase, φ̂0 0 rad
Rotor reference frame initial phase, φ0,ref 0.9 rad
This representation is referred to as Configuration 2 in Section 5.3 below.
5.3 Simulation Results
In order to examine the proposed inverter GAM model in the reference frame, sim-
ulations of three-phase inverters in the reference frame are discussed in this section.
As before, all of the models are simulated by the ode32tb Simulink solver with a
default relative tolerance of 10−3 in MATLAB 2013a. The Bessel function of the first
kind is implemented using the MATLAB interpreter. The simulation time for each
simulation study is 2 s. In each simulation study, a detailed model and two config-
urations of the GAM model in the reference frame are compared. Plots comparing
simulation waveforms on the order of the fundamental period and on the order of the
switching period are shown. The run time of the simulation is reported as the mean
run time over 100 simulations. The initial values of the state variables in all of the
simulations are equal to the corresponding steady state values. It is noticed that the
frequency of rotor reference frame ωr is always equal to the frequency of modulation
signal ω̄(t) in all of the simulations. The structure of the three-phase inverter with
a permanent magnet brushless dc motor is shown in Figure 5.1. The parameters of
the three-phase inverter are listed in Table 5.2 and the parameters of the permanent
magnet brushless dc motor are listed in Table 5.3.
Two configurations of the GAM model in the reference frame are considered. In
Configuration 1, the waveforms of the GAM model are represented using fundamental
frequency ω̄(t) components and ω̂ ± 2ω̄(t) components that are sidebands to the
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Table 5.3: Brushless dc Motor Parameter
Number of poles, P 6
Flux linkage due to permanent magnet, λm 0.277 Wb
q-axis inductance, Lq 1.297 mH
d-axis inductance, Ld 1.316 mH
Stator resistance, rs 0.1 Ω
switching frequency. In Configuration 2, the components of Configuration 1 are used
as well as 2ω̂± ω̄(t) components that are sidebands to double the switching frequency.
Each of these configurations is compared with a detailed model that models the
detailed behavior of each switch.
5.3.1 Simulation results of modulation signal magnitude
change
A step change for the magnitude of the modulation signal is considered. The modu-
lation signal steps from 0.82 cos(120πt+ 1) to 0.85 cos(120πt+ 1) at 0.0167 s.
Figure 5.2 (a) shows the q-axis currents during the first five fundamental periods
predicted by the detailed model and Configuration 1 of the GAM model. Figs. 5.2 (b)
and (c) show these waveforms in closer proximity to the modulation signal magnitude
change. Figure 5.3 (a) shows the d-axis currents during the first five fundamental
periods predicted by the detailed model and Configuration 1 of the GAM model.
Figs. 5.3 (b) and (c) show these waveforms in closer proximity to the modulation signal
magnitude change. It can be seen that the current ripple predicted by Configuration 1
of the GAM model in the rotor reference frame matches that predicted by the detailed
model in the rotor reference frame during the steady state and transient conditions.
Figure 5.4 (a) shows the q-axis currents during the first five fundamental periods
predicted by the detailed model and Configuration 2 of the GAM model. Figs. 5.4 (b)
and (c) show these waveforms in closer proximity to the modulation signal magnitude
change. Figure 5.5 (a) shows the d-axis currents during the first five fundamental
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Figure 5.2: Configuration 1 q-axis current with modulation signal magnitude step
change
periods predicted by the detailed model and Configuration 2 of the GAM model.
Figs. 5.5 (b) and (c) show these waveforms in closer proximity to the modulation signal
magnitude change. It can be seen that the current ripple predicted by Configuration
2 of the GAM model in the rotor reference frame matches that predicted by the
detailed model during the steady state and transient conditions.
The run times of Configurations 1 and 2 of the GAM model and the detailed model
are shown in Table 5.4. It can be seen that the simulation speed of Configurations 1
of the GAM model is more than 24 times faster than that of the detailed model. Both
configurations of the GAM model in the reference frame predict the switching ripple
components of the waveforms like the detailed model, but Configuration 2 provides
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Figure 5.3: Configuration 1 d-axis current with modulation signal magnitude step
change
Table 5.4: Simulation Run Time for Stepping Modulation Signal Magnitude
Model Run time (ms)
Configuration 1 246
Configuration 2 1224
Detailed 6030
better predictions of these components. The run time of Configuration 2 of the GAM
model in the reference frame is larger than the run time of Configuration 1 in the
reference frame because of the additional complexity associated with including the
sideband components.
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Figure 5.4: Configuration 2 q-axis current with modulation signal magnitude step
change
5.3.2 Simulation results of modulation signal speed change
A step change for the speed of the modulation signal is considered. The initial
modulation signal is 0.82 cos(120πt + 1). At 0.0167 s, the speed of the modulation
signal step to 110π rad/s.
Figure 5.6 (a) shows the q-axis currents during the first five fundamental periods
predicted by the detailed model and Configuration 1 of the GAM model. Figs. 5.6 (b)
and (c) show these waveforms in closer proximity to the modulation signal frequency
change. Figure 5.7 (a) shows the d-axis currents during the first five fundamental
periods predicted by the detailed model and Configuration 1 of the GAM model.
Figs. 5.7 (b) and (c) show these waveforms in closer proximity to the modulation signal
72
Figure 5.5: Configuration 2 d-axis current with modulation signal magnitude step
change
frequency change. It can be seen that the current ripple predicted by Configuration 1
of the GAM model in the rotor reference frame matches that predicted by the detailed
model during the steady state and transient conditions.
Figure 5.8 (a) shows the q-axis currents during the first five fundamental periods
predicted by the detailed model and Configuration 2 of the GAM model. Figs. 5.8 (b)
and (c) show these waveforms in closer proximity to the modulation signal frequency
change. Figure 5.9 (a) shows the d-axis currents during the first five fundamental
periods predicted by the detailed model and Configuration 2 of the GAM model.
Figs. 5.9 (b) and (c) show these waveforms in closer proximity to the modulation signal
frequency change. It can be seen that the current ripple predicted by Configuration 2
73
Figure 5.6: Configuration 1 q-axis current with rotor speed step change
of the GAM model in the rotor reference frame matches that predicted by the detailed
model during the steady state and transient conditions. By comparing 5.6 (c) and
5.8 (c), it can be seen that Configurations 2 of the GAM model has better accuracy
than Configurations 1 of the GAM model.
The run times of Configurations 1 and 2 of the GAM model and the detailed model
are shown in Table 5.5. It can be seen that the simulation speed of Configurations
1 of the GAM model is more than 100 times faster than that of the detailed model.
And the simulation speed of Configurations 2 of the GAM model is more than 20
times faster than that of the detailed model.
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Figure 5.7: Configuration 1 d-axis current with rotor speed step change
Table 5.5: Simulation Run Time for Stepping Modulation Signal Frequency
Model Run time (ms)
Configuration 1 41
Configuration 2 236
Detailed 5814
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Figure 5.8: Configuration 2 q-axis current with rotor speed step change
5.4 Experimental Results
To demonstrate the proposed GAM model in the reference frame, it is compared
with experimental measurements in this section. It is noticed that the waveforms
from GAM model shown in Figure 5.10 and Figure 5.11 are simulated in the rotor
reference frame and transferred to abc waveforms. A prototype inverter is connected
with a permanent magnet brushless dc machine. The inverter is controlled by using a
TMS320F28335 microcontroller. The sampling rates of the analog-to-digital converter
and the controller are 100 kHz. The parameter of the permanent magnet brushless
dc motor is shown in Table 5.3. The GAM model and the controller in DSP are
implemented in the rotor reference frame.
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Figure 5.9: Configuration 2 d-axis current with rotor speed step change
5.4.1 Experimental results of current magnitude change
A step change in the reference current ir∗qs and i
r∗
ds is studied. The parameters of the
inverter are listed in Table 5.6. A PI controller is used to ensure that the output
current follows the reference current. The control equations are given by
mq = kp(i
r∗
qs − īrqs) + ki
∫
(ir∗qs − īrqs)dt
+
2(ω∗rLdi
r∗
ds + ω
∗
rλ
′r
m)
Vdc
(5.51)
md = kp(i
r∗
ds − īrds) + ki
∫
(ir∗ds − īrds)dt−
2ω∗rLqi
r∗
qs
Vdc
, (5.52)
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Table 5.6: Inverter Experimental Parameters for Current Magnitude Change
Input voltage, Vdc 250 V
Proportional gain, kp 0.09 A
−1
Integral gain, ki 8.6 A
−1s−1
Switching frequency, f̂ 10 kHz
Rotor speed, ωr 120π rad/s
Initial q-axis reference current, ir∗qs 15 A
Final q-axis reference current, ir∗qs 10 A
Initial d-axis reference current, ir∗ds 0 A
Final d-axis reference current, ir∗ds 0 A
where īrqs and ī
r
ds are the q-axis and d-axis motor current filtered by a second-order
low-pass filter in the rotor reference frame with a time constant of 53.1 µs. The rotor
speed and rotor angle are obtained by an electrical rotor position observor based on
the information from the Hall-effect sensors. Because the second-order low-pass filter
is used to filter the ripple of the q-axis and d-axis motor current, the effect of high-
frequency motor current harmonics on the modulation signal is considered negligible.
The GAM model of the PI controller only includes the ω̄(t) component of the q-axis
and d-axis motor current. The QFS components of the switching function in the rotor
reference frame are calculated from the output from the PI controller.
Fig. 5.10 (a) shows the motor currents predicted by the GAM model compared
with those measured experimentally. Fig. 5.10 (b) shows these waveforms in closer
proximity to the reference current step change. The waveforms are sampled at
20 MHz. In Figure 5.10, the motor currents predicted by the GAM model is rep-
resented by the Configuration 2 of GAM model in Section 5.3. It can be seen that
the magnitude of the motor current ripple predicted by the GAM model follows the
variation that was observed experimentally during the steady state and transient.
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Figure 5.10: Motor current with reference current magnitude change
Table 5.7: Inverter Experimental Parameters for Rotor Speed Change
Input voltage, Vdc 250 V
Proportional gain, kp 0.09 A
−1
Integral gain, ki 8.6 A
−1s−1
Switching frequency, f̂ 10 kHz
q-axis reference current, ir∗qs 15 A
d-axis reference current, ir∗qs 0 A
5.4.2 Experimental results of rotor speed change
An incremental change in the rotor speed ωr is studied in this subsection. The
parameters of the inverter are listed in Table 5.7.
As before, A PI controller is used. However, the PI controller does not have the
feed-forward term in this experiment. The PI control equations are given by
mq = kp(i
r∗
qs − īrqs) + ki
∫
(ir∗qs − īrqs)dt
md = kp(i
r∗
ds − īrds) + ki
∫
(ir∗ds − īrds)dt, (5.53)
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Figure 5.11: Motor current with rotor speed change
A second-order low-pass filter with a time constant of 53.1 µs is used to filter the
motor current ripple in the rotor reference frame. The GAM model of the PI controller
only includes the ω̄(t) component of the q-axis and d-axis motor current. The QFS
components of the switching function in the rotor reference frame are calculated from
the output from the PI controller.
Figs. 5.11 (a) shows the motor currents predicted by the GAM model compared
with those measured experimentally. Figs. 5.11 (b) shows these waveforms in closer
proximity to the rotor speed change. The waveforms are sampled at 5 MHz. In
Figure 5.11, the motor currents predicted by the GAM model are represented by the
Configuration 2 of GAM model in Section 5.3. It can be seen that the magnitude of
the motor current ripple predicted by the GAM model follows the variation that was
observed experimentally when the rotor speed is increasing.
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5.5 Conclusion
Herein, GAM models in the reference frame for three-phase PWM inverters with
varying fundamental frequency are proposed. Those models are based on the QFS
representations of the switching functions in the reference frame. Those models are
compared with the detailed model in the reference frame in simulations, and it is
found that the GAM models match the detailed model in the reference frame when
the frequency of modulation signal is varying. Furthermore, the GAM models are
found to have significantly faster simulation speeds than those associated with the
detailed model in the reference frame. These models are also demonstrated experi-
mentally, and it is found that the simulation results from the GAM model match the
experimental measurements in the steady state and transient.
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Chapter 6
Reactive Power Control Methods
for Photovoltaic Inverters to
Mitigate Short-Term Voltage
Magnitude Fluctuations
In this chapter, several reactive power control methods of the form proposed in [80]
are proposed. The work described in this chapter has been published in [92]. The
primary developments of this chapter with respect to [80] are (1) the consideration of
unbalanced reactive power injection, (2) the demonstration of the proposed methods
with a more complex system (123 buses vs. 5 buses), and (3) the demonstration of
the proposed reactive power control methods with multiple PV sources.
The contributions of this work are (1) the proposal of various reactive power
control methods for mitigation of short-term voltage magnitude fluctuations, (2) the
definition of performance metrics to assess the performance of the reactive power
control methods, and (3) the demonstration of the reactive power control methods
over several cases on a well-defined test system. The remainder of this chapter is
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organized as follows. The reactive power control methods are described in Section 6.1.
In Section 6.2, performance metrics are defined for assessment of the reactive power
controller performance. The controllers are demonstrated and their performance is
assessed in the presence of single and multiple PV sources in Section 6.3. Finally,
conclusions are presented in Section 6.4.
6.1 Reactive Power Control Methods
At a given bus, various reactive power control methods are proposed to allow a three-
phase PV inverter to adjust its three-phase reactive power injections in response to
fluctuations in solar power. These controllers can be expressed in the form
Q = Q∗ + β∆Ps, (6.1)
where
∆Ps = Ps − P ∗s , (6.2)
Ps is the solar power, P
∗
s is the reference solar power, Q ∈ R3 is a vector of the
three-phase reactive power injections of the PV inverter, Q∗ ∈ R3 is a vector of the
three-phase reference reactive power injections of the PV inverter, and β ∈ R3 is a
vector containing control parameters, which are called the substitution rates, that are
specific to the given reactive power control method. The objective of this controller is
to mitigate against system voltage magnitude variations caused by fluctuating PV real
power injection. Alternative methods of choosing the control parameters contained
in β are studied herein.
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All else being equal, the magnitudes of the system voltages can be expressed as a
function of the three-phase PV real and reactive power injections at a given bus:
V = f(P,Q), (6.3)
where V ∈ Rm is a vector containing bus voltage magnitudes, m is equal to the
number of system buses, and P ∈ R3 is a vector containing the three-phase real
power injections of the PV inverter. Herein, each phase of a polyphase bus is treated
as a separate bus. If Taylor series expansion is performed about the operating point
(P∗,Q∗), (6.3) can be approximated as
∆V ≈ αP∆P + αQ∆Q, (6.4)
where
∆V = V −V∗ = f(P,Q)− f(P∗,Q∗) (6.5)
∆P = P−P∗ (6.6)
∆Q = Q−Q∗ = β∆Ps (6.7)
αP =
∂f
∂P
∣∣∣∣
(P,Q)=(P∗,Q∗)
(6.8)
αQ =
∂f
∂Q
∣∣∣∣
(P,Q)=(P∗,Q∗)
. (6.9)
The partial derivative terms αP and αQ are called sensitivity factors which can be
estimated using small perturbations [80] or calculated by the power flow algorithm
at the operating point. The real power injections of the PV inverter are assumed to
be balanced. Furthermore, it is assumed that a sufficiently fast MPPT algorithm is
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applied that the three-phase real power injections can be expressed as
P =
1
3
[
1 1 1
]T
Ps. (6.10)
Similarly, the three-phase reference real power injections are expressed as
P∗ =
1
3
[
1 1 1
]T
P ∗s , (6.11)
and substitution of (6.10) and (6.11) into (6.6) yields the following expression for the
three-phase incremental real power injections:
∆P =
1
3
[
1 1 1
]T
∆Ps. (6.12)
By substitution of (6.7) and (6.12) into (6.4), the incremental magnitudes of the
system voltages can be approximated as
∆V ≈
(
1
3
αP
[
1 1 1
]T
+ αQβ
)
∆Ps. (6.13)
It can be seen that choice reactive power control method, i.e., choice of β, can influence
the response of the system voltage magnitudes to solar power fluctuations. Each
reactive power control method discussed herein is defined by selecting a scope, an
objective, and a domain. The possible scopes, objectives, and domains are described
below.
6.1.1 Local vs. Global Scope
The scope of a method indicates the buses at which the voltage magnitudes are
considered by the method. Each of the methods can be applied with respect to either
the local bus voltage (i.e., the bus at which the PV inverter is located) or across all of
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the bus voltages in the system. Without loss of generality, it is assumed that the PV
inverter is located at buses n, n + 1, and n + 2, the three phases of the three-phase
bus. If the local scope is used, only the voltage magnitudes at these three buses are
considered. A selector matrix S ∈ R3×m is constructed such that all elements are zero
except for the (1, n), (2, n+ 1), and (3, n+ 2) elements, which are unity. A local bus
voltage magnitude vector is then constructed as
Vl = SV. (6.14)
Similarly, local sensitivity factors can be calculated:
αPl = SαP (6.15)
αQl = SαQ. (6.16)
A method with local scope uses the local bus voltage magnitude vector and the local
sensitivity factors, while a method with global scope uses the global bus voltage
magnitude vector and the global sensitivity factors.
6.1.2 Sensitivity Minimization vs. Violation Optimization
Objective
The objective of a method indicates what criterion is used to select β. The sensitivity
minimization objective is to minimize the response of the considered bus voltage
magnitudes to solar power perturbations. From (6.13), this can be accomplished by
selecting
β = arg min
β
∥∥∥∥∥13αP
[
1 1 1
]T
+ αQβ
∥∥∥∥∥ . (6.17)
The violation optimization objective is to maximize the magnitude of solar power
perturbation for which none of the considered bus voltage magnitudes leaves its ac-
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ceptable range. The considered bus voltage magnitudes are required to fall within a
range:
V− ≤ V ≤ V+, (6.18)
where V− is a vector containing the voltage magnitude lower limits of the consid-
ered buses and V+ is a vector containing the voltage magnitude upper limits of the
considered buses. It is assumed that this requirement is satisfied at the operating
point (P∗,Q∗). The voltage magnitude constraint corresponds to a requirement on
the incremental bus voltage magnitudes:
∆V− ≤ ∆V ≤ ∆V+, (6.19)
where
∆V− = V− −V∗ (6.20)
∆V+ = V+ −V∗. (6.21)
The voltage optimization objective can be accomplished by substituting (6.13) into
(6.19):
β = arg max
β
|∆Ps| (6.22)
such that ∆V− ≤
(
1
3
αP
[
1 1 1
]T
+ αQβ
)
∆Ps ≤ ∆V+.
6.1.3 Balanced vs. Unbalanced Domain
The domain of a method indicates what values of β are considered in meeting the
objective of the method. The balanced domain allows for injection of equal amounts
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of reactive power into each of the PV inverter’s phases. In this case, the vector of
substitution rates can be expressed as
β = β
[
1 1 1
]T
. (6.23)
The unbalanced domain allows for unbalanced injection of reactive power, so the
vector of substitution rates to be arbitrary. It should be noted that three-phase, four-
wire inverters are assumed throughout. This permits either balanced or unbalanced
reactive power injection despite voltage imbalances.
6.1.4 Method Integration
Each of the methods below is described in terms of global vectors (e.g., V) and
sensitivity factors (αP and αQ), which is appropriate for methods with a global
scope. If a method has a local scope, the selector matrix S is used, and all global
vectors and sensitivity factors are replaced with local vectors (e.g., Vl) and local
sensitivity factors (αPl and αQl).
For a method with the sensitivity minimization objective and the balanced do-
main, substitution of (6.23) into (6.17) yields the following substitution rate:
β = arg min
β
∥∥∥∥∥13αP
[
1 1 1
]T
+ βαQ
[
1 1 1
]T∥∥∥∥∥ (6.24)
= −1
3
(
αQ
[
1 1 1
]T)†
αP
[
1 1 1
]T
, (6.25)
where † denotes the Moore-Penrose pseudoinverse.
For a method with the sensitivity minimization objective and the unbalanced
domain, the vector of substitution rates is determined from (6.17):
β = −1
3
α†QαP
[
1 1 1
]T
. (6.26)
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For a method with the violation optimization objective and the balanced domain,
substitution of (6.23) into (6.22) yields the following problem:
β = arg max
β
|∆Ps| (6.27)
such that ∆V− ≤
(
1
3
αP
[
1 1 1
]T
+ βαQ
[
1 1 1
]T)
∆Ps ≤ ∆V+.
This problem can be solved using a line search method.
For a method with the violation optimization objective and the unbalanced do-
main, (6.22) can be solved using grid-based search techniques.
The methods herein are denoted using three letters. The first letter indicates
the scope: ‘L’ is local, and ‘G’ is global. The second letter indicates the objective:
‘S’ is sensitivity minimization, and ‘V’ is violation optimization. The third letter
indicates the domain: ‘B’ is balanced, and ‘U’ is unbalanced. For example, the global,
sensitivity minimization, balanced method is denoted by GSB. As a benchmark, the
method 0 indicates that no reactive power control is performed, i.e., β = 0.
For the LSU method, there is generally a unique solution to
1
3
αP
[
1 1 1
]T
+ αQβ = 0. (6.28)
If (6.4) remains a good approximation of the bus voltage magnitudes under changing
solar power, the local bus voltage magnitudes will not change for any solar power
variation. This means that the same value of β would result in the allowable ∆Ps
being infinite in the LVU method. Therefore, the solutions to the LSU and LVU
methods are identical, and the performance of both of these methods is identical as
well.
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6.2 Performance Metrics
To study the performance of the PV reactive power control methods on distribution
system voltages, several performance metrics are employed. The performance metrics
are calculated for buses in the set M = {1, 2, . . . ,m} over the time interval [0, T ].
All of the performance metrics are calculated with voltage magnitudes converted to a
120-V scale. To aid in defining the performance metrics, some functions are defined
below. The absolute voltage magnitude violation of bus i at time t is
Vvi(t) = max{Vi(t)− V+i, V−i − Vi(t), 0}, (6.29)
where Vi(t) is the voltage magnitude of bus i at time t and V+i and V−i are the upper
and lower voltage magnitude limits of bus i, respectively. The violation indicator
function for bus i, which is 1 if bus i is experiencing a voltage magnitude violation at
time t and 0 otherwise, is defined as
qi(t) =
{
0 if Vvi(t) = 0
1 if Vvi(t) > 0.
(6.30)
The global violation indicator function can be expressed as
q(t) = 1−
m∏
i=1
(1− qi(t)), (6.31)
is 1 if any bus is experiencing a voltage magnitude violation at time t, and is 0
otherwise.
The performance metrics can be divided into two classes: those related to system
voltage magnitude violations, violation metrics, and those related to system volt-
age magnitude deviations from the reference system voltage magnitudes, sensitivity
metrics.
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The following global violation metrics are employed in this study. The number of
violated buses is the number of buses that experience a voltage magnitude violation,
i.e.,
|{i ∈M : ∃t(i) ∈ [0, T ] such that qi(t) = 1}|. (6.32)
The violation time is the time during which at least one bus experiences a voltage
magnitude violation, i.e., ∫ T
0
q(t) dt. (6.33)
The mean violation time indicates the mean over the buses of the time during which
each bus experiences a voltage magnitude violation, i.e.,
1
m
m∑
i=1
∫ T
0
qi(t) dt. (6.34)
The mean violation refers to the mean over the buses of the mean absolute voltage
magnitude violation experienced by each bus, i.e.,
1
m
m∑
i=1
1
T
∫ T
0
Vvi(t) dt. (6.35)
The maximum violation indicates the maximum absolute voltage magnitude violation
experienced at any time by any bus, i.e.,
max
i∈{1,2,...,m}
max
t∈[0,T ]
Vvi(t). (6.36)
Two global sensitivity metrics are defined below for use in this study. The mean
variation is given by
1
T
∫ T
0
√√√√ 1
m
m∑
i=1
(Vi(t)− V ∗i )2 dt, (6.37)
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where V ∗i is the reference voltage magnitude of bus i. The maximum variation is
given by
max
t∈[0,T ]
√√√√ 1
m
m∑
i=1
(Vi(t)− V ∗i )2. (6.38)
Each of the performance metrics described above are global metrics, which means
that they consider each of the bus voltage magnitudes in the system. It is also possible
to consider the performance at only a given local bus. Two local sensitivity metrics
are defined for analyzing the local performance. The local mean variation is given by
1
T
∫ T
0
√√√√1
3
3∑
i=1
(Vli(t)− V ∗li )2 dt. (6.39)
where Vli(t) is the voltage magnitude of local bus i at time t and V
∗
li is the reference
voltage magnitude of local bus i. The local maximum variation is given by
max
t∈[0,T ]
√√√√1
3
3∑
i=1
(Vli(t)− V ∗li )2. (6.40)
The local mean and maximum variations are local analogs to the mean and maximum
variation global sensitivity metrics.
6.3 Simulation Results
In order to investigate the performance of the various reactive power control methods,
three cases based on the IEEE 123-bus feeder distribution system [93] are studied.
The structure of IEEE 123-bus feeder distribution system is shown in Figure 6.1
[93]. The system nominal voltage is 4.16 kV, and it contains four voltage regulators,
four capacitor banks, and unbalanced loads [93]. It is also known to have voltage
drop problems that must be carefully managed [93]. A number of buses associated
with open and closed switchgear are excluded from the global bus voltage magnitude
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vector V because the buses are unloaded or have identical characteristics to adjacent
buses. These buses are 135, 149, 152, 160, 197, 251, 350, 451, and 610. The three
cases involve various levels of PV penetration located at various locations within the
system. In the first case, a large PV source is concentrated at a single three-phase
bus. In the second case, ten smaller PV sources are distributed in a fairly uniform
manner throughout the system. In the final case, the ten smaller PV sources are more
concentrated.
Figure 6.1: IEEE 123 Node Test Feeder [93]
The system is simulated for 15 minutes using PV output power derived from
the global horizontal irradiance data collected at the National Renewable Energy
Laboratory Solar Measurement Grid in Oahu, Hawaii. This measurement grid collects
data at various nearby locations at 1-s intervals. The various sites at which data are
collected are labeled DH1 through DH10, each corresponding to a different irradiance
sensor placed in a different position. For the studies described herein, data from
March 1, 2011 between 11:00 am and 11:15 am are used. The irradiance from several
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of the sites is shown in Figure 6.2. It can be seen that the irradiance at these sites
exhibits varying degrees of correlation on different time scales, and this correlation
is expected in distribution systems in which the PV sources are near each other. It
can also be seen that the irradiance can exhibit very rapid fluctuations due to cloud
transients. This is consistent with previous observations of nearly 60%/s changes in
irradiance [27]. Because MPPT algorithms are capable of converging to the correct
maximum power point very quickly [94], it is appropriate to consider the effect of
such rapid transients on distribution system voltages.
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Figure 6.2: Sample irradiance data from studied interval
The parameters of the PV sources for the three cases are listed in Table 6.1. The
solar power of a PV source is modeled by
Ps =
S
1000 W/m2
Pr, (6.41)
where S is the irradiance and Pr is the rated solar power of the PV source when
the irradiance is equal to 1000 W/m2. The rated solar power for each PV source is
listed in Table 6.1. During the 15-minute interval, the reference solar power P ∗s is
taken to be the average solar power. This means that the reference solar power is
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assumed to be correct over the interval and that any deviations ∆Ps are due solely
to rapid solar fluctuations during the interval. By (6.11), the reference real power
injection in each phase is one third of the reference PV solar power. While injecting
reactive power on slower time scales has been proven to improve distribution system
performance [72–78], the reference reactive power Q∗ is assumed to be zero for these
studies.
Table 6.1: Photovoltaic Source Parameters
Case
Source
Number
Bus
Location
Rated
Solar Power
Irradiance
Data Source
1 1 100 600 kW DH3
2
1 1 200 kW DH1
2 21 200 kW DH2
3 35 200 kW DH3
4 49 200 kW DH4
5 55 200 kW DH5
6 63 200 kW DH6
7 76 200 kW DH7
8 82 200 kW DH8
9 93 200 kW DH9
10 101 200 kW DH10
3
1 1 200 kW DH1
2 7 200 kW DH2
3 8 200 kW DH3
4 13 200 kW DH4
5 18 200 kW DH5
6 52 200 kW DH6
7 53 200 kW DH7
8 54 200 kW DH8
9 55 200 kW DH9
10 56 200 kW DH10
Table 6.2: Voltage Regulator Tap Settings
Bus 150 9 25 160
Phase a,b,c a a c a b c
Case 1 7 −2 0 −1 8 2 3
Case 2 6 −3 0 −2 7 0 4
Case 3 5 0 1 0 8 3 5
95
The upper and lower voltage limits are assumed to be 126 V and 118 V, respec-
tively, on a 120-V scale. Because PV sources are added in the distribution system,
the tap settings of the voltage regulators must be adjusted to ensure that the system
voltages are acceptable at the reference operating point. There are four voltage regu-
lators in the distribution system. One of the regulators, at bus 150, regulates each of
the three phases in a ganged manner. The other regulators control each phase inde-
pendently. The regulators at buses 9, 25, and 160, affect one, two, and three phases,
respectively. They are capable of 0.625% steps. The tap settings for the different
regulators and the different cases are listed in Table 6.2. The reference voltages are
calculated by using a modified version of the ladder iterative technique [95] and by
assuming that the injected real and reactive power of PV sources are P∗ and Q∗, re-
spectively. The sensitivity factors at the operating point are also calculated by using
a modified version of the ladder iterative technique. When calculating the sensitivity
factors for one phase of a PV source, the other two phases and the remaining PV
sources are treated as constant (negative) PQ loads at the operating point. It is noted
that the sensitivity factors and V∗ are only calculated once for each of the 15 min
simulations.
For each of the three cases, the system is simulated using the data given in Ta-
ble 6.1. The solar power is calculated according to (6.41). The real and reactive
power injections of each PV source are calculated using (6.10) and (6.1), respectively.
The substitution rates β are calculated using each of the methods described above.
The voltages at each time step are determined using a modified version of the ladder
iterative technique [95]. Each of the global performance metrics defined above are
calculated for each method. For Case 1, the local sensitivity performance metrics
defined above are also calculated. The results from the cases are described in detail
below.
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6.3.1 Case 1
In Case 1, only one large PV source exists in the system. The performance met-
rics for this case are shown in Table 6.3. It can be seen that without the reactive
power controller, the solar power variations cause significant effects in the distribu-
tion system. These effects include both significant voltage magnitude violations and
significant deviations from the reference voltage magnitudes. Five buses experience
voltage magnitude violations, and at least one bus experiences a voltage magnitude
violation during more than half of the duration of the study. In terms of the violation
performance metrics, it can be seen that the GVU method has the greatest improve-
ment in performance, preventing any voltage magnitude violations from occurring.
In terms of the sensitivity performance metrics, it can be seen that the GSU method
performs the best; it reduces both the mean and maximum variations by more than
93%. For this case, which only has one PV source, the local sensitivity metrics de-
scribed above are also calculated at the local three-phase bus associated with the
PV source. For the local sensitivity metrics, the LSU method, which has identical
performance to the LVU method as described above, is best. These methods reduce
the mean local variation by more than 99% and the maximum local variation by more
than 98%.
Table 6.3: Simulation Results for Case 1
Method
Number
of
Violated
Buses
Violation
Time
(s)
Mean
Violation
Time (s)
Mean
Violation
(mV)
Maximum
Violation
(mV)
Mean
Variation
(mV)
Maximum
Variation
(mV)
Mean
Local
Variation
(mV)
Maximum
Local
Variation
(mV)
0 5 522 8.98 1.46 448 201 330 343 562
LSB 1 520 2.16 7.15×10−2 49.0 25.7 43.8 25.7 42.5
LSU 1 519 2.15 4.35×10−2 29.0 20.9 36.1 3.36 7.53
LVB 1 519 2.15 6.23×10−2 42.4 25.2 42.3 26.1 41.9
LVU 1 519 2.15 4.35×10−2 29.0 20.9 36.1 3.36 7.53
GSB 1 519 2.15 5.48×10−2 37.1 25.0 41.6 27.4 42.8
GSU 1 110 0.456 2.16×10−4 0.671 13.0 21.7 27.7 44.6
GVB 1 155 0.643 1.58×10−3 3.41 32.8 51.3 54.1 86.2
GVU 0 0 0 0 0 13.2 22.9 25.5 40.5
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6.3.2 Case 2
In Case 2, there are ten PV sources distributed throughout the system. When the
substitution rates β for one of PV sources are calculated, the other PV sources are
treated as negative constant PQ loads at the operating point. The performance met-
rics for this case are shown in Table 6.4. It can be seen that without the reactive
power controller three buses experience voltage magnitude violations and at least one
bus experiences a voltage magnitude violation during more than 64% of the duration
of the study. In terms of the violation performance metrics, the four violation opti-
mization methods have good performance. For these methods, no voltage violation
is experienced by any bus. In terms of the sensitivity performance metrics, the GSU
method has the best performance; it reduces the mean variation by more than 94%
and the maximum variation by more than 95%.
Table 6.4: Simulation Results for Case 2
Method
Number of
Violated
Buses
Violation
Time (s)
Mean
Violation
Time (s)
Mean
Violation (mV)
Maximum
Violation (mV)
Mean
Variation (mV)
Maximum
Variation (mV)
0 3 578 4.00 5.30×10−1 376 172 605
LSB 1 1 0.00415 2.51×10−6 0.545 26.7 90.7
LSU 0 0 0 0 0 15.9 49.6
LVB 0 0 0 0 0 26.9 91.9
LVU 0 0 0 0 0 15.9 49.6
GSB 1 2 0.00830 6.27×10−6 0.764 25.7 90.7
GSU 1 3 0.0124 4.45×10−6 0.648 9.77 29.5
GVB 0 0 0 0 0 38.6 114
GVU 0 0 0 0 0 24.8 74.8
6.3.3 Case 3
There are also ten PV sources in Case 3, but they are concentrated within the dis-
tribution system. As before, the other PV sources are treated as PQ loads when the
substitution rates β for a given PV source are calculated. The performance metrics
are shown in Table 6.5. Without the reactive power controller, 14 buses experience
voltage magnitude violation. In terms of the violation performance metrics, it can be
seen that the two global violation methods have good performance. For the global
violation methods, only one bus experiences a voltage magnitude violation. Also, the
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violation time is reduced by nearly 50%. The GVU method has the best performance
for the violation metrics, reducing the maximum violation by more than 99% and the
mean violation by more than 99.9%. The mean variation is reduced by the sensitivity
minimization methods. The GSU method has the least mean variation, which is less
than 3% of mean variation without reactive power control. The maximum variation
is reduced by more than 98% by the GSU method.
Table 6.5: Simulation Results for Case 3
Method
Number of
Violated
Buses
Violation
Time (s)
Mean
Violation
Time (s)
Mean
Violation (mV)
Maximum
Violation (mV)
Mean
Variation (mV)
Maximum
Variation (mV)
0 14 305 6.54 1.27 542 111 385
LSB 4 306 2.62 1.36×10−1 137 25.3 89.5
LSU 1 374 1.55 1.31×10−2 13.8 4.49 8.80
LVB 3 327 1.98 7.38×10−2 90.5 27.4 93.8
LVU 1 374 1.55 1.31×10−2 13.8 4.49 8.80
GSB 4 305 2.49 1.23×10−1 129 25.2 89.0
GSU 1 374 1.55 6.63×10−3 5.89 3.17 5.04
GVB 1 155 0.643 1.07×10−3 3.77 41.8 141
GVU 1 146 0.606 9.41×10−4 3.55 18.1 30.1
The voltage variation of the a phase of three-phase bus 65 with three different
methods is shown in Figure 6.3 (a). Without reactive power control, the a phase
of bus 65 has the largest maximum violation, dipping significantly below the 118-V
lower limit. It can be seen that both the GVU and GSU methods keep the voltage
magnitude very close to 118 V. Figure 6.3 (b) shows the voltage magnitude variation
of these two methods more closely. It can be seen that the GSU method exhibits
more frequent and more severe voltage magnitude violations, which corresponds to
the results in Table 6.5. It can also be seen that the GSU actually increases the
violation time, which is also consistent with Table 6.5.
6.3.4 Analysis
Several trends exist among the performance of the different reactive power control
methods with respect to the various performance metrics. For the global violation
performance metrics, i.e., number of violated buses, violation time, mean violation
time, mean violation, and maximum violation, the methods with global scope and
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Figure 6.3: Case 3 bus 65 a-phase voltage magnitude. (a) 0, GVU and GSU methods;
(b) GVU and GSU methods
violation optimization objective outperform the corresponding methods with either
local scope or sensitivity minimization objective. Furthermore, GVU outperforms
GVB. These relationships are illustrated in Figure 6.4. In this and the subsequent
figures, an arrow indicates that the method at the origin outperforms the method at
the destination. These relationships hold for each of the global violation performance
metrics in each of the three cases as seen in Tables 6.3–6.5.
When the global sensitivity metrics, i.e., mean variation and maximum variation,
are considered, the methods with global scope and sensitivity minimization objective
outperform the corresponding methods with either local scope or the violation opti-
mization objective. Once again, the method with unbalanced domain (GSU) exceeds
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Figure 6.4: Global violation performance metrics relationships
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Figure 6.5: Global sensitivity performance metrics relationships
the performance of the method with balanced domain (GSB). The relationships of
the methods for the global sensitivity metrics are shown in Figure 6.5. These rela-
tionships also hold for both of the global sensitivity performance metrics in each of
the three cases as seen in Tables 6.3–6.5.
For the local sensitivity metrics, i.e., local mean variation and local maximum vari-
ation, the methods with local scope and sensitivity minimization objective outperform
the corresponding methods with either global scope or the violation optimization ob-
jective. This excludes the relationship between the LSU and LVU methods, which are
equal and have equal performance. The performance of the unbalanced LSU method
is better than that of the balanced LSB method. The relationships for these metrics
are presented in Figure 6.6. The local sensitivity metrics are not evaluated in Cases
2 and 3 because these cases have multiple PV sources. However, it can be seen in
Table 6.3 that these relationships hold for both local sensitivity metrics in Case 1.
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6.4 Conclusion
Various reactive power control methods that substitute reactive power output for
real power output during solar power fluctuation are presented. These methods are
intended to mitigate against voltage magnitude fluctuations due to short-term solar
power variability. These methods are characterized by local or global scope, sensi-
tivity minimization or violation optimization objective, and balanced or unbalanced
domain. The various controllers are studied using the IEEE 123-bus feeder distribu-
tion system with three different cases, involving different degrees and distributions
of PV penetration. Various global violation, global sensitivity, and local sensitiv-
ity metrics are considered. It is found that the reactive power control methods can
effectively reduce voltage magnitude violation frequency and severity and voltage
magnitude variation. Furthermore, it is seen that the best choice of reactive power
control method depends on the choice of performance metric. Improvement of global
violation performance metrics requires the use of global, violation optimization meth-
ods. If global sensitivity performance metrics are chosen, the use of global, sensitivity
minimization methods are recommended. If only local sensitivity performance met-
rics are considered, local methods can be used. In all cases, it is found that the
methods with unbalanced domain have better performance than the methods with
balanced domain. Overall, it is found that the use of the proposed reactive power
control methods can mitigate distribution system voltage magnitude fluctuations.
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Chapter 7
Hybrid Position Observer for
Brushless DC Motor Drives with
Improved Noise Immunity
In this chapter, a noise immunity improvement for the hybrid position observer is
proposed to address experimentally observed Hall-effect sensor noise. The work de-
scribed in this chapter has been published in [96]. A finite state machine is used to
detect Hall-effect sensor transitions to determine if these transitions are true transi-
tions or the result of momentary glitches. This filter causes a delay in the detection of
the Hall-effect sensors that is compensated in the proposed observer. The proposed
observer is compared in simulations with the original hybrid position observer under
both non-noisy and noisy conditions for both constant and variable speed operation.
The simulation results show that the hybrid observer with noise immunity has good
performance even under high noise and variable speed conditions.
The remainder of this chapter is organized as follows. A brief review of hybrid
observer for brushless dc machines and the proposed noise immunity improvement
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are described in Section 7.1. In Section 7.2, the proposed noise immunity method is
compared with the original hybrid observer. A brief conclusion is given in Section 7.3.
7.1 Hybrid Observer with Noise Immunity
To introduce the noise immunity improvement for the hybrid position observer for
brushless dc machines, a brief review of the hybrid observer [34] is described first.
An example of the outputs of Hall-effect sensors 1–3 (HS1–3, respectively), the sine
of the electrical rotor position s, and the cosine of the electrical rotor position c for
a three-phase brushless dc machine are shown in Figure 7.1. It can be seen that
there are six Hall-effect sensor states in one period, and s and c have specific values
corresponding to each Hall-effect sensor transition. As a result, the exact value of
the sine and cosine of the electrical rotor position can be determined at the moment
of each Hall-effect sensor transition. Between the transitions, the instantaneous sine
and cosine of the electrical rotor position can be estimated by
dĉ
dt
= −ω̂rŝ (7.1)
dŝ
dt
= ω̂rĉ, (7.2)
where ω̂r is the estimated electrical rotor speed, and ŝ and ĉ are the estimated sine
and cosine of the electrical rotor position, respectively. By assuming the electrical
rotor speed is a constant during each Hall-effect sensor state, ω̂r is estimated by
ω̂r =
∆θr
∆t
, (7.3)
where ∆θr is the electrical rotor angle difference between the current and previous
transitions of the Hall-effect sensors and ∆t is the time interval between the current
and previous transitions. The values of s and c can be bounded in each sensor state
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Figure 7.1: Relationship among Hall-effect sensor states and sine and cosine of elec-
trical rotor position
to limit the estimation error between transitions, and the boundaries corresponding
to each state can be obtained from Figure 7.1.
The hybrid observer has been shown to have good performance when no noise
exists in the output of the binary Hall-effect sensors. However, once one of the
output of Hall-effect sensors has a short glitch, the hybrid observer cannot estimate
the rotor position correctly. Without any new glitches, this incorrect estimation
takes several Hall-effect sensor transitions to disappear. Such sensor noise has been
observed experimentally. In particular, the output of one of the Hall-effect sensors
for an 8-hp brushless dc motor is shown in Figure 7.2 (a). It can be seen that a glitch
occurs at approximately 85 ms, and this glitch is shown in closer proximity to the
glitch in Figure 7.2 (b). This glitch lasts approximately 40 µs and can cause errors
in rotor position estimation without an improvement in noise immunity.
Herein, a finite state machine is used to filter noise from a given Hall-effect sensor.
The finite state machine maintains a Hall-effect state and a counter. The Hall-effect
sensor output is sampled with a sampling time of tsample. If the output is high, the
counter is incremented, and the counter is decremented if the output is low. If the
Hall-effect state was previously low and the counter reaches N , the Hall-effect state
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Figure 7.2: Experimentally observed Hall-effect sensor noise
transitions to high. Likewise, if the Hall-effect state was previously high and the
counter reaches zero, the Hall-effect state transitions to low. The value of N is given
by
N =
tg
tsample
. (7.4)
In this way, detection of a Hall-effect state transition is delayed (on average by tg),
but false transitions are ignored. Such a state machine is implemented for each of the
Hall-effect sensors.
The implementation of the state machines will reduce the effects of false Hall-effect
sensor transitions, but it will also increase the delay of detecting true transitions. The
hybrid position observer can be modified to compensate for this delay. In particular,
the values to which the estimates of the sine and cosine of the rotor position should
be reset must be adjusted based on the average transition delay tg. If s
∗ and c∗
represent the values of the sine and cosine at rotor position θ∗ corresponding to a
given Hall-effect sensor transition, the reset values when this transition is detected
(i.e., tg later than the actual transition) are calculated as
ŝ := sin(θ∗ + ω̂rtg) ≈ s∗ + c∗ω̂rtg (7.5)
ĉ := cos(θ∗ + ω̂rtg) ≈ c∗ − s∗ω̂rtg, (7.6)
106
Table 7.1: Reset Values
Transition HS1 HS2 HS3 ŝ ĉ
HS1 x 0 1 −
√
3
2
+ 1
2
ω̂rtg
1
2
+
√
3
2
ω̂rtg
HS1 x 1 0
√
3
2
− 1
2
ω̂rtg −12 −
√
3
2
ω̂rtg
HS2 0 x 1 ω̂rtg 1
HS2 1 x 0 −ω̂rtg −1
HS3 0 1 x
√
3
2
+ 1
2
ω̂rtg
1
2
−
√
3
2
ω̂rtg
HS3 1 0 x −
√
3
2
− 1
2
ω̂rtg −12 +
√
3
2
ω̂rtg
Table 7.2: Boundary of the Hall-effect Sensor State
State
ŝmax ŝmin ĉmax ĉminHS1 HS2 HS3
0 1 1
√
3
2 +
1
2 |ω̂r|tg −|ω̂r|tg 1
1
2 −
√
3
2 |ω̂r|tg
0 1 0 1
√
3
2 −
1
2 |ω̂r|tg
1
2 +
√
3
2 |ω̂r|tg −
1
2 −
√
3
2 |ω̂r|tg
1 1 0
√
3
2 +
1
2 |ω̂r|tg −|ω̂r|tg −
1
2 +
√
3
2 |ω̂r|tg −1
1 0 0 |ω̂r|tg −
√
3
2 −
1
2 |ω̂r|tg −
1
2 +
√
3
2 |ω̂r|tg −1
1 0 1 −
√
3
2 +
1
2 |ω̂r|tg −1
1
2 +
√
3
2 |ω̂r|tg −
1
2 −
√
3
2 |ω̂r|tg
0 0 1 |ω̂r|tg −
√
3
2 −
1
2 |ω̂r|tg 1
1
2 −
√
3
2 |ω̂r|tg
where the first-order approximations are suitable for microcontroller implementation
because tg is small. The values of ŝ and ĉ at each Hall-effect sensor transition are
listed in Table 7.1, where x denotes the sensor in which a transition occurs.
In a similar way, the boundaries for ŝ and ĉ for each Hall-effect sensor state must
be enlarged to account for the delay in detecting the transition to the next state.
In particular, the electrical rotor position can be expected to exceed the boundary
by |ω̂r|tg before the next transition is detected. This boundary expansion is applied
for both counterclockwise and clockwise rotation. The new boundaries for each Hall-
effect sensor state can be estimated using a similar first-order approximation to that
given in (7.5) and (7.6), and these boundaries are listed in Table 7.2, where ŝmax
and ŝmin are the maximum and minimum value of estimated sine of electrical rotor
position for each Hall-effect sensor state, respectively, and ĉmax and ĉmin are the
maximum and minimum value of estimated cosine of electrical rotor position for each
Hall-effect sensor state, respectively.
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7.2 Simulation Results
Simulations of the responses of the original hybrid position observer and the proposed
hybrid position observer are performed. The electrical rotor position θr is assumed to
be differentiable. The true outputs of HS1–3 are high when cos(θr − 7π6 ), cos(θr −
π
2
),
and cos(θr − 11π6 ) are positive, respectively. The sampling time for both observers is
100 kHz, and N for the proposed observer is 16. The initial value of the state variables
ŝ, ĉ are set to the correct initial values (i.e., those corresponding to the initial rotor
position).
Two sets of studies are performed. In the first set, the rotor speed is constant,
and the performance of the two observers is compared for both non-noisy and noisy
conditions. In the second set, the rotor speed varies, and the performance is again
compared for non-noisy and noisy conditions. The noise is modeled by the follow-
ing process, which is applied independently to each of the three Hall-effect sensors.
Glitches arrive according to an exponential distribution with mean time between
the conclusion of the previous glitch and the arrival of the following glitch of 3 ms.
The duration of each glitch is modeled by a uniform distribution between 0 ms and
0.15 ms. During a glitch, the observed output of the glitched Hall-effect sensor is the
logical complement of the true output. In all of the simulation result figures, HS1–3
indicate the Hall-effect sensor outputs. s and c indicate the true sine and cosine of
the electrical rotor position. ŝ and ĉ indicate the estimates of the sine and cosine of
the electrical rotor position produced by the proposed observer. ŝ0 and ĉ0 indicate
the estimates of the sine and cosine of the electrical rotor position produced by the
original observer.
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7.2.1 Steady-state performance
In the first set of studies, the electrical rotor speed is constant at 120π rad/s. The
observers are simulated for two electrical periods. The results of the non-noisy case are
shown in Figure 7.3. It can be seen that the sine and cosine estimates of the electrical
rotor position from both hybrid observers are essentially identical and essentially
identical with the true sine and cosine of the electrical rotor position in this case.
The implementation of the proposed method has no detrimental effect on observer
performance in this case. In particular, the delay in detecting the Hall-effect sensor
transitions does not negatively affect the performance.
The simulation results under noisy conditions are shown in Figure 7.4. It can be
seen that the original hybrid observer struggles with the noisy conditions throughout
the simulation duration, producing estimates that are neither smooth nor correct at
many times. It can also be seen that the sine and cosine estimates of the electrical
rotor position by the proposed hybrid observer match the true values under these
noisy conditions.
7.2.2 Transient performance
In the second set of studies, the electrical rotor speed is increased linearly from
40π rad/s to 160π rad/s over the 0.1-s simulation time. The results of the non-
noisy case are shown in Figure 7.5. It can be seen that the sine and cosine estimates
of the electrical rotor position from both hybrid observers are essentially identical. It
can be seen that small errors exist between the two observers and the true sine and
cosine of the electrical rotor position at lower speeds. These errors are unlikely to
affect drive performance significantly.
The simulation results under noisy conditions are shown in Figure 7.6. The original
hybrid observer cannot find the correct electrical rotor position during the transient
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Figure 7.3: Simulation results with constant rotor speed and non-noisy conditions
at many times. The sine and cosine estimates of electrical rotor position estimated
by proposed hybrid observer has good performance under these noisy conditions,
matching the performance under non-noisy conditions.
7.3 Conclusion
A noise immunity improvement for hybrid position observers for brushless dc motor
drives is proposed in this chapter. The proposed approach using finite state machines
allows short glitches in the output of the Hall-effect sensors to be ignored. This
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Figure 7.4: Simulation results with constant rotor speed and noisy conditions
improves noise immunity, but it also delays detection of Hall-effect sensor transitions,
which is compensated in the proposed observer. The simulation results show that the
proposed method has good performance under high noise conditions during steady-
state and transient operation.
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Figure 7.5: Simulation results with varying rotor speed and non-noisy conditions
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Figure 7.6: Simulation results with varying rotor speed and noisy conditions
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
In this dissertation, several topics about inverter control and modeling are discussed.
The first three topics are about the implementation of GAM models for PWM in-
verters with different modulation signals in the abc variables and reference frames.
The fourth topic is about controlling the reactive power output of the PV inverter
system to reduce the grid voltage magnitude variations and violations due to the solar
irradiance fluctuations. The fifth topic provides a noise immunity improvement for
the Hall-effect sensor based electrical rotor position observer.
In Chapter 3, the GAM model for single- and three-phase PWM inverter is pro-
posed. The average vector that contains the QFS coefficients of a waveform in the
detailed model is used to represent the characteristics of such waveform in the GAM
model. The QFS representation of switching functions and waveforms contains not
only the fundamental component of the modulation signal and components corre-
sponding to multiples of the switching frequency, but also sideband components of
multiples of the switching frequency. The most significant harmonic components of
the switching function can be found from the Fourier spectrum of the switching func-
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tion. Because the QFS representation of switching function is known, the accuracy of
the GAM model can be estimated based on the transfer function from the switching
function to the signal of interest. Different configurations of GAM models are con-
structed by including different significant components to the average vector. Those
configurations of GAM models are compared with the detailed models and SSA mod-
els in simulations. It is found that the simulation run times of GAM models are
significantly smaller than those of detailed models and slightly larger than those of
SSA models. The GAM models can portray the dynamic response of the fundamen-
tal components and switching frequency components of state variables. Experimental
results are provided to demonstrate those models, and it is found that the simulation
results from the GAM models match the experimental measurements in the steady
state and transient.
In Chapter 4, a GAM model for three-phase PWM inverters with third-harmonic
injection is proposed. The QFS representation of the switching functions with third-
harmonic injection is provided. It is found that even the third-harmonic components
are canceled in the balanced three-phase system, the third-harmonic injection changes
the QFS coefficients of high-frequency components of state variables. Since QFS
coefficients of high-frequency components of switching functions are the infinite sum,
several terms are used to approximate the selected QFS coefficients of switching
functions. The GAM model for the three-phase PWM inverter with third-harmonic
injection is compared with a detailed model in simulations. It is found that the
waveforms predicted by the GAM models match those predicted by the detailed
model when the third harmonic is injected in the modulation signals. It is also found
that the simulation run times of the GAM models are significantly faster than those
associated with detailed models.
In Chapter 5, a GAM model in the reference frame for three-phase PWM inverters
with varying modulation signal frequency is proposed. The QFS representation of
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the switching functions with varying modulation signal frequency for abc variables is
provided. And the QFS representation of the switching functions for the reference
frame is derived from the transformation matrix and the QFS representation of the
switching functions for abc variables. It is found that this transformation does not
change the magnitude of the harmonic components. So, the significant components
are selected to construct the average vector based on the Fourier spectrum of the
switching function for abc variables. Two configurations of GAM models are compared
with the detailed model in the rotor reference frame in simulations, and it is found that
the q- and d-axis motor currents predicted by the GAM models match those predicted
by the detailed model in the reference frame when the frequency and magnitude of
the modulation signal are varying. Furthermore, the GAM models are found to have
significantly faster simulation speeds than those associated with the detailed model
in the reference frame. Hardware test results are also provided to demonstrate the
proposed models, and it is found that the simulation results from the GAM model
in the reference frame match the experimental measurements when the motor speed
and reference current change.
In Chapter 6, different reactive power control methods that vary the reactive power
output of the PV inverter system to mitigate voltage magnitude fluctuations due to
short-term solar power variability are presented. The relationship among the varia-
tion of voltage magnitudes, the real output power of the PV inverter, and the reactive
output power of the PV inverter is given by Taylor series expansion of voltage magni-
tude equations at the operating point. Based on this relationship, the reactive power
control methods vary the reactive output power of PV inverter to reduce the voltage
magnitude variation and violations. The reactive power control methods are defined
by local or global scope, sensitivity minimization or violation optimization objective,
and balanced or unbalanced domain to meet different performance requirements. To
measure the system performance, various global violation, global sensitivity, and local
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sensitivity metrics are provided. The reactive power control methods are implemented
in the IEEE 123-bus feeder distribution system with three different cases, involving
various numbers of PV sources and PV source locations. It is found that the reactive
power control methods can effectively reduce voltage magnitude violation frequency
by using the violation optimization methods. By using the sensitivity minimization
methods, the voltage magnitude variation can be reduced. It is also found that the
unbalanced domain methods are better than the balanced domain methods based on
the performance metrics.
In Chapter 7, a hybrid position observer for brushless dc motor drives with a
noise immunity improvement is proposed. The hybrid position observer estimates
the electrical rotor position based on the state of the Hall-effect sensors. However,
this hybrid position observer is very sensitive to the short glitches in the output of
the Hall-effect sensors. The finite state machines are used to find the true state of the
Hall-effect sensors and filter the short glitches. This improves noise immunity, but it
causes a delay between detection of Hall-effect sensor transitions and the true Hall-
effect sensor transitions. The reset value when the transitions are detected and the
boundary of sine and cosine functions of electrical rotor position for each Hall-effect
sensor state are modified to compensate this delay. This improvement is compared
with the original observer in simulations. The simulation results show that the pro-
posed method can find the correct electrical rotor position under high noise conditions
during steady-state and transient operation.
8.2 Future Work
For the current source inverter, the state equation has the term that is a multiplication
of the state variable and switching function. As mentioned before, the cross-coupling
effect of the switching ripple can cause offsets in the low frequency components of the
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state variable. In [53], the multiplication of the state variable and switching function
for the GAM model of the boost converter are approximated by multiplying the dc and
fundamental harmonic components of the state variable with those of the switching
function. In the GAM model for the PWM inverter, this multiplication can cause
offsets in the fundamental and switching frequency components of the state variable.
However, the significant components in the inverter GAM model contain not only the
fundamental component of the modulation signal and components corresponding to
multiples of the switching frequency, but also sideband components of multiples of
the switching frequency. The effect of this multiplication must be carefully considered
for the current source inverter. The GAM model could be constructed for the current
source inverter and can have significantly higher accuracy than the SSA model.
The finite element analysis (FEA) is commonly used to analyze and predict the
behavior of the electrical machine [97–100]. It has high accuracy and is a useful tool
to approximate the efficiency of the electrical machine. However, running the FEA is
time consuming. It requires a large amount of computation for design optimization.
In [101], a block model order reduction is implemented to reduce the simulation time
of the FEA. The GAM inverter model can be used to generate the current waveform
for the FEA. By doing this, simulation run time for the whole process can be reduced.
Furthermore, the GAM may be applied to the finite element model. As a result, this
FEA can provide an accurate approximation with fast simulation run time. However,
the GAM must be adopted to model the nonlinearity of magnetic material and the
cross-coupling effects in the magnetic field.
For reactive power control methods described in Chapter 6, the reactive power
operating point for all of the PV sources are set to zero. The reactive power operating
point can be set to a non-zero value. By using a non-zero value operating point, the
average voltage magnitude of the distribution system can be changed and the power
loss in the distribution system can be reduced. As a result, the reactive power control
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methods can be used to improve the distribution system performance and reduce the
voltage violation at the same time. Also, the reactive power operating point for each
phase of each PV source could be different. By setting reactive power operating point
for all PV sources, better performance can be achieved. The adaptive control method
could be applied to find the substitution rates if the penetration of the PV panel is
high. The substitution rates can be calculated by using the recursive least square
method from previous electrical power changes and corresponding voltage magnitude
changes.
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