Asymptotics for Small Nonlinear Price Impact: a PDE Approach to the
  Multidimensional Case by Bayraktar, Erhan et al.
ar
X
iv
:1
81
1.
06
65
0v
2 
 [m
ath
.A
P]
  1
4 J
an
 20
19
Asymptotics for Small Nonlinear Price Impact: a PDE Approach to
the Multidimensional Case∗
Erhan Bayraktar† Thomas Caye´‡ Ibrahim Ekren§
January 16, 2019
Abstract
We provide an asymptotic expansion of the value function of a multidimensional utility maxi-
mization problem from consumption with small non-linear price impact. In our model cross-impacts
between assets are allowed. In the limit for small price impact, we determine the asymptotic expan-
sion of the value function around its frictionless version. The leading order correction is characterized
by a nonlinear second order PDE related to an ergodic control problem and a linear parabolic PDE.
We illustrate our result on a multivariate geometric Brownian motion price model.
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1 Introduction
Choosing optimally the assets to own and to rebalance portfolios are the main tasks of portfolio
managers. Classical finance first provided a systematic way of doing so in markets without frictions
(in what follows we will call this the Merton problem (without frictions) since the Nobel laureate
Robert Merton was the first to give this systematic solution). Although elegant, the results obtained
with these models are of little help to real world investors, as the optimal strategies prescribed would
lead to immediate ruin in the presence of the smallest frictions. Indeed, financial markets do not
behave in the idealized way described by the assumptions of these early models. Trading actively
costs, and all the more so when the size and speed of the portfolio rebalancing increases. The type of
trading costs that interests us in this article stems from the lack of market depths and the insufficient
liquidity of the assets traded. To trade, an investor needs counter-parties, be it over-the-counter or
in the limit-order-book. Attracting enough of theses counter-parties for a large trade necessitates a
price move in the direction averse to the investor. It is accepted that the size of this shift increases
with the size of the trade and the speed of trading. The seminal works of Bertsimas and Lo [8]
and of Almgren and Chriss [3, 2] set the models that are now widely used in the litterature: the
price impact is assumed proportional to a power α > 0 of the trading rate. For tractability, price
impacts were first taken to be linear (α = 1), and many interesting results sprouted in the literature
(see e.g. [26], [16], [6], [36] and references therein)1. However, empirical studies such as [33] and [4]
suggest that the power α of the trading speed, is in the interval (0, 1), which leads to superlinear but
subquadratic trading costs.
1Note that in these works and in our study price impact are only temporary: the asset price immediately reverts to
its “base value” after the trade. For a review of the different models for transient (and temporary) price impact, see the
survey by Gatheral and Schied [23] and the work of Roch and Soner [39]. Recent developments include [40, 22, 28, 19, 5].
2
Portfolio choice problems with these types of frictions have only been recently studied. The first
article to analyze these frictions is by Guasoni and Weber [25], in which the investor maximizes power
utility of final wealth in a Black-Scholes market. Trading induces price impacts proportional to a
power α of a “volume-renormalization” of the trading rate. They characterize the optimizer, identify
a family of asymptotically optimal strategies and find the relative loss of utility to the leading order
in the limit of small price impacts. These are expressed in terms of the solution of an ordinary
differential equation that depends on α. More recently the problem was solved in [14] for constant
absolute risk averse (CARA) investors and general one-dimensional markets where the price follows
a not necessarily Markovian Itoˆ diffusion. The ODE found in [25] is still a crucial building block of
the solution. In a parallel strand of literature, Cai, Rosenbaum and Tankov [12, 13] embed these
problems in the study of tracking problems.
While the previous works give a good understanding of the behaviour of one-dimensional markets,
they do not tackle the important problem of interdependence between assets through correlation and
cross price impacts. Indeed, it is not unreasonable to think that, asset prices being correlated, moving
the price of a particular asset will have an effect on the price of the correlated assets. Furthermore, a
liquidity strain on a stock may very well have a liquidity effect on the option written on this particular
underlying since they could be used as alternative to the asset becoming illiquid. For proportional
transaction costs (a particular case when there is no price impact), the consequence of the asset
liquidity interdependence is relatively well understood, see for example [38, 9]. To understand the
complex interdependence between assets in the context of price impacts, studies have been carried
out for linear price impacts (i.e. quadratic costs) in [25], [22] and [36]. It is found that in contrast
to the one-dimensional case, it is not anymore optimal to trade directly towards a target strategy,
which turns out to be the the frictionless optimizer, unless the current displacement is an eigenvector
of the price impact matrix multiplied by the inverse of the volatility matrix. The optimal strategy
is, in general, to trade in a direction given by a symmetric matrix depending on the price impact
and volatility matrices. This amounts to trading in the direction that is the best improvement of the
risk-return trade-off given the cost incurred.
In the present article, we study a portfolio choice problem in a multidimensional market where
transaction costs are superlinear and subquadratic. We consider an investor with a constant relative
risk aversion (CRRA) who is maximizing the utility of her consumption on a finite time horizon. Our
model allows for general patterns of cross-impacts and we consider ourselves in a general Markovian
Itoˆ price processes set-up. The presence of superlinear costs makes this problem very challenging to
solve explicitly and, as first done by Shreve and Soner in [41] in the context of transaction costs,
we turn to the powerful machinery of viscosity solutions developed by Crandall, Ishii and Lions [17]
to characterize its solution. In particular, one of the challenging features of the cost structures we
consider is that the associated Hamilton-Jacobi-Bellman equation is degenerate with a Hamiltonian
growing superquadratically in the first derivatives with power m = 1 + 1α > 2. Considering that in
practice transaction costs are small, it is natural to make an asymptotic analysis of the problem for
small price impact using techniques developed by Soner, Touzi and Possama¨ı [42, 38] for proportional
transaction costs and by Moreau, Muhle-Karbe and Soner [36] for linear price impact2.
Based on the approach developed in [42, 38, 36] and using tools from homogenization theory
[34, 20, 21, 43], we characterize the asymptotic expansion of the value function of the problem in
terms of the solutions of the so-called corrector equations. The first corrector equation is an ergodic
2Note that to use this methodology, the setting of the problem needs to be Markovian. This constraint can be relaxed
in one-dimensional markets through the use of convex duality (see [24]) and ergodic theory for one-dimensional diffusions,
see e.g. [32], [1], [14]
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type Hamilton-Jacobi-Bellman equation with superquadratic Hamiltonian similar to the equations
studied in [30, 15]3. This PDE, whose structure depends neither on the price dynamics nor on the
utility function, seems to be ubiquitous in the nonlinear price impact problems. It generalizes the
ODE derived in [25] by Guasoni and Weber, which is also a crucial element of the solution in [14] in
the setting of one-dimensional markets with nonlinear price impact.
This first corrector equation can not be solved explicitly and we have to rely on existence results
from [30, 15]. In particular, in order to prove the asymptotic expansion, we need second derivative
estimates for the solution of this equation and they are, at the moment, only available for a particular
choice of the price impact functional (see (4.1)). For more general impacts, we expect that, under
some technical assumptions, such second derivative bounds can still be obtained by using the adjoint
method, but this is beyond the scope of the current paper.
Due to the fact that it can not be solved explicitly, one needs to either rely on numerical solutions
of this equation or some type of factorization depending on the impact function. We provide in
Section 4 an example of impact function allowing such a factorization and hence reduce the first
corrector equation to a one dimensional PDE. Thus, for this impact function and similar to [27, 36]
the joint effects of the covariation structure of the price process and the price impact function on the
utility loss can be explicitly obtained.
The loss of utility at the leading order is then characterised by the second corrector equation which
is a linear PDE. Similarly to the previous results in the literature, the second corrector equation is a
linearization of the PDE solved by the value function of the frictionless problem. Its source term is
provided by the first corrector equation and it reflects the local utility loss generated by the optimal
control of the so-called fast variable in an ergodic control problem. The solution of the second
corrector equation can also be expressed as the expectation of a function of the state variables
integrated over the trading horizon as in [42, 38, 36, 14].
The proof of expansion relies on general stability results for viscosity solutions and locally uniform
bounds for the difference between the frictionless and frictional value functions. Regarding the
viscosity solution aspects, unlike in [36, 19], the solution of the first corrector equation is not a
simple quadratic function of the deviation from the frictionless target. Thus, generating the test
functions to use the viscosity property of the frictional value is more challenging. Compared to
previous literature, our test functions have additional dependencies and do not always scale as a
power function. Additionally, these features have to be included in the remainder estimates in
Proposition 5.1 which renders these estimates more challenging.
The complexity of the solution of the first corrector equation also generates difficulties to check
the assumptions needed to apply our main theorem. In particular, a new method is needed to obtain
the locally uniform bounds for the difference between the frictionless and frictional value functions.
Indeed, in our case we cannot simply apply the Itoˆ’s formula to the squared difference between the
current position and the target position to obtain these bounds. Also, we are not able to find a
smooth subsolution of the frictional PDE as in [38] to obtain these bounds. In order to exploit
the strong mean-reversion property of the position to the frictionless target one needs to find an
appropriate Lyapunov function. In fact, in our multidimensional framework, the solution of the first
corrector equation is this Lyapunov function. However, the application of the Itoˆ’s formula to this
Lyapunov function gets extremely technical and is left to the Appendix where we give guidelines to
obtain the locally uniform bounds between the value functions for a model with Geometric Brownian
3The study of portfolio problems with frictions is closely linked to ergodic control problem as was already made clear
in [42], [1], [14]. For recent developments in ergodic control theory and on how to approximate their solutions, see [15] and
[11] and the references therein.
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Motion.
The paper is organized as follows. We state the problem of interest in Section 2. We then state
in Section 3, our main result. In Section 4, we show that the multidimensional Black-Scholes with
a certain cost structure satisfies the assumptions of our main results and we give the expansion of
the value function for this example. In Section 5, we state the remainder estimates which are the
main estimates to carry out the viscosity theory results in Section 6. In the Appendix, we prove a
technical lemma on the distance between the asymptotically optimally controlled state variables and
the frictionless target necessary to check the assumptions of the main Theorem 3.1 for our example.
In the rest of this section, for reader’s convenience we will list the frequently used notation.
1.1 Notation
For a smooth function φ, φy denotes the derivative of φ in y (we reserve the notation ∂yφ for the
derivatives of any composition in y) and φxy denotes the second order derivative with respect to x
and y. We denote by | · | the Euclidian norm for a vector or matrix, Sd stands for the set of symmetric
matrices. For a deterministic vector x, xi denotes its ith component and for a vector valued process
(Xt), X
i
t denotes its ith component. We also denote by D := {(t, w, s) ∈ [0, T )× R++ × R
d
++} and
DT := {(t, w, s) ∈ {T } × R++ × Rd++} where we write R++ := (0,∞). In the article, we write C
for a generic positive constant or a positive continuous function on D with polynomial growth, that
may change from a line to the next. For vectors x, y ∈ Rd and α > 0, we denote by x · y their
Euclidian scalar product, x(α) = (sign(x1)|x1|α, . . . , sign(xd)|xd|α)⊤, x|α| = (|x1|α, . . . , |xd|α)⊤ and
x× y = (x1y1, . . . , xdyd)⊤.
2 The Model
2.1 The Merton Problem Without Friction
Let
(
Ω,F ,F = (Ft)t∈[0,T ] ,P
)
be a filtered probability space. The financial market consists of a
money market account with interest rate r(S) and stocks. The dynamics of the assets are as follows
dSjt = S
j
t (µ
j(St)dt+ σ
j(St) · dBt), with S
j
0 = s
j
0 for 16j6d, (2.1)
dS0t = S
0
t r(St)dt, with S
0
0 = s
0
0,
where B is an d-dimensional Brownian motion, r, µj are continuous real-valued functions, σj a
continuous vector-valued function, for 16j6d. We also assume that s 7→ sjµj(s) and s 7→ sjσj(s)
are Lipschitz continuous for all j = 1, . . . d. We denote by σ the d× d matrix whose j-th row is σj .
We assume furthermore that σσT is positive definite. We write indifferently rt for r(St), µt for µ(St)
and σt for σ(St).
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The investor chooses at time t a consumption rate ct > 0 and the number of shares Ht =
(H1t , ..., H
d
t )
⊤ to hold in the stock. Her wealth evolves according to the following dynamics:
dW 0t = (rtW
0
t − ct)dt+
d∑
j=1
Hjt S
j
t (µ
j
t − rt)dt+
d∑
i,j=1
Hjt S
j
tσ
j
i (St)dB
i
t , (2.2)
4Note that the interest rate and the drift and volatility of the price could depend on time and a factor process. All the
analysis of the article goes through. We choose to omit them for readability and simplicity of notations.
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in vector notation,
dW 0t = (rtW
0
t − ct)dt+ (Ht × St) · (µt − rt1)dt+ (Ht × St)
TσtdBt, (2.3)
where 1 is the vector of Rd with 1 for every component. The objective is to maximize the expected
utility from consumption. The value function for (t, w, s) ∈ D ∪ DT is,
V 0(t, w, s) = sup
(c,H)∈A0(w)
E
[ ∫ T
t
U(cr)dr + U(cT )
∣∣∣∣Wt = w, St = s], (2.4)
U(x) = x1−R/(1−R), R > 0, R 6= 1 is the utility function, and A0 is the set of admissible strategies
(i.e. number of shares in each asset and consumption) which guarantee that the SDE for the wealth
process has a strong solution and that Wt > 0 and ct > 0 for all t > 0 and cT >WT .
Remark 2.1. (i) Note that although St appears in the wealth dynamics, we could easily remove it
by treating the amount in units of nume´raire invested in the stock, HtSt, as the control. Here we
consider the number of shares as control in order to have more resemblance with the frictional case
introduced in the next section.
(ii) Note also that unlike the classical problem, the consumption at the final time is controlled.
This choice is made so that the frictionless and the frictional problem (2.19) have the same structure.
However, we obviously have the same value as the classical Merton problem since the optimal control
here is cT =WT as it is the case in the classical Merton problem.
Under some assumptions (e.g. the existence of regular solutions to the Hamilton-Jacobi-Bellman
equation and of an optimal policy for (2.4)) it can be proved that the frictionless value function V 0
satisfies the Hamilton-Jacobi-Bellman equation for all (t, w, s) ∈ D
G0(V 0)(t, w, s) := −∂tV
0 − sup
c
{U(c)− V 0wc} − L
sV 0 − V 0wrw (2.5)
− sup
h
{
V 0w
d∑
j=1
hjsj(µ
j(s)− r) +
d∑
i,j=1
V 0wsisihjsjσ
i(s) · σj(s) +
V 0ww
2
∣∣∣∣∣
d∑
j=1
hjsjσ
j(s)
∣∣∣∣2
}
= 0,
V 0(T,w, s) = U(w), (2.6)
where Ls is the infinitesimal generator associated to S, and the above supremum is attained pointwise
by
h0(t, w, s) := argmax
h∈Rd
{
V 0w(t, w, s)
d∑
j=1
hjsj(µ
j(s)− r(s)) +
d∑
i,j=1
V 0wsi(t, w, s)sihjsjσ
i(s) · σj(s)
+
V 0ww(t, w, s)
2
∣∣∣∣∣
d∑
j=1
hjsjσ
j(s)
∣∣∣∣∣
2}
. (2.7)
Then h0 satisfies the first order condition for all (t, w, s) ∈ D
V 0wsj
(
µj − r
)
+
d∑
i=1
V 0wsisisjσ
i(s) · σj(s) + V 0ww
d∑
i=1
h0i sisjσ
i(s) · σj(s) = 0, for all 16j6d. (2.8)
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We define additionally H0t = h
0(t,W 0t , St), for t > 0. Denote by
U˜(y) := sup
x
{U(x)− xy} =
R
1−R
y−
1−R
R , for y > 0 (2.9)
the convex dual of U and the optimal consumption rate
c0(t, w, s) := −U˜ ′(V 0w(t, w, s)). (2.10)
Finally, define (t, w, s) 7→ ch
0
(t, w, s) the function such that
ch
0
t = c
h0
(
t,W 0t , St
)
=
d
〈
h0
(
t,W 0t , St
)〉
dt
∈ Sd (2.11)
is the quadratic variation of
(
H0t
)
t∈[0,T ]
.
Assumption 2.1. We make the following assumption on the frictionless problem.
(i) V 0, c0, h0 are C1,2,2(D ∪ DT ) functions, and ch
0
is continuous and positive on D ∪ DT .
(ii) The strategy h0 does not allow short selling, borrowing, nor zero position in any of the assets:
h0 × s
w
∈ (0, 1)d and
d∑
i=1
sih
0
i
w
< 1. (2.12)
(iii) We have V 0w > 0 and V
0
ww < 0 on D ∪DT .
Remark 2.2. (i) The assumption that h
0×s
w is contained in the interior of [0, 1]
d is necessary for the
admissibility of our candidate strategy in the presence of price impact. Short-selling and borrowing
to invest are forbidden as in [25] to avoid ruin. Indeed, the investor might not be able to liquidate
her short position or her over-invested portfolio fast enough in case of a down-turn of the market and
may face ruin, which is not allowed by the power utility function.
(ii) However, unlike [25], we assume that the strategy strictly belongs to the interior of the simplex
for technical reasons: it is necessary to ensure admissibility of our candidate strategy in the treated
example; see Sections 7.1 and 7.3 for details.
With these assumptions and notation we can rewrite the equation (2.5) as
0 = −∂tV
0 − U˜(V 0w)− L
sV 0 − V 0wrw (2.13)
− V 0w(h
0 × s) · (µ− r1)−
d∑
i,j=1
V 0wsisih
0
j(t, w, s)sjσ
j · σi −
V 0ww
2
∣∣∣∣∣
d∑
j=1
h0j(t, w, s)sjσ
j
∣∣∣∣∣
2
= 0.
Example 2.1. Throughout the article we will illustrate our results for geometric Brownian motion as
the multi-dimensional price process and an investor with risk aversion R ∈ (0, 1). This means that we
take µ, σ and r constant, such that σσ⊤ is positive definite. In this case one can show by verification
(using the following ansatz, Equations (2.8) and (2.13), and the uniqueness of their solutions) that
the value function takes the form
V 0(t, w, s) = g(t)U(w), (2.14)
c0(t, w, s) = g(t)−
1
Rw, (2.15)
h0(t, w, s) =
(
π1
w
s1
, ..., πd
w
sd
)⊤
, with π = R−1
(
σσ⊤
)−1
(µ− r1) , (2.16)
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where
g(t) =
(
1 + (ν − 1)e−ν(T−t)
ν
)R
(2.17)
satisfies g(T ) = 1 and ν = (R− 1)
(
r
R +
(µ−r1)⊤(σσ⊤)
−1
(µ−r1)
2R2
)
6= 0.
The Assumption 2.1 means that we require πi(t) = πi > 0 for all i = 1, . . . d and
∑d
i=1 πi < 1.
Remark 2.3. Note that the function g is bounded and bounded away from 0 on [0, T ].
2.2 The Merton Problem with Price Impact
Let the financial market be the same as in the frictionless case except that now the execution
price S˜t may be different from the fundamental price St. More precisely, we consider a temporary
price impact model,
S˜jt = S
j
t + fj(St, εθt),
where5 θt = H˙t is the trading rate, ε is a small parameter, and (fj) is a family of function so that
the function Φ defined at (2.21) satisfies the Assumption 2.2 below. In this case, the wealth of the
investor starting at t = 0 with a marked-to-market wealth of w0, satisfies the following SDE (with
initial condition W ε0 = w0) on [0, T ]
dW εt = (rtW
ε
t − ct)dt+
d∑
j=1
(
Hjt S
j
t [(µ
j
t − rt)dt+ σ
j
t · dBt]− θ
j
t fj(St, εθt)dt
)
. (2.18)
Define the value function for this control problem as
V ε : (t, w, s, h) ∈ D × Rd 7→ sup
(c,θ)∈Aε(w)
E
[ ∫ T
t
U(ct)dt+U(cT )
∣∣∣Wt = w,Ht = h, St = s], (2.19)
where (c, θ) ∈ Aε if W t,w,s,h,c,θs −
∑d
i=1H
i
sS
i
s > 0, H
i
s > 0 and cs > 0 for all s ∈ [t, T ) and
cT >W
t,w,s,h,c,θ
T −
∑d
i=1H
i
TS
i
T .
Remark 2.4. We note that in our framework, the total wealth w represents the frictionless liquidation
value of the portfolio where h is the vector of number of shares held in each asset and w−
∑d
i=1 h
isi
is the cash holdings of the agent. In other words, W ε represents the “marked-to-market” wealth of
the investor.
The associated Hamilton-Jacobi-Bellman equation is
− ∂tV
ε − sup
c
{U(c)− V εwc} − L
sV ε − V εwrw − sup
θ
{
V εh θ − V
ε
w
d∑
j=1
θjt fj(s, εθt)
}
(2.20)
− V εw
d∑
j=1
hjsj(µ
j − r) +
d∑
i,j=1
V εwsisihjsjσ
j · σi +
V εww
2
∣∣∣∣∣
d∑
j=1
hjsjσ
j
∣∣∣∣∣
2
= 0.
5In the presence of price impacts, only strategies absolutely continuous with respect to the Lebesgue measure can be
optimal: infinite variation leads to immediate ruin.
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Also, define
Φ(s, x) := sup
θ∈Rd
{
x · θ −
d∑
j=1
θjfj(s, θ)
}
. (2.21)
Note that Φ(s, .) is the convex conjugate of θ → θ · f(s, θ) in Rd.
Assumption 2.2. The function Φ is continuous in both of its variables and continuously differen-
tiable in x. Φ is convex positive homogeneous of degree m > 2 in x, and Φx, its derivative in x,
is an odd function in x that is homogeneous of degree m − 1. Additionally, we assume that for all
s ∈ (R++)d, the function θ 7→ θ·f(s, θ) is strictly convex. In that case f is also α =
1
m−1 -homogeneous
in the θ variable.
In Section 4, we provide examples of impact functions satisfying this assumption.
Remark 2.5. (i) The constant m > 2 will be crucial in our study. It expresses the scaling of market
impact as a function of the trading rate. We fix m > 2 and denote m∗ = 13m−2 .
(ii) Note that if f is such that the instantaneous transaction costs function θ → θ · f(s, θ) is non-
negative, convex and positive homogeneous of order α+1 = mm−1 ∈ (1, 2), then Assumption 2.2 holds.
This produces a sub-quadratic trading cost as appears in [25] and [14] where the market is composed of
a single risky asset and a bank account. The importance of the dual friction Φ was already identified
by Dolinsky and Soner in [18] in discrete time frictional markets and used by Guasoni and Ra´sonyi
in [24] to provide a characterization of the optimizer of the solution of the nonlinear frictions in a
one-dimensional set-up using convex duality.
Optimizing over c and θ, and using the homogeneity of f and Φ we rewrite the Hamilton-Jacobi-
Bellman equation (2.20) as
0 = Gε(V ε)(t, w, s, h) := −∂tV
ε − U˜(V εw)− L
sV ε − V εwrw −
(V εw)
1−m
ε
Φ (s, V εh ) (2.22)
− V εw
d∑
j=1
hjsj(µ
j − r)−
d∑
i,j=1
V εwsisihjsjσ
j · σi −
V εww
2
∣∣∣∣∣
d∑
j=1
hjsjσ
j
∣∣∣∣∣
2
.
We make the following assumption on the frictional value function.
Assumption 2.3 (Characterization of the frictional value function). For ε > 0 the value function V ε
is locally bounded and is a (possibly discontinuous) viscosity solution of the Hamilton-Jacobi-Bellman
equationGε(V ε)(t, w, s, h) = 0 for (t, w, s, h) ∈ D × RdV ε(T,w, s, h) = U(w −∑di=1 hjsj) for (w, s, h) ∈ R++ × Rd++ × Rd, (2.23)
where Gε is defined in (2.22).
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3 Main Results
3.1 The relevant Corrector Equations
Recall ch
0
(t, w, s) from (2.11). We define
E1(t, w, s, ξ, p,X) := −
V 0ww
2
∣∣∣∣∣
d∑
j=1
ξjsjσ
j
∣∣∣∣∣
2
− |V 0w |
1−mΦ (s,−p) +
1
2
Tr
(
ch
0
X
)
, (3.1)
E2(t, w, s, x, p, q,Xww, Xws, Xss) := T (t, w, s, p,Xww, Xws;h
0(t, s, w))
+ x+ (q × s) · µ(s) + rwp +
1
2
d∑
i,j=1
(σσ⊤)i,jsisj(Xss)i,j + U˜
′(V 0w)p, (3.2)
where we denote
T (t, w, s, p,Xww, Xws;h) :=p(h× s) · (µ− r1) + (Xws × s× h)
T
σσT s (3.3)
+
Xww
2
(h× s)T σσT (h× s) .
We now state the so called first and second corrector equations
−E1(t, w, s, ξ,̟ξ(t, w, s, ξ), ̟ξξ(t, w, s, ξ)) = −a(t, w, s) on (D ∪ DT )× R
d, (3.4)
̟(t, w, s, 0) = 0 on D
and
−E2(t, w, s, ut, uw, us, uww, uws, uss) = a(t, w, s) on (D ∪ DT ), (3.5)
u(T,w, s) = 0 on R∗+ ×
(
R
∗
+
)d
.
Remark 3.1. (i) We note that for the first corrector equation (3.4), the triplet (t, w, s) ∈ D is in
fact just a parameter of the equation. The variable of the equation is ξ ∈ Rd as in [7, 15, 30]. The
solution of the first corrector equation is a couple (̟, a). The term a of the solution of the first
corrector equation is a source term in the second corrector equation.
(ii) The first corrector equation (3.4) is the most important object in the study of small trans-
action cost asymptotic theory. Indeed, as the transaction parameter ε goes to 0, the deviation from
the frictionless position ξεt :=
Hεt−H
0
t
εm∗
oscillates faster around 0. The first corrector equation ex-
presses the trade-off the agent needs to make between keeping this quantity close to 0 and the trans-
action cost she has to pay. In the first corrector equation, the utility loss due to the displacement
ξε comes from the term −V
0
ww(t,w,s)
2
∣∣∑d
j=1 ξjsjσ
j
∣∣2 > 0 and the transaction cost comes from the
term (V 0w(t, w, s))
1−mΦ (s,−p). The local control problem that the agent solves is an infinite horizon
problem similar to [30, Equation (2.2)]. This comes from the difference of time scale in which the
different variables evolve. Indeed, as ε goes to 0 the variable ξε (the so-called fast variable in the ho-
mogeneization theory) oscillates faster and faster and sees any infinitesimally small (under the right
scaling) interval as infinite, while the variable (t, w, s) stays almost constant on such small intervals.
We now state the different assumptions needed for our main result.
Assumption 3.1 (Local boundedness of the renormalized utility loss). For all (t0, w0, s0) ∈ D there
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exists ε0 > 0 and r0 > 0 such that
sup
{
V 0(t, w, s)− V ε(t, w, s, h)
ε2m∗
:
∣∣(t, w, s, h)− (t0, w0, s0, h0(t0, w0, s0))∣∣6r0, ε ∈ (0, ε0)} <∞,
(3.6)
where m∗ = 13m−2 is defined in Remark 2.5.
Remark 3.2. This assumption is a property of the frictional value V ε and is in fact the most
difficult assumption to check. There are two ways of checking the assumption. Similarly to [38],
one can try to exhibit a smooth subsolution of the frictional PDE (2.20) that is close enough to the
frictionless value function V 0. However, in [38], this method works due to a proportionality between
the frictionless value V 0 and the solution to the second corrector equation u. In our framework, such
a proportionality does not hold and we cannot employ this method.
The second method is to exhibit an admissible control whose performance gives the required bounds.
This is the one we use for the example treated in Section 4. However, our task is technical due to the
admissibility condition of the controls and the power utility function which is only defined for positive
consumption.
Thanks to the Assumption 3.1, we can define the semilimits (6.1) and (6.2) in Section 6, that
allow us to characterise the deviation from the frictionless value and prove our main theorem stated
below. Before making assumptions on the solutions to the corrector equations we define the following
class of functions.
Definition 3.1. We call Cm the subset of C1,2,2,2
(
[0, T ]× R++ × (R++)
d × Rd,R+
)
containing the
functions χ with the following growth rates at infinity
sup
|ξ|∈Rd
(
1 + |ξ|2
)−( 12+ 1m ) (|χ|+ |χw|+ |χs|+ |χww|+ |χws|+ |χss|+ |χξξ|) (t, w, s, ξ)
+ sup
|ξ|∈Rd
(
1 + |ξ|2
)− 1m (|χξ|+ |χwξ|+ |χsξ|) (t, w, s, ξ)6C(t, w, s), (3.7)
where C is a continuous function such that (w, s) 7→ supt∈[0,T ] C(t, w, s) is locally bounded.
Assumption 3.2 (Assumption on the corrector equations). (i) The first corrector equation (3.4)
admits a solution (a,̟)
a : (t, w, s) ∈ [0, T ]× R++ × R
d
++ 7→ R+,
̟ : (t, w, s, ξ) ∈ [0, T ]× R++ × R
d
++ × R
d 7→ R+
which are in C0([0, T ] × R++ × Rd++,R+) and Cm respectively. The function ̟ is such that
̟(t, w, s, ξ) > 0 on [0, T ] × R++ × R
d
++ × (R
d\{0}) and ̟(t, w, s, 0) = ̟ξ(t, w, s, 0) = 0 for
(t, w, s) ∈ [0, T ]× R++ × Rd++.
(ii) There exists a class of functions Fcomp such that for all u1 ∈ Fcomp (resp. u2 ∈ Fcomp )
viscosity subsolution (resp. supersolution) of (3.5) with
u1(T,w, s)6u2(T,w, s) for all (w, s) ∈ R
∗
+ ×
(
R
∗
+
)d
,
one has
u1(t, w, s)6u2(t, w, s) for all (t, w, s) ∈ D.
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(iii) u∗ and u∗ defined in (6.1) and (6.2) belong to Fcomp.
Remark 3.3. (i) Note that the functions u∗ and u∗ are in fact only defined inside the domain D,
then extended to DT by upper and lower semi continuity. We prove in Proposition 6.3 that this
extension is 0.
(ii)Note also that we only assume the comparison for the second corrector equation and our Main
Theorem 3.1 provides existence of solution to this PDE via the Perron’s method.
(iii) Results of [30] show that the first corrector equation has indeed a unique solution with
̟(t, w, s, 0) = ̟ξ(t, w, s, 0) = 0, ̟(t, w, s, ξ) > 0 whenever ξ 6= 0 and appropriate growth condition
at infinity. Furthermore, the growth condition for ̟ and ̟ξ can be obtained using [30, Proposition
4.2] and [7, Proposition 3.4]. We study in detail in Section 4 the corrector equations and show the
bounds on ̟ξξ needed to claim ̟ ∈ Cm for our main example.
3.2 The Main Result
Theorem 3.1. Under Assumptions 2.1, 2.2, 2.3, 3.1 and 3.2, there exists a unique viscosity solution
u ∈ Fcomp of the second corrector equation (3.5) and for all (t, w, s) ∈ D we have the following
expansion of the value function V ε:
V ε(t, w, s, h0(t, w, s)) = V 0(t, w, s)− ε2m
∗
u(t, w, s) + o(ε2m
∗
), (3.8)
where m∗ = 13m−2 .
The proof of this theorem is provided in Section 6 after proving the necessary intermediate results.
Remark 3.4. A more detailed analysis of our proof in fact shows that for all (t, w, s) ∈ D, there
exists a neighborhood of h0(t, w, s) such that the same expansion of V ε(t, w, s, h) as in Theorem 3.1
holds for any h in this neighborhood. However, for the purpose of brevity we only prove the expansion
at h0(t, w, s).
Remark 3.5. (i) The term a is the source term of the second corrector equation (3.5). This equation
is linear and its solution is the first order utility loss in (3.8), the function a governs the first order
utility loss induced by the presence of friction, and we have the Feynman-Kac representation
u(t, w, s) = E
[ ∫ T
t
a(r,W 0r , Sr)dr
∣∣∣ W 0t = w, St = s].
(ii) In the one-dimensional case, studied by Guasoni and Weber in [25] and Caye´, Herdegen and
Muhle-Karbe in [14], the first corrector equation simplifies to an ordinary differential equation. Its
solution, a couple consisting of a function and a constant, gives similarly both the speed of trading
as a function of the displacement from the frictionless optimizer and the leading order utility loss
induced by the presence of frictions.
One can show with some further work that a family of asymptotically optimal investment strate-
gies is “essentially” given by
H˙εt :=ε
−1Φx
(
St,
−ε3m
∗
V 0w(t,W
ε
t , St)
̟ξ
(
t,W εt , St,
Hεt − h
0
t
εm∗
))
=−
(
V 0w(t,W
ε
t , St)
)1−m
εm∗
Φx
(
St, ̟ξ
(
t,W εt , St,
Hεt − h
0
t
εm∗
))
(3.9)
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and consumption rate
cεt := −U˜
′(V 0w(t,W
ε
t , St)) = c
0(t,W εt , St). (3.10)
We will not be prove this claim in the general case for the brevity of presentation. Indeed, although
the proof of this claim can be carried out similarly to [14] under appropriate assumptions, in our
case, due to the admissibility condition, one needs to modify these candidate strategies at appropriate
hitting times to avoid short-selling (similar to (7.7)). This in turn necessitates to prove properties
of the solution ̟ of the first corrector equation that are beyond the scope of this work. Technical
difficulties also arise when proving that stopping the strategy before the end of the trading interval
happens with an asymptotically small probability. This requires to additionally stop other processes
depending on the primitive of the model and obtain uniform moment existence for the renormalized
displacement ξε(·,W ε· , S·, H
ε
· ). These technical issues are similar to the ones appearing in the case
of proportional costs (see [1], [29]) or with nonlinear price impact (see [14]).
4 The Main Example
Consider the Black Scholes model of Example 2.1 with the price impact
fj(s, θ) = κ
m− 1
m
sj
(
S (S(θ × s))(
1
m−1 )
)
j
for some κ > 0, (4.1)
where S =
(
σσT
)1/2
. We note that this type of price impact is also mentioned in [22] and [27],
where the impact matrix and the covariation of the market are assumed to be proportional. Indeed,
for m = 2 the transaction cost is
θ · f(s, θ) =
κ
2
|S(θ × s)|2 =
κ
2
(θ × s)⊤S2(θ × s).
For general m > 2 this type of price impact yields
Φ(s, x) := sup
θ∈Rd
{
x · θ − κ
m− 1
m
d∑
j=1
|(S(θ × s))j |
m
m−1
}
=
1
mκm−1
d∑
j=1
∣∣∣(S−1(x
s
))
j
∣∣∣m, (4.2)
where
(
x
s
)
stands for
(
x1
s1
, ..., xdsd
)⊤
. Let us also compute
d〈πi
W 0t
Sit
, πj
W 0t
Sjt
〉
dt
=
πiπj
SitS
j
t
( d∑
k,l=1
H0,kt S
k
t H
0,l
t S
l
tσ
k · σl −W 0t
d∑
k=1
Skt H
0,k
t σ
k ·
(
σi + σj
)
+
(
W 0t
)2
σi · σj
)
=
(
W 0t
)2 πiπj
SitS
j
t
(
π⊤σσ⊤π − π⊤σσ⊤(ei + ej) + e
⊤
i σσ
⊤ej
)
=
(
W 0t
)2 πiπj
SitS
j
t
(µ− r1−Rσσ⊤ei)
⊤
(
R2σσ⊤
)−1
(µ− r1 −Rσσ⊤ej),
where {ei}i=1,...,d is the canonical basis of R
d. Then
ch
0
i,j(t, w, s) =
w2πiπj
R2sisj
(µ− r1−Rσσ⊤ei)
⊤
(
σσ⊤
)−1
(µ− r1−Rσσ⊤ej)
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is the function appearing in the first corrector equation (3.4) (recalling (3.1)).
4.1 Corrector Equations
In this subsection we compute the expansion for the price impact function (4.1). We verify the
assumption of our Theorem 3.1 for this example in the next subsection. The first corrector equation
(3.1) takes the form
−
V 0ww(t, w, s)
2
∣∣∣∣∣
d∑
j=1
ξjsjσ
j
∣∣∣∣∣
2
−
(V 0w(t, w, s))
1−m
m
d∑
j=1
κ1−m
∣∣∣∣(S−1(̟ξ(t, w, s, ξ)s
))
j
∣∣∣∣m
+
1
2
Tr
(
ch
0
(t, w, s)̟ξξ(t, w, s, ξ)
)
= a(t, w, s).
For (t, w, s, ξ) ∈ [0, T ]× R× Rd × Rd define x by x = wb1S(ξ × s). Define ˜̟ by
̟(t, w, s, ξ) = g(t)wb2 ˜̟ (t, w, s, x), (4.3)
for some b1, b2 ∈ R, and denote by Σ the matrix whose i-th column is the vector
πiS
−1(µ− r1−Rσσ⊤ei) = πiRS(π − ei), for 1 6 i 6 d.
Then ˜̟ solves (remember that S is symmetric)
Rg(t)
2
w−2b1−R−1|x|2 −
g(t)wR(m−1)+m(b2+b1)
m
d∑
j=1
κ1−m| ˜̟ xj (t, w, s, x)|
m
+
g(t)
2R2
w2+b2+2b1Tr
(
S
⊤ ˜̟ xx(t, w, s, x)SΣ
⊤Σ
)
= a(t, s, w).
Taking b1 = (1− 3m)m∗ = −1−m∗ and b2 = −R+ (3m+ 2)m∗ = 1−R+ 4m∗ yields
R
2
|x|2 −
1
m
d∑
j=1
κ1−m| ˜̟ xj(t, w, s, x)|
m +
1
2R2
Tr
(
˜̟ xx(t, w, s, x)(ΣS)
⊤ΣS
)
(4.4)
=
wR−3mm
∗
g(t)
a(t, w, s).
We will solve this equation in terms of ˜̟ 1, which is the solution of an ODE
( ˜̟ 1)′′(x) = −x2 + λm +
m−m
(m− 1)1−m
|( ˜̟ 1)′(x)|m, for x ∈ R, and ˜̟ 1(0) = 0, (4.5)
where λm > 0 is the unique constant such that limx→±∞
( ˜̟ 1)′(x)
|x|2/m
= ±m(m− 1)
1
m−1. The existence
of such a solution can be provided by two different methods. One can either use the theory developed
in [30],[7] and [15] in one-dimension or note that the function −( ˜̟ 1)′ is in fact equal to the function
defined in [25, Theorem 6].
Lemma 4.1. The function ˜̟ 1 defined by the ODE (4.5) has a bounded second order derivative.
Proof. By symmetry, we only show the bound at +∞. ˜̟ 1 being convex we only need an upper
bound for ( ˜̟ 1)′′. The second derivative being a function of the first derivative and m > 2, we
have that ˜̟ 1 is four times continuously differentiable. ˜̟ 1 being subquadratic the limit of ( ˜̟ 1)′′
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at infinity cannot be infinity. Thus, there exists M > 0 and yn ↑ ∞ such that ( ˜̟ 1)′′(yn) 6 M .
Assume that ( ˜̟ 1)′′ is not bounded, meaning, there exists xn → ∞ such that ( ˜̟ 1)′′(xn) ↑ ∞ and
( ˜̟ 1)′′(xn) > M . Thus, for all xn there exists ym1(n) and ym2(n) such that ym1(n) 6 xn 6 ym2(n).
Note that ( ˜̟ 1)′′ has an local maximum on [ym1(n), ym2(n)]. Denote x˜n this local maximum and note
that ym1(n) < x˜n < ym2(n) and ˜̟
′′′(x˜n) = 0. We differentiate (4.5) twice to obtain that at the local
maximum x˜n of ( ˜̟
1)′′, we have
0 > ( ˜̟ 1)′′′′(x) = −2 + C|( ˜̟ 1)′(x˜n)|
m−2|( ˜̟ 1)′′(x˜n)|
2,
for a constant C that only depends on m. Thus,
|( ˜̟ 1)′(x˜n)|
m−2|( ˜̟ 1)′′(x˜n)|
2
6
2
C
.
The growth of ( ˜̟ 1)′ and m > 2 gives the boundedness of ( ˜̟ 1)′′. Note that repeating the procedure,
replacing the yn’s by the x˜n’s, we can prove that ( ˜̟
1)′′ converges to 0 at infinity.
Remark 4.1. The result of Lemma 4.1 is actually stronger than what is necessary for the analysis
in the rest of the article. To prove Theorem 3.1, the growth conditions defined in the class Cm (cf.
Definition 3.1) are enough, i.e. the ones stated in (4.9).
We now give the following lemma for the wellposedness of the reduced first corrector equation
(4.4).
Lemma 4.2. Provided that the diagonal term of
(
(ΣS)⊤(ΣS)
)
are all positive, there exists a unique
solution, denoted by (λ, ˜̟ ), of
R
2
|x|2 −
1
m
d∑
j=1
κ1−m| ˜̟ xj (t, w, s, x)|
m+
1
2R2
Tr
(
˜̟ xx(t, w, s, x)(ΣS)
⊤ΣS
)
= λ, (4.6)
for (t, w, s, x) ∈ [0, T ]× R+ × R
d × Rd,
satisfying ˜̟ (t, w, s, 0) = 0, ˜̟ > 0 and lim inf |x|→∞̟(t, w, s, x) > 0. This solution is given by
˜̟ (t, w, s, x) =
∑d
j=1 βj ˜̟
1(γjxj), where ˜̟
1 is the solution of (4.5) and
γj =
(
2
(
m
κ(m− 1)
)m−1
R3m−1
((ΣS)⊤(ΣS))
m
jj
)m∗
,
βj = 2
−4m∗
(
(ΣS)⊤(ΣS)
)4mm∗−1
jj
R−1−4m
∗
(
κ(m− 1)
m
)4(m−1)m∗
,
λ = λm
d∑
j=1
R
2γ2j
. (4.7)
Here, λm is also identified in (4.5). Note that ˜̟ does not depend on the variables t, w and s.
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Additionally, ˜̟ 1 and ˜̟ are C2, convex and satisfy the limit and bounds
lim
|x|→∞
˜̟ 1(x)
|x|1+
2
m
=
m2
(m+ 2)(m− 1)1−
1
m
, (4.8)
(1 + |x|2)
1
2+
1
m
C
− C 6 ˜̟ (x) 6 C(1 + |x|2)
1
2+
1
m , (4.9)
and sup
i∈{1,...,d},x∈Rd
∣∣∣∣ ˜̟ xi(x)xi˜̟ (x)
∣∣∣∣+ ∣∣∣∣ ˜̟ xi(x)|x|
∣∣∣∣+ ∣∣∣∣ ˜̟ xi(x)1 + |x| 2m
∣∣∣∣ <∞, (4.10)
where C, K and cK are positive constants.
Proof. By verification, we see that the given function solves the PDE (4.6). Since the solution of this
PDE is unique (this is a consequence of [30, Theorem 4.14]), our candidate is the solution of (4.6).
Then, the assertion ˜̟ (t, w, s, 0) = 0 is given by definition of solutions in [30], and ˜̟ > 0 are given
by the properties of the one-dimensional function ˜̟ 1 (see [25, Theorem 4]) or in [30]. For the limits,
let η > 0 be arbitrarily small. By [25], there exists xη > 0 such that for all x > xη it holds(
m
(m− 1)1−
1
m
− η
)
x
2
m 6 ( ˜̟ 1)′(x) 6
(
m
(m− 1)1−
1
m
+ η
)
x
2
m . (4.11)
Then integrating for between 0 and x for x > xη we obtain,
C−η +
(
m
(m− 1)1−
1
m
− η
)
m
m+ 2
x1+
2
m 6 ˜̟ 1(x) 6 C+η +
(
m
(m− 1)1−
1
m
+ η
)
m
m+ 2
x1+
2
m ,
where C±η =
∫ xη
0 ( ˜̟
1)′(y)dy −
(
m
(m−1)1−
1
m
± η
)
m
m+2x
1+ 2m
η . As η was arbitrary we obtain the growth
behaviour of ˜̟ 1 at +∞. The reasoning for its growth behaviour at −∞ is exactly the same. Now
take x = (x1, ..., xd) ∈ Sd, and r > 0. We have
˜̟ (rx)
r1+
2
m
=
d∑
i=1
βj
˜̟ 1(γjrxj)
r1+
2
m
, (4.12)
and then, using the growth behaviour of ˜̟ 1, we obtain
lim
r→∞
˜̟ (rx)
r1+
2
m
=
m2
(m+ 2)(m− 1)1−
1
m
d∑
i=1
βj |γjxj |
1+ 2m . (4.13)
Finally, (4.9) is a consequence of (4.12), (4.11) and the same reasoning on Sd as above. Then (4.10) is
a consequence of the linear growth of ( ˜̟ 1)′ around 0 and its growth at infinity given in [25, Theorem
4].
We now summarize the properties of the solutions of the corrector equations.
Corollary 4.1. Let µ, σ, r be such that the strategy (2.16) does not have any short selling and
borrowing, meaning πi > 0, for all 1 6 i 6 d and
∑d
i=1 πi < 1. Assume also that the price impact is
as in (4.1) and 0 < R < 1. Then the function ̟, solution of the first corrector equation, is in the
16
set Cm. Furthermore,
̟(t, w, s, ξ) = g(t)w1−R+4m
∗
˜̟
(
S(ξ × s)
w1+m∗
)
, (4.14)
a(t, w, s) = λg(t)w3mm
∗−R for all (t, w, s) ∈ [0, T ]× R++ × R
d
++,
where ˜̟ is the function defined in Lemma 4.2 and λ is given by (4.7). The solution u of the second
corrector equation satisfy
u(t, w, s) = λw3mm
∗−Rg¯(t), for (t, w, s) ∈ [0, T ]× R++ × R
d
++, (4.15)
where the function g¯ solves the linear ODE
g¯′(t) + g¯(t)
[
−βg(t)−
1
R + βr +
[
β
R
+
β(β − 1)
2R2
]
(µ− r1)⊤
(
σσ⊤
)−1
(µ− r1)
]
= −g(t),
g¯(T ) = 0, (4.16)
and β = 3mm∗ −R.
Proof. Combining (4.4) with Lemma 4.2 we obtain (4.14). For the second corrector equation, we
make the following ansatz
u(t, w, s) = λwβ g¯(t).
Then, plugging this in (3.2), with the optimal values obtained for h0 in (2.16), we obtain the linear
ODE (4.16) for g¯.
Remark 4.2. (i) Note that similarly to [25, 36, 14] the utility loss is proportional to λ.
(ii) The function g¯ has the explicit expression
g¯(t) =
∫ T
t
g(s) exp
(∫ s
t
[
− βg(u)−
1
R + βr +
[
β
R
+
β(β − 1)
2R2
]
(µ− r1)⊤
(
σσ⊤
)−1
(µ− r1)
]
du
)
ds.
The function g is bounded from above and away from 0 on [0, T ], therefore, so is g¯.
(iii) The restriction 0 < R < 1 is a technical condition and is needed to obtain the bounds (3.6)
in the Appendix. Under this condition, we can easily control the utility at final time by increasing
the consumption.6
We summarize here our results for the price impact function (4.1).
Theorem 4.1. Let the assumptions of the Corollary 4.1 hold. Then for all (t, w, s) ∈ D, the following
expansion of the value holds
V ε(t, w, s, h0(t, w, s)) = U(w)
(
g(t)− λ(1 −R)(wε)2m
∗
g¯(t)
)
+ o(ε2m
∗
), (4.17)
where g is given by (2.17), g¯ solves (4.16) and λ is given by (4.7).
Proof. Note that from the closed form solutions obtained for Example 2.1, and the assumption
made in Corollary 4.1, Assumption 2.1 is satisfied. The definition of the price impact function
in (4.1) satisfies Assumption 2.2. By Corollary 4.1, Assumption 3.2 (i) is satisfied. By the weak
6For R > 1 cumbersome estimates would be needed, and we omit them so as not to drown the already complicated
analysis in more technical details.
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dynamic programming result of [10, Corollary 5.6], Assumption 2.3 is satisfied. Now, considering the
computations above, in order to use our main theorem, we need to show that Assumptions 3.1 and
the last three items of Assumption 3.2 are satisfied, i.e. (i) define a set Fcomp containing the function
u defined in 4.15 and prove that it has the properties of Assumption 3.2, (ii) prove the bound (3.6).
These are the aim of Lemma 4.3 and Proposition 4.1 below.
4.2 Verification of Assumptions 3.1 and 3.2 for the Main Example
Lemma 4.3. The class of function
Fcomp =
{
φ : D 7→ R : ∃k > 0 : sup
(t,w,s)∈D
|φ(t, w, s)|
1 + wk + w−k +
∑d
i=1 s
k
i + s
−k
i
<∞
}
(4.18)
has the comparison property defined in Assumption 3.2.
Note that if a function φ ∈ Fcomp satisfies the boundedness assumption for a k > 0, it also satisfies
it for all k′ > k. This is due to the fact that
sup
w>0
1 + wk
1 + wk′
+ sup
w>0
1 + w−k
1 + w−k′
<∞.
Proof. We now show comparison of viscosity solutions within Fcomp. Let u1, u2 ∈ Fcomp be respec-
tively viscosity subsolution and supersolution of (3.5) such that u1(T, ·)6u2(T, ·) on R++ × Rd++.
Take k > 0 such that
sup
j=1,2
sup
(t,w,s)∈D
|uj(t, w, s)|
1 + wk + w−k +
∑d
i=1 s
k
i + s
−k
i
<∞.
A direct computation shows that for ℓ > 0 large enough the function
Γ : (t, w, s) 7→ e−ℓt(1 + w2k + w−2k +
d∑
i=1
s2ki + s
−2k
i )
is a viscosity supersolution of (3.5). The argument to show the comparison property on D is the
standard dedoubling of variables technique as in the proof of Theorem 4.4.4 and Theorem 4.4.3 in
[37]. By definition of Γ we have that for all δ > 0,
lim
w→0, w>0
u1(t, w, s)− u2(t, w, s)− δΓ(t, w, s) = −∞,
lim
si→0, si>0
u1(t, w, s)− u2(t, w, s)− δΓ(t, w, s) = −∞, for 1 6 i 6 d,
lim
w→+∞
u1(t, w, s)− u2(t, w, s)− δΓ(t, w, s) = −∞,
lim
si→+∞
u1(t, w, s)− u2(t, w, s)− δΓ(t, w, s) = −∞, for 1 6 i 6 d.
Thus defining
Φδ(t, t
′, w, w′, s, s′) =u1(t, w, s) − u2(t
′, w′, s′)− δΓ(t′, w′, s′)
−
1
2δ
(
|t− t′|
2
+ |w − w′|
2
+ |s− s′|
2
)
,
the maximizers (tδ, t
′
δ, wδ, w
′
δ, sδ, s
′
δ) of Φδ exists for all δ > 0. One can now conclude similarly to the
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proof of Theorem 4.4.4. in [37].
The remaining ingredient for the proof of Theorem 4.1 is to prove Assumption 3.1 and to show
that u∗ defined in (6.1) is in Fcomp defined by (4.18) which is proved in Proposition 4.1 below.
Proposition 4.1. Assume that the assumptions of Corollary 4.1 hold. Then, for all (t0, w0, s0) ∈ D
there exists ε0 > 0 and r0 > 0 such that
sup
{
V 0(t, w, s) − V ε(t, w, s, h)
ε2m∗
: (4.19)
|t− t0|+ |w − w0|+ |s− s0|+ |h− h
0(t0, w0, s0)|6r0, ε ∈ (0, ε0)
}
<∞,
and u∗ defined in (6.1) is in Fcomp.
The proof of (4.19), which is very technical, is provided in the Appendix.
4.3 Other Examples of Impact Functions
Example 4.1. Another possible price impact is fj(s, θ) = κjs
m
m−1
j θj |θj |
2−m
m−1 where the impact of each
asset depend on the trading on this asset. In this case, Φ only depends on the vector of the ratios(
x1
s1
, ..., xdsd
)⊤
,
Φ(s, x) =
d∑
i=1
(m− 1)m−1
mmκm−1i
∣∣∣∣xisi
∣∣∣∣ = Φ(xs) .
Similarly to the main example with price impact function (4.1) in the case of a Black-Scholes market,
this scaling in s allows for a factorisation of the first corrector equation (3.4) similar to the one in
(4.14) so that ̟ does not depend in s and its dependence in w is explicit.
Remark 4.3. We are not able to fully treat this example. Indeed, currently, there are no estimate
available in the literature for the growth of the second derivative of ̟ (the solution of the first corrector
equation (3.4)). These estimates are necessary to proceed with the proof of the estimates of Section
7 and ensure admissibility of the candidate strategies used there.
However, under appropriate assumptions, one can use a refined version of the so called adjoint
method to show for Example 4.1, that the second derivative of ̟ satisfies the bound7
|̟ξξ(ξ)|
(1 + |ξ|2)
1
2+
1
m
6K.
Example 4.2. The simplest choices for fj are given by fj(s, θ) = κjθj |θj |
2−m
m−1 and fj(s, θ) =
κjsjθj |θj |
2−m
m−1 for some κj > 0 and m > 2 that lead respectively to an additive and multiplicative
price impact independent of the stock price. However, in these cases, the first corrector equation (3.4)
has a complicated dependence in t, w and s and the factorisation (4.3) is not possible. Thus, unlike
the first two examples where one needs to solve a unique first corrector equation, it is necessary here
to solve a first corrector equation for each (t, w, s) ∈ D (and prove smooth dependence on (t, w, s) of
the solution, see Assumption 3.2).
7This has been pointed out to us by Marco Cirant and is the topic of an ongoing work with him.
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5 The Remainder Estimates
In this section we gather some results that will be useful in the proofs of Proposition 4.1 (especially
Lemma 7.4), and Propositions 6.1 and 6.2. Let us the rescaled displacement function ξε for ε > 0 as
ξε := ξε(t, w, s, h) =
h− h0(t, w, s)
εm∗
. (5.1)
Let us denote by (νε)ε>0 a family of functions in C1,2,2,2 and (χε)ε>0 be a family of functions in Cm
(recall Definition 3.1) and define
ψε(t, w, s, h) := V 0(t, w, s)− ε2m
∗
(
νε(t, w, s, h) + ε2m
∗
χε
(
t, w, s,
h− h0(t, w, s)
εm∗
))
. (5.2)
Proposition 5.1. For ε ∈ (0, 1), let νε ∈ C1,2,2,2 and χ ∈ Cm be real-valued functions and ψε defined
as in (5.2) with νε and χ. We assume that νε and its first two derivatives admits bounds uniform in
ε > 0, i.e. supε>0 |ν
ε
a(t, w, s, h)|+ |ν
ε
bc(t, w, s, h)| 6 D(t, w, s, h) where a ∈ {t, w, s, h}, b, c ∈ {w, s, h}
and D is a locally bounded function.
Then
Gε(ψε)(t, w, s, h) = Rε(t, w, s, h, νε, χε) + ε2m
∗
(
E2
(
t, w, s, νεt , ν
ε
w, ν
ε
s , ν
ε
ww, ν
ε
ws, ν
ε
ss
)
+ E1
(
t, w, s, ξε, χεξ(t, w, s, ξ
ε), χεξξ(t, w, s, ξ
ε)
)
+ (∂wψ
ε)1−m(Φ(s,−χεξ)− Φ(s,−χ
ε
ξ − ε
−m∗νεh))
)
, (5.3)
where Gε was defined in (2.22) and Rε satisfy the following properties on the set
{∂wψ
ε > ζ1} ∩
{
V 0w − ∂wψ
ε
V 0w
< ζ2
}
for some ζ1 > 0 and ζ2 < 1, (5.4)
(i) Let (t¯, w¯, s¯) ∈ D and r > 0. Assume that νε and χε depend on ε > 0 but that νε does not depend
on h and that the derivatives of χ up to second order are uniformly bounded on Br(t¯, w¯, s¯)×Rd.
Then it holds on Br(t¯, w¯, s¯)× Rd that
|Rε(t, w, s, h, νε, χε)|
ε2m∗
6C(1 + |h− h0(t, w, s)|2),
for some C > 0 independent of t, w, s, h but depending on the second derivatives bounds for χ
and (t¯, w¯, s¯, r).
(ii) Let (t¯, w¯, s¯, h¯) ∈ D×Rd, and r > 0. Assume that χε does not depend on ε (and write χ). Then
it holds on Br(t¯, w¯, s¯, h¯) that∣∣∣∣Rε(t, w, s, h, νε, χ)ε2m∗
∣∣∣∣6C (1 + |ξε(t, w, s)|2) 12+ 1m ,
for some C > 0 depending only on r, t¯, w¯, s¯ and h¯.
(iii) Assume that χε does not depend on ε (and write it χ). If the set
K1 =
{(
tε, wε, sε,
hε − h0(tε, wε, sε)
εm∗
)
: ε > 0
}
⊂ D × Rd
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is bounded, then ∣∣∣∣Rε(tε, wε, sε, hε, νε, χ)ε2m∗
∣∣∣∣6Cεm∗ ,
for some C > 0 depending only on the bound of this set.
Remark 5.1. Because the solution of the first corrector equation ̟ is not homogeneous in ξ (unlike
in [36]) we have to include a dependence of ν on ε in the result that we will use in Section 6.
Proof. We drop the dependence of νε and χε in ε to simplify notations. Consider first a function ψε
as in (5.2), and define the following feedback control function
cε(t, w, s, h) = −U˜ ′(∂wψ
ε(t, w, s, h)), (5.5)
θ˜ε(t, w, s, h) := ε−1Φx
(
s,−
∂hψ
ε (t, w, s, h)
∂wψε(t, w, s, h)
)
= ε−m
∗
(∂wψ
ε (t, w, s, h))1−m
Φx
(
s,−χξ
(
t, w, s,
h− h0(t, w, s)
εm∗
)
− ε−m
∗
νh(t, w, s, h)
)
. (5.6)
Note that the trading rate θ˜ε is a function of t, w, s and h maximising pointwise the functional
θ 7→ −(ε3m
∗
χξ+ε
2m∗νh)
⊤θ− (∂wψε)
∑d
j=1 θjf
j(s, εθ) = θ⊤∂hψ
ε− (∂wψε)
∑d
j=1 θjf
j(s, εθ) and that
the functions cε and θ˜ε are the maximizers of the Hamiltonian in the HJB equation (2.20).
The wealth process and strategy obtained using these controls and started at (t, w, s, h) ∈ D×Rd
are denoted W˜ ε,t,w,s,h and H˜ε,t,w,s,h. We have
dH˜ε,t,w,s,hu = θ˜
ε(u, W˜ ε,t,w,s,hu , Su, H˜
ε,t,w,s,h
u )du.
We denote the drift function of the diffusion Ψ˜ε,t,w,s,hu = ψ
ε
(
u, W˜ ε,t,w,s,hu , Su, H˜
ε,t,w,s,h
u
)
by µ˜ψ
ε
. It
holds
µ˜ψ
ε
(t, w, s, h) = V 0t − ε
2m∗νt − ε
4m∗χt + ε
3m∗
(
h0t
)⊤
χξ (5.7)
+ (V 0w − ε
2m∗νw − ε
4m∗χw + ε
3m∗(h0w)
⊤χξ)rw − c
ε∂wψ
ε
+ (V 0w − ε
2m∗νw − ε
4m∗χw + ε
3m∗(h0w)
⊤χξ)
d∑
j=1
hjsj(µ
j − r)− (∂wψ
ε)
d∑
j=1
θ˜ε,jf j(s, εθ˜ε)
+
1
2
(V 0ww − ε
2m∗νww − ε
4m∗χww)
d∑
i,j=1
hihjsisjσ
i · σj
+
(
ε3m
∗
((h0w)
⊤χwξ +
1
2
(h0ww)
⊤χξ)−
1
2
ε2m
∗
(h0w)
⊤χξξh
0
w
) d∑
i,j=1
hihjsisjσ
i · σj
+ Ls(V 0 − ε2m
∗
ν − ε4m
∗
χ) + ε3m
∗
d∑
i=1
(h0si)
⊤χξsiµ
i
+
1
2
d∑
i,j=1
(ε3m
∗
((h0sj )
⊤χξsi + (h
0
si)
⊤χξsj + (h
0
sisj )
⊤χξ)− ε
2m∗(h0si)
⊤χξξh
0
sj )sisjσ
i · σj
+
d∑
i,j=1
(
V 0wsi − ε
2m∗νwsi − ε
4m∗χwsi + ε
3m∗((h0si)
⊤χξw + (h
0
w)
⊤χξsi + (h
0
wsi)
⊤χξ)
− ε2m
∗
(h0w)
⊤χξξh
0
si
)
sihjsjσ
i · σj − (ε3m
∗
χξ + ε
2m∗νh)
⊤θ˜ε.
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Note that the functional Gε applied to ψε gives
Gε(ψε)(t, w, s, h) = −
(
µ˜ψ
ε
(t, w, s, h) + U(cε)
)
, (5.8)
since the choices made for θ˜ε and cε provide the equalities U˜(∂wψ
ε) = U(cε)−∂wψεcε and (θ˜ε)⊤∂hψε−
∂wψ
ε
∑d
j=1 θ˜
ε,jf j(s, εθ˜ε) = ε−1(∂wψ
ε)1−mΦ(s, ∂hψ
ε).
We now reorder the terms in µ˜ψ
ε
and group them to facilitate the analysis. The quadratic
variation of h0 is given by (omitting the argument (t, w, s))
(
ch
0)
l,m
=
n∑
i=1
( d∑
j=1
(
h0,lw h
0,j + h0,lsj
)
sjσ
j
i
)( d∑
k=1
(
h0,mw h
0,k + h0,msk
)
skσ
k
i
)
. (5.9)
The formula for the trace of the quadratic variation of h0 multiplied by the Hessian of χ with respect
to ξ is given by
Tr(ch
0
χξξ) =(h
0
w)
⊤χξξh
0
w
d∑
i,j=1
h0ih
0
jsisjσ
i · σj + 2
d∑
i,j=1
(h0si)
⊤χξξh
0
wh
0
jsisjσ
i · σj
+
d∑
i,j=1
(h0si)
⊤χξξh
0
sjsisjσ
i · σj . (5.10)
The definition of E1, E2 and T are given in Equations (3.1), (3.2) and (3.3). We regroup
µ˜ψ
ε
t (w, s, h) = V
0
t + U˜(V
0
w) + L
sV 0
+ V 0wrw + V
0
w
d∑
j=1
h0jsj(µ
j − r) +
d∑
i,j=1
V 0wsisih
0
jsjσ
j · σi +
V 0ww
2
d∑
i,j=1
h0ih
0
jsisjσ
iσj
+ V 0w
d∑
j=1
(hj − h
0
j)sj(µ
j − r) +
d∑
i,j=1
V 0wsi(hj − h
0
j)sisjσ
i · σj
+
V 0ww
2
d∑
i,j=1
(
hihj − h
0
ih
0
j
)
sisjσ
i · σj + ε2m
∗
(
(V 0w)
1−mΦ(s,−χξ)−
1
2
Tr(ch
0
χξξ)j
)
+ ε2m
∗
(
− νt − L
sν − νwrw − U˜
′(V 0w)νw − νw
d∑
j=1
h0jsj(µ
j − r) −
d∑
i,j=1
νwsisih
0
jsjσ
i · σj
−
νww
2
d∑
i,j=1
h0ih
0
jsisjσ
i · σj
)
−Rε − U(cε)− (∂wψ
ε)1−m(Φ(s,−χξ)− Φ(s,−χξ − ε
−m∗νh))
)
= −ε2m
∗
(
E1(t, w, s, ε
−m∗(h− h0), χξ, χξξ) + E2(t, w, s, νt, νw, νs, νww, νws, νss)
− (∂wψ
ε)1−m(Φ(s,−χξ)− Φ(s,−χξ − ε
−m∗νh))
)
−Rε − U(cε). (5.11)
The first line is obtained using that c0 is the pointwise maximizer (in w and s) of c 7→ U(c)− V 0wc,
i.e. U(c0) − V 0wc
0 = U˜(V 0w). Recall that G
0(V 0) = 0 (cf. (2.5)), therefore the first two lines of the
right-hand side of the above equation cancels. Thanks to the first order condition (2.8), the third
line (and a part of the fourth) of the right-hand side can then be rewritten as 12V
0
ww
∑d
i,j=1(hihj −
2hih
0
j + h
0
ih
0
j)sisjσ
i · σj = 12V
0
ww|
∑d
i=1(hi − h
0
i )siσ
i|2. This term, added to the fourth line gives
−E1(t, w, s, ε
−m∗(h−h0), χξ, χξξ). The forth and fifth lines give−E2(t, w, s, ν, νt, νw, νs, νww, νws, νss).
The terms remaining or forcefully introduced into the above equality are gathered in the function
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Rε, that can be further decomposed into
Rε = Iε,U˜ + ε2m
∗
(
T (t, w, s, νw, νww, νws;h)− T (t, w, s, νw, νww, νws;h
0)
+ Iε,1 + Iε,2 + Iε,3 + Iε,4
)
,
where the Iε’s are functions defined below in (5.12), (5.13), (5.14), (5.15) and (5.16).
We now bound each term constituting Rε. Note that the sets of items (i), (ii) and (iii) are such
that (t, w, s) is in a compact.
T is quadratic in h and does not depend on χ, therefore the bounds in all three cases are obvious.
Similarly, although the derivatives of U˜ have negative powers in their argument, the assumptions
(5.4), the boundedness of (t, w, s) on the considered set and the fact that U˜ , ν, χ, V 0 and ψε are
continuous allow us to treat these functions as Lipschitz-continuous with respect to the three first
variables. Thus, defining Iε,U˜ and using a Taylor expansion twice, there exist η1, η2 ∈ (0, 1) depending
on (t, w, s, h) with
Iε,U˜ (t, w, s, h, ν, χ) =U˜(V 0w)− U˜
(
∂wψ
ε
)
− ε2m
∗
U˜ ′(V 0w)νw (5.12)
=ε2m
∗
[
U˜ ′
(
V 0w
(
1 + η1
∂wψ
ε − V 0w
V 0w
))
− U˜ ′(V 0w)
]
νw
+ ε4m
∗
U˜ ′
(
V 0w
(
1 + η1
∂wψ
ε − V 0w
V 0w
))
∂wχ
=ε2m
∗
νwη2
(
∂wψ
ε − V 0w
)
U˜ ′′
(
V 0w
(
1 + η2
∂wψ
ε − V 0w
V 0w
))
+ ε4m
∗
U˜ ′
(
V 0w
(
1 + η
∂wψ
ε − V 0w
V 0w
))
∂wχ.
Then, given that χ ∈ Cm and for 0 < ε < 1 the following bounds obtain on the set defined in (5.4).
ε−2m
∗
|Iε,U˜ (t, w, s, h, ν, χ)| 6 C(ε2m
∗
|χw|+ ε
m∗ |χξ|)(t, w, s, ξ
ε)
6 C(εm
∗
+ ε2m
∗
|ξε|1+
2
m + εm
∗
|ξε|
2
m ).
The expression for Iε,1 is
Iε,1(t, w, s, h, χ) = ε2m
∗
(
χt + L
sχ+ χwrw + χw
d∑
j=1
hjsj(µ
j − r) (5.13)
+
d∑
i,j=1
χwsisisjhjσ
i · σj +
1
2
χww
d∑
i,j=1
hihjsisjσ
i · σj
)
.
If (t, w, s, h) is in a bounded set the fact χ ∈ Cm implies
|Iε,1(t, w, s, h, χ)| 6 Cε2m
∗
(1 + |ξε|1+
2
m ),
and if χ has bounded derivatives (as in item (i)),
|Iε,1(t, w, s, h, χ)| 6 Cε2m
∗
(1 + |h− h0(t, w, s)|2).
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The expression for Iε,2 is
Iε,2(t, w, s, h, ν, χ) = ((V 0w)
1−m − (∂wψ
ε)1−m)Φ(s,−χξ) . (5.14)
Similarly as in (5.12), (5.4) allows us to treat negative powers of ∂wψ
ε as a Lipschitz function. If
(t, w, s, h) takes value on a bounded set, ((V 0w)
1−m − (∂wψε)1−m) can be uniformly bounded for
h− h0(t, w, s) small enough and we obtain that
|Iε,2(t, w, s, h, ν, χ)| 6 Cε2m
∗
Φ(s,−χξ) 6 Cε
2m∗(1 + |ξε|2) 6 C(1 + |ξε|1+
2
m ).
If the derivatives of χ are bounded the inequality becomes
|Iε,2(t, w, s, h, ν, χ)| 6 C|((V 0w)
1−m − (∂wψ
ε)1−m)| 6 Cε2m
∗
.
The definition of Iε,3 and Iε,4 are
Iε,3(t, w, s, h, χ) =− εm
∗
(
(h0t )
⊤χξ + (h
0
w)
⊤χξ(rw +
d∑
i=1
hisi(µ
i − r)) +
d∑
i=1
(h0si)
⊤χξsiµ
i
+
(
(h0w)
⊤χwξ +
1
2
(h0ww)
⊤χξ
) d∑
i,j=1
hihjsisjσ
i · σj (5.15)
+
1
2
d∑
i,j=1
((h0sj )
⊤χξsi + (h
0
si)
⊤χξsj + (h
0
sisj )
⊤χξ)sisjσ
i · σj
+
d∑
i,j=1
(
(h0si)
⊤χξw + (h
0
w)
⊤χξsi + (h
0
wsi)
⊤χξ
)
hisisjσ
i · σj
)
and
Iε,4(t, w, s, h, χ) =
1
2
(h0w)
⊤χξξh
0
w
d∑
i,j=1
(hihj − h
0
i h
0
j)sisjσ
i · σj (5.16)
+
d∑
i,j=1
(h0si)
⊤χξξh
0
w(hj − h
0
j)sisjσ
i · σj .
Again, if (t, w, s, h) is on a bounded domain, h0 ∈ C1,2,2 (cf. Assumption 2.1) and χ ∈ Cm imply the
bounds
|Iε,3(t, w, s, h, χ)| 6 Cεm
∗
(1 + |ξε|
2
m ) 6 C, and |Iε,4(t, w, s, h, χ)| 6 C(1 + |ξε|1+
2
m ),
and if the derivatives of χ are bounded
|Iε,3(t, w, s, h, χ)| 6Cεm
∗
(1 + |h− h0(t, w, s)|2)
|Iε,4(t, w, s, h, χ)| 6C(1 + |h− h0(t, w, s)|2).
Then, results (i) and (ii) are a consequence of the estimates above. Note that if additionally ξε is
bounded as in (iii), all terms except Iε,4 are bounded by Cεm
∗
. For Iε,4 we have h − h0 = εm
∗
ξε.
Thus, we also obtain the bound |Iε,4(t, w, s, h, χ)| 6 Cεm
∗
thanks to the boundedness of ξε, and
0 < ε < 1. This conclude the proof of the remainder estimates.
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6 Proof of the Main Theorem
In this section we prove Theorem 3.1.
6.1 The Semilimits
Assumption 3.1 allows us to define the following semilimits for (t, w, s) ∈ D
u∗(t, w, s) := lim sup
ε↓0,(t′,w′,s′,h′)→(t,w,s,h0(t,w,s))
V 0(t′, w′, s′)− V ε∗ (t
′, w′, s′, h′)
ε2m∗
, (6.1)
u∗(t, w, s) := lim inf
ε↓0,(t′,w′,s′,h′)→(t,w,s,h0(t,w,s))
V 0(t′, w′, s′)− (V ε)∗(t′, w′, s′, h′)
ε2m∗
, (6.2)
where m∗ = 13m−2 . By definition u∗ is upper semicontinuous, u
∗ is lower semicontinuous and they
satisfy
06u∗6u
∗.
Define additionally for ε > 0
uε∗(t, w, s, h) =
V0(t, w, s)− V ε∗ (t, w, s, h)
ε2m∗
> 0, (6.3)
uε∗(t, w, s, h) =
V0(t, w, s)− V ε∗(t, w, s, h)
ε2m∗
> 0. (6.4)
In the case of a market with sublinear price impact as here (i.e. subquadratic transaction costs),
any finite position can be liquidated fast enough so that the loss of utility is negligible at the leading
order (O(ε2m
∗
)) and the penalty due to holding the “wrong” number of shares (Hεt 6= H
0
t , or h 6=
h0(t, w, s)) is of order strictly higher than 2m∗, unlike in [36] where the authors had to introduce the
adjusted semi-limits.
Finally recall the definition of the function ξε : (t, w, s, h) ∈ D × Rd 7→ h−h
0(t,w,s)
εm∗
, which gives
the renormalized displacement from the frictionless optimal strategy.
6.2 The Supersolution Property
Proposition 6.1. Under the assumption of Theorem 3.1, the function u∗ is a lower semicontinuous
viscosity supersolution of the second corrector equation (3.5).
Proof. The proof is based on [36, Proof of Proposition 6.4]. Lower semicontinuity of the function
holds by the definition of the function. We now show the viscosity property. Let (t0, w0, s0) ∈ D
and φ ∈ C1,2,2(D) such that (t0, w0, s0) is a strict minimizer of u∗ − φ on D. Then, for all (t, w, s) ∈
D\{(t0, w0, s0)} the following holds
0 = u∗(t
0, w0, s0)− φ(t0, w0, s0) < u∗(t, w, s) − φ(t, w, s). (6.5)
We want to show that φ is a supersolution of the second corrector equation (3.5) at the point
(t0, w0, s0), in other words −E2(t
0, w0, s0, φt, φw, φs, φww, φws, φss) > a(t
0, w0, s0).
By the definition of u∗ (see (6.1)), there exists a family (t
ε, wε, sε, hε) ∈ D × Rd such that
(tε, wε, sε, hε)→ (t0, w0, s0, h0(t0, w0, s0)), uε∗(t
ε, wε, sε, hε)→ u∗(t
0, w0, s0)
and pε := uε∗(t
ε, wε, sε, hε)− φ(tε, wε, sε)→ 0 as ε→ 0. (6.6)
25
By Assumptions 2.1 (continuity of h0 on D), and 3.2 (continuity of̟ on D×Rd), there exist ε0, r0 > 0
such that B¯r0(t
0, w0, s0) ⊂ D and for all ε ∈ (0, ε0] we have
|(tε, wε, sε)− (t0, w0, s0)|6
r0
2
, |pε|61, (6.7)
Let M = sup{φ(t, w, s) | (t, w, s) ∈ B¯r0(t
0, w0, s0)} + 4 and note that (6.7) implies |(t, w, s) −
(tε, wε, sε)|4 > (r0/2)4 on ∂Br0(t
0, w0, s0), for 0 < ε 6 ε0. We can now choose c0 > 0 such that
c0(r0/2)
4 > M and define ϕε and ϕ0 on Rd+2 by
ϕε(t, w, s) = φ(t, w, s) + pε − c0|(t, w, s) − (t
ε, wε, sε)|4, (6.8)
ϕ0(t, w, s) = φ(t, w, s)− c0|(t, w, s)− (t
0, w0, s0)|4.
Given the choice of these constants, (6.7) gives
ϕε(t, w, s)6 − 3 on ∂Br0(t
0, w0, s0) for all ε ∈ (0, ε0], (6.9)
and by definition of pε (see (6.6)), we have
− uε∗(t
ε, wε, sε, hε) + ϕε(tε, wε, sε) = 0. (6.10)
Claim: There exist a neighborhood around 0 in Rd and C > 0 constant such that on this neighborhood
sup(t,w,s)∈B¯r0(t0,w0,s0)̟(t, w, s, ξ) 6 C|ξ|
2 and sup(t,w,s)∈B¯r0(t0,w0,s0)̟(t, w, s, ξ) 6 C|ξ|.
This follows from the first corrector equation and the fact that ̟(t, w, s, 0) = ̟ξ(t, w, s, 0) = 0
for any (t, w, s). ̟ is a solution of the first corrector equation (3.4). Then it holds for all (t, w, s) ∈
B¯r0(t
0, w0, s0) that 12Tr(c
h0(t, w, s)̟ξξ(t, w, s, 0)) = a(t, w, s). The inequality |X |6dTr(X) the fact
that ch
0
is positive definite and continuous (cf. Assumption 2.1), and the continuity and positivity
of a yield |̟ξξ(t, w, s, ξ)|6C on a neighbourhood N of 0 in Rd, for some C > 0 constant. Then, on
B¯r0(t
0, w0, s0)×N we have |̟ξ(t, w, s, ξ)|6C|ξ| and |̟(t, w, s, ξ)|6C|ξ|2, and the claim is proved.
For fixed (t0, w0, s0) and r0, the continuity of E2, c
h0 , a, Φx, and σ, the regularity of φ and ̟,
the (m− 1)-homogeneity of Φx, the fact that ̟ ∈ Cm by Assumption 3.2 and the last claim allow us
to define the following positive finite constants:
K0 :=1 + sup
{
|E2(t, w, s, ϕ
0
t , ϕ
0
w, ϕ
0
s, ϕ
0
ww, ϕ
0
ws, ϕ
0
ss)| : (t, w, s) ∈ B¯r0(t
0, w0, s0)
}
, (6.11)
KΣ :=1 + sup
{∣∣∣ch0(t, w, s)∣∣∣ : (t, w, s) ∈ B¯r0(t0, w0, s0)} , (6.12)
K̟ :=1 + sup
{( |̟ξ(·, ξ)|
|ξ|
2
m
+
|̟ξξ(·, ξ)|+ |̟(·, ξ)|
|ξ|1+
2
m
)
(t, w, s) : (t, w, s) ∈ B¯r0(t
0, w0, s0), |ξ|>1
}
+ sup
{ |̟(t, w, s, ξ)|
|ξ|1+
2
m
+ |̟ξξ(t, w, s, ξ)| : (t, w, s) ∈ B¯r0(t
0, w0, s0), |ξ|61
}
, (6.13)
K ′̟ := 1 + sup
{(
|̟ξ(·, ξ)|
|ξ|
+
|̟ξξ(·, ξ)|+ |̟(·, ξ)|
|ξ|2
)
(tw, s) : (t, w, s) ∈ B¯r0(t
0, w0, s0), |ξ|>1
}
+ sup
{(
|̟(·, ξ)|
|ξ|2
+
|̟ξ(·, ξ)|
|ξ|
+ |̟ξξ(·, ξ)|
)
(t, w, s) : (t, w, s) ∈ B¯r0(t
0, w0, s0) |ξ|61
}
, (6.14)
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Ka :=1 + sup
{
|a(t, w, s)| : (t, w, s) ∈ B¯r0(t
0, w0, s0)
}
, (6.15)
KΦx :=1 + sup
{
|Φx(s, x)|
1 ∨ |x|m−1
: |s− s0| 6 r0, x ∈ R
d
}
, (6.16)
γv := inf
{
−
∂wwV
0(t, w, s)
2
∣∣∣∣ d∑
j=1
ξjsjσ
j(s)
∣∣∣∣2 : (t, w, s) ∈ B¯r0(t0, w0, s0), |ξ| = 1}. (6.17)
Additionally, it holds by Assumption 2.1 that V 0w > 0 on D so there exists ι > 0 such that
1
ι
6V 0w(t, w, s)6ι for all (t, w, s) ∈ B¯r0(t
0, w0, s0). (6.18)
Similarly to [38, Lemma A.2] and [36, Proof of Proposition 6.4], there exists C∗ > 0 such that for
all η > 0 we can find a function hη ∈ C∞(Rd, [0, 1]) and aη > 1 satisfying
hη = 1 on B¯1(0), h
η = 0 on B¯caη , |h
η
x(x)| ∧ |xh
η
x(x)|6η and |x|
2|hηxx|6C
∗. (6.19)
Fix δ and η in (0, 1). Note that due to the inequality 1 + 2m < 2 there exists ξ
∗,δ > 0, the unique
positive solution of
(ξ∗,δ)2 =
2(ξ∗,δ)1+
2
m dKΣK̟ + 2 (Ka +K0) + dKΣK
′
̟(C
∗ + 2)
(1− (1− δ)m)γv
. (6.20)
Define also the functions
Hη,δ : ξ ∈ Rd 7→ (1− δ)hη
(
ξ
ξ∗,δ
)
, (6.21)
ψε,η,δ(t, w, s, h) := V 0(t, w, s)− ε2m
∗
ϕε(t, w, s)− ε4m
∗
(̟Hη,δ)(t, w, s, ξε),
Iε,η,δ(t, w, s, h) :=
V ε,∗(t, w, s, h)− ψε,η,δ(t, w, s, h)
ε2m∗
,
where we make a slight abuse of notation for brevity in writing (̟Hη,δ)(t, w, s, ξε) for
Hη,δ(ξε(t, w, s, h))̟(t, w, s, ξε(t, w, s, h)) for (t, w, s, h) ∈ D × Rd.
We want here to use ψε,η,δ as a test function for the viscosity subsolution property of V ε,∗ (see
Assumption 2.3 and Equation (2.22)). For this, we need interior maximizers of the functions V ε,∗ −
ψε,η,δ (or equivalently of Iε,η,δ) in B¯r0(t
0, w0, s0)×Rd. However the supremum of Iε,η,δ may not be
attained or lie on ∂B¯r0(t
0, w0, s0)× Rd and we therefore need to modify ψε,η,δ.
First, note that for the elements of the family (tε, wε, sε, hε)0<ε6ε0 we have by (6.10) and non-
negativity of ̟ (see Assumption 3.2)
Iε,η,δ(tε, wε, sε, hε) > 0. (6.22)
Defining εη,δ := ε0 ∧ 1∧ (K̟(aηξ∗,δ)1+
2
m )−1/(2m
∗), similarly to [36, Proof of Proposition 6.4], we
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obtain the following inequality on B¯r0(t
0, w0, s0)× Rd for all 0 < ε6εη,δ
Iε,η,δ(t, w, s, h)6ϕε(t, w, s)
+ ε2m
∗
|ξε(t, w, s, h)|1+
2
m
̟ (t, w, s, ξε(t, w, s, h))
|ξε(t, w, s, h)|1+
2
m
1{|ξε(t,w,s,h)|6aηξ∗,δ}
6ϕε(t, w, s) + ε2m
∗
(aηξ
∗,δ)1+
2
mK̟ 6 ϕ
ε(t, w, s) + 1, (6.23)
where the first inequality holds by (6.4) and the estimate 06Hη,δ(ξ)61{|ξ|6aηξ∗,δ} and the second by
the definition (6.13) of K̟ and the choice of εη,δ.
Since the right-hand side of (6.23) is uniformly bounded on B¯r0(t
0, w0, s0) for 0 < ε6εη,δ, we can
pick (tˆε,η,δ, wˆε,η,δ, sˆε,η,δ, hˆε,η,δ) ∈ Br0(t
0, w0, s0)× Rd such that
Iε,η,δ(tˆε,η,δ, wˆε,η,δ , sˆε,η,δ, hˆε,η,δ) > sup
Br0 (t
0,w0,s0)×Rd
{
Iε,η,δ(t, w, s, h)
}
−
ε2m
∗
2
. (6.24)
We now add a penalization to ψε,η,δ in the direction of h. Let f ∈ C2(R+, [0, 1]) be a function
satisfying for some c > 0
f(0) = 1, f(x) = 0 for |x| > 1, 06f61 and |f ′(x)|6c|x| in a neighborhood of 0. (6.25)
Then, define the functions for η ∈ (0, 1], δ ∈ (0, 1) and ε ∈ (0, εη,δ)
ψ¯ε,η,δ(t, w, s, h) =ψε,η,δ(t, w, s, h)− ε4m
∗
f(|h− hˆε,η,δ|),
I¯ε,η,δ(t, w, s, h) =
V ε,∗(t, w, s, h)− ψ¯ε,η,δ(t, w, s, h)
ε2m∗
=Iε,η,δ(t, w, s, h) + ε2m
∗
f(|h− hˆε,η,δ|),
and the compact set
Qε,η,δ := {(t, w, s, h) : (t, w, s) ∈ B¯r0(t
0, w0, s0), |h− hˆε,η,δ|61}.
Claim: there exists (t˜ε,η,δ, w˜ε,η,δ , s˜ε,η,δ, h˜ε,η,δ) ∈ Int(Qε,η,δ) a maximiser of
V ∗,ε − ψ¯ε,η,δ on Br0(t
0, w0, s0)× Rd.
The proof of this claim is similar to [36, Proof of Proposition 6.4](Step 3). Since f(0) = 1 the
definition of I¯ε,η,δ leads to
I¯ε,η,δ(tˆε,η,δ, wˆε,η,δ, sˆε,η,δ, hˆε,η,δ) = Iε,η,δ(tˆε,η,δ, wˆε,η,δ, sˆε,η,δ, hˆε,η,δ) + ε2m
∗
.
Furthermore, on (B¯r0(t
0, w0, s0)× Rd)\Qε,η,δ, it holds I¯ε,η,δ(t, w, s, h) = Iε,η,δ(t, w, s, h). This, with
(6.24), gives
sup
B¯r0(t
0,w0,s0)×Rd
{
I¯ε,η,δ(t, w, s, h)
}
= sup
Qε,η,δ
{
I¯ε,η,δ(t, w, s, h)
}
. (6.26)
The function I¯ε,η,δ is upper-semicontinuous and Qε,η,δ is compact, so there exists a maximizer
(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ) of V ∗,ε− ψ¯ε,η,δ on Qε,η,δ. It is also the maximizer on B¯r0(t
0, w0, s0)×Rd.
Now, let (t, w, s, h) ∈ ∂B¯r0(t
0, w0, s0)× Rd. Then, by the bounds 06f61, and 0 < εη,δ 6 1 and the
two inequalities (6.9) and (6.23) we have
I¯ε,η,δ(t, w, s, h)6Iε,η,δ(t, w, s, h) + ε2m
∗
6− 2 + ε2m
∗
6− 1.
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On the other hand, in the interior of B¯r0(t
0, w0, s0) × Rd, for the family (tε, wε, sε, hε)0<ε6εη,δ , it
holds by (6.22) and definition of I¯ε,η,δ
I¯ε,η,δ(tε, wε, sε, hε) > Iε,η,δ(tε, wε, sε, hε) > 0
and the maximizer is therefore a point of Br0(t
0, w0, s0)× Rd and the claim is proved.
Thus, for ε ∈ (0, εη,δ], we have a C1,2,2,2(D × Rd,R) function ψ¯ε,η,δ and a local strict maximizer
of V ε,∗ − ψ¯ε,η,δ denoted (t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ). Since V ε,∗ is a subsolution of (2.22), it holds
Gε(ψ¯ε,η,δ)(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ)60. (6.27)
Denoting
˜̟ ε,η,δ(t, w, s, ξ) = (̟Hη,δ)(t, w, s, ξ) + f(|εm
∗
ξ + h0(t, w, s)− hˆε,η,δ|)
and ξ˜ε,η,δ := ξε(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ)
the remainder estimate (5.3) of Proposition 5.1 for ψ¯ε,η,δ (in that case the function ν of Proposition 5.1
is ϕε and does not depend on h) with (6.27) yields
E2(t˜
ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, ϕεt , ϕ
ε
s, ϕ
ε
w, ϕ
ε
sw, ϕ
ε
ww, ϕ
ε
ss) (6.28)
+ E1(t˜
ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, ξ˜ε,η,δ, ˜̟ ε,η,δξ , ˜̟
ε,η,δ
ξξ ) +
Rε(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ, ϕε, ˜̟ ε,η,δ)
ε2m∗
60.
The family
{(
tε,η,δ, w˜ε,η,δ, s˜ε,η,δ
)
| ε ∈ (0, εη,δ], η ∈ (0, 1), δ ∈ (0, 1)
}
is bounded. For fixed η ∈
(0, 1), δ ∈ (0, 1), due to the choice of f and Hη,δ, the assumptions of claim (i) in Proposition
5.1 holds (up to reducing ε0 > 0 for (t˜
ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ to be in the set defined in (5.4)) and
we obtain the existence of C > 0 that may depend on η, δ ∈ (0, 1) but not on ε > 0 such that
|Rε(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ, ϕε, ˜̟ ε,η,δ)|
ε2m∗
6C(1 + |εm
∗
ξ˜ε,η,δ|2). (6.29)
Claim: Fix η ∈ (0, 1) and δ ∈ (0, 1), the family {ξ˜ε,η,δ : ε ∈ (0, εη,δ)} is bounded by Cξ˜. To prove this,
we assume that there exists a sequence (εn)n∈N such that limn→∞ ξ˜
εn,η,δ = ∞ with εn ∈ (0, εη,δ]
for all n ∈ N and εn → 0 as n → ∞ (indeed, ). Without loss of generality we can assume that
the sequence (εn) is decreasing. By definition (6.21) of H
η,δ it holds that ̟Hη,δ and its derivatives
vanish at (t, w, s, ξ˜εn,η,δ) for (t, w, s) ∈ Br0(t
0, w0, s0) and n large enough (say n > n1). Then we
have for n > n1,
˜̟ εn,η,δξ = ∂ξf(|ε
m∗ξ + h0(t, w, s)− hˆε,η,δ|), ˜̟ εn,η,δξξ = ∂ξξf(|ε
m∗ξ + h0(t, w, s)− hˆε,η,δ|).
Furthermore, it holds for η ∈ (0, 1), δ ∈ (0, 1) and ε ∈ (0, εη,δ),
∂ξf(|ε
m∗ξ + h0(t, w, s) − hˆε,η,δ|) =εm
∗
f ′(|εm
∗
ξ + h0(t, w, s)− hˆεn,η,δ|)⊤Dεn,η,δ1 ,
∂ξξf(|ε
m∗ξ + h0(t, w, s) − hˆε,η,δ|) =ε2m
∗
f ′′(|εm
∗
ξ + h0(t, w, s) − hˆεn,η,δ|)Dεn,η,δ1 (D
εn,η,δ
1 )
⊤
+ ε2m
∗
f ′(|εm
∗
ξ + h0(t, w, s)− hˆεn,η,δ|)Dεn,η,δ2 ,
where εm
∗
Dεn,η,δ1 and ε
2m∗Dε,η,δ2 are the gradient and the Hessian of the function ξ ∈ R
d 7→ |εm
∗
ξ+
h0(t, w, s) − hˆεn,η,δ| (at the point (t, w, s, ξ) which is omitted in the equation above). With the
29
assumption made on f ′ (see (6.25)), we have for (t, w, s, ξ) ∈ B¯r0(t
0, w0, s0)× Rd∣∣∣∂ξf(|εm∗ξ + h0(t, w, s) − hˆε,η,δ|)∣∣∣6εm∗Cf and∣∣∣∂ξξf(|εm∗ξ + h0(t, w, s)− hˆε,η,δ|)∣∣∣6ε2m∗Cf , (6.30)
where Cf is a positive constant that can be chosen independent of η, δ and ε. Then, bym-homogeneity
of Φ (remember that m > 2) and linearity of the trace, there exists C′f > 0 such that∣∣∣∣− ∣∣V 0w(t, w, s)∣∣1−mΦ(s,− ˜̟ εn,η,δξ (t, w, s, ξ)) + 12Tr(ch0(t, w, s) ˜̟ εn,η,δξξ (t, w, s, ξ)
∣∣∣∣6ε2m∗C′f
on B¯r0(t
0, w0, s0)× Rd. This finally provides the estimate for E1 (see (3.1))
E1
(
t˜εn,η,δ, w˜εn,η,δ, s˜εn,η,δ, ξ˜εn,η,δ, ˜̟ εn,η,δξ , ˜̟
εn,η,δ
ξξ
)
(6.31)
> −C′fε
2m∗ −
V 0ww(t˜
εn,η,δ, w˜εn,η,δ, s˜εn,η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜εn,η,δj s˜
εn,η,δ
j σ
j(s˜εn,η,δ)
∣∣∣∣2
> −C′fε
2m∗ + γv
∣∣ξ˜εn,η,δ∣∣2.
Note that E2(t, w, s, ϕ
ε
t , ϕ
ε
w, ϕ
ε
s, ϕ
ε
ww, ϕ
ε
ws, ϕ
ε
ss) does not depend on ξ (or h) and is bounded on
B¯r0(t
0, w0, s0) for ε ∈ (0, 1). Hence, putting together (6.28), (6.29) and (6.31), we obtain for some
positive constant C
γv
∣∣ξ˜ε,η,δ∣∣26C(1 + |εm∗ ξ˜ε,η,δ|2),
which contradicts the convergence of ξ˜εn,η,δ to infinity while εn converges to 0 when n goes to ∞.
Thus, the claim is proved, and there exists a subsequence in ε > 0 such that
t˜ε,η,δ → t˜η,δ, w˜ε,η,δ → w˜η,δ, s˜ε,η,δ → s˜η,δ, h˜ε,η,δ → h˜η,δ = h0(t˜η,δ, w˜η,δ, s˜η,δ)
and ξε(t˜ε,η,δ, w˜ε,η,δ, s˜ε,η,δ, h˜ε,η,δ)→ ξ˜η,δ.
Using this convergence, the continuity of the functions φ, (ϕε)ε>0, ̟, H
η,δ, V 0ww, V
0
w , Φ,c
h0 , Rε, E1
and E2 on their domain, the fact that (ϕ
ε)ε>0 converges uniformly on B¯r0(t
0, w0, s0) to ϕ0 as ε→ 0,
the claim (iii) of Proposition 5.1 (note that again (t˜η,δ, w˜η,δ, s˜η,δ, h˜η,δ) is in the set defined in (5.4),
as we have taken the limit ε→ 0 of a sequence of elements of the set in (5.4)), and taking the limit
of (6.28) as ε→ 0 we obtain the inequality
E1(t˜
η,δ, w˜η,δ, s˜η,δ, ξ˜η,δ,∂ξ(̟H
η,δ), ∂ξξ(̟H
η,δ)) (6.32)
6− E2(t˜
η,δ, w˜η,δ, s˜η,δ, ϕ0, ϕ0s, ϕ
0
w, ϕ
0
ww, ϕ
0
ws, ϕ
0
ss).
We used as well estimate (6.30), to conclude that on Br0(t
0, w0, s0) × BCξ˜(0), ˜̟
εn,η,δ
ξ and ˜̟
εn,η,δ
ξξ
converge uniformly to ∂ξ(̟H
η,δ) and ∂ξξ(̟H
η,δ) respectively as ε→ 0.
Note that (t˜η,δ, w˜η,δ, s˜η,δ) ∈ B¯r0(t
0, w0, s0). Direct computation of ∂ξξ(H
η,δ̟), the properties
(6.19) of hη’s derivatives, the definitions of K0,K̟,K
′
̟, and KΣ in 6.11-(6.14), the elementary
equation Tr(A) 6 d|A|, the inequality 0 < δ < 1 and (6.32) yield the following inequality at the point
30
P η,δ := (t˜η,δ, w˜η,δ, s˜η,δ, ξ˜η,δ)
−
V 0ww(t˜
η,δ, w˜η,δ, s˜η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜η,δj s˜
η,δ
j σ
j(s˜η,δ)
∣∣∣∣2
− |V 0w(t˜
η,δ, w˜η,δ, s˜η,δ)|1−mΦ
(
s˜η,δ,−∂ξ(̟H
η,δ)(P η,δ)
)
6− E2(t˜
η,δ, w˜η,δ, s˜η,δ, ϕ0t , ϕ
0
w, ϕ
0
s, ϕ
0
ww, ϕ
0
ws, ϕ
0
ss)−
1
2
Tr
(
ch
0
∂ξξ(̟H
η,δ)
)(
P η,δ
)
6K0 +
d
2
KΣ
(
K ′̟C
∗ + 2ηK ′̟ +K̟
(∣∣ξ˜η,δ∣∣1+ 2m ∨ 1)). (6.33)
We also write this term as
−
V 0ww(t˜
η,δ, w˜η,δ, s˜η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜η,δj s˜
η,δ
j σ
j(s˜η,δ)
∣∣∣∣2
− (V 0w)
1−mΦ
(
s˜η,δ,−̟ξH
η,δ −̟Hη,δξ
)(
P η,δ
)
= −
V 0ww(t˜
η,δ, w˜η,δ, s˜η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜η,δj s˜
η,δ
j σ
j(s˜η,δ)
∣∣∣∣2 − (V 0w)1−mΦ(s˜η,δ,−̟ξHη,δ)(P η,δ)
+ (V 0w)
1−m
(
Φ
(
s˜η,δ,−̟ξH
η,δ
)
− Φ
(
s˜η,δ,−̟ξH
η,δ −̟Hη,δξ
))(
P η,δ
)
=: Iη,δ1 + I
η,δ
2 . (6.34)
We first bound Iη,δ1 ,
Iη,δ1 > −
V 0ww(t˜
η,δ, w˜η,δ, s˜η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜η,δj s˜
η,δ
j σ
j(s˜η,δj )
∣∣∣∣2 − (V 0w)1−m(1− δ)mΦ (·,−̟ξ) (P η,δ)
= −(1− (1− δ)m)
V 0ww(t˜
η,δ, w˜η,δ, s˜η,δ)
2
∣∣∣∣ d∑
j=1
ξ˜η,δj s˜
η,δ
j σ
j(sη,δj )
∣∣∣∣2
− (1− δ)m
(
1
2
Tr
(
ch
0
∂ξξ̟
)
(P η,δ)− a(t˜η,δ, w˜η,δ, s˜η,δ)
)
> (1− (1− δ)m)γv
∣∣ξ˜η,δ∣∣2 − (1− δ)m (d
2
KΣK̟
(∣∣ξ˜η,δ∣∣1+ 2m ∨ 1)+Ka) . (6.35)
We obtained the first inequality using that (V 0w)
1−m is non-negative by Assumption 2.1, that Φ is
non-negative by construction and homogeneous of degree m by Assumption 2.2, we then used the
first corrector equation (3.4) satisfied by ̟ to obtain the second equality and the definitions of the
constants (6.12) - (6.17) to obtain the last inequality. By the convexity of Φ, and estimate (6.18), we
have (we drop the argument of the functions for clarity in the next two sets of computations, they
are taken at the point (t˜η,δ, w˜η,δ, s˜η,δ, ξ˜η,δ))
|Iη,δ2 |6ι
m−1
(∣∣Φx (s,−̟ξHη,δ)∣∣+ ∣∣∣Φx (s,−̟ξHη,δ −̟Hη,δξ )∣∣∣) ∣∣∣̟Hη,δξ ∣∣∣
6ιm−1(1− δ)mKΦx
(
1 ∨ |̟ξ|
m−1 + 1 ∨
∣∣∣∣∣̟ξhη
(
ξ˜η,δ
ξ∗,δ
)
+
̟
|ξ∗,δ|
hηξ
(
ξ˜η,δ
ξ∗,δ
)∣∣∣∣∣
m−1)
η
̟
|ξ˜η,δ|
6ιm−1(1− δ)m2CmKΦx
1 ∨ |̟ξ|m−1 + 1 ∨
∣∣∣∣∣ ̟|ξ∗,δ|hξ
(
ξ˜η,δ
ξ∗,δ
)∣∣∣∣∣
m−1
 η ̟
|ξ˜η,δ|
, (6.36)
where the second inequality is obtained by (6.19), the definition (6.16) of KΦx and the m − 1-
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homogeneity of Φx. For the third inequality, we set Cm > 1 a constant so that
(a+ b)m−16Cm(a
m−1 + bm−1) for all a, b > 0, and use the estimate 06Hη,δ61.
Assume now that |ξ˜η,δ|2/m > 1 and recall that K̟ > 1, then
|Iη,δ2 |62ι
m−1(1 − δ)mCmKΦx
(
1 ∨ |̟ξ|
m−1
+ 1 ∨
∣∣∣∣η ̟|ξ˜η,δ|
∣∣∣∣m−1
)
η
̟
|ξ˜η,δ|
62ιm−1(1 − δ)mCmKΦx
(
1 ∨
∣∣∣K̟|ξ˜η,δ| 2m ∣∣∣m−1 + 1 ∨ ∣∣∣K̟|ξ˜η,δ| 2m ∣∣∣m−1) ηK̟|ξ˜η,δ| 2m
64ιm−1(1 − δ)mCmKΦxK
m
̟ η|ξ˜
η,δ|2, (6.37)
where the first inequality follows from the property of hη (see (6.19)), the second from the definition
(6.13) of K̟ and the third from the assumption on ξ˜
η,δ. Hence if |ξ˜η,δ| > 1, joining together (6.33),
(6.34), (6.35), and (6.37), we get
(
(1 − (1− δ)m)γv − 4ι
m−1(1 − δ)mCmKΦxK
m
̟ η
)
|ξ˜η,δ|2 (6.38)
6(1− δ)m
dKΣK̟
∣∣∣ξ˜η,δ∣∣∣1+ 2m
2
+Ka
+K0 + d
2
KΣ
(
K ′̟C
∗ + 2ηK ′̟ +K̟
∣∣∣ξ˜η,δ∣∣∣1+ 2m) .
Let ηδ =
(1−(1−δ)m)γv
8ιm−1(1−δ)mCmKΦxK
m
̟
, for η ∈ (0, ηδ ∧ 1) we have
(1− (1 − δ)m)γv
∣∣ξη,δ∣∣2
2
6
(
(1− (1 − δ)m)γv − 4ι
m−1(1− δ)mCmKΦxK
m
̟ η
)
|ξ˜η,δ|2.
Thus, under the assumption |ξ˜η,δ| > 1 and for η ∈ (0, ηδ ∧ 1), (6.38) leads to
∣∣∣ξ˜η,δ∣∣∣262
∣∣∣ξ˜η,δ∣∣∣1+ 2m dKΣK̟ + 2 (Ka +K0) + dKΣK ′̟(C∗ + 2)
(1− (1− δ)m)γv
.
This shows, thanks to the definition (6.20) of ξ∗,δ that for all η ∈ (0, ηδ ∨ 1),
∣∣∣ξ˜η,δ∣∣∣ is bounded by
1∨ξ∗,δ. Hence, up to taking a subsequence, as η → 0, for every δ ∈ (0, 1), there exists (t˜δ, w˜δ, s˜δ, ξ˜δ) ∈
B¯r0(t
0, w0, s0)× Rd such that we have the following convergence as η → 0,
t˜η,δ → t˜δ, w˜η,δ → w˜δ, s˜η,δ → s˜δ, ξ˜η,δ → ξ˜δ.
Since hη converges uniformly on compacts to 1 and by continuity of the functions involved, we can
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now take the limit to 0 in η in (6.32) to obtain
− E2(t˜
δ, w˜δ, s˜δ, ϕ0t , ϕ
0
w, ϕ
0
s, ϕ
0
ww, ϕ
0
ws, ϕ
0
ss) > E1(t˜
δ, w˜δ, s˜δ, ξ˜δ, (1 − δ)̟ξ, (1− δ)̟ξξ)
= −
V 0ww(t˜
δ, w˜δ, s˜δ)
2
∣∣∣∣ d∑
j=1
ξ˜δj s˜
δ
jσ
j(s˜δ)
∣∣∣∣2 + 1− δ2 Tr(ch0(t˜δ, w˜δ, s˜δ)̟ξξ(t˜δ, w˜δ, s˜δ, ξ˜δ))
− (V 0w(t˜
δ, w˜δ, s˜δ))1−m(1 − δ)mΦ
(
s˜δ,−̟ξ(t˜
δ, w˜δ, s˜δ, ξ˜δ)
)
= (1− δ)ma(t˜δ, w˜δ, s˜δ) + ((1− δ)m − 1)
V 0ww(t˜
δ, w˜δ, s˜δ)
2
∣∣∣∣ d∑
j=1
ξ˜δj s˜
δ
jσ
j(s˜δ)
∣∣∣∣2
+ ((1 − δ)− (1− δ)m)
1
2
Tr
(
ch
0
(t˜δ, w˜δ, s˜δ)̟ξξ(t˜
δ, w˜δ, s˜δ, ξ˜δ)
)
> (1− δ)ma(t˜δ, w˜δ, s˜δ), (6.39)
where we used the first corrector equation (3.4), the signs of V 0ww(t˜
δ, w˜δ, s˜δ), ((1 − δ) − (1 − δ)m),
((1 − δ)m − 1), the convexity of ̟ the positive definiteness of ch
0
and the fact that the trace of
the product of symmetric positive semidefinite matrices is non-negative. Due to the compactness of
B¯r0(t
0, w0, s0), up to a subsequence, we can take the limit of the family (t˜δ, w˜δ, s˜δ)δ∈(0,1) as δ → 0
and obtain
t˜δ → t˜, w˜δ → w˜, s˜δ → s˜.
Using (6.5), one can show by a classical argument of the theory of viscosity solution (see for e.g. [17])
that
(t˜, w˜, s˜) = (t0, w0, s0).
Additionally, by continuity of a, E2, and (t, w, s) 7→ c0|(t, w, s) − (t0, w0, s0)| we have the following
limits as δ → 0
−E2(t˜
δ, w˜δ, s˜δ, ϕ0t , ϕ
0
w, ϕ
0
s, ϕ
0
ww, ϕ
0
ws, ϕ
0
ss)→ −E2(t
0, w0, s0, φt, φw, φs, φww, φws, φss),
(1 − δ)ma(t˜δ, w˜δ, s˜δ)→ a(t0, w0, s0),
which gives the supersolution property for u∗ via (6.39).
6.3 The Subsolution Property
Proposition 6.2. Under the assumption of Theorem 3.1, the function u∗ is an upper semicontinuous
viscosity subsolution of the second corrector equation (3.5).
Proof. The proof is based on [36, Proof of Proposition 6.3]. Let (t0, w0, s0) ∈ D and φ ∈ C1,2,2(D,R)
such that (t0, w0, s0) is a strict maximizer of u∗−φ on D. Then, for all (t, w, s) ∈ D\{(t0, w0, s0)} it
holds
0 = u∗(t0, w0, s0)− φ(t0, w0, s0) > u∗(t, w, s) − φ(t, w, s). (6.40)
By definition of u∗ (see (6.3)) there exists a family (tε, wε, sε, hε)ε>0 such that
(tε, wε, sε, hε)→ (t0, w0, s0, h0(t0, w0, s0)), uε,∗(tε, wε, sε, hε)→ u∗(t0, w0, s0)
and pε := uε,∗(tε, wε, sε, hε)− φ(tε, wε, sε)→ 0. (6.41)
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By Assumption 3.1 and the regularity of h0, there exists ε0, r0 > 0, α ∈ (0, r0), ε0 < 1 such that
B¯r0(t
0, w0, s0) ⊆ D , and such that for all ε ∈ (0, ε0) we have
b∗ := sup
{
uε∗(t, w, s, h) :
∣∣(t, w, s, h)− (t0, w0, s0, h0(t0, w0, s0))∣∣6r0, ε ∈ (0, ε0)} <∞,
and |h0(t, w, s) − h0(t0, w0, s0)| 6
r0
4
if |(t, w, s)− (t0, w0, s0)| 6 α.
For (t, w, s) ∈ (B¯α(t0, w0, s0)\Bα/2(t
0, w0, s0)) and (t′, w′, s′) ∈ B¯α/4(t
0, w0, s0) we have
|(t, w, s)− (t′, w′, s′)|
4
>
(α
4
)4
.
Denote M := 2 + b∗ + sup{−φ(t, w, s) : (t, w, s) ∈ Bα(t0, w0, s0)} < ∞. Thanks to Assumption 3.2
we can define δ0 := inf{(t,w,s)∈B¯r0 ,|ξ|>
r0
4 }
̟(t,w,s,ξ)
|ξ|1+2/m
> 0 and
c0 :=
M
(α4 )
4 ∧ δ20(
r0
4 )
1+ 2m
.
The growth of ̟ in its last variable at infinity assumed in Assumption 3.2 provides the inequality
̟2
(
tε, wε, sε,
hε − h0(tε, wε, sε)
εm∗
)
6 C(tε, wε, se)
|hε − h0(tε, wε, sε)|2+4/m
εm∗(2+4/m)
.
Then, the continuity of h0 (Assumption 2.1), and the convergence of (tε, wε, sε, hε) to the point
(t0, w0, s0, h0) allows us to choose ε0 > 0 smaller to also have for 0 < ε 6 ε0,
ε2m
∗(1+ 2m )̟2
(
t,ε , wε, sε,
hε − h0(tε, wε, sε)
εm∗
)
6
1
3c0
. (6.42)
Since m > 2, we can also take ε0 small enough so that
ε2m
∗
̟
(
tε, wε, sε,
hε − h0(tε, wε, sε)
εm∗
)
6
1
3
, (6.43)∣∣(tε, wε, sε)− (t0, w0, s0)∣∣4 6 α
4
, and |pε| 6 1, for ε ∈ (0, ε0).
We now define
˜̟ ε(t, w, s, h) := c0ε
2m∗(1+ 2m )̟2
(
t, w, s,
h− h0(t, w, s)
εm∗
)
,
φε(t, w, s, h) := c0 |(t, w, s)− (t
ε, wε, sε)|4 + ˜̟ ε(t, w, s, h).
By (6.42) we have |φε(tε, wε, sε, hε)| 6 1/3. The definitions of δ0, c0 and M were set so that φε > M
if |h− h0(t, w, s)| > r04 or if (t, w, s) ∈ B¯α(t
0, w0, s0)\Bα/2(t
0, w0, s0), for ε ∈ (0, ε0). Now define for
η ∈ (0, 1)
φ¯ε :=pε + φ, ϕε := φ¯ε + φε,
ψε,η(t, w, s, h) :=V 0(t, w, s)− ε2m
∗
(φ¯ε + φε)(t, w, s, h)
− ε4m
∗
(1 + η)̟
(
t, w, s,
h− h0(t, w, s)
εm∗
)
.
Claim: V ε∗ −ψ
ε,η is a lower semicontinuous function which, for 0 < ε 6 ε0, attains its minimum
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on B¯α(t
0, w0, s0) × B¯r0(h
0(t0, w0, s0)) at an interior point (t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) such that |h˜ε,η −
h0(t˜ε,η, w˜ε,η, s˜ε,η)|+ |h˜ε,η−h0(t0, w0, s0)| 6 r1 for some r1 > 0 independent of ε, η. Indeed by (6.42),
(6.43) and the inequality 0 < η < 1, it holds that ε−m
∗
(V ε∗ − ψ
ε,η)(tε, wε, sε, hε) < 1, while if
(t, w, s) ∈ B¯α(t0, w0, s0)\Bα/2(t
0, w0, s0) or if (t, w, s) ∈ B¯α/2(t
0, w0, s0) and |h−h0(t, w, s)| > r04 , by
definition of b∗, the bound on pε, the definition of M , c0, the fact that (t
ε, wε, sε) ∈ B¯α/4(t
0, w0, s0)
and the non-negativity of ̟, the inequality ε−m
∗
(V ε∗ − ψ
ε,η)(tε, wε, sε, hε) > 1 holds. Furthermore,
by the triangular inequality, we can choose r1 = 5r0/4.
Denote ξ˜ε,η = ε−m
∗
(h˜ε,η − h0(t˜ε,η, w˜ε,η, s˜ε,η)). Now using the viscosity property of V ε∗ at
(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) for the test function ψε,η, we obtain
Gε(ψε,η)(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) > 0.
Using the (5.3) from Proposition 5.1 applied to ψε,η with ν = ϕε and χ = (1 + η)̟, we get
06Gε(ψε,η)(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) = ε2m
∗
E2(t˜
ε,η, w˜ε,η, s˜ε,η, ϕεt , ϕ
ε
w, ϕ
ε
s, ϕ
ε
ww, ϕ
ε
ws, ϕ
ε
ss)
+ ε2m
∗
E1(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η, (1 + η)̟ξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η), (1 + η)̟ξξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η))
+ |R˜ε(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η, ψε,η)| (6.44)
+ ε2m
∗
(
(∂wψ
ε)1−m(Φ(s,−(1 + η)̟ξ)− Φ(s,−(1 + η)̟ξ − ε
−m∗ ˜̟ εh))
)
(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η)
where we have slightly abused notation for ̟ξ since this function does not depend on h but on ξ.
Note that this last term is in fact non positive. Indeed,
(1 + η)̟ξ + ε
−m∗ ˜̟ εh = (1 + η)̟ξ
(
1 +
2c0ε
4m∗
m
1 + η
̟
)
and ̟ > 0. Thus, (1 + 2c0ε
4m∗/m
1+η 2c0̟) > 1 and by the m-homogeneity of Φ
ε2m
∗
(
(∂wψ
ε)1−m(Φ(s,−(1 + η)̟ξ)− Φ(s,−(1 + η)̟ξ − ε
−m∗ ˜̟ εh))
)
= ε2m
∗
(∂wψ
ε)1−mΦ(s,−(1 + η)̟ξ)
(
1−
(
1 +
2c0ε
4m∗
m
1 + η
2c0̟
)m)
6 0. (6.45)
Claim: Up to reducing ε0, P˜
ε,η := (t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) is in the set defined in (5.4) for 0 < ε 6 ε0.
We need to bound |(V 0w − ∂wψ
ε)(P˜ ε,η)|. We have
(
V 0w − ∂wψ
ε,η
)
(P˜ ε,η) =ε2m
∗
(
φw(P˜
ε,η) + 4c0|w˜
ε,η − wε|3 + 2c0ε
2m∗(1+ 2m )(̟∂w̟)(P˜
ε,η)
)
+ ε4m
∗
∂w̟(P˜
ε,η).
Since ̟ ∈ Cm by Assumption 3.2, we have on B¯α(t0, w0, s0) × B¯r0(h
0(t0, w0, s0)) with C0 =
sup{C(t, w, s) | (t, w, s) ∈ B¯α(t
0, w0, s0)}
εm
∗(1+ 2m )̟
(
t, w, s,
h− h0(t, w, s)
εm∗
)
6 C0|h− h
0(t, w, s)|1+
2
m ,
εm
∗(1+ 2m )
(
̟w − ε
−m∗
(
h0w(t, w, s)
)⊤
̟ξ
)(
t, w, s,
h− h0(t, w, s)
εm∗
)
6 C0|h− h
0(t, w, s)|1+
2
m .
Since |h˜ε,η − h0(t˜ε,η, w˜ε,η, s˜ε,η)| is bounded, we get that |ε−2m
∗
(V 0w − ∂wψ
ε,η)(P˜ ε,η)| is too. Then
taking ε0 smaller if necessary, and using that V
0
w is bounded away from 0 on Br0(t
0, w0, s0), the claim
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obtains.
Similarly, the scaling of ̟ and its derivatives, yields that ˜̟ ε and its derivatives in fact admits
uniform bounds in ε. Then, we can apply item (ii) of Proposition 5.1 and we have on the bounded
set {(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η) | ε ∈ (0, ε0), η ∈ (0, 1)}
|R˜ε(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η, ψε,η)|
ε2m∗
6C(1 + |ξ˜ε,η|2)
1
2+
1
m ,
for C that does not depend on ε nor η. Then, thanks to the continuity of h0, E2, the regularity of
ϕε, and the boundedness of (t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η){ε∈(0,ε0], η∈(0,1)} we obtain the inequality
E2(t˜
ε,η, w˜ε,η , s˜ε,η, ϕεt , ϕ
ε
w, ϕ
ε
s, ϕ
ε
ww, ϕ
ε
ws, ϕ
ε
ss)+
|R˜ε(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η, ψε,η)|
ε2m∗
6C(1 + |ξ˜ε,η|2)
1
2+
1
m ,
for some C > 0 independent of ε and η. This inequality implies, thanks to (6.44) and (6.45), the
following estimate
− E1(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η, (1 + η)̟ξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η), (1 + η)̟ξξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η))
6 C(1 + |ξ˜ε,η|2)
1
2+
1
m . (6.46)
Additionally, using the definition of E1 from (3.1), we have
− E1(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η, (1 + η)̟ξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η), (1 + η)̟ξξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η))
=
V 0ww(t˜
ε,η, w˜ε,η, s˜ε,η)
2
∣∣∣∣ d∑
j=1
ξ˜ε,ηj s˜
ε,ησj(s˜ε,η)
∣∣∣∣2
+ (V 0w(t˜
ε,η, w˜ε,η, s˜ε,η))1−mΦ
(
s˜ε,η,− (1 + η)̟ξ( t˜
ε,η, w˜ε,η , s˜ε,η, ξ˜ε,η)
)
−
1 + η
2
Tr
(
ch
0
(t˜ε,η, w˜ε,η, s˜ε,η)̟ξξ(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η)
)
.
We now use that ̟ solves the first corrector equation (3.4) to obtain the equation (we drop the
argument of the functions for clarity: (t˜ε,η, w˜ε,η, s˜ε,η) for V 0 its derivatives and a, (t˜ε,η, w˜ε,η , s˜ε,η, ξ˜ε,η)
for ̟ and its derivatives)
− E1(t˜
ε,η, w˜ε,η, s˜ε,η, ξ˜ε,η, (1 + η)̟ξ, (1 + η)̟ξξ) = −η
V 0ww
2
∣∣∣∣ d∑
j=1
ξ˜ε,ηj s˜
ε,ησj(s˜ε,η)
∣∣∣∣2
− (1 + η)a+ (V 0w)
1−m (Φ (s˜ε,η,−(1 + η)̟ξ)− (1 + η)Φ (s˜
ε,η,−̟ξ)) . (6.47)
We note that thanks to the boundedness of (t˜ε,η, w˜ε,η, s˜ε,η){ε∈(0,ε0], η∈(0,1)}, and the continuity
of a the term (1 + η)a(t˜ε,η, w˜ε,η, s˜ε,η) is bounded uniformly in ε > 0 and η ∈ (0, 1). Additionally, we
have by m-homogeneity and non-negativity of Φ for η ∈ (0, 1)
Φ (s˜ε,η,−(1 + η)̟ξ)− (1 + η)Φ (s˜
ε,η,−̟ξ) = ((1 + η)
m − (1 + η))Φ (s˜ε,η,−̟ξ) > 0.
Putting together this inequality with (6.46) and (6.47), finally yields
−η
V 0ww(t˜
ε,η, w˜ε,η, s˜ε,η)
2
∣∣∣∣ d∑
j=1
ξ˜ε,ηj s˜
ε,ησj(s˜ε,η)
∣∣∣∣26C(1 + |ξ˜ε,η|2) 12+ 1m ,
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for C > 0 independent of ε > 0 and η ∈ (0, 1). Thanks to the non-degeneracy of σσ⊤, and the fact
that (t˜ε,η, w˜ε,η, s˜ε,η){ε∈(0,ε0], η∈(0,1)} ⊆ Br0(t
0, w0, s0) ⊆ D, we can find c > 0 such that
−η
V 0ww(t˜
ε,η, w˜ε,η , s˜ε,η)
2
∣∣∣∣ d∑
j=1
ξ˜ε,ηj s˜
ε,ησj(s˜ε,η)
∣∣∣∣2 > ηc|ξ˜ε,η|2.
Thus, since m > 2, we deduce that for all η ∈ (0, 1), the family {ξ˜ε,η : ε ∈ (0, ε0]} is bounded.
Now, for every η ∈ (0, 1), we extract a subsequence of {(t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η, ξ˜ε,η) | ε ∈ (0, ε0)}
converging to (t˜η, w˜η, s˜η, h˜η, ξ˜η). Additionally, the boundedness of {ξ˜ε,η : ε ∈ (0, ε0]} allows us to use
the last point of Proposition 5.1 to pass to the limit in (6.44) and obtain that for all η ∈ (0, 1), (note
that ϕε converges uniformly on compacts to φ and that (t˜η, w˜η, s˜η, h˜η) as limit of (t˜ε,η, w˜ε,η, s˜ε,η, h˜ε,η)
along a subsequence is in the set of (5.4))
06E2(t˜
η, w˜η, s˜η, φt, φw , φs, φww, φws, φss)
+ E1(t˜
η, w˜η, s˜η, ξ˜η, (1 + η)̟ξ(t˜
η, w˜η, s˜η, ξ˜η), (1 + η)̟ξξ(t˜
η, w˜η, s˜η, ξ˜η)).
We use (6.47) one more time and obtain that
E2(t˜
η, w˜η, s˜η, φt, φw, φs, φww, φws, φss) > −(1 + η)a.
Note that ξη is not present in this inequality and (t˜η, w˜η, s˜η) is bounded for η ∈ (0, 1). One can now
take the limit η → 0 to obtain thanks to (6.40) (using classical arguments of the theory of viscosity
solutions, see [17]) that a subsequence of (t˜η, w˜η, s˜η) converges to (t0, w0, s0). Then passing to the
limit in the equality above we obtain
−E2(t
0, w0, s0, φt, φw, φs, φww, φws, φss)6a(t
0, w0, s0),
which gives the viscosity subsolution property.
6.4 The Terminal Condition
Proposition 6.3. Under the assumption of Theorem 3.1, u∗ satisfy
lim sup
(t,w′,s′)→(T,w,s)
u∗(t, w′, s′) = 0 for all (w, s) ∈ R++ × R
d
++.
Thus, the upper semicontinuous extension of u∗ to DT and lower semicontinuous extensions of u∗ to
DT satisfy
u∗(T,w, s) = u
∗(T,w, s) = 0.
Proof. Due to the inequality 0 6 u∗ 6 u
∗ it is sufficient to show that u∗(T,w, s) 6 0. Assume on
the contrary that u∗(T,w0, s0) > 5δ > 0 for some (w0, s0) ∈ Rd+1++ . Similarly to the proof of the
Proposition 6.2, by definition of u∗ (see (6.3)) there exists a sequence (t
ε, wε, sε, hε)ε>0 such that
(tε, wε, sε, hε)→ (T,w0, s0, h0(T,w0, s0)), uε,∗(tε, wε, sε, hε)→ u∗(T,w
0, s0).
Note that, the functions u∗ and u
∗ are only defined on D and then extended by semicontinuity to
{T } × Rd+1++ , and that therefore, we can take t
ε < T for all ε > 0.
Similarly to the proof of the Proposition 6.2, there exist ε0 > 0, r0 > α > 0, c0 > 0 large enough
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such that for all ε ∈ (0, ε0] we have the following estimates
|h0(t, w, s)− h0(T,w0, s0)|6
r0
4
, ∀(t, w, s) ∈ D such that |(t, w, s) − (T,w0, s0)|6α,
|(tε, wε, sε)− (T,w0, s0)|6
α
4
, uε,∗(tε, wε, sε, hε) > 4δ, |hε − h0(tε, wε, sε)|2 6
δ
c0
and uε,∗(t, w, s, h)− φ¯ε(t, w, s, h) < 0 on Bα\B0,α,
where
φ¯ε(t, w, s, h) := c0
(
|(t, w, s)− (tε, wε, sε)|4 + |h− h0(t, w, s)|2
)
,
Bα := (T − α, T )×Bα(w
0, s0)×Br0(h
0(T,w0, s0)),
B0,α :=
{
(t, w, s, h) ∈ Bα : (t, w, s) ∈ (T −
α
2
, T )×Bα/2(w
0, s0)
and h ∈ Br0/2(h
0(T,w0, s0))
}
.
Define the functions φε(t, w, s, h) := δ T−tT−tε + φ¯
ε(t, w, s, h) and ψε := V 0−ε2m
∗
φε . Then, similarly to
the proof of [36, Proposition 6.5] the function V ε∗ − ψ
ε admits a local minimizer (t˜ε, w˜ε, s˜ε, h˜ε) ∈ B¯α
satisfying uε,∗(t˜ε, w˜ε, s˜ε, h˜ε) > δ and tε < T . Indeed, we have ε−2m
∗
(V ε∗ − ψ
ε)(tε, wε, sε, hε) 6 −2δ
and on Bα\B0,α it holds that (V ε∗ − ψ
ε)(t, w, s, h) > 0.
Now, using that V ε∗ is a supersolution of (2.23) by Assumption 2.3, and applying Proposition 5.1
(ii) to ψε with ν = φε and ̟ = 0, Equation (5.3) yields
06Gε(ψε)(t˜ε, w˜ε, s˜ε, h˜ε) = ε2m
∗
E2(t˜
ε, w˜ε, s˜ε, φεt , φ
ε
w, φ
ε
s, φ
ε
ww, φ
ε
ws, φ
ε
ss)
+ ε2m
∗
E1(t˜
ε, w˜ε, s˜ε, ξ˜ε, 0, 0) + |R˜ε(t˜ε, w˜ε, s˜ε, h˜ε, ψε)|
+ ε2m
∗
(∂wψ
ε(t˜ε, w˜ε, s˜ε, h˜ε))1−m(Φ(s˜ε, 0)− Φ(s˜ε,−ε−m
∗
φ¯h(t˜
ε, w˜ε, s˜ε, h˜ε))), (6.48)
with
|R˜ε(t˜ε, w˜ε, s˜ε, h˜ε, ψε)|
ε2m∗
6C(1 + |ξ˜ε|2)
1
2+
1
m .
Note that up to reducing ε0 > 0 and taking 0 < δ 6 δε for some small enough δε, the point (t˜
ε, w˜ε, s˜ε)
is in the set defined in (5.4). Now, the last term in (6.48) is
−(V 0w(t˜
ε, w˜ε, s˜ε)− ε2m
∗
φ¯εw(t˜
ε, w˜ε, s˜ε, h˜ε))1−mΦ(s˜ε,−2c0ξ˜
ε) = −Cε|ξ˜
ε|m,
where Cε is bounded from below away from 0 as ε→ 0 and ξ˜ε = ε−m
∗
(h˜ε − h0(t˜ε, w˜ε, s˜ε)).
The set {(t˜ε, w˜ε, s˜ε) | ε ∈ (0, ε0)} is bounded, E2 is continuous, φε and its first and second order
derivatives in w and s are 0 at (tε, wε, sε, hε). This, with the definition of E1 and E2 in (3.1) and
(3.2), yields
δ
T − tε
+
V 0ww(t˜
ε, w˜ε, s˜ε)
2
∣∣∣∣ d∑
j=1
ξ˜εj s˜
ε
jσ
j
∣∣∣∣2 6 C(1 + |ξ˜ε|2) 12+ 1m − Cε|ξ˜ε|m.
Thus, using that σσ⊤ is positive definite, that s is bounded away from 0 on {(t˜ε, w˜ε, s˜ε) | ε ∈ (0, ε0)}
and that V 0ww is negative and bounded from above by −C < 0 on {(t˜
ε, w˜ε, s˜ε) | ε ∈ (0, ε0)}, we obtain
δ
T − tε
− C|ξ˜ε|2 6 C(1 + |ξ˜ε|2)
1
2+
1
m − Cε|ξ˜
ε|m.
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Now, m > 2 implies that both ξ˜ε and δT−tε are bounded. This is a contradiction with t
ε → T and
the result is proved.
Proof of Theorem 3.1. A combination of Propositions 6.1, 6.2 and 6.3 allows us to claim that u∗
and u∗ are respectively viscosity subsolution and supersolution of the second corrector equation (3.5)
with 0 final condition. They also satisfy u∗ > u∗ due to their definition as limsup and liminf. Thanks
to the Assumption 3.2 (ii) we also have u∗ 6 u∗. Denote u = u
∗ = u∗ which is the unique viscosity
solution of the (3.5). We now have the following inequalities
lim inf
ε↓0
V 0(t, w, s)− V ε(t, w, s, h0(t, w, s))
ε2m∗
> lim inf
ε↓0
V 0(t, w, s)− (V ε)∗(t, w, s, h0(t, w, s))
ε2m∗
> u∗(t, w, s) = u(t, w, s) = u
∗(t, w, s)
> lim sup
ε↓0
V 0(t, w, s)− V ε∗ (t, w, s, h
0(t, w, s))
ε2m∗
> lim sup
ε↓0
V 0(t, w, s)− V ε(t, w, s, h0(t, w, s))
ε2m∗
.
The reverse inequality between the supremum and infimum limits being trivial we have that
lim
ε↓0
V 0(t, w, s) − V ε(t, w, s, h0(t, w, s))
ε2m∗
= u(t, w, s).
7 Appendix
The Appendix is dedicated to the proof of the Proposition 4.1. First, in Section 7.1, we define
the strategies that we use to obtain the bound (4.19). Then in Section 7.2, we study the drift of the
process Ψε,t,w,s,h defined in (7.12). In Section 7.3, we bound the renormalized loss of utility due to
price impact; see Lemmas 7.4, 7.5, 7.6 and 7.7. Finally, we provide the proofs of Proposition 4.1 and
of Lemma 7.2 in Section 7.4.
7.1 Candidate Asymptotically Optimal Strategies
Let 0 < ε 6 1. Consider the following function (note that it is of the form of the functions
studied in Section 5 and that it corresponds to the candidate value function expansion obtained in
Corollary 4.1)
ψε(t, w, s, h) := V 0(t, w, s)− ε2m
∗
(
u(t, w, s) + ε2m
∗
̟
(
t, w, s,
h− h0(t, w, s)
εm∗
))
(7.1)
= g(t)U(w) − (wε)2m
∗
λw1−Rg¯(t)− (wε)4m
∗
λg(t)w1−R ˜̟
(
S
(wε)m∗
(
h× s
w
− π
))
.
Also denote the state of admissible states
A :=
{
(t, w, s, h) ∈ D × Rd : hi > 0 for all 1 6 i 6 d and
d∑
i=1
sihi
w
< 1
}
.
We will need the following property of ∂wψ
ε.
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Lemma 7.1. There exists cW > 0 such that if (t, w, s, h) ∈ A we have that
1 + cW (wε)
1
m >
∂wψ
ε(t, w, s, h) + ε2m
∗
∂wu(t, w, s)
g(t)w−R
> 1− cW (wε)
1
m
and 1 + cW ((wε)
2m∗ + (wε)
1
m ) >
∂wψ
ε(t, w, s, h)
g(t)w−R
> 1− cW ((wε)
2m∗ + (wε)
1
m ), (7.2)
for all (t, w, s, h) ∈ D × Rd.
Proof. By differentiation we obtain
∂wψ
ε(t, w, s, h)
= g(t)w−R − (1−R+ 2m∗)g¯(t)λw−R(wε)2m
∗
− (1−R+ 4m∗)(wε)4m
∗
λg(t)w−R ˜̟
(
S
(wε)m∗
(
h× s
w
− π
))
+ (wε)3m
∗
λg(t)w−R
(
S
(
(1 +m∗)
h× s
w
−m∗π
))
· ˜̟ x
(
S
(wε)m∗
(
h× s
w
− π
))
.
Note that the continuity of the second derivative ˜̟ xx and the fact that ˜̟ (0) = 0 = ˜̟ x(0) implies
that for |ξ| 6 1, ˜̟ (ξ) 6 C|ξ|2 and | ˜̟ x(ξ)| 6 C|ξ|. Combined with the bounds in Lemma 4.2 these
inequalities yield
˜̟ (ξ) 6 C|ξ|1+
2
m and | ˜̟ x(ξ)| 6 C|ξ|
2
m for ξ ∈ Rd. (7.3)
Now, considering the boundedness from above and away from zero of g, g¯, and the fact that s
ihi
w is
uniformly bounded on A for all 1 6 i 6 d, we obtain that
|(1 −R+ 2m∗)
g¯(t)
g(t)
(wε)2m
∗
| 6 cW (wε)
2m∗ ,
(1 −R+ 4m∗)(wε)4m
∗
λ ˜̟
(
S
(wε)m∗
(
h× s
w
− π
))
6
1
2
cW (wε)
1
m ,
(wε)3m
∗
λ
(
S
(
(1 +m∗)
h× s
w
−m∗π
))
· ˜̟ x
(
S
(wε)m∗
(
h× s
w
− π
))
6
1
2
cW (wε)
3m∗−( 2m )m
∗
=
1
2
cW (wε)
1
m ,
for some cW > 0.
Define the feedback control functions
c0(t,w, s) := −U˜ ′(V 0w(t, w, s)) = g(t)
− 1Rw, (7.4)
θεj (t, w,s, h) := ε
−1Φxj
(
s,
−ε3m
∗
V 0w(t, w, s)
̟ξ
(
t, w, s,
h− h0(t, w, s)
εm∗
))
(7.5)
=ε−m
∗
V 0w (t, w, s)
1−m
Φxj
(
s,−̟ξ
(
t, w, s,
h− h0(t, w, s)
εm∗
))
=− (wε)−m
∗
d∑
i=1
( w
κm−1sj
| ˜̟ xi (X(t, w, s, h))|
m−2
˜̟ xi (X(t, w, s, h))
)
(S−1)i,j .
Note that in this example, the function Φx defined in (4.2) is odd and the functions u and ̟ are
the solutions of the corrector equations (3.4) and (3.5) whose properties are listed in Corollary 4.1.
40
We fix an initial condition (t, w, s, h) ∈ D × Rd and consider ε ∈ (0, (T − t)1/2m
∗
). We denote by
W ε,t,w,s,h and Hε,t,w,s,h the state variables controlled with the above c0 and θε starting at (t, w, s, h)
up to the stopping time (7.7). Additionally, we define the rescaled portfolio weights displacement
Xε,t,w,s,hu = S
 Hε,t,w,s,h,1u S1uW ε,t,w,s,hu − π1
(εW ε,,t,w,su )m
∗
, . . . ,
Hε,t,w,s,h,du S
d
u
W ε,t,w,s,hu
− πn
(εW ε,t,w,s,hu )m
∗
 , (7.6)
τε,t,w,s,h = inf
{
r ∈ [t, T ]
∣∣∣∣|W ε,t,w,s,hu −W 0u | > π∗2 W 0u or W 0u 6 εm∗ or εW 0 > 22 + π∗( 14cW ∧ 1
) 1
2m∗
or (W ε,t,w,s,hu )
(m+2)m∗
m
(
1 + ˜̟
(
Xε,t,w,s,hu
))
>
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
}
∧ (T − ε2m
∗
), (7.7)
where π∗ and C ˜̟ are given by π
∗ := inf16i6d πi ∧ (1 −
∑d
i=1 πi) > 0 and C ˜̟ := supx
|x|1+2/m
1+ ˜̟ (x) < ∞
(cf. (7.3)) and cW is the constant defined in Lemma (7.1). This complicated form of τ
ε,t,w,s,h is
due to two reasons. First, we are only able to express the strong mean reversion to the frictionless
position by applying Itoˆ’s formula to ˜̟ (Xε,t,w,s,hu )(see (7.34)). Indeed, application of Itoˆ’s formula
to quantities such as
d∑
i=1
∣∣∣∣Hε,t,w,s,h,ir Sir
W ε,t,w,s,hr
− πi
∣∣∣∣2 or ∣∣∣∣Hε,t,w,s,h,ir Sir
W ε,t,w,s,hr
− πi
∣∣∣∣2 for some i
do not provide any expression that could allow us to claim that these quantities are small for ε > 0
small. The second reason is that if we do not multiply (1+ ˜̟ (Xε,t,w,s,hu )) by (W
ε,t,w,s,h
u )
(m+2)m∗
m we will
have to study the hitting time of a process to a random barrier. It appears that (W ε,t,w,s,hu )
(m+2)m∗
m (1+
˜̟ (Xε,t,w,s,hu )) is the simplest expression allowing us to define the liquidation time as the hitting time
of a constant barrier by a mean reverting process.
Now, we consider an investor following the control c0 and θε as given on Jt, τε,t,w,s,hK and who
liquidates her invested position on Jτε,t,w,s,h, τε,t,w,s,h+ ε2m
∗
K, and consumes the remaining cash8 at
rate c0(t,W ε,t,w,s,ht , St) on Jτ
ε,t,w,s,h, T K. The controls for W ε,t,w,s,h and Hε,t,w,s,h are
H˙ε,t,w,s,hr =

θε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)
on Jt, τε,t,w,s,hK
−ε−2m
∗
Hε,t,w,s,h
τε,t,w,s,h
on Jτε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K
0 on Jτε,t,w,s,h + ε2m
∗
, T K,
(7.8)
with the consumption process
Cε,t,w,s,hr =

c0
(
r,W ε,t,w,s,hr , Sr
)
on Jt, τε,t,w,s,hK
Cε,t,w,s,hr , on Jτ
ε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K
c0
(
r,W ε,t,w,s,hr , Sr
)
on Jτε,t,w,s,h + ε2m
∗
, T K,
(7.9)
where the choice of the consumption on Jτε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K is kept so that
εW ε,t,w,s,hr 6
1
(4cW )
1
2m∗
∧ 1 ∧ 2εW 0r
8This ensures the strict positivity of the wealth until final time and that the lump sum consumption at the final time
is strictly positive.
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on this interval. It is also chosen large enough so that if
τε,t,w,s,h < T − ε2m
∗
then W ε,t,w,s,h
τε,t,w,s,h+ε2m∗
6 1 ∧
1
ε(4cW )
1
2m∗
, (7.10)
and small enough so that
W ε,t,w,s,hr >
π∗
2
W 0τε,t,w,s,h for r ∈ Jτ
ε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K.
The first of these last two inequalities implies in particular by Lemma 7.1 that along admissible
portfolios it holds
1
2
g(t)w−R 6 ∂wψ
ε(t, w, s, h) 6
3
2
g(t)w−R. (7.11)
On Jτε,t,w,s,h + ε2m
∗
, T K, W ε,t,w,s,h satisfies the SDE dW ε,t,w,s,hz = (r − g(z)
− 1R )W ε,t,w,s,hz dz. Its
supremum has therefore moments of all positive and negative orders on this interval. We have
additionally
W 0r
C
6W ε,t,w,s,hr 6 CW
0
r on Jt, τ
ε,t,w,s,hK.
Finally, note that this strategy is indeed admissible as proven in Lemma 7.2.
Define also on [t, T ] the processes
Ψε,t,w,s,hr := ψ
ε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r ), (7.12)
Πε,t,w,s,hξ,r := ̟ξ
(
r,W ε,t,w,s,hr , Sr,
Hε,t,w,s,hr − h
0(r,W ε,t,w,s,hr , Sr)
εm∗
)
= g(r)(W ε,t,w,s,hr )
−R+3m∗
(
s×S ˜̟ x
(
Xε,t,w,s,hr
) )
. (7.13)
The following lemma provides a bound on the probability of stopping stricly before T − ε2m
∗
when
using the controls we just defined. Its proof will be given in Section 7.4 after the study of the generator
of Ψε,t,w,s,h in Section 7.2 and the necessary auxiliary Lemmas stated and proved in Section 7.3.
Lemma 7.2. The control defined above is admissible and there exists C ∈ Fcomp such that for all
(t, w, s) ∈ D, there exists δ1 > 0 such that for all h ∈ Rd satisfying |
hisi
w − πi|6δ1 we have
P(τε,t,w,s,h < T − ε2m
∗
)6ε2m
∗
C(t, w, s).
7.2 Semi-martingale decomposition of (7.12)
Define the following process,
G˜ε,t,w,s,hr = ε
2m∗
((
∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
))−m
−
(
V 0w(r,W
ε,t,w,s,h
r , Sr)
)−m)
× ∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)
Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
f
(
Sr,Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
))
+ ε2m
∗
((
∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
))1−m
−
(
V 0w(r,W
ε,t,w,s,h
r , Sr)
)1−m)
×Πε,t,w,s,hξ,r · Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
.
42
On Jτε, τε + ε2m
∗
K, G˜ε,t,w,s,h is given by
G˜ε,t,w,s,hr = ε
2m∗∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)1−m
Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
f
(
Sr,Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
))
− ε
m∗(m−2)
m−1 ∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)
Hε,t,w,s,hτε · f
(
Sr, H
ε,t,w,s,h
τε
)
+ ε2m
∗ (
∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
))1−m
Πε,t,w,s,hξ,r · Φx
(
s,−Πε,t,w,s,hξ,r
)
+ εm
∗
Πε,t,w,s,hξ,r H
ε,t,w,s,h
τε ,
and on Jτε + ε2m
∗
, T K we define
G˜ε,t,w,s,hr = ε
2m∗∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)1−m
Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
·
[
f
(
Sr,Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
))
+Πε,t,w,s,hξ,r
]
= −ε2m
∗
∂wψ
ε
(
r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r
)1−m
Φ
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
6 0.
G˜ε,t,w,s,h takes into account the difference in drift of Ψε,t,w,s,h if it had been conrolled by c0 (same
control for the consumption) and the optimizer of the Hamiltonians in h in the functional Gε(ψε).
This allows us to relate the remainder estimate of Section 5 (Equation (5.11)) to the drift of Ψε,t,w,s,h
below (see Equation (7.14)). We now give the following estimates for G˜ε,t,w,s,h.
Lemma 7.3. It holds,
|G˜ε,t,w,s,hr | 6 C(εW
ε,t,w,s,h
r )
2m∗(W ε,t,w,s,hr )
1−R on Jt, τεK,
|G˜ε,t,w,s,hr | 6 C
(
(W ε,t,w,s,hr )
1−R + (W ε,t,w,s,hr )
−R(W 0τε,t,w,s,h)
m
m−1
+ (W ε,t,w,s,hr )
1
m−R(W 0τε,t,w,s,h)
)
on Jτε, τε + ε2m
∗
K,
|G˜ε,t,w,s,hr | 6 C(W
ε,t,w,s,h
r )
1−R
6 C on Jτε + ε2m
∗
, T K.
Proof. First note that by Lemma 7.1, and the fact that g is bounded away from 0 on [0, T ] we have
for the chosen control Hε,t,w,s,h and Cε,t,w,s,h the following inequality on Jt, τε,t,w,s,hK∣∣∂wψε (r,W ε,t,w,s,hr , Sr, Hε,t,w,s,hr )− (V 0w(r,W ε,t,w,s,hr , Sr))∣∣
6 C(W ε,t,w,s,hr )
−R((W ε,t,w,s,hr ε)
2m∗ + (W ε,t,w,s,hr ε)
1
m ),
which yields, by Taylor’s expansion and (7.11)∣∣∣(∂wψε)−m − (V 0w)−m∣∣∣(r,W ε,t,w,s,hr , Sr, Hε,t,w,s,hr )
6 C
(
(W ε,t,w,s,hr )
−R
)−1−m
|∂wψ
ε − V 0w |
6 C
(
W ε,t,w,s,hr
)Rm
((εW ε,t,w,s,hr )
2m∗ + (εW ε,t,w,s,hr )
1
m ),∣∣∣(∂wψε)1−m − (V 0w)1−m∣∣∣(r,W ε,t,w,s,hr , Sr, Hε,t,w,s,hr )
6 C
(
W ε,t,w,s,hr
)R(m−1)
((εW ε,t,w,s,hr )
2m∗ + (εW ε,t,w,s,hr )
1
m ).
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Seconds, by definition of f in (4.1) and Φx in (4.2), it holds for some constant C > 0,
Φ
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
6C
∣∣∣∣∣Π
ε,t,w,s,h
ξ,r
Sr
∣∣∣∣∣
m
,
0 6 Πε,t,w,s,hξ,r · Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
6C
∣∣∣∣∣Π
ε,t,w,s,h
ξ,r
Sr
∣∣∣∣∣
m
,
0 6 f
(
Sr,Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
))
· Φx
(
Sr,−Π
ε,t,w,s,h
ξ,r
)
6C
∣∣∣∣∣Π
ε,t,w,s,h
ξ,r
Sr
∣∣∣∣∣
m
.
Finally, the definition of Πε,t,w,s,h in (7.13), the estimate (7.3) on ˜̟ x and the fact that
Hε,t,w,s,h,iSi
W ε,t,w,s,h
is uniformly bounded for an admissible strategy and 1 6 i 6 d, provides the bound∣∣∣∣∣Π
ε,t,w,s,h
ξ,r
Sr
∣∣∣∣∣ 6 C(W ε,t,w,s,hr )−R+3m∗ 1|(εW ε,t,w,s,hr )m∗ | 2m 6 Cε− 2m
∗
m (W ε,t,w,s,hr )
−R+ 1m .
Now the result follows from combining the definition of G˜ε,t,w,s,h on the three stochastic intervals,
the estimates we just stated, the fact that g is bounded and bounded away from 0 (see Remark 2.3),
the definition of f , Πε,t,w,s,hξ , and τ
ε,t,w,s,h (in (4.1), (7.13) and (7.7)), the fact that H
ε,t,w,s,h,iSi
W ε,t,w,s,h is
uniformly bounded for an admissible strategy and the inequalities (7.3) and (7.11).
Denote µψ
ε
the drift of the diffusion Ψε,t,w,s,hu = ψ
ε
(
u,W ε,t,w,s,hu , Su, H
ε,t,w,s,h
u
)
. Note that in
(5.7) we computed the drift of ψε applied to processes controlled by a different strategy. In (5.7) the
controls appear in three different lines. Thus,
µψ
ε
z =µ˜
ψε
z + ∂wψ
ε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )
[
cε(z,W ε,t,w,s,hz , Sz , H
ε,t,w,s,h
z )− C
ε,t,w,s,h
z
]
+ G˜ε,t,w,s,hz .
Here, the second term corresponds to the difference in consumption between the control used in (5.7)
and (7.9), the last term corresponds to the difference in strategy θ between (5.7) and (7.8). Thus,
using (5.8) we obtain
dΨε,t,w,s,hz = −
[
Gε(ψε)(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z ) + U
(
cε
(
z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z
))]
dz
+ ∂wψ
ε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )
[
cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− C
ε,t,w,s,h
z
]
dz
+ G˜ε,t,w,s,hz dz + dMz, on [t, T ], (7.14)
whereM is a martingale. The first line corresponds to the generator computed in Section 5, the second
line and the process G˜ε,t,w,s,h are the contributions due to the fact that consumption, respectively
the candidate strategy θε, are not the maximizers of the Hamiltonian in (2.22).
7.3 Local Boundedness of the Renormalized Loss of Utility
We also need to define W˜ 0,t,w,s,h, the frictionless wealth process started at (t, w, s) when the
investor does not consume (c ≡ 0 in the wealth dynamics) and follows θε. Let L˜ be the generator of
the diffusion (·, W˜ 0,t,w,s,h· , S·, ε−m
∗
(h−h0(·, W˜ 0,t,w,s,h· , S·))). We now provide the main decomposition
for the renormalized loss of utility associated with the controls Hε,t,w,s,h and Cε,t,w,s,h. Before we
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proceed, let us define for a function ψε of the form defined in (7.1) and ε > 0 the remainder functional
Rε(ψε)(t, w, s, h) := (m− 1)Φ(s,̟ξ)(V
0
w)
−m
(
∂wψ
ε − V 0w
)
(7.15)
− U˜ ′(V 0w)
∂wψ
ε − V 0w + ε
2m∗uw
ε2m∗
.
Lemma 7.4. For all (t, w, s) ∈ D, and h ∈ Rd it holds
V 0(t, w, s)− V ε(t, w, s, h)
ε2m∗
− u(t, w, s) (7.16)
6E
[ ∫ T
t
T (r,W ε,t,w,s,hr , Sr, uw, uww, uws;H
ε,t,w,s,h
r )
− T (r,W ε,t,w,s,hr , Sr, uw, uww, uws;h
0(r,W ε,t,w,s,hr , Sr))dr
]
+ ε2m
∗
(
E
[
̟
(
T, W˜ 0T , ST ,
h− h0(T, W˜ 0T , ST )
εm∗
)]
− E
[
̟
(
T,W ε,t,w,s,hT , ST ,−ε
−m∗h0(T,W ε,t,w,s,hT , ST )
)])
+ E
[ ∫ T
t
(
Rε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )− ε
−2m∗G˜ε,t,w,s,hr dr
)]
− ε−2m
∗
E
[ ∫ T
t
∂wψ
ε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )
×
(
cε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )− C
ε,t,w,s,h
r
)
dr
]
+ ε−2m
∗
E
[ ∫ T
t
(
U
(
cε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )
)
− U(Cε,t,w,s,hr )
)
dr
]
.
Proof. Thanks to (7.14) and the fact that Hε,t,w,s,hT = 0 we have
ψε(t, w, s, h) = E
[
Ψε,t,w,s,hT
]
+ E
[ ∫ T
t
(
Gε(ψε)(z,W ε,t,w,s,hz , Sz , H
ε,t,w,s,h
z )− G˜
ε,t,w,s,h
z
− ∂wψ
ε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )
[
cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− C
ε,t,w,s,h
z
]
+ U(cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z ))
)
dz
]
.
By definition of ψε and the boundary conditions of V 0 and u (see Equations (2.6) and (3.4)) it holds
E
[
Ψε,t,w,s,hT
]
= E
[
V 0(T,W ε,t,w,s,hT , ST )
]
− ε2m
∗
E
[
u(T,W ε,t,w,s,hT , ST )
]
− ε4m
∗
E
[
̟
(
T,W ε,t,w,s,hT , ST ,
Hε,t,w,s,hT − h
0
(
T,W ε,t,w,s,hT , ST
)
εm∗
)]
= E
[
U
(
W ε,t,w,s,hT
)]
− ε4m
∗
E
[
̟
(
T,W ε,t,w,s,hT , ST ,−ε
−m∗h0
(
T,W ε,t,w,s,hT , ST
))]
.
Note that the condition Hε,t,w,s,hT = 0 implies that the position in cash at final time is indeed
W ε,t,w,s,hT . Thus, given the admissibility of the strategy and the terminal condition (2.23) for V
ε, we
45
have E
[
U
(
W ε,t,w,s,hT
)
+
∫ T
t
U(Cε,t,w,s,hz )dz
]
6 V ε(t, w, s, h) and obtain
ψε(t, w, s, h)6E
[∫ T
t
(
Gε(ψε)(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− G˜
ε,t,w,s,h
z
)
dz
]
+ E
[ ∫ T
t
(
− ∂wψ
ε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )
[
cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− C
ε,t,w,s,h
z
]
+ U(cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z ))− U(C
ε,t,w,s,h
z )
)
dz
]
+ V ε(t, w, s, h)− ε4m
∗
E
[
̟
(
T,W ε,t,w,s,hT , ST ,−ε
−m∗h0
(
T,W ε,t,w,s,hT , ST
))]
,
which implies
V 0(t, w, s) − V ε(t, w, s, h)
ε2m∗
6
1
ε2m∗
E
[∫ T
t
(
Gε(ψε)(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− G˜
ε,t,w,s,h
z
)
dr
]
+ u(t, w, s) + ε2m
∗
̟
(
t, w, s,
h− h0(t, w, s)
εm∗
)
+ ε−2m
∗
E
[ ∫ T
t
−∂wψ
ε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )
[
cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z )− C
ε,t,w,s,h
z
]
+ U(cε(z,W ε,t,w,s,hz , Sz, H
ε,t,w,s,h
z ))− U(C
ε,t,w,s,h
z )dz
]
− ε2m
∗
E
[
̟
(
T,W ε,t,w,s,hT , ST ,−ε
−m∗h0
(
T,W ε,t,w,s,hT , ST
))]
, (7.17)
where the left-hand side is non-negative by construction.
We note that the remainder estimates of Section 5 for this choice of ψε gives
ε−2m
∗
Gε(ψε)(t, w, s, h) = T (t, w, s, uw, uww, uws;h)− T (t, w, s, uw, uww, uws;h
0(t, w, s))
+ ε2m
∗
L˜ (̟)−
1
2
Tr
(
ch
0
̟ξξ
)
+
(
(V 0w)
1−m − (∂wψ
ε)1−m
)
Φ(s,−̟ξ)
+
U˜(V 0w)− U˜(∂wψ
ε)− ε2m
∗
U˜ ′(V 0w)uw
ε2m∗
.
This follow indeed from (5.8) and (5.11), the fact that for the solutions u and ̟ of the corrector
equations (3.4) and (3.5), it holds
E1(t, w, s, ξ,̟ξ, ̟ξξ) + E2(t, w, s, u, ut, uw, us, uww, uws, uss) = 0,
and the equation (obtained by direct computation from (5.10) and the definitions (5.13), (5.15) and
(5.16))
Iε,1 + Iε,3 + Iε,4 = ε2m
∗
L˜(̟)−
1
2
Tr
(
ch
0
̟ξξ
)
.
Recall that Φ(s, ·) is even for the choice made for f in (4.1). Due to the convexity of x → x1−m
and U˜ the following two inequalities hold for all (t, w, s, h),
(
(V 0w)
1−m − (∂wψ
ε)1−m
)
Φ(s,−̟ξ)6(m− 1)Φ(s,̟ξ)(V
0
w)
−m
(
∂wψ
ε − V 0w
)
,
U˜(V 0w)− U˜(∂wψ
ε)− ε2m
∗
U˜ ′(V 0w)uw
ε2m∗
6− U˜ ′(V 0w)
∂wψ
ε − V 0w + ε
2m∗uw
ε2m∗
.
Hence, by the convexity of ξ 7→ ̟(t, w, s, ξ) and the fact that ch
0
is non-negative (the trace of the
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product of symmetric non-negative matrices is non-negative) we obtain
ε−2m
∗
Gε(ψε)(t, w, s, h)6T (t, w, s, uw, uww, uws;h)− T (t, w, s, uw, uww, uws;h
0(t, w, s))
+ ε2m
∗
L˜ (̟) + (m− 1)Φ(s,̟ξ)(V
0
w)
−m
(
∂wψ
ε − V 0w
)
− U˜ ′(V 0w)
∂wψ
ε − V 0w + ε
2m∗uw
ε2m∗
.
With the definition of Rε in (7.15), we obtain
1
ε2m∗
E
[∫ T
t
Gε(ψε)(W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )dr
]
6E
[∫ T
t
(T (·;Hε,t,w,s,hr )− T (·;h
0(r,W ε,t,w,s,hr , Sr))(r,W
ε,t,w,s,h
r , St, uw, uww, uws)dr
]
+ E
[
ε2m
∗
̟
(
T, W˜ 0T , ST , ε
−m∗(h− h0(T, W˜ 0T , ST ))
)]
− ε2m
∗
̟
(
t, w, s, ε−m
∗
(h− h0(t, w, s))
)
+ E
[∫ T
t
Rε(r,W εr , Sr, H
ε
r )dr
]
.
Combining this inequality with (7.17) we conclude the proof.
The following lemmas allow us to locally bound the renormalized loss of utility.
Lemma 7.5. Let u be the function defined in (4.15) and T defined in (3.3). Then, for (t, w, s, h) ∈ A
we have ∣∣∣∣T (t, w, s, uw, uww, uws;h)− T (t, w, s, uw, uww, uws;h0(t, w, s)) +Rε(t, w, s, h)|
6 C
(
1 + w1+2m
∗−R + w1+
1
m−R
)
6 C
(
1 + wk
)
holds for for some k > 0 and every (t, w, s, h) ∈ D × Rd.
Proof. Note that thanks to the admissibility of the strategies we have that h×sw −
h0(t,w,s)×s
w is uni-
formly bounded. Thus |T (t, w, s, uw, uww, uws;h)| 6 Cw1−R+2m
∗
for admissible strategies. Similarly,
to the proof of Lemma 7.3 we have∣∣∣∣Φ(s,̟ξ (t, w, s, h− h0(t, w, s)ε−m∗
))∣∣∣∣ 6 Cε−2m∗w1−Rm
|(V 0w)
−m| 6 CwRm
|∂wψ
ε − V 0w | 6 C((wε)
2m∗ + (wε)
1
m )w−R∣∣∣U˜ ′(V 0w)∂wψε − V 0w + ε2m∗uwε2m∗ ∣∣∣ 6 Cε 1mw1−R+ 1m .
Thus,
|Rε(ψε)(t, w, s, h)| 6 C
(
1 + w1+2m
∗−R + w1+
1
m−R
)
.
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Lemma 7.6. Define the process
Kr :=− ∂wψ
ε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )
[
cε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )− C
ε,t,w,s,h
r
]
+ U(cε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r ))− U(C
ε,t,w,s,h
r ) for r ∈ [t, T ]. (7.18)
Then, the admissibility of the strategy implies that
|Kr| 6C(W
ε,t,w,s,h
r ε)
2m∗ |W ε,t,w,s,hr |
1−R on Jt, τε,t,w,s,hK,
|Kr| 6C(W
ε,t,w,s,h
r )
1−R on Jτε,t,w,s,h, T K.
Proof. First, on Jt, τε,t,w,s,hK and Jτε,t,w,s,h + ε2m
∗
, T K, it holds
Cε,t,w,s,hr := c
0(r,W ε,t,w,s,hr , Sr) = −U˜
′(V 0w(t, w, s)).
We also have for R < 1, U(Cε,t,w,s,hr ) > 0. Thus, using (7.11), the definition of c
ε in (5.5) and of U˜
in (2.9) and the fact that g is bounded and bounded away from 0, the following inequality holds on
Jτε, T K
|Kr| 6|∂wψ
ε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )|
(
|U˜ ′
(
∂wψ
ε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )
)
|
+ |U˜ ′(V 0w(t, w, s))|
)
+ U(cε(r,W ε,t,w,s,hr , Sr, H
ε,t,w,s,h
r )) 6 C(W
ε,t,w,s,h
r )
1−R,
for some C > 0. Now using Lemma 7.1 similarly to the proof of Lemma 7.3 we have the inequalities∣∣∣(∂wψε)− 1R − (V 0w)− 1R ∣∣∣(r,W ε,t,w,s,hr , Sr, Hε,t,w,s,hr )
6 C
(
W ε,t,w,s,hr
)
((εW ε,t,w,s,hr )
2m∗ + (εW ε,t,w,s,hr )
1
m ),∣∣∣(∂wψε)− 1−RR − (V 0w)− 1−RR ∣∣∣(r,W ε,t,w,s,hr , Sr, Hε,t,w,s,hr )
6 C
(
W ε,t,w,s,hr
)1−R
((εW ε,t,w,s,hr )
2m∗ + (εW ε,t,w,s,hr )
1
m ).
Then, on the interval Jt, τε,t,w,s,hK, by definition (7.7) of τε,t,w,s,h and using (7.11) we have that
|Kr| 6 C(W
ε,t,w,s,h
r ε)
2m∗ |W ε,t,w,s,hr |
1−R.
The proof of Lemma 7.2 requires moments existence for W ε for which we need first the following
result on W 0.
Lemma 7.7. In the Black-Scholes setting, the supremum of W 0 over [t, T ] has moments of all orders
Et
[
sup
u∈[t,T ]
(
W ε,t,w,s,hu
)η]
+ Et
[ ∫ T
t
(
W ε,t,w,s,hu
)η
du
]
+ Et
[
sup
u∈[t,T ]
(
W 0u
)η]
= Ct,η0 w
η <∞,
where Et denotes the expectation conditional on Ft and η > 0.
Proof. The result is a direct consequence of the fact that W 0 is a geometric Brownian motion, the
fact that by the definition of our strategies we have W
0
C 6W
ε 6 CW 0 for some C > 0 until τε,t,w,s,h,
the SDE satisfied by W ε,t,w,s,h on Jτε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K and on Jτε,t,w,s,h + ε2m
∗
, T K, the fact
48
that Hε,t,w,s,hr is strictly decreasing on Jτ
ε,t,w,s,h, τε,t,w,s,h + ε2m
∗
K and the mm−1 homogeneity of
θ 7→ θ · f(s, θ).
7.4 Proofs of Proposition 4.1 and Lemma 7.2
Proof of Proposition 4.1. Combining the inequality (7.16) of Lemma 7.4 with Lemmas 7.3, 7.5 and
7.6 we obtain the inequality
V 0(t, w, s)− V ε(t, w, s, h)
ε2m∗
− u(t, w, s)6E
[ ∫ T
t
C
(
1 + (W ε,t,w,s,hr )
k
)
dr
]
+ E
[ ∫ τε,t,w,s,h
t
Cε−2m
∗
(εW ε,t,w,s,hr )
2m∗(W ε,t,w,s,hr )
1−Rdr
]
+ E
[ ∫ τε,t,w,s,h+ε2m∗
τε,t,w,s,h
Cε−2m
∗
(
(W ε,t,w,s,hr )
1−R + (W ε,t,w,s,hr )
−R(W 0τε,t,w,s,h)
m
m−1
+ (W ε,t,w,s,hr )
1
m−R(W 0τε,t,w,s,h)
)
dr
]
+ E
[ ∫ T
τε,t,w,s,h+ε2m∗
Cε−2m
∗
(W ε,t,w,s,hr )
1−Rdr
]
+ ε2m
∗
E
[
̟
(
T, W˜ 0T , ST ,
h− h0(T, W˜ 0T , ST )
εm∗
)]
− ε2m
∗
E
[
̟
(
T,W ε,t,w,s,hT , ST ,
h− h0(T,W ε,t,w,s,hT , ST )
εm∗
)]
,
where k > 0 is the constant of Lemma 7.5. Now with the boundedness of the wealth on (τε,t,w,s,h +
ε2m
∗
, T ) (indeed after τε,t,w,s,h + ε2m
∗
, W ε,t,w,s,h satisfies a linear, deterministic ODE with starting
value satisfying (7.10)) and Lemma 7.2, the moments (of all positive and negative orders) of W 0,
W˜ 0 and W ε,t,w,s,h in Lemma 7.7, the definition of ̟ in Corollary 4.1 and the growth of ˜̟ in ξ we
obtain for some constant C > 0 and some positive function C of w
V 0(t, w, s)− V ε(t, w, s, h)
ε2m∗
− u(t, w, s)6C(w) + Cε−2m
∗
P(τε,t,w,s,h < T − ε2m
∗
)
+ ε2m
∗−m∗ 2+mm E
[
|W˜ 0T |
1−R+ 1m
]
.
Note that W˜ 0 is dominated by the wealth of an investor investing in a frictionless market with interest
rate r+sup{g(t) | t ∈ [0, T ]} and following the stretegy given in Example 2.1 and has therefore finite
Sp norm by Lemma 7.7. Note that the right hand side is in Fcomp due to Lemma 7.2 (in fact the
last term goes to 0 as ε→ 0, since m > 2). This proves as well that u∗ ∈ Fcomp.
Proof of Lemma 7.2. Part 1: Bounds on the drift and volatility of the SDE satisfied by Xε,t,w,s,h:
Let (t, w, s, h) ∈ D × Rd and ε ∈ (0, 1]. Recall also the constants C ˜̟ := supx
|x|2
1+ ˜̟
2m
m+2 (x)
<∞ (it
exists, see Lemma 4.2) and the stopping time τε,t,w,s,h in (7.7).
Writing C2, ˜̟ := supx
˜̟ (x)
|x|1+2/m
<∞ (see Lemma 4.2), assume that (ε, t, w, s, h) ∈ (0, 1)×D × Rd
is such that
(εw)
(m+2)m∗
m + C2, ˜̟
∣∣∣∣∣
d∑
i=1
(
hisi
w
− πi
)2∣∣∣∣∣
1
2−
1
m
6
(π∗)2
12C ˜̟
, (7.19)
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and all the estimates below will be uniform in these quantities, provided that (7.19) holds. By the
definition (7.7) of τε,t,w,s,h and of C ˜̟ , we have on Jt, τ
εK the two inequalities
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2
)m+2
2m
>(εW ε,t,w,s,hu )
(m+2)m∗
m
(
1 + ˜̟
(
Xε,t,w,s,hu
))
>
(εW ε,t,w,s,hu )
(m+2)m∗
m |Xε,t,w,s,hu |
1+ 2m
C ˜̟
, (7.20)
εW ε,t,w,s,h >
(
1
8cW
∧ 1
) 1
2m∗
and |W ε,t,w,s,hu −W
0
u | 6
π∗
2
W 0u . (7.21)
This implies that on Jt, τεK we have
W ε,t,w,s,h > 0 and
(λminπ
∗)2
16d2C
2m
m+2
˜̟
>
λ2min
C
2m
m+2
˜̟
d∑
i=1
∣∣∣∣Hε,t,w,s,h,ir Sir
W ε,t,w,s,hu
− πi
∣∣∣∣2 . (7.22)
This provides a useful inequality
λ2min
C
2m
m+2
˜̟
d∑
i=1
∣∣∣∣Hε,t,w,s,h,ir Sir
W ε,t,w,s,hu
− πi
∣∣∣∣2 6 (εW ε,t,w,s,hu ) (m+2)m∗m (1 + ˜̟ (Xε,t,w,s,hu )) . (7.23)
These estimates also imply that for all 1 6 i 6 d, the proportion of wealth invested in asset i satisfies
−
π∗
4d
6
Hε,t,w,s,h,iu S
i
u
W ε,t,w,s,hu
− πi 6
π∗
4d
. (7.24)
on Jt, τε,t,w,s,hK. This last inequality, combined with the the fact that π∗ is less than πi for all i,
yields that the proportion of wealth in each asset is positive, Hε,t,w,s,h,i > 0. Summing (7.24) in
i, the definition of π∗ also implies that the fraction of wealth in cash is positive, and it is larger or
equal to 3π
∗
4 . Thus the amount of wealth in cash is larger than
3π∗
4
W ε,t,w,s,hu >
3π∗
4
π∗
2
W 0u for u ∈ [t, τ
ε], (7.25)
the strategy is therefore admissible up to time τε.
Given the price impact in (4.1), and the strategy defined in (7.8) and (7.5) the dynamics of the
wealth (2.18) becomes on Jt, τεK
dW ε,t,w,s,hu
W ε,t,w,s,hu
=
(
r − g(u)−
1
R
)
du+
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
((µj − r)du + σjdBu)
− (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m du.
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We can directly compute for any p 6= 0,
d
(
W ε,t,w,s,hu
)p
p
(
W ε,t,w,s,hu
)p =(r − g(u)− 1R)du+ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
((µj − r)du + σjdBu) (7.26)
+
p− 1
2
∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2du
−
(
εW ε,t,w,s,hu
)2m∗ d∑
j=1
m− 1
κm−1m
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m du.
Thus, the dynamics of the investment proportion displacement is given by (remember that the
frictionless investment proportions πi’s are constant in the Black-Scholes model):
d
(
Hε,t,w,s,h,iu S
i
u
W ε,t,w,s,hu
)
=
Hε,t,w,s,h,iu S
i
u
W ε,t,w,s,hu
(
(µi − r + g(u)−
1
R )du + σidBu
−
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
(µj − r + (σj)⊤σi)du −
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σjdBu
+ (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m du+ ∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2du
)
− (εW ε,t,w,s,hu )
−m∗ 1
κm−1
d∑
j=1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m−2 ˜̟ xj (Xε,t,w,s,hu ) (S−1)i,jdu.
We now compute the evolution of Xε,t,w,s,h,i and obtain,
dXε,t,w,s,h,iu =
d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗)((µk − r + g(u)− 1R )du
−
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
(µj − r + (σj)⊤σk)du−
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σjdBu + σ
kdBu
+ (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣∣ ˜̟ xj(Xε,t,w,s,hu )∣∣∣mdu + ∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
∣∣∣∣2du)
−m∗Xε,t,w,s,h,iu
(
(r − g(u)−
1
R )du +
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
((µj − r)du + σjdBu)
− (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m du− m∗ + 12
∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2du)
−m∗
d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗)( d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
)⊤(
σk −
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
)
du
− (εW ε,t,w,s,hu )
−2m∗ 1
κm−1
∣∣ ˜̟ xi (Xε,t,w,s,hu )∣∣m−2 ˜̟ xi (Xε,t,w,s,hu ) du.
Note that due to the finiteness of C ˜̟ x := supi,x
| ˜̟ xi (x)|
|x|2/m
we have the inequality
(εW ε,t,w,s,hu )
2m∗
d∑
j=1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m 6 Cm˜̟xλ2max d∑
i=1
∣∣∣∣Hε,t,w,s,h,iu Siu
W ε,t,w,s,hu
− πi
∣∣∣∣2, (7.27)
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where λmax is the largest eigenvalue of the matrix S. Additionally, the equalities
Hε,t,w,s,h,ku S
k
u
εm∗
(
W ε,t,w,s,hu
)1+m∗ = ((S−1)Xε,t,w,s,hu + π
(εW ε,t,w,s,hu )m
∗
)
k
d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗) = Xε,t,w,s,h,iu +
(
Sπ
)
i
(εW ε,t,w,s,hu )m
∗
allow us to claim that there exist processes Y 1,i valued in R, and Y 2,i valued in Rd, function of the
state variables and with growth in
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
at most quadratic such that
dXε,t,w,s,h,iu = −(εW
ε,t,w,s,h
u )
−2m∗ 1
κm−1
∣∣ ˜̟ xi (Xε,t,w,s,hu )∣∣m−2 ˜̟ xi (Xε,t,w,s,hu ) du
+
(
(1 +m∗)Xε,t,w,s,h,iu +
(
Sπ
)
i
(εW ε,t,w,s,hu )m
∗
) (
Y 1,iu du+ (Y
2,i
u )
⊤dBu
)
+
m∗(m∗ + 1)
2
(
Sπ
)
i
(εW ε,t,w,s,hu )m
∗
∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2
+
d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗)((µk − (1 +m∗) d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj · σk
)
du+ σkdBu
)
,
where we can define the processes Y as follows
Y 1,iu =
(
− r + g(u)−
1
R −
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
(µj − r)
+ (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m + ∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2),
Y 2,iu =−
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj .
By (7.24) and (7.27), the processes Y 1,i, Y 2,i are bounded (uniformly in (u, ω)) on Jt, τε,t,w,s,hK. We
now compute (remember that by Lemma (4.2), ˜̟ xixj ≡ 0 for i 6= j)
d ˜̟ (Xε,t,w,s,hu ) = −(εW
ε,t,w,s,h
u )
−2m∗
d∑
i=1
1
κm−1
| ˜̟ xi(X
ε,t,w,s,h
u )|
mdu (7.28)
+
d∑
i=1
˜̟ xi(X
ε,t,w,s,h
u )
(
(1 +m∗)Xε,t,w,s,h,iu +
(
Sπ
)
i
(εW ε,t,w,s,hu )m
∗
)(
Y 1,iu du+
(
Y 2,iu
)⊤
dBu
)
+
m∗(m∗ + 1)
2
d∑
i=1
˜̟ xi(X
ε,t,w,s,h
u )
(
Sπ
)
i
(εW ε,t,w,s,hu )m
∗
∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2du
+
d∑
i,k=1
˜̟ xi
(
Xt,w,s,hu
)
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗) ((µk − (1 +m∗) d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj · σk
)
du+ σkdBu
)
+
1
2
d∑
i=1
˜̟ xixi(X
ε,t,w,s,h
u )
∣∣∣∣ d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
εm∗
(
W ε,t,w,s,hu
)(1+m∗) (Y 2,i + σk)
∣∣∣∣2du.
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Now define
Y 3u = −
d∑
i=1
1
κm−1
| ˜̟ xi(X
ε,t,w,s,h
u )|
m +
mR
4
|Xε,t,w,s,hu |
2
+
d∑
i=1
˜̟ xi(X
ε,t,w,s,h
u )
(
(1 +m∗)(εW ε,t,w,s,hu )
2m∗Xε,t,w,s,h,iu + (εW
ε,t,w,s,h
u )
m∗
(
Sπ
)
i
)
Y 1,iu
+
m∗(m∗ + 1)
2
d∑
i=1
˜̟ xi(X
ε,t,w,s,h
u )
(
Sπ
)
i
(εW ε,t,w,s,hu )
m∗
∣∣∣∣ d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj
∣∣∣∣2
+
d∑
i,k=1
(εW ε,t,w,s,hu )
m∗ ˜̟ xi
(
Xt,w,s,hu
)
Si,kH
ε,t,w,s,h,k
u S
k
u
W ε,t,w,s,hu
(
µk − (1 +m∗)
d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj · σk
)
+
1
2
d∑
i=1
˜̟ xixi(X
ε,t,w,s,h
u )
∣∣∣∣ d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
W ε,t,w,s,hu
(
Y 2,i + σk
)∣∣∣∣2,
Y 4u =
d∑
i=1
˜̟ xi(X
ε,t,w,s,h
u )
((
(1 +m∗)(εW ε,t,w,s,hu )
m∗Xε,t,w,s,h,iu +
(
Sπ
)
i
)(
Y 2,iu
)⊤
+
d∑
k=1
Si,kH
ε,t,w,s,h,k
u S
k
u
W ε,t,w,s,hu
σk
)
,
so that
d ˜̟ (Xε,t,w,s,hu ) =(εW
ε,t,w,s,h
u )
−2m∗
(
Y 3u −
mR
4
|Xε,t,w,s,hu |
2
)
du + (εW ε,t,w,s,hu )
−m∗
(
Y 4u
)⊤
dBu.
Now, the Y 1,i’s and the proportion of wealth invested in each asset are bounded on Jt, τε,t,w,s,hK (see
(7.24)), so for some C > 0 it holds
∣∣∣µk − (1 +m∗) d∑
j=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
σj · σk + Y 1,iu
∣∣∣ 6 C. (7.29)
Note that on Jt, τεK, εW ε,t,w,s,h is bounded by definition (7.7) of τε,t,w,s,h, and ˜̟ xx is bounded by
Lemma 4.1. Thus on this interval we have for some C > 0,
Y 3u 6−
d∑
i=1
1
κm−1
| ˜̟ xi(X
ε,t,w,s,h
u )|
m +
mR
4
|Xε,t,w,s,hu |
2 (7.30)
+ C
d∑
i=1
| ˜̟ xi(X
ε,t,w,s,h
u )X
ε,t,w,s,h,i
u |+ | ˜̟ xi(X
ε,t,w,s,h
u )|+ C.
Note that by Lemma 4.2,
sup
i∈{1,...,d},x∈Rd
∣∣∣∣ ˜̟ xi(x)xi˜̟ (x)
∣∣∣∣+ ∣∣∣∣ ˜̟ xi(x)|x|
∣∣∣∣+ ∣∣∣∣ ˜̟ xi(x)1 + |x| 2m
∣∣∣∣ <∞. (7.31)
Thanks to (4.6) (we have assumed that the matrix (ΣS)⊤(ΣS) has positive diagonal terms) and the
convexity of ˜̟ it holds that
−
d∑
i=1
κ1−m| ˜̟ xi(X
ε,t,w,s,h
u )|
m
6 mλ−
mR
2
|Xε,t,w,s,hu |
2. (7.32)
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Thus, with (7.30) and (7.32), we obtain
Y 3u 6mλ−
mR
4
|Xε,t,w,s,hu |
2 + C
(
˜̟ (Xε,t,w,s,hu ) + |X
ε,t,w,s,h
u |
2
m + 1
)
. (7.33)
Similarly due to the growth of ̟ the function
x 7→ mλ−
mR
4
|x|2 + C
(
˜̟ (x) + |x|
2
m + 1
)
is bounded from above and we obtain that Y 3 is bounded from above by a constant. Similarly there
exists a constant C > 0 such that −mR4 |x|
2 6 C − (1+ ˜̟ (x))
2m
m+2
C . We then obtain the dynamics of
˜̟ (Xε,t,w,s,h) as
d ˜̟ (Xε,t,w,s,hu ) =(εW
ε,t,w,s,h
u )
−2m∗
(
Y˜ 3u −
(1 +̟(Xε,t,w,s,hu ))
2m
m+2
C
)
du (7.34)
+ (εW ε,t,w,s,hu )
−m∗
(
Y 4u
)⊤
dBu,
for some process Y˜ 3 uniformly bounded from above and |Y 4u | 6 C| ˜̟ x(X
ε,t,w,s,h
u )|.
Part 2: Bound of P(τε < T − ε2m
∗
). When not needed, we drop the superscripts t, w, s, h
for notational simplicity. We denote by Xu := (W ε,t,w,s,hu )
(m+2)m∗
m
(
1 + ˜̟
(
Xε,t,w,s,hu
))
and T ε :=
T − ε2m
∗
and define for ε ∈ (0, 1)
Aε :=
{
sup
r∈[t,τε]
Xr >
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
}
, Bε :=
{
sup
r∈[t,τε]
∣∣∣∣W εrW 0r − 1
∣∣∣∣ > π∗2
}
,
Cε :=
{
inf
r∈[t,τε]
W 0r 6 ε
m∗ or sup
r∈[t,τε]
ε1/2W 0r >
2
2 + π∗
( 1
4cW
∧ 1
) 1
2m∗
}
.
We now compute
P
(
τε < T − ε2m
∗
)
6P (Aε ∪Bε ∪Cε)6P (Aε ∩ (Bε)c ∩ (Cε)c) + P (Bε ∩ (Cε)c) + P (Cε) .
Note that P (Cε) is related to the exit time of Brownian motion and can be easily estimated to any
polynomial order (by Markov’s inequality for example) and we obtain for example that
P (Cε) 6 C(w)ε3m∗.
We estimate the other terms separately.
Step 1: Estimation of P
[
supt∈[0,T ε] Xt >
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
∩ (Bε)c∩ (Cε)c
]
: Denote Kε and
M ε respectively the finite variation and martingale part of X and Mε (use (7.26), (7.28) and Itoˆ’s
formula) the set
Mε :=
{
Xτε =
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
∩ sup
t∈[0,T ε]
Kεt >
(
(λminπ
∗)2
32C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
∩ (Bε)c ∩ (Cε)c ∩ sup
t∈[0,T ε]
M εt 6
(
(λminπ
∗)2
48C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
}
.
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Then we have the following inequalities,
P
[
sup
t∈[0,T ε]
Xt >
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
∩ (Bε)c ∩ (Cε)c
]
6 P
[
sup
t∈[0,T ε]
M εt >
(
(λminπ
∗)2
48C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
∩ (Bε)c ∩ (Cε)c
]
+ P[Mε].
To find Kε and M ε we apply Itoˆ’s formula to X , using (7.26) and (7.34) and obtain
dXt = (W
ε,t,w,s,h
u )
(2−m)m∗
m ε−2m
∗
(
Y˜ 3u −
(1 + ˜̟ (Xε,t,w,s,hu ))
2m
m+2
C
)
du
+
(
Y 6uXu + ε
−m∗(W ε,t,w,s,hu )
2m∗
m
(
Y 4u
)⊤
Y 7u
)
du+
(
ε−m
∗
(W ε,t,w,s,hu )
2m∗
m
(
Y 4u
)⊤
+ Xu
(
Y 8u
)⊤)
dBu,
for Y 6 bounded from above, Y 7 and Y 8 uniformly bounded. Note that the inequality supx
|x|| ˜̟ x(x)|
1+ ˜̟ (x) <
∞ implies that, there exist Y 9 bounded from above and Y 10 uniformly bounded such that
dXt = (W
ε,t,w,s,h
u )
(2−m)m∗
m ε−2m
∗
(
Y˜ 3u −
(1 + ˜̟ (Xε,t,w,s,hu ))
2m
m+2
C
)
du+ Xu(Y
9
u du+ Y
10
u dBu). (7.35)
Note that
Kεr =
∫ r
t
(W ε,t,w,s,hu )
(2−m)m∗
m ε−2m
∗
(
Y˜ 3u −
(1 + ˜̟ (Xε,t,w,s,hu ))
2m
m+2
C
)
+ XuY
9
u du.
Thus, on Mε, there exists u such that
ε2m
∗
(W ε,t,w,s,hu )
(m−2)m∗
m XuY
9
u + Y˜
3
u >
(1 + ˜̟ (Xε,t,w,s,hu ))
2m
m+2
C
= (W ε,t,w,s,hu )
−2m∗ X
2m
m+2
u
C
.
Define
t¯ε := sup
u : ε2m∗(W ε,t,w,s,hu ) (m−2)m∗m XuY 9u + Y˜ 3u > (W ε,t,w,s,hu )−2m∗ X
2m
m+2
u
C
 .
Note that on Mε, X ετε =
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
and the the processes above are continuous. Thus on
the event {supt∈[0,T ] εW
0
t 61} ⊂ {supt∈[0,T ] ε
1/2W 0t 61} we have t¯
ε < τε. Note that at t¯ε we have
ε2m
∗
(W ε,t,w,s,ht¯ε )
2m∗((W ε,t,w,s,ht¯ε )
−(m+2)m∗
m Xt¯ε)Y
9
t¯ε + Y˜
3
t¯ε >
((W ε,t,w,s,ht¯ε )
−(m+2)m∗
m Xt¯ε)
2m
m+2
C
.
Thus, due to the boundedness of ε2m
∗
(W ε,t,w,s,ht¯ε )
2m∗ , Y 9 and the boundedness from above of Y˜ 3,
((W ε,t,w,s,ht¯ε )
−(m+2)m∗
m Xt¯ε) is bounded from above by the positive root of the equation Cy+C = y
2m
m+2
and
Xt¯ε 6 C(W
ε,t,w,s,h
t¯ε )
(m+2)m∗
m 6 C(ε1/2W ε,t,w,s,ht¯ε )
(m+2)m∗
m ε
−(m+2)m∗
2m 6 Cε
−(m+2)m∗
2m .
Additionally on Jt¯ε, τεK, K is decreasing and we are on the event supt∈[0,τε]M
ε
t6
(
(λminπ
∗)2
48C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
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and Xτε =
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2ε2m∗
)m+2
2m
=
(
(λminπ
∗)2
16C
2m
m+2
˜̟ d
2
)m+2
2m
ε
−(m+2)m∗
m ≫ Xt¯ε . Thus, P (M
ε) = 0 for ε > 0
small enough. This equality reflects the fact that a mean reverting process can only become large
thanks to the contribution of its diffusive part.
Note that
d〈M εu〉
du
6 CX 2u .
By Markov and BDG inequalities we have
P
[
sup
t∈[0,T ε]
(M εt )
2
>
(
(λminπ
∗)2
48C
2m
m+2
˜̟ d
2ε2m∗
)m+2
m
∩ (Bε)c ∩ (Cε)c
]
6
(
48C
2m
m+2
˜̟ d
2ε2m
∗
(λminπ∗)2
)m+2
m
E
[
sup
t∈[0,T ε]
(M εt )
2
]
6 Cε2m
∗m+2
m E
[∫ τε
t
X 2udu
]
.
We define α = 2(m
2+3m−2)
m(m+2) > 2, p =
1
2mm∗ > 1. Now, similarly to (7.35) applying Itoˆ’s formula to X
α
between t and τε produces a martingale part and an absolutely continuous part that can be divided
in two elements: a dominating mean-reverting one and a slowly increasing one. Shifting half of the
mean-reverting part to the left hand side, the other half is used to bound the rest of the absolutely
continuous part by a constant C > 0 and we obtain
E
[
Xατε +
∫ τε
t
ε−2m
∗(
W ε,t,w,s,h
)− 1mX 3m2+4m−4m(m+2)u du] 6 C(Xαt + 1) 6 C(w)ε−m∗(1+ 2m )α.
Note that 3m
2+4m−4
m(m+2) =
1
mm∗ = 2p. Applying the reverse Holder inequality, the bound on the
moments of W implies that
E
[∫ τε
t
X 2udu
]p
6 C(w)ε2m
∗(1−(1/2+1/m)α) = C(w)ε−
2
m2 .
This finally implies that
P
[
sup
t∈[0,T ε]
(M εt )
2
>
(
(λminπ
∗)2
48C
2m
m+2
˜̟ d
2ε2m∗
)m+2
m
∩ (Bε)c ∩ (Cε)c
]
6 C(w)ε2m
∗ m+2
m ε−
2m∗
m
= C(w)ε2m
∗
.
Step 2: Bounding P[Bε ∩ (Cε)c]: One can compute the dynamics of ratio of the frictional wealth
to the frictionless wealth as (see (2.3) and (2.18))
d
(
W εu
W 0u
)
W 0u
W εu
=
d∑
j=1
(Hε,t,w,s,h,ju Sju
W ε,t,w,s,hu
− πj
)(
(µj − r)du + σ
jdBu
)
−
W εu
W 0u
d∑
j,k=1
Hε,t,w,s,h,ju S
j
u
W ε,t,w,s,hu
πkσ
j · σk
− (εW ε,t,w,s,hu )
2m∗
d∑
j=1
m− 1
mκm−1
∣∣ ˜̟ xj (Xε,t,w,s,hu )∣∣m du
=
d∑
j=1
(Hε,t,w,s,h,ju Sju
W ε,t,w,s,hu
− πj
)
(αudu+ βudBu),
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on Jt, τε,t,w,s,hK for some bounded α and β. Then we have using (7.23)
P[Bε ∩ (Cε)c] 6 P
[(∫ τε
t
d∑
j=1
∣∣∣∣Hε,t,w,s,h,ju Sju
W ε,t,w,s,hu
− πj
∣∣∣∣αtdt
)2
>
(π∗)2
16
∩ (Cε)c
]
+ P
[(
sup
t6r6τε
∫ r
t
d∑
j=1
∣∣∣∣Hε,t,w,s,h,ju Sju
W ε,t,w,s,hu
− πj
∣∣∣∣βtdBt)2 > (π∗)216 ∩ (Cε)c
]
6 CE
[∫ τε
t
d∑
i=1
∣∣∣∣Hε,t,w,s,h,ju Sju
W ε,t,w,s,hu
− πj
∣∣∣∣2 du1{(Cε)c}
]
6 Cε2m
∗
E
[∫ τε
t
X
2m
m+2
u du
]
,
and E
[∫ τε
t
X
2m
m+2
u du
]
can be bounded by an element in Fcomp.
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