Structure and Dynamics of the Hematite/Liquid Water Interface by Von Rudorff, Guido Falk
Structure and Dynamics
of the Hematite/Liquid Water Interface
PhD Thesis by
Guido Falk von Rudorff
Supervised by
Prof Jochen Blumberger and Prof Alexander Shluger
Submitted on
10 July 2017
in fulfillment of the requirements for the degree of Doctor of
Philosophy from University College London (UCL)
1
I, Guido Falk von Rudorff confirm that the work presented in this thesis is my own.
Where information has been derived from other sources, I confirm that this has been indi-
cated in the thesis.
2
Abstract
The hematite/liquid water interface is of interest for a wide range of applications. This
work investigates structural and dynamic properties of the interface for several experimen-
tally relevant combinations of crystal cuts, termination and protonation schemes. To this
end, molecular dynamics simulations at hybrid functional DFT level have been performed
for both neutral and charged systems.
For bulk hematite, this work shows that the commonly used GGA+U level of theory
gives good results for geometric properties, but cannot capture electronic structure equally
well. However, a modified hybrid functional based on HSE06 is able to describe both
geometric and electronic properties with sufficient accuracy.
The two most common crystal surfaces and their most common terminations have been
investigated and compared to experiment where possible. The resulting structural infor-
mation is in good agreement with experiment, but highlights the importance of dynamic
equilibria for the solvation structure. This work also shows that classical force fields can-
not readily describe the surface protonation structure and dynamics. Besides an atomistic
view of the surface structure, protonation dynamics, surface restructuring mechanisms and
interconversion of surface aquo groups to bulk solvent are discussed.
Two new methods are suggested in this work: (i) a screening method for Hartree-Fock
exchange forces that significantly accelerates hybrid functional-based molecular dynamics
calculation and (ii) a guided thermodynamic integration scheme for free energy estima-
tion from short trajectories. The implementation thereof is tested and benchmarked and
applied to the hematite/liquid water interface.
To accelerate the calculation of HFX forces in a molecular dynamics force screening
scheme is proposed. For actual systems of interest, this can speed up the whole molecular
dynamics run by a factor of three. The method is assessed on a wide range of materials
and for various properties including energy conservation.
Finally, the pKa value of a surface protonation is calculated. By means of thermody-
namic integration, the free energy difference between a proton at the surface of hematite
and a solvated proton in bulk water is quantified. Various integration schemes are evalu-
ated and a new analysis method is proposed to reduce human bias in the analysis and to
automatically detect convergence of the vertical energy gap time series.
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Chapter 1
Introduction
Hematite (α-Fe2O3) is abundant,[1] cheap,[2] has low toxicity,[3] is stable under aqueous
conditions[4] and has a band gap favourable for photo-oxidation.[5] These properties have
made it a material of interest in a wide range of research disciplines: mineralogy,[6, 7] col-
loid chemistry,[8, 9] atmospheric science,[10] bioenergetics,[11–14] energy storage[15] and en-
ergy harvesting[16, 17] (closely related to catalysis[18, 19]), mercury filtering[20] and even ar-
chaeology.[21] In many of these cases (and for assessing properties like acidity[22, 23] or
surface reactivity[24–28]), the interface between hematite and liquid water is of crucial im-
portance to the respective application. Despite numerous efforts both from the experiment
perspective[29–31] or from theoretical simulations with various techniques (classical force
fields,[32, 33] ReaxFF,[34] kinetic Monte Carlo,[35] Density Functional Theory (DFT)[36–38]),
discrepancies even for the equilibrium structure still exist.[17, 30] These discrepancies can
be partially attributed to differences and limitations of the approaches used.[39]
So far, the hematite/liquid water interface has been investigated experimentally using
an X-ray diffraction method that is sensitive to the atomic configuration close to the surface
of hematite. This method is powerful, but (i) cannot resolve protons due to their low scat-
tering cross-section, (ii) cannot resolve dynamics, including dynamic equilibria and (iii)
requires an detailed understanding of the atomistic structure to begin with due to techni-
cal details discussed later in this work. Therefore, it is highly desirable to complement the
existing knowledge of the interface with an high-level atomistic picture such that a more
detailed understanding on the surface and solvation dynamics emerges. Therefore, the
aims of this thesis are
12
• Describe the atomistic structure of the hematite/liquid water interface for the sim-
plest experimentally accessible case.
• Discuss the impact of different crystal surfaces and surface terminations on the sol-
vation structure and dynamics.
• Investigate the protonation states of the solvated hematite surface and describe pro-
ton dynamics.
• Develop methods to answer the aforementioned physical questions using less human
and computational resources.
To this end, the properties of bulk hematite have been studied first to identify a level of
theory suitable to describe the properties at hand. Based on these results, a procedure was
devised to prepare nearly equilibrated setup of the interface which then was the starting
point for calculations on different crystal surfaces and surface terminations. Motivated by
the high costs of these calculations, a force screening approach has been developed which
allows to accelerate hybrid-functional based DFT molecular dynamics calculations. Finally,
the pKa value of the surface protonation for one crystal surface has been assessed. In the
following, the most important results are summarised.
In chapter 2, this work shows that the commonly used GGA+U level of theory gives
good results for geometric properties, but cannot capture electronic structure equally well.
In particular, the band gap is significantly underestimated. However, the hybrid functional
HSE06 is able to describe both geometric and electronic properties with sufficient accuracy.
The functional has been validated and shown to give good results for bulk water, as well.
Being able to describe both the transition metal oxide, hematite, and the solvent, water, at
the same level of theory makes it a good choice for describing interface dynamics.
In chapter 3, a reliable equilibration protocol has been developed to actually simulate
the interface structure. With this method, the two most common crystal surfaces and their
most common terminations have been investigated and compared to experiment where
possible. The resulting structural information is in good agreement with experiment, but
highlights the importance of dynamic equilibria for the solvation structure. This mecha-
nism cannot be directly described by experiment, which is why the simulations are impor-
tant. This work also shows that classical force fields cannot readily describe the surface
13
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protonation structure and dynamics. The surface protonation OH groups form patterns
that are stable on the picosecond time scale but quickly interconvert within 50 fs. This pro-
cess restricts the availability of the surface protons for interaction with the solvent. More-
over, the hydrogen bonding pattern of water is disrupted at the surface which is related to
the protonation dynamics including autoionisation processes. Finally, the interconversion
of surface aquo groups and bulk water has been observed and described.
In chapter 4, I describe a method to accelerate the calculation of HFX forces in a molecu-
lar dynamics scheme. A detailed analysis showed that there are many small force contribu-
tions from individual orbital combinations that do not sum up to significant contributions
even though there are so many of them. With a simple scheme to identify these small
contributions, they can be neglected for short periods of time. This work presents a cor-
rection scheme that reduces the residual error in the force components to values smaller
than convergence criteria typically employed for geometry optimisation. For actual sys-
tems of interest, this can speed up the whole molecular dynamics run by a factor of three.
The method is assessed on a wide range of materials and for various properties including
energy conservation.
Chapter 5 shows the calculation of the pKa value of a surface protonation that is cur-
rently debated in literature. By means of thermodynamic integration, the free energy dif-
ference between a proton at the surface of hematite and a solvated proton in bulk water is
quantified. Various integration schemes are evaluated and a new analysis method is pro-
posed to reduce human bias in the analysis and to automatically detect convergence of the
vertical energy gap time series.
In summary, this gives a comprehensive picture of the dynamics of the surface protons
from various perspectives and can help experimentalists in interpretation of their results as
well as motivate further work on understanding the solvation interaction of this transition-
metal oxide.
14
1.1. Properties of Hematite
Coordination Scheme Minimum radius ratio
Tetrahedron 0.225
Octahedron 0.414
Hematite 0.708
Cube 0.732
N Table 1.1 – Comparison of coordination schemes based on purely geometric considerations.[41]
According to the ratio of cation radius to anion radius, hematite is expected to fall within the octa-
hedron regime. Value for hematite calculated from reference data.[40]
1.1 Properties of Hematite
1.1.1 Geometry
The general structure of hematite is similar to that of corundum, placing the oxygen atoms
in a slightly distorted hcp where they form octahedrons containing one iron atom each,
so each iron atom has six coordinated oxygen atoms. From the effective vdW radii for
Fe3+· · ·O2-, which is 1.76 Å,[40] where the Fe3+ alone has an effective radius of 2.06 Å, a
octahedron is expected as coordination polyhedron,[41] as shown in Table 1.1.
Figure 1.3 shows the supercell typically used as the basis for the simulation setups.
It is a hexagonal cell with lattice angles α, β = 90° and γ = 120°. The two short lattice
vectors have the same length (typically around 5.06 Å), while the other one is significantly
longer (13.88 Å). The distortion of the geometry when compared to the ideal corundum
structure, can be quantified by measuring specific lengths in the lattice. In Figure 1.3,
these lengths are highlighted. For the iron sublattice, there is a short iron-iron distance
(highlighted yellow in Figure 1.3), which coincides with an atomic bond. Parallel to this
axis vector, there is a much longer distance between two iron atoms which in this case are
not bonded (highlighted green in Figure 1.3). In the same way, there is a distinct nearest-
neighbour distance for oxygen atoms. In Figure 1.3, this is the distance between the two red
spheres without any bond. Apart from these bonds which are only formed by atoms of the
same kind, there are bonds between heterogeneous atoms. In fact, there are two important
nearest-neighbour distances that have to be taken into account, which are shown by the
only coloured FeO2 fragment in Figure 1.3. Typical values for the distances mentioned
here can be found in Table 2.1.
For high temperatures, the antiferromagnetic ordering of hematite disappears.[42] The
15
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EG [eV] EG [eV] EG [eV] EG [eV] EG [eV] EG [eV] EG [eV] EG [eV]
1.69-1.76[47] 1.56-2.1[48] 1.95[49] 2[50] 1.94-2.15[51] 2.10[52] 2.1[53] 2.1[54]
2.14-2.15[55] 2.14-2.2[56] 2.14-2.22[57] 2.14-2.28[58] 2.18[59] 2.18[60] 2.2 ± 0.1[5] 2.2[61]
2.2[62] 2.58[63] 2.6-2.73[64] 2.67[65] 2.7[66] 2.71-2.74[67]
N Table 1.2 – Experimental direct band gaps EG for bulk hematite.
transitions of hematite like the Morin transition at 30 kbar are well studied.[43, 44] The most
important feature of hematite with respect to high pressures is that the ratio of the two
lattice constants c/a decreases with increased pressure, which means that the unit cell gets
substantially quenched.[43, 45] Both below and above the Morin transition, hematite in its
antiferromagnetic state is chiral.[46]
1.1.2 Band Gap and Spin Structure
Table 1.2 shows the experimental band gaps as described in literature. For the work de-
scribed here, a reference value of 2.1 eV has been used. Experimentally measuring the band
gap is a challenging task. The recent publications on this topic mostly employ a single
method for determining both the direct and the indirect band gap.
The main idea is to measure the absorption profile which gives the dependency of the
absorption coefficient α(λ) on the wavelength λ. If this absorption spectrum is shown
scaled as
(αω)n ∝ h¯ω (1.1)
theory predicts parts of the tail on the absorption edge. The intersections of lines fitted to
these segments with the x axis then give the band gap. The difference between direct and
indirect band gap lies in the exponent used for the rescaling of the measured absorption
data, n, which is 1/2 for the direct band gap and 2 for the indirect one.[68] This method
is called a Tauc[69] plot. For diffuse reflection, this has to be converted using the Kubelka-
Munk function[70]
F(R) =
(1− R)2
2R
(1.2)
where R is the diffuse reflectance. In this case, Eqn. 1.1 is
(F(R)h¯ω)n ∝ h¯ω (1.3)
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Due to the bonds between Fe and O, there is a partial charge transfer from the iron
atoms to the oxygen atoms altering the electron configuration, as shown in Table 2.3. Over
a broad temperature range, hematite is antiferromagnetic. Experiments have shown that
the magnetic ordering is stable even for surface layers of less than 100 Å.[71] This property
is essentially the argument why bulk hematite simulations and bulk properties can be used
as starting point for modelling interfaces between hematite as anode and liquid water. Ex-
perimentally, it has been shown that this spin structure has a strong impact on the direction
of electron transport in bulk hematite.[72]
1.1.3 Interface
Describing the interface of hematite and water is a major challenge. Partially, this is because
there is little reliable information on how the interface looks like on an atomistic level, par-
tially, because an in-depth analysis requires a high amount of computational resources.
Previous studies[2] have identified the most important surfaces for typical hematite elec-
trodes: (001), (012), (113). In this case, important surfaces are those which are most com-
mon for crystalline hematite, and therefore, contribute the most to the overall properties
of anode surfaces. At the surface of the hematite slab, the regular pattern from the bulk
crystal has to be terminated. Experimental evidence points towards two main termina-
tions for the (001) surface, referred to as iron termination and oxygen termination.[73–77]
As most of the evidence is gathered from dry* hematite surfaces, it has to be kept in mind
that bringing the surface into contact with water may alter the order of stability of surface
terminations—as it has been found to be the case for hematite surfaces other than (001).[29]
Besides geometric properties, studies with GGA functional suggest that the magnetic
moment of iron atoms is heavily reduced near the surface.[81] According to these results,
the reduction depends on surface termination and can be up to 50 % of the bulk value. For
some terminations, the spin ordering changes from antiferromagnetic, which happens to
be the bulk ordering, to ferromagnetic ordering. This may be supported by other reports
that found bulk hematite to have a partially ferromagnetic behaviour.[42] However, it is
likely that this effect is less pronounced than predicted by GGA, as the same authors eval-
uated GGA+U which estimated the decrease in spin population of surface iron atoms to be
* Dry in this context means that there was no water layer on hematite in these cases. It is typical to find water
molecules adsorbed on these dry surfaces[78, 79] which has been studied extensively by simulation.[80]
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around 20 %.
For the water structure near the hematite-water interface, there is only computational
data available.[32, 82] To some extent, experimental results on the surface charge can be used
to estimate the water structure.[83] Since the equilibration process of the hematite surface
involves a classical MD first, it is desirable to start from a system that is not likely to show
protonation or deprotonation events. This is why the simulations are started from the point
of zero charge PZC that is expected to be between pH 6.7 and 9.2.[83–87]
While there are several spin pattern states that are possible for hematite,[42, 88–90] it has
been shown[91] experimentally, that the domain walls between areas of equal spin state are
large compared to the setup that is the base of this work. Therefore, assuming an uniform
spin state is well justified.
1.1.4 Water Splitting
One of the most prominent applications for the hematite/liquid water interface is water
splitting. The overall water splitting process
2 H2O
nh¯ω
 O2 + 2H2 ∆G◦ = 4.92 eV (1.4)
it spatially separated in a photoelectrochemical water splitting process.[16] In fact there are
two separate reactions
2 OH− + 2 h+ 
 H2O+
1
2
O2 (1.5)
2 H2O+ 2 e− 
 H2 + 2 OH− (1.6)
the first of which is happening at the anode, the second one at the cathode. In a schematic
setup as shown in Figure 1.1, the incident photon provides the energy that is necessary
to create an electron-hole pair. The electron is excited to the conduction band while the
hole charge is transferred to the electrolyte-electrode interface at which the first part of the
water splitting reaction takes place. At the cathode, the charge from the anode is used for
removing the H+ from the balance
H2O
 H+ +OH− (1.7)
as the gaseous H2 escapes the liquid electrolyte. The anode typically is a semiconductor,
while the cathode is a metal.[16, 92]
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J Figure 1.1 – Schematic setup for
water splitting. The incident pho-
ton with energy h¯ω provides the en-
ergy for the water splitting reaction
at the anode (left). For 2 H2O, the
two residual H+ propagate to the
cathode (right) where they get re-
duced to 2 H2.
For this process to happen, there are many conditions, which can be explained by us-
ing the electronic structure of this cell, as shown in Figure 1.2. First of all, the absorption of
the incident light has to be effective which means that the band gap of the semiconductor
should match the AM1.5 spectrum energy.[16, 92, 93] As in most cases the goal is to use sun-
light for energy harvesting, this band gap should be in the range of 1.0 eV to 1.4 eV, as this
gives the highest conversion rate.[92] Additionally, the semiconducting anode material has
to be chemically stable in the electrolyte and should be comparably inexpensive.
While ∆E gives the theoretical limit for an ideal material with no losses at all, various
processes[92] have a high impact on the efficiency. Directly after the creation of the electron-
hole pair due to the incident photon, this pair can recombine with the result that the energy
of this photon is not available for the remaining steps of the process. While this has an
impact on the electron yield, it does not affect the part of the spectrum that can be used
for harvesting. Other properties like the resistance of the electrodes, the wires and contacts
take energy from the photoelectron and, hence, reduce the usable spectrum range. All
these losses are estimated to roughly 0.8 eV in a typical setup.[92] This leaves an optimal
material band gap of 1.8 eV to 2.2 eV[92] or 1.6 eV to 1.9 eV,[93] depending on the estimation
method employed.
In principle, there are two additional conditions the anode material has to fulfil, which
can be relaxed under certain circumstances. There are two energy levels which are of im-
portance for the electrolyte, namely the one of water oxidation and water reduction.[93]
These two energy levels have to lie between the lower conduction band edge and the up-
per valence band edge of the anode material. For practical setups, there is no need to fulfil
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N Figure 1.2 – Energy levels for water splitting for an n-type semiconductor with incident
light[16, 92–95] with Fermi energies EF, valence band edge Ev, conduction band edge Ec, band gap EG,
hole quasi Fermi level pEF, electron quasi Fermi level nEF, anode material work function Φa, anode
over-potential Ua, bending potential Ub, water splitting energy Er = ∆E, cathode over-potential Uc,
cathode work function Φc, and bias potential UB.
I Figure 1.3 – Supercell (1× 1× 1)
of hematite (30 atoms). The dis-
tances between coloured atoms are
used as special indicator for geomet-
ric properties. Small atoms are oxy-
gen atoms, large spheres denote iron
atoms. Despite the visual impres-
sion of forming a cuboid, the super-
cell is hexagonal with α, β = 90° and
γ = 120°.
this condition, as this issue can be mitigated by applying an biasing potential in order to
shift the energy levels of the anode material. By using a biasing potential, it is possible
to overcome this limitation as long as the overall energetic difference between the valence
and the conduction band, the band gap EG, is larger than the difference in energy between
the oxidation and the reduction levels ∆E.
The expression for the water-splitting efficiency depends on the material used and the
interface in question.[94] For hematite, it has been estimated[4] that
η =
1− exp(−αW) + LK/(LK + α−1) exp(−αW)
1+ k/ke(LD/
√
2ν0 + LK/ exp(ν0))
(1.8)
with the absorption coefficient α, the depletion width W, the Debye length LD, the recom-
bination distance LK, the recombination rate within the hematite electrode k, the faradaic
rate constant ke, and the degree of the band bending ν0.
In principle, it would be desirable to use the aforementioned properties to design the
simulation cell. However, the dimensions required to do so are beyond reach of an atom-
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istic approach. However, the interface region itself is accessible for a DFT approach. Some
of the aforementioned properties, however, are not: The absorption coefficient is not com-
monly calculated within the DFT framework, as it would require extensive sampling of
the excited states. While this can be done using TD-DFT, the computational costs are pro-
hibitively large to use it for parametrization.[96] The depletion width in hematite when
put into contact with water is estimated to be some 20 nm.[1] Therefore, a simulation that
would be able to accurately determine the depletion width would have to span across at
least 20 nm to 30 nm, which makes the DFT calculation too expensive again. Moreover,
there is only little experimental data available to compare to.
Unfortunately, the physical importance of getting the absorption coefficient α and the
depletion width W right is rather high, as they only appear together as exp(−αW) in
Eqn. 1.8, and with the typical penetration depth of the incident light (roughly 50 nm to
120 nm[97]) this expression evaluates to exp(−αW) ' 0.84 · · · 0.54.
The Debye length LD is a property of the solid-liquid interface and, hence, requires a
complete setup of the interface. Moreover, it is a dynamical property which requires long
trajectories for better statistics, which also renders this property unsuitable for an atomistic
approach. The same argument applies to the recombination distance and even more to the
recombination rate. Also the faradaic rate constant and the band bending falls into this
category.
Figure 1.2 shows the energy levels that are formed at the interface of hematite and wa-
ter in case hematite is used as anode material. The bulk anode features a conduction band
level Ec and a valence band level Ev, which are separated by a comparably large band gap
EG of roughly 2.0-2.2 eV. The Fermi level EF is between the conduction band and above
the valence band, while the energy difference between the Fermi level and the conduction
band is lower than is the energy difference to the valence band, as it is expected for an
n-type semiconductor like hematite. All bands bend in the contact region of the anode and
water. This volume is called depletion layer. Physically speaking, the depletion of charge
carriers is due to the induced charge in the first hydration layers of the anode. The amount
of this bending depends on the anode and electrolyte material.[98] Instead of using the en-
ergy difference directly, this property is quantified using the bending potential Ub. As for
the Fermi energy level, one has to consider the level splitting in the depletion layer, in case
21
1. INTRODUCTION
incident light creates electron-hole pairs in the anode material. If so, the number of both
electrons and holes is increased such that the Fermi level of the electrons nEF increases and
the Fermi level of the holes pEF decreases. However, this effect is much larger for the holes
as they are the minority carriers in an n-type semiconductor. As for material properties
both the anode and the cathode have a work function φa and φc, respectively. The pH of
the electrolyte, in this case water, is able to shift the energy levels for the water splitting
reaction. The energy difference between the valence band of hematite at the surface and
the lower energy level of the water-splitting reaction is called anode over-potential Ua. As
expected, the energy difference between the Fermi energy of the cathode and the higher
energy level of the water-splitting reaction is called cathode over-potential Uc. The differ-
ence between the two energy levels of the water-splitting reaction is Er = ∆E = 1.23 eV. In
order to ensure that the Fermi energy level of the cathode is higher than the upper energy
level of the water-splitting reaction, in some cases, a bias potential UB has to be applied.
1.2 Density Functional Theory Calculations
1.2.1 Kohn-Sham DFT
The foundation for the Kohn-Sham (KS) DFT are the two Hohenberg-Kohn (HK) theorems.
The first of which shows that the external potential is uniquely determined (up to a trivial
constant) by a spatial electron density which in turn defines the electronic Hamiltonian and
all properties. The second HK theorem proves that there is a universal energy functional
that only depends on the spatial electron density and is minimised by the electron density
of the ground state.[99]
In the HK approach, the general many-electron system is treated as a system of elec-
trons interacting with each other. To make this more accessible by calculations, the KS-DFT
approach treats electrons as single particles subject to an effective field caused by all other
electrons. This requires a self-consistent calculation of the Kohn-Sham potential. In this
framework, the total energy is given by
E[ρ] = T[ρ] +
∫
drVext(r)ρ(r) + EH [ρ] + EXC[ρ] (1.9)
with the kinetic energy T, the external potential Vext, the Hartree energy EH and the exchange-
correlation energy EXC. The latter is hiding the real challenge since the modelling ap-
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proaches for the exchange-correlation energy functional are plentiful but none of them is
exact.
1.2.2 GGA+U
LSDA (local spin-density approximation) has been found to have severe issues with elec-
tronic properties like the spin population in various cases,[100–102] especially in the context
of transition metal oxides, where the partially filled d orbital energy levels are degener-
ate.[103] For these systems, DFT typically overestimates the repulsive potential for electrons
on any given site, which leads to reduced spin moment on the atom sites, which in turn
narrows the band gap.[104]
A particularly successful method showed that these problems can be repaired to some
extent by the application of an additional potential to the (in this case iron 3d) orbitals on a
single atom.[105–107] In that case, the total energy E[ρ] as a function of the electron density ρ
is modified as follows
E+U [ρ] = E[ρ] +
U − J
2 ∑σ ∑j
ρσjj −∑
l
ρσjlρ
σ
l j (1.10)
where ρσjl applies to the partially filled d density matrix. σ denotes the spin component,
U represents the Coulomb component of the interaction, while J gives the exchange in-
teraction.[108] In the implementation in CP2K, only the effective potential Ueff := U − J
is specified. From the above equation it is immediately clear that a vanishing effective
potential gives the total energy without the Hubbard-U model.
The overall idea then is to choose Ueff such that the desired electronic properties come
out better. This typically improves the band gap—for some materials, LSDA predicts semi-
conductors to be metallic, which is fixed in this approach depending on the effective U
value.[108] So it is a valid approach to adjust this value until the band gap is reproduced
correctly. For some implementations, J has to be known explicitly. Typically, one assumes
1 V in this case,[89] although the reference cited therein states that the value is rather to be
found at 0.5− 0.75 V.[109] J is expected to depend mostly on the main quantum number n,
while the effect on the occupation number is less pronounced.[109]
While there are different schemes on how to derive the Hubbard U parameter from
ab-initio calculations,[110–113] they may yield incompatible results.[114] Typically, the Ueff
value is optimized for any specific setup and is hardly transferable, which is why it is
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commonly given with one significant digit only. But even then the variation of the values
given in literature for hematite are significantly different:[89, 115–117] they range from 4 V
to 6 V. This seems to be a valid range for a wide range of compounds that are similar to
hematite.[118–122] A minority reports values of less than 3.5 V as they observe inverse orbital
ordering at the band gap otherwise.[123] This minority result is disputed however, and may
be implementation dependent.[89] In some cases, different U values have been applied to
different layers of hematite at a surface[117] which is meant to deal with the differences in
coordination geometry.
One can express[106] the orbital energies in terms of this effective U value
ε+Ui = ε i +

eUeff
( 1
2 − ni
)
d orbital
0 otherwise
(1.11)
where ni is the occupation number of the specific orbital. Essentially, this means that oc-
cupied orbitals are shifted towards lower energies by eUeff/2 and unoccupied ones are
shifted towards higher energies by the same amount. This only applies to the partially
filled orbital the correlation of which may be underestimated. For hematite, this is always
the iron 3d orbital, while this may also be an f orbital for other materials.[108]
The shifting of the energies depending on the occupation number is plausible if one
considers the electronic levels near the band gap only. LSDA underestimates the band
gap, which then increases with Ueff. The minority opinion[123] on the dangers of increasing
Ueff in terms of orbital order around the band gap may be justified given the hematite
PDOS for HSE06(12%) in Figure 2.8. The oxygen 2p levels are not affected by the +U term,
the occupied iron orbitals would shift down (which has no effect on the orbital ordering)
but the unoccupied iron orbitals may shift towards higher energies leaving the band gap
framed by oxygen 2p levels. This would change the insulator type of hematite. Therefore,
it is plausible to assume that there is an upper limit on the Ueff value that is suitable for
hematite. However, up to 6 V seem to be acceptable.[89, 115, 116]
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1.2.3 HSE06
HSE06[124] is based on HSE03,[125–127] which in turn interpolates between PBE[128, 129] and
PBE0.[130] The exchange-correlation energy expression of HSE06 is
EHSEXC =aE
HF,SR
X (ω) + (1− a)EPBE,SRX (ω)
+ EPBE,LRX (ω) + E
PBE
C (1.12)
with SR denoting short-range and LR labelling the long range part under the identity
1
r
=
1− erf(ωr)
r︸ ︷︷ ︸
SR
+
erf(ωr)
r︸ ︷︷ ︸
LR
(1.13)
The screening parameter ω has been set to different values for the HF and the PBE parts of
eqn. 1.12 initially for HSE03 but in HSE06, these two parameters are identical. Weighting
the Hartree Fock component by 25 % can be motivated from perturbation theory consider-
ations.[131]
EPBE0XC =
1
4
EHFXC +
3
4
EPBEX + E
PBE
C (1.14)
EXC = EX + EC =
∫
dr f (ρ(r),∇ρ(r)) (1.15)
where EHFXC is the Hartree-Fock exchange-correlation energy
[132] with the density matrix ρ
EHFX = −
1
4
∫
dr1
∫
dr2
|ρ(r1, r2)|2
|r1 − r2| (1.16)
while the correlation energy is given as EC. The predecessor HSE03[127] employs a similar
form
EHSE03XC = aE
HF,SR
X (ω) + (1− a)EPBE0X (1.17)
For Hematite, HF alone overestimates the band gap.[90, 133]
1.2.4 ADMM
One of the methods crucial to this work is ADMM[134] which approximates the density
matrix P with an auxiliary density matrix P˜
EHFXX [P] = E
HFX
X [P˜] + E
HFX
X [P]− EHFXX [P˜] (1.18)
' EHFXX [P˜] + EDFTX [P]− EDFTX [P˜] (1.19)
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This auxiliary density matrix P˜ is either much sparser or smaller than the original density
matrix. Deriving it, however, is a highly non-trivial task since the quality of the results
depend on the purification method.[134] This work uses the auxiliary basis sets as available
in CP2K, which have been prepared using standard approaches by S. Ling and B. Slater
(both UCL).[135, 136]
1.2.5 Dispersion Correction
For higher accuracy in the treatment of van der Waals contributions to the PES, disper-
sion corrections have been developed. In most cases, the total energy is corrected by a
dispersion energy, which is calculated from the pairwise interaction distances. While this
approach is similar to what is employed for classical force fields, this can be considered
not to be purely ab initio any more, as it requires fitted parameters that introduce empirical
approximations. As these fitted parameters in turn are derived from high level ab initio
calculations, this may be acceptable.
For Grimme-D3 dispersion correction,[137] the dispersion energy contribution follows
Edisp = −12 ∑A 6=B∑n
sn
CABn
RnAB
fd(RAB) (1.20)
where A and B loop over all atoms and n iterates all exponents that are used for the cor-
rection, typically a few even integers greater than or equal to six. The overall dispersion
energy can be scaled for each contribution from different exponents n separately. This is
done by sn, which in turn also depends on the functional that is used for the simulation that
is to be corrected for dispersion errors. Basically, the idea is that the amount of correction
that is necessary or adequate may significantly differ with the amount of (effective) disper-
sion that is already covered by the functional. CABn is related to the potential depth (similar
to the well-depth parameter ε in the Lennard-Jones potential) and depends on n. The value
of this coefficient is determined by averaging over a set of test compounds and all spatial
directions. RAB is just the distance between the atoms A and B, while fd(RAB) is the damp-
ing function that reduces the impact of the dispersion correction for larger distances even
faster than by the power expression from RnAB. The damping function fd should only have
little impact on the overall results.[137] There are many different suggestions on the exact
form of this damping potential.[138–141] The authors that have suggested the energy term in
eqn. 1.20, have claimed to get good results using BJ damping. The main difference between
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the former versions of Grimme dispersion correction[139] and this version of the damping
function resides in the behaviour for very small interatomic distances. For this damping
function[139]
fd(RAB)(1) =
1
1+ exp (−α(RAB/R0 − 1)) (1.21)
we get
lim
RAB→0
(
fd(RAB)(1)
)
:= L(1) =
1
1+ exp α
(1.22)
while another suggestion[138] is
fd(RAB)(2) =
1
1+ α(RAB/Rr)−12
(1.23)
L(2) = 0 (1.24)
where Rr is the sum of the experimental[142] van der Waals radii of the two atoms, which
also is relevant to another suggestion,
fd(RAB)(3) =
(
1− exp
[
−cd
(
RAB
Rr
)3])2
(1.25)
L(3) = 0 (1.26)
where cd is a fitted constant which does not depend on the elements of atom A and B but
has values between 3.54 and 7.19.[140, 141] The Fermi function
fd(RAB)(4) =
[
1+ exp
(
−β
(
RAB
Rr
− 1
))]−1
(1.27)
L(4) =
1
1+ exp β
(1.28)
has been evaluated as well,[140] giving inferior results. The main difference between the
Fermi definition and the similar one in Eqn. 1.21 is that Rr is experimental in nature, while
R0 is subject to fitting. The most recent form, the BJ damping[143] follows
Ed = −12 ∑A 6=B∑n
CABn
Rnvdw,AB + R
n
AB
(1.29)
Rvdw,AB = a1Rc, AB + a2 (1.30)
Rc, AB =
1
3
[
∑
i>j
(
Ci, AB
Cj, AB
) 1
i−j
]
(1.31)
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where i, j ∈ {6, 8, 10}, a1 = 0.83 Å and a2 = 1.55 Å. This gives a damping function
fd(RAB)(5) =
RnAB
Rnvdw,AB + R
n
AB
(1.32)
Although the authors who suggested this form of damping also suggest a correction of
the electron correlation energy,[143] this correction is not part of the BJ damping that has
been used for D3 dispersion correction.[137]
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Chapter 2
DFT Calculations on Bulk Materials
Before investigating the interface between two materials, it is important to understand the
capabilities and limitations of the simulation method for the two bulk phases involved in
the setup. This chapter is dedicated to growing confidence in the stability and reliability of
the two outermost segments of the interface.
2.1 Hematite
As the features of hematite are much more important than those of liquid water for the
interface, the optimization of the method applied has been done with hematite cells. Typi-
cally, the simulations have been carried out with integer multiples of the hexagonal super-
cell containing 30 atoms.
2.1.1 Geometry
Figure 2.1 shows the PES for HSE(12%)-D3, that is HSE(12%) extended by dispersion cor-
rection.[146] In this case, the total energy for a 3× 3× 1 supercell has been calculated from a
geometry optimization which in turn was initialized with the coordinates from a GGA+U
cell. In all separate simulations, the three lattice constants (a, b, and c) have been kept fixed
while the geometry could relax under this constraint. Furthermore, as theory predicts that
a and b should be equal, they have been set to the same value. This assumption is backed
by experimental data.[144, 145] The method allows for a two-dimensional sampling of the
PES for this functional.
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N Figure 2.1 – Potential energy surface for bulk hematite and HSE(12%)-D3 cell geometry depend-
ing on the cell geometry. Filled orange circles are calculated values, the red circle denotes the min-
imum. White circle shows the GGA+U minimum.[81] Experimental values are shown in green[144]
and orange.[145]
Calculation(s) 893
From Figure 2.1, it can be seen that the GGA+U optimized cell is comparably off from
the experimental results which in turn do not completely agree with each other—not even
in the statistical errors that are stated in the reference publications. For the GGA+U cell
dimensions
a, b = 5.067 Å
c = 13.882 Å
the ratio c/a is 2.7397. The experimental values mostly agree with each other: 2.7305[144]
and 2.7336,[145] respectively. For HSE(12%)-D3, the optimized cell dimensions
a, b = 5.041 Å
c = 13.812 Å
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N Figure 2.2 – Average absolute spin moment for iron atoms of bulk hematite for HSE(12%)-D3 cell
geometry depending on the cell geometry. Orange circles are calculated values, the remaining data
has been interpolated cubically.
Calculation(s) 893
result in a ratio of 2.7399, which is practically identical to the one from GGA+U. This
means that while the overall cell has shrunk under switching from GGA+U to HSE(12%)-
D3, the ratio, and, therefore the internal geometric structure is largely unchanged. This is
supported by the contour lines which are essentially isochores far away from the minimum
on the PES. This means that the energy contribution from mechanical stress is the most
important one.
For stability considerations, Figure 2.1 make clear that there is a direct pathway on the
PES of HSE that connects the GGA+U geometry with the local minimum for the cell geome-
try. Moreover, the simulation results suggest, that this pathway is well within the quadratic
region, which would assert that a simulation that would start from the GGA+U cell setup
would find this minimum easily. The relaxation frees roughly 0.6 eV for the whole 3× 3× 1
setup of 270 atoms. This excess energy could be handled by a thermostat, but this would
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mean that this heat would dissipate into the water of any interface simulation, where the
additional heat would change dynamics. This is particular important as thermodynamic
properties of liquid ab initio MD simulations are highly sensitive to unstable temperature
conditions.[147]
As it has been shown that the cell geometry of bulk TiO2 does react considerably to
dispersion correction,[148] the cell geometry has to be re-evaluated after changing the DFT
method.
2.1.2 Electronic Properties
Table 2.1 shows a comparison of the results of typically used functionals when applied to
a hematite super cell. Besides the different approaches in terms of functionals, the meth-
ods give quite similar qualitative results, as they all yield similar bond lengths and spin
populations. However, from the data it is immediately apparent that the finite size effects
for a single super cell of 30 atoms are quite strong, as they even affect geometric properties
which typically are less sensitive. For example, PBE both over- and underestimates bond
lengths by roughly 10 %. Surprisingly, this only affects bonds that involve at least one iron
atom and this effect is the strongest for coordination distances between iron atoms. As the
basis set for the data in Table 2.1 is identical for all PBE simulations except for the reference
work, it is most likely that this is the influence of the small box, as the lattice constants have
not been optimized for PBE but rather for GGA+U (see section for bulk systems).
For HSE(12%), coordination distances are mostly slightly overestimated when com-
pared to literature data. The only exception is the shorter distance between iron atoms and
oxygen atoms, which is slightly underestimated. This points towards a generally distorted
structure, which is most likely due to the fact that the box dimensions themselves have
been optimised for GGA+U instead of HSE at this stage. However, the results are compati-
ble to computational reference data with the same functional but with plane waves instead
of atomic orbitals.
The picture is a bit different for the electronic properties, where the chosen basis set and
functional are expected to be more important.[154] While the experimental band gap is re-
produced by HSE(12 %), PBE significantly underestimates the band gap, and HF drastically
overestimates the same property. To some extent, this is expected, as HSE is a mixture be-
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N Table 2.1 – Atom distances and volumetric properties in the super cell of hematite (see Figure 1.3)
from this work (Γ point only) compared to plane wave calculations[149] (5× 5× 5 Monkhorst-Pack
k-point mesh[151]) and experimental values.[150] Differences to calculations with the same functional
are shown as relative errors. Data derived from data in cited sources is marked with an asterisk.
Calculation(s) 3dd, 689, 42e, af9, d9b, b42
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|µ| on Fea |µ| on Feb Eg
PBE 1× 1× 1 3.77 –c
PBE 2× 2× 1 3.68 ± 0.05 3.85 0.92
PBE 3× 3× 1 3.67 ± 0.05 3.83 0.95
PBE[149] 2× 2× 1 3.60 1.17
PBE[36] 3.6
GGAd[89] 3.44 0.3
GGAe[81] 3.45 0.5
GGA+U[81] 4.11 2.0
PBE+U[80] 2.0
HSE06[149] 4.16 4.02
HF[149] 4.60 15.7
HSE(12%) 2× 2× 1 3.96 ± 0.05 4.12 2.20
HSE(12%) 3× 3× 1 3.97 ± 0.05 4.11 2.16
HSE(12%)[149] 4.16 2.56
SCF-Xα-SW[152]f 4.69
Experimental[145] 4.64 2.7
Experimental[153] 4.9
a Wigner-Seitz population analysis unless experimental result
b Mulliken population analysis unless experimental result
c Calculation of the projected density of states not possible due to numerical instability.
d Note that their labelling of the electromagnetic ordering is different from the notation used here. They use
+ + - -.
e Note that in this paper, the magnetic ground state is + + - -.
f Simulation, but without population analysis.
N Table 2.2 – Electronic and magnetic properties of hematite from this work compared to plane
wave calculations[149] and experimental values.[150] Differences to calculations with the same func-
tional are shown as relative errors.
Calculation(s) 3dd, 689, 42e, af9, d9b, b42
tween those two. Less surprisingly,[155] the spin moments depend on the population anal-
ysis method. Natively, CP2K supports Mulliken charge fitting[156] amongst others, which
typically attributes higher absolute spin moments to the iron atoms than Wigner-Seitz pop-
ulation analysis[157] would do. This can be directly seen from the data in Table 2.2. More-
over, PBE again underestimates the spin moments much more severely than HSE(12 %)
does.
Upon changing the cell dimensions, a relaxation of the internal geometry of bulk hematite
is observed. As this slightly changes the atom distances, the overlap of delocalised elec-
trons may change as well, resulting in a different spin distribution over the neighbouring
iron atoms. This is expected to have some impact on the band structure, and, hence on
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the band gap. For all the simulations shown in Figure 2.1, the average absolute spin pop-
ulation of the iron atoms has been determined (see Figure 2.2) and the band gap has been
investigated (see Figure 2.3).
Interestingly, the spin population and the band gap exhibit a different dependency on
the box geometry. Neither of these two properties solely depends on the ratio of the lattice
constants or the volume of the simulation cell which means that the geometry is distorted
in a non-linear fashion. The spin moment is less sensitive to changes in the length of the
lattice vector c, that is the vector pointing in direction of the iron atoms in the unit cell
containing one formula unit. The distances between iron atoms along this vector are al-
ternating between two values, the shorter of which denotes bond between the irons in
question. This is a hint that the delocalisation of the spin moment perpendicular to this
axis is more important than the one along this axis. The reduction of the spin population
with decreasing volume of the cell is somewhat expected, but the highly linear decrease
itself is surprising, as the sampling efforts cover a number of cell dimensions which are
well apart from the minimum on the PES.
The overall variance in the spin population is small. The relative difference in the spin
population is one tenth of the relative difference of the lattice vectors.
For the band gap, Figure 2.3 shows that around the minimum on the PES, the band
gap mainly depends on the lengths of the two short lattice vectors, while there is no clear
evidence for any dependence on the long lattice vector. Some variations in the contour lines
are due to artefacts resulting from the cubic interpolation, which can be easily seen in areas
in lattice vector space which are sampled with a high density. In these areas, the band gap
is nearly constant with respect to changes in the length of the longest lattice vector. While
the linearity of the data is not as pronounced as it is for the spin population, again, the
nearly constant decrease is a striking feature.
The variation of the band gap with scaling of the lattice vector lengths is comparable to
the one of the lattice vectors. In contrast to the spin population, this means that the band
gap is more heavily influenced by changes of the geometry as performed in this simulation.
In any case, the band gap value is within the range of typical experimental results, so one
can safely assume that small changes in the cell geometry due to slight changes in the
dispersion correction are less likely to have a significant impact on the band gap, which is
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N Figure 2.3 – Band gap of bulk hematite for HSE(12%)-D3 cell geometry depending on the cell
geometry. Orange circles are calculated values, the remaining data has been interpolated cubically.
Calculation(s) 893
one of the most important properties for the hematite water interface.
The band gap is expected to depend on the ω parameter of HSE06,[124] which in turn
determines the switching between the HF exchange region and the PBE electron exchange
domain. When Grimme dispersion correction comes into play, this introduces at least one
additional cutoff. In the case of BJ damping, dispersion correction even introduces two
additional spatial decay functions.
To estimate the influence of the dispersion correction method on the overall PES, the
ideal way would be to perform two scans of the dependency of the total energy on the
lattice parameters: one with D3 correction and one without. However, this is computation-
ally expensive. Given the fact that the relative contribution of the dispersion correction ED3
to the total energy E is in the order of ED3E−1 ' 8 · 10−5, it is a reasonable approximation
to assume that the PES of hematite looks highly similar with or without dispersion correc-
tion. This allows to have a look at the isolated energy contribution of the D3 dispersion
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N Figure 2.4 – Dispersion correction contribution to the total energy for HSE(12%)-D3 cell geometry
depending on the cell geometry. Orange circles are calculated values, the remaining data has been
interpolated cubically.
Calculation(s) 893
correction as an approximation to the real difference between the two potential energy sur-
faces. Figure 2.4 shows the absolute energy contribution of the dispersion correction. It is
directly apparent, that the contribution is mostly constant for a specific volume, disregard-
ing the values of the lattice parameters. This is surprising, as the material itself is highly
anisotropic. It can be explained, however, together with the regular spacing of the contour
lines. Regular spacing means nearly linear dependence of the dispersion energy on the vol-
ume, and linear dependence is only likely to occur for a van der Waals potential far away
from the minimum of the dispersion potential. Therefore, the most relevant part of the po-
tential is the tail region which can be well approximated with a linear function. Physically
speaking, in most cases the relevant contribution is for large distances. This renders the
definition of the actual correction coefficients Cn in Eqn. 1.29 less important. In fact, the
influence of the dispersion correction on the total geometry of hematite is negligible, but it
37
2. DFT CALCULATIONS ON BULK MATERIALS
may be of importance for modelling the properties of a two-dimensional slab.[158]
For all electronic properties there is a method suggested mainly to overcome the band
gap problems resulting from the SIE of the LSDA approach,[159] namely the DFT+U method
(see page 23). The major problem in this context lies in the choice of the Ueff value that
defines the height of the potential on the atomic spin population and, in theory, shifts the
valence and conduction band centres by Ueff/2 in a way that the band gap is increased.
For bulk hematite, various values for Ueff have been reported[80, 81, 115, 123]—mostly rang-
ing from 4 to 6 V. But to my best knowledge, these values are optimised in order to repro-
duce the band gap only. Other electronic properties like the band ordering have been con-
sidered very rarely[123] and not in a systematic way. On the way towards understanding
the limitations of a DFT+U approach in the interface, it is vitally important to check the
influence of the Ueff value on the relevant electronic properties in the bulk system first. In
order to achieve this, a series of calculations has been performed with PBE including the
correction in question for a 1× 1× 1 super cell. After a geometry optimisation for these
cell vectors, the PDOS of the final geometry was calculated.
Figure 2.5 shows the expected behaviour for the band gap value, i. e. the band gap
is increasing for larger values of Ueff, although slower than expected for fully occupied
or fully depleted orbitals. With saturating spin population, the slope is getting constant,
which matches expectations again. It is surprising however that the band gap matches the
experimental value for very small values of Ueff (optimum is around 1.5 V), which does not
match the published information.
The spin population on the iron atoms increases for larger Ueff as well but it approaches
the experimental value asymptotically from below, which is reasonable in the physical
picture, as there is only a limited number of electrons that can be forced to be located on
any given site. The influence of the Ueff on the oxygen 2p centre is very strong (much
stronger than on the iron 2d centre) and most surprising. By design, the DFT+U approach
only works on a specific orbital, the iron 3d orbital in this case. So in principle, there is
no direct influence on the oxygen 2p to be expected unless there is a mixing of the states.
Therefore, the behaviour shown in Figure 2.5 has to be a side effect of forcing electrons onto
the iron sites. As the oxygen sites remain close to zero in spin moment (as they should),
this means that spin up electrons are forced onto the spin up iron sites and, to the same
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N Figure 2.5 – Electronic properties for bulk hematite treated with PBE+U for different potential
height Ueff. Band centres are defined as the weighted average over the occupied DOS for the full
O2p (no O2s) and Fe3d band. Spin population in units of µB, all other quantities in eV. The reference
for the band centre is the Fermi energy of the bulk crystal, i.e. the energy of the HOMO. Experi-
mental reference values[149, 160, 161] are shown as horizontal lines in the corresponding panels. Panel
D shows the relative position of the levels.
Calculation(s) 7a7, 5eb
J Figure 2.6 – Spins per atom site
type after a geometry optimiza-
tion. Calculated from spin den-
sity integration over the Wigner-
Seitz cell of the given atom kind.
Fe1 is initialised with five electrons
in the beta channel, while Fe2 has
five electrons in the alpha chan-
nel. As shown in Table 2.3, oxygen
has paired spins for the hematite
setup. Simulation cell with 270
atoms was constrained to GGA+U
dimensions,[81] as done in reference
literature[149] to facilitate compari-
son.
Calculation(s) 42e
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N Figure 2.7 – Projected α density of states for the three atom kinds for the PBE functional. Beta spin
iron is denoted as Fe1, alpha spin iron as Fe2. Only 3d (iron) and 2p orbitals (oxygen) contribute to
this histogram. Orbital energies are shifted such that the Fermi energy is at zero molecular orbital
energy. The inset shows the region around the band gap at the Γ point. While both histograms are
normalised, the bins are different for the main graph and the inset. Calculations done with DZVP-
MOLOPT-SR-GTH basis set. Top: 270 atoms (3×3×1 unit cells). Bottom: 120 atoms (2×2×1 unit
cells).
Calculation(s) 42e, af9
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N Figure 2.8 – Projected α density of states for the three atom kinds for the HSE06(12%) functional.
Beta spin iron is denoted as Fe1, alpha spin iron as Fe2. Only 3d (iron) and 2p orbitals (oxygen)
contribute to this histogram. Orbital energies are shifted such that the Fermi energy is at zero
molecular orbital energy. The inset shows the region around the band gap at the Γ point. While
both histograms are normalised, the bins are different for the main graph and the inset. Calculations
done with DZVP-MOLOPT-SR-GTH basis set. 270 atoms (3×3×1 unit cells).
Calculation(s) d9b
extent, the spin down electrons are moved from the oxygen sites towards the iron sites. All
this keeps the antiferromagnetic spin pattern unchanged. Depleting the oxygen 2p then
leads to an increase of the band centre energy in absolute values*. The rapid change is
explained with a comparably high DOS for oxygen 2p right next to the HOMO. As the
DOS for iron at the LUMO is much more spread out, the decrease in that band centre
energy is much more moderate. In any case, the relative order of the two band centres
is maintained, although the band centres approach each other and, eventually, may cross
each other, which would then alter the classification of hematite. So there is a limit for Ueff
in terms of band ordering. The optimal value for Ueff judging by the RMSE of the band
* In this discussion, the band centre energies are treated as positive values for easier comparison to experi-
ments. Physically speaking, these energies are binding energies, and, therefore, negative and relative to the
Fermi energy.
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positions is around 4 V. Considering the difference in the two energies, 7 V is much better.
Because of this ambiguity, the Hubbard U approach has not been considered further in this
work for the calculations of the interface structure.
In literature, different values for U for the same material have been given,[80, 81, 115, 123]
some of them significantly below the others,[123] which has been attributed to implemen-
tation details.[115] While the finite size of the reference system may play a role as well,
the qualitative picture is expected to stay the same given the extent to which the hybrid
functional calculations have been subject to finite size effects.
A 3 × 3 × 1 setup of the 30 atom hematite supercell (calculation 689) was analysed
using GTH pseudopotentials and the PBE functional. Figure 2.6 shows the distribution
of the spin population per atom kind. As illustrated in Table 2.3, the expected spin con-
figuration has two kinds of iron that carry ±5 µB while the oxygen atoms carry zero net
spin. Therefore, the simulation has been initialised with this configuration. During the
SCF calculations and the geometry optimization, the spin occupation changed. If one ap-
plies Mulliken population analysis to the spin density, the absolute value for the spin for
iron is 3.83 µB. As the reference literature[149] uses Wigner-Seitz fitting, the data in Table 2.1
does so, as well. With this method, the simulation gives a value of (3.67± 0.05) µB, which
is 2 % higher than the reference value. The numerical error from the Wigner-Seitz fitting
method is in the order of 10−6µB per atom site and, therefore, negligible.
Figure 2.6 shows the spin population after a geometry optimization. While the spin
population is expected to be ±5 µB on each iron, the energy minimization shows that for
PBE a partial matching of the electron spins is favourable. While the balance between
positive and negative spin population is kept, that is the number of iron atoms with a net
negative spin population and the number of iron atoms with a net positive spin moment
is identical, the actual value of the spin moment is subject to different influential factors.
One of which is the population analysis method that is employed. This effect typically is
small and in the order of 0.05 µB. However, there is one outlier at −3.1µB in Figure 2.6,
that cannot explained by this factor alone, as using Mulliken population analysis does not
change the picture this dramatically. Most likely, this is due to the unfavourable geometry
which results from constraining the unit cell dimensions to match the GGA+U optimised
lattice constants. As the purpose of these calculations is to show that using the setup of
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N Figure 2.9 – HOMO (left), LUMO (centre), and spin density (right) for the 3× 3× 1 super cell for
the HSE06(12%) functional. The HOMO is of p nature on the oxygen atoms and of d nature on the
iron atoms, while the LUMO is mostly of iron d nature. The spin density shows the antiferromag-
netic spin pattern for the same configuration.
Calculation(s) e9a
J Figure 2.10 – Antiferromagnetic
ground state spin pattern for a
hematite unit cell. Only iron atoms
are coloured. Atoms of the same
sign spin moment have the same
colour. Oxygen atoms carry no spin
moment.
atom-centred orbitals reproduces the results obtained using plane wave codes, this point
has not been investigated any further.
For a 3× 3× 1 super cell, the bulk HOMO and LUMO are visualised in Figure 2.9. In
accordance with the projected density of states in Figure 2.8, the HOMO is of oxygen p na-
ture, but has some contributions from the iron 3d orbitals. The LUMO is nearly completely
of iron 3d character. Both orbitals are delocalised over all layers due to the symmetry of
the crystal.
After some initial doubts,[162] it now has been widely accepted that hematite is antifer-
romagnetic above the Morin temperature.[43, 44, 71, 89, 162] Figure 2.10 visualises the ground
state spin pattern. Therefore, the spins on the iron atoms have to be alternating on the sub-
lattice formed by the iron atoms. For hematite, there are different spin ordering patterns.
This is due to the geometry of hematite which is not of octahedral symmetry, as it does not
follow an ideal corundum structure. Essentially, in the ten atom unit cell, four iron atoms
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Atom Configuration
Fe [Ar] 3d6 4s2 [Ar] ↑↓−2
↑
−1
↑
0
↑
1
↑
2
↑↓
0
Fe3+ [Ar] 3d5 [Ar] ↑−2
↑
−1
↑
0
↑
1
↑
2 0
O [He] 2s2 2p4 [He] ↑↓−1
↑
0
↑
1
O2− [He] 2s2 2p6 [He] ↑↓−1
↑↓
0
↑↓
1
N Table 2.3 – Electron configurations relevant to hematite. While isolated atoms are neutral, the
high electronegativity of oxygen polarises the bonds.
are forming a line with segments of two alternating lengths. It has been shown[89] that the
magnetic ground state features alternating spins on iron atoms separated by the shorter of
the two distances. This is why in the simulations of this work, this magnetic state has been
used as initial guess for the density matrix.
The data in Figure 2.8 offers another opportunity to compare the band structure of the
PBE calculations of this work using atom centred orbitals to the plane-wave calculations
by inspecting the PDOS. The density of states for the Fe 3d states the O 2p states look
very similar to already published data.[89, 90, 115, 163] In all cases, there clearly is a band gap,
which is delimited by both oxygen and iron states. However, the electron orbitals the
energy levels in the vicinity of the band gap belong to define the insulator type. Hematite
is known to be a charge-transfer insulator.[45, 164, 165]
The expected picture is reproduced for HSE(12%). While the overall image is the same
as for PBE in Figure 2.6, the actual value of the spin population is slightly different, as
shown in simulation d9b. Table 2.1 compares various properties. As one can see for the
3 × 3 × 1 hexagonal cell with 270 atoms, geometrical properties like bond distances are
reproduced quite well. Only the bond lengths between iron and oxygen are higher than
in the reference data set. While this difference of only 0.8% is quite small, it may be the
effect of a more hidden effect like a different degree of electron repulsion or reaction to
the ligand field. As the deviation is going away from experimental values, this has to be
guarded carefully. In order to evaluate the effect of the unit cell, another simulation, b42,
has been performed—now with a 2× 2× 2 set of unit cells, giving 120 atoms in total.
Figure 2.8 shows that HSE(12%) gives a higher band gap than using PBE, as presented
in Figure 2.7. Apart from that the major features, in particular, the band ordering is essen-
tially the same. This means that the lowest unoccupied orbitals are mostly iron 3d orbitals,
while the highest occupied orbitals are the oxygen 2p orbitals. Even the relative intensi-
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ties and the overall feature positions are very similar. While this is expected, as HSE is a
mixture of PBE and only a small percentage of HF—typically 25%, here 12%— and, hence,
the features should be similar, it puts confidence in the setup, as the band gap is reacting
quickly to the addition of HF exact exchange. Moreover, the experimental band gap of 2.16
(see Table 2.2) matches quite well the majority of experimental band gap values, as shown
in Table 1.2.
Although the majority of experimental results seem to give similar or statistically iden-
tical results for the band gap, as shown in Table 1.2, it is apparent from the gathered data
that the measurements are neither accurate nor precise. For the large relative uncertain-
ties of the measurements, this is due to the method that is employed, the so-called Tauc
plot, while the outliers around 2.7 eV can be attributed to a mix-up of direct and indirect
band gap. This conclusion can be drawn as some publications[47, 48, 60] disclose their raw
measurement data and fitting curves. Those curves also show that the Tauc plot method is
not employed correctly in all cases,[47] which almost certainly will introduce further errors.
Another contribution that appears to be the most convincing explanation for the discrepan-
cies is the sample preparation. Electronic properties like the band gap are highly sensitive
to impurities or doping,[166–170] surface treatments,[171] or defects.[172, 173] Moreover, it de-
pends on nanostructure and surface properties,[16, 51, 58] on the size of the crystals[65, 174, 175]
and crystal layer thickness.[67] Additionally, there are competing effects for absorption de-
pending on the sample preparation,[54] which may also introduce uncertainties. This is
why reviews[16] typically specify a range for the band gap.
As for the spin moment of the irons in the simulation, Table 2.2 clearly shows that both
the spin population and the band gap is less than in the reference publications. As the
lattice constants still are the ones from GGA+U level, it is likely that the simulation is not
fully relaxed as the cell vectors could be optimized further. Therefore, another reason for
this mismatch could arise from the finite resolution of the cube file data. In CP2K, this
would require a higher cutoff for the mgrid. Evaluating a higher mgrid cutoff in simula-
tion fa9 also gives slight deviations of some fitted spin moments from the average value
that is observed in this simulation. As both the average value and the standard deviation
of the absolute spin moment of the iron atoms remains the same, the slight variations in
spin moment are most likely due to artefacts from the finite resolution of the cube files.
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2.1.3 Hole
The question of the electronic structure of the bulk hole in hematite has attracted research
for a long time now.[176–178] To allow comparison of the results originating from the calcu-
lation with HSE(12%) with other functionals, the electronic structure of the hole has been
investigated (simulations 692, e9a, and b7b) for two unit cell sizes: 2× 2× 1 and 3× 3× 1.
Since CP2K offers the functionality of taking out the electron from any orbital, two inde-
pendent calculations have been prepared: one where the electron was taken from an iron
site and one where it was taken from an oxygen site. Both runs performed a geometry
optimisation for the doublet state. For the 2× 2× 1 setup, 73.8 % (52.7 %) of the hole was
located on all iron atoms for the relaxed (vertical) geometry, while the 3 × 3 × 1 setup
placed 76.6 % (55.0 %) on all iron atoms. In the first case, the relaxation energy was 0.90 eV
while the latter one showed a larger relaxation energy of 2.49 eV.
Figure 2.11 shows the hole localisation upon nuclear relaxation. In the neutral geome-
try, i. e. after electronic, but no nuclear relaxation, the hole is delocalised over all oxygen
sites and is mostly of p character, which matches the expectation from the HOMO in Fig-
ure 2.9, but is different from the vertical state before electronic relaxation, that is expected
to follow the HOMO, as discussed for Figure 2.9. During the relaxation, the particular iron
site shifts more towards the middle between the two coordinating oxygen layers. In the
initial vertical configuration, the bond lengths to the coordinating oxygen atoms are 1.94,
1.94, and 1.98 Å to the closer oxygen layer and 2.07, 2.07, and 2.14 Å to the more distant
layer. This asymmetry comes from the bulk geometry of hematite where each iron layer
is split into two sublayers. For the relaxed configuration, one iron site becomes particu-
lar and holds the majority of the hole in d character (see below and Figure 2.11) and the
bond lengths change to 1.85, 1.88, and 1.93 Å for the closer oxygen layer and 1.96, 2.03, and
2.11 Å for the more distant layer. The geometry obtained during the geometry optimisation
supports the small polaron model.[177, 179] For the two system sizes 2× 2× 1 and 3× 3× 1,
one specific iron site emerge with a hole contribution of 0.71 or 0.73, respectively. Since
the relaxation energy of the hole is subject to strong finite size effects,[180] the final value
for this functional could only be obtained from extrapolation to infinite unit cell size. This,
however, would require multiple data points for even larger systems, which is currently
not feasible at this level of theory owing to the high memory requirements. For all these
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N Figure 2.11 – Difference in charge density (top row) and spin density (bottom row) for the vertical
configuration (left column) and the relaxed configuration (right column). Isosurfaces are coloured
yellow for positive and blue for negative values. Data for a 2× 2× 1 super cell of bulk hematite.
Upon nuclear relaxation, the hole localises on an iron site. The bond lengths in Angstrom between
this site and the coordinating oxygen atoms (as indicated) are given in the bottom row. Differences
are given by neutral volumetric data subtracted from charged volumetric data.
Calculation(s) e9a
47
2. DFT CALCULATIONS ON BULK MATERIALS
numbers, the Hirshfeld partition scheme has been applied. Previous studies[181] which
did not localise the hematite hole may suffer from finite size effects because their system
may not be large enough to cover the full lattice reorganisation, thereby giving rise to an
intermediate geometry.
The difference in spin density in Figure 2.11 between the neutral and charged case on
the neutral configuration shows that the spin moment on the oxygen sites increases, since
the removal of a beta electron leaves one unpaired electron in oxygen 2p. At the same
time, there are some contributions on the iron sites that have a beta majority, while the
iron sites with alpha minority contribute very little, since they only have a very limited
population of beta spin electrons. After relaxation, the contribution of the oxygen atoms is
greatly reduced and now spatially restricted to the oxygen sites coordinating the beta iron
site where the majority of the hole is located. The density shapes are d-like for the iron
atom and p-like for the coordinating oxygen atoms.
When comparing these results to experimental data,[161] it is crucial to note that the ver-
tical hole here is for the ideal zero temperature configuration where all sites in the lattice
are exactly identical. Therefore, all sites in the identical configuration (which is favoured
by the original electronic structure without any hole) are equivalent. Only (random) ther-
mal motions can break this symmetry and give rise to centres which are more favourable
than others to localise the hole. Therefore, experimental findings where the vertical hole is
found to be localised may be influenced by their finite temperature and the resulting lattice
vibrations. For future work, it may be interesting to observe whether configurations simi-
lar to the relaxed hole structure discussed above can be found in the thermal fluctuations
of neutral bulk hematite.
2.2 Water
While DFT liquid water has been subject to extensive studies in literature, we evaluated
the performance of the HSE06(12%) functional, which we found has best performance for
hematite because it had not been tested for liquid water in literature before. All simulations
for investigating the properties of bulk water with a given DFT method have been carried
out with a cubic box of 32 water molecules at 300 K. After an equilibration period of 3.5 ps,
the analysed trajectory had a duration of 5 ps to 10 ps. This is a typical setup for evaluating
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J Figure 2.12 – Radial distribu-
tion function for oxygen-oxygen for
bulk water with different function-
als compared to experiment[184] (la-
beled exp).
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the capabilities of the chosen method for bulk water.[182]
Getting dispersion properties right is particularly important for water, as the dispersion
energies determine both geometric properties and dissociation energies.[183] It has been
shown,[183] that dissociation energies for water clusters typically are ordered in a reverse
way for common GGA and hybrid functionals when compared to MP2 simulation results,
which gives rise to the need for dispersion correction.
2.2.1 Geometry
Initially, the RDF of water was calculated (see Figure 2.12) using DFT-D3[146] as dispersion
correction. As this method employs two free parameters which depend on the functional
used, namely the scaling factor for higher order contributions s8 and the damping sr,6,
and there are no values available for HSE(12%), the PBE0 settings have been employed,
as this functional is most similar to HSE(12%). The resulting radial distribution function
features overestimated peaks. This effect is much larger than only the well-documented
over-structuring of the water,[185–187] and affects all possible pairs of atoms in bulk water
(O· · ·O, O· · ·H, and H· · ·H). The peak positions are the same, though, which gives rise to
the belief that the stronger shaped peaks are a result of too strong dispersion correction,
which may come from the usage of PBE0 values for a different functional.
The authors of the DFT-D3 method have improved[137] upon their work by chang-
ing the potential damping to Becke-Johnson,[143] calling the resulting method DFT-D3(BJ).
While they have shown that the form of damping itself does not have a high influence on
the overall quality of the results, this form of potential has been introduced in order to
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reduce ambiguity in definition. This is an important factor that should enable transferring
the parameters across functional families. As the parameters come from benchmarking
against highly expensive calculation results at a high level of theory, having this feature of
transferability established is desirable.
DFT-D3(BJ) has three parameters, that is one more than DFT-D3 alone. In this case, s8
is left unchanged, but the physical meaning of sr,6 now is transferred to a1, while a2 deter-
mines the BJ damping. In literature, there are values[146, 188] for the functional dependent
triple (s8, a1, a2) for PBE0 (1.2177, 0.4145, 4.8593) and for HF (0.9171, 0.3385, 2.8830) which
can be used to interpolate these values for HSE(12%) weighting the HF values with 12 %
and the PBE0 components by 88 %. This gives (1.1816, 0.4054, 4.6221) for the functional
used for the hematite calculations. Although there have been simulations performed with
HSE06-D3, the parameters have not been published*.
Even with dispersion correction, HSE06 has an tendency for over-binding, which can
be partially mitigated by adding three-body terms to D3.[189]
All variants of dispersion correction studied as comparison give reasonable agreement
with the experimental pair distribution function for the oxygen atoms in bulk water.[184]
However, the main differences arise for the first peak of the radial distribution function,
which typically is the most prominent one in this distribution over a wide range of pres-
sure and temperature.[190] Experimentally, the peak height decreases with increasing tem-
perature. This effect is larger in the temperature range near room temperature than it is
near the boiling point at atmospheric pressure. Therefore, slight differences in peak height
are typically acceptable, in particular, as the experimental measurement of the radial distri-
bution function requires extensive analysis of indirect observations. Experimental heights
for the first peak height for room temperature and atmospheric pressure are highly differ-
ent.[190, 191] While the RDF does not converge completely within 10 ps it is expected that the
first peak converges after 2 ps.[182]
* Most likely, this happened by accident. On the website of the group of S. Grimme, there is a tool available
for download that is supposed to generate the parameters from reference data. This program is shipped with
HSE06 parameters. But as there is no official statement of the group regarding these parameters, they have not
been used in the simulation setup.
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2.3 Conclusion
It has been shown that HSE06(12%) is able to reproduce both geometry and electronic prop-
erties as found in experimental studies. With the caveat relating to the electronic properties,
the traditional approach of GGA+U has shown to be applicable for geometry sampling.
With having shown that the functional of choice is able to describe the relevant quanti-
ties of both bulk hematite and bulk water, it is now possible to combine these two subsys-
tems to form an interface. The next chapter describes how this has been done and verified.
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Interfaces
Understanding the charge transfer processes at the hematite-water interface is of particular
importance for optimizing photoelectrochemical water splitting,[4, 16] for understanding of
crystallisation behaviour,[6] and for surface reactivity[24–28] including hole properties[192–195]
and acidity.[22, 23]
With the confirmation from the previous chapter that the chosen functional can describe
the electronic properties of interest for both subsystems bulk hematite and bulk water,
there is the expectation that the functional can describe the interface reasonably well. In
the following, the gained physical insight is compared to experimental results wherever
possible to validate the overall approach. At first, the computational approach in particular
in relation to the classical pre-equilibration is documented.
3.1 Setup
Investigating the interface of solid hematite and liquid water requires a careful setup pro-
cedure that generates system snapshots that are well-equilibrated but not too expensive to
obtain. In particular, pressure equilibration is not feasible at AIMD level. Moreover, all
physical properties of the underlying system have to be included as far as possible. For
hematite, this means selecting the proper surface cut,[36] to reproduce the correct antifer-
romagnetic ground state,[89] to recover the surface protonation state at the point of zero
charge (PZC),[29] and to estimate the minimum slab thickness from experimental infor-
mation.[196] Moreover, the total system should carry no net spin moment or net electron
charge and observe the symmetry of the underlying crystal. This section explains the setup
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procedure that has been employed in all interface calculations.
3.1.1 Procedure
The procedure to follow in order to create a reasonably equilibrated snapshot from an idea
how the interface should look like is quite involved. The main problem resides in the time-
scales that are accessible with hybrid functional DFT. The rotational autocorrelation time
of water is around 10 ps which means that the calculation of a RDF as one of the major
representatives of the quality of a calculation requires some 10 ps trajectory. This, however,
only applies to the first peak of the O· · ·O RDF, as it is the most prominent one and the
same statistical error applies to all points on the RDF. Therefore, the later peaks are more
likely to be obscured by sampling noise.
Using an implicit solvent model[197] has been considered, but set aside since the confor-
mational information about the water molecules near the surface is required explicitly.
Moreover, any kind of pressure equilibration will take much more than the 10 ps range
that is readily accessible.[198] As pressure coupling is known to give heavy fluctuations in
instantaneous pressure, it is even more challenging to measure the progress of equilibra-
tion, as the target value is only reasonably well defined in the ensemble average. All this
also applies to thermal equilibration, but it is considered to be less intrusive to perform
strong temperature coupling than to do strong pressure coupling.
This is why a multi-stage system preparation scheme has been developed that combines
both DFT calculations and classical MD to come up with a reasonable initial conformation.
The overall idea is to prepare the hematite slab first, then constrain it, add rigid water and
perform a classical MD. As an example, the following sections will describe the setup for
the (001) surface, a 2× 2× 1 super cell with roughly 30 Å water and the OH termination,
although the same procedure has been used for the iron termination in calculations 590,
129, f8d, acc, eb1, as well.
Figure 3.1 shows the overall idea of the equilibration procedure including the drawing
of initial structures from the classical MD calculation.
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N Figure 3.1 – Equilibration procedure and branched MD for building the interface. Orange bars
represent ab initio calculations, while green bars denote the computationally less demanding classi-
cal MD simulations. The branch without any coloured block is the same as the other branch leading
to a production run but starts from a different initial conformation of the classical MD.
3.1.1.1 Hematite Slab
The hematite bulk structure known from experiment is optimised with the HSE(12%)-
ADMM-D3(BJ) functional (see calculation 893) which gives both the minimum energy cell
size and lattice vectors, but also the minimum energy conformation given these lattice vec-
tors. This is necessary, as there are slight differences in the geometry of hematite as it is
found in nature and when it is described using our specific functional. Now taking di-
rectly the geometry from experiment would lead to two main problems. The first of which
is that—due to the strong interaction of the atoms in bulk hematite—the position of the
atoms would correspond to a rather high energy in the calculations, so one would observe
the relaxation process in the MD. Unfortunately, the time scale of which is not known and
this relaxation would require rather strong temperature coupling in order to remove the
energy from the system to reach the target temperature. The second problem is that this
hematite bulk structure has to be combined with the water interface later on. This requires
pre-equilibrated water, as well, and this pre-equilibration requires exact knowledge* of the
periodic simulation box. Even small perturbations would distort the hydrogen-bond net-
work of water and, therefore, require a new equilibration of the water part. Both problems
can be overcome by performing an extensive search for the minimum energy conformation
of hematite given the specific functional.
* More precisely, it is required to know the lattice vectors in the water layer plane, as the actual interface is
subject to (unpredictable) relaxation in any case.
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3.1.1.2 Water Layer
As the protocol requires classical MD later in the process, the equilibration of the water
layer has to be done using a classical water model (for the following, see calculations 4c8,
ea6, b0f, 65b, c92). This work uses TIP3P[199] for the calculations. Now, as stated before, the
pressure equilibration of the final interface system is not accessible with current computa-
tional means. Therefore, two equilibrations of the same water box have been performed,
once with the DFTMD and once with classical MD. The DFT calculation was in NPTF
ensemble which gave the density of water using the target functional. This density value
(1.0029 g/cm3) then defined the volume for the classical NVT calculation. The structure
from this classical calculation then is used for building the interface. Two of the three lat-
tice vectors are given by the hematite bulk optimization. If eˆz also is the normal vector of
the surface, then the lattice vectors in the x and y direction of the non-rectangular unit cell
are defined by the hematite calculation. Moreover, the direction of the third lattice vector
is implicitly defined by the goal to build a stacked water-hematite layer structure. So the
only remaining degree of freedom is the length of the third lattice vector. This length is
equal to the thickness of the water layer that is desired for the final setup.
3.1.1.3 Interface
While experiments[31, 160] hint towards significant surface relaxation of the structure, it is
more useful not to include these relaxations in the simulation setup. If one would do so,
there would be no possibility to compare the simulation results to the relaxation structure
they found, as then there would be no driven relaxation inherent to the system. Therefore,
as little information as possible is used for designing the actual surface.
The regular crystal structure is truncated at the surface, followed by protonation of
the oxygen atoms at the bare surface. This is required to recover the neutral experimental
surface.[31] To this end, the net charge of one non-stoichiometric oxygen layer has to be
compensated for by protonation. Since the pristine surface termination does not change
upon solvatisation,[31] this already is the protonation scheme that is expected to be the re-
sult from the wetting process. The O· · ·H distance is initialised to the value of the water
O· · ·H bond length. To reproduce the point of zero (surface) charge (PZC) surface protona-
tion as determined experimentally,[2] all surface oxygen atoms get singly protonated and
55
3. INTERFACES
all protons are placed directly on top of the oxygen atoms. While this is almost certainly
not the ensemble average and generates an artificial dipole, it maximises the volume that
may be consumed by the interface. This is reasonable, as in general, there are less deep
local minima in conformation space[200] for systems with low local density as there are for
systems with high local density, so the optimisation process happening during the MD has
a much smaller chance to get stuck in a local minimum of the conformation. It will be
shown later on that the equilibration process for the orientation of the OH bonds is fast
enough to produce a converged geometry, which in turn produces an equilibrated dipole.
Now the whole periodic water box that has been equilibrated separately from the rest of
the system is considered to be one snapshot of the water layer in the interface case (see cal-
culation 7b0). This reflects neither solvation effects[201] nor confinement effects,[202] which
is why further equilibration is necessary. This further equilibration is done as follows.
When joining the different systems, there is a small gap between the protonated hematite
surface and the bulk water set. This gap initially is set to a the O· · ·H distance again, but
is allowed to change during the equilibration. While a region of low density is expected at
the surface,[202] the density distribution is not known beforehand.
For this setup, a force field[203] can be used to describe the interaction between the iron
atoms and the water oxygen atoms.[32] For the interaction of the water molecules, the regu-
lar TIP3P model is applied, where the LJ term only acts on the oxygen atoms, but the charge
is distributed over all three atoms. While force fields typically use a lower partial charge
for the atom centres instead of the actual charge, in order to improve interaction energies,
which otherwise would be overestimated due to the point charge nature of force fields,
this force field uses the regular charge that is found on the atom sites from charge fitting.
In this case, this means Fe3+ and O2−. As in this setup, the hematite atoms are kept fixed
with the exception of the surface protons, only the interaction term between the surface
oxygen atoms and the surface hydrogen atom remain to be defined. Any other interaction
term would be completely determined by the constrained structure, which would yield a
constant energy contribution. As the absolute total energy is meaningless in classical MD
simulations, this simplification has no impact on the accuracy of the system.
Now this system is still far from both the minimum energy conformation and the en-
semble average. Therefore, a classical MD is performed. Typically, one would apply the
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J Figure 3.2 – Snapshots of the c-
cut setup. Alternating layers of
the iron sites have opposite major-
ity spin moment. The hematite layer
is about 14 Å thick, while the wa-
ter layer spans about 35 Å. Panel a
shows the iron termination, while
panel b shows the oxygen termina-
tion. The blue box represents the
fully periodic simulation cell. Im-
age reused from my CC BY publica-
tion.[206]
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Nosé-Hoover[204, 205] thermostat in this case, as it gives weak coupling of the system and the
heat bath. For this setup, it is necessary to use strong coupling in the beginning, in order to
allow for large energy flows in and out of the system that are required at this early stage of
equilibration. Using a CSVR thermostat with a very short running average window width
of a few 10 fs works best here. Also, one has to reduce the time step of the simulation from
0.5 fs (which would be typical for this setup) to 0.1 fs. This greatly reduces the stress on the
thermostat which otherwise would be responsible for ensuring system stability. As this is a
temporary measure for a few hundreds of femtoseconds only, the impact of a smaller time
step on the performance of the simulation is of little importance.
After this calculation, the thermostat has been switched to Nosé-Hoover chains, and the
time step is set to 0.5 fs. This is the equilibration run which also can be used for drawing
snapshots from the trajectory to get initial snapshots for the AIMD calculation. In this case,
snapshots are drawn after 50 ns of simulation time in steps of 50 ns.
As until this step the hematite is still constrained, a consecutive equilibration using
AIMD is still necessary. In this last stage, there are no constraints, so the hematite has to
be heated up to target temperature of 300 K. This may be done using comparably strong
temperature coupling with CSVR—just as before. After 1 ps, this can be relaxed to Nosé-
Hoover coupling again. After another picosecond, the system is sufficiently equilibrated.
Apparently, the most sensitive yet easily to determine property is the volume, so once the
volume equilibration has been reached, the production runs can be started.
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Figure 3.33 and Figure 3.2 show snapshots of the hematite / liquid water systems under
investigation in this work. The bulk crystal structure is identical in all the setups, they only
differ in the crystal cut exposed to liquid water. All the setups have been prepared using
the same procedure outlined above. For each crystal surface, different configurations of the
hematite termination or protonation state have been considered. For the c-cut in Figure 3.2,
there are two experimentally observed terminations,[32] the so-called iron termination and
the oxygen termination. Coming from the regular hematite bulk structure, the oxygen ter-
mination can be regarded as bulk hematite cut right after an oxygen layer. The oxygen
termination has the same structure with the exception of one of the two iron sublayers
just beneath the surface missing from bulk hematite structure. In both cases, experimental
evidence points towards all oxygen atoms at the surface to be singly protonated.[207] This
matches the number of protons required to ensure total charge neutrality for the simulation
system.
3.1.2 pH
While the system is simulated at the point of zero charge (PZC), modelling the pH in a
simulation setup is tricky, but necessary.[208, 209] In particular, the limited size of the system
has strong implications. Moreover, the way to arrive at an equilibrated structural descrip-
tion of the hematite-water interface is non-trivial. This section describes the procedure
developed to obtain a well-defined and reproducible description of the interface system.
The pH value is defined as
pH ≡ − lg(a(H+)) ' − lg(c(H+)) (3.1)
where c is the concentration and a is the thermodynamic activity of a chemical species
which in turn is defined as
a(S) ≡ exp
(
µS − µ	S
RT
)
(3.2)
where µS is the chemical potential of species S and µ	S denotes the chemical potential at
standard conditions. The activity can be seen a coefficient showing the extent of interac-
tions of particles of one kind. The approximation in eqn. 3.1 holds only for very dilute
solutions. Solvated H+ typically is described as Eigen complex (H3O+) or Zundel com-
plex (H5O+2 ). In both cases, the structure fluctuates strongly. The typical autoprotonation
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process is
2 H2O
 H3O+ +OH− (3.3)
which happens at a rate K which is defined by the law of mass action
K :=∏
i
aνii =
a(H3O+)a(OH−)
a2(H2O)
(3.4)
where νi are the stoichiometric coefficients. As a very dilute solution of water and its auto-
protonation products has a chemical potential close to the one of water alone, the difference
µS − µ	S is close to zero and, therefore, the activity is approximately one. Therefore, one
can approximate eqn. 3.4 with
K ' a(H3O+)a(OH−) (3.5)
Unfortunately, the same trick cannot be applied again to deal with the activities of the other
products, as their chemical potential in the given chemical environment is not known for
the pure solution.
Moreover, it has been shown experimentally[210] that the activity of water undergoes
a significant change upon confinement. Above the micrometer scale, the approximation
that the water activity is one holds true. As below the micrometer scale the activity drops
exponentially, this approximation does not hold in the regime of AIMD calculations, where
the water layer has a typical thickness of 30 Å. Using their empirical formula for describing
the water activity aw
log aw =
−0.0921 · 10−8 m
d
(3.6)
where d is the diameter of the confined structure*. For d = 30 Å, one gets aw ' 0.5.
3.2 Computational Details
When preparing simulations or planning a roadmap for a research project, knowing the
scaling behaviour of the setup is important as it limits the system sizes and trajectory
lengths that are accessible at reasonable computational costs. More importantly, these lim-
its highlight those points that are the key for tuning the performance of the overall method.
* Strictly speaking, this assumes a capillary structure, but allegedly depends on the confining material anyway.
Therefore, this can act as a orientation of the activity behaviour only rather than a quantitatively suitable
description.
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For example, tuning costly reference calculations that are only to be done in the beginning
may less effective than tuning an already cheap calculation that has to be done over and
over again.
The scaling behaviour gives information about how the throughput in terms of SPC
depends on the number of cores or nodes available for the simulation run. For some com-
ponents of a MD step in CP2K, a nearly ideal, i. e. a linear scaling is expected.[211] How-
ever, this highly depends on the actual simulation method used and on the sparsity of the
employed matrices which in turn depends on the phase of the material that is simulated.
Moreover, there are some parts of the simulation which are not easily parallelisable at all.
These parts gain importance for calculations with larger problems and larger computa-
tional resources, because the number of nodes that cannot be employed for any of these
calculations increases as well.
A typical unit of the scaling behaviour is the so-called speed-up s which is based on a
normalised throughput T(n) where n is the number of cores or nodes
s(n) =
T(n)
T(1)
(3.7)
Typically, s(n) is a linear function of n for small n and has a maximum at some point. The
scaling behavior also depends on the architecture of the computer the software is running
on and the compile-time options. Therefore, comparing this scaling across clusters or pro-
gram versions is not generally possible.
The ARCHER supercomputer which has been used for most of the calculations in this
work, is of Cray XC30 architecture with two 12-core E5-2697 v2 (Ivy Bridge) processors per
node. Figure 3.3 shows the scaling behaviour for representative 4× 4× 1 and 4× 4× 2
interface models. The setup consists of a 4× 4× 1 hexagonal super cell of hematite (120
atoms) with a liquid phase consisting of 384 molecules which has been brought in contact
with hematite in the direction of the c lattice vector. The water has been pre-equilibrated
in a cubic box using the same functional that has been used for the hematite super cell
(HSE(12%)*-ADMM-D3(BJ)). After wrapping the water into the hexagonal simulation box
of 20.164× 20.164× 46.482 Å3, a geometry optimisation has been performed until the en-
ergy change between consecutive optimisation steps fell below 0.01 Hartree. The volume
* This notation denotes the HSE06 functional with the share of HFX reduced from 25% to 12%, motivated by
previous studies.[149]
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N Figure 3.3 – Scaling behaviour of CP2K over number of nodes (24 cores each). popt and psmp
refer to the CP2K parallelisation schemes (see text). Three systems were evaluated: a 2 × 2 × 1
super cell of hematite with 96 water molecules (green), a 4× 4× 1 super cell of hematite with 384
water molecules (red) and a 4 × 4 × 2 super cell with 384 water molecules (purple). psmp was
benchmarked for the smaller system. Annotations for psmp show the number of SMP threads per
MPI process. Annotations for the other curves show the marginal efficiency of additional nodes
when compared to the previous data point.
Calculation(s) 520, 253, fd5
that has been added to the simulation box in order to accommodate for the water has been
calculated from the density of the pre-equilibrated water box.
Throughout this work, three main methods have been employed or evaluated: PBE,
PBE+U and HSE with ADMM. The calculations for HSE are so expensive that only the
ADMM[134] renders them feasible. A test run of the interface system* showed that on 32
nodes† the initial calculation of the wavefunction does not converge even though the cor-
rect spin population was hinted in the input file by using CP2K_INPUT/FORCE_EVAL/SUBSYS-
/KIND/BS.
The data from simulations 6f2 and 520 shows that for 32 nodes, PBE+U is about 82 %
* 2040 electrons in the overall hematite-water mixed interface. † The calculations have been done on
ARCHER which is a Cray XC30 machine where each node consists of two 2.7 GHz, 12-core E5-2697 v1 (Ivy
bridge) series processors with 64 GB memory.
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faster than HSE and that PBE is about 7 % faster than PBE+U.
3.2.1 Scaling Behaviour
Figure 3.3 shows the scaling behaviour for a simple interface. As long as the overall geom-
etry and the relative volume of the liquid and solid interface remain the same, the actual
structure of the sample interface does not matter. Therefore, the simple interface used
in this setup has to real physical meaning, as the surface termination has been ignored.
The setup consists of a 2 × 2 × 1 hexagonal super cell of hematite (120 atoms) which is
brought into contact with a liquid phase consisting of 96 molecules which has been at-
tached to the hematite in the direction of the c lattice vector. The water has been pre-
equilibrated in a cubic box using the same functional that has been used for the hematite
super cells (HSE(12%)-ADMM-D3(BJ)). After wrapping the water into the hexagonal sim-
ulation box of 10.082× 10.082× 46.482 Å3, a geometry optimisation has been performed
(simulation 448) until the energy change between consecutive optimisation steps fell below
0.01 Hartree. The volume that has been added to the simulation box in order to accommo-
date for the water has been calculated from the density of the pre-equilibrated water box.
From the scaling information, it is evident that psmp is less efficient than popt. Even
though it is not shown in Figure 3.3, this is also the case for the 4× 4× 1 system. For decid-
ing which setup is a reasonable compromise between required resources and duration of
the overall simulation run, the marginal efficiency is useful. Given the duration t of a sin-
gle SCF step, the marginal efficiency ∆η of two setups can be calculated from the number
of nodes involved N as follows
∆η(N) :=
t(N/2)
t(N)
− 1 (3.8)
A value of 0 means that doubling the computational resources yields no benefit at all, a
value of one is ideal scaling. Negative values denote decreased performance and values
above 1 are valid for superlinear scaling. Assuming a desired limit of 50 % marginal ef-
ficiency, for the smaller system the scaling behaviour is acceptable for up to roughly 20
nodes (480 cores) while the larger system scales up to 25 nodes (600 cores).
For planning simulations, it is helpful to estimate the overall costs in terms of both
the time it takes to actually perform the simulations and the computational budget that
has been made available at the high performance computing facilities. If the duration of a
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Setup Nodes kAU Duration [d]
2× 2× 1 1 124 14.4
2× 2× 1 32 339 1.2
4× 4× 1 4 1074 31
4× 4× 1 16 1586 6.3
N Table 3.1 – Simulation costs on ARCHER in their budget units kAU and the simulation duration
for 1 ps of trajectory for a system of 2× 2× 1 supercells of hematite with 96 waters in total (1968
electrons) or the quadruple of this system (7872 electrons) and HSE(12 %)-ADMM-GTH-D3(BJ).
Calculation(s) 520, 253, fd5
single SCF step is given as q (in seconds) and the number of steps necessary for completion
of a single SCF cycle is given as n while N denotes the number of nodes required then for
the simulation time d the required budget units U can be calculated from the time step ∆t
and the conversion factor c which gives the number of budget units per node hour
U =
q
3600
nN
d
∆t
c (3.9)
With the typical values n = 15,∆t = 0.5 fs and the conversion factor specific to ARCHER
c = 0.36, this can be simplified to
U(d = 1 ps) = 3qN (3.10)
The results for ARCHER are given in Table 3.1.
3.3 Neutral Interfaces
3.3.1 Hematite c-cut (001)
3.3.1.1 Oxygen Termination
One of the most prominent geometric or structural properties is the interlayer spacing of
hematite near the surface. There are numerous experimental measurements[30, 31, 212] of this
property as it is directly accessible by CTR experiments in particular and X-ray methods
in general. This methodology, however, does not allow to resolve hydrogen atoms as their
scattering cross section is too small. Still, the experimental approaches are similar starting
with a clean and ideally step free (001) surface. Then, the hematite slab is brought into
contact with water, followed by immediate in situ measurements of the system. Some ex-
perimentalists see a significant ageing effect[17] which means that the time between sample
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preparation and actual measurement may have substantial impact on the measurement re-
sults. However, not all papers state the time delay between these two steps, so it is hard to
quantify the ageing impact on the comparison of the different sources.
Figure 3.4 compares the results of this work to one of the most detailed experimental
studies available so far.[31] In this reference, data about the interlayer spacing for iron and
oxygen atoms down to the fourth oxygen layer is available. This is ideal for comparison,
as the middle layer of oxygen the hematite slab in the simulations of this work is exactly
the fourth one from either side of the slab. The results of this work have been compared
to their reference data by building the position of the layers along the third axis of the
hematite crystal by summation of the interlayer distances. The position of the innermost
oxygen layer (the fourth one from the surface) has been set to zero in both cases. This align-
ment causes the innermost oxygen layer to have zero variance in our setup and a position
ideally matching the experimental data. Essentially, no comparison is possible for this in-
nermost oxygen layer and the outermost hydrogen termination. At least for the outermost
hydrogen termination, a histogram of the layer positions is available in Figure 3.4.
As the ensemble is NPTF, the simulation cell changes of the course of the calculation.
This requires a slightly more complicated evaluation of the layer positions than just taking
the centre of mass along the surface normal vector. The layer positions are calculated by
representing the cartesian coordinates of the atoms in question in fractional coordinates of
the simulation box. Then, the third component of these positional vectors is averaged over
all atoms of a given layer. Finally, this value is transformed back into cartesian coordinates
for the z component only.
The resulting values then follow a distribution that reflects the vibrations of the atom
cores, although smeared out due to the averaging. Figure 3.4 shows these distributions for
two runs which have been started from two different initial configurations but are other-
wise identical. It is interesting to see that the two runs agree with each other. Moreover,
the results are symmetric across the hematite slab which is expected as there is no phys-
ical difference between the two surfaces—even the spin orientation of the first iron layer
in the antiferromagnetic pattern compared to the surface normal vector is identical. From
the coordinate distributions one can readily calculate the average position and the stan-
dard deviation. Again, the two runs give identical results in a statistical sense: the average
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N Figure 3.4 – Layer positions compared to the layer structure reported in literature from fits to
experimental data[31] for the cross section through the hematite layer. Thin lines denote the dis-
tribution of positions for the two independent runs. Shaded areas denote the standard deviation,
coloured bars the average position. The middle oxygen layer has been used as overlay reference
point, which is why it has no distribution of positions in the two runs. The outermost hydrogen
termination layers are not observed experimentally, so their ordinate position is arbitrary. Their
position distribution is still valid. MD calculation and bulk optimisation (light grey) carried out at
the same level of theory. Dark grey bars denote the positions from Trainor et al.[31] The iron indices
distinguish between different iron sites in antiferromagnetic spin pattern.
Calculation(s) e49, 22c
values for one run are always within the standard deviation of the other run, often much
closer. It is still surprising to see that the histograms of the layer position have quite long
tails. They cannot result from the cumulative calculation of the reference position, so they
must reflect an intrinsic increased atom mobility near the surface, which would relate to
lower bond strengths. It is clearly visible that the second iron layer from the surface al-
ready exhibits much smaller tails. The position of the outermost oxygen layer also gives
information about the average density of hematite near the surface. When comparing the
position of this oxygen layer to the one calculated from bulk layer spacing, one can see that
the oxygen layer for the interface is farther from the hematite slab than the corresponding
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I Figure 3.5 – Position histogram
of the iron atom positions in the
MD over two independent runs
(coloured) compared to the aver-
age bulk MD positions of them in
hematite. The positions have been
projected onto the two lattice vec-
tors of the unit cell a and b in or-
der to allow square binning. Each
histogram colour is for two layers of
iron atoms in the hematite slab out
of the six layers in each MD.
Calculation(s) e49, 22c
oxygen layer would be for bulk systems. This means that the density of the slab is a bit
lower than the bulk system. This effect is small though: 0.2 Å total thickness difference for
the whole slab of roughly 13 Å thickness is about 1.5 %. This small yet remarkable effect
is unlikely to be an effect from the functional used for system treatment, as the hematite
density of the bulk simulation matches the experimental density within the line width of
Figure 3.4.
Of course, the analysis here assumes that the equilibration phase was long enough in
order to thermalise the frozen hematite structure during the equilibration procedure in
Figure 3.1. This has been checked and will be discussed in the context of Figure 3.23.
Layer Structure One of the most promising links between theory and experiment is the
layer structure. More precisely, the changes in the interlayer spacing as a reaction to the
presence of the surface can be easily derived from the atomistic representation of the sys-
tem in theoretical calculations but is also accessible to measurements like the CTR setup.
In this kind of experiments, the reaction of the diffraction peaks from x-ray radiation on
the presence of the surface is analysed. The basic idea is that the presence of a solid-liquid
interface reduces periodicity from three dimensions to two[213] which in turn broadens the
refraction peaks. After the measurement, a model is constructed and theoretical spectra are
calculated and compared to the actual experiment. This step is the most vaguely defined
one, as the number of degrees of freedom is prohibitively large to conduct unbiased fitting
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J Figure 3.6 – Interlayer spacing
for the oxygen termination of bulk
hematite compared to bulk calcula-
tions at the same level of theory as
well as experimental data.[31]
Calculation(s) e49, 22c
in this step.* Therefore, a set of assumptions and symmetry considerations is employed to
reduce dimensionality. In one of the most commonly cited articles on the hematite-water
interface for the (001) surface, there is[31] one assumption which does not seem to hold true
in our simulation: the in-plane positions of the atoms in the first iron layer beneath the
surface.
Over the course of the simulation, the relative positions of the iron atoms in the iron
layers have been collected and merged into a two-dimensional histogram in Figure 3.5. For
better comparison, the bulk positions of the iron atoms in these layers have been added to
the diagram. From the data, it is clearly visible that the outermost iron atom positions
are not kept at the same place in the lattice when projected onto a plane parallel to the
interface. This means that the model of Trainor et al.[31] may be oversimplifying. This is
supported by the fact that the average distance between the water oxygen atoms and the
topmost oxygen layer of hematite is surprisingly low: 1.9Å. This is below the typical con-
tact distance of oxygen atoms of 3.04 Å[142] and has been recognised as potential problem
in the literature.[17]
* Usually, each atom has five fitting parameters: three (fractional) coordinates, one occupation percentage and
one Gaussian width for the thermal fluctuations. In materials like hematite which has a strong anisotropy
in the internal thermal fluctuations,[214] one Gaussian width per dimension is used, pushing the numbers of
parameters to fit to seven per atom.
67
3. INTERFACES
Figure 3.6 shows the layer spacing as obtained from AIMD in direct comparison to ex-
perimental values. The layer spacings have been averaged in a particular way. At first, a
plane has been fitted to the middle layers of oxygen in the hematite slab. Because of the
symmetry of the slab, these two oxygen layers are equally far away from the surface and
represent the same bulk layer. Now the plane defined by them in each and every time step
allows to calculate the distance from that plane for every atom in all time steps. Averag-
ing of these distances over both atoms in a layer and time gives average positions of the
individual layers. The difference of which forms the interlayer spacing. With the excep-
tion of subsurface iron layers, the calculated layer spacings are close to the experimental
values.[31] The difference may result from two issues with the experimental analysis: the
authors assumed that the in-plane positions of the iron atoms in the subsurface layer is
identical to the positions of these atoms in bulk hematite (which is not the case according
to the AIMD calculations) and the analysis allowed for unphysically short O-O distances
between surface oxygen atoms and solvation layer positions.[17]
Solvation Structure Figure 3.7 shows the density profile of the water solvation. More
precisely, the atom number density per unit cell surface is shown. This makes direct com-
parison to the accessible surface of hematite possible. For the hydrogen atoms, two peaks
emerge of the trajectory data. The first of which relates to in-plane hydrogen bonds along
the surface or atoms mostly aligned into that direction. This peak seems to have a shoul-
der for slightly negative values, but the peaks are not clearly separated with the given
trajectory length. The integral of this first peak is about 1.5 hydrogen atoms per unit cell
surface. As each unit cell features precisely three oxygen atoms, this means that half the
termination hydrogen atoms of the fully terminated surface are staying in plane which is
a surprisingly high share. The second hydrogen peak is centred around a distance to the
outermost oxygen layers of about 1 Å. This is about the bond length between the surface
oxygen and the corresponding hydrogen atom. As the second peak is centred around this
value, it seems likely that at the other half of the time, the hydrogen atom of the surface
is pointing towards the water layer. This is confirmed by the integral of the atom number
density as it approaches three after the second peaks which matches the total number of
hydrogen atoms per fully protonated unit cell surface.
In order to investigate the internal water structure, the atom number density has been
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N Figure 3.7 – Atom number density per unit cell along the hematite layer normal vector which is
identical to the third lattice vector of hematite. Dashed lines denote the integral of the stroked lines
of same colour. The dotted line is twice the dashed blue line (the water hydrogen count) to allow
direct comparison to the orange dashed line (the oxygen water count).
Calculation(s) e49, 22c
split into the elements of water in Figure 3.7. For the first hydrogen peak in the water
component, the integral is about one meaning that this peak holds less hydrogen atoms
than the first oxygen peak holds oxygen atoms. This means that part of the water bonds
have to point towards the surface which implicitly leaves water bonds pointing roughly
parallel to the surface and part of the water bonds have to point away from the surface
such that the dipole vector is aligned perpendicular to the interface. In numbers, this can
be readily seen from the integral atomic number density. The first oxygen peak consists
of a little less than two atoms. This means that four hydrogen atoms are expected to be
attached to these oxygen atoms. One of them forms the first hydrogen peak and the other
four form the second peak. The shoulder on the second peak for large distances from the
surface comes from those atoms where the dipole vector is aligned perpendicular to the
surface. From the equilibrium angle φ in the following picture and the bond length rOH
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I Figure 3.8 – Schematic drawing to vi-
sualise the variables in the tilt angle dis-
cussion of surface water molecules.
in the following picture, one can calculate the expected orientation for the water molecule
that belongs to the first kind, where one bond is pointing towards the surface. This requires
taking di from the data in Figure 3.7
With the peak positions from Figure 3.7 and variables as shown in Figure 3.8, the dis-
tances are given as
d1 ' 0.9 Å d2 ' 0.3 Å (3.11)
while basic geometry gives
d1 = rOH sin(φ− α) (3.12)
d2 = rOH sin α (3.13)
In order to eliminate one parameter of the equations we can consider only the fraction
d2
d1
=
sin α
sin(φ− α) =: d
′ (3.14)
There is no general analytical solution for α but as a Taylor expansion for small α, there is
a solution
d′ = α csc φ+ α2 cot φ csc φ+O(α3) (3.15)
which can be solved for α
α ' −1
2
tan φ±
√
1
4
tan2 φ+ d′ sin φ tan φ (3.16)
Now the only parameter is the angle formed by the bonds in water. For model systems, a
value of 104.5° is often employed.[199] With d′ ' 1/3, this gives
α ' 20° (3.17)
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While this estimation is sensitive* to the imprecise value for d2, it shows that given the
density profile, about half of the water molecules in the first solvation shell have to point
towards the surface with exactly one bond. This is surprising as now both the surface
protons as well as the solvation protons are faced to each other which seems unlikely from
an electrostatics point of view. Most likely, there is a balance between hydrogen bonds with
hematite as donor and those where water is the donor. This is investigated in more detail
in Figure 3.22.
Now the other interesting answer Figure 3.7 can give is about the required thickness
of the water layer. When comparing the integral density of the water elements, it is clear
that for short distances from the surface, the perturbation in the average orientation of the
water molecules is substantial. This is expected, as the water surface disrupts the internal
structure of water. After a bit more than 4 Å, the atom count for hydrogen atoms in water
is precisely double the atom count for water oxygen atoms and mostly stays this way for
increasing distance from the surface. This means that from the density distribution, a water
layer of about 10 Å would be enough. In this simulation, we kept a much larger water layer.
Therefore, we can assume that the water layer we have is thick enough in order to mimic
bulk properties in its middle.
Comparison to Classical Force Fields When compared to classical calculations[32] as done
in Figure 3.9, it is clearly visible that the ab-initio picture is different from the classical pic-
ture, most likely due to force-field limitations.[215] In particular, the spatially averaged atom
number density of the terminating hydrogen atoms follows a different distribution where
the distribution of the surface oxygen atoms and their protons is not properly captured.†
Electronic Properties Figure 3.10 shows the position of the conduction and valance band
centres for subsystems of the whole interface, which is required in order to assess the stabil-
ity of the electronic component of the calculation. As expected, the spin-up and spin-down
channels give the same band centres for all elements except for iron because the antifer-
romagnetic nature of the material requires a net spin moment on the iron centres. The
statistical error of the band centre position is very small for both the valence and the con-
duction band part, which means that the electronic structure is rather stable on the time
* If d2 were set to 2.25 Å, the estimate for α would be 15°. † I particularly thank Dr. Kerisit for providing the
raw data of his MD trajectory which allowed me to analyse the atom number density beyond the graphs given
in this published work.
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N Figure 3.9 – Atom number density of the oxygen-terminated (001) hematite/liquid water inter-
face compared to classical force fields.[32]
Calculation(s) e49
scale of a few picoseconds that has been assessed here. While the spin splitting of the iron
band centres is comparably large, the splitting of the overall hematite part is only a bit
smaller, which means that the DOS is dominated by the iron components for the hematite
layer. This is in agreement with results for a single bulk hematite structure. This is partic-
ularly interesting, as the number of oxygen atoms compared to the number of iron atoms
in the interface system is even higher than in the bulk structure, as setting up a symmetric
interface at both sides of the slab requires another oxygen layer on top of the last iron layer.
A stoichiometric setup would only be feasible by introducing a vacuum layer[216] (which
brings its own challenges[217]), thereby reducing the computational efficiency, since only
one surface would be sampled in the same trajectory rather than two independent surface
at the same time.
The small variance of the DOS band centres for the iron atoms in hematite is an indi-
cator that the hematite layer in the middle of the simulation cell is thick enough for inves-
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N Figure 3.10 – Energy levels for both the conduction and the valence band of the interface. Spin
splitting is shown. Error bars denote statistical error of this energy level over the trajectory.
Calculation(s) e49
tigation of bulk properties, which is crucial for correctly mimicking the interface structure
in a fully periodic simulation system. Of course, this is no definite proof, as this requires
comparing the PDOS in the cross section of the material. This is done in Figure 3.11 which
shows the PDOS averaged over the trajectory but without smearing for each layer of atom
kinds in hematite. It is to be noted that there are distinct atom kinds for the different
spin alignments of iron atoms in order to allow for the antiferromagnetic spin pattern.
While this is without effect on the physics and the results of system as the two atom kinds
have identical basis sets, one can easily identify the opposite spin orientations. In Fig-
ure 3.11, the mirrored PDOS for the two spin channels can be seen right away. Moreover,
this visualisation confirms the hypothesis that the electronic properties are well converged
within the hematite layer. It is striking to see that the overall shape of PDOS is converged
after even only very few layers from the surface. This may be interpreted as a strong
shielding of the surface dipole and the water charge distributions. While the static dielec-
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N Figure 3.11 – PDOS for valence and conduction band for a cross section through the hematite
layer averaged over a single run. For each layer the spin up channel (left half) and spin down
channel (right half) is shown filled. Band centres are shown as bars with arrows indicating the spin
channel. The iron indices distinguish between different iron sites in antiferromagnetic spin pattern.
Calculation(s) e49
tric constant of hematite is significantly lower than the one of water (and, additionally,
anisotropic),[218, 219] it is surprising to see that the screening length is very short compared
to the roughly 10 Å that are required in (salty) liquid water.[220] Direct comparison of this
graph with the Hartree potential in Figure 3.14 confirms strong screening of the surface
in hematite, because the water Hartree potential decreases quite quickly to the hematite
average on crossing of the interface. The thickness of the surface layer that is required for
relaxation to bulk properties is comparable in both cases. As there is no rigorous definition
of the two layers in question, no numbers are presented here.
Although hard to spot, Figure 3.11 presents error bars for the band centres as they are
calculated from the variance over the whole trajectory. While this naturally ignores the
existing autocorrelation of the values as the nuclear velocities are comparably low in the
solid, it gives a good idea of the stability of the electronic structure of hematite in this setup.
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N Figure 3.12 – PDOS for the two components of the interface system (top half) compared to the
DOS for the isolated systems (bottom, mirrored). The interface results are averaged over two in-
dependent runs. No smearing for the interface part; 0.05 eV smearing for bulk hematite, 0.02 eV
smearing for bulk water. Labels are as follows: Water 1b2 (A), 3a1 (B), 1b1 (C), edge of the valence
band (D), edge of the conduction band (E), iron 3d (F), and water valence band edge (G).
Calculation(s) e49
This is mostly a confirmation of the equilibration procedure outlined in Figure 3.1.
One property which is of interest for interface is the change of the DOS. The effective
two-dimensional constraints give rise to surface states[221, 222] which then reduce the effec-
tive band gap of the interface as well as the one of the components which can be investi-
gated by comparing the PDOS of the two phases to the DOS of the separate homogeneous
and one-phased systems. Figure 3.12 does this comparison. It has to be noted that the
results for the bulk systems are not averaged over a MD trajectory of sufficient length and,
thus, slightly different smearing widths were necessary. While the overall DOS shape looks
similar for both components in their pure calculations and in the interface setup, it looks as
if the water component is shifted towards lower energies by roughly 1 eV. At the bottom of
the conduction band of hematite, one can see that the interface introduces additional states
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I Figure 3.13 – HOMO (panel A+B)
and LUMO (panel C+D) for the
hematite/liquid water interface as
obtained from a single thermally
equilibrated snapshot of the oxygen
terminated (001) surface. For both
HOMO and LUMO, the left panels
(A+C) show the alpha spin channel,
while the right panels (B+D) show
the beta spin channel.
Calculation(s) e49
or lowers existing ones into the former band gap.
Selected states in Figure 3.12 have been analysed by inspecting the corresponding MO
visually. Although manual classification of the three-dimensional grid data is not quite
a rigorous method of analysis, is has been used here in order to get a first impression of
the MO shape. The results therefore are strictly qualitative. For more reliable quantified
results, other tools like the electron localisation function[223–225] or similar approaches[226]
would be necessary. The point A is near the maximum of the lowest-energy PDOS peak
of water but has been chosen to have as little hematite contribution as possible. This peak
mostly belongs to the 1b1 molecular orbitals of water, which matches the relative MO or-
dering given in reference data.[227] In any case, the overall PDOS of the water component
of the interface is well reproduced and is very similar to the PDOS for the bulk water sys-
tem, in particular the nature of the orbitals stays the same. There are two main differences
between the interface and the bulk case for water here: a shift in energy and a different
peak width. The shift in energy is due to the approximate[228] Fermi level alignment[229]
of the two separate systems that has been used in this graph, while the narrower peaks in
the water bulk DOS arise from the smaller amount (32 molecules instead of 92) of water
molecules used in the bulk simulation. Very short simulations with a number of water
molecules matching the one from the interface calculations confirm that this difference is
the only reason for the different peak widths.
Figure 3.13 shows the HOMO and the LUMO of a single snapshot from the MD calcu-
lation. Both frontier orbitals are located on the hematite slab as the PDOS in Figure 3.12
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already suggested. From the visualisation in Figure 3.13, the HOMO has some Fe3d char-
acter, but is mostly O2p – similar to what has been found for bulk hematite. The LUMO
is mostly Fe3d and is delocalised over more hematite layers. In general, the HOMO is
localised on the middle layers of hematite, while the LUMO is close to the surfaces. The
occupation of different layers in Figure 3.13 comes from the antiferromagnetic spin pattern
of hematite which means that the slab has iron layers of alternating alpha and beta spin
majority. Other snapshots of the MD calculation give the same picture, although the exact
extent of the composition depends on the individual configuration.
Hartree Potential and Electron Density The Hartree potential is defined as the effective
electrostatic potential of the overall charge distribution that would be felt by an additional
non-interacting test charge at any given point in space under the constraint that no relax-
ation of the current charge density due to the additional fictitious charge is allowed. This
gives an insight into the averaged Coulomb potential due to the charge distribution in the
system. Without averaging over the trajectory, interpretation of this property is particu-
larly difficult, as subtle changes in conformation can have a significant influence on the
Hartree potential.
In this system, the local Hartree potential is of little interest, as it is highly dependent
on the local orientation of the atoms. It is more interesting to slice the system into thin bits
parallel to the surface of the hematite. This way, one can check how far the electrostatic
influence of the interface reaches into the water subsystem.[230, 231] While the high εr of
water (about 80) suggests a strong shielding of any local charge concentration, it is hard
to predict this value without any simulation. For the analysis in Figure 3.14, the two sides
of the interface have not been wrapped together into one single graph as this would ob-
struct the results due to possible overlaid potential decays. As the graph also features the
average layer positions for each oxygen atom layer of hematite and the twofold iron layers
in between the oxygen layers, it is possible to directly compare the atom positions to the
potential. The only limitation here is that the standard deviation of the Hartree potential
is quite substantial, which arises from the limited length of the trajectory. Unfortunately,
there is another contribution to the statistical error which cannot be resolved by increasing
the trajectory length. As the third lattice vector of the simulation box is designed to be
parallel or anti-parallel to the surface normal vector, it is helpful to calculate the projection
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in the slices coming from the internal plane wave grid from CP2K. This way, there is no
need to alter the attribution of the voxel in the three-dimensional grid to new slices, which
would be prone to numerical errors. Moreover, there is only one alternative that has the po-
tential to yield improved results in the sense of less statistical noise: fitting a plane through
the separate layers of hematite* followed by averaging the normal vectors†. The advantage
here would be a more accurate representation of the surface plane orientation and, there-
fore, a clearer picture for the Hartree potential depending on the distance to the surface.
The problem here is that the averaged normal vector of the surface fluctuates over time
with a magnitude that is comparable to the variation of direction when using the third box
vector of the simulation box. Therefore, there is very little potential gain but much higher
complexity and potential new error sources which may compensate the small gain or even
overcompensate it. Therefore, in this analysis, only the projection in slices along the third
lattice vector are reported.
There is another effect that has to be accounted for in the analysis, namely the slight
movement of the hematite relative to the water in the simulation. While the overall tra-
jectory is kept free of COM movement in CP2K, this is not guaranteed for any arbitrary
subsystem in general and certainly not the case for the hematite/water subsystems. This
means that for each frame the slices of the Hartree potential have to be shifted along the
third box vector until the deviation between the hematite COM in the given frame of the
trajectory and the hematite COM in the reference frame‡ is minimised. As the slices are
discrete, there is no perfect overlap of the two frames in most cases. This error, however, is
very small, as the overall simulation box has 525 slices in total, so the expectation value of
the error ∆c in position due to discretisation is
〈∆c〉 = 0.5 · c525 ⇒
∆c
|c| ' 0.001 (3.18)
With a relative error of about one thousandth of the length of the third lattice vector, that
typically has some 42 Å, the error is easily acceptable.
Figure 3.14 shows that the Hartree potential exhibits sharp peaks at the average oxygen
layer position and less pronounced peaks for each iron layer. This is expected as there are
two iron layers between any two neighbouring oxygen layers. While in the rest of this work
* This can be done using a SVD of the atom coordinates after shifting a layer such that the COM of which
is at the origin. † This may require flipping the normal vectors such that they are almost parallel, as any
unbiased plane fitting method gives results that are symmetric on inversion of the estimate normal vector.
‡ This reference frame is arbitrary. Here, the first frame of the trajectory is chosen.
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these two layers are usually referred to as one single layer, here the distinction is crucial
as these two sublayers are at slightly different coordinates in the hematite structure. As
the (theoretical) time-averaged charge of the oxygen layer is identical to the time-averaged
charge of the two iron sublayers combined, the charge in the iron layers is expected to be
distributed over the two sublayers, resulting in the smaller peaks in the Hartree potential.
As the inner oxygen layer is the symmetry plane* for the hematite subsystems (as long
as the spin orientation is ignored), one can map the Hartree potential at this point. This
gives insight into the stability of the property given the amount of sampling that was af-
fordable for these calculations. Figure 3.14 therefore shows both the complete cross section
as well as the left part of the averaged Hartree potential mapped onto the right part of
the graph. This way, one can immediately see that the peak positions, heights and widths
for the oxygen layers are identical on both sides. This means that the sampling for this
component of hematite is well-represented in the simulation. For the iron layers, there is
no difference for the peak position and peak shape but the peak heights are significantly
different for the two curves that have been superimposed. This may come from slight
differences in geometry already present in the crystal structure of hematite. What is re-
assuring here is that the decay towards the water subsystem is nearly identical for both
sides of hematite. This gives rise to the idea of superimposing the trajectory data for the
two surfaces in order to increase sampling of dynamic properties. The Hartree potential is
very stable for the first 4-5 Å from the outermost oxygen layer which means that this part
has to be regularly structured. Otherwise, the random fluctuations of the water molecules
would obstruct forming a clear Hartree potential profile as they do for bulk water which
is farther from the hematite surface. One can clearly see that the Hartree potential is irreg-
ular with constant standard deviation for large distances from the hematite surface—just
like it is expected for bulk water. The Hartree potential difference of 1.4 eV is related to
the surface dipole (with contributions both from solvent molecules due to their average
orientation in the first solvation shell and OH groups at the surface) and the interface ca-
pacity[82] but for a meaningful evaluation of both properties, counter-ions in the solvent
would be required.[82]
While Figure 3.14 does not include the core electrons that are treated by GTH pseu-
* This is a good approximation. In fact, the symmetry is slightly broken due to distortions present in the
crystal structure.
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N Figure 3.14 – Top: Electron density along the hematite layer normal vector which is identical
to the third lattice vector of hematite. Red and blue dots denote the minimum energy geometry
position of oxygen atoms and iron atoms respectively. Bottom: Hartree potential of a single positive
non-interacting test charge along the hematite layer normal vector which is identical to the third
lattice vector of hematite. Red and blue dots denote the minimum energy geometry position of
oxygen atoms and iron atoms respectively.
Calculation(s) e49
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dopotentials but only those that are explicitly treated in the DFT approach here, there is a
clear picture of charge localisation. Clearly, the two surfaces of the neutral hematite layer
are very similar if not identical given the statistical uncertainty resulting from the finite
sampling duration. Right between the hematite and the water, the electron density is the
lowest for the whole cross section. This is not surprising as the regular lattice structure
of hematite comes to an end there and is terminated by hydrogen atoms which may point
to the water at some time over the trajectory but even if they do, these hydrogen atoms
carry little electron density as the charge is expected to be mostly localised on the oxygen
atoms the hydrogen atoms are bonded to because these oxygen atoms have a much higher
electronegativity. The same goes for the intramolecular bonds in the water layer. Due to
the strong repulsion of the oxygen atoms of the hematite surface and the oxygen atoms of
the water formed by coulomb repulsion and van der Waals interactions, there are no atoms
to be found in this narrow gap that carry a significant electron density. This gap is mostly
populated by the surface hydrogen atoms, as shown in Figure 3.7.
About 2.5 Å away from the surface, there is a clear peak in electron density which coin-
cides with the first layer of oxygen atoms, as shown in Figure 3.7. The fact that there is no
visible influence of the corresponding hydrogen atoms is expected for the same reasons as
discussed above. Reversing this logical step, this means that the remaining part of the elec-
tron density across the water layer can be attributed to the water oxygen atoms only. As
their atom number density is about constant, this matches the expectations. For compari-
son, the average electron density on the left side of the hematite slab in the way the cross
section is visualised in Figure 3.14 is mirrored along the central plane of hematite, the mid-
dle oxygen layer. It is clearly visible that the decay of the electron density depending on
the distance from the top hematite oxygen layer is identical within the standard deviation
which is a hint towards reasonable convergence.*
Comparing the superimposed average atom positions in Figure 3.14 to the electron
density in the hematite layer, one can clearly spot areas of higher electron density around
the oxygen layers. While the core electrons are treated with pseudopotentials leaving six
and sixteen explicit electrons for oxygen atoms and iron atoms respectively, their number
and spatial organisation is different in hematite. Each oxygen layer in this cross section has
* Unfortunately, this is no measure of global convergence, as the electron density rearranges much faster
than the atomic nuclei. Therefore, it is only valid to say that for the atomic configurations sampled in this
calculation, the electron densities give a converged and consistent picture of the average instantaneous charge
distribution.
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twelve oxygen atoms and eight iron atoms where the oxygen atoms share their average
coordinate along the cross section and the iron atoms do not. The iron atoms come in a
two-layer substructure which means that their electron count (per sublayer) is 72 and 64
for the oxygen and iron atoms respectively. This population relation is well-reflected in the
electron density shown in Figure 3.14.
Surface Dynamics The major advantage of a MD calculation of the system in question
rather than taking the information from SPC stretched out over the trajectory of a classical
calculation is the ability to get dynamic information regarding the system as long as the
underlying process is fast enough to be captured by the available trajectory.
As shown in Figure 3.7, there are two distinct peaks in the atom number density of
surface termination hydrogen atoms near the interface. In the following, hydrogen atoms
that remain in the surface on roughly the same vertical position as the oxygen atoms they
are bonded to, are referred to as in-plane sites whereas those protons that are pointing
towards the water are called out-of-plane sites. Over the course of the trajectory, the nature
of a site may change, i. e. a proton may move away from the surface or move closer to the
surface plane. Therefore, the character of the sites has to be determined for every frame
and every site independently. Given the histogram shown in Figure 3.7, the criterion was
chosen as follows: for each frame and each surface (top or bottom surface of the slab), a
plane was fitted through the oxygen atoms of the top layer using SVD. Then, the shortest
signed distance between this surface and each proton was calculated such that positive
distances relate to a proton position above the surface pointing towards water and negative
distances belong to protons below the surface oriented towards the bulk hematite slab. If
this signed distance is larger than 0.5 Å (roughly half the average O· · ·H bond length in
water) then this proton is considered to belong to the out-of-plane group, otherwise, it is
treated as in-plane proton.
Once this criterion has been applied to all frames and all termination sites, it is possible
to identify surface patterns. Given the crystal structure of bulk hematite, there are only two
symmetry operators for the surface: the a lattice vector and the b lattice vector. Although
it looks like it at first glance, rotation is no symmetry operator and neither is inversion. To
illustrate the symmetry operations due to PBC, Figure 3.15 shows a top view of a single
surface. In total, there are four unit cells exposed to the surface, each of which has three
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J Figure 3.15 – Surface termination
sites of the hematite slab (top view
from the water layer). Light grey
sites are uniquely numbered sites in
the simulation setup, dark grey sites
are the periodic images thereof. Red
bars denote the unit cell size. Each
site is a protonated oxygen atom.
oxygen sites. If the four unit cells are labelled (a, b, c, d) in their original order, then there
are three more orders that are identical to this one: (b, a, d, c), (c, d, a, b), and (d, c, b, a), as
shown in Figure 3.15.
In the following, a binary vector (0 for in-plane sites, 1 for out-of-plane sites) is called
a surface pattern. As outlined above, some of these patterns are identical under the sym-
metry of the system. For all frames and the two surfaces of the hematite slab, the surface
patterns have been determined and folded back on each other to obey the symmetry rules
of the system. This results in seven highly prevalent patterns, as shown in Figure 3.16.
Over the course of the simulations, distinct patterns have been observed (see Figure 3.16)
that are stable on the time scale of 0.7 ps to 1.8 ps. Switches between these stable surface
termination patterns are fast and happen spontaneously within 50 fs.
Interestingly, no chaining of hydrogen bonds across the surface is observed where a se-
ries of in-plane oxygen terminations form hydrogen bonds. In fact, for these stable surface
patterns, there is not a single hydrogen bond formed between two in-plane oxygen termi-
nations at all, despite the fact that the oxygen-oxygen distance is advantageous for forming
a hydrogen bond.[232] The hydrogen bonds that are formed come in two distinct patterns:
a three-site one where two in-plane sites form a hydrogen bond to an out-of-plane site that
in turn forms a hydrogen bond to a water molecule, while there is a two-site pattern that
consists of an in-plane site accepting a hydrogen bond from a water molecule, forming
one itself to an out-of-plane site that donates to a water molecule again. Together with
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N Figure 3.16 – Top view onto the surface: The seven stable patterns of surface termination ori-
entation found in simulations with their hydrogen bond structure. Probabilities are conditional
probabilities, that is, they state how likely it is to observe a particular hydrogen bond given this
particular surface pattern. Any probabilities below 2 % are omitted for clarity.
Calculation(s) e49, 22c, 6cf, e47, ab3, 10d, 0da, 6a0, 87b, 523
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the absence of any hydrogen bond chains between in-plane sites, this hints towards a very
localised interaction driving the surface termination pattern.
Two features are observed that seem to support that the surface structure is driven
by the coordinating water on the surface: some hydrogen bonds are stable for nearly the
whole lifetime of the surface patterns and some sites (whether in-plane or out-of-plane
type) are completely avoided. The stable hydrogen bonds of comparably high lifetime[233]
offer a link between the surface pattern and water adsorption on the surface which suggests
a lower water mobility at the surface. Together the fast switches between distinct and stable
surface patterns, this points towards changes in the water solvation structure that provide
the energy to alter the stable surface termination patterns.
While the presence of self-similar surface termination patterns in Figure 3.16 is a sign
that the system setup is large enough to capture the features spontaneously emerging in
this system, there are other rare events that interesting for interface dynamics that would
highly benefit from prolonged trajectories. Those are switches where an in-plane site
breaks a hydrogen bond with one out-of-plane site just to form a new one with a differ-
ent out-of-plane site next to it or those where an in-plane site that is hydrogen bonded to
another surface oxygen becomes an out-of-plane site with a hydrogen bond to bulk wa-
ter. The latter process apparently requires a reorganisation of the water molecules close
to the surface. Features like these are the case in point why besides the current approxi-
mations that render our calculations possible, further method development is required to
fully capture the details of surface dynamics properties.
Generally, the detection of the presence of hydrogen bonds is based on geometric crite-
ria that are evaluated instantaneously. Geometric properties are comparably easy to eval-
uate and are suitable for both classical and ab-initio results. Using an instantaneous cri-
terion is helpful for long sparse classical trajectories where the cost of storing every MD
frame is avoided. However, a purely geometric criterion is somewhat artificial, as the
actual geometry of a hydrogen bond heavily depends on the nature of the molecules in
question.[232] This is commonly compensated by adjusting the criterion to match expecta-
tions or experimental estimates based on the involved compounds. While this approach
works well for the occupancy analysis of hydrogen bonds, it significantly overestimates
the breaking frequency and, therefore, underestimates the life time of a hydrogen bond.
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N Figure 3.17 – Illustration of underestimation of hydrogen bond lifetimes for geometry based cri-
teria. Timeline of the presence of hydrogen bonds for selected surface oxygen indices (y-axis). The
coloured bars show the persistence of hydrogen bonds based on a purely geometry-based crite-
rion. Red bars represent hydrogen bonds with a hematite oxygen as donor, blue bars have a water
oxygen as hydrogen bond donor. Saturated colours are used for hydrogen bonds within the same
subsystem, i. e. hematite-hematite or water-water while shaded bars are used for inter-subsystem
hydrogen bonds. The hydrogen bond criterion in this case requires an O-H-O angle of at least 160°
and allows a maximum O-O distance of 3.5 Å.
Calculation(s) e47, ab3, 10d, 0da, 6a0, 87b, 523
Figure 3.17 illustrates this problem for a selection of oxygen donors from a MD trajectory
of the hematite-water interface.
As shown in Figure 3.17, it is commonly observed that the purely geometric criterion is
violated for very short times. In order to improve the quality of the results in this case, a
new parameter to hydrogen bond detection has been added: τ gives the maximum dura-
tion a violation of the geometric criterion is allowed. Introducing this temporal parameter
slightly complicates the evaluation of the criterion, as a history of past hydrogen bonds
has to be kept for τ. In this work, τ has been calibrated by calculating the average hydro-
gen bond lifetime for the bulk water phase of the setup and match it to literature estima-
tions.[233] In the end, the criterion for detection of hydrogen bonds is threefold: the O-H-O
angle has to be at least 160°, the O-O distance has to be at most 3.5 Å and a temporary
violation of these criteria is allowed for at most 30 fs.
As mentioned before, only particular features are observed in the patterns sponta-
neously forming over the course of the trajectory. In particular, there are two site features,
where an in-plane surface termination site accepts a hydrogen bond and simultaneously
forms another one along the surface to an out-of-plane site which in turn is HB donor to
the water layer. When viewed from the side of the interface, this two-site pattern has a
U shape. The other feature is a three-site feature that can been seen as an extension of
the two-site model since in this case the out-of-plane OH group is accepting HB from two
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N Figure 3.18 – Left: Circles with numbers are protonated surface oxygen sites. Labels enumerate
all oxygen sites and illustrate periodic images (grey). Red bars: HB formation suppressed by iron
atom close to surface. Green bars: Remaining possibilities for HB formation. Black lines: HB ac-
tually observed. Right: Illustration of the geometry of two hypothetical HB chains 1-3-4 and 9-8-6,
see text for details.
in-plane sites instead of one. From the side, this looks like a W shape.
The lack of any in-plane chains where at least one in-plane site forms a HB to another
in-plane site can be conclusively explained by a combination of geometric and electronic
arguments. First, as shown in Figure 3.18, there is a largely regular grid of protonated
surface sites. To some extent, this resembles a (slightly distorted) hexagonal pattern. Below
the surface oxygen layer is the first iron layer which in turn consists of two sublayers one
of which is closer to the surface. Due to the chemical environment, the iron atoms are
positively charged. Having a look at the observed HB in any surface termination patterns
in Figure 3.18 shows an interesting pattern: not a single HB is formed between surface
oxygen atoms if a subsurface iron atom is close, but nearly all other geometrically possible
HB are found at least once over the course of the trajectories. This can be seen as a strong
repulsion between the positively charged subsurface iron atom and the proton.
This set of forbidden HB only leaves a certain number of three-site chains that could
potentially be part of an in-plane HB chain. This can be further narrowed down by in-
vestigating the coordination of the central oxygen atom in two chained HB. In the right
panel of Figure 3.18 this is illustrated for an example set of surface oxygen atoms. Since the
distances between the oxygen atoms in questions are merely the same, the angles between
them get more important.[232, 234] Since the ideal coordination of an oxygen atom is tetrahe-
dral with angles of 109.5° each, this can be used to evaluate the likelihood of HB chains for
certain oxygen atoms on the surface. Table 3.2 lists all the potential unique three-site chains
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Oxygen indices α [°] β [°] γ [°] RMSD [°]
1-3-2 135 144 64 63
1-3-4 135 94 124 33
4-6-8 135 83 60 62
2-4-6 94 83 176 73
4-8-9 83 94 176 73
4-8-10 83 144 124 46
4-8-6 83 135 60 62
9-8-6 94 135 124 33
N Table 3.2 – Angles according to Figure 3.18 for the unique chained hydrogen bonds possible
across the surface of hematite. RMSD is given relative to the optimal angle value 109.5°.
Calculation(s) 634
and their RMSD compared to the ideal geometry. It is evident that only two options have
a low RMSD. Moreover, these two have a RMSD from the ideal geometry comparable to
the one of the two-site features typically seen in the trajectories. To explain why the latter
is observed and the former are not, an electronic structure argument is necessary.
As shown in Figure 3.14, the Hartree potential features a steep increase at the surface
defined by the average position of the top layer oxygen atoms. Figure 3.18 shows the
location of the lone electron pair. For the two remaining in-plane chains, this lone pair
would be above the surface pointing towards the water layer, while for the two-site feature,
this electron pair is below the hematite surface. This means that for any in-plane chain
along the surface, a high energy penalty due to the Hartree potential for this electron charge
prevents any formation in the trajectory while still allowing the clearly prominent two-site
feature.
While the atom number densities in Figure 3.7 along the normal vector of the interface
converge quite quickly within a few hundreds of femtoseconds, the distribution of atoms
across the surface is much slower. Figure 3.19, Figure 3.20, and Figure 3.21 illustrate this
for the neutral interface state. The distributions in these plots have ben calculated using
Kernel Density Estimation (KDE). This method takes each sample point from a set of data
points and calculates the most likely underlying distribution from which the data points
have been drawn. In the 2D case, this method is essentially summing Gaussian functions
around each data point.
Figure 3.19 shows the distribution of water oxygen atoms over the c-cut surface. The
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J Figure 3.19 – Local density of the
water oxygen atoms of the first sol-
vation shell over a single unit cell of
hematite. Coordinates are projected
onto lattice vectors to allow square
binning. The raw density has been
fitted using a two-dimensional max-
imum likelihood estimation (Gaus-
sian KDE). The nine points (see leg-
end) denote the bulk position of the
exposed hematite atoms of the sur-
face.
Calculation(s) e49, 22c
J Figure 3.20 – Local density of
the water hydrogen atoms of the
first solvation shell over a single
unit cell of hematite. Coordi-
nates are projected onto lattice vec-
tors to allow square binning. The
raw density has been fitted using
a two-dimensional maximum like-
lihood estimation (Gaussian KDE).
The nine points (see legend) denote
the bulk position of the exposed
hematite atoms of the surface.
Calculation(s) e49, 22c
J Figure 3.21 – Local density of
the water hydrogen atoms of the
second solvation shell over a sin-
gle unit cell of hematite. Coordi-
nates are projected onto lattice vec-
tors to allow square binning. The
raw density has been fitted using
a two-dimensional maximum like-
lihood estimation (Gaussian KDE).
The nine points (see legend) denote
the bulk position of the exposed
hematite atoms of the surface.
Calculation(s) e49, 22c
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I Figure 3.22 – Hydrogen bonds
due to termination hydrogens at the
interface. The bulk positions of the
oxygen atoms are shown as dots. To
each oxygen atom there is a hydro-
gen atom which may point towards
different neighbours while forming
a hydrogen bond. The percentage of
the time where there is a hydrogen
bond from one oxygen to another
is shown as pie diagram around
each surface oxygen. Blue pie el-
ements denote hydrogen bonds to-
wards water oxygen atoms.
Calculation(s) e49, 22c, 782
strongest peak is located right above the subsurface iron sites as exposed by the surface.
Due to the positive charge of that iron site, negatively charged oxygen atoms are attracted.
Note that in all figures showing the 2D distribution over the surface, the coordinates are
given as fractional coordinates of the two lattice vectors that span an angle of 60 degrees
rather than the 90 degrees shown in the diagram. The surface unit cell shown is fully
periodic. It is of little surprise that the water hydrogen atoms as shown in Figure 3.20
are close to the corresponding oxygen atoms in Figure 3.19. However, the distribution of
the light hydrogen atoms is much less diffuse than the one of the heavier oxygen atoms.
To some extent, the hydrogen bond network is visible in the distribution of the hydrogen
atoms in the first solvation shell of water, since the protons are mostly distributed around
those oxygen atoms that are closest to the water.
For the second (very weak) solvation shell, the water hydrogen atoms in Figure 3.21
are much more equally distributed. This hints towards the water being much more mobile
in this shell than it is the case in the first solvation shell. Since it has been shown earlier
in this work that the hematite surface exhibits stable surface patterns, it is expected that
the first solvation shell is taking part in this surface structure and, hence, is somewhat
less mobile than bulk water. For protons at the surface however, a higher volatility of
the the configuration has been shown, which is particularly pronounced for the second
solvation shell. Usually, finite sampling of the system produces distributions which feature
more pronounced peaks than the real physical distribution. This means that the broad
distribution in Figure 3.21 is unlikely to be a result of finite sampling.
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J Figure 3.23 – Average deviation
of the atomic layers in the hematite
slab from their average position
over the last 100 fs of the equili-
bration run. The graph covers the
whole AIMD part of the equilibra-
tion procedure. Curves smoothed
using an EWMA with a halflife of
40 fs. Constant finite fluctuations
are expected due to thermoinduced
vibrations.
Calculation(s) 140
Figure 3.22 shows the hydrogen bond network internal to the hematite surface only. Ev-
ery line connecting two oxygen sites denotes that there has been a hydrogen bond present
at least once. The donor site shows a pie chart of the relative probability of finding a hy-
drogen bond in this direction. It is interesting to see that the data is very similar for the
two independent runs that have been performed for the c-cut surface. Even though the
initial solvent configuration of the trajectories was completely different and uncorrelated,
the relative probabilities are very similar. This hints towards sufficient sampling at least
for this type of interaction.
When preparing the simulation at this level of theory, the main question remains whether
the calculation can be assumed to be equilibrated. This is particularly important for the
comparably short trajectories at hand. However, determining whether a time series is con-
verged without continuing the time series is hard. Therefore, Figure 3.23 is only a hint
towards the equilibration region of the MD calculations. The figure shows the deviation of
the average layer position from the final layer position. For all elements H, O, and Fe, the
final average position is obtained after about 500 fs. The final variance resulting from the
thermal fluctuations of the system is obtained shortly after at about 600 fs. This means that
the equilibration time period of 2 ps should be sufficient to ensure structural equilibration.
Surface Pattern Estimator Since the ab-initio MD is computationally expensive, it is de-
sirable to find a way to estimate the surface pattern distribution from the observations
found in the current trajectory. This could be used for showing convergence of surface
patterns to estimate how long a trajectory has to be to cover all physically relevant surface
91
3. INTERFACES
patterns. Moreover, this distribution could help extrapolating to other surface structures
that have not been observed in the trajectory so far. Finally, a model of the surface pattern
distribution could be linked to the corresponding energies over the probabilities which
then could help quantifying contributions to the surface termination energy that would be
hard to converge otherwise.
As mentioned before, the surface termination pattern is a set of binary states for each
site consisting of a OH group. Under a number of assumptions, this can be treated with a
2D isotropic and hexagonal Ising model.[235, 236] The required assumptions are:
Hexagonal Pattern The oxygen sites are roughly hexagonal in the bulk hematite minimum
energy conformation already. The area covered by the oxygen atoms in the MD due
to thermal fluctuations covers the spots the atoms should occupy in the regular ideal
hexagonal lattice.
Isotropy Of course, HB are directional. For the Ising model, it has to be assumed that the
shape of a OH group can be well approximated by a single sphere. Due to the small
effective radius of the proton, this approximation may be acceptable despite it is a
stronger approximation than the first one in this list.
Interactions Second-nearest neighbour interactions have to be small, as the model itself
only incorporates nearest neighbour interactions. While it is hard to prove the valid-
ity before testing the model, it is much easier to do it afterwards: if second-nearest
neighbours (or any higher order) is of significant relevance, the model cannot be self-
consistent*.
State-depending Coupling While there are many different variants of the Ising model,
some including different parameters for the coupling of neighbours depending on
their binary value (meaning different couplings for states (0, 0), (0, 1), (1, 1)), this is to
be avoided in this case to avoid overfitting. Increasing the number of free parameters
almost always improved the quality of fit but may lead to less predictive power of
the overall model.
In the general Ising model, the total energy function is given as
* Self-consistent estimation means that the model should predict patterns to be likely that have been included
in the training set as being particularly likely.
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Hα,β(œk) = α∑
ij
σki σ
k
j + β∑
j
σkj (3.19)
:= αA(œk) + βB(œk) (3.20)
where œk ∈ {−1, 1}N is the binary vector of the surface termination states for the N sites
for pattern k. Subscript indices thereof iterate over the vector entries. The actual order
is of no relevance to this model. α ∈ R and β ∈ R are the model parameters. α can
been seen as the energy required to create a domain wall between the binary states, β
is the equivalent of an external field acting on the sites creating a imbalance between the
probability of sites being in either binary state. Using the partition sum, this energy relation
can be transformed into a probability pα,β normalized by zα,β:
pα,β(œk) :=
exp(−Hα,β(œk))
z
(3.21)
zα,β :=∑
k′
exp(−Hα,β(œk′)) (3.22)
At first glance, this formulation of the model is convenient, because the probabilities di-
rectly relate to the frequencies of observations of certain patterns in the trajectory. How-
ever, having this number alone is not sufficient for estimating the parameters α and β
from the frequencies. The solution employed in this case is the so-called maximum log-
likelihood estimator (MLLE). The basic idea is to rewrite the problem such that the param-
eters of Eqn. 3.21 become variables to an optimisation problem with all the observations
and, thereby, their frequencies as parameters. This switch of perspective works by calcu-
lating the set of α and β that are most likely to give the observations actually made in the
trajectory.
The general theory of the MLLE for this problem is outlined as follows: let there be a
target probability function f with parameter vector θ = (α, β):
f (·|θ) := pα,β (3.23)
This target function f depends on the actual observation œk. With the set of all n obser-
vations Σ ∈ {−1, 1}N×n the total (not necessarily normalised) probability is the product of
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these target functions
f (Σ|θ) = f (σ1) · f (σ2) · · · · · f (σn) (3.24)
=∏
i
f (σi) =: L (3.25)
Now L is called the likelihood function that gets maximised over the further course of the
calculation. This requires an analytic model of the probabilities which is given in Eqn. 3.21
and can be inserted into the definition of L. Consequently, the partial derivatives of L
are set to zero to find extremal values. It is mathematically equivalent to maximise the
log-likelihood function lnL, which is a commonly used trick to simplify the expressions
defining the conditions of the maximum for the parameter space.
For the first parameter, α, the extremal condition is
∂ lnL
∂α
=
∂
∂α
ln
[
∏
i
f (σi|θ)
]
(3.26)
=
∂
∂α∑i
ln
[
exp(−αA) · exp(−βB) · z−1
]
(3.27)
=∑
i
[
−A(σi)− ∂
∂α
ln z
]
(3.28)
= −N ∂
∂α
[ln z]−∑
i
A(σi) (3.29)
with N as the count of patterns. Equivalently, N can be seen as the sum of weights of
distinct patterns. In the actual implementation, N is treated as the sum of the pattern
weights for convenience. It is helpful to solve part of this equation separately
∂
∂α
[ln z] =
1
z
∂
∂α
z (3.30)
=
1
z ∑j
∂
∂α
exp(−αAj) · exp(−βBj) (3.31)
=
1
z ∑j
(−Aj) exp(−αAj) · exp(−βBj) (3.32)
Inserting this result in eqn. 3.29 gives the final condition
∂ lnL
∂α
=N
1
z ∑j
Aj exp(−αAj) · exp(−βBj)
−∑
i
A(σi) = 0 (3.33)
The calculation for the second parameter, β, works the same way. Since the values A(σi) :=
Ai and B(σi) := Bi are only dependent on the pattern, they can be precalculated making
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J Figure 3.24 – Results of the MLLE
estimation for the Ising model based
on an isotropic hexagonal pattern.
All possible distinct surface patterns
are on the x axis, sorted by their
probability (y axis). Highlighted
patterns are observed in the MD (or-
ange) and a subset thereof is stable
for over 0.7 ps (green).
Calculation(s) 4d9
the actual optimisation computationally cheap. With the help of the analytic gradients, a
fast steepest-descent algorithm has been implemented.
With these relations, the parameter vector θ can be calculated for a given set of obser-
vations and their corresponding frequencies. There is a significant caveat here: the ob-
servations are only for a specific realisation of a surface pattern. However, there are many
equivalent representations for this pattern—a consequence of the periodic boundary condi-
tions of the physical system and the high internal symmetry of the hexagonal structure[237]
assumed for the Ising model. It is crucial to the efficiency of this approach to distribute
the observed probability equally over all equivalent representations before evaluating the
expressions for α and β.
Figure 3.24 shows the result of this approach. First of all, the high level of symme-
try of the underlying system in conjunction with the periodic boundary conditions of the
hematite setup only allows for 93 distinct surface patterns that cannot be mapped on any
other of the patterns. The effect of the symmetry considerations is strong here, since there
are 4096 possible surface termination states in total per surface of the hematite slab. It is
clearly visible that the model is self-consistent in a way that all surface states that have
been observed in the MD and, therefore, been used in the fitting procedure to build the
underlying model, are predicted to be likely from the model. For example, neglecting the
symmetry operations mentioned above give a completely different and, more precise, not
self-consistent picture for the same property. There are a few surface patterns that are con-
sidered to be likely as from the model, as there are gaps between the surface patterns found
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I Figure 3.25 – Convergence of the
two parameters of the Ising model
over the course of the full MD trajec-
tory. Data shown in percent of the fi-
nal value which is estimated for the
whole trajectory.
Calculation(s) 4d9
in the MD in Figure 3.24.
Whether predictions with shorter MD trajectories would yield similar results is shown
in Figure 3.25. It is clearly visible that even for much smaller segments of the final MD cal-
culation, the estimated model parameters are close to the final ones. Most interestingly, the
amount of trajectory required to stabilise the model parameters is of same magnitude of the
the amount of trajectory required to describe the flip between stable surface protonation
patterns.[238] Since the α parameter of the model is related to the probability of having two
identical motives (OH in-plane or OH out-of-plane) on adjacent sites, it is plausible that the
dynamic picture of the switching events is only captured on the appropriate time scale. For
the β parameter, which is related to the share of in-plane sites, the value stabilises quickly,
which again corresponds to the observation from the MD trajectory that the interconvert-
ing patterns have roughly the same share of in-plane sites, but vastly different surface
configurations.[238] Under the caveat of partial coverage of the second nearest-neighbour
interactions, this is a promising result likely to be useful for finding other similar surface
termination patterns with much shorter trajectories of the all-atom representation.
Finite Size Effects and Functional Dependence The setup typically used in this work,
the 2× 2× 1 super cell of hematite is at the limit of what was feasible with the given bud-
get. To estimate the finite size effects, a system with larger surface area at the expense
of hematite layer thickness has been prepared and simulated following the same proto-
col as for the regular system. In this setup, two iron layers and two oxygen layers have
been removed from the hematite slab. Because of the antiferromagnetic spin pattern of
hematite, it is not possible to remove just one pair of layers. Moreover, the oxygen sites
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N Figure 3.26 – Finite size effects on the atom number density. Thin green curve shows data from
the 2× 2× 1 super cell and the thick blue curve shows the data for the 3× 3× 1∗ super cell with
more than double the surface area for the oxygen terminated (001) surface. Reference oxygen layer
is the first subsurface oxygen layer of bulk hematite. Image reused from my CC BY publication.[206]
Calculation(s) 696, dc9, d0e, 55e
of bulk hematite are only nearly symmetric under inversion due to the slight distortion of
the iron atom coordination. This makes it preferable to remove two layer pairs to oblit-
erate the need to invert the coordinates to map the two surfaces into one single analysis.
This flattened but enlarged system is referred to as 3× 3× 1∗ system. It is slightly more
expensive than the regular system. Figure 3.26 shows the difference in the atom number
density for the two setups. In total, two differences are visible: the distribution of protons
from the surface termination is different and the mobility of the iron atoms from hematite
is increased, giving rise to broadened atom number density peaks for the 3× 3× 1∗ sys-
tem. The peak positions are not significantly changed. The two differences are connected:
since the position of the subsurface iron atoms is crucial to the hydrogen bonding network
as shown in this work, their higher mobility makes them more likely to push protons into
the out-of-plane configuration, which is exactly the change that is observed. The higher
mobility of the subsurface iron atoms is attributed to the thinner hematite bulk layer rather
than to the larger surface area.
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N Figure 3.27 – Protonation of the experimental iron termination. The pristine iron termina-
tion (left) is experimentally found to be oxygen covered after solvatisation. The primitive cells
of hematite are neutral but the outermost block is missing one iron to be neutral. The formal charge
of 3 has to be recovered by singly protonating each surface oxygen.
3.3.1.2 Iron Termination
First, it is important to highlight that the iron termination mentioned here is the solvated
iron termination, i.e. the pristine surface[?] after it has been brought into contact with wa-
ter. Experimental studies[31] have found that the pristine iron termination is covered with
oxygen atoms during solvation. Since the aim of this work is to describe the equilibrated
structure of this interface, the experimentally confirmed structure has been chosen as start-
ing point for the setup (called two-domain structure in the aforementioned reference).
Figure 3.27 shows the impact of solvatisation on the pristine iron-terminated surface.
Upon wetting of the surface, experimental results[31] show that this originally iron-terminated
surface is covered with oxygen atoms instead. Since X-ray experiments cannot resolve pro-
tons due to their low scattering cross-section, the surface has to be protonated such that the
conditions from experiment are recovered. Since the primitive cells of hematite have a zero
net charge, the topmost unit that is exposed to water which missed one iron compared to
the bulk configuration has a formal charge of -3. To compensate for that, three protons
have to be distributed per surface unit area. The natural way of doing so is to protonate
every chemical identical oxygen once, which is what has been done in this work.
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N Figure 3.28 – Atom number density profile for the iron termination (left) and the oxygen termi-
nation (right). Dashed lines show the integral of the atom number density of same colour. Shaded
lines represent the atom number density for bulk water. Image reused from my CC BY publica-
tion.[206]
Calculation(s) e49, 22c, 6cf
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Figure 3.28 allows for direct comparison of the atom number density as obtained for
the two terminations that have been investigated. The most notable difference is the dis-
tribution of the protons of the surface OH groups. For the iron termination, the peak for
the in-plane configuration of the surface OH bonds is much wider than for the oxygen
termination. This is a consequence of more space being available due to the reduced num-
ber of iron atoms in the subsurface iron layer. Moreover, the ratio between the population
of the in-plane and out-of-plane configuration is essentially different: for the iron termi-
nation, the ratio is 2:1 while the oxygen termination exhibits a 1:1 split. This means that
for the iron termination, significantly less protons are available for interaction with the
solvent. The solvation shell is of similar thickness for both terminations. Figure 3.29 illus-
trates this in direct comparison for the two terminations. While the oxygen termination
has a stronger pronounced first solvation shell, the iron termination generally features less
structure in water, which is attributed to the difference in the hydrogen bond network at
the surface.[206] The shift between the two peaks of the first solvation shell results from the
different interlayer spacing between the iron layer and the surface oxygen layer due to the
different number of iron atoms in said iron layer.
An interface effectively interrupts the hydrogen bond network on bulk water at the
surface. The exact way how this happens strongly depends on the internal structure of
the solvation layer. One indicator for the stability of hydrogen bonds at the interface is
their life time. To reliably determine the life time of volatile hydrogen bonds is a particular
challenge[232, 239] mostly due to the somewhat arbitrary geometric criterion detecting a hy-
drogen bond.[240, 241] In the following, a hydrogen bond is considered to be present, if the
O-O distance is shorter than 3.5 Åand the O-H-O angle is at least 160 degrees. In order to
allow fo the temporary violations of this criterion for at most the time τ as motivated by ex-
perimental results related to libration motion of water hydrogen bond networks,[233, 242, 243]
τ was chosen such that hydrogen bond lifetime distribution[233] for bulk water is recovered
for the bulk-like part of the simulation. In this work, two approaches have been followed:
calculate the average lifetime of all uninterrupted hydrogen bonds of a unique combination
donor-proton-acceptor or calculate the autocorrelation of the number of uninterrupted hy-
drogen bonds as time series, a method proposed by Stillinger.[239] The results are shown in
Table 3.3. While there are small differences between the relative lifetimes as computed by
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N Figure 3.29 – Atom number density profiles for the oxygen atoms in bulk water for the two
terminations investigated. Plane of reference is the plane fitted through the average positions of the
second subsurface oxygen layer of hematite. Image reused from my CC BY publication.[206]
Calculation(s) e49, 22c, 6cf
these two methods (this can be seen as a measure of accuracy of the methods), the overall
picture is similar: hydrogen bonds from water to hematite have a substantially shorter life-
time fo the iron termination than for the oxygen termination. This difference is considered
to be a direct effect from the the higher likelihood of finding a proton parallel to the surface
for that termination and the lower surface coverage of the iron termination. In this case,
the PES for adsorbed water molecules is flattened which increases the mobility of these
molecules and, hence, lowers the lifetime of hydrogen bonds. Low coverage of a surface is
typically a cause for increased disorder at the surface[244] for systems where the hydrogen
bond within water is not much stronger than the surface-water hydrogen bond,[245] which
is the case for hematite, as shown in Table 3.3.
During the AIMD simulation, the protonation of individual sites in general is free to
change. For the oxygen termination however, this is never observed: every singly proto-
101
3. INTERFACES
N Figure 3.30 – Stages of the autoionisation process observed for the iron termination surface. The
grey line denotes the surface of the hematite slab. Image reused from my CC BY publication.[206]
Calculation(s) 6cf, e47, ab3, 10d, 0da, 6a0, 87b, 523
N Figure 3.31 – The most stable surface hydrogen bond patterns for the iron termination (top row)
and the oxygen termination (bottom row). Symbols identical to Figure 3.16. Sites with thin black
circles are not protonated. Sites with two circles are doubly protonated. Probabilities are conditional
probabilities, that is, they state how likely it is to observe a particular hydrogen bond given this
particular surface pattern. Any probabilities below 2 % are omitted for clarity. Image reused from
my CC BY publication.[206]
Calculation(s) 6cf, e47, ab3, 10d, 0da, 6a0, 87b, 523
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Donor Acceptor τ Fe [%] Stillinger τ Fe [%] Average τ O [%] Stillinger τ O [%] Average
Water Water 100 100 100 100
Water Hematite 31 34 83 82
HematiteWater 116 89 114 75
HematiteHematite 20 31 19 48
N Table 3.3 – Lifetime τ of hydrogen bonds relative to the lifetime of a hydrogen bond within water
for the two terminations (iron and oxygen). Data is shown for both methods (Average and Stillinger).
nated surface oxygen remains singly protonated for the duration of the whole simulation.
This picture is very much different for the iron termination of the c-cut. While all surface
oxygen sites have been singly protonated as well, the protons quickly rearrange and form
doubly protonated oxygen sites (-OH+2 ), thereby creating oxyanion (-O
−) sites where the
protons originated from. This configuration then is stable until the end of the trajectories
and has been observed at least once on every surface (note that every single trajectory has
two surfaces) simulated in independent setups. In one case, this conversion took place
twice on a single surface. The resulting stable configurations are shown in Figure 3.31. In
none of these configurations, the net protonation of the surface changes.
For this transfer, two pathways are observed. Either there is a direct migration of a
proton from one surface oxygen site to another neighbouring surface oxygen site, or there
is a solvent assisted process. The direct migration requires a hydrogen bond to be formed
as precursor of the migration. Since the distance of the surface oxygen atoms is favourable
for the formation of a hydrogen bond, there are many opportunities for this transfer. This
is likely the reason why this mechanism dominates: all but one of the aforementioned
formations of a doubly protonated -OH+2 site at the surface employ this pathway.
The latter case, the solvent assisted migration of a proton, involves six steps and an in-
termediate hydronium ion (see Figure 3.30). At first, a solvent water molecule approaches
the surface (step a) and is oriented to be a hydrogen bond acceptor from a singly proto-
nated oxygen site at the surface (step b). In the next step, a cooperative chain of hydrogen
bonds is formed between the solvent molecule and two other singly protonated oxygen
sites at the surface (step c). This cooperative chain of hydrogen bonds from the first surface
oxygen site via the solvent molecule to the second surface oxygen site is stabilised due to
polarisation effects[232, 246] and is the precursor of the hydronium ion (step d) which is held
at the surface by two hydrogen bonds. Although hydronium hydrogen bonds are stronger
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than regular water hydrogen bonds,[247] the newly formed hydrogen bond in the inverse
direction of the hydrogen bond in the precursor geometry breaks shortly after (step e). Af-
ter 50 fs–the typical for the lifetime of a hydronium ion in water[248, 249]–the hydronium ion
looses one proton to the (now doubly protonated) second surface oxygen site. This way,
charge has been transported, but no mass, since the proton of the (now bare) first oxygen
site now is part of a solvent water molecule. There are accounts of similar mechanisms
on a TiO2 surface.[250, 251] During the presence of hydronium, there is an additional solvent
water molecule above the hydronium ion which is close to the Eigen cation which has been
shown to enhance proton hopping.[252]
The mechanism described above is similar to the Grotthuss mechanism and shows that
the presence of hydronium ions can influence the surface protonation.[253] While the over-
all mechanism was observed only once, the total duration of 0.5 ps shows that this process
is fast and involves an hydronium ion that is of transient nature only. Without the inclu-
sion of quantum nuclear effects, the frequency of autoionisation is expected to be under-
estimated.[254] Experimental evidence lists short hydrogen bond lifetimes,[255] cooperative
hydrogen bonds,[256] low water surface coverage,[79] and reduced OH group coverage at
the surface[257] as supporting factors for a high proton mobility, all of which are present
in this system. The direct transfer has been observed for quartz,[258] while the resulting
stable[259] Fe=O sites have been found experimentally,[74, 75] as well.
Functional Dependency For the iron termination, the functional impact has been evalu-
ated by performing calculations at the PBE+U level with eight independent trajectories (6cf,
e47, ab3, 10d, 0da, 6a0, 87b, 523) covering 9.5 ps surface dynamics. Seven of the trajecto-
ries show spontaneous deprotonation of neighbouring surface oxygen sites, dissociation of
them and formation of solvated O2, which exposes bare iron sites to the solvent. Since this
surface structure is energetically favoured for the bare surface without solvent molecules
for PBE+U and PBE level only,[73, 80] but experiments see oxygen atoms exposed to the sol-
vent,[17, 31, 212] it can be concluded that PBE+U does not reliably reproduce the experimental
surface termination.
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J Figure 3.32 – Protonation scheme
upon solvation of the pristine r-cut
as obtained from calculations and
experiment.[36, 260]
Calculation(s) 318
J Figure 3.33 – Snapshot of the r-
cut setup. For better orientation,
the iron sites with opposite major-
ity spin moment are highlighted in
different colours (blue, orange). The
hematite layer is about 10 Å thick,
while the water layer spans about
35 Å. The blue box represents the
fully periodic simulation cell.
Calculation(s) 318
3.3.2 Hematite r-cut (1-102)
The hematite r-cut has been investigated extensively in previous studies,[36] in particular
in regards to the stability of surface structures. Based on their work, the pristine crystal cut
is expected[36] to have a missing surface iron layer, as illustrated in Figure 3.32. This has
been confirmed experimentally.[260]
Similar to the calculations of the c-cut, the more reactive[261–263] r-cut has been inves-
tigated. For a description of the system and the setup procedure, see page 57. For the
purpose of this section, the most important difference between the r-cut and the c-cut dis-
cussed before are the surface oxygen atoms. While the c-cut in both terminations (oxygen
termination and iron termination) only features chemically identical oxygen sites, the r-cut
surface has three different oxygen sites, denoted IO, IIO, and IIIO.
For the r-cut in Figure 3.33, the protonation scheme is not entirely clear,[29, 207] although
it is commonly speculated[36] that of the three chemically distinct oxygen sites that are
(mostly) exposed to water, the one being exposed the most is doubly protonated, while the
one closest to bulk hematite is not protonated at all. The middle site (as seen perpendicular
to the hematite surface) is expected to be singly protonated. Later sections of this work go
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Layers d Experiment[260] [Å] d Experiment[29] [Å] d Simulation [Å]
IO–IIO 1.28± 0.07 1.25± 0.06 1.260
IIO–2Fe 0.64± 0.04 0.69± 0.04 0.934
2Fe–IIIO 0.48± 0.04 0.38± 0.03 0.436
IIIO–4O 1.39± 0.07 1.41± 0.04 1.410
4O–3Fe 0.38± 0.04 0.37± 0.03 0.406
3Fe–5O 0.84± 0.04 0.77± 0.03 0.935
5O–4Fe 0.69± 0.03 0.77± 0.02 0.928
4Fe–6O 0.354 0.354 0.375
N Table 3.4 – Spacings d between layers of hematite in the r-cut for the 2-1-0 protonation along the
surface normal axis. Table taken from my published work with permission from ACS.[260]
Calculation(s) 318, ec8, 29a, 2b2, 633, 0db, 568, 6fd
into further detail and compare this protonation scheme with the one obtained from AIMD
calculations.
All r-cut calculations in this work have been carried out in the unit cell shown in Fig-
ure 3.33 which is built directly from the schematic in Figure 3.32.
Layer Structure The best comparison to experiment is available for bulk structures, since
the CTR method commonly employed is most sensitive to this part of the system. Table 3.4
compares the data from experiment to the ones obtained from simulation. It is clearly
visible that for nearly all layer spacings the results agree very well, the only exception
being one of the O-Fe sublayer geometries. However, previous work has shown that these
iron sites are the ones most affected by finite size effects.[206]
Because the protonation scheme of the surface is not experimentally known and a mat-
ter of debate in literature, two protonation schemes have been evaluated: 2-1-0 and 1-1-1,
where the numbers designate the protonation state of the three distinct oxygen sites at
the hematite surface going from IO, the one closest to water to IIIO,the one closest to bulk
hematite (see inset Figure 3.34). The first protonation has been simulated for 19.5 ps and the
other one for 7.8 ps (82e) after appropriate equilibration (ffe, 4c4, a63, 2cc). Convergence
has been confirmed by comparing a subset of the atom number density in Figure 3.34 from
the first half of the data against the equivalent subset of the second half of data from inde-
pendent trajectories.
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N Figure 3.34 – Atom number density of oxygen atoms (shaded red) for the 2-1-0 protonation (see
text). Oxygen atoms initialised as IIO, shown as green curve. Oxygen atoms initialised as IIIO,
shown as blue curve. Oxygen atoms from bulk water are included in this diagram. Both sides of
the hematite slab are averaged here.
Calculation(s) 318, ec8, 29a, 2b2, 633, 0db, 568, 6fd
Solvation Structure Figure 3.34 shows the distribution of the oxygen atoms at the sur-
face. This is of particular interest for comparison to experiment since the scattering cross
section of oxygen atoms is large enough to be picked up in CTR experiments. However,
the underlying assumption in the analysis of CTR experiments is that each atom has a sta-
tionary average position and that the probability of any single atom to be found around
its average position can be modelled by a Gaussian distribution with (optionally) different
widths for different axes. Based on the atom number density information obtained from
the MD simulation, it is clear that this may be justified for the IIO peak, but not for IO. In
particular, there is a significant share of IO oxygen atoms that become adsorbed water on
the picosecond time scale. Therefore, in direct comparison with experiment, one has to take
into account this limited validity for the surface area. However, with the AIMD data this
can be partially mitigated: if experiment and simulation agree on the bulk structure and
the IIO peak position, this gives some credibility to the AIMD picture of the IO information
and the interchange between aquo groups in the IO peak and adsorbed or even bulk water.
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For the peak positions as outlined in Figure 3.34, there are both experimental[29, 30, 264]
data as well as classical[32, 33] MD calculations with ClayFF. While the experiments place the
IO peak at 1.90-2.33 Å from the IIIO position, this work places the peak slightly farther out
at 2.66 Å. Similarly for the IIO: experiment sees the peak at 1.07-1.12 Å and AIMD places it
at 1.40 Å. Classical simulations place IIO at 1.34 Å and IO at 2.34 Å. This means that there
is good agreement for the IIO peak, but significantly different placements for the broader
peak IO. It is shown later in this work that the doubly protonated oxygen atoms in this
peak are highly mobile and exchange with adsorbed water molecules. This violates the
underlying assumptions of the experimental CTR measurements, which may explain the
difference resulting positions.
For water molecules adsorbed at the surface, there is no ClayFF information available,
since the corresponding peak is not observed.[32, 33] However, experimental work places
the adsorbed water peak at 3.2 Å. This value is the lower bound of the distribution of ad-
sorbed water molecules in the MD data in Figure 3.34 which extends to 4.46 Å. Again, ad-
sorbed water is not exactly compatible with the basic assumption of the CTR experiments
of having an equilibrium position for every atom similar to a bulk crystal. The very short
distance of 0.9 Åbetween the outermost IO peak and the adsorbed water peak (!) hints
towards inconsistent results for surface atoms.
One of the free variables in the analysis of experimental CTR data is the occupancy of
given site, i.e. the fraction of equivalent sites being occupied for an infinitely large system
sample. The analogue for AIMD data is the average atom number density integrated over
the peak positions. Figure 3.35 shows the results for the 2-1-0 protonation. While both the
IIO and IIIO peak are fully populated, it is interesting to see that after equilibration the IO
peak is only populated to 58%. Since it has been initialised with 100% occupancy when
the simulation has been prepared, this means that a significant part of the oxygen atoms
(and, hence, the aquo groups) have become adsorbed water. Tracing those oxygen atoms
that have been part of this 100% occupied peak upon system initialisation (the thin blue
line in 3.35) confirms this. Vice versa, the same happens to water molecules that adsorb
at the surface but have been part of bulk water before (the green line in 3.35). Both effects
contribute to a population of 56% of the adsorbed water peak. In all cases, the percentages
relate to the number of occupied sites per surface unit cell.
108
3.3. Neutral Interfaces
N Figure 3.35 – Occupancy per peak over atom number density of oxygen atoms (shaded red)
for the 2-1-0 protonation (see text). Oxygen atoms initialised as water oxygen are shown as green
curve. Oxygen atoms initialised as hematite protonation are shown as blue curve. Both sides of the
hematite slab are averaged here.
Calculation(s) 318, ec8, 29a, 2b2, 633, 0db, 568, 6fd
The lability of the doubly protonated oxygen atoms is also illustrated by a small peak
of atom number density of the oxygen atoms that have been initialised as oxygen atom
in Figure 3.35 at the location of the IO peak. Since placing an atom at the IO site requires
breaking and subsequent formation of a new (weak) oxygen-iron bond, observing this pro-
cess on the picosecond time scale hints not only towards the mobility of all molecules and
atoms involved, but also on a particular weak oxygen-iron bond. The weak bonding as-
sumption is confirmed by fairly extended bond lengths. This is discussed in greater detail
below.
Besides the initial migration of surface aquo groups and bulk water to form the ad-
sorbed water layer (as discussed above), exchange between the IO sites and adsorbed water
is observed.
Figure 3.36 shows representative time series for the motifs observed in the simulation.
For the first motif, a IO becoming adsorbed water, there are nine observations on the pi-
cosecond time scale. This comparably high number is in part due to the overall trend of
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N Figure 3.36 – Representative time series for individual oxygen atom positions for different motifs.
Each panel consists of two diagrams with the raw time series and the atom number density for the
IO and adsorbed water peaks. Insets in the atom number density plots show the number of events
observed for this motif. Top left: IO becoming adsorbed water. Top right: IO becoming adsorbed
water and IO again. Mid left: IO attempting to convert to adsorbed water. Mid right: adsorbed
water attempting to convert to IO. Bottom left: IO becoming adsorbed water and subsequently
becoming bulk water.
Calculation(s) 318, ec8, 29a, 2b2, 633, 0db, 568, 6fd
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N Figure 3.37 – Comparison of coordinating geometries for sites involved in a conversion of a IO
site into adsorbed water. Bond lengths are shown for all relevant bonds. For hydrogen bonds,
the angle formed between donor, proton and acceptor is given. For the metal coordination, bond
lengths similar to the bulk value are shaded.
Calculation(s) 29a, 6fd
converting IO to adsorbed water, while the high mobility of the sites in general, as demon-
strated by the other motifs in Figure 3.36, contributes as well. Other motifs include tem-
porary conversion of the IO to adsorbed water, which requires breaking of a weak Fe-O
bond.
The low absolute number of events makes it hard to calculate any reaction rates, but at
least allows an estimate of the time scales on which the processes outline above take place.
The interconversion on the picosecond time scale shown here is an important information
when building a CTR model of the interface, since the high mobility invalidates the pic-
ture of a static interface. Moreover it is interesting to look into the driving forces for the
motions: as shown in Figure 3.36, there are unsuccessful attempts undertaken by doubly
protonated oxygen atoms to leave the IO peak and become adsorbed water and vice-versa.
By comparing the successful interconversions to the pure attempts, it is at least possible to
devise an environment which is in favour of the interconversion.
Interestingly, all nine successful switches share one topology and all three attempts
share another topology. Figure 3.37 compares the two configurations that differ both in
their (hydrogen) bond orientation as well as in the distance of the water molecule involved
to the surface. In both cases, a solvent water molecule is required. For a successful switch,
it acts as hydrogen bond acceptor from the IO site that becomes adsorbed water later in the
process. The other proton of the doubly protonated IO site forms no strong and stable hy-
drogen bond for the duration of the switch. Now the IO oxygen has one strong hydrogen
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bond pulling from the water molecule above, one strong hydrogen bond sideways along
the surface to a neighbouring IO, one hydrogen bond to a IIO below as well as a very weak
Fe-O bond holding it in place. In this configuration, the hydrogen bond from above ex-
erts the strongest force on the IO oxygen. For the attempt, however, the IO is a hydrogen
bond acceptor from the solvent water molecule, the hydrogen bond to the neighbouring IO
site is very weak and the one to the subsurface IIO is very strong. While the Fe-O bond is
similarly extended and, thereby, weakened,[232, 254] the hydrogen bond to the solvent water
molecule is much weaker than in the switch case since the the O-O distance is 3.4 Å for
the attempt as compared to 2.6 Å in the successful switch. This points towards the solvent
interaction being the driving force do convert a IO site to adsorbed water, or, more pre-
cisely, the relative strength of the hydrogen bond between solvent molecule and IO site as
compared to the hydrogen bond between IO and IIO subject to those configurations where
the Fe-O is sufficiently elongated by thermal motion to successfully weaken it. In any case,
the extended Fe-O bond of about 3.2 Å alone is not sufficient to enable the conversion.
Experimentally, this is hard to verify, since the process is fast and mostly involves hy-
drogen bonds. However, there may be a way to indirectly evaluate the process outlined
above by analysing the different coordinating geometries for the surface iron site the IO is
bonded to. CTR experiments are more sensitive to positions and coordination of both iron
and oxygen than to hydrogen atoms. Moreover, the iron site and the IIIO sites hardly mi-
grate and, therefore, are more closely following the underlying assumptions of the experi-
mental analysis than the IO sites involved. In Figure 3.37, the bond lengths for the average
coordination of the iron site are compared for an attempt and for an actual switch. For two
bonds, the distance is very close to the bulk equilibrium structure and well within the typ-
ical thermal fluctuations around this structure. For four bonds, however, this is essentially
different. Firstly, the bond to the IO site (labelled F) in Figure 3.37 is much more extended
as compared to the bulk configuration (2.77 Å as compared to 2.42 Å). Consequently, the
opposite bond to the oxygen site below the iron atom is shortened for a successful switch
(1.89 Åas compared to 1.95 Å). For the remaining two bonds of the sixfold coordination,
the changes shown in Figure 3.37 generally move the iron site closer to the surface plane.
While the extended Fe-O bond to the IO site is not sufficient to enable the switching event,
the coordination of the iron site may be a useful indicator to search for this process in
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N Figure 3.38 – Ordering of the steps involved in a conversion of a IO site into adsorbed water
from a 1-1-1 initial protonation scheme. Left: Time series of the OH distances involved, shows
bond formation and breaking. Right: order of events that eventually lead to the IO oxygen site
leaving the surface (step 4).
Calculation(s) ee5, 89a, 0c9, 26a
experimental assessment of the interface in question.
In literature, there is a debate as to which protonation state is stable, although the 2-1-0
state is the most popular.[29] To investigate the relative stability, independent systems with
different water solvation structures and different protonation states (2-1-0 and 1-1-1) have
been simulated. On the time scale of the 2-1-0 simulation, the average number of protons
per oxygen is 1.999 for IO, 0.994 for IIO, and 0.008 for IIIO. This means that the protonation
state is not changing much. However, it is important to note that the number of IO sites
decreases quickly by converting IO groups into adsorbed water. For the 1-1-1 setup, the
picture is essentially different. After only 7 ps, the average number of protons per oxygen
is 1.197 for IO, 1.006 for IIO, and 0.813 for IIIO. In this case, nearly 20% of the protons from
the IIIO sites have travelled to the IO site. This remarkable change can be traced in AIMD
simulation.
Figure 3.38 shows both the initial conversion of a 1-1-1 protonation for a single surface
unit cell into a 2-1-0 protonation followed by the separation of the then doubly protonated
IO site to become adsorbed water. First, the singly protonated IIO site forms a hydrogen
bond to the surface IO site that (at that time) is singly protonated. This hydrogen bond is
the precursor for a doubly protonated IO site. Right after the proton has switched from the
IIO site to the IO site, the single proton from the IIIO is passed on to the IIO oxygen, which
now is singly protonated again and leaves the IIIO site without proton. All this happens
on the sub-picosecond time scale. As for the detaching of the doubly protonated IO site,
113
3. INTERFACES
step 3 to 5 prepare the geometry shown in Figure 3.37. First, the hydrogen bond network
is reconfigured (step 3), then a solvation water molecule pulls the IO site outwards (step 4)
followed by a retraction from the surface of the iron site the IO oxygen is bonded to (step
5).
In summary, this means that the 1-1-1 protonation scheme (where all oxygen atoms IO
to IIIO are singly protonated) is not stable, but the 2-1-0 scheme alone is not stable either.
The long-term stable termination seems to be a 2-1-0 protonation where the IO sites contin-
uously interconvert with adsorbed water molecules as shown in the atom number density
profile in Figure 3.34.
3.4 Charged Interfaces
Starting from the charge-neutral interfaces described in the previous section, charged in-
terfaces have been investigated to inspect the electronic structure upon electron removal or
injection. Both negatively and positively charged interfaces are important in applications
of the hematite/liquid water interface, e.g. in water splitting or in crystal growth. A bet-
ter understanding of the atomistic charge localisation for the charged interfaces can help
understanding experimental results for the interface in question.
Practically, this meant setting the system charge to +e or −e and continuing from one
of the previous neutral simulations, essentially using them as extended pre-equilibration.
Again, two different runs have been performed that originally have started from different
surface solvation structures. Changing the total charge of the system leaves the nuclei in
a configuration that is not longer their equilibrium. To observe the relaxation of which is
part of the following analysis. In total, 15 ps of surface dynamics have been collected.
For each atom of the system, the instantaneous charge is known from the electron den-
sity. This requires some kind of charge fitting mechanism that relates the electron density
at each point in space to a single atom.[265] Here, Hirshfeld[266] charges have been used for
this purpose. Now for each atom in the neutral setup, one can calculate the time-average
of said charges which will be henceforth referred to as reference charges.
To get an idea how the reaction of the system to the vertical excitation looks like, a new
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Year Author Final State Comments
1986 Fujimori[161] (d4) and d5L
1988 Lad[268] d4 and d5L (0112) surface. States closer than in Fujimori[161]
N Table 3.5 – Expected XPS final states for the bulk hole.
set of charges was derived as follows
qˆi := qCi − 〈qNi 〉 (3.34)
In particular, this definition should help to trace the hole or the excess charge on the system
as the MD evolves. While in the beginning of the positively charged simulation the hole
should roughly resemble the HOMO of the neutral calculation, this is not necessarily true
for the simulation based on this initial frame, as the PES are completely different. The same
argument applies to the excess charge that initially resembles the LUMO of the neutral
calculation.
In both positively charged calculations that have been carried out, a particular reaction
of the system upon the oxidation could be observed. After 250-500 fs from the oxidation,
one iron atom carried a charge that is well below the average charge from the neutral
simulation, as shown in Figure 3.39. In both calculations that originally started from a
different water solvation structure and have performed a neutral MD before the oxidation,
the iron atom in question always was the same (up to geometric symmetries), although in a
different unit cell. This hints towards this particular site having a supporting environment
for charge localisation. This particular site is a sub-surface iron atom. Monitoring the
charges from the surface oxygen layers and the iron layer this particular site is found in
gives a clear picture of the involved charge transfer from the theoretical side. Experimental
results are usually interpreted using semi-empirical methods.[194, 267]
To understand the charge transfer, a description of the electronic structure for the neu-
tral system is helpful. Taking three layers of the hematite structure parallel to the (001)
surface, namely two iron layers and the single oxygen layer they enclose, gives a spin-
neutral setup. Considering iron 3d and oxygen 2p only, the energy levels of the iron sites
are split due to the octahedral coordination into eg and t2g with the former being higher
in energy. Each of the five iron 3d orbitals is singly occupied with the two iron layers
having different spin orientation due to the antiferromagnetic ground state of hematite.
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N Figure 3.39 – Instantaneous deviation of the positively charged simulation setup value from
the average neutral calculation for a single iron site. Both electron charges and spin moments are
calculated from the electron density using the Hirshfeld charge fitting method. Oxidation at t = 0.
Calculation(s) 3f1, 22c
All oxygen 2p orbitals are fully occupied. Upon removal of a single spin-down electron
from an oxygen 2p orbital, the now unpaired spin-up electron in oxygen 2p is transferred
to the neighbouring spin-down iron layer, thereby reducing an iron site to Fe2+ with the
oxygen now missing two electrons compared to the bulk structure. This would constitute
a ligand to metal charge transfer (LMCT) as observed for other iron active sites.[269] The
charge transfer mentioned above coincides with a change in geometry. In particular, the
distances between the iron site in question and the six surrounding oxygen atoms change
significantly. As Figure 3.40 shows, two of the distances are reduced by 10-15 % within
0.2 ps. This could be potentially interesting as this change of geometry should be accessi-
ble by experiments. This could offer a link between charge localisation from simulations
and structural measurements from experiment.[270] Comparing this to the charge picture
in Figure 3.39 however makes this result counter-intuitive, since the FeII site should yield
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N Figure 3.40 – Distances to the nearest oxygen atoms for a specific iron atom in the outermost
iron layer of the hematite-water layer for the charged system. All distances relative to the average
distance for the same atom pairs in the neutral setup. Time series smoothed by exponential window
averaging with a half-life time of 60 fs. Inset shows the topology of the coordinating atoms in the
hematite surface as seen from the water layer. Inset top right shows a snapshot with the iron site in
question highlighted in blue. The green arrow in the inset points towards the oxygen atoms which
get closer to the iron site.
Calculation(s) 3f1, 22c
increasing bond distances for the coordinating oxygen atoms. This could potentially be a
consequence of the interplay of an electrostatic potential from the periodic crystal and a
local conformational change facilitated by the more flexible atoms near the slab surface.
However, the addition of an electron on the iron sites essentially creates a FeII site,
while experiments suggest a FeIV site for vertical bulk configurations (see Table 3.5). This
unexpected different behaviour prompted an investigation of the impact of the functional
choice on the results, while a comparison to relaxed hole experiments would be helpful
as well. While the initial AIMD calculations employed HSE06 with a HFX share reduced
to 12% from the original 25 %, other separate calculations starting from the same initial
structure have been started for the excess hole configuration. This time, the HFX share was
increased to 25% and 50%, since a higher share of HFX should yield a stronger localisation.
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The question these simulations were supposed to answer is whether the charge distribution
depends significantly on the functional employed. While short simulations have confirmed
that the charge localisation is stable even with higher shares of HFX (up to 50 %), these
calculations would show whether this behaviour is observed spontaneously for the other
functionals, as well. At least in the literature, there are hints towards charge transfers
happening between nearest-neighbour sites of iron atoms.[33]
When comparing the relaxed hole for the hematite bulk (see page 46) to the relaxed
interface hole, the same difference becomes apparent as with the comparison to the vertical
experimental configuration: the relaxed bulk hole has FeIV character, which coincides with
the experimental vertical hole, while the vertical bulk hole is delocalised over both O and
Fe with nearly equal contributions. To resolve these incoherent results, it would be crucial
to have experimental time-resolved measurements where the relaxation of the nuclei could
be traced and compared to the simulation.
Figure 3.41 shows how the average charge localisation changes upon removal or addi-
tion of a single electron to the neutral c-cut setup analysed in the beginning of this chapter.
The overall procedure to obtain the data was as follows. First, a regular AIMD of the neu-
tral system was calculated. Along the trajectory, the instantaneous charge on each atom
was calculated using the Hirshfeld partition scheme. This value then was averaged over
the neutral calculations to obtain the reference value. Now for each of the four independent
trajectories for the charged systems, the same method has been applied, yielding an aver-
age Hirshfeld charge per simulation and atom. Now the difference between this charge
and the reference value from the corresponding neutral calculation can be evaluated for
each individual atom. Finally, these per-atom charge differences have been aggregated
along separate subsystems: individual atom kinds, bulk hematite layers (both oxygen and
iron layers), as well as the entire bulk water section. The graphs in Figure 3.41 show these
final charge differences. In this analysis, it is crucial to obtain all the reference data with the
same functional, since the difference in electron density between functionals is significantly
larger than the difference resulting due to charging the total system.
First of all, the overall picture between the two independent calculations for each case
is very much consistent. Not only the overall charge distribution, but also the projections
on subsystems yields the same picture for the independent trajectories. It is interesting
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N Figure 3.41 – Averaged charge on subsystems for two independent excess hole (top two rows) cal-
culations and two independent excess electron (bottom two rows) calculations. Each row compares
the averaged Hirshfeld charge per subsystem (layer or atom kind) to the same averaged Hirshfeld
charge on the same subsystem from the neutral calculations. In each row, the left panel compares
the atom kinds, while the right panel compares the individual layers of bulk hematite and all ag-
gregated bulk water.
Calculation(s) ea7, b82, 2a2, 0e8, 9fb, 227, 5d8, 19b, 3f1, 446, 7a3
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# Vertical charge @Fe Vertical charge difference @Fe Average absolute spin moment @Fe
0 1.01 1.31 3.93
1 0.34 0.12 4.01
2 0.24 1.16 3.95
3 0.65 0.60 3.91
4 0.55 0.27 3.97
5 0.46 1.12 3.91
6 0.22 1.25 3.95
7 0.54 0.52 3.98
8 0.35 0.11 4.00
9 0.29 0.11 4.00
N Table 3.6 – Electronic properties of the vertical hole along a neutral MD calculation of the
hematite/water interface: the charge on the iron subsystem in e, the maximum charge difference at
a single iron site in e and the average absolute spin moment on the iron subsystem.
Calculation(s) e19
to see that in all cases about two thirds of the excess charge is located on the hematite
slab, no matter what the nature of the excess charge. In any case, within hematite the
surface oxygen atoms play a crucial role and contribute the majority of the total charge of
the hematite layer, which is sensible since the HOMO of the neutral interface has mostly
oxygen 2p character. It is likely that this is a consequence of the surface geometry where the
interlayer spacing of the surface is greatly different from the bulk structure. This not only
applies to the layer spacing, but also to the placement of individual atoms within the layer
plane, which in turn influences the coordination geometry of the subsurface iron atoms.
These subsurface iron layers however, overcompensate the charge difference in the excess
hole case. This indicates that electron charge is transferred from the neighbouring oxygen
atom layers to the iron layer.
In order to evaluate whether the charge localisation found for the excess hole simula-
tion mentioned above is due to the relaxation of the system as response to the hole and how
this compares to the vertical hole in the interface, equidistant snapshots from the neutral
AIMD calculation have been selected for calculation of the doublet state. The results are
shown in Table 3.6. It is clearly visible that the total charge on the iron subsystem for the
vertical hole is significantly higher than the average charge from the relaxed MD run as
shown in Figure 3.41. This means that during the MD with an excess hole, configurations
become stabilised that reduce the total hole charge on the iron subsystem as compared to
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the configurations sampled in a neutral MD. This is surprising, since the calculations for
bulk hematite in this work showed that the relaxed hole is localised on an iron site. Two
potential solutions exist: either the geometry optimisation for the bulk setups consistently
converges to a local minimum or the effect observed for the interface is a genuine result
of the presence of the interface. One way to investigate this would be to analyse the con-
figurations sampled in the calculations in greater detail. In particular, the coordination of
the subsurface iron sites in the charged MD setups as compared to the bulk hole geometry
would be of interest and warrant future work.
3.5 Conclusion
In this chapter, various aspects of the atomistic picture of the hematite/liquid water inter-
face have been investigated. Having covered a selection of crystal surfaces and different
surface protonations, the results presented cover the majority of experimentally observed
and investigated crystal terminations. In particular the information regarding the surface
protonation is valuable, since the proton dynamics at the surface is not directly observable
by experiment.
In any case, the results are limited by the computational costs, which grow prohibitively
large for properties that require longer sampling or larger systems: diffusion, ion-solvent
interaction, finite size effects, long-range solvation effects, relaxation processes of surface
protonation, or pKa values for a variety of surface protonations to quantify relative stabil-
ity. To enable further calculations covering larger systems and / or longer time scales, a
new force screening method has been developed which drastically reduces the computa-
tional costs for this and similar systems. The next chapter describes the underlying analy-
sis, the resulting method and demonstrates its applicability to a variety of systems.
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Chapter 4
Accelerating the Calculation of HFX
Forces in Hybrid DFT-based MD
Density functional theory (DFT) has become a standard tool for investigating physical
properties for a wide range of materials and systems when information about the elec-
tronic structure is required. Depending on the material in question, different levels of
theory are to be applied in order to properly describe the electronic structure. While the
Generalized Gradient Approximation (GGA) approach gives good results for lattice con-
stants and absorption energies for many materials,[271, 272] obtaining band gaps or electronic
coupling matrix elements has been proven to be more difficult.[273, 274] Besides general cor-
rections like the Perdew-Zunger scheme[275] or constrained DFT (CDFT),[276] some mate-
rials benefit from adding a Hubbard-U term[105, 107] to mitigate the self-interaction error
(SIE).[277] While the (effective) U value which is typically found empirically by repro-
ducing the band gap or other electronic properties[278, 279] can also be found from first-
principles calculations,[114, 280] it still remains only one additional parameter that can be
used for tuning the electronic properties and may not be able to reproduce several of them
with one value.[104, 281, 282] For a case in point, see Figure 2.5. This can be further improved
by employing hybrid functionals that mix Hartree-Fock-Exchange (HFX) into the func-
tional.[206, 283–285] While this can give results superior to DFT+U,[286, 287] it also increases the
computational costs significantly due to the (usually quartic[288, 289]) scaling of the Hartree-
Fock (HF) method with respect to the number of basis functions.
Several schemes are already in use to mitigate the high costs resulting from the HF
122
method, typically employed in a staggered combined approach. Firstly, integral screen-
ing based on the Schwarz inequality[290] typically improves the scaling from exponent 4
to 2.2-2.3.[289] For non-conducting materials, the density matrix falls off exponentially[291]
with distance, which means that any two or four-center integrals are dominated by local
interactions. Exploiting this improves performance not only on short-range.[292] While not
the motivation[293] for range-separated hybrid functionals, this effect is used in these func-
tionals which can be also applied to conducting materials[127] and–together with Schwarz
screening–offer linear scaling.[294] While the range separation introduces empirical param-
eters again, their precise value is rarely critical to the results[295] and can obtained from first
principles in some formulations.[296]
Besides the functional itself, another factor contributes to the balance of result quality
and computational effort, namely the basis set.[297] In many cases, converging HFX results
with respect to basis set size requires prohibitively large basis sets.[298] In these cases ap-
proaches like the Auxiliary Density Matrix Method[134] allow for the required quality of
the basis set while limiting the computational effort.
All these approaches ultimately can be combined since they offer different angles of at-
tack for the same problem. While this renders hybrid functional molecular dynamics (MD)
feasible for extended systems, the overall costs still can be significantly larger than for stan-
dard DFT calculations. In particular for strongly correlated materials, where employing
HFX drastically improves the results,[299] the distance-based range-separation approach
becomes less effective and the forces required for MD and calculated via the molecular or-
bital derivatives[134] become the dominating cost for the overall calculation. The interface
calculations presented in the previous chapter took about a month of walltime on 32 nodes
with 24 cores each. This makes it highly desirable to reduce the computational cost to ex-
tend the time scale that can be covered. In order to improve the computational efficiency
for the force evaluation without sacrificing accuracy, we suggest an interaction screening
method exploiting the proximity of consecutive MD steps in phase space as outlined in the
next section.
The main reason for the computational cost of HFX calculations are the four-centre
integrals that appear in the energy expression, which is shown here for the atom centred
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orbital representation
EHFX = −
1
2 ∑
λσµν
[
∑
i
CµiCσi
] [
∑
j
CνjCλj
] ∫
dr1
∫
dr2
φµ(r1)φν(r1) · φλ(r2)φσ(r2)
|r2 − r1| (4.1)
where Cij are the density matrix coefficients, and φi represent the atomic orbitals. From this
expression, it is clear that the higher the number of atomic orbitals with significant mutual
overlap, the more expensive this expression. For the HSE functional, only the short range
part contains HFX meaning that HSE calculations will be most expensive for systems that
have a high local electron density. While Schwartz screening acts on the overlap of the
orbitals alone and ADMM reduces the basis set size, the method proposed here is based on
screening the residual total HFX force contributions, thus further exploiting the sparsity of
the density matrix. Transition metal oxides with their strongly correlated electron systems
are a case which strongly benefits from the presented method.
4.1 Analysis
Before any changes to the current calculation can be made, one has to understand the com-
putational complexity of the current method. This involves profiling the components of
the calculation to identify the most expensive parts thereof. As a sample system, the (001)
surface of hematite in contact with water as outlined in the other chapters has been chosen.
This system consists of 430 atoms with about 2,000 explicit electrons or about 10,000 basis
functions. This system has been calculated using CP2K on 32 nodes of ARCHER where
each node has 24 cores. For a typical MD calculation, the machine needs about 60 seconds
for a single point calculation (SPC) while the force evaluation required for propagation of
the atoms takes about 225 seconds. In both cases, the calculation was parallelised via MPI
only. In each MD step, 1.2 · 1012 electron repulsion integrals (ERI) were calculated.
Given the high number of electron repulsion integrals to be calculated, it would be
surprising if all of them would contribute similarly. To investigate whether some of the
electron repulsion integrals are more important than others and whether there is a specific
pattern in the relative contributions, all relevant information has been recorded for a single
snapshot of the hematite/liquid water interface. For each of the four centre integrals, the
involved atoms, the quantum numbers (n, l, m, and s) of the four involved orbitals and
the final force components have been stored only if the force components had an absolute
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N Figure 4.1 – Maximum absolute force contribution resulting per atom kinds of the four orbitals
involved. In the setup in question, there are six atom kinds: Fe1 and Fe2 (iron atoms that differ by
their majority spin in the antiferromagnetic spin pattern of hematite), H and O for hydrogen atoms
and oxygen atoms within or at the surface of hematite, as well as HW and OW for hydrogen atoms
and oxygen atoms in bulk water. Coloured cells denote combinations where the maximum force
contribution is above (red) or below (blue) the threshold of 10−6H/bohr. Empty or missing cells
mark combinations that did not occur in this particular MD step, likely due to exclusion during the
overlap screening or due to symmetry considerations. All calculations in the blue cells include 23%
of the total ERI recorded.
Calculation(s) e81
value of more than 10−10 H/bohr (data in simulation e81). For this snapshot randomly
drawn from an equilibrated MD trajectory, a total of 13.7 · 109 forces resulting from 6.9 · 109
individual ERI have been recorded and subsequently analysed.
On the highest level, the orbitals can be grouped by the atom kind they belong to. This
has been done by taking every recorded force component, identifying the four orbitals φi
involved and looking up the atom kind of the atom where these orbitals are located. As
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I Figure 4.2 – Unsigned sum of
signed force contributions for sev-
eral atoms from a single snap-
shot of the hematite/water inter-
face. Forces are grouped by the
magnitude of their absolute value.
Any bars below 10−8 H/bohr are
too small to be visible. Underlying
data included up to 10−10 H/bohr.
This diagram shows contributions
from HFX forces only, no other
force components included. Im-
age reused from my publication[300]
with permission from ACS.
Calculation(s) e81
I Figure 4.3 – Sum of unsigned
force contributions for several
atoms from a single snapshot of the
hematite/water interface. Forces
are grouped by the magnitude of
their absolute value. Any bars
below 10−8 H/bohr are too small
to be visible. Underlying data
included up to 10−10 H/bohr.
This diagram shows contributions
from HFX forces only, no other
force components included. Image
reused from my publication[300]
with permission from ACS.
Calculation(s) e81
shown in Figure 4.1, already on that level many of the combinations exhibit only small con-
tributions to the resulting force vectors. This means that for many combinations of atom
groups, not a single one of the individual forces obtained from single four centre integrals
has an absolute value larger than 10−6 H/bohr. While the graph in Figure 4.1 suggests
that this already allows to greatly reduce the number of ERI to evaluate, one has to note
that the cells with a maximum force contribution below the threshold of 10−6H/bohr hold
only 23% of the total recorded number of ERI. This means that selecting orbital combina-
tions to be excluded purely based on their atom kind is too coarse and another method of
distinguishing important from unimportant orbital combinations is required.
To justify the exclusion of groups of four centre integrals, it has to be shown that the
many small contributions do not sum up to something significant. If they would, the indi-
vidual small contributions would have to be calculated or approximated. Figure 4.2 shows
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J Figure 4.4 – Schema of evaluation
runs to compare force approxima-
tions to actual force vectors. First, a
reference trajectory (top) is created.
Afterwards, equally spaced runs are
branched off this trajectory follow-
ing exactly the coordinates from the
reference trajectory. For these replay
trajectories, all but the very first step
are approximated using a filter list
built in the first step.
the contribution to the force vectors of single atoms in the system grouped by the individ-
ual contributions’ order of magnitude. It is clearly visible that the contributions vanish for
small absolute forces. Figure 4.3 illustrates that the contributions cancel each other out for
small orders of magnitude. Since the data in Figure 4.2 is aggregated on a per-atom basis,
an exclusion list on this level of detail is justified. In the following, all calculations have
been performed with a filter mask either including or excluding all four centre integrals
originating from all orbitals from a set of four not necessarily distinct atoms. Wherever
force vectors are mentioned, this means only to the HFX components of the total force vec-
tors. All other contributions are not considered since they are invariant to the algorithm
changes proposed in this chapter.
Given the applicability of this approximation, the overall concept can be outlined as
follows: perform a full HFX calculation and identify small force contributions. Then the
small contributions – i.e. contributions below a certain threshold – are neglected in the
MD calculation for a certain duration until the exclusion list is updated by a full HFX
step. This can be motivated by the fact that MD calculations move only slowly through
phase space, meaning that subsequent steps have close geometries giving rise to similar
importance of individual orbital combinations. The method itself has the advantage that it
is an additional screening step that operates on top of Schwartz screening or ADMM.[134]
To be able to compare the approximated forces with the exact ones including all inter-
actions, the following setup was used. First, an equilibrated MD run without any changes
to the force evaluation has been performed. During this run, all configurations have been
stored and used as input for subsequent runs that started the calculation at time steps
shifted along the trajectory, as illustrated in Figure 4.4. In steps of the reference trajectory,
the unfiltered (original) HFX force vectors have been recorded alongside the total number
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of four centre integrals that have been evaluated. In all the shifted calculations, the filtered
HFX force vectors have been stored together with the number of four centre integrals in
each step. This process has been repeated for several different thresholds typically for each
order of magnitude between 10−2 H/bohr and 10−6 H/bohr.
With this data at hand, it became possible to investigate the degree to which force eval-
uations at subsequent geometries from a single contiguous trajectory differ. Figure 4.5
shows the uncorrected results for a simple system, a periodic water box. As it turns out,
increasing the threshold of individual force components that are neglected lead to both a
higher average and maximum deviation from the reference forces. While this general trend
is expected, the quantitative picture is more important here. It shows that constraining the
maximum force error to a common convergence criterion for geometry optimisations of
5 · 10−4 H/bohr requires a fairly small threshold of 10−6 H/bohr for the individual com-
ponents. This low threshold, consequently, is unable to provide a significant speed-up,
since almost all of the four centre integrals have to be evaluated in this case. Two potential
strategies could improve the situation: either switch the exclusion list from working on
atoms to working on a smaller entity (until ultimately reaching a single orbital) or add a
correction mechanism that reduces the overall error that is to be expected. The first case
would drastically increase the memory requirements of this method, since the exclusion
list with all combinations of the entities to ignore has to be stored. With increasing level
of detail, more combinations would have to be recorded, which also increases the lookup
times when querying the exclusion list. Moreover, the lookups would have to happen more
often, since the individual entity is smaller and each entity has to be checked separately.
Therefore, the second approach, the correction scheme, was pursued.
For the correction schemes, the basic approach was as follows. Input to the correction
scheme is part of the history of the trajectory until a full update step (where all HFX con-
tributions are evaluated and a new exclusion list is prepared). Output is a correction to the
HFX forces of a certain atom for the subsequent time steps where only part of the HFX force
contributions are calculated. Based on the reference data outlined above, various correction
schemes have been evaluated. Autoregressive methods like ARIMA were able to predict
the overall time-evolution of the forces, likely due to the autocorrelation thereof. However,
the prediction was never close enough for the systems under investigation to warrant go-
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N Figure 4.5 – Maximum (left) and average (right) force error depending on the threshold. Calcu-
lated comparing the true HFX forces f to the approximated HFX forces f′. Underlying data from
a MD simulation of a periodic box of 32 water molecules over 1,000 steps. Image reused from my
publication[300] with permission from ACS.
Calculation(s) 70a
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N Figure 4.6 – Correction scheme applied to reduce the maximum force error due to the approxi-
mation. Details described in the main text. Image reused from my publication[300] with permission
from ACS.
ing forward with these class of statistical models. In particular, since all the models from
this family have high requirements to the underlying data series which render them hardly
applicable to the problem at hand. More precisely, the required stationarity can rarely be
guaranteed, since e.g. rotation of the physical system produces non-stationary projections
along the axes of the coordinate system. Similar restrictions apply to the heteroscedasticity:
changing the chemical environment or bond configuration during the MD run gives rise to
fluctuations of different extent.
The scheme that finally was successful makes use of physical information and is de-
scribed in the following section.
4.2 Final Method
Figure 4.6 illustrates the process for a single axis of the coordinate system and a single atom.
In a stable equilibrated MD calculation, forces are smooth in times and, therefore, have no
sudden jumps. The same applies if the underlying interactions are slightly perturbed by
neglecting part of the ERI. The difference of two smooth functions is a smooth function
again, so the error between approximation and reference should be a smooth function in
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time. At regularly spaced intervals, the exact error made by the approximation is known:
each step that updates the exclusion list has perfect information and can quantify the ap-
proximated forces, although the exact forces are used for propagation. This error in forces
for each component of the coordinate system and every atom can be recorded and extrap-
olated. Extrapolating is done based on the last five steps in two steps: first, the linear trend
found by linear regression is extrapolated for the next full update step. Secondly, the value
at the approximated steps is estimated by cubic spline interpolation between the past five
and the one future data point.
For the spline interpolation involved, three flavours have been investigated, which dif-
fer only by the boundary conditions. The boundary conditions can be important, since
the only area of interest, the estimate of future errors, is in the last segment of the spline
interpolation, hence, the error estimates are influenced by the right boundary condition.
Generally, the condition of a continuous second derivative generates n − 2 equations for
the n data points in the interpolation range. This requires two additional conditions to gen-
erate a system of linear equations that can be solved to obtain the coefficients of the cubic
polynomials over the intervals between the n data points. The first way of adding these
conditions in question is called natural spline, since it is inspired by a flexible ruler being
bent such that it follows the individual data points. Therefore, the condition is that the sec-
ond derivative has to be 0. This way, the natural spline becomes linear at the boundaries.
Another variant, the clamped spline, requires a specific non-zero slope to be defined. Fi-
nally, the not-a-knot spline has been evaluated where the third derivatives are required to
be continuous at the second and second-to-last points. Other boundary conditions such as
the periodic one are not applicable and, hence, have not been evaluated. Figure 4.7 shows a
direct comparison of the aforementioned cases. The suggested method uses the non-a-knot
variant, since it consistently produces lower errors.
Revisiting the results in Figure 4.5, it becomes immediately apparent that the correc-
tion method outlined above is crucial to realise the potential efficiency gain. The correction
mechanism brings the average error down by more than one order of magnitude. This
allows for a threshold about one order of magnitude higher for individual force contribu-
tions which in turn allows for more aggressive approximations. With fewer ERI to eval-
uate, the overall performance is greatly improved without sacrificing the accuracy of the
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N Figure 4.7 – Absolute force error depending on the choice of the boundary conditions for the
spline used in the error correction scheme. Maximum force error and minimum force error curves
are shown for a MD simulation of a periodic box of 32 water molecules over 1,000 steps. Data
obtained using replays and not via actual MD calculations following the schema in Figure 4.4.
Definitions of the boundary conditions employed are given in the main text. Note that the mean
error for natural cubic splines and not-a-knot cubic splines coincide.
Calculation(s) 70a
computation.
Figure 4.5 however holds only aggregate data and does not show the distribution of
individual force components. This is required, since there could be a systematic bias in the
resulting forces. If this would be the case, the rotational invariance would be compromised,
since the bias would be different subject to rotations of the system. Moreover, a drift motion
of the centre of mass would be a potential result, removing energy from the kinetic degrees
of freedom in the system, effectively cooling the MD simulation. Figure 4.8 shows the
distribution of the residual force errors after the correction scheme has been applied. It is
striking that for a threshold of 10−6 H/bohr one third of the forces differ by less than 4 · 10−6
H/bohr from the corresponding accurate reference force. This is surprising because the
omission of individual contributions of the order of 10−7 H/bohr does not produce an error
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N Figure 4.8 – Signed residual force error after the correction scheme has been applied for different
threshold values. The x-axis is linear but the middle bin of the histogram has been omitted for clar-
ity. The values of which are shown as the inset bar chart. Underlying data is from a MD simulation
of a periodic box of 32 water molecules over 1,000 steps. Image reused from my publication[300]
with permission from ACS.
Calculation(s) 70a
larger than one order of magnitude higher. Moreover, the force error is largely symmetric,
as can been seen from the histograms in Figure 4.8. This holds for both aggressive and
conservative thresholds.
The method as outlined above has three free parameters that need to be fixed in order
to obtain a stable and generic method that does not require manual work upon a change
of the underlying physical system of interest. The first parameter n is the number of steps
between full update steps where the exclusion list is updated, while the second parameter
fT is the threshold below which individual force contributions are considered to be small
and, hence, negligible. Finally, the number of history points k considered in the force error
correction scheme has to be pinned.
The repeat frequency n affects the performance strongly for small n. In particular, n
should be as large as the correction scheme allows it to be. The overall speedup S is given
as
S =
nm
m + n− 1 (4.2)
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where m is the ratio of the CPU times for a step with a full HFX force update and a step with
a screened HFX force calculation (i.e. m ≥ 1). From this equation, it is clear that the increase
of speed-up going from n = 2 to n = 3 is larger than going from n = 3 to n = 4, because
the cost of the full step is distributed over n steps. The maximum theoretical speedup is
S = m.
Regarding performance, the force threshold is more critical than n. A high thresh-
old means higher performance gains, as a higher number of ERI is excluded from evalu-
ation for intermediate steps. However, fT has to be small enough to reproduce accurate
forces. This value could be optimized for each system separately. However, a value of 10−5
H/bohr was found to reproduce the forces with a maximum error of 5 · 10−4 H/bohr for a
wide class of systems as outlined in the next section.
For the last parameter, the number of history points k, there is a physical justification for
its value. The HFX forces are particularly sensitive to changes of the orbital overlap (this is
what screening mechanisms typically exploit). This is why they fluctuate on the time scale
of vibrations, the fastest of which typically is the OH stretch motion. If the history covers
much more than one oscillation period, the linear regression will give nearly zero slope,
i.e. it will not follow the instantaneous trend and underestimate the variance of the forces.
If the history is too short, i.e much shorter than one single oscillation, the error estimate
near the turning points of the time-dependent HFX force will severely over- or undershoot
the actual errors. For a time step of 0.5 fs, a value of k = 5 has been found to be a good
compromise between these effects.
4.3 Results
To validate the method for real systems of interest, several (potential) issues have to be
addressed: force accuracy, energy conservation, collective effects, and performance. Each
of which has been addressed by a separate subsection.
4.3.1 Force accuracy
Since the aim of this method is to recover the original force vectors while reducing the com-
putational cost, it is only natural to compare the individual force components. In order to
do that, a 32 molecule water box has been prepared. From the same initial configuration
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J Figure 4.9 – Force calculated
with screening over force calculated
without screening. All forces are un-
signed. Every scatter point (red) is
for one atom and one axis in one
of 1,000 MD time steps for a fully
periodic box of 32 water molecules.
Diagonal (green) shows the ideal
correlation. Curved lines (yellow)
denote the desired accuracy which
is at most the convergence crite-
rion around the ideal force. Im-
age reused from my publication[300]
with permission from ACS.
Calculation(s) 70a
and initial velocities, a molecular dynamics run of 1,000 steps was started with the original
implementation of HSE06. In this case, the initial converged electron density has been used
as initial guess for the two subsequent runs (with and without the approximation outlined
in this chapter). The same initial guess is important, since it may introduce small differ-
ences in the forces, since the density is converged subject to a finite convergence criterion
in any case. The common reference trajectory is required, since otherwise minor differ-
ences in the force vectors would give rise to different configurations being sampled for the
two methods, which would make the trajectories slowly diverge in phase space similar fol-
lowing the Lyapunov exponent.[301] For both the original method and the approximative
scheme, the simulation has been performed with ADMM and GTH pseudopotentials as
well as D3 dispersion correction.
Figure 4.9 shows a direct comparison of the force components obtained using the afore-
mentioned technique. It is clearly visible that the resulting forces are very close to the orig-
inal ones. For large absolute force values, the variance is very small. For small absolute
force values, there is a visible spread away from the ideal values. However, this variation
is well within the convergence criterion typically employed for geometry optimisations,
5 · 10−4 H/bohr. This means that this is the expected error of the reference force values
as compared to the full HFX forces in the limit of an infinite SCF convergence. It is to be
noted that the data shown in Figure 4.9 comes from a MD run where the exclusion list of
the four-centre integrals has been updated every five time steps and, hence, gives a realistic
picture of the accuracy of the force approximation during a regular production run.
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N Figure 4.10 – Energy (conserved quantity) from a water dimer in NVE ensemble. Bottom curve
without, top curve with HFX integral screening for a HFX forces threshold of fT = 10−5H/bohr
and a time step of 0.5 fs. Energy drift as determined by linear regression is 4.7 · 10−7H/atom/ps
with screening compared to 3.2 · 10−7H/atom/ps. Image reused from my publication[300] with
permission from ACS.
Calculation(s) 1b4
4.3.2 Energy conservation
Altering the way how forces are calculated may give rise to an increased energy drift that
would slowly destabilise the MD calculation. In a BOMD calculation, reusing the electron
density from previous steps (as done in CP2K using the ASPC[302] method) in itself al-
ready introduces a time-dependency and therefore (unless in special cases[303]) makes the
calculation non-reversible, which in turn gives rise to a small energy drift.[147, 304, 305] This
energy drift typically is in the order of 10−6 H/atom/ps[306] for NVE ensembles. In NVE
ensembles, there is no thermostat or barostat that could remove the energy drift of the sys-
tem. Due to this property of the NVE ensemble, the same system (a water dimer) has been
simulated for both the full method as well as for the approximated forces.
Figure 4.10 shows the energy drift for a water dimer in direct comparison between a
MD calculation with and without the force approximation in NVE ensemble. The energy
drift is clearly visible on the time scale covered and is about 45% higher for the approxi-
mated calculations. While a higher energy drift is expected in general, since all the aspects
contributing to the energy drift of the unmodified force evaluation also apply to the mod-
ified version thereof, the difference resulting from the approximation of the forces is still
small, keeping the energy drift at a typical level for DFT calculations.[306]
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J Figure 4.11 – Pair correlation
function between the oxygen atom
of the OH radical and all oxygen
atoms of the solvating water box.
The hemibonded peak at 2.25 Å as
obtained from BLYP is not present in
HSE06 after 2 ps equilibration. Ac-
celerating the forces as presented
in this work does not alter this
dynamic picture (labelled HSE06*).
Data for BLYP and US SIC from
VandeVondele and Sprik.[307] Im-
age reused from my publication[300]
with permission from ACS.
Calculation(s) 045, fef
4.3.3 Collective Effects
With the demonstrated small errors on the force components and the energy conservation
outlined above, one potential issue is a structural bias, e.g. discriminating between forces
along axes and in-between axes. To assess whether this effect is present in the outlined
method, a system of particular sensitivity to HFX forces has been chosen. The OH radical
solvated in water exhibits a (spurious) hemibonded peak in the OOH–OHOH RDF when a
GGA functional alone is used. This is the direct consequence of a solvation structure which
is too close to water.[307]
A MD calculation of one OH radical solvated in 31 water molecules has been performed
at HSE06-GTH-ADMM level with and without the approximation scheme. In both cases,
the initial structure comes from a snapshot where the coordination of the solvated OH
radical is still close to the water solvation structure.
Figure 4.11 compares the RDF for the solvated OH radical from fully periodic calcu-
lations. The spurious hemibonded peak has vanished in both the calculations with and
without the force approximation, which means that the overall interaction between the
sites is correctly covered in both cases. By and large, the shape of the RDF for the approx-
imated method and the full calculation are close. The deviation left is attributed to finite
sampling.
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Material UC Volume [Å3] Units per UC Electrons per UC Electron density [e·Å−3]
InVO4 332.7[308] 4 200 0.62
InNbO4 143.5[308] InNbO2 38 0.26
InTaO4 143.7[308] InTaO2 38 0.26
BiVO4 309.6[308] 6 252 0.81
MnO2 55.6[309] 2 54 0.97
CoO 81.5[310] 4 92 1.13
N Table 4.1 – Number of explicit electrons for GTH pseudopotentials for various transition metal
oxides. All data is given for a single unit cell (UC).
4.3.4 Performance and Scaling
When assessing the performance of the method in question, it is important to select systems
that are genuinely of interest and not only systems where the method performs well. Since
the focus of this thesis is a transition metal oxide (TMO), several compounds from that fam-
ily have been considered as sample material. TMO are of interest not only to theory due to
their strongly correlated electrons,[311] but also to applications e.g. water splitting.[39, 312] In
total, the method was applied to cobalt(II) oxide,[313] hematite (α-Fe2O3),[314] a water dimer,
bulk water, on OH radical in bulk water[307, 315] and a pre-equilibrated hematite/liquid
water interface.[238] From the materials in Table 4.1, CoO has been chosen as benchmark
compound, because of the comparably high local (explicit) electron density, which makes
it expensive. Moreover, CoO has a small number of atoms per unit cell, which makes it
more suitable to scaling tests where the system size is increased and the performance is
measured as long as the compute resources allow for a system of that size.
Table 4.2 shows the effective speed-up that could be realised. Speed-up values are
obtained by performing MD calculations of different length with and without the force
approximation and comparing the total runtime with the exception of the first 25 steps
which are identical in both methods. Timings include all steps (including the full evalu-
ation where the exclusion list is updated) and, therefore, are the true timings relevant for
production runs. All the benchmarks have been performed on a Microsoft Azure G5 in-
stance with 32 cores and 448 GB of memory. This shows that for real systems of interest, a
speed-up of about three can be realised.
Moreover, for larger systems, significantly fewer four-centre integrals have to be eval-
uated. For the 4× 2× 2 CoO setup, only 8% of the ERI have to be evaluated to recover the
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System Number of ERI Included ERI Speedup
CoO bulk 1× 1× 1 (92 electrons) 4.2 · 108 55% 1.4
CoO bulk 2× 1× 1 (184 electrons) 3.1 · 109 30% 2.0
CoO bulk 2× 2× 1 (368 electrons) 1.5 · 1010 16% 2.7
CoO bulk 2× 2× 2 (736 electrons) 5.2 · 1010 10% 3.0
CoO bulk 4× 2× 2 (1.472 electrons) 1.2 · 1011 8% 2.9
Water dimer (16 electrons) 8.9 · 106 89% 1.1
32 water box (256 electrons) 1.5 · 109 32% 1.3
OH radical in 31 water box (255 electrons) 2.1 · 109 50% 1.3
Hematite bulk 1× 1× 1 (300 electrons) 1.6 · 1010 54% 2.4
Hematite bulk 2× 1× 1 (600 electrons) 4.7 · 1010 28% –
Hematite bulk 2× 2× 1 (1.200 electrons) 1.1 · 1011 21% –
N Table 4.2 – Speed-up obtained for model systems with number of electron repulsion integrals
(ERI) originally needed and the share of ERI included in the simplified calculation. Speed-up of 2
would mean twice as fast MD as without this method. All calculations done with n, k = 5, fT =
10 · 10−6 H/bohr.
Calculation(s) 4a4, 045, 2ba, b34, 9be
J Figure 4.12 – Scaling of the per-
formance improvement with system
size.
Calculation(s) 4a4
full forces. This highlights the screening nature of this approach. While Schwarz screen-
ing works on the integral overlap only[290] and improves the scaling from the naive N4 to
N2.3,[289] this approach takes the density matrix coefficients in the expression for the forces
into account. While this could be thought of as making the HFX interaction more short-
ranged, this is not the correct picture: four-centre integrals that contribute significantly to
the overall forces are still taken into account no matter what value the distance or orbital
overlap. Since the total share of ERI to be kept for the intermediate approximate time steps
decreases, the method generally improves the scaling of the HFX force evaluation, thereby
pushing the limit of calculations that are feasible for a given budget. The scaling improve-
ment based on the data from Table 4.2 is shown in Figure 4.12.
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4.4 Implementation Details
In terms of implementation, my own work consisted of deriving the method, building a
prototype in python and performing all the evaluation calculations outlined before. The
base implementation of the exclusion list as a dense matrix in the Quickstep[316] module
of CP2K following the python prototype has been done by Rasmus Jakobsen[300] under
my supervision. Afterwards, I extended his implementation to work with a sparse matrix
representation rather than the dense matrix that has been used for simplicity. Finally, I
changed the load balancing scheme for HFX calculations in CP2K to deal with the filtered
approach.
All implementations have been tested in simulations (a2d, 7ce) to reproduce the origi-
nal forces of CP2K up to machine precision.
Initially, a dense matrix has held the exclusion list, which in turn consists of the infor-
mations about the four atoms the interactions of which are to be ignored and the affected
spin channel. This scales to the fourth power of the number of atoms in the system and
has to be available on each MPI rank separately, which typically limits the system size to
less than 100 atoms. In the base implementation, this data structure was a matrix of dou-
ble precision floating point numbers, since the value held the maximum force component
observed on any rank had to be kept until the full update step has been completed. With 8
bytes per matrix cell, two spin channels, 100 atoms and 32 MPI ranks, this implementation
required 8 B · 2 · 1004 · 32 ' 48 GB of memory just for bookkeeping.
This exclusion matrix however, is sparse similar to a contact matrix or adjacency ma-
trix. This is a direct consequence of the short-range HFX interaction in the HSE functional,
but also emerges naturally for other functionals, since the orbital overlap decreases expo-
nentially with distance.[294] This sparsity can be exploited by finding a data structure that
omits all the entries that are not used at all, thus not only reducing memory requirements,
but also CPU and communication overhead.
In order to keep track of those electron repulsion integrals (ERI) that have been ob-
served and are considered to be too small be warrant an additional evaluation in the up-
coming steps, a table or sparse matrix implementation is employed as follows. The HFX
module of CP2K splits the interactions into tasks in an automated fashion. Each MPI pro-
cess then get one of these tasks assigned. Since there are much more tasks than MPI pro-
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cesses, this method is also used for load balancing. In the implementation, each MPI pro-
cess still works on the tasks assigned. However, each process keeps track of two lists: the
list of observed but negligible ERI (described by the four atom kind indices and the spin
channel) and the list of forces below the threshold (described by the four atom kind indices,
the atom the forces act on and the spin channel). Both lists originally are implemented as
sorted linked lists, i.e. each element except for the last one contains a pointer to the next
element. This allows fast recording of the entries in a unordered fashion.
The first list, the one of the observed but negligible ERI, is merged across the nodes
using a Map-Reduce approach similar to MPI_Gather that also works efficiently when the
number of processes is not a power of two.[317] For this purpose, the linked lists are con-
verted to a fixed-size Fortran ALLOCATABLE (map), then sent via the network and in-
serted into the linked list of the reducing process (reduce). This is repeated until only one
final linked list is available on the master node. This is the exclusion list for the upcoming
MD steps and must be present on all processes. Therefore, this list is finally converted into
an allocatable and replicated on all nodes.
The second list is required to calculate the force error of the method during the update
steps, which in turn is the basis for the force correction in subsequent MD steps. This list is
kept as linked list and only traversed once in the end. This list is not replicated on separate
processes, since the data does not have to be available globally. Based on the exclusion list
received from the master process, each MPI process calculates its own contribution to the
total force error vector. These vectors which scale linear with system size are finally added
up across all processes, followed by a deallocation of this list on each process.
In order to reduce the memory consumption of both lists, two shortcuts are used when
inserting an element that already exists. Since memory always holds sorted linked lists,
duplicates can be detected in constant time during an insertion. For the list of observed
but negligible ERI, the entry is only updated and for the force error history, the new entry
is added to the existing force vector.
The modified way of calculating the four-centre integrals creates a problem with the
load balancing. For the HFX part of the system, load balancing for both the energy and
the force evaluation is done[318, 319] by separating the nested loops over the four orbitals
(i, j, k, l) into chunks (called either work packages or bins in the source code). These chunks
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are defined by a range of values for i and j. Chunks always include the two loops over
k and l. This means that the enumeration of the individual ERI is always contiguous for
each chunk. Initially, the cost of each of the chunks is estimated by the number of four-
centre integrals belonging to it and is subject to empirical weighting of the ERI to adjust for
the different computational complexity for different orbital combinations. In subsequent
steps, this estimate is replaced by the actual walltime of the calculation. The underlying
idea obviously is that the total cost of all ERI varies only slowly over time. Now with the
method outlined in this chapter, this assumption does not hold any more, since a good
part of the ERI are neglected all together. CP2K uses the cost estimate to derive which
chunks have to be calculated by which MPI rank such that the overall cost is as evenly
distributed as possible. This means that the wrong (or more precisely: outdated) walltime
measurements for the cost of the chunks lead to unequally distributed overall cost. This
imbalance degrades performance, which is why changes were necessary. I changed the
code to keep two estimates for each chunk: one for the full step (any initial MD step until
the history of force errors is built) while the other one is applicable to any step where
approximate forces are calculated. In the first approximate step, where no such information
is available from previous calculations, the estimated duration of the full force evaluation
is rescaled by the share of ERI to include in this particular chunk. To this end, the number
of ERI is counted for each chunk.
Figure 4.13 compares the time per MD step required for three versions of the code for
the same problem. The first MD step is more expensive than the others, because converging
the initial guess of the density matrix takes significantly more SCF iterations than converg-
ing the density from the last MD step on the new atom coordinates. In the further progress,
the initial steps have all nearly identical costs. Starting from step 20, a pattern repeats ev-
ery five steps. The first step in the group is the step where the exclusion list is updated.
The higher cost in the dense matrix implementation comes from the lack of improved load
balancing. This can be seen from the fact that step 20 and step 25 perform roughly the
same work, with the difference being the load balancing between MPI ranks which is not
optimal for step 25. In the sparse matrix method, the cost of the update steps is nearly
identical to the cost in the unmodified code, thanks to the load balancing. All intermediate
steps are significantly cheaper than the reference run. The dense matrix implementation is
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N Figure 4.13 – Time per MD step required for fully periodic system of a 1× 1× 1 CoO super cell
for the original routines in CP2K (blue), the dense matrix implementation (orange) and the sparse
matrix version (grey). Calculations performed on an Microsoft Azure DS15 v2 instance (20 cores,
140 GB memory). Time is measured in walltime, not CPU time. With the exception of the keyword
enabling the force filtering from this work, the inputs are identical to all the versions of CP2K.
Calculation(s) d0f
slightly faster here, because lookups in a static dense matrix are constant time operations,
while lookups in the linked list representation of a sparse matrix are linear in the number
of non-sparse elements.
4.5 Conclusion
In this chapter, a new force screening approach has been proposed. It has been shown
that this method has little impact on the resulting forces but can significantly improve
the computational efficiency. The method conserved the energy of a MD run to a similar
extent as regular MD and potentially can be extended to act on the energy calculation, as
well. This would reduce the computational cost even further and likely improve the energy
conservation as the energy and forces then would be evaluated based on exactly the same
orbital interactions.
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Chapter 5
pKa Calculation
Determining the protonation state of a surface is challenging both experimentally and com-
putationally. In experiment, the low scattering cross section of protons makes their detec-
tion hard, while the associated time scales are hard to cover in simulations of sufficient
level of theory.* While the work in previous chapters has shown that in some cases the
picosecond time scale is long enough to capture some of the deprotonation events at the
hematite/water interface, this is not generally the case. One way to capture these effects
that can span multiple orders of magnitude in their time scale is the calculation of the acid
dissociation constant pKa. For the interface in question, this is another way of writing the
free energy difference between a surface oxygen being protonated and the surface oxygen
being deprotonated at the expense of a solvated H+ in bulk water.
The acid dissociation constant in the Brønsted definition is given as
pKa ≡ − log
(
[A−][H3O+]
[HA][H2O]
)
(5.1)
with the equilibrium concentrations [·] of the compounds in the following equilibrium
reaction
HA+H2O
 A− +H3O+ (5.2)
Moreover, the Gibbs free energy difference for this reaction is given as
∆G = −kBT ln
(
[A−][H3O+]
[HA][H2O]
)
= ln(10) · kBT · pKa (5.3)
* This work ignores quantum-nuclear effects in the AIMD simulations. These nuclear effects are likely to play
an important role.[320]
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with the temperature T. This last relation is the basis to the computational estimation of
the pKa as applied here.[320] In this approach, the free energy difference is evaluated using
thermodynamic integration.
5.1 Theory of the pKa Calculation
Based on the aforementioned definition of the pKa, its value is estimated using dummy
sites as follows.[320] In the hematite/liquid water interface setups discussed in earlier chap-
ters of this work, there is always a (protonated) hematite slab and a bulk water slab. The
free energy difference between the surface site being protonated and finding the proton
solvated as hydronium in bulk water is calculated by means of an alchemical transforma-
tion, where the energy difference between these two states is evaluated along a trajectory
propagated on either of the two energy surfaces or a mixture thereof. Since the vertical
energy gap is only applicable to the same nuclear coordinates, the point in space where to
move the proton in question to has to be known. This point is calculated during the MD
run by a weakly interacting placeholder site. To this end, a dummy site is introduced as
shown in Figure 5.1. This dummy site is a classical particle and carries no charge and does
not interact with the DFT part of the system. In the reactant state (E0 in Figure 5.1), the
surface OH group is protonated and the dummy proton is added to an arbitrarily selected
bulk water molecule to form a geometry that resembles the hydronium (H3O+) configura-
tion. The dummy atom is held in this configuration by classical harmonic bond and angle
potentials with this particular water molecule only. For the product state, the explicit pro-
ton and the dummy site are exchanged, which forms a DFT hydronium site in bulk water
and a deprotonated OH group at the surface. The dummy site at the surface is kept in
place using classical harmonic bond and angle potentials.
In both reactant and product states, all harmonic bond and angle terms are included
in the propagation of the nuclei. For the evaluation of the vertical energy gap however,
those classical terms are included in the energy of the states E0 and E1 that describe the
bonding potential of the dummy site in the respective propagation. If we split the classical
contributions in those for the surface where the dummy contributes EMMS , those for the
hydronium ion in bulk water where the dummy contributes EMMH , and those which are
only used to ensure the correct selection of configuration space EMMC , then the energies of
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I Figure 5.1 – Visualisation of the
two topologies employed in the al-
chemical calculation of the free en-
ergy difference. Bulk hematite and
bulk water omitted for clarity. For
the E0 PES, the explicit proton is lo-
cated at the surface of bulk hematite
and the dummy atom is located at
a purely DFT water. For the E1
PES, these two sites are exchanged
such that an explicit hydronium ion
is formed in the middle of the bulk
water layer. Black lines denote
bonds in the classical MD sense and,
hence, are subject to classical forces.
the states i are given with the DFT total energy EQMi as
E0 ≡ EQM0 + EMMH (5.4)
E1 ≡ EQM1 + EMMS (5.5)
The terms for the correct selection of configuration space are the classical bonded and an-
gle potentials on the hydronium site that involve only the explicit protons of the selected
water molecule. They have to be imposed on the system to prevent deprotonation of the
hydronium site during the MD run, but do not contribute to the energy of the dummy
atom itself. While not necessary for this crystal surface, other crystal surfaces may require
additional terms to stabilise the geometry that all would be included in EMMH .
These two different topologies also form different PES E0 and E1, because the explicit
proton in the DFT evaluation is located at a different position. Just as outlined in the intro-
duction of this chapter, one can interpolate between these two similar but distinct PES by
introducing a mixing parameter η
Eη(R) = (1− η)E0(R) + ηE1(R) (5.6)
where R is the position of the nuclei including the dummy site. Along this linear interpo-
lation, the energy difference between the PES (the vertical energy gap ∆E) has to be eval-
uated such that the ensemble average thereof can be integrated using the thermodynamic
integration method.
∆E(R) ≡ E1(R)− E0(R) (5.7)
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This shows that the explicit dummy site is necessary to provide the coordinates of the
proton insertion after the proton removal at the surface when going from E0 to E1. The
thermodynamic integral
∆G ≡ G(η = 1)− G(η = 0) =
∫ 1
0
〈
∂H(η)
∂η
〉
η′
dη (5.8)
then gives the exact free energy difference between the reactant and product states.[320]
The ensemble average of this vertical energy gap ∆E is calculated by running a AIMD
simulation for all chosen values of η. It is important to perform the sampling of configu-
rations on the correct PES, since e.g. the solvation structure depends on the location of the
explicit proton, which is why the conformational space sampled in E1 can be essentially
different from the one sampled in E0. The same argument holds for the intermediate (arti-
ficial) PES. If the trajectories obtained this way are long enough, the variance of the vertical
energy gap ∆E can be estimated. This is of interest, because the variance of the raw time
series directly relates to the derivative of the ensemble vertical energy gap w.r.t. the mixing
parameter[321]
∂
∂η
〈∆E〉η = −
σ2η
kBT
= −〈(∆Eη − 〈∆E〉η)
2〉
kBT
(5.9)
This allows for additional information from the MD data. Depending on the relative con-
vergence speed of the ensemble average of ∆E and the variance thereof, this may contribute
to reduce the statistical uncertainty associated with the final estimate.
To relate the thermodynamic integral (eqn 5.8) to the pKa, a number of correction terms
are necessary.[320] First, one needs to estimate the free energy to remove the artificial
dummy sites from reactant and product states. This contribution, ∆ADI , can be estimates
as
∆ADI ≡ kBT ln
qint
Ad−q
int
H2O
qintA−q
int
H2Od
(5.10)
Additionally, the resulting thermodynamic integral has to be corrected for treating the
dummy at classical level but having an explicit quantum proton at DFT level (the quan-
tum correction ∆AQM):
∆AQM = −∆Aqc(AH) + ∆Aqc(H3O+)
≡
6
∑
i=1
h
2
ν′i −
3
∑
i=3
h
2
ν′′i + β
−1 ln
(
6
∏
i=1
1
hν′iβ
3
∏
i=1
ν′′i
νi
3
∏
i=1
1− exp(−hνiβ/2)
exp(−hνiβ/2)
)
(5.11)
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where νi are the DFT vibrational frequencies for the proton at the surface, ν′i are the DFT
vibrational frequencies for the hydronium ion, and ν′′i are the DFT frequencies for a water
molecule.
The final correction consists of the difference between the Brønsted and Arrhenius pic-
ture of the proton in bulk water. During the calculation, an explicit hydronium ion is used
rather than a solvated proton which is a migrating charged defect in water. The free energy
difference ∆ADH between the hydronium ion and the solvated proton has been estimated
to be
∆ADH ≡ kBT ln c◦Λ3H+ (5.12)
Including all corrections, the expression for the pKa reads[320]
pKa =
1
ln 10kBT
( ∫ 1
0
〈∆E〉ηdη + kBT ln
qint
Ad−q
int
H2O
qintA−q
int
H2Od
− ∆Aqc(AH) + ∆Aqc(H3O+)
+ kBT ln c◦Λ3H+
)
(5.13)
While the original work suggests to use two half-reactions[320] in order to re-use part of
the simulation for the variety of compounds they analyse, this offers no benefit for a single
configuration as in this work. Therefore, the direct conversion from an explicit proton at
the surface to an explicit proton in bulk water is calculated in this work.
The first term of eqn 5.13 is the aforementioned thermodynamic integral which is ob-
tained by weighted summation over the intermediate points η. The second term gives
the free energy of dummy insertion and can be obtained from the classical vibrational fre-
quencies for the protonated surface, the classical vibrational frequencies for the hydronium
molecule and the DFT frequencies of a single water molecule. Since an evaluation of the vi-
brational frequencies of the surface proton would require a relaxed interface geometry first,
a slightly different approach is used for the hematite surface. Instead of evaluating global
modes, their local equivalent is calculated by drawing a snapshot from the equilibrated
MD trajectory, freezing all atoms except for the surface proton, followed by a geometry
optimisation (which then only affects the surface proton). For the resulting geometry, the
Hessian and, thereby, the vibrational frequencies can be extracted.
The next correction terms, −∆Aqc(AH) + ∆Aqc(H3O+), are the quantum corrections
which account for the difference arising from the classical treatment of the proton instead
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of treating it fully at DFT level. To this end, the DFT frequencies for all relevant subsystems
(surface proton, hydronium ion and water) are used.
The last correction is the dissociation free energy accounting for the difference in energy
between a hydronium ion (the description used in the simulation) and a solvated proton
with a water molecule. Here, Λ is the thermal wavelength of the proton at simulation
temperature.
5.1.1 Thermodynamic Integration
This method is not specific to the estimation of pKa, but pertains to calculations of free
energy differences in general.[322] The general approach is to first define a mixing parame-
ter or reaction coordinate η connecting the two system states the free energy difference of
which is to be estimated. Then, a series of calculations is performed for various values of
η to sample a superposition of initial and final system. Finally, the values for the differ-
ent calculations η are combined by integration. For this last step, there are multiple ways.
Some of which will be explained below.
Generally, the free energy G depends on the mixing parameter η indirectly via the par-
tition sum Z or the Hamiltonian H
G(η) = −kBT ln Z(η)⇒ ∂G(η)
∂η
=
〈
∂H(η)
∂η
〉
η′
(5.14)
where 〈·〉η denotes the ensemble average for the mixed systems for a given parameter η.
Conventionally, η is chosen such that the initial state has η = 0 and the final state has η = 1.
In this case, the free energy difference ∆G is given by
∆G ≡ G(η = 1)− G(η = 0) =
∫ 1
0
〈
∂H(η)
∂η
〉
η′
dη (5.15)
This resulting integral can be evaluated in several ways: performing MD calculations for
several fixed values of η,[320] slowly increasing η over the course of a long MD calcula-
tion,[322] quickly changing η but going forth and back between initial and final state multi-
ple times,[323] performing a forward and backward sweep of η followed by averaging,[324]
adding intermediate values of η on an as-needed basis,[325] tailoring the η values to the
physical interaction,[326] sampling η via replica exchange MC calculations,[327] and propa-
gating in η.[328] In all these cases, the integral is approximated by a sum over finite values
of η and some kind of integration scheme has to be applied.
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The integration scheme to be used depends on the underlying physical quantity and
system under investigation. If the values for η are equally spaced over the interval [0, 1],
then the Newton-Cotes method can be applied, given that the number of values of η are
sufficient to capture any (potential) curvature of the integrand over the interval. In case of
non-equally spaced values, either composite Newton-Cotes can be applied to sub-intervals
of equal spacing or other more complex numerical integration algorithms have to be cho-
sen. This is the reason why equally spaced intervals of η are common. In some cases, it
may be helpful to include the derivative of the integrand at the points of fixed η as well.
Whether this is feasible and brings an advantage depends on the physical property and the
simulation method. One application where this is helpful is the estimation of pKa values,
as will be shown below.
5.2 Integration Methods
For the different integration methods, different uncertainty estimates for the final integral
arise. They can be derived by applying propagation of uncertainty methods to the inte-
gration formulas. It is however crucial to emphasise that the discussion in this subsection
only applies to the statistical uncertainty, not to the systematic error which is inherently de-
fined by the approach, the force field, the level of theory for the AIMD calculation and the
finite sampling. In this chapter, the term uncertainty will be used to refer to the statistical
component and error will refer to the deviation from the true value.
5.2.1 Newton-Cotes
While the underlying theory is valid for all numbers of intermediate points of η, this work
will focus on up to five total points of η, since this is the integration done later on to deter-
mine the pKa uses this many points.
One method is composite application of Simpson’s rule:
IS =
1
6
(〈Q〉0 + 〈Q〉1) + 23 〈Q〉0.5 (5.16)
where Q is the integrand. While Simpson’s rule only uses three points, the composite
version thereof consists of splitting the overall integral in two intervals η ∈ [0, 0.5] and
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η ∈ [0.5, 1]. Then, the total integral ISC can be expressed as
ISC =
1
12
(〈Q〉0 + 2〈Q〉0.5 + 〈Q〉1) + 13 (〈Q〉0.25 + 〈Q〉0.75) (5.17)
in this case, the uncertainty for the simple Simpson’s rule as calculated from propagation
of uncertainty is
∆IS =
√√√√∑
i
∣∣∣∣ ∂IS∂〈Q〉i
∣∣∣∣2 ∆(〈Q〉i)2 =
√
1
36
[∆(〈Q〉0)2 + ∆(〈Q〉1)2] + 49∆(〈Q〉0.5)
2 (5.18)
⇒ ∆ISC =
√
∆(〈Q〉0)2
144
+
1
9
∆(〈Q〉0.25)2 + ∆(〈Q〉0.5)
2
36
+
1
9
∆(〈Q〉0.75)2 + ∆(〈Q〉1)
2
144
(5.19)
where ∆ denotes the absolute uncertainty and i runs over all discrete values of η. This as-
sumes that the individual observations of 〈Q〉i are uncorrelated and, hence, Cov(〈Q〉i, 〈Q〉j) =
0 for all i 6= j. The integration error (i.e. the error between the true integral and the approx-
imation) is proportional to the fourth derivative of the integrand (at one point within the
interval) and proportional to the fifth power of the interval width. Since pKa curves of the
integrand often exhibit cubic curvature at most,[329] this error term is zero or at least very
close to zero.
Instead of composite Newton-Cotes, the direct equation for five points, Boole’s rule,
can be used:
IB =
1
90
[7(〈Q〉0 + 〈Q〉1) + 32(〈Q〉0.25 + 〈Q〉0.75) + 12〈Q〉0.5] (5.20)
Straightforward application of the propagation of uncertainty yields
∆IB =
1
15
√
49
36
[∆(〈Q〉0)2 + ∆(〈Q〉1)2] + 2569 [∆(〈Q〉0.25)
2 + ∆(〈Q〉0.75)2] + 4∆(〈Q〉0.5)2
(5.21)
with the same assumption on the covariance of the individual observations. Here, the
integration error scales with the sixth derivatives of the integrand at a point within the
interval and the seventh power of the integration range. Therefore, the aforementioned
argument still holds that this error is vanishingly small for the integrands of interest.
Only in the linear response model, the initial and final ensembles are the only ones to
be considered. In this case, the Trapezoid rule gives an integral value
ITR =
〈Q〉0 + 〈Q〉1
2
∆ITR =
√
∆(〈Q〉0)2 + ∆(〈Q〉1)2
4
(5.22)
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5.2.2 Hermite Splines
Another integration method is based on Hermite splines for equidistant values. In this
case, every segment of the interval is interpolated using cubic splines with neighbour-
ing intervals serving as mutual constraint on the derivatives to ensure smooth derivatives
across the whole integration interval. This approach allows for inclusion of the derivatives
of the integrand in the fit. The cubic splines ci for the segments i are defined using the
Hermite basis functions hii
ci(x) = h00(ti)〈Q〉i + h10(ti)h∂〈Q〉i
∂η
+ h01(ti)〈Q〉i+1 + h11(ti)h∂〈Q〉i+1
∂η
(5.23)
ti(x) ≡ x− 〈Q〉i〈Q〉i+1 − 〈Q〉i (5.24)
h00(ti) = 2t3i − 3t2i + 1; h10(ti) = t3i − 2t2i + ti (5.25)
h01(ti) = −2t3i + 3t2i ; h11(ti) = t3i − t2i (5.26)
where h is the width between consecutive data points (so h = 0.25 for five points), and
t linearly covers a [0, 1] between two consecutive data points. These cubic splines can be
piecewise integrated over the interval they are defined on. For a single interval [xi, xi+1],
the integral of ci(x) is∫ xi+1
xi
ci(x)dx = (xi+1 − xi)︸ ︷︷ ︸
≡h
∫ 1
0
ci(t′)dt′ = h
( 〈Q〉i + 〈Q〉i+1
2
+
h
12
(
∂〈Q〉i
∂η
− ∂〈Q〉i+1
∂η
))
(5.27)
which would be applicable for cases where no intermediate points are taken into consider-
ation (but now including the derivatives):
ISHS =
〈Q〉0 + 〈Q〉1
2
+
1
12
(
∂〈Q〉0
∂η
− ∂〈Q〉1
∂η
)
(5.28)
∆ISHS =
√√√√∆(〈Q〉0)2 + ∆(〈Q〉1)2
4
+
1
144
(
∆
(
∂〈Q〉0
∂η
)2
+ ∆
(
∂〈Q〉1
∂η
)2)
(5.29)
Addition of all segments i spanning the integral range [η = η(i), η = η(i + 1)] yields
the total integral
IHS =∑
i
∫ xi+1
xi
ci(x)dx (5.30)
=
1
4
( 〈Q〉0 + 〈Q〉1
2
+ 〈Q〉0.25 + 〈Q〉0.5 + 〈Q〉0.75
)
+
1
192
(
∂〈Q〉0
∂η
− ∂〈Q〉1
∂η
)
(5.31)
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Name ∂〈Q〉0/∂η 〈Q〉0 〈Q〉0.25 〈Q〉0.5 〈Q〉0.75 〈Q〉1 ∂〈Q〉1/∂η
Trapezoid rule ITR x x
Simpson’s rule IS x x x
Composite Simpson’s rule ISC x x x x x
Boole’s rule IB x x x x x
Single Hermite spline ISHS x x x x
Hermite spline IHS x x x x x x x
N Table 5.1 – Integration formulas and which information they require on the integrand 〈Q〉η .
because all intermediate derivatives cancel each other out. For the statistical uncertainty,
this means
∆IHS =
1
4
[ (
∆(〈Q〉0)2 + ∆(〈Q〉1)2
4
+ ∆(〈Q〉0.25)2 + ∆(〈Q〉0.5)2 + ∆(〈Q〉0.75)2
)
+
1
2304
(
∆
(
∂〈Q〉0
∂η
)2
+ ∆
(
∂〈Q〉1
∂η
)2)]1/2
(5.32)
All these integration methods require different information of the integrand and are
compared in Table 5.1. The main difference is the different weighting of the various pieces
of information. Since the statistical uncertainty of the final estimate highly depends on the
weighting of the individual contributions, it is generally advisable to choose a integration
method that reduces the uncertainty as efficiently as possible with increasing budget spent
on the calculations. In the context of the pKa calculations carried out in this work, this
means that methods are to be avoided where the uncertainty depends on the intermediate
trajectories (where 1 6= η 6= 0), since they require twice as much computational effort.
Some of the integration formulas include derivative information of the integrand, which
may increase accuracy, if and only if the statistical uncertainty of the derivative information
decreases quickly enough. However, the prefactors of the terms suppress the derivative
contribution to the statistical uncertainty significantly. Since the derivative information is
related to the second moment of the time series and second moments generally converge
slower than the plain average, these form competing effects. This is discussed later in this
work.
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5.3 Optimal Sampling Method for Thermodynamic Integration
When performing MD calculations to obtain the time series data that is required to evalu-
ate the ensemble average of any quantity (not only the vertical energy gap), there is always
the question of convergence. While it can be beneficial to plot the value of the observable
over time, there needs to be hard criterion separating equilibration phase from the pro-
duction part of the recorded data. This is particularly challenging for short trajectories,
which is the typical case for the AIMD simulations carried out in this work. With short
trajectories, a slight change of the choice of the extent of the production time series may
yield significantly different results, which would contribute to the systematic error of the
work. Therefore, it is desirable to devise a way of automatically decide on the extent of
equilibration in a time series – based just on the original properties of the time series itself.
This is particularly helpful, because it allows automation of this decision and enables to
employ different equilibration times for different quantities, since their underlying physi-
cal equilibration processes may complete on different times. Also, an automated decision
supports reproducibility.
In a bid to base the selection of the production part of a time series of an observable,
it is suggested to follow the reverse cumulative average approach RCA.[330] Their overall
approach is to analyse the reversed time series. If a time series is converged, then this is
the case towards the end of it, not at the beginning. They then analyse the time series using
block averaging and detect starting from where the mean and variance of the individual
blocks do not follow a normal distribution any more. This point then marks the end of
the (reversed) equilibrated data. The detailed formalised approach will be shown in the
following. However, the original approach[330] has been extended in this thesis to deal
with non-equally spaced data due to missing information, and frequency weighting based
on Boltzman reweighting.
5.3.1 Proposed Method
Given is a non-stationary time series Qi of an observable Q(t) for a ordered set of N irregu-
larly spaced times ti fully spanning the interval [0, T]. Now the goal is to obtain an estimate
for the equilibrated continuous subset of data points Qi that then can be used to calculate
an estimate for the true ensemble average (or expectation value of the time series), 〈Q〉,
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the variance thereof, Var(〈Q〉), the variance of the time series, Var(Q(t)), and the variance
thereof, Var(Var(Q(t))). Each data point has an associated weighting factor wi(Qi).
The first step is to reverse the overall time series Qi:
Q′′i (t
′
i) ≡ QN−i+1(tN−i+1) with t′i ≡ T − ti (5.33)
w′i(t
′
i) ≡ wN−i+1(tN−i+1) (5.34)
This step is equivalent with the time-reversal of the MD calculation. After this step, the
linear trend that is likely to be present is removed by linear regression using the OLS esti-
mator. The resulting data is referred to as Q′i(t
′
i). Now the data is divided into n ≡ bT/τc
blocks of duration τ each. This means that the blocks all have the same duration in the time
series no matter how many actual observations are part of them. Data from an incomplete
last block is discarded. For each of these blocks, there is one set (in set-builder notation)
Bτj ≡ {Q′i(t′i) : (j− 1)τ > t′i > jτ} (5.35)
With these definitions, the weighted average value Qτj and the frequency weighted sample
variance Vτj for the frequency weighted data within a block is given as
Qτj
′ ≡
[
∑{w′i : Q′i ∈ Bτj }
]−1
∑{w′iQ′i : Q′i ∈ Bτj } (5.36)
Vτj
′ ≡
[
∑{w′i : Q′i ∈ Bτj } − 1
]−1
∑{w′i(Q′i −Qτj
′
)2 : Q′i ∈ Bτj } (5.37)
Here and in all subsequent steps, empty sets are not taken into account when performing
the next step in the analysis. These resulting averages depend on the parameter τ, which
will be chosen such that the n individual blocks of length τ become statistically indepen-
dent. This is estimated using the concept of statistical inefficiency:[330] the one estimator
(for the ensemble property 〈Q〉) that needs the fewest observations to obtain a given un-
certainty is called the most efficient one. The statistical inefficiency Φ is defined as
Φ(τ) ≡
τ ·Var({Qτj
′})
Var({Q′i})
(5.38)
For large blocks (i.e. large durations τ), this should converge to a fixed value, since the
statistically independent chunks estimate the same variance as for the whole set of data
with the exception of the finite size, i.e. the difference between sampling and population
variance. Since Φ(τ) is subject[330] to noise itself (in particular for large τ such that there
are only few blocks in the whole time series), the statistical inefficiency will be considered
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locally stationary w.r.t. τ according to the augmented Dickney Fuller (ADF) test, a standard
tool in statistics. Due to the finite length of the underlying trajectory, there can only be a
limited number of possible values of τ. Therefore, Φ(τ) can be evaluated for all possible
values of τ. Practically, there are two limits that can be exploited here: τ has to be at least
the time distance between the closest samples Qi in the time series and can be T/4 at most.
The latter limit is a constraint that arises from the normality tests outlined below. With the
results from the ADF, the set τΦ of all possible values of τ for which Φ is locally stationary
and, therefore, the individual blocks are independent, is defined.
At this point in the analysis, it is only known which block sizes τ produce statistically
independent blocks. However, the average values Qτj
′
of these blocks have to follow a
normal distribution if they truly estimate the same equilibrated time series. Note that this
is not an assumption about the distribution of the individual values Qi (which in fact can
be arbitrarily distributed), but only about the average values of the blocks. If τ is large
enough, the central limit theorem states that the average has to follow a normal distribution
regardless of the underlying data series. If, however, a contribution of the equilibration
part of the time series is still present, this gives rise to a different average value. This
different average value would not match the normal distribution of the equilibrated part
of the time series.
The crucial step to determine whether the time series is equilibrated is now to follow
the blocks in the order of the reversed time series and collect their averages. The Shapiro-
Wilk test then shows whether the average of the next block matches the assumption of a
normal distribution. This test, however, requires at least three data points, which is the
reason for the aforementioned limit on potential block sizes. This way, for each block size
τ, the boundary of the equilibration region can be defined based on the averages of blocks
which follow a normal distribution N in reverse order of the original trajectory:
C(τ) ≡ T − τ j where j : ∀i ≤ j : {Qτi
′} ∈ N ∧ {Qτi
′ : i ≤ j + 1} /∈ N ∧ j ≥ 3 (5.39)
Practically, this only has to be calculated for all block lengths τ from τΦ, since for all other
block durations, the statistical inefficiency is not locally stationary, which consequently
does not rule out correlation between the individual blocks.
Now the final equilibrated value and the statistical uncertainty thereof can be calculated
using the original time series. This is done by building the same blocks as for the reverse
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time series just for the forward data, which not has been altered in any way:
Dτj ≡ {QN−i+1(tN−i+1) : Q′i(t′i) ∈ Bτj } (5.40)
For each of these blocks, the following quantities are required for further analysis: average
Qτj , the frequency weighted variance V
τ
j , and the variance of this variance W
τ
j :
Qτj ≡
[
∑{wi : Qi ∈ Dτj }
]−1
∑{wiQi : Qi ∈ Dτj } (5.41)
Vτj ≡
[
∑{wi : Qi ∈ Dτj } − 1
]−1
∑{wi(Qi −Qτj )2 : Qi ∈ Dτj } (5.42)
Wτj ≡
∑{wi(Qi −Qτj )4 : Qi ∈ Dτj }
|Dτj |
(
∑{wi : Qi ∈ Dτj } − 1
) − Vτj 2(|Dτj | − 3)|Dτj |(|Dτj | − 1) (5.43)
With these quantities, all individual components can be pieced together: potential so-
lutions τS are given by only those block sizes τ for which the statistical inefficiency Φ(τ)
is locally stationary, and where a normal distribution of the block averages has been found
are to be considered. All in all:
τS ≡ {τ ∈ [τm, T/4] : ∀i, j : τm ≤ |ti − tj| ∧ τ ∈ τΦ ∧ C(τ) ∈ [0, T]} (5.44)
Based on the individual blocked averages and variances, the estimated properties of
the whole equilibrated part of the trajectory can be estimated for the case of block lengths
larger than the autocorrelation time of the time series. Note that in this case the variances of
the blocks are not frequency information but rather uncertainties. Therefore, the following
expressions are to be used:
〈Q〉τ ≡
∑j Qτj V
τ
j
−1
∑j Vτj
−1 (5.45)
Var(〈Q〉)τ ≡
[
∑
j
Vτj
]−1
(5.46)
Var(Q(t))τ ≡
∑j Vτj W
τ
j
−1
∑j Wτj
−1 (5.47)
Var(Var(〈Q〉))τ ≡∑
j
Wτj
[
∑
j
1
]−1
(5.48)
(5.49)
However, for a converged trajectory, all block sizes that fulfil these criteria have to
yield a statistically compatible estimate. If and only if the following conditions hold, the
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trajectory can be considered to have an equilibrated section:
τS 6= ∅ (5.50)
∀τi, τj ∈ τS : |〈Q〉τi − 〈Q〉τj | ≤ 2 ·Var(〈Q〉)τj (5.51)
If the first condition is not met, then there is no equilibrated section at all. If the latter con-
dition is not met, this means that there are statistically incompatible estimates for different
block sizes τ.
The final estimates for the underlying physical process are for the one τi ∈ τS that
minimises the variance Var(〈Q〉)τ. The estimated mean (with the statistical uncertainty)
then is
〈Q〉 = 〈Q〉τi ±
√
Var(〈Q〉)τi (5.52)
In the same way, the variance of the physical process (with the associated statistical uncer-
tainty) is obtained as
Var(Q(t)) = Var(Q(t))τi ±
√
Var(Var(〈Q〉))τi (5.53)
5.3.2 Efficiency and Automation
The method proposed above to select the equilibrated part of a time series can be integrated
in a guided thermodynamic integration approach in order to yield reliable estimates of the
pKa value with the least required budget and without the arbitrariness of human decision.
Figure 5.2 shows the general scheme to be used. Initially, a number of mixing parameters
ηi are selected based on the expected curvature of the vertical energy gap over the interval
η ∈ [0, 1]. The only condition here is that the initial and final state have to be sampled
with their respective trajectories. Based on these pre-defined points ηi, short MD trajec-
tories are performed for each ηi. Short trajectories in this context represents a meaningful
length of an AIMD run such that not too much time is spend on start-up and initialisation
of the MD. For the systems at hand, one day of walltime seems to be reasonable. After
there is MD data for each ηi, the aforementioned method selects whether all simulations
are equilibrated. If not, then the non-equilibrated trajectories are extended in increments
of these short runs. Once the MD has been determined to be equilibrated for all values ηi,
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the thermodynamic integral can be evaluated using one of the methods outlined at the be-
ginning of this chapter. The required data points and their statistical uncertainty is a result
of the equilibrated trajectories. This gives not only an initial value for the pKa, but also
the statistical uncertainty thereof. The individual contributions to these uncertainties are
available analytically for the individual values ηi which means that the one single ηj can be
determined which has the largest contribution to the overall error estimation. This single
trajectory ηj can then be extended by a short MD run. Afterwards, the new equilibrated
region of that ηj has to be obtained using the block sampling method outlined above. With
this new set of information, another estimate of the integral and, hence, the pKa can be
calculated. This process should be repeated until either the budget is exhausted or the
statistical uncertainty for the pKa is sufficiently small.
This has the desirable property that there is a hard criterion suggesting which trajectory
to extend. This criterion is based on the relative quality of all trajectory data available so
far and chooses the values of ηi that are most likely to reduce the statistical uncertainty.
While human interaction may be helpful to control the suggestions of the algorithm, this
procedure greatly reduces the manual effort related to the calculation.
5.4 Computational Details
When preparing the AIMD simulation, a pre-equilibrated snapshot from the interface cal-
culations has been used. However, there are additions required for several reasons. First,
the dummy site has to be introduced (simulation a03). This is easily done by selecting a
random water molecule in the middle of the water layer of the setup and roughly posi-
tioning the dummy atom at a location close to the configuration of a hydronium ion. This
dummy site has to be held in place (relative to the water molecule in question) by classical
force field terms, such that at any given time, there is a well-defined insertion position for
the explicit proton when evaluating the vertical energy gap. However, once this explicit
proton is switched to that dummy site, over the course of the E1 trajectory, other protons
of that water molecule may dissociate, since it is a regular AIMD simulation. To prevent
this from happening, the same classical terms that keep the dummy proton in place are
added to the other protons of the same water molecule. All other water molecules re-
main unchanged. In this work, the force constants as parametrised in literature have been
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N Figure 5.2 – Schema on obtaining the pKa value via thermodynamic integration in an automated
fashion.
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kr [au] req [Å] kθ [au] θeq
Hematite (surface O) - (surface H) 0.2 1.00
Hematite (surface O) - (surface O) - (surface H) 0.00063043 90
Hydronium[320] 0.2 1.00 0.2 111
N Table 5.2 – Classical force field parameters (force constants k, equilibrium distance req, and equi-
librium angle θeq) used in the pKa calculation.
Calculation(s) 952
used.[320]
Secondly, the dummy terms that would be required for the E1 trajectory have to be
added. While the physical reasoning is the same as for the aforementioned classical terms
on the water molecule, these potentials are added to the surface OH group. The force
constants here have been derived from the thermal fluctuations of the equilibrated interface
AIMD data.
Thirdly, auxiliary terms are required to prohibit those relaxation processes of the system
where unprotonated sites would become protonated by migrating protons at the surface.
Since the c-cut surface does not exhibit deprotonation events during the course of the neu-
tral trajectories as outlined in previous chapters, there are no such term in this specific
setup, but they are required for future investigation of e.g. the r-cut, where fast proton
movement has been observed.
Table 5.2 lists the force constants as used for the description for the dummy particle. The
values for the O-H bond and H-O-H angle have been taken from literature,[320] while the
very weak O-O-H force constant has been used to avoid that the dummy site penetrates the
surface and reaches unphysical configurations. The force constant has been chosen such
that the dummy proton samples a similar configuration space as the explicit proton.
5.5 Results
Based on the aforementioned setup procedure, the pKa of the single proton on the hematite
c-cut surface has been evaluated. For this evaluation, the estimation of the statistical uncer-
tainty has been done according to the scheme outlined in this chapter. The same applies to
the selection of the equilibrated section of the time series. In total, five equidistant values
of η have been chosen: 0, 0.25, 0.5, 0.75, 1. While the MD simulations and the calculation
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of the time series of the vertical energy gap including the local mode calculations has been
done by the student Oliver Gittus under my supervision, the analysis presented here is
solely my own work. All the estimators and algorithms in this chapter have been imple-
mented by me. The python code employs the external packages numpy, scipy, pandas, and
statsmodels.
For all values of η, both the ensemble average vertical energy gaps have been deter-
mined over trajectories of 29 ps in total:
〈∆E〉η=0.00 = (0.259± 0.013)Hartree
〈∆E〉η=0.25 = (0.172± 0.004)Hartree
〈∆E〉η=0.50 = (0.013± 0.008)Hartree
〈∆E〉η=0.75 = (−0.071± 0.004)Hartree
〈∆E〉η=1.00 = (−0.165± 0.007)Hartree
For the initial and final trajectory, the partial derivatives have been obtained as well:
∂〈∆E〉η=0/∂η = (−0.5735± 0.0048)Hartree
∂〈∆E〉η=1/∂η = (−0.1376± 0.0017)Hartree
For each of the trajectories, the vertical energy gap has been evaluated in a strided pattern
rather than on each MD frame. The striding steps of 25 fs have been obtained from the de-
cay time of the autocorrelation function ACF of the continuously sampled vertical energy
gap on the 〈∆E〉0 surface. For the initial and final states, a replay of the corresponding PES
was required: since the vertical energy gap is E1 − E0, both PES need to be calculated. For
all intermediate states, a replay was not necessary, because the individual energy compo-
nents already have been calculated during the MD to allow for PES interpolation using the
mixing parameter η.
With the calculated frequencies in Table 5.3, the correction terms in eqn. 5.13 can be
calculated as follows:
kBT ln
qint
Ad−q
int
H2O
qintA−q
int
H2Od
= 50.9 meV (5.54)
−∆Aqc(AH) + ∆Aqc(H3O+) = 39.9 meV (5.55)
kBT ln c◦Λ3H+ = −190.9 meV (5.56)
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Literature QM [cm−1] Literature MM [cm−1] QM [cm−1] MM [cm−1]
H3O+ 1032 1450 1149 1672
1668 1810 1514 1830
1692 1920 1754 2365
3449 3340 3458 2504
3523 3660 3741 4380
3540 3760 3762 4459
AH 577 1186 922 376
1141 1797 1406 398
3446 2290 3094 2290
H2O 1610 1652 1776
3650 3698 2345
3750 3771 2380
N Table 5.3 – Frequencies for inclusion in the correction terms for the pKa expression in comparison
with literature values.[320]
Calculation(s) 952
Name ∆A [eV] pKa
Trapezoid rule ITR 1.289± 0.206 20.0± 3.2
Simpson’s rule IS 0.659± 0.174 9.4± 2.5
Composite Simpson’s rule ISC 1.184± 0.076 18.2± 1.2
Boole’s rule IB 1.219± 0.074 18.8± 1.2
Single Hermite spline ISHS 0.300± 0.206 3.4± 2.3
Hermite spline IHS 1.031± 0.086 15.6± 1.3
N Table 5.4 – Total free energy difference and pKa values for the surface OH of the hematite c-cut
as obtained by different integration methods and the resulting pKa value including all corrections.
Calculation(s) 4c5, 9cf
Insertion of these numbers into the various integration formulas outlined in the be-
ginning of this chapter yields the integral values in Table 5.4. Two values stand out: the
free energy difference calculated using Simpson’s rule and for the single Hermite spline is
significantly lower (and unphysical) than the other values. The reason here is that the cur-
vature at the endpoints and the curvature in the middle of the integration domain do not
give a consistent result. This could only be improved by longer trajectories for the initial
and final state. The agreement of the value for the Trapezoid rule with the other estimates
with more data points is fortuitous, as can be seen by the large statistical uncertainty. All
values with the exception of Simpson’s rule and the single Hermite spline are statistically
compatible with each other, with three of them having a small statistical uncertainty: the
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N Figure 5.3 – Comparison of the raw data points (including error bars) and the integrand shapes
as created to obtain values from Table 5.4. For the Simpson’s composite rule, both segments are dif-
ferently coloured. Labels denote Trapezoid rule, Simpson’s rule, Composite Simpson’s rule, Boole’s
rule, single Hermite spline and Hermite splines.
Calculation(s) 4c5, 9cf
composite Simpson’s rule, Boole’s rule and Hermite splines. Of these, it is interesting that
the inclusion of the derivatives for the Hermite splines does not significantly increase the
uncertainty despite the fact that the derivatives as obtained from the second moment of
the vertical energy gap distribution are more prone to slow convergence. Since this offers
additional physical insight into the system, the inclusion of the derivatives is most reason-
able, but only once the trajectories are sufficiently long to capture converged variances of
the vertical energy gap. Before this point is reached, Boole’s rule is the best option. This
means that the pKa value determined in this work for the c-cut is 18.8± 1.2.
However, all three of these methods with a small statistical error require the five data
points, i.e. three intermediate calculations. Since these intermediate ones are the most
expensive ones, it is desirable to identify a method that works well when just given infor-
mation about initial and final state MD. From the two options, the trapezoid rule and the
single Hermite spline, the latter is expected to be more robust for non-linear integrands,
since at least the derivative at the endpoints is correct. For the single Hermite spline which
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N Figure 5.4 – Example of the determination of the equilibrated region of the original E0 time series
(top panel, ∆E). The panels below show the statistical inefficiency Φ, the p value of having local
stationarity in the statistical inefficiency, the percentage of the trajectory that can be considered to be
equilibrated based on the Shapiro-Wilk test. For each block size τ where both the statistical ineffi-
ciency is locally stationary and the Shapiro-Wilk test suggests Gaussian distributed block averages,
the bottom panel shows the resulting estimated mean average and uncertainty thereof. All block
sizes and the corresponding equilibrated regions are the red segments shown in the top panel. The
section of the trajectory covered by the red bars is considered to be equilibrated. For a detailed
discussion of the method, please refer to the beginning of the chapter.
Calculation(s) 4c5, 9cf
with the current data gives a particularly low estimate, this is due to the steep derivative
of the integrand at the endpoints. Since this derivative is obtained from the variance of the
time series, which only converges to the true underlying physical variance for long trajec-
tories, the single Hermite spline can only be expected to be accurate for longer trajectories.
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For the method evaluation, Figure 5.4 shows the region in the original data series that
has automatically been found to be equilibrated. While there are several block sizes τ that
fulfilled all criteria for convergence, their estimate is consistent with each other, as expected
for an equilibrated trajectory. The graph shows that the condition of local stationarity for
the statistical inefficiency Φ is often met over the course of the trajectory, even at a 1 %
significance level. The criterion of Gaussian distribution for the block averages seems to
be met less often, but this is likely to depend on trajectory length. The picture for the other
four trajectories analysed this way is very much similar, which means that this method
may be a helpful tool when reliably calculating thermodynamic integrals. To fully make it
a black box with very little human interaction, the estimation method should be extended
such that the input data may be autocorrelated. Currently, this is ensured by spacing the
input data such that consecutive data points are not correlated. With this extension, the
raw time series from the AIMD trajectory can be directly fed into this mechanism.
With this method tested on the more stable c-cut, the next step would be to perform
similar calculations for the more labile and reactive r-cut, where the question of the surface
protonation pKa is still open. This is particularly interesting, because different empiri-
cal models based on bond-valence sum considerations yield highly incompatible predic-
tions.[260]
5.6 Conclusion
In this chapter, the thermodynamic integration of the vertical energy gap has been used
for quantifying the pKa value of the single proton of the c-cut (001) surface. This is a good
test system, because the surface structure is stable on the picosecond time scale in terms
of the oxygen occupancy and the protonation state, as shown in previous chapters. For
the r-cut however, to achieve the same result will be much harder, since the surface aquo
groups frequently interchange with bulk water and since the protonation state is much
more labile. Since there are three distinct sites of interest for the r-cut, the methodology
outlined in this chapter as to how to determine whether the run has been equilibrated
and how to minimise the sampling uncertainty, will help to reduce the computational cost.
Those results could help evaluating the competing models for estimation of the pKa which
currently give incompatible results.
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6 Conclusion
In this work, three major topics have been discussed: the hematite / liquid water interface,
accelerating the calculation of Hartree-Fock exchange forces, and efficient thermodynamic
integration.
For hematite, common approaches in literature (GGA+U) and hybrid functionals have
been compared for both bulk and interface structures. A reliable method to obtain the in-
terface structure has been presented and the finite size effects thereof have been estimated.
Based on the resulting AIMD data, the structure of the interface has been obtained for dif-
ferent crystal cuts and terminations, as observed in experiment. The dynamic patterns aris-
ing from the dynamics of the surface protonation have been described and in some cases
(e.g. for missing chained hydrogen bonds) explained with joint geometric and electronic
arguments. The equilibration process of the surface protonation has been described for
the more reactive crystal cut under investigation. The obtained structural information was
linked to experimental information about the solvation dynamics and hydrogen bond life-
times. With the solvation structure at the interface, proton movement like the hydronium
assisted transport have been shown and discussed. With the detailed information about
interconversion of doubly protonated surface groups to adsorbed or even bulk water, ex-
perimental results and simulations could be brought into excellent agreement. Finally, the
localisation of excess charges at the interface could be described and the structure thereof
has been compared to the charge neutral interface.
As for the Hartree-Fock exchange forces, an in-depth analysis of the individual contri-
butions arising from single four-centre integrals has been presented. Based on this infor-
mation, a scheme for accelerating the force evaluation has been proposed, implemented
in CP2K and evaluated on a variety of systems. This scheme makes a MD calculation at
hybrid functional level about three times faster, while keeping the same accuracy in forces
and a comparable energy drift.
Regarding the thermodynamic integration, a method to automatically detect the equi-
librated region of the time series has been suggested and tested with the pKa calculation
of one hematite/water interface. For this interface, several integration formulas have been
discussed. This method allows for Boltzmann reweighting (if necessary) and provides re-
liable statistical uncertainties for the final physical values. This enables more reproducible
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and efficient simulations while reducing the impact of potential human bias.
The work outlined above so far has been published during my PhD.[206, 238, 260, 300]
Outlook
In all three major topics of this work, several applications and research questions are of
future interest.
For the hematite/liquid water interface, the charge transfer at the surface and across
the surface to solvent or adsorbed molecules is discussed in the literature without a com-
mon picture. High-level simulations like the ones carried out in this work could contribute
to elucidating this aspect. Potential methods here include charge-constrained DFT, which
recently has seen a new implementation in CP2K. Also, a more accurate estimate of the
pKa of the r-cut interface could help settle a dispute between competing experimental ap-
proaches and could help understanding protonation dynamics at the interface.
While the forces have been screened in the acceleration of Hartree-Fock exchange calcu-
lations, it would be desirable to apply the same mechanism to the energy evaluation, such
that there is a consistent picture of the potential energy surface the simulation is following
and the forces that act on the atoms. This would likely give another speed-up and reduce
the energy drift. Furthermore, better extrapolation schemes may be helpful and could be
tested together with multiple time step methods to improve sampling at a comparably high
level of theory.
The guided thermodynamic integration suggested in this work would benefit from sup-
port for autocorrelated data. In this case, the overall system would work as a black box in
terms of efficiently bringing down the statistical uncertainty of thermodynamic integrals.
Moreover, it would be interesting to benchmark this method for more systems and differ-
ent properties accessible by thermodynamic integration, not only the pKa.
Acknowledgements
I gratefully acknowledge a PhD studentship co-sponsored by University College London
and Pacific Northwest National Laboratory (PNNL) through its BES Geosciences program
supported by the U.S. Department of Energy’s Office of Science, Office of Basic Energy
Sciences, Chemical Sciences, Geosciences and Biosciences Division. MD simulations with-
168
5.6. Conclusion
out screening were carried out on ARCHER, the UK national HPC facility (Edinburgh), to
which access was granted via the ARCHER Leadership pilot call and the Materials Chem-
istry Consortium (EPSRC grant EP/L000202). Data analysis and calculations with screen-
ing were carried out with computing resources provided through two Microsoft Azure
Sponsorships as well as AWS Cloud Credits for Research and supported by software made
available by Tableau Inc.
I thank my supervisors, Jochen Blumberger (UCL), Alex Shluger (UCL), and Kevin
Rosso (PNNL) for their support and time. I also would like to thank the following peo-
ple for discussing aspects of this work with me: Ellen Backus (MPI Mainz), Iain Bethune
(EPCC), Eric Bylaska (PNNL), Michele Ceriotti (EPFL), Oliver Gittus (UCL), Jürg Hutter
(UZH), Rasmus Jakobsen (UCL), Sebastien Kerisit (PNNL), Sanliang Ling (UCL), Todd
Martinez (Stanford), Martin McBriarty (PNNL), Angelos Michaelides (UCL), Daniel Se-
bastiani (MLU Halle), Sameer Shende (UOregon), Kamelia von Rudorff (FU Berlin), Matt
Watkins (Lincoln), Brian Wylie (VI-HPS), past and present members of the Blumberger
Research Group (Antoine Carof, Peter Cooke, Zdenek Futera, Fruzsina Gajdos, Samuele
Giannini, Jacob Spencer, Benjamin Rosseau, Laura Scalfi, Xiuyun Jiang, Hui Yang) at UCL,
and the support staff at ARCHER.
Finally, I thank all contributors to the open source software this work relied on and
without which many ideas would not been feasible to explore: bokeh, biopython, cp2k,
git, jupyter, matplotlib, MDAnalysis, mdtraj, MongoDB, the numpy ecosystem, openbabel,
pandas, phabricator, python, scipy, statsmodels, and VESTA.
169
Appendix A
List of Abbreviations
ACF | Auto-correlation Function
ADF | Augmented Dickey-Fuller
ADMM | Auxiliary Density Matrix Method[134]
AIMD | ab-initio molecular dynamics
AM | Air Mass
ARIMA | Autoregressive Integrated Moving Average
ASCII | American Standard Code for Information Interchange
ASPC | Always Stable Predictor-Corrector
AWS | Amazon Web Services
BES | Basic Energy Sciences
BJ | Becke-Johnson Damping[143]
BLYP | Becke-Lee-Yang-Parr Correlation Functional[331]
BOMD | Born-Oppenheimer Molecular Dynamics
CC BY | Creative Commons By-Attribution License
CDFT | Constrained Density Functional Theory
COM | Center of Mass
CP2K | Software Package for ab inito Molecular Dynamics
CPMD | Car-Parinello Molecular Dynamics / Software Package for ab inito
Molecular Dynamics
CPU | Central Processing Unit
CSVR | Canonical Sampling Through Velocity Rescaling[332]
CTR | Crystal Truncation Rod[213]
D3 | Grimme Dispersion Correction[146]
DFT | Density Functional Theory
DFTMD | Molecular Dynamics based on Density Functional Theory methods
DoE | Department of Energy
DOS | Density of States
DZVP | Double Zeta Valence Polarized
EPSRC | Engineering and Physical Sciences Research Council
ERI | Electron Repulsion Integral
EWMA | Exponential Window Moving Average
GGA | Generalised Gradient Approximation
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GGA+U | Generalised Gradient Approximation with Hubbard-U
GTH | Goedecker-Teter-Hutter[333]
HAB11 | Electronic Coupling Database[334]
HB | Hydrogen Bond
hcp | hexagonal close packing
HF | Hartree-Fock
HFX | Hartree-Fock Exchange
HK | Hohenberg-Kohn
HOMO | Highest Occupied Molecular Orbital
HPC | High-performance Computing
HSE03 | Heyd-Scuseria-Ernzerhof[127]
HSE06 | Heyd-Scuseria-Ernzerhof[124]
HSE | Heyd-Scuseria-Ernzerhof[127]
IASD | Integrated Absolute Spin Density
IPC | Interprocess Communication
kAU | ARCHER Budget Unit
KDE | Kernel Density Estimation
KS | Kohn-Sham
LJ | Lennard-Jones potential[335]
LMCT | Ligand-Metal Charge Transfer
LR | Long Range
LSDA | Local Spin Density Approximation
LUMO | Lowest Unoccupied Molecular Orbital
MCC | Materials Chemistry Consortium
MC | Monte Carlo
MD | Molecular Dynamics
MIC | Minimum Image Convention
MLE | Maximum Likelihood Estimator
MLLE | Maximum Log-Likelihood Estimator
MO | Molecular Orbital
MP2 | Second Order Møller–Plesset Perturbation Theory[336]
MPI | Message Passing Interface
MSD | Mean-squared Deviation
MT | Multi-Threading
NPTF | Ensemble with constant number of particles, barostat and thermostat
with a flexible unit cell
NVE | Ensemble with constant number of particles, constant volume and
constant energy
NVT | Ensemble with constant number of particles, constant volume and
thermostat
OLS | Ordinary Least Squares Estimator
PBC | Periodic Boundary Conditions
PBE0 | Parameter-Free Perdew-Burke-Ernzerhof[130]
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PBE | Perdew-Burke-Ernzerhof[128]
PDOS | Projected Density of States
PES | Potential Energy Surface
PNNL | Pacific-Northwest National Lab
PW | Plane Wave
PZC | Point of Zero Charge
RCA | Reverse Cumulative Average
RDF | Radial Distribution Function
RMSD | Root Mean Squared Deviation
RMSE | Root Mean Square Error
RMS | Root Mean Squared
SCF | self-consistent field
SIE | self-interaction error
SMP | Symmetric Multiprocessing
SPC | Single Point Calculation
SQL | Structured Query Language
SR | Short Range
SVD | Singular Value Decomposition
SW | Scattered Wave
TD-DFT | Time-Dependent Density Functional Theory
TIP3P | Three-Site Transferrable Intermolecular Potential[199]
TI | Thermodynamic Integration
TMO | Transition Metal Oxide
UC | Unit Cell
+U | including Hubbard-U
UK | United Kingdom
US SIC | Spin Density Self-Interaction Correction Method[337]
vdW | van der Waals
XPS | X-ray Photoelectron Spectroscopy
List of Calculations
045 | OH radical in 31 water molecules with code A
0c9 | Hematite r-cut 2× 2× 1 interface with 1-1-1 protonation scheme with
code B
0da | Hematite 2× 2× 1 iron terminated c-cut with code B
0db | Hematite r-cut 2× 2× 1 setup with code B
0e8 | Neutral c-cut interface with 25% HFX with code C
10d | Hematite 2× 2× 1 iron terminated c-cut with code B
129 | 2× 2× 1 interface 30Å water layer with code D
140 | 2× 2× 1 interface 30Å water layer with code E
19b | Positive c-cut interface with 50% HFX with code C
1b4 | Energy conservation testing with code F
227 | Positive c-cut interface with 12% HFX with code C
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22c | 2× 2× 1 interface with 30Å water layer with code E
253 | 4× 2× 1 hematite cell with water layer performance benchmark with
code E
257 | CDFT Ethylene dimer with periodic box with code G
26a | Hematite r-cut 2× 2× 1 interface with 1-1-1 protonation scheme with
code B
283 | Box with 32 water molecules with code C
29a | Hematite r-cut 2× 2× 1 setup with code B
2a2 | Positive c-cut interface with 25% HFX with code C
2b2 | Hematite r-cut 2× 2× 1 setup with code B
2ba | Water dimer and hematite bulk systems with code A
2cc | Hematite 2× 2× 1 r-cut equilibration with code B
318 | Hematite r-cut 2× 2× 1 setup with code B
36e | 2× 2× 1 hematite cell with code D
3dd | 30 atom hematite geometry optimization with code H
3f1 | Positive c-cut interface with 12% HFX with code C
42e | 270 atom hematite PDOS calculation with code I
446 | Negative c-cut interface with 12% HFX with code C
448 | 30 atom hematite cell with 96 water molecules geometry optimisation
with code E
4a4 | CoO unit cells of variable size with code A
4c4 | Hematite 2× 2× 1 r-cut equilibration with code B
4c5 | Hematite c-cut pKa for E1 with code G
4c8 | Water box using HSE with code C
4d9 | Maximum-Likelihood estimator and pattern generator (own code)
520 | 120 atom hematite cell with 384 water molecules performance
benchmark with code E
523 | Hematite 2× 2× 1 iron terminated c-cut with code B
55e | Hematite c-cut 3× 3× 1∗ interface with code J
568 | Hematite r-cut 2× 2× 1 setup with code B
590 | 2× 2× 1 interface 30Å water layer with code D
5d8 | Negative c-cut interface with 12% HFX with code C
5eb | 1× 1× 1 hematite cell with code C
633 | Hematite r-cut 2× 2× 1 setup with code B
634 | Hematite 2× 2× 1 c-cut interface with code K
65b | HSE water box without dispersion correction with code C
689 | 30 atom hematite DOS calculation with code L
692 | Hematite bulk 3× 3× 1 setup with code K
696 | Hematite c-cut 3× 3× 1∗ interface with code J
6a0 | Hematite 2× 2× 1 iron terminated c-cut with code B
6cf | Hematite 2× 2× 1 iron terminated c-cut with code B
6f2 | 2× 2× 1 interface with code M
6fd | Hematite r-cut 2× 2× 1 setup with code B
70a | 32 molecule water box and OH radical with code G
782 | Hydrogen bond analysis (own code, contributions Rasmus Jakobsen)
7a3 | Positive c-cut interface with 50% HFX with code C
7a7 | 1× 1× 1 hematite cell with code C
173
A. LIST OF ABBREVIATIONS
7ab | 30 atom hematite single point calculation with code N
7b0 | Interface equilibration with code C
7ce | Water dimer regression test with code G
82e | Classical solvation sampling for 1-1-1 protonation with code G
87b | Hematite 2× 2× 1 iron terminated c-cut with code B
893 | 270 atom hematite cell optimization with code O
89a | Hematite r-cut 2× 2× 1 interface with 1-1-1 protonation scheme with
code B
952 | pka Frequencies with code G
9be | Cobalt oxide scaling scan with code F
9cf | Hematite c-cut pKa for E0 with code G
9d1 | Helium dimer, positively charged with code P
9fb | Negative c-cut interface with 25% HFX with code C
a03 | Test case for pKa setups with code G
a2d | Water dimer with code Q
a63 | Hematite 2× 2× 1 r-cut equilibration with code B
ab3 | Hematite 2× 2× 1 iron terminated c-cut with code B
acc | 2× 2× 1 interface 30Å water layer with code D
af9 | 120 atom hematite PDOS calculation with code R
b0f | Scaling of water box with code C
b34 | Cobalt oxide HFX force comparison with code S
b42 | 120 atom hematite geometry optimization and PDOS calculation with
code T
b7b | Hematite bulk 4× 4× 1 setup with code K
b82 | Negative c-cut interface with 50% HFX with code C
c92 | Water box using HSE with code C
cd |
d0e | Hematite c-cut 3× 3× 1∗ interface with code J
d0f | CoO single unit cell with code U
d41 | CDFT Ethylene dimer with code G
d9b | 270 atom hematite geometry optimization and PDOS calculation with
code V
dc9 | Hematite c-cut 3× 3× 1∗ interface with code J
e19 | Hematite c-cut 2× 2× 1 interface with code W
e47 | Hematite 2× 2× 1 iron terminated c-cut with code B
e49 | 2× 2× 1 interface with 30Å water layer with code E
e81 | Hematite/water interface single point with code X
e9a | Hematite c-cut 2× 2× 1 setup with code B
ea6 | Classical water box with code C
ea7 | Neutral c-cut interface with 50% HFX with code C
eb1 | 2× 2× 1 interface 30Å water layer with code D
ec8 | Hematite r-cut 2× 2× 1 setup with code B
ee5 | Hematite r-cut 2× 2× 1 interface with 1-1-1 protonation scheme with
code B
f23 | 2× 2× 1 hematite cell with code D
f8d | 2× 2× 1 interface 30Å water layer with code D
fa9 | 270 atom hematite geometry optimization with code T
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fd5 | 4× 4× 2 hematite cell with water layer performance benchmark with
code E
fef | OH radical in 31 water molecules with code A
ffe | Hematite 2× 2× 1 r-cut equilibration with code B
code A | CP2K development versions
(4f54120,f4b564a)[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code B | CP2K 3.0[126, 128, 134, 135, 137, 146, 211, 316, 318, 319, 333, 338–343]
code C | CP2K 2.7[107, 108, 128, 135, 211, 302, 316, 333, 338–343]
code D | CP2K 2.7[126, 128, 134, 135, 137, 146, 211, 316, 318, 319, 333, 338–343]
code E | CP2K 2.6 (rev. 14482)[126, 128, 134, 135, 137, 146, 211, 316, 318, 319, 333, 338–343]
code F | CP2K development version
27793ce[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code G | CP2K 4.0[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code H | CP2K 2.3 (rev. 12205)[128, 135, 302, 316, 333, 339–343]
code I | CP2K 2.5 (rev. 13632)[128, 135, 211, 302, 316, 333, 339–343]
code J | CP2K 3.0[126, 128, 134, 135, 137, 146, 211, 316, 318, 319, 333, 338–343]
code K | CP2K 4.1[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–344]
code L | CP2K 2.6 (rev. 14482)[128, 135, 211, 302, 316, 333, 339–343]
code M | CP2K 2.7[107, 108, 128, 135, 137, 146, 211, 316, 333, 338–343]
code N | CP2K 2.3 (rev. 12205)[128, 135, 316, 333, 339–343]
code O | CP2K 2.6 (rev. 14482)[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code P | CP2K 2.7[128, 211, 316, 333, 338–343]
code Q | CP2K development versions (f4b564a, 8a77588,
90974b1)[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code R | CP2K 2.5 (rev. 13632)[128, 135, 211, 302, 316, 333, 339–342, 342, 343]
code S | CP2K development version
f4b564a[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code T | CP2K 2.6 (rev. 14482)[126, 128, 134, 135, 211, 302, 316, 318, 319, 333, 338–343]
code U | CP2K development versions (f4b564a, 4f54120,
b2b6330)[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
code V | CP2K 2.6 (rev. 14482)[126, 128, 134, 135, 211, 302, 316, 318, 319, 333, 338–343]
code W | CP2K 4.1[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 332, 333, 338–344]
code X | a development version of
CP2K[126, 128, 134, 135, 137, 146, 211, 302, 316, 318, 319, 333, 338–343]
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