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Resumo
Nesta dissertac¸a˜o, realizamos um estudo extensivo de uma classe de problemas envol-
vendo mapas de s´ımbolos proporcionais, atrave´s de programac¸a˜o linear inteira. Mapas
de s´ımbolos proporcionais sa˜o uma ferramenta cartogra´fica para a representac¸a˜o de even-
tos associados a` intensidade e localizac¸a˜o geogra´fica. Exemplos cla´ssicos desses tipos de
mapas sa˜o ocorreˆncias de terremotos e populac¸o˜es de cidades. Devido a` proximidade e
ao tamanho dos s´ımbolos, podem haver sobreposic¸o˜es entre eles. Na ocorreˆncia dessas
sobreposic¸o˜es, a decisa˜o sobre quais s´ımbolos ficara˜o por cima de outros, pode afetar a
visibilidade dos s´ımbolos em um desenho. Os problemas envolvendo mapas de s´ımbolos
proporcionais dos quais tratamos sa˜o restritos ao uso de c´ırculos opacos como s´ımbolos e
consistem em decidir a ordem em que estes sera˜o dispostos em vista das sobreposic¸o˜es,
de forma a maximizar me´tricas associadas a` qualidade visual desses mapas. Tratam-se,
portanto, de problemas de otimizac¸a˜o combinato´ria.
Em nosso trabalho, apresentamos modelos de programac¸a˜o linear inteira para re-
soluc¸a˜o de dois desses problemas, um deles foi provado pertencer a` classe NP-dif´ıcil e
o outro tem complexidade ainda na˜o conhecida. Obtivemos resultados teo´ricos de com-
binato´ria polie´drica acerca dos modelos, o que resultou em diversas desigualdades defini-
doras de facetas que foram incorporadas aos modelos. Desenvolvemos ainda te´cnicas de
pre´-processamento que decompuseram as instaˆncias de entrada em um grande nu´mero de
componentes de menor tamanho. Essas te´cnicas permitiram resolver de maneira o´tima,
pela primeira vez, diversas instaˆncias criadas a partir de dados reais. Ademais, descreve-
mos um trabalho que aborda um desses problemas atrave´s de uma heur´ıstica GRASP, ao
qual tambe´m contribu´ımos.
vii

Abstract
In this dissertation, we present an extensive study of a class of problems involving propor-
tional symbol maps, through integer linear programming. Proportional symbol maps are
a cartographic tool to represent events associated to specified values and geographical co-
ordinates. Classic examples of these maps include representation of earthquakes and city
populations. Due to the size and proximity of the symbols, there may be overlap among
them. In such case, deciding which symbols will be placed above others may result in
maps with different visibility information. The problems dealing with proportional sym-
bol maps we address restrict symbols to be opaque disks and consist of deciding the order
of their placement in view of overlaps, so as to maximize metrics related to the visual
quality of such maps. Therefore, these amount essentially to combinatorial optimization
problems.
In our work, we designed integer linear programming models to solve two of these
problems, one proven to be NP-hard and the other of complexity yet unknown. We
obtained theoretical results concerning these models, through polyhedral combinatorics,
which allowed us to include several facet defining inequalities into these models. We
also developed preprocessing techniques that successfully broke down the input instances
into a large number of smaller components. These techniques lead, for the first time, to
optimal solutions of several test instances created from real-world data. Furthermore, we
describe work on a heuristic approach to one of these problems using GRASP, to which
we also contributed.
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Cap´ıtulo 1
Introduc¸a˜o
Com a quantidade crescente de informac¸o˜es nos dias de hoje, tornam-se importantes o
estudo e o desenvolvimento de ferramentas para a visualizac¸a˜o de dados, com o objetivo
de representar a maior quantidade poss´ıvel de informac¸a˜o de maneira compacta.
A cartografia e´ uma a´rea que surgiu da necessidade de se representar o mundo f´ısico
atrave´s de mapas. Isso e´ geralmente feito atrave´s de projec¸o˜es do globo, uma superf´ıcie
aproximadamente esfe´rica, sobre um plano. Ale´m de representar entidades geogra´ficas
como continentes, pa´ıses e estados, pode ser deseja´vel exibir dados associados a elas.
Mapas que representam algum tipo de informac¸a˜o adicional sa˜o conhecidos como mapas
tema´ticos. Exemplos incluem mapas corople´ticos, mapas isar´ıtmicos (curvas de n´ıvel) e
mapas de s´ımbolos proporcionais. Em particular, mapas de s´ımbolos proporcionais sa˜o
uma ferramenta cartogra´fica para visualizac¸a˜o de dados associados a eventos com uma
localizac¸a˜o espec´ıfica e uma dada intensidade. Para cada um desses eventos, dispo˜e-se
s´ımbolos sobre suas localizac¸o˜es, escalados de tal forma que sua a´rea seja proporcional
a` intensidade do evento. Esses s´ımbolos em geral sa˜o formas geome´tricas simples como
c´ırculos ou quadrados, mas podem assumir qualquer forma dependendo da aplicac¸a˜o.
Ale´m disso, s´ımbolos podem ser opacos ou translu´cidos. Devido a seu tamanho, pode
haver sobreposic¸a˜o entre esses s´ımbolos. Neste caso, se os s´ımbolos forem opacos, nossa
percepc¸a˜o da informac¸a˜o representada pode ser maior ou menor de acordo com qual
s´ımbolo e´ posto por cima do outro. Embora a qualidade visual de um mapa de s´ımbolos
proporcionais seja um conceito subjetivo, ha´ certas configurac¸o˜es indeseja´veis que se quer
evitar, o que abre espac¸o para problemas de otimizac¸a˜o interessantes com objetivo de
maximizar me´tricas associadas a` quantidade de informac¸a˜o aparente. Nessa dissertac¸a˜o,
abordamos, de maneira exata e heur´ıstica, alguns desses problemas.
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2 Cap´ıtulo 1. Introduc¸a˜o
1.1 Problemas de Mapas de S´ımbolos Proporcionais
Cabello et al. [11] propuseram problemas relacionados a mapas de s´ımbolos proporcio-
nais, usando como s´ımbolos c´ırculos e quadrados opacos. No trabalho mencionado, foram
definidos dois tipos de desenhos usando esses s´ımbolos, denominados desenhos fisicamente
realiza´veis e desenhos em pilha, ale´m de duas me´tricas relacionadas a` quantidade de borda
vis´ıvel, chamadas deMax-Min eMax-Total. Cada um dos problemas consiste em decidir a
ordem entre os discos nas sobreposic¸o˜es de forma a maximizar uma das me´tricas, restrito
a um dos tipos de desenho, resultando em quatro problemas de otimizac¸a˜o combinato´ria.
Nesse mesmo trabalho, Cabello et al. provaram que otimizar qualquer uma das me´tricas
usando desenhos fisicamente realiza´veis e´ NP-dif´ıcil e apresentaram um algoritmo polino-
mial para o problema de otimizar Max-Min usando desenhos em pilha. A existeˆncia de
um algoritmo polinomial para o problema de otimizar Max-Total com desenhos em pilha
ainda e´ desconhecida.
1.2 Organizac¸a˜o da Dissertac¸a˜o
Observamos inicialmente que, de acordo com as normas atuais que regem a po´s-graduac¸a˜o
da Universidade Estadual de Campinas, essa dissertac¸a˜o e´ uma colec¸a˜o de artigos publica-
dos ou submetidos a jornais cient´ıficos e confereˆncias internacionais sobre o tema “Mapas
de S´ımbolos Proporcionais”. O conteu´do aqui apresentado reproduz fielmente aquele dos
artigos originais – e portanto escritos em ingleˆs – tendo sido ajustada somente a for-
matac¸a˜o para adequar-se ao estilo do restante deste documento.
O Cap´ıtulo 2 apresenta as bases teo´ricas necessa´rias para a compreensa˜o do conteu´do
apresentado no restante da dissertac¸a˜o. Abordamos temas ba´sicos como teoria dos gra-
fos e a´lgebra linear apenas para esclarecimento da notac¸a˜o utilizada ao longo da dis-
sertac¸a˜o, uma vez que termos podem estar definidos de maneiras divergentes na lite-
ratura. Ale´m disso, apresentamos uma breve introduc¸a˜o sobre to´picos mais espec´ıficos
como programac¸a˜o linear inteira e geometria computacional. Prosseguimos detalhando
os problemas de otimizac¸a˜o envolvendo mapas de s´ımbolos proporcionais, mencionados
brevemente na introduc¸a˜o. Dedicamos tambe´m uma sec¸a˜o para descrever um trabalho
de mestrado e outro de doutorado, relacionados com nosso problema e que ajudaram na
concepc¸a˜o de algumas das te´cnicas desenvolvidas em nosso trabalho. Apresentamos em
seguida a meta-heur´ıstica GRASP, bem como a te´cnica que utilizamos para paraleliza´-la.
Finalmente descrevemos o algoritmo polinomial desenvolvido por Cabello et al. [11] pois
este serve de base para a abordagem heur´ıstica desenvolvida para um dos problemas.
No Cap´ıtulo 3 descrevemos nossa abordagem ao problema. Inclu´ımos informac¸o˜es que
na˜o esta˜o presentes nos artigos, como por exemplo a origem de algumas das desigualda-
1.3. Principais Contribuic¸o˜es 3
des para os modelos e contra-exemplos para algumas conjecturas levantadas durante a
pesquisa.
Os Cap´ıtulos 4 a 7 correspondem aos artigos aceitos em confereˆncias ou submetidos
a jornais cient´ıficos. Cada um conte´m um pro´logo com dados referentes a` confereˆncia ou
ao jornal cient´ıfico ao qual foi submetido e um breve texto para indicar o contexto da
pesquisa no qual o artigo foi concebido.
Finalmente, no Cap´ıtulo 8 revisamos o que foi feito durante o projeto, discutimos
problemas em aberto e sugerimos direc¸o˜es a serem seguidas para dar continuidade ao
trabalho.
1.3 Principais Contribuic¸o˜es
Este trabalho aborda os problemas de maximizar a me´trica Max-Total usando desenhos
em pilha e fisicamente realiza´veis atrave´s de programac¸a˜o linear inteira. Desenvolvemos
modelos e tambe´m te´cnicas de pre´-processamento para quebrar as instaˆncias de entrada
em componentes menores e depois juntar as soluc¸o˜es o´timas de cada uma delas em tempo
polinomial para obter a soluc¸a˜o o´tima da instaˆncia completa. Fizemos um estudo teo´rico
do modelo atrave´s de combinato´ria polie´drica, o que possibilitou a obtenc¸a˜o de modelos
mais eficientes na resoluc¸a˜o do problema. Obtivemos soluc¸o˜es o´timas para as instaˆncias
usadas em Cabello et al. [11], o que permite a comparac¸a˜o visual entre as soluc¸o˜es para
os problemas Max-Min usando desenhos em pilha e Max-Total usando desenhos em pilha
e fisicamente realiza´veis.
Contribu´ımos ainda com o trabalho de iniciac¸a˜o de Rafael Cano, que aborda o pro-
blema Max-Total usando desenhos em pilha atrave´s de uma heur´ıstica GRASP. Reali-
zamos a paralelizac¸a˜o do algoritmo atrave´s da biblioteca MPI e tambe´m criamos novas
instaˆncias para serem testadas. Para gerar essas instaˆncias, desenvolvemos uma ferra-
menta utilizando a API do Google Maps [1].
Finalmente, criamos uma pa´gina web [22] com todas as instaˆncias utilizadas em nossos
artigos, junto com as respectivas soluc¸o˜es o´timas.

Cap´ıtulo 2
Fundamentac¸a˜o Teo´rica
Neste cap´ıtulo, descreveremos o arcabouc¸o teo´rico necessa´rio para a compreensa˜o do tra-
balho desenvolvido. Inicialmente apresentaremos aspectos ba´sicos de a´lgebra linear, teo-
ria dos grafos, programac¸a˜o linear inteira (pli), combinato´ria polie´drica, o algoritmo de
Branch and Cut e geometria computacional. Tambe´m introduziremos alguns conceitos
necessa´rios para a compreensa˜o da abordagem heur´ıstica desenvolvida, que sa˜o a meta-
heur´ıstica GRASP, os me´todos comumente empregados por carto´grafos e o algoritmo
polinomial proposto em [12].
2.1 Teoria dos Grafos
Nesta sec¸a˜o, apresentamos definic¸o˜es e notac¸o˜es de conceitos de teoria de grafos que sera˜o
utilizados ao longo dessa dissertac¸a˜o. Para mais informac¸o˜es, uma boa refereˆncia e´ o livro
de Bondy e Murty [9]. Um grafo e´ uma representac¸a˜o abstrata de objetos e suas relac¸o˜es.
Ele e´ composto por um conjunto de ve´rtices, representando os objetos e um conjunto de
arestas, representando as relac¸o˜es entre tais objetos. Em geral, denota-se um grafo por
G = (V,E), onde V representa o conjunto de ve´rtices e E o de arestas. Uma aresta
pode ser representada por e = (u, v), onde u e v correspondem aos ve´rtices que ela une.
Dizemos que e incide em u e v e que estes incidem em e. Vamos considerar inicialmente
que as arestas sa˜o na˜o direcionadas.
Se existe uma aresta entre dois ve´rtices u e v, dizemos que eles sa˜o adjacentes. O con-
junto de ve´rtices adjacentes a v ∈ V e´ denominado vizinhanc¸a de v e denotado porN(v).
Definimos um passeio como uma sequeˆncia de ve´rtices e arestas P = u1e1u2e2 . . . ekuk+1
tal que ei = (ui, ui+1), para i = 1, . . . , k. No caso em que uk+1 = u1, dizemos que o passeio
e´ fechado. Se na˜o ha´ repetic¸o˜es de ve´rtices, dizemos que ele e´ um caminho. No caso
em que apenas o primeiro e o u´ltimo ve´rtices sa˜o iguais, temos um ciclo. O tamanho
(ou comprimento) dessas sequeˆncias e´ dado pelo nu´mero de arestas.
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Um conjunto independente de um grafo na˜o-orientado e´ um subconjunto dos
ve´rtices tal que na˜o exista aresta entre nenhum par de ve´rtices desse subconjunto. Uma
clique em um grafo na˜o-orientado G = (V,E) e´ um subconjunto de V tal que existe uma
aresta entre qualquer par de ve´rtices desse subconjunto. Uma clique K e´ dita maximal
se na˜o existe outro ve´rtice v ∈ V \K tal que K∪{v} e´ uma clique. Uma cobertura (das
arestas) de G por cliques maximais corresponde a um conjunto de cliques maximais
de G tal que para toda aresta (u, v) ∈ E, u e v esta˜o ambos contidos em pelos menos uma
clique desse conjunto. Uma colorac¸a˜o de G consiste em atribuir ro´tulos aos ve´rtices de
maneira que dois ve´rtices adjacentes na˜o tenham o mesmo ro´tulo. O nu´mero croma´tico
de G, usualmente denotado por χ(G), e´ o menor nu´mero de ro´tulos distintos que podem
ser usados em uma colorac¸a˜o de G.
Uma componente conexa de G e´ um subconjunto maximal de V tal que existe um
caminho entre qualquer par de ve´rtices desse subconjunto. Um ponto de articulac¸a˜o e´
um ve´rtice de G cuja remoc¸a˜o aumenta o nu´mero de componentes conexas de G.
Um grafo pode ser direcionado, nesse caso sendo tambe´m denominado digrafo.
Costuma-se denotar um digrafo por D = (V,A), onde A e´ o conjunto das arestas di-
recionadas ou arcos. A representac¸a˜o (u, v) indica um arco que sai de u e entra em v. As
definic¸o˜es para passeios, passeios fechados, caminhos simples e ciclos sa˜o as mesmas para
grafos direcionados, em geral adicionando-se o adjetivo direcionado. Um arco (u, v) ∈ A
e´ dito uma k-corda de um ciclo direcionado C de D, se os arcos de C formam um cami-
nho direcionado de u a v de tamanho k. Um digrafo e´ ac´ıclico se na˜o conte´m um ciclo
direcionado. Um digrafo e´ dito completo se (u, v) ∈ A para todo u, v ∈ V, u �= v. Nesse
caso tambe´m denotamos um tal digrafo com n ve´rtices por Kn.
Definimos uma componente fortemente conexa como um subconjunto maximal
de ve´rtices tal que, para qualquer par u e v ∈ V , exista um caminho direcionado de u
para v e um caminho direcionado de v para u. Definimos um ponto de articulac¸a˜o
forte como aquele cuja remoc¸a˜o aumenta o nu´mero de componentes fortemente conexas
de D.
Na auseˆncia de ciclos direcionados, podemos definir uma ordem parcial entre os ve´rtices
deD. Seja � um operador representando uma relac¸a˜o bina´ria entre dois ve´rtices e que u �
v se, e somente se, existe um caminho direcionado de u para v em D. Uma ordenac¸a˜o
topolo´gica e´ uma ordem dos ve´rtices que respeita tal relac¸a˜o para todos os pares de
ve´rtices para os quais ela esta´ definida.
Definimos um subgrafo (subdigrafo) de um grafo G − (V,E) (digrafo D = (V,A))
como um grafo G� = (V �, E �) (digrafo D� = (V �, A�)) tal que V � ⊆ V e E � ⊆ E (V � ⊆ V e
A� ⊆ A).
Dado um conjunto de objetos S e uma relac¸a˜o bina´ria R sobre S, ou seja, R ⊆ S×S,
dizemos que R e´
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  Anti-sime´trica – se (u, v) ∈ R e (v, u) ∈ R, enta˜o u = v, ∀u, v ∈ S;
  Transitiva – se (u, v) e (v, w) ∈ R, enta˜o (u, w) ∈ R, ∀u, v, w ∈ S, u �= v �= w �= u;
  Total – ou (u, v) ∈ R ou (v, u) ∈ R, ∀u, v ∈ S, u �= v.
Ale´m disso, R e´ uma ordem parcial se e´ anti-sime´trica e transitiva e e´ uma ordem
linear se e´ anti-sime´trica, transitiva e total. Dado um digrafo D = (V,A) e B ⊆ A,
podemos interpretar o conjunto de arestas B como uma relac¸a˜o bina´ria sobre V .
2.2 A´lgebra Linear e Teoria Polie´drica Ba´sica
Apresentamos aqui alguns to´picos de a´lgebra linear e teoria polie´drica ba´sica, necessa´rios
para o entendimento das provas teo´ricas apresentadas nos artigos, em func¸a˜o do estudo
polie´drico feito em cima dos modelos desenvolvidos.
Denotamos por R e Z, os conjuntos dos nu´meros reais e inteiros, respectivamente.
O conjunto dos reais na˜o-negativos e´ representado por R+ e dos reais positivos por R∗+.
O conjunto de todos os vetores com n elementos reais (inteiros) e´ representado por Rn
(Zn). O conjunto das matrizes com m linhas, n colunas e de elementos reais (inteiros), e´
representado por Rm×n (Zm×n).
Sempre que na˜o especificado e na˜o for poss´ıvel inferir por contexto, um vetor refere-se
a um vetor coluna (ou seja, uma matriz com n = 1). Um vetor linha sera´ denotado pelo
transposto do vetor coluna, ou seja, se v e´ um vetor, enta˜o vT representa um vetor linha.
O i-e´simo elemento de um vetor v e´ dado por vi. A i-e´sima linha de uma matriz A e´ dada
por ai• ou a
i, e a i-e´sima coluna por a•i. O elemento na i-e´sima linha e j-e´sima coluna e´
dado por aij .
Um vetor x ∈ Rn e´ uma combinac¸a˜o linear dos vetores x1, x2, ..., xk ∈ Rn, se existe
λ = (λ1, λ2, ..., λk) ∈ Rk tal que
x =
k�
i=1
λixi
Se adicionalmente λ1 + λ2 + · · ·+ λk = 1 enta˜o essa combinac¸a˜o linear e´ denominada
combinac¸a˜o linear afim. Se ale´m disso λ1, λ2, . . . , λk ≥ 0, temos uma combinac¸a˜o
convexa.
Dado um conjunto S ⊆ Rn na˜o-vazio, definimos como lin(S) (aff(S)), o fecho linear
(afim) dos elementos de S, ou seja, o conjunto de todos os vetores obtidos atrave´s de uma
combinac¸a˜o linear (afim) dos elementos de S. Se S e´ vazio, enta˜o lin(S) = {0} e aff(S)
= ∅.
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Dizemos que o conjunto de vetores x1, x2, ..., xk ∈ Rn e´ linearmente independente
(LI) se
k�
i=1
λixi = 0 =⇒ λi = 0 ∀i = 1, ..., k.
Um conjunto de vetores x1, x2, ..., xk ∈ Rn e´ afim independente (AI) se��k
i=1 λixi = 0�k
i=1 λi = 0
=⇒ λi = 0 ∀i = 1, ..., k.
O posto de um conjunto S ⊆ Rn, denotado por ρ(S), e´ definido como a cardinalidade
do maior subconjunto linearmente independente de S. Ja´ o posto afim de S e´ denotado
por ρA(S), sendo igual a` cardinalidade do maior subconjunto afim independente de S.
Pode-se mostrar que para todo S ⊆ Rn,
ρA(S) =
�
ρ(S) + 1 se 0 ∈ aff(S);
ρ(S) caso contra´rio.
Dado S ⊆ Rn, definimos a dimensa˜o de S, denotada por dim(S), como
dim(S) = ρA(S)− 1.
Dizemos que S tem dimensa˜o cheia se dim(S) = dim(Rn) = n. Se S e´ vazio,
convencionamos que dim(S) = −1.
Um poliedro P ⊆ Rn e´ o espac¸o geome´trico formado pelo conjunto de pontos que
satisfazem um sistema de desigualdades lineares e pode ser representado da seguinte
maneira
P = {x ∈ Rn|Ax ≤ b},
para uma matriz A ∈ Rm×n e um vetor b ∈ Rm. Se P possui dimensa˜o cheia, os pontos
que satisfazem n desigualdades de P na igualdade, sa˜o denominados ve´rtices.
Seja M = {1, ..., m} o conjunto de ı´ndices das desigualdades de P . Definimos M= =
{i ∈ M : aix = bi} e M
≤ = {i ∈ M : aix ≤ bi}. Sejam (A
=, b=) e (A≤, b≤) as linhas
correspondentes de (A, b). Podemos enta˜o reescrever P como
P = {x ∈ Rn : A=x = b=, A≤x ≤ b≤}
=
�
x ∈ Rn : aix = bi, i ∈ M=
aix ≤ bi, i ∈ M
≤
�
,
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Desde que para nenhum i ∈ M≤, a linha (a≤i , b
≤
i ) seja combinac¸a˜o linear de (A
≤, b≤)
e que (A≤, b≤) na˜o contenha desigualdades impl´ıcitas, enta˜o a dimensa˜o do poliedro P
pode ser relacionada com a matriz de igualdade (A=, b=) atrave´s do Teorema 2.2.1.
Teorema 2.2.1. Se P ⊆ Rn, enta˜o dim(P ) + ρ(A=, b=) = dim(P ) + ρ(A=) = n.
Uma desigualdade da forma πx ≤ π0, (ou (π, π0)) e´ uma desigualdade va´lida para
P se todos os seus pontos satisfazem tal desigualdade. Dadas duas desigualdades va´lidas
πx ≤ π0 e µx ≤ µ0 para P ⊆ Rn+, dizemos que sa˜o ideˆnticas se existe α ∈ R
∗
+ tal que
(π, π0) = (αµ, αµ0). Dizemos que πx ≤ π0 domina µx ≤ µ0 se existe α ∈ R∗+ tal que
π ≥ αµ, π0 ≤ αµ0 e elas na˜o sa˜o ideˆnticas.
Se (π, π0) e´ uma desigualdade va´lida para P e F = {x ∈ P : πx = π0}, enta˜o F
e´ denominada uma face de P e dizemos que (π, π0) define F . Ale´m do mais F e´ dita
pro´pria se F �= ∅ e F �= P . Uma face pro´pria e´ chamada de faceta se dim(F ) =
dim(P )− 1.
O Teorema 2.2.2, cuja prova e´ apresentada em [32], representa uma forma alternativa
de se caracterizar uma faceta.
Teorema 2.2.2. Seja (A=, b=) o conjunto de igualdades de P ⊆ Rn e seja F = {x ∈ P :
πx = π0} uma face pro´pria de P . As seguintes afirmac¸o˜es sa˜o equivalentes:
i. F e´ uma faceta de P .
ii. Se λx = λ0 para todo x ∈ F , enta˜o (λ, λ0) = (απ + uA
=, απ0 + ub
=) para algum
α ∈ R e u ∈ R|M
=|.
Podemos usar esse teorema para provar se uma dada desigualdade π ≤ π0 define faceta.
Para tanto, devemos encontrar pontos de P que satisfazem πx = π0, e consequentemente
λx = λ0, para determinar os coeficientes (λ, λ0) e mostrar que a relac¸a˜o (λ, λ0) = (απ +
uA=, απ0 + ub
=) vale, para algum α ∈ R e u ∈ R|M
=|. O trabalho fica muito mais
fa´cil quando o poliedro P tem dimensa˜o cheia, pois nesse caso, segundo o Teorema 2.2.1,
temos que M= = ∅ e enta˜o basta mostrar que (λ, λ0) e´ um mu´ltiplo escalar de (π, π0).
Caso contra´rio, ter´ıamos que levar em considerac¸a˜o as varia´veis u na prova. Faremos
refereˆncia a esse procedimento por me´todo indireto. A abordagem de se encontrar a
dimensa˜o de P e F enumerando seus pontos afim independentes e enta˜o mostrar que
dim(F ) = dim(P ) − 1 sera´ chamada de me´todo direto. O me´todo indireto se mostra
uma alternativa mais via´vel para demonstrar se uma dada desigualdade define faceta,
exceto no caso em que explicitar pontos afim independentes seja trivial. Outra vantagem
e´ que se tentarmos usar o me´todo indireto para uma desigualdade que na˜o define faceta,
10 Cap´ıtulo 2. Fundamentac¸a˜o Teo´rica
este pode fornecer ind´ıcios de como encontrar uma desigualdade mais forte, enquanto
no me´todo direto ficamos sem saber se a desigualdade na˜o define faceta ou apenas na˜o
conseguimos encontrar os pontos afim independentes necessa´rios.
Para um estudo mais detalhado de a´lgebra linear, considere o livro de Strang [39]. Os
livros de Wolsey [40] e de Ferreira e Wakabayashi [18] sa˜o boas refereˆncias introduto´rias
para Combinato´ria Polie´drica. Para um estudo mais aprofundado, recomendamos o livro
de Nemhauser e Wolsey [32].
2.3 Programac¸a˜o Linear Inteira
Diversos problemas de otimizac¸a˜o combinato´ria [27] podem ser formulados como progra-
mas lineares, que sa˜o compostos por um conjunto de restric¸o˜es (na forma de desigual-
dades lineares) e uma func¸a˜o objetivo (tambe´m linear) de maximizac¸a˜o ou minimizac¸a˜o.
Nesta pequena introduc¸a˜o nos restringiremos a`s func¸o˜es de maximizac¸a˜o e restric¸o˜es na
forma πx ≤ π0, de forma que um programa linear pode ser representado de forma com-
pacta por z = max{cx : Ax ≤ b, x ∈ Rn}, em que A e´ uma matriz em Rm×n representando
os coeficientes do lado esquerdo das restric¸o˜es; b ∈ Rm representa os coeficientes do lado
direito das restric¸o˜es; cT ∈ Rn representa o custo de cada varia´vel na func¸a˜o objetivo e
xT ∈ Rn representa as varia´veis do problema.
Se restringirmos os valores de x a inteiros, temos o que se chama de programac¸a˜o
linear inteira. Podemos ter uma composic¸a˜o mista de varia´veis inteiras e reais, pore´m,
vamos nos restringir ao caso em que todas as varia´veis sa˜o inteiras, ja´ que e´ o caso
dos modelos apresentados neste trabalho. Programas lineares podem ser resolvidos em
tempo polinomial, mas programas lineares inteiros podem ser NP-dif´ıceis. Desta forma, e´
esperado que na˜o haja algoritmos polinomiais para resolver PLI’s e para fazeˆ-lo utiliza-se,
na pra´tica, te´cnicas como um algoritmo branch and bound (B&B) [33] e um algoritmo
branch and cut (B&C), que e´ uma especializac¸a˜o do B&B.
Como as restric¸o˜es de um problema linear sa˜o desigualdades lineares, geometricamente
o conjunto de pontos que as satisfazem representam um poliedro, conforme a Sec¸a˜o 2.2.
Os pontos que satisfazem uma dada desigualdade πx ≤ π0, formam um semi-espac¸o.
Ale´m do mais, a equac¸a˜o linear na func¸a˜o objetivo, z = cx, representa uma famı´lia de
hiperplanos, sendo objetivo do problema encontrar um hiperplano z∗ = cx que tem
intersec¸a˜o na˜o-vazia com o poliedro P e tal que z∗ seja ma´ximo. Pode-se mostrar que se
z∗ for finito, enta˜o existe cx∗ = z∗ tal que x∗ e´ um ve´rtice de P [33].
Quando trabalhamos com pli’s, o conjunto de soluc¸o˜es via´veis X para o modelo sa˜o
pontos de coordenadas inteiras que satisfazem as restric¸o˜es. Definimos a envolto´ria con-
vexa desse conjunto, denotada por conv(X), como o menor poliedro que conte´m todos
esses pontos. Ao removermos as restric¸o˜es de integralidade de um modelo pli, processo
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Figura 2.1: Os pontos pretos indicam soluc¸o˜es inteiras via´veis. O pol´ıgono de borda
preta e´ a envolto´ria convexa destas. Os pol´ıgonos em cinza representam duas poss´ıveis
formulac¸o˜es va´lidas.
conhecido como relaxac¸a˜o linear, obtemos um programa linear, cujo conjunto de res-
tric¸o˜es representa um poliedro P . E´ fa´cil ver que P conte´m conv(X) e na˜o conte´m nenhum
outro ponto inteiro. De maneira mais geral, qualquer conjunto de restric¸o˜es que forma
um poliedro satisfazendo essas duas condic¸o˜es e´ dita uma formulac¸a˜o va´lida. Cla-
ramente existem infinitas formulac¸o˜es va´lidas para uma dada conv(X) (veja Figura 2.1
para um exemplo em R2). Se soube´ssemos todas as desigualdades que definem conv(X),
a soluc¸a˜o o´tima do pl correspondente a essa formulac¸a˜o, seria a mesma do modelo pli.
A princ´ıpio parece que poder´ıamos resolver tal pl e encontrar a soluc¸a˜o o´tima do pli de
forma eficiente, pore´m, em geral, o nu´mero de restric¸o˜es necessa´rias para definir conv(X)
e´ exponencial no nu´mero de varia´veis, o que torna a tarefa invia´vel. Por outro lado, o
ve´rtice de conv(X) correspondente a` soluc¸a˜o o´tima e´ formado pela intersec¸a˜o de apenas
alguns dos semi-espac¸os que definem tal poliedro. Desta forma, podemos nos restringir a
apenas tais semi-espac¸os.
Os chamados algoritmos de plano de corte atuam no sentido de aproximar uma
formulac¸a˜o va´lida inicial de conv(X). Para tanto, resolvem de maneira o´tima o programa
linear e, se a soluc¸a˜o o´tima x∗ na˜o for inteira, tentam acrescentar a` formulac¸a˜o uma nova
desigualdade (tambe´m chamada de plano de corte) que seja va´lida para conv(X) mas
que na˜o seja satisfeita pela soluc¸a˜o o´tima corrente. Nesse caso, dizemos que a soluc¸a˜o
viola essa desigualdade ou que esta esta´ violada. Para encontrarmos uma desigualdade
violada, devemos resolver o chamado problema da separac¸a˜o. Mais precisamente, seja
P i = max{cx : Ax ≤ b, x ∈ Rn} uma formulac¸a˜o va´lida para um dado modelo pli. Seja x∗
uma soluc¸a˜o o´tima para esse problema. Queremos encontrar uma desigualdade πx ≤ π0
va´lida para conv(X) e violada por x∗, ou seja, πy ≤ π0 para todo y ∈ conv(X) e πx
∗ > π0.
Definimos enta˜o a nova formulac¸a˜o P i+1 = {cx : Ax ≤ b, πx ≤ π0, x ∈ Rn} que continua
va´lida para o modelo. Com isso, esperamos que o valor obtido para a relaxac¸a˜o linear
se aproxime da soluc¸a˜o o´tima do modelo pli inicial. Em geral, encontram-se, por meios
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Conv(X)
�1
�2
�3
Figura 2.2: A intersec¸a˜o de conv(X) com �1 e´ vazia, com �2 e´ um ponto e com �3 um
segmento de reta.
teo´ricos, famı´lias de desigualdades va´lidas para conv(X). O algoritmo que resolve o pro-
blema da separac¸a˜o e´ enta˜o responsa´vel por determinar se algum membro dessas famı´lias
e´ violado pela soluc¸a˜o corrente. Ele deve fazer isso, pore´m, sem analisar explicitamente
cada poss´ıvel membro das famı´lias, ja´ que o tamanho delas pode ser infinito.
O estudo teo´rico das famı´lias das desigualdades va´lidas e´ um dos objetivos da a´rea
da combinato´ria polie´drica. Sa˜o tais estudos que permitem identificar os planos de corte
com maior potencial para tornar eficientes, na pra´tica, os algoritmos de plano de corte.
E´ intuitivo pensar em “bons” cortes como aqueles que aproximam mais a formulac¸a˜o
atual da envolto´ria convexa conv(X). Para entender este racioc´ınio, vamos observar o
comportamento de um plano de corte em R2, no exemplo da Figura 2.2.
Nesse exemplo, vemos que um plano de corte pode na˜o interceptar conv(X) (�1),
intercepta´-la em um ponto (�2) ou em um segmento de reta (�3). Note que a intersec¸a˜o
entre o plano de corte e conv(X) forma um poliedro. Em geral, como sugere o exemplo,
quanto maior a dimensa˜o do poliedro resultante dessa intersec¸a˜o, mais o plano de corte
aproxima a formulac¸a˜o da envolto´ria convexa. Na˜o surpreendentemente, na pra´tica as
desigualdades que tornam mais eficientes os algoritmos de plano de corte sa˜o justamente
aquelas cujas intersec¸o˜es com conv(X) teˆm maior dimensa˜o. Portanto, do ponto de vista
teo´rico, as u´nicas desigualdades que nos interessam para descrever conv(X) sa˜o aquelas
que definem facetas.
2.4 Algoritmo de Branch and Cut
Como foi dito, um algoritmo B&C e´ uma especializac¸a˜o de um algoritmo B&B, que por
sua vez e´ um refinamento de uma busca exaustiva. Primeiramente, vamos descrever um
algoritmo B&B para um problema de maximizac¸a˜o. A entrada do algoritmo e´ um pl com
uma dada func¸a˜o objetivo, sujeito a restric¸o˜es que formam o poliedro P0. Inicialmente,
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resolvemos a relaxac¸a˜o linear desse pl, obtendo uma soluc¸a˜o o´tima x∗. Supondo que a
soluc¸a˜o seja fraciona´ria, deve existir pelo menos uma componente x∗i fraciona´ria. Criam-
se enta˜o dois novos pl’s. Ambos teˆm a mesma func¸a˜o objetivo do pl de entrada. Pore´m,
um deles fica sujeito a`s restric¸o˜es que formam o poliedro P1 = {P ∩(xi ≤ �x
∗
i �)} enquanto
o outro sujeito a`s restric¸o˜es que formam o poliedro P2 = {P ∩ (xi ≥ �x
∗
i �)}. Escolhemos
um desses pl’s e repetimos o procedimento. Observe que esse algoritmo pode ser visto
como uma busca em uma a´rvore, onde cada no´ corresponde a um pl. Eventualmente, o
algoritmo tera´ processado todos os no´s e teremos uma soluc¸a˜o o´tima. Para melhorar o
desempenho na pra´tica, o B&B tenta fazer treˆs tipos de podas em cada no´ i:
  por otimilidade, que ocorre quando a soluc¸a˜o o´tima e´ inteira. Nesse caso, na˜o
precisamos mais explorar a suba´rvore.
  por inviabilidade, quando o pl correspondente e´ invia´vel (ou seja, Pi e´ vazio).
  por limitante. Para isso, o algoritmo armazena o valor da melhor soluc¸a˜o inteira
conhecida ate´ o momento (tambe´m chamado de limitante inferior ou primal), deno-
tado por z. Esse valor e´ inicializado com −∞ ou com o valor de uma soluc¸a˜o via´vel,
na˜o necessariamente o´tima, obtida atrave´s de algum algoritmo polinomial, tambe´m
conhecido por heur´ıstica primal. Cada vez que uma soluc¸a˜o inteira e´ encontrada
na explorac¸a˜o da a´rvore e possui valor maior do que esse limitante, atualizamos z.
A poda por limitante e´ feita enta˜o sempre que o valor da relaxac¸a˜o linear do no´
i e´ menor ou igual a z. Isso porque o valor da relaxac¸a˜o representa um limitante
superior (dual) para qualquer soluc¸a˜o inteira que sera´ encontrada na suba´rvore com
raiz i.
Um algoritmo B&C e´ um B&B onde, em um dado no´ i, podemos executar um algoritmo
de planos de corte para aproximar o poliedro Pi da envolto´ria convexa. Com isso busca-
se diminuir o valor do limitante dual, aumentando a chance de ocorrer uma poda por
limitante.
Se o nu´mero de cortes conhecidos na˜o for muito grande, podemos adiciona´-los a` for-
mulac¸a˜o a` priori, antes de iniciar o algoritmo B&C . Neste caso, denotamos tal algoritmo
por cut and branch.
2.5 Geometria Computacional
A seguir, apresentamos algumas definic¸o˜es e notac¸o˜es geome´tricas necessa´rias para o en-
tendimento do nosso trabalho. A partir de agora trabalharemos com geometria euclidiana
plana, a menos que explicitado o contra´rio.
14 Cap´ıtulo 2. Fundamentac¸a˜o Teo´rica
Um ponto p no plano R2 possui coordenadas denotadas por xp e yp. A distaˆncia
euclidiana entre dois pontos p e q sera´ denotada por dist(p, q), sendo dada por�
(xp − xq)2 + (yp − yq)2.
Dado um ponto c e um escalar positivo r, definimos a circunfereˆncia de centro em
c e raio r, como o conjunto de pontos no plano que esta˜o a uma distaˆncia r de c, ou seja,
{x ∈ R2 : dist(x, c) = r}. Um disco de centro c e raio r, representa o conjunto de pontos
no plano a uma distaˆncia de c igual ou menor do que r, {x ∈ R2 : dist(x, c) ≤ r}. A
borda de um disco de raio r e centro c corresponde a` circunfereˆncia de mesmo raio e
centro.
Dizemos que dois objetos geome´tricos se interceptam se a intersec¸a˜o de seus conjuntos
de pontos e´ na˜o vazia. Considere dois discos d1 e d2 quaisquer. Verificamos que tais
discos se interceptam se, e somente se, dist(cd1 , cd2) ≤ r1 + r2. Considere agora duas
circunfereˆncias C1 e C2, tais que r1 ≥ r2. Temos que tais circunfereˆncias se interceptam
se, e somente se, r1 − r2 ≤ dist(cC1 , cC2) ≤ r1 + r2. Em particular, ha´ quatro tipos de
intersec¸o˜es entre C1 e C2:
  Se r1 − r2 > dist(cC1 , cC2) ou dist(cC1 , cC2) > r1 + r2. A intersec¸a˜o e´ vazia, caso em
que as circunfereˆncias sa˜o ditas disjuntas;
  Se r1−r2 = dist(cC1 , cC2) ou dist(cC1 , cC2) = r1+r2. A intersec¸a˜o e´ apenas um ponto,
e dizemos que as circunfereˆncias sa˜o tangentes;
  Se r1−r2 < dist(cC1 , cC2) < r1+r2. As circunfereˆncias se interceptam em exatamente
dois pontos;
  Se r1 = r2 e dist(cC1 , cC2) = 0. Enta˜o C1 e C2 sa˜o ditas coincidentes e sua intersec¸a˜o
sa˜o todos os pontos das circunfereˆncias.
Dado um conjunto de circunfereˆncias na˜o coincidentes no plano, definimos uma es-
trutura chamada arranjo, composto por ve´rtices, arcos e faces, e que induz uma decom-
posic¸a˜o do espac¸o R2 em regio˜es conexas. Os ve´rtices desse arranjo sa˜o os pontos de
intersec¸a˜o entre as circunfereˆncias. Um arco e´ um segmento de circunfereˆncia que conecta
dois ve´rtices, na˜o necessariamente distintos, e que na˜o conte´m nenhum outro ve´rtice. As
faces sa˜o regio˜es maximais conexas do plano delimitadas por arcos e que na˜o conte´m
nenhum arco em seu interior. O conjunto de arcos que delimitam uma tal face constituem
sua fronteira. Dada uma face f e um arco r na borda de f , dizemos que r e´ convexo
em relac¸a˜o a f se esta esta´ no interior da circunfereˆncia de r. Caso contra´rio dizemos
que r e´ coˆncavo em relac¸a˜o a f . Sempre que um conjunto de arcos e´ convexo para
uma dada face f e pertencem a` mesma circunfereˆncia, agrupamo-los em uma so´ unidade,
denominada arco canoˆnico (veja um exemplo na Figura 2.3). A partir de agora, para
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Figura 2.3: Treˆs arcos canoˆnicos r1, r2, r3 formados por apenas um pedac¸o de arco e um
arco canoˆnico r4, formado por dois pedac¸os de arcos.
facilitar a notac¸a˜o, referir-nos-emos aos arcos canoˆnicos simplesmente por arcos e aos
objetos definidos inicialmente como arcos por pedac¸os de arcos.
2.5.1 Grafos de Discos
Definimos como um grafo de discos de um conjunto de discos S, o grafo na˜o-direcionado
denotado por GS = (V,E), onde cada ve´rtice de V corresponde a um disco e existe uma
aresta (u, v) ∈ E se os seus discos correspondentes se interceptam, excluindo o caso em
que os discos sa˜o tangentes, ou seja, so´ consideramos as intersec¸o˜es com mais de um ponto.
2.6 Problemas de Mapas de S´ımbolos Proporcionais
No trabalho de Cabello et. al [12] sa˜o definidos dois tipos de disposic¸o˜es de discos e duas
func¸o˜es objetivos, dando origem a quatro problemas relacionados ao desenho de mapas
de s´ımbolos proporcionais.
Tipos de desenhos. Um desenho fisicamente realiza´vel pode ser visto como qual-
quer desenho constru´ıdo a partir de discos de papel desde que estes na˜o sejam dobrados
ou cortados. Assim, podemos entrelac¸a´-los conforme a Figura 2.4, mas na˜o conseguimos
construir a Figura 2.5 sem que possamos corta´-los. Considere o arranjo de quatro discos
na Figura 2.6. Supondo que os discos possuam cores diferentes, esta´ claro que cada face
do arranjo tera´ uma cor associada. E´ fa´cil ver que a cor de uma face e´ determinada pelo
disco que esta´ por cima dos outros que a conteˆm. Ao removermos esse disco do topo, a
face ira´ tomar a cor do disco que estiver imediatamente abaixo e assim sucessivamente ate´
que todos os discos que a contenham sejam removidos. Dada essa observac¸a˜o, podemos
concluir que uma face do arranjo induz uma ordem total entre os discos que a conteˆm.
Assim, um desenho fisicamente realiza´vel deve necessariamente satisfazer essa ordem total
induzida pelas faces. Ale´m do mais, dados dois discos di e dj que se interceptam, temos
que ou di esta´ sobre dj (denotado por di > dj) ou vice-versa, ja´ que na˜o podemos cortar
nem dobra´-los. Isso implica que ordens induzidas por diferentes faces na˜o podem confli-
tar, ou seja, um disco na˜o pode induzir uma ordem em que um disco esteja sobre outro
e outra face induzir uma ordem que diga o contra´rio. Vejamos novamente o exemplo da
Figura 2.5. A face f2 induz a ordem d2 > d3, a face f3 induz d3 > d4 e finalmente a face f4
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Figura 2.4: Exemplo de um desenho onde os discos sa˜o entrelac¸ados.
d4
d1
d3
d2
f1
f2
f3
f4
(i) (ii)
Figura 2.5: Um desenho que na˜o e´ fisicamente realiza´vel (i) e o arranjo correspondente
(ii). Se removermos o disco do topo, como estara´ organizado o restante dos discos?
induz d4 > d2. Note que a ordem entre f2, f3 e f4 e´ c´ıclica, o que certamente ira´ conflitar
com qualquer ordem total entre os discos d1, d2, d3 e d4, induzida pela face f1. Se, ale´m
de respeitar as ordens totais induzidas pelas faces, os discos formarem uma u´nica ordem
total, enta˜o temos o caso especial de desenhos em pilha.
Qualidade de um desenho. Visando quantificar a qualidade de uma soluc¸a˜o, os
autores de [12] definem duas me´tricas para serem maximizadas. Dado um disco d ∈ S,
define-se a quantidade de borda vis´ıvel de d, em um desenho D, denotada por bd, como
o comprimento total dos arcos na borda de d vis´ıveis em D. A me´trica Max-Min e´ o
comprimento da borda vis´ıvel do disco com o menor comprimento de borda vis´ıvel, ou
seja, min{bd|d ∈ S}. Ja´ a me´trica Max-Total e´ a soma das bordas vis´ıveis de todos os
discos, ou seja,
�
d∈S bd. Em geometria computacional e´ comum considerar que o bordo
de um objeto na˜o encobre partes dos objetos posicionados abaixo dele. Por causa disso,
se dois ou mais arcos vis´ıveis sa˜o coincidentes, o comprimento a ser considerado e´ a soma
dos comprimentos desses arcos.
Problemas de Mapas de S´ımbolos Proporcionais Dados os dois tipos de desenhos
e as duas me´tricas, podemos definir quatro problemas de otimizac¸a˜o combinato´ria:
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d4 d4
(i) (ii) (iii)
Figura 2.6: Um desenho fisicamente realiza´vel com quatro discos. A porc¸a˜o da face f que
e´ inicialmente vis´ıvel em (i), pertence ao disco d3. Apo´s a remoc¸a˜o desse disco, ela passa
a pertencer ao disco d1 em (ii). Depois de removido d1, a face pertence ao disco d4 em
(iii).
  O problema de maximizar a me´trica Max-Total usando desenhos em pilha (SDMT)
  O problema de maximizar a me´trica Max-Min usando desenhos em pilha (SDMM)
  O problema de maximizar a me´trica Max-Total usando desenhos fisicamente rea-
liza´veis (PRMT)
  O problema de maximizar a me´trica Max-Min usando desenhos fisicamente rea-
liza´veis (PRMM)
Resultados preliminares. Foi provado em [12] que os problemas PRMM e PRMT
sa˜o NP-dif´ıceis. O problema SDMM pode ser resolvido em tempo polinomial pelo algo-
ritmo apresentado em [12] e que descreveremos na Sec¸a˜o 2.9.1. Na˜o e´ conhecido nenhum
algoritmo polinomial para o problema SDMT. Em nosso projeto, abordamos os problemas
SDMT e PRMT atrave´s de programac¸a˜o linear inteira.
2.7 Trabalhos Relacionados
No desenvolvimento de nossos modelos de programac¸a˜o linear inteira, encontramos seme-
lhanc¸as com modelos de trabalhos anteriores dos quais aproveitamos alguns resultados.
Nesta sec¸a˜o descreveremos as partes desses trabalhos relevantes para a compreensa˜o dos
cap´ıtulos restantes desta dissertac¸a˜o.
18 Cap´ıtulo 2. Fundamentac¸a˜o Teo´rica
(i) (ii) (iii)
Figura 2.7: Pontos pretos representam terminais e pontos brancos os de Steiner. (i)
Representa a grade induzida por P ; (ii) Exemplos de joelhos; (iii) Exemplos de ilhas.
2.7.1 Problema da Partic¸a˜o Retangular de um Retaˆngulo com
Pontos no Interior
O trabalho de Meneses [17] aborda o problema da partic¸a˜o retangular de um retaˆngulo com
pontos no interior atrave´s de programac¸a˜o linear inteira. Verificamos algumas relac¸o˜es
entre esse problema e o SDMT (conforme discussa˜o na Sec¸a˜o 3.1.7), o que nos permitiu
incorporar algumas das desigualdades apresentadas em nossos modelos. Vamos introduzir
esse problema e as desigualdades relevantes.
Dado um retaˆngulo R, uma partic¸a˜o retangular de R e´ um conjunto de segmentos
de reta que particiona o interior de R em retaˆngulos. O comprimento de uma partic¸a˜o
retangular e´ a soma dos comprimentos dos segmentos de reta que a compo˜em. O pro-
blema da partic¸a˜o retangular de um retaˆngulo com pontos no interior consiste
em, dado um retaˆngulo R e um conjunto de pontos P localizados no interior de R, for-
mando a instaˆncia I = (R, P ), encontrar uma partic¸a˜o retangular de R de custo mı´nimo,
com a restric¸a˜o de que todo ponto em P esteja contido em algum segmento dessa partic¸a˜o.
Dizemos que essa partic¸a˜o e´ uma partic¸a˜o retangular de I. Esse problema e´ NP-dif´ıcil
[28].
Definimos uma grade induzida, denotada por GI(R,P ) (ou simplesmente GI sempre
que tal nomenclatura na˜o gerar confusa˜o), como o conjunto de segmentos resultantes da
intersec¸a˜o do interior de R com o conjunto de todas as retas horizontais e verticais que
contenham pelo menos um ponto de P (Figura 2.7 (i)). O conjunto de pontos formados
pela intersec¸a˜o de dois segmentos em GI, sera´ denotado por PGI . Um ponto terminal
e´ aquele pertencente a P e um ponto de Steiner aquele em PGI \P . Dado S ⊆ GI, um
joelho em S e´ um ponto em PGI com exatamente dois segmentos incidentes e ortogonais
entre si de S (Figura 2.7 (ii)). Uma ilha em S e´ um ponto em PGI com apenas um
segmento de S incidente (Figura 2.7 (iii)). Mostra-se em [17] que se S ⊆ GI na˜o formar
joelhos nem ilhas, enta˜o S e´ uma partic¸a˜o retangular. Ale´m do mais, existe uma partic¸a˜o
retangular o´tima que e´ um subconjunto de GI [28].
O problema consiste em encontrar S ⊆ GI tal que S seja livre de joelhos e ilhas e
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Figura 2.8: Vizinhanc¸a de um ponto i ∈ PGI , os segmentos incidentes a i esta˜o denotados
por i1, i2, i3 e i4.
tenha custo mı´nimo. Definimos a varia´vel bina´ria xe, e ∈ GI, que vale 1 se o segmento e
esta´ em S e 0 caso contra´rio. A varia´vel x ∈ R|GI| e´ chamada de vetor de incideˆncia ou
vetor caracter´ıstico de uma partic¸a˜o retangular S. Seja �e o comprimento do segmento e.
A func¸a˜o objetivo a ser minimizada e´ dada por
�
e∈GI xe�e. Para impedir a formac¸a˜o de
ilhas e joelhos, considere a vizinhanc¸a de um ponto i ∈ PGI , conforme a Figura 2.8. Para
todo ponto terminal, temos
xi1 + xi2 ≥ 1 (2.1)
xi1 + xi4 ≥ 1 (2.2)
xi3 + xi2 ≥ 1 (2.3)
xi3 + xi4 ≥ 1 (2.4)
e para todo ponto de Steiner,
xi1 + xi2 − xi3 ≥ 0 (2.5)
xi1 + xi2 − xi4 ≥ 0 (2.6)
xi1 + xi4 − xi2 ≥ 0 (2.7)
xi1 + xi4 − xi3 ≥ 0 (2.8)
xi3 + xi2 − xi1 ≥ 0 (2.9)
xi3 + xi2 − xi4 ≥ 0 (2.10)
xi3 + xi4 − xi1 ≥ 0 (2.11)
xi3 + xi4 − xi2 ≥ 0 (2.12)
E´ poss´ıvel mostrar que essas desigualdades impedem a formac¸a˜o de ilhas e joelhos em
pontos terminais e de Steiner.
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Dada uma instaˆncia I, seja PR a envolto´ria convexa dos vetores de incideˆncia das
partic¸o˜es retangulares de I, denotado por poliedro das partic¸o˜es retangulares de I.
Em [17], prova-se que as desigualdades (2.1) a (2.12) definem facetas para PR.
2.7.2 Problema da Ordem Parcial
Na tese de Gurgel [21], e´ apresentado um estudo sobre o problema da ordem parcial.
Tal problema apresenta similaridades com um de nossos modelos e por isso conseguimos
aproveitar algumas das desigualdades apresentadas no referido trabalho. Vamos introduzir
nesta sec¸a˜o o problema da ordem parcial e as desigualdades relevantes.
Considere um digrafo completo de n ve´rtices, Kn = (V,A), e uma func¸a˜o c de custo
sobre as arestas, c : A → Z. Dada uma aresta e ∈ A, denotamos o custo de e por ce
e dado B ⊆ A, definimos como custo de B, o somato´rio dos custos das arestas de B,
ou seja, c(B) =
�
e∈B ce. O problema da ordem parcial (PO) consiste em encontrar
uma ordem parcial B ⊆ A de custo ma´ximo, ou seja, queremos encontrar um subdigrafo
ac´ıclico transitivo com conjunto de arestas de custo ma´ximo. Foi provado em [21] que tal
problema e´ NP-dif´ıcil.
Dado B ⊆ A, denotamos por wB = (wBe )e∈A o vetor caracter´ıstico de B tal que
wBe = 1 se a aresta e esta´ em B e w
B
e = 0 caso contra´rio. Definimos o poliedro da
ordem parcial, denotado por POP como a envolto´ria convexa dos vetores caracter´ısticos
de uma ordem parcial, ou seja, POP = conv{w
B : B e´ uma ordem parcial}.
As desigualdades que definem facetas para POP sa˜o:
  Facetas dos triaˆngulos
wij + wjk − wik ≤ 1, n ≥ 3. (2.13)
  Facetas dos arcos paralelos
wij + wji ≤ 1. (2.14)
  Facetas triviais
wij ≤ 1. (2.15)
  Facetas dos ciclos ı´mpares com 2-cordas
w(C)− w(CO) ≤
�
|C|
2
�
. (2.16)
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Para o conjunto C de arestas e o conjunto CO das 2-cordas de um ciclo ı´mpar de
tamanho maior ou igual a 5.
Um modelo para resolver o problema da ordem parcial pode ser composto pelas desi-
gualdades (2.13), (2.14) e (2.15), ale´m de
wij ≥ 0 ∀(i, j) ∈ A (2.17)
Em [30], Mu¨ller define uma desigualdade va´lida que e´ uma generalizac¸a˜o de (2.16) para
passeios fechados de tamanho ı´mpar. Dado um passeio fechado de tamanho ı´mpar k, re-
presentado pela sequeˆncia de ve´rtices desse passeio e denotado porW = (v1, v2, ..., vk, v1),
utilizamos a notac¸a˜o (vi, vi+1) para representar uma aresta de W , que sai do ve´rtice vi
e entra no ve´rtice adjacente a ele, vi+1. Tambe´m usamos (vi, vi+2) para denotar uma 2-
corda nesse passeio que sai do ve´rtice vi e entra no ve´rtice vi+2 que esta´ a duas arestas de
distaˆncia dele. Enta˜o a desigualdade proposta, denominada desigualdade dos passeios
fechados ı´mpares com 2-cordas, fica:
�
i=1,...k
wvi,vi+1 +
�
i=1,...,k
wvi,vi+2 ≤
�
k
2
�
(2.18)
Mu¨ller descreve um algoritmo de separac¸a˜o polinomial para essa desigualdade. Que-
remos determinar se uma dada soluc¸a˜o fraciona´ria w que satisfaz (2.13), (2.14), (2.15) e
(2.17), viola (2.18) para algum passeio fechado ı´mpar. Para isso, constru´ımos um grafo
auxiliar H = (VH , AH) a partir de Kn = (V,A) e w, da seguinte maneira. Para cada
(i, j) ∈ A, ha´ quatro ve´rtices uij1 , u
ij
2 , v
ij
1 e v
ij
2 em VH , e dois arcos a
ij
1 = (u
ij
1 , u
ij
2 ) e
aij2 = (v
ij
1 , v
ij
2 ) em AH , ambos com custo −wij . Para cada par de arestas (i, j) e (j, k)
em A, adicionamos os arcos (uij2 , v
jk
1 ) e (v
ij
2 , u
jk
1 ) em AH , com custo wik +
1
2
. Em [30],
Mu¨ller prova que H na˜o possui ciclos direcionados negativos e que a desigualdade (2.18)
e´ violada por um passeio ı´mpar fechado em Kn se, e somente se, existe um caminho P de
um no´ uij1 a um no´ v
ij
1 em H com comprimento menor do que
1
2
. Uma maneira de obter tal
caminho e´ atrave´s de um algoritmo que calcula o menor caminho entre todos os pares de
ve´rtices, como o Floyd-Warshall [16]. Pore´m, esse algoritmo tem complexidade O(|VH|
3),
sendo que |VH | ∈ O(n
2), enta˜o, fica bastante ineficiente usar um algoritmo O(n6) para
detectar uma desigualdade violada. Uma alternativa e´ usar heur´ısticas, ja´ que o caminho
que estamos procurando na˜o e´ necessariamente o´timo. Podemos obter o passeio ı´mparW ∗
em Kn que viola (2.18) a partir de um caminho em H de custo menor do que
1
2
, denotado
por P ∗, da seguinte maneira. Para cada aresta de P do tipo (uij1 , u
ij
2 ) ou (v
ij
1 , v
ij
2 ) temos
a aresta (i, j) em W ∗ e para cada aresta do tipo (uij2 , v
jk
1 ) ou (v
ij
2 , u
jk
1 ), temos a 2-corda
(i, k) em W ∗.
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2.8 GRASP
Em nosso projeto, tambe´m abordamos o problema de forma heur´ıstica, mais especifica-
mente com a meta-heur´ıstica GRASP, Greed Randomized Adaptive Search Procedure [36].
Vamos apresentar uma descric¸a˜o desse me´todo para um problema de maximizac¸a˜o, bem
como as variantes que foram experimentadas em nosso projeto.
Em sua forma ba´sica, o GRASP e´ um processo iterativo, onde cada iterac¸a˜o e´ inde-
pendente e consiste de duas fases, a fase de construc¸a˜o, onde uma soluc¸a˜o inicial via´vel e´
produzida e a fase de busca local, na qual uma vizinhanc¸a e´ explorada ate´ que um o´timo
local seja alcanc¸ado. A melhor soluc¸a˜o encontrada dentre todas as iterac¸o˜es e´ retornada.
Fase de Construc¸a˜o. A fase de construc¸a˜o e´ uma espe´cie de heur´ıstica gulosa com fa-
tor aleato´rio. A soluc¸a˜o inicial e´ constru´ıda adicionando-se um elemento por iterac¸a˜o. Em
cada iterac¸a˜o, os elementos candidatos C sa˜o avaliados com uma func¸a˜o gulosa f . Enta˜o,
aqueles que atingem uma certa qualidade sa˜o inseridos na chamada lista restrita de can-
didatos (LRC). Mais especificamente, sejam α ∈ [0, 1] um nu´mero real fornecido como
paraˆmetro de entrada e fmax (fmin) o maior (menor) valor de f obtido por um elemento em
C. Enta˜o um elemento c e´ escolhido para integrar a LRC se f(c) ≥ fmax−α(fmax−fmin).
A componente probabil´ıstica do GRASP e´ decorrente da escolha aleato´ria de qual ele-
mento da LRC sera´ adicionado a` soluc¸a˜o sendo constru´ıda. Observe que α determina a
influeˆncia do fator aleato´rio na construc¸a˜o. Um valor de α = 0 representa uma escolha
puramente gulosa, enquanto α = 1 implica que todos os elementos compora˜o a LRC,
independentemente de f , tornando a escolha totalmente aleato´ria. A probabilidade de
um elemento ser escolhido na LRC e´ dada por uma func¸a˜o de distribuic¸a˜o de probabili-
dade. Em geral utiliza-se a distribuic¸a˜o uniforme, mas podemos usar func¸o˜es de vie´s,
que privilegiam certos elementos de acordo com sua posic¸a˜o p na LRC e sa˜o denotadas
por bias, conforme proposto por Bresina em [10]. Um exemplo e´ a distribuic¸a˜o exponen-
cial, bias(p) = λe−λp. A probabilidade p(i) de um elemento i na posic¸a˜o pi da LRC ser
escolhido e´ dada por
p(i) =
bias(pi)�
j∈LRC bias(pj)
(2.19)
Busca Local. As soluc¸o˜es obtidas na fase de construc¸a˜o na˜o sa˜o necessariamente
o´timas localmente. Isso quer dizer que podemos obter melhores soluc¸o˜es atrave´s de uma
busca local. Esse algoritmo consiste em substituir a soluc¸a˜o corrente por uma melhor
em sua vizinhanc¸a. Em nosso trabalho, consideramos duas maneiras de se escolher qual
soluc¸a˜o vizinha substitui a soluc¸a˜o corrente. Uma consiste em escolher a primeira soluc¸a˜o
com custo melhor do que a atual sendo definida como primeira melhoria e a outra
consiste em avaliar todas as soluc¸o˜es na vizinhanc¸a e escolher aquela de melhor valor,
definida como ma´xima melhoria. Existe um tradeoff na qualidade de soluc¸a˜o e no
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desempenho entre essas duas abordagens, portanto a escolha de qual estrate´gia adotar
depende das caracter´ısticas do algoritmo. A vizinhanc¸a de uma soluc¸a˜o s, denotada por
N(s), e´ o conjunto de soluc¸o˜es via´veis que podem ser obtidas a partir de s. Em geral, a
escolha de uma vizinhanc¸a adequada e´ fator determinante tanto para a qualidade quando
para a eficieˆncia do GRASP.
2.8.1 Melhorias ao GRASP ba´sico
Path-relinking. e´ uma estrate´gia de busca proposta por M. Laguna e R. Mart´ı [26] para
complementar o GRASP, utilizada ate´ enta˜o na busca Tabu [20]. Um pequeno conjunto
de soluc¸o˜es de alta qualidade, denominado conjunto de elite, e´ mantido para fazer o
path-relinking. Em cada iterac¸a˜o do GRASP, seja x∗ a soluc¸a˜o obtida apo´s a fase de busca
local. Uma soluc¸a˜o y∗ e´ enta˜o escolhida aleatoriamente do conjunto de elite. E´ definida
uma me´trica de distaˆncia entre duas soluc¸o˜es, que pode ser, por exemplo, a quantidade de
posic¸o˜es em que os elementos diferem nas duas soluc¸o˜es. Sempre que uma nova soluc¸a˜o x∗
e´ encontrada, procura-se um caminho de soluc¸o˜es ligando x∗ e y∗. Cada uma das soluc¸o˜es
nesse caminho e´ avaliada com a possibilidade de que uma soluc¸a˜o melhor seja encontrada.
A soluc¸a˜o de partida e´ chamada de inicial, enquanto a soluc¸a˜o de destino e´ dita guia.
Denotamos por forward path-relinking o caso em que a soluc¸a˜o guia e´ melhor que
a inicial, e por backward path-relinking o oposto. Uma abordagem alternativa e´ o
mixed path-relinking, que inicia dois caminhos, cada qual partindo de uma das soluc¸o˜es
e parando quando se encontram em uma soluc¸a˜o intermedia´ria. A existeˆncia dessa u´ltima
e´ justificada por Ribeiro e Resende [37], ja´ que geralmente, segundo os autores, as melhores
soluc¸o˜es encontradas durante o path-relinking se encontram pro´ximas a` inicial e a` guia.
Cada soluc¸a˜o S, obtida na fase de busca local ou no path-relinking, e´ candidata a
integrar o conjunto de elite. Se o conjunto ainda na˜o atingiu a sua capacidade ma´xima,
S e´ inclu´ıda. Caso contra´rio, se S e´ melhor que pelo menos uma das soluc¸o˜es de elite,
enta˜o substitu´ımos S � por S, onde S � e´ a soluc¸a˜o mais pro´xima de S � tal que valor(S) >
valor(S �). Com isso, objetiva-se manter a qualidade das soluc¸o˜es alta ao mesmo tempo
em que se preserva a diversidade do conjunto. A diversidade e´ deseja´vel porque assim ha´
uma tendeˆncia maior de explorarmos de maneira mais completa o espac¸o de soluc¸o˜es.
Path-relinking evolutivo. Em [7] Aiex et al. aplicam path-relinking entre todos os
pares de soluc¸o˜es do conjunto de elite apo´s a execuc¸a˜o do GRASP, em busca de melhores
soluc¸o˜es. Resende e Werneck [35] descrevem o path-relinking evolutivo da seguinte
forma. Denotamos por P0 o conjunto de elite resultante da execuc¸a˜o do GRASP. A cada
passo k, executamos um path-relinking entre todos os pares de soluc¸o˜es do conjunto de elite
Pk. As melhores soluc¸o˜es encontradas sa˜o inseridas em um novo conjunto de elite Pk+1.
Se a melhor soluc¸a˜o de Pk+1 for melhor do que a melhor de Pk, repetimos o procedimento.
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GRASP reativo. O termo foi cunhado por Prais e Ribeiro [34] e consiste em ajustar
o paraˆmetro α em reac¸a˜o a`s soluc¸o˜es produzidas por diferentes valores de α em iterac¸o˜es
anteriores. A cada iterac¸a˜o, α e´ escolhido de um conjunto discreto de valores {α1, . . . , αm}.
A probabilidade de escolher αi e´ dada por p(αk), para k = 1, . . . , m. O GRASP reativo
modifica as probabilidades {p(α1), . . . , p(αm)} de forma a favorecer valores que geram
melhores soluc¸o˜es. Inicialmente, p(αk) = 1/m, para k = 1, . . . , m. Seja z
∗ o valor da
melhor soluc¸a˜o encontrada ate´ agora e zk a me´dia dos valores das soluc¸o˜es obtidas com
α = αk. A cada Nα iterac¸o˜es calculamos os valores qk = (zk/z
∗)δ para k = 1, . . . , m e
atualizamos as probabilidades para p(αi) = qi/
�m
j=1 qj , para i = 1, . . . , m. O paraˆmetro
δ e´ usado como um fator atenuante.
2.8.2 Paralelizac¸a˜o do GRASP
Uma maneira de se diminuir o tempo de execuc¸a˜o do GRASP e´ paraleliza´-lo. Grande
parte dos trabalhos que realizam a paralelizac¸a˜o do GRASP o faz usando bibliotecas que
implementam o padra˜o MPI (Message Passing Interface) [2]. Em nosso programa, utili-
zamos a biblioteca Open MPI. Essa biblioteca consiste em executar co´pias de um mesmo
programa em va´rios processadores diferentes. Sua implementac¸a˜o e´ baseada em memo´ria
distribu´ıda, ou seja, podemos assumir que cada processador tem sua memo´ria local, o
que permite paralelizarmos programas em clusters, sistemas compostos por ma´quinas di-
versas. Por outro lado, para que os processos possam trocar informac¸o˜es, e´ necessa´rio o
envio e recebimento de mensagens pela rede que os conecta, o que pode ser feito atrave´s
das func¸o˜es fornecidas pela biblioteca. Podemos tambe´m paralelizar um programa usando
MPI em apenas uma ma´quina multinu´cleo. Nesse caso, mesmo os processadores tendo
a memo´ria compartilhada, a arquitetura da biblioteca na˜o permite que eles se comuni-
quem sem troca de mensagem. Pore´m, a troca de mensagens dentro de uma ma´quina
e´ implementada de maneira eficiente pelo MPI que se aproveita do fato da memo´ria ser
compartilhada.
Programas onde pouca ou nenhuma comunicac¸a˜o deve ser feita entre os processado-
res sa˜o ditos vergonhosamente paraleliza´veis. A versa˜o mais simples do GRASP e´
um exemplo desse tipo de programa, ja´ que cada iterac¸a˜o e´ independente da outra. A
u´nica comunicac¸a˜o entre os processadores e´ feita na distribuic¸a˜o dos dados, ja´ que em
geral apenas um dos processadores leˆ a entrada, e na hora de processar a melhor soluc¸a˜o
encontrada. Na tese de mestrado de Alvim [8], uma das abordagens de paralelizac¸a˜o para
o GRASP consiste em distribuir um subconjunto de iterac¸o˜es para cada processador. Na
sua versa˜o mais simples, o qual denominamos GRASP paralelo independente, se ha´ n
iterac¸o˜es a serem executadas e p processadores dispon´ıveis, cada um desses processadores
recebe n/p iterac¸o˜es para executar. Um dos problemas dessa abordagem e´ o desbalan-
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ceamento de carga, isto e´, um processador pode levar mais tempo para terminar suas
iterac¸o˜es enquanto os outros ficam ociosos nesse per´ıodo. Para contornar essa situac¸a˜o,
cada processador recebe um bloco de poucas iterac¸o˜es para executar e quando termina,
recebe mais um bloco. Uma implementac¸a˜o baseada no conceito de mestre/escravo e´
apresentada em [8]. Nela, um dos processadores e´ designado mestre e os outros escra-
vos. O mestre fica responsa´vel por receber solicitac¸o˜es e distribuir as iterac¸o˜es para os
outros processadores. A este me´todo chamamos de GRASP paralelo balanceado. A
desvantagem desse me´todo e´ que perde-se um processador que poderia estar executando
iterac¸o˜es e o nu´mero de mensagens aumenta. Uma abordagem totalmente distribu´ıda e´
apresentada em [6]. A ideia aqui e´ compensar o desbalanceamento de carga executando-
se mais iterac¸o˜es. Cada processador executa n/p iterac¸o˜es. Ao atingir esse nu´mero de
iterac¸o˜es, ele informa aos outros processadores que ja´ terminou e depois verifica se os ou-
tros ja´ terminaram tambe´m. Se houver algum processador que ainda na˜o atingiu as n/p
iterac¸o˜es, ele assume a execuc¸a˜o de mais um bloco de iterac¸o˜es, depois do qual fara´ uma
nova verificac¸a˜o. Observe que o tempo de execuc¸a˜o em relac¸a˜o a` paralelizac¸a˜o simples
na˜o diminuira´, mas mais iterac¸o˜es sera˜o executadas, ja´ que nenhum processador ficara´
ocioso. Essa versa˜o e´ chamada de GRASP paralelo distribu´ıdo.
Em [6] sa˜o dadas duas estrate´gias de paralelizac¸a˜o usando path-relinking. A primeira,
chamada de GRASP paralelo na˜o-colaborativo, consiste em manter um conjunto de
elite local para cada processador, que executa o path-relinking de maneira independente
ao longo de suas iterac¸o˜es. Na outra opc¸a˜o, denominada GRASP paralelo colabo-
rativo, ha´ uma troca do conjunto de elite de cada processador. A cada N iterac¸o˜es,
cada processador envia seu conjunto de elite aos outros processadores e deles recebe os
conjuntos, ficando cada processador responsa´vel por integrar esses conjuntos de elite em
um so´. Com isso, tenta-se simular um conjunto de elite compartilhado para aproximar a
implementac¸a˜o paralela da sequencial, reduzindo o tempo de execuc¸a˜o sem comprometer
a qualidade das soluc¸o˜es.
2.9 Heur´ısticas
No trabalho de Cabello et al. [12], sa˜o mencionados treˆs me´todos comumente utilizados
por carto´grafos para decidir a disposic¸a˜o dos discos em mapas de s´ımbolos proporcionais.
Na abordagem esquerda para direita por centro, o disco com centro mais a` esquerda
e´ posto embaixo na pilha e os outros sa˜o empilhados recursivamente. A te´cnica esquerda
para direita por extremo esquerdo usa o extremo esquerdo para decidir qual disco
ficara´ por baixo. Finalmente, no me´todo maior para menor, os discos com maior raio
sa˜o empilhados primeiro. Esses me´todos sera˜o utilizados como heur´ısticas com o objetivo
de comparar o valor das soluc¸o˜es obtidas por esses me´todos e das soluc¸o˜es obtidas atrave´s
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do nosso algoritmo usando GRASP.
Outro algoritmo polinomial que gera soluc¸o˜es via´veis para o SDMT e´ aquele apresen-
tado em [12] para resolver o problema SDMM. Por isso, iremos detalha´-lo a seguir.
2.9.1 Algoritmo Polinomial para SDMM
Descrevemos o algoritmo polinomial usado para resolver a versa˜o SDMM de maneira
o´tima, descrito em [12]. A ideia do algoritmo para encontrar a ordem o´tima de n discos
e´ a seguinte: executamos n iterac¸o˜es e, a cada iterac¸a˜o i, empilhamos no n´ıvel i, o disco
que teria maior comprimento de borda vis´ıvel caso estivesse abaixo dos discos que ainda
na˜o foram empilhados.
Para mostrar que essa estrate´gia e´ o´tima, seja S a soluc¸a˜o obtida com esse algoritmo
e S � outra soluc¸a˜o com custo melhor. Seja i o menor n´ıvel tal que S �(i) = S(j) e i < j.
Sejam di = S
�(i) e dj = S
�(j). Inserimos enta˜o dj logo embaixo de di, gerando uma
nova soluc¸a˜o S∗. E´ fa´cil ver que o u´nico disco que teve sua borda vis´ıvel diminu´ıda foi
dj. Pore´m, a borda vis´ıvel de dj em S
∗ e´ maior do que a de di em S
� (caso contra´rio, o
algoritmo teria selecionado di ao inve´s de dj no n´ıvel i e portanto S
�(i) = S(i) �= S(j)) e
consequentemente maior do que custo de S �. Logo, o custo de S∗ na˜o pode ser pior do
que S �. Podemos repetir o argumento sobre S∗ ate´ que eventualmente cheguemos em S
com custo melhor ou igual a S �, o que e´ uma contradic¸a˜o.
Cabello et al. [12] mostram que e´ poss´ıvel implementar a ideia descrita em tempo
O(n2 log n) usando a´rvores de segmentos [29] para representar os intervalos de arcos en-
cobertos e vis´ıveis de cada disco di. Cada um dos arcos (na˜o canoˆnicos) do arranjo
pertencentes a` borda de di representam intervalos fundamentais. A a´rvore de segmentos
correspondente a di e´ denotada por Ti, conforme o exemplo ilustrado na Figura 2.9. Cada
no´ v de Ti armazena treˆs componentes: int(v), cont(v) e vis-int(v). Quando aplica´vel,
denotamos por pai(v) o predecessor de v em Ti e por filho-esq(v) e filho-dir(v) os filhos
esquerdo e direito de v em Ti, respectivamente. A componente int(v) corresponde a um
intervalo, sendo que nas folhas sa˜o os intervalos fundamentais e nos no´s internos a unia˜o
dos intervalos armazenados em seus dois filhos. Ale´m disso, em cont(v) e´ mantido um
contador para o nu´mero de discos que conteˆm int(v), mas na˜o conteˆm o intervalo armaze-
nado no pai de v. Ja´ em vis-int(v) e´ guardado o comprimento da borda vis´ıvel de int(v)
que estaria vis´ıvel caso todos os discos contabilizados em cont(u), para qualquer ve´rtice
u na suba´rvore de v, estivessem sobre di. Temos enta˜o que vis-int(raiz) corresponde ao
comprimento da borda vis´ıvel de di fosse ele colocado na base do empilhamento. Obser-
vamos que o nu´mero de arcos em um disco di e´ O(n). E´ fa´cil ver que a a´rvore Ti ocupa
enta˜o espac¸o O(n).
Cada a´rvore Ti permite a inserc¸a˜o e a remoc¸a˜o de um disco dj �= di. Seja int(dj , di) o
2.9. Heur´ısticas 27
Figura 2.9: Um disco com quatro discos interceptando-o e a correspondente a´rvore de
segmentos Ti [12].
intervalo da borda de di coberta por dj . Primeiro, fazemos uma busca em Ti para obter
os no´s vj tais que int(vj) ⊆ int(dj , di) e int(pai(vj)) �⊆ int(dj , di). E´ poss´ıvel mostrar
que um nu´mero constante de no´s satisfazem essa restric¸a˜o e que cada um deles pode ser
encontrado em tempo O(logn). Para atualizar a estrutura, incrementamos cont(vj). Se
cont(vj) era igual a 0, enta˜o int(vj) ficou totalmente encoberto e por isso vis-int(vj) = 0
e essa mudanc¸a e´ propagada por todos os ancestrais de vj . Para remover um disco dj
da a´rvore Ti, fazemos a mesma busca, mas desta vez decrementamos cont(vj). Se esse
contador passar a ser 0, enta˜o devemos restaurar o valor vis-int(vj), observando que
vis-int(vj) = vis-int(filho-esq(vj)) + vis-int(filho-dir(vj)). Propagamos novamente a
diferenc¸a pelos ancestrais de vj . Como a a´rvore tem altura O(logn) e o nu´mero de no´s vj
e´ constante, observamos que a operac¸a˜o de inserc¸a˜o/remoc¸a˜o pode ser feita em O(logn).
Cada a´rvore Ti e´ inicializada inserindo-se todos os outros discos nela. Sa˜o O(n) discos
e cada inserc¸a˜o leva O(logn). Como sa˜o O(n) a´rvores, a inicializac¸a˜o leva O(n2 logn).
Ao longo das iterac¸o˜es, determinamos o maior valor de vis-int(raiz) dentre as a´rvores
restantes em O(n) e escolhemos um dado disco d∗i , que precisa ser removido de todas as
outras a´rvores em um tempo total de O(n logn). Como sa˜o n iterac¸o˜es, a complexidade
total do algoritmo e´ de O(n2 log n).

Cap´ıtulo 3
Abordagem ao Problema
Neste cap´ıtulo apresentamos algumas estrate´gias de abordagem ao problema SDMT, bem
sucedidas ou na˜o, na ordem aproximadamente cronolo´gica em que foram estudadas.
Primeiramente, descreveremos o modelo de atribuic¸a˜o de discos a n´ıveis, bem como
diversas desigualdades obtidas ao longo de nosso trabalho. E´ para esse modelo que apre-
sentamos as estrate´gias de decomposic¸a˜o de instaˆncias, pois foi durante o estudo de tal
modelo que essas ideias foram concebidas, embora elas sejam aplica´veis a qualquer modelo
para o SDMT. Em seguida apresentaremos nosso segundo modelo, bem mais eficiente na
pra´tica, para o SDMT e para o qual algumas das desigualdades utilizadas no primeiro
modelo sa˜o adaptadas e novas sa˜o desenvolvidas. Por fim, descrevemos nossa contri-
buic¸a˜o ao trabalho de Rafael Cano, que aborda de forma heur´ıstica o problema usando a
meta-heur´ıstica GRASP.
3.1 Modelo de atribuic¸a˜o de n´ıveis
O primeiro modelo utilizado para o nosso problema consiste em atribuir discos a n´ıveis,
podendo dois ou mais discos serem colocados no mesmo n´ıvel desde que eles na˜o se in-
terceptem, o qual denominamos modelo de atribuic¸o˜es de n´ıveis (em ingleˆs, Level
Assignment Model – que denotamos lam).
Antes de apresentar o modelo, vamos introduzir as notac¸o˜es e definic¸o˜es necessa´rias.
Seja S o conjunto de discos de entrada com |S| = n. Denotaremos por GS = (V,E) o
grafo de discos de S (definido na Sec¸a˜o 2.5.1). Definimos como m (m ≤ n) o nu´mero
ma´ximo de n´ıveis que qualquer soluc¸a˜o via´vel no nosso modelo pode ocupar. Seja K o
conjunto de todas as cliques maximais de GS. Adicionalmente, os seguintes dados sera˜o
utilizados por nosso modelo e e´ fa´cil ver que estes podem ser obtidos em tempo polinomial
a partir de S:
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  R ≡ conjunto dos arcos do arranjo formado por S (veja Sec¸a˜o 2.5).
  �r ≡ comprimento de um arco r ∈ R (soma dos comprimentos dos pedac¸os de arcos
que compo˜em r).
  dr ≡ disco em cuja borda r esta´ contido.
  Sr ≡ conjunto de discos que conteˆm r em seu interior.
Para cada r ∈ R, definimos a varia´vel bina´ria xr que vale 1 se o arco r esta´ vis´ıvel e 0
caso contra´rio. Logo, a func¸a˜o objetivo a ser maximizada pode ser escrita como:
max
�
r∈R
�rxr. (3.1)
Podemos supor que m ≥ 2, ja´ que e´ trivial encontrar a soluc¸a˜o o´tima para apenas um
disco. Para cada disco i ∈ S e p = 1, . . . , m, definimos a varia´vel bina´ria yip que vale 1 se
o disco i esta´ no n´ıvel p e 0 caso contra´rio. Nosso modelo fica, enta˜o:
m�
p=1
yip ≤ 1, ∀ i ∈ S (3.2)
xr ≤
m�
p=1
ydrp, ∀ r ∈ R (3.3)
�
i∈K
yip ≤ 1 ∀ 1 ≤ p ≤ m, K ∈ K (3.4)
p�
a=1
ydra +
m�
b=p
yib + xr ≤ 2, ∀ r ∈ R, i ∈ S
I
r , 1 ≤ p ≤ m (3.5)
xr ∈ {0, 1}, ∀ r ∈ R (3.6)
yip ∈ {0, 1}, ∀ i ∈ S, 1 ≤ p ≤ m (3.7)
A desigualdade (3.2) garante que cada disco estara´ em no ma´ximo um n´ıvel. Utilizamos
≤ ao inve´s de = para podermos trabalhar com um poliedro de dimensa˜o cheia, o que
e´ mais conveniente do ponto de vista teo´rico, conforme discutido na Sec¸a˜o 2.2. Em
[24], argumentamos que essa mudanc¸a na˜o altera o valor da soluc¸a˜o o´tima. Na pra´tica,
entretanto, utilizar = resultou em menores tempos de execuc¸a˜o. A desigualdade (3.3)
implica que um arco so´ e´ vis´ıvel se o disco do qual e´ bordo foi alocado a algum n´ıvel.
Note que como utilizamos (3.2) com igualdade na implementac¸a˜o do modelo, (3.3) torna-
se redundante e por isso na˜o foi inclu´ıda. A desigualdade (3.4) impede que dois discos
que se interceptem fiquem no mesmo n´ıvel (ver discussa˜o na Sec¸a˜o 3.1.1). Finalmente, a
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desigualdade (3.5) garante que, se um arco esta´ vis´ıvel, nenhum disco que o conte´m estara´
acima do disco do qual e´ bordo.
Denotamos a envolto´ria convexa que satisfaz (3.2), a (3.7) por Plam. Em [24], mostra-
mos que (3.2), (3.3), (3.4) e (3.5) definem facetas para Plam. Ale´m do mais, dado r ∈ R,
xr ≥ 0 define faceta mas xr ≤ 1 na˜o. Para 1 ≤ p ≤ m e i ∈ S, tambe´m mostramos que
yip ≥ 0 define faceta para Plam, enquanto yip ≤ 1 na˜o.
3.1.1 Desigualdades de Conjuntos Independentes
Inicialmente, a desigualdade utilizada para garantir que dois discos que se interceptam
na˜o possam estar no mesmo n´ıvel era a chamada desigualdade de arestas do grafo GS,
yip + yjp ≤ 1 ∀ 1 ≤ p ≤ m, (i, j) ∈ E (3.8)
Pore´m, notamos que para um dado p = 1, . . . , m fixo, a desigualdade (3.8) corres-
ponde a`s restric¸o˜es de um modelo pli para o problema do conjunto independente [31].
Aproveitamos as desigualdades de clique maximais, que sa˜o fortes para esse modelo, e
adaptamo-las ao SDMT, gerando (3.4). Para implementar essas desigualdades, nossa
ideia foi construir uma cobertura das arestas de GS por cliques maximais. Um algoritmo
para tal e´ descrito em [31]. Para cada aresta ainda na˜o coberta e = (u, v), inicializamos
os conjuntos de ve´rtices I ← N(u) ∩ N(v) e C ← {u, v}. Enquanto I for na˜o-vazio,
selecionamos um ve´rtice w ∈ I, inclu´ımo-no em C e fazemos I ← I ∩ N(w). Quando I
for vazio, C define uma clique maximal que cobre todas as arestas entre todos os pares de
ve´rtices em C, inclusive e. Quando todas as arestas forem cobertas, e´ poss´ıvel que haja
cliques redundantes. Por isso, fazemos um po´s-processamento para removeˆ-las.
Outra maneira de cobrir GS com cliques e´ observando que, para todo arco r, o con-
junto de discos {dr} ∪ S
I
r forma uma clique ja´ que todos conteˆm o arco r em comum. A
heur´ıstica que utilizamos consiste em ordenar os arcos por ordem na˜o-crescente de |SIr | e
enta˜o ir incorporando as cliques que cobrem pelo menos uma aresta ainda na˜o coberta.
Eventualmente, e´ necessa´rio tambe´m neste caso, um po´s-processamento para remover cli-
ques redundantes. Embora as cliques assim geradas na˜o sejam necessariamente maximais,
essa abordagem e´ interessante uma vez que o conjunto SIr ja´ esta´ calculado, restando uma
ordenac¸a˜o para determinar a ordem de processamento dos arcos.
Essas estrate´gias resultaram em tempos de execuc¸a˜o parecidos, mas, para nossa sur-
presa, nenhuma delas se mostrou ta˜o eficiente quanto a desigualdade de arestas. Uma
poss´ıvel explicac¸a˜o para este fenoˆmeno e´ que, embora mais fraca teoricamente, as de-
sigualdades de arestas deixam o modelo mais leve, o que resulta em um menor tempo
para resolver cada no´. Acreditamos, portanto, que usar desigualdades mais fortes na˜o
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reduzem o nu´mero de no´s explorados o suficiente para compensar o gasto maior de tempo
despendido na resoluc¸a˜o da relaxac¸a˜o linear.
3.1.2 Limite Superior para o Nu´mero de Nı´veis
Seja L o comprimento do caminho mais longo em GS. Em [24], mostramos que L + 1 e´
um limite superior para m, o nu´mero mı´nimo de n´ıveis requeridos em uma soluc¸a˜o o´tima.
Sabe-se entretanto, que encontrar o caminho mais longo em um grafo geral e´ um pro-
blema NP-dif´ıcil [19]. Portanto, usamos uma aproximac¸a˜o para tal valor. Primeiramente,
apresentamos um modelo de programac¸a˜o linear inteira para encontrar o caminho mais
longo de s a t em um grafo direcionado D = (V,A), usando um modelo baseado em fluxo
em redes [5]. Para cada aresta (i, j) ∈ A, definimos a varia´vel bina´ria xij = 1 se a aresta
e´ usada na soluc¸a˜o e 0 caso contra´rio. Para cada i ∈ V , ui e´ uma varia´vel auxiliar para
impedir a formac¸a˜o de ciclos direcionados. Queremos levar uma unidade de fluxo de s
ate´ t, percorrendo o maior caminho poss´ıvel. Definimos enta˜o a func¸a˜o objetivo a ser
maximizada
�
(i,j)∈A xij , sujeita a`s seguintes desigualdades:
�
j:(i,j)∈A
xij =
�
j:(j,i)∈A
xji ∀i ∈ V \ {s, t} (3.9)
�
i:(s,i)∈A
xsi = 1 (3.10)
ui + 1 ≤ uj + (1− xij)M ∀(i, j) ∈ A (3.11)
A desigualdade (3.9) representa a conservac¸a˜o de fluxo. A quantidade de fluxo que
sai do no´ fonte e´ limitado a 1 por (3.10). Finalmente, a desigualdade (3.11) impede a
formac¸a˜o de ciclos direcionados. Para ver isso, observe que quando fazemos xij = 1, essa
desigualdade forc¸a uj > ui e quando xij = 0, ela e´ redundante. Logo, um ciclo direcionado
da forma {v1, v2, . . . , vk, v1} teria u1 < u2 < · · · < uk < u1, gerando uma contradic¸a˜o.
Note tambe´m que tais desigualdades na˜o impedem a formac¸a˜o de um caminho direcionado
na forma {v1, v2, . . . , vk}, bastando fazer uvi = i para i = 1, . . . , k.
No nosso problema, o grafo em questa˜o e´ na˜o-orientado, pore´m uma reduc¸a˜o simples
para o grafo orientado e´ criar, para cada aresta (i, j) ∈ E, arestas (i, j) e (j, i) em A. Ale´m
disso, queremos encontrar o maior caminho considerando todos os pares de ve´rtices. Nesse
caso, podemos resolver o problema uma vez para cada par de ve´rtices i e j, fazendo s = i
e t = j. A alternativa que adotamos foi criar no´s especiais s e t ale´m de arestas de s a
todos os ve´rtices de V e de todos os ve´rtices em V ate´ t.
Como quer´ıamos apenas um valor aproximado para o tamanho do caminho ma´ximo,
fixamos o tempo de execuc¸a˜o do B&C em 1 minuto. Note que como se trata de um
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limitante superior, na˜o podemos pegar a melhor soluc¸a˜o via´vel encontrada, ja´ que fixar o
valor de m com um valor possivelmente menor do que L+ 1 poderia gerar soluc¸o˜es na˜o-
o´timas. Enta˜o, consideramos o melhor limitante dual encontrado. Na pra´tica, mesmo
para instaˆncias grandes, com cerca de 100 discos, o resolvedor encontrou a soluc¸a˜o o´tima
para esse modelo em questa˜o de segundos. Infelizmente, na grande maioria das instaˆncias
testadas, o comprimento do maior caminho encontrado foi igual a n − 1. Uma poss´ıvel
explicac¸a˜o, tanto para a ra´pida resoluc¸a˜o do modelo quanto para os valores dos com-
primentos dos caminhos, e´ que as instaˆncias testadas eram muito densas, especialmente
apo´s as decomposic¸o˜es, discutidas na Sec¸a˜o 3.1.8. Por isso, optamos por na˜o incluir esse
pre´-processamento para o modelo do problema SDMT, usando como valor de m o nu´mero
de discos n.
3.1.3 Compressa˜o de Nı´veis
A estrate´gia de compressa˜o de n´ıveis consiste em representar um empilhamento de forma
canoˆnica, diminuindo o n´ıvel de cada disco sempre que poss´ıvel. A motivac¸a˜o por tra´s
dessa estrate´gia e´ diminuir o nu´mero de soluc¸o˜es de mesmo custo e, com isso, evitar bases
degeneradas no algoritmo simplex usado no B&B.
Essa compressa˜o pode ser obtida adicionando a seguinte desigualdade
yi,p ≤
�
j∈N(i)
yi,p−1 ∀i ∈ S, p = 2, . . . , m (3.12)
em que N(i) representa o conjunto de discos que interceptam o disco i. Essa desigualdade
so´ permite que um disco seja posto em um n´ıvel p se existir pelo menos um disco no n´ıvel
p − 1 que o intercepta, para p = 2, . . . , m. Dito de outra forma, podemos ir diminuindo
o n´ıvel de um dado disco ate´ que ele repouse sobre um outro disco, simulando um efeito
de gravidade sobre os discos da pilha. E´ fa´cil ver que essa compressa˜o na˜o modifica a
visibilidade dos arcos e, portanto, na˜o altera o custo de uma soluc¸a˜o. Logo, a equac¸a˜o
(3.12) na˜o elimina a soluc¸a˜o o´tima para o problema SDMT.
Essa estrate´gia na˜o teve impacto significativo nos tempos de execuc¸o˜es para as
instaˆncias testadas e, portanto, nos resultados computacionais reportados na˜o foi feita
a compressa˜o de n´ıveis.
3.1.4 Busca Limitando o Nu´mero de Nı´veis
Outra alternativa para melhorar o desempenho do algoritmo de B&B, era limitar o nu´mero
ma´ximo de n´ıveis permitidos para uma soluc¸a˜o, mesmo obtendo soluc¸o˜es sub-o´timas, para
enta˜o usa´-los como limitantes inferiores para n´ıveis maiores.
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Vimos na Sec¸a˜o 3.1.2 que L+1 e´ um limite superior param, o qual denotaremos porm.
Ja´ um limite inferior e´ o nu´mero croma´tico de GS, que sera´ denotado por m. Inicialmente
fazemos m = m e resolvemos o modelo. Na˜o ha´ garantias de que a soluc¸a˜o obtida e´ o´tima
para o problema original. Pore´m, o valor da soluc¸a˜o representa um limitante inferior para
os modelos com m > m. Assim, constru´ımos o modelo para m = m+ 1 e inicializamos z
do B&B correspondente com o valor da soluc¸a˜o o´tima do modelo com m = m. Repetimos
esse procedimento ate´ que m = m. A motivac¸a˜o para isso era a de que os limitantes
inferiores diminu´ıssem bastante o tempo de execuc¸a˜o dos B&B’s e que resolver o modelo
inicial, com m = m fosse ra´pido.
A primeira limitac¸a˜o dessa abordagem e´ que, como vimos na Sec¸a˜o 2.5.1, encontrar o
nu´mero croma´tico para grafos de discos e´ NP-dif´ıcil [15]. Felizmente, para as instaˆncias
testadas, o algoritmo de B&B reportava a inviabilidade do problema rapidamente, de
forma que usamos o tamanho de uma clique maximal qualquer como o valor inicial de m.
Na pra´tica, entretanto, os limitantes inferiores utilizados na˜o tiveram impacto significativo
na reduc¸a˜o de tempo e, ale´m disso, conformem se aproximava dem, os tempos de execuc¸a˜o
ficavam pro´ximos daquele utilizado para resolver o modelo com m = m. Tentamos ainda
inserir a seguinte heur´ıstica: sempre que o valor o´timo obtido para m+ 1 e m sa˜o iguais,
paramos a busca e resolvemos diretamente o modelo com m = m usando esse valor como
limitante inferior. A raza˜o por tra´s dessa ideia e´ que, como o valor da soluc¸a˜o o´tima
na˜o melhorou com um n´ıvel a mais de liberdade, conjeturamos que a soluc¸a˜o encontrada
nesse caso e´ o´tima. Pore´m, como na˜o conseguimos prova´-la e nem desprova´-la, era preciso
resolver o modelo com m = m para ter certeza. Essa u´ltima tentativa tambe´m na˜o deu
bons frutos. Uma constatac¸a˜o a que chegamos foi que, pelo menos para as instaˆncias
testadas, o limitante primal fornecido a priori para o resolvedor na˜o tem muita influeˆncia
no desempenho do mesmo, pois suas heur´ısticas primais internas encontram rapidamente
soluc¸o˜es via´veis de boa qualidade.
3.1.5 Fixac¸a˜o a priori de arcos
Independentemente da ordem dos discos na pilha, existem arcos que sempre estara˜o
vis´ıveis. Particularmente sa˜o aqueles que na˜o esta˜o contidos em nenhum disco, ou seja,
todo r tal que SIr = ∅. Definimos tais arcos como externos. Podemos enta˜o fixar, a
priori, o valor das varia´veis desses arcos em xr = 1.
Esse pre´-processamento na˜o resultou em ganhos computacionais. De fato, observe que
arcos externos na˜o ficam sob restric¸a˜o de (3.5) e como foi dito, na implementac¸a˜o do
modelo (3.3) na˜o foi inclu´ıda. Portanto, na˜o ha´ nada que impec¸a o resolvedor de fazer
xr = 1.
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Figura 3.1: Os arcos r1, r2, e r3 da face f na˜o podem estar vis´ıveis simultaneamente.
3.1.6 Desigualdades de arcos coˆncavos e convexos
Obtivemos novas desigualdades observando que certos grupos de arcos na˜o podem estar
vis´ıveis ao mesmo tempo. Primeiramente, vamos introduzir novos conjuntos de dados.
Dada uma face f do arranjo A:
  Df ≡ conjunto de discos que conteˆm a face f .
  Bf ≡ conjunto de arcos que formam a fronteira de f .
– B+f ≡ sa˜o os arcos de Bf convexos em relac¸a˜o a f .
– B−f ≡ sa˜o os arcos de Bf coˆncavos em relac¸a˜o a f .
  If ≡ conjunto de discos cuja borda inclui algum arco de Bf .
  Cf ≡ conjunto de discos que conteˆm a face f em seu interior (Cf = Df \ If ).
Na Figura 3.1, esta´ ilustrada uma face com treˆs arcos convexos {r1, r2, r3}. E´ fa´cil
verificar que, quando algum desses arcos esta´ vis´ıvel, os outros dois na˜o esta˜o. Ale´m do
mais, se o disco dr4 a cuja borda r4 pertence, estiver por cima de todos os discos em If ,
enta˜o nenhum dos arcos estara´ vis´ıvel. Uma condic¸a˜o suficiente para que isso acontec¸a
e´ dr4 estar no n´ıvel mais alto da pilha, ou seja m. Podemos afirmar enta˜o que todos
os discos em If esta˜o em um n´ıvel menor do que m ja´ que dr4 os intercepta. A ideia
por tra´s desse exemplo deu origem a` desigualdade denominada desigualdade de arcos
convexos, que consiste em, para toda face f ,
�
i∈Cf
yim +
�
r∈B+
f
xr ≤ 1 (3.13)
Mostramos em [24] que se |B+f | ≥ 1 e |Cf | ≥ 1 ou |B
+
f | ≥ 2, enta˜o (3.13) define faceta
para Plam. Ale´m disso, a inclusa˜o a priori dessa desigualdade na formulac¸a˜o original,
resultou em um menor tempo para resolver os modelos.
Observamos que se Cf = ∅ e B
+
f �= ∅, enta˜o exatamente um arco convexo deve estar
vis´ıvel. Nesse caso, podemos especializar (3.13) considerando-a igualdade
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ra
rd
rc
rbv
Figura 3.2: Visualizac¸a˜o de um ponto v formado pela intersec¸a˜o de duas circunfereˆncias.
Os arcos ra e rc pertencem a` mesma circunfereˆncia, bem como rb e rd.
�
r∈B+
f
xr = 1 ∀ f | Cf = ∅, B
+
f �= ∅ (3.14)
Fizemos experimentos substituindo as desigualdades (3.13) pelas igualdades (3.14)
para esse caso especial, mas os tempos para resolver o modelo na˜o diminu´ıram para
nenhuma instaˆncia considerada. Portanto, decidimos na˜o utilizar a versa˜o especializada
na versa˜o final.
Diferentemente dos arcos convexos, podemos ter va´rios arcos coˆncavos simultanea-
mente vis´ıveis, mas a presenc¸a de um disco que contenha a face f tambe´m pode esconder
esses arcos. Assim, para cada face f tal que |B−f | ≥ 1 e r ∈ |B
−
f | temos:
�
i∈Df
yim + xr ≤ 1 (3.15)
A inclusa˜o dessa desigualdade ao modelo na˜o resultou em melhorias no tempo de
execuc¸a˜o do B&B e, por isso, foi descartada na implementac¸a˜o final.
3.1.7 Desigualdades de ilhas e joelhos
Conseguimos encontrar novas desigualdades envolvendo arcos observando o grafo de arcos
do arranjo, denotado por GA. Note que todo ve´rtice na˜o degenerado e´ formado pela
intersec¸a˜o de duas circunfereˆncias e visualmente corresponde a` Figura 3.2. Verificamos
inicialmente que rc (rb) so´ pode estar vis´ıvel se ra (rd) tambe´m estiver. Logo, podemos
incluir as seguintes desigualdades no modelo
xrc ≤ xra (3.16)
xrd ≤ xrb (3.17)
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ra
rb
Figura 3.3: Empilhamento onde rb e´ vis´ıvel e ra na˜o.
A` primeira vista, tambe´m nos pareceu verdade que ra e´ vis´ıvel se, e somente se, rb o
for tambe´m. A proposta era enta˜o incluir a desigualdade ra = rb no modelo. Pore´m, a
Figura 3.3 e´ um contra-exemplo para tal afirmac¸a˜o.
Continuando a busca por desigualdades envolvendo arcos, notamos que, um arranjo
formado por circunfereˆncias possui algumas semelhanc¸as com uma partic¸a˜o retangular de
um retaˆngulo com pontos no interior [17]. Nesse paralelo, os arcos externos do arranjo
correspondem a` borda externa do retaˆngulo (observamos, no entanto, que nesse caso os
retaˆngulos podem ter buracos) e os ve´rtices do arranjo que na˜o pertencem a arcos externos,
representam pontos de Steiner.
Adaptando as definic¸o˜es de ilha e joelho de uma partic¸a˜o retangular, definimos, em
termos do grafo de arcos Ga, conceitos equivalentes para nosso problema. Referindo-se
a` Figura 3.2, definimos como ilha a situac¸a˜o em que apenas um dos arcos incidentes a
v e´ vis´ıvel (xra + xrb + xrc + xrd = 1), enquanto um joelho ocorre quando apenas dois
arcos adjacentes esta˜o vis´ıveis. A Figura 3.4 exibe todas as poss´ıveis combinac¸o˜es de arcos
vis´ıveis em torno de v. As ilhas correspondem a (ii), (iii), (v) e (ix). Joelhos esta˜o em
(iv), (vii), (x) e (xiii).
No trabalho de Meneses [17], sa˜o apresentadas diversas desigualdades para a remoc¸a˜o
de joelhos e ilhas para pontos de Steiner,
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xra + xrb ≥ xrc (3.18)
xra + xrb ≥ xrd (3.19)
xra + xrd ≥ xrb (3.20)
xra + xrd ≥ xrc (3.21)
xrb + xrc ≥ xra (3.22)
xrb + xrc ≥ xrd (3.23)
xrc + xrd ≥ xra (3.24)
xrc + xrd ≥ xrb (3.25)
Devido a` estrutura especial do nosso modelo, temos que (3.18) e (3.21) sa˜o dominadas
por (3.16) e que (3.19) e (3.23) sa˜o dominadas por (3.17). Ale´m do mais, (3.20) pode
ser escrita como (3.25) + (3.16), e (3.22) como (3.24) + (3.17). Incorporamos enta˜o
as seguintes desigualdades, que denominamos desigualdades de remoc¸a˜o de ilhas e
joelhos.
xra ≥ xrc
xrb ≥ xrd
xrc + xrd ≥ xra
xrc + xrd ≥ xrb
Voltando a` Figura 3.4, verificamos que as desigualdades de ilhas e joelhos removem
todas as configurac¸o˜es inva´lidas exceto (xvi). Pore´m, as desigualdades de arcos convexos
definidas anteriormente eliminam essa situac¸a˜o.
Em [24], mostramos que tais desigualdades definem facetas para o modelo lam. Na
pra´tica, elas tiveram efeito positivo no tempo de execuc¸a˜o das instaˆncias testadas.
3.1.8 Decomposic¸a˜o das Instaˆncias
Uma maneira trivial de decompor as instaˆncias e´ quebrando-as em subconjuntos de discos
correspondentes a`s componentes conexas de GS. Podemos enta˜o resolver cada uma dessas
componentes de forma independente e construir a soluc¸a˜o o´tima da instaˆncia completa.
Para decompor as instaˆncias em componentes ainda menores, considere uma dada
componente conexa Si deGS. Observamos que se um disco d1 esta´ inteiramente contido em
outro disco d2 enta˜o existe uma soluc¸a˜o o´tima onde d1 esta´ por cima de d2. Consideremos
enta˜o um conjunto Sd2 dos discos contidos inteiramente em d2. Se na˜o houver outro disco
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(v) (vi)
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(viii)
ra rb
rcrd
(ix)
ra rb
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ra rb
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(xi) (xii)
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rc
ra rb
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(xiv)
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ra rb
rcrd
ra rb
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(i)
ra rb
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ra rb
rcrd
(iii)
ra rb
rcrd
(iv)
ra rb
rcrd
(xvi)
Figura 3.4: Todas as poss´ıveis configurac¸o˜es de arcos vis´ıveis em torno de um ve´rtice na˜o
degenerado. As configurac¸o˜es va´lidas esta˜o destacadas.
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(i) (ii) (iii) (iv)
Figura 3.5: Temos em (i) um exemplo de instaˆncia decompon´ıvel em componentes forte-
mente conexas. Em (ii), (iii) e (iv) esta˜o destacadas cada uma das componentes.
cuja borda intercepte nem a borda de d2 nem a de algum disco em Sd2 , podemos resolver
Sd2 independentemente e enta˜o empilhar a soluc¸a˜o obtida sobre a soluc¸a˜o para o restante
dos discos.
De maneira mais geral, podemos definir uma especializac¸a˜o do grafo de discos. Seja
HS = (V,A) um grafo direcionado com conjunto de ve´rtices correspondente ao conjunto
de discos S, sendo o disco correspondente a um ve´rtice v ∈ V denotado por d(v). Existe
uma aresta direcionada (u, v) ∈ A se o d(v) conte´m algum arco do bordo de d(u). Isso
quer dizer que se um disco d(u) esta´ contido em d(v), enta˜o (u, v) ∈ A, mas (v, u) �∈ A.
Por outro lado, se as bordas de d(u) e d(v) se interceptam, enta˜o (u, v) e (v, u) ∈ A.
Considere as componentes fortemente conexas de HS. Vamos construir um grafo de
contrac¸a˜o, que e´ um grafo direcionado H �S(V
�, A�), onde cada ve´rtice v de V � corresponde
a uma componente fortemente conexa Vv em HS e onde uma aresta (u, v) pertence a A
�
se existe uma aresta de algum ve´rtice de Vu para algum ve´rtice em Vv no grafo HS. Como
H �S e´ ac´ıclico, podemos encontrar uma ordenac¸a˜o topolo´gica sobre os ve´rtices de H
�
S.
Mostramos em [24] que podemos resolver as componentes correspondentes aos ve´rtices
nessa ordem, sempre colocando as componentes resolvidas por cima das componentes
ainda na˜o processadas. Denominamos tal te´cnica decomposic¸a˜o em componentes
fortemente conexas.
Outra estrate´gia utilizada para decompor um conjunto de discos e´ baseada em pon-
tos de articulac¸a˜o. Seja v um ponto de articulac¸a˜o em GS. Conforme descrito em [24],
considere as componentes conexas resultantes da remoc¸a˜o de v. Para cada conjunto
de discos Si correspondente a essas componentes, resolvemos de forma independente a
instaˆncia Si ∪ {v}, conforme ilustra a Figura 3.6. Observe que essas novas instaˆncias
podem tambe´m conter pontos de articulac¸a˜o e, portanto, esse e´ um processo recursivo,
cuja base e´ uma componente biconexa. Por isso, denominamos essa estrate´gia de de-
composic¸a˜o em componentes biconexas. Conforme descrito em [24], para obter
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Figura 3.6: Exemplo de uma soluc¸a˜o que pode ser decomposta. O disco dA representa
um ponto de articulac¸a˜o em (i). Quebramos a instaˆncia em (ii) e (iii). Observe que dB e´
um ponto de articulac¸a˜o em (iii).
a soluc¸a˜o o´tima do problema original, basta encontrar qualquer soluc¸a˜o onde a ordem
relativa dos discos nas soluc¸o˜es o´timas das componentes e´ mantida intacta. Considere
um exemplo com S = {dA, dB, dC , dD, dE}. Seja dA o ponto de articulac¸a˜o e as com-
ponentes conexas resultantes de sua remoc¸a˜o, S1 = {dB, dC} e S2 = {dD, dE}. Consi-
dere que uma soluc¸a˜o seja representada por (d0, d1, . . . , dn), onde d0 e´ o disco da base
e dn o do topo. Assim, suponha que a soluc¸a˜o para S1 ∪ {dA} seja (dC , dA, dB) e para
S2 ∪ {dA} seja (dA, dE, dD). Duas poss´ıveis soluc¸o˜es o´timas para o problema original sa˜o
(dC , dA, dE, dD, dB) e (dC , dA, dE, dB, dD). A necessidade de se replicar o ponto de arti-
culac¸a˜o nas componentes conexas pode ser verificada no exemplo da Figura 3.7. Nesse
exemplo, verificamos que a ordem relativa obtida resolvendo-se as componentes {dB, dC}
e {dD, dE} isoladamente e´ inversa daquela em uma soluc¸a˜o o´tima.
Uma pergunta natural que pode ser levantada e´, ao inve´s de olharmos para GS e de-
compoˆ-lo em pontos de articulac¸a˜o, por que na˜o quebrar em pontos de articulac¸a˜o fortes
o grafo HS? A Figura 3.8 exibe uma instaˆncia S
� para a qual GS� e´ biconexo mas HS�
conte´m um ponto de articulac¸a˜o forte. Poder´ıamos enta˜o resolver S �1 = {dA, dB, dC} e
S �2 = {dA, dD, dE, dF , dG} independentemente. A soluc¸a˜o o´tima para S
�
1 esta´ ilustrada na
Figura 3.9 onde dA fica por baixo de dB e dC , enquanto a de S
�
2 esta´ ilustrada na Figura
3.10 onde dA fica por cima de dD e por baixo de dE, dF e dG. Note que se utilizarmos
o me´todo de combinar as soluc¸o˜es descrito anteriormente, dD necessariamente vai ficar
abaixo de dB e dC , conforme a Figura 3.11. Obviamente essa soluc¸a˜o na˜o e´ o´tima, ja´ que
colocar dD logo acima de dC aumenta a quantidade total de borda vis´ıvel, conforme a
soluc¸a˜o ilustrada na Figura 3.12. Essa u´ltima soluc¸a˜o poderia ter sido constru´ıda modi-
ficando o me´todo utilizado para combinar as soluc¸o˜es. Dadas as soluc¸o˜es o´timas de cada
componente, removemos o disco v correspondente ao ponto de articulac¸a˜o de cada uma
delas. Empilhamos as soluc¸o˜es mantendo as ordens relativas e depois inserimos o disco v
no n´ıvel que maximize o valor da soluc¸a˜o. Determinar esse n´ıvel pode ser feito em tempo
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Figura 3.7: Soluc¸a˜o o´tima de uma instaˆncia exemplo. O disco dA representa um ponto de
articulac¸a˜o. Se o removermos e calcularmos a soluc¸a˜o o´tima das componentes {dB, dC}
e {dD, dE} sem replica´-lo, dB ficara´ sobre dC e dD sobre dE , pois para dois discos, a
estrate´gia o´tima e´ sempre colocar o maior disco por baixo do menor.
polinomial. Pore´m, mesmo a soluc¸a˜o da Figura 3.12 na˜o e´ o´tima pois tem valor menor
do que aquela da Figura 3.13, justamente a soluc¸a˜o encontrada pelo algoritmo de B&C.
Enta˜o, a menos que encontremos um me´todo polinomial para se construir a soluc¸a˜o da
Figura 3.13 a partir daquelas nas Figuras 3.9 e 3.10, na˜o podemos simplesmente quebrar
em pontos de articulac¸a˜o forte em HS.
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Figura 3.8: O disco dA representa um ponto de articulac¸a˜o forte. Sua remoc¸a˜o deixa duas
componentes fortemente conexas, {dB, dC} e {dD, dE, dF , dG}.
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Figura 3.9: Soluc¸a˜o o´tima da instaˆncia {dA, dB, dC}.
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Figura 3.10: Soluc¸a˜o o´tima da instaˆncia {dA, dD, dE, dF , dG}.
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Figura 3.11: Soluc¸a˜o constru´ıda para {dA, dB, dC, dD, dE, dF , dG}.
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Figura 3.12: Soluc¸a˜o constru´ıda artificialmente para {dA, dB, dC, dD, dE, dF , dG}.
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Figura 3.13: Soluc¸a˜o o´tima da instaˆncia {dA, dB, dC , dD, dE, dF , dG}.
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3.2 Modelo de orientac¸a˜o de grafo
Percebemos que para fins de visibilidade de arcos, na˜o importa em qual n´ıvel cada disco
esta´, mas sim a sua posic¸a˜o relativa com outros discos. Ale´m disso, para um dado arco r
estar vis´ıvel, temos que dr deve estar acima dos discos que conteˆm r, ou seja, S
I
r .
Podemos utilizar um operador �, definido para todo par de discos di e dj que se
interceptam e que se di � dj, enta˜o o disco di esta´ abaixo do disco dj. Observe que essa
relac¸a˜o e´ anti-sime´trica e transitiva, caracterizando uma ordem parcial entre os discos de
S. Desta forma, podemos interpretar o SDMT como o problema de se encontrar uma
ordem parcial entre os discos de S que maximize a soma dos comprimentos dos arcos
vis´ıveis.
Como apresentado na Sec¸a˜o 2.1, podemos definir um digrafo completo Kn = (V,A) e
B ⊆ A, onde B representa uma ordem parcial sobre V . O problema se reduz a encontrar
um subdigrafo ac´ıclico transitivo de Kn, de modo a maximizar o comprimento vis´ıvel
total dos arcos do arranjo de S. Uma outra maneira de definir o problema e´ dado o grafo
de discos Gs encontrar uma orientac¸a˜o ac´ıclica e transitiva das arestas de GS. Portanto,
denominamos o novo modelo de Modelo de Orientac¸a˜o de Grafos (em ingleˆs, Graph
Orientation Model – que denotamos gom).
Para modelar a func¸a˜o objetivo, podemos definir, para todo arco r ∈ R, a varia´vel
bina´ria xr que vale 1 se o arco esta´ vis´ıvel e 0 caso contra´rio, da mesma forma que no
modelo lam. Para representar o subdigrafo de Kn, definimos a varia´vel bina´ria wij que
vale 1 se o disco i esta´ acima do disco j e 0 caso contra´rio. Temos enta˜o o seguinte modelo:
wij + wji ≤ 1, ∀ i, j ∈ S, i < j (3.26)
xr ≤ wdrj, ∀ r ∈ R, j ∈ S
I
r (3.27)
wij + wjk − wik ≤ 1, ∀ i, j, k ∈ S, i �= j �= k �= i (3.28)
xr ∈ {0, 1}, ∀ r ∈ R (3.29)
wij ∈ {0, 1}, ∀ i, j ∈ S, i �= j (3.30)
A desigualdade (3.26) impede que o disco i esteja acima do disco j ao mesmo tempo
em que o disco j esta´ acima do disco i, garantindo a anti-simetria da relac¸a˜o. Na pra´tica,
ao inve´s de uma ordem parcial, podemos procurar uma ordem total entre os discos e
incluir (3.26) com = ao inve´s de ≤. Para as instaˆncias testadas essa mudanc¸a levou a
melhorias nos tempos de execuc¸a˜o. A desigualdade (3.27) diz que, para que um dado
arco r esteja vis´ıvel, dr deve estar acima de todos os discos que conteˆm r. Finalmente, a
desigualdade (3.28) modela a transitividade da relac¸a˜o, garantindo que se um disco i esta´
sobre j e j esta´ sobre k, enta˜o i deve estar sobre k. Essa desigualdade tambe´m impede a
formac¸a˜o de ciclos.
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Denotamos a envolto´ria convexa que satisfaz (3.26) a (3.30) por Pgom. Em [25] mos-
tramos que (3.26), (3.27), (3.28) representam facetas de Pgom. Ale´m disso, para r ∈ R,
xr ≥ 0 define faceta de Pgom e xr ≤ 1, tal que S
I
r = ∅, tambe´m. Mostramos tambe´m que
dados i, j ∈ S, i �= j, a desigualdade wij ≥ 0 define faceta apenas se S
I
r = ∅ para todo
arco r na borda do disco i, enquanto wij ≤ 1 na˜o define faceta.
3.2.1 Desigualdades adicionais
Note que removendo as desigualdades envolvendo as varia´veis xr do modelo acima, temos
o modelo proposto para o problema da ordem parcial [21] apresentado na Sec¸a˜o 2.7.2. Em
vista disso, podemos aproveitar a desigualdade (2.18), dos passeios fechados ı´mpares com
2-cordas. Mostramos em [25] que tal desigualdade define faceta para Pgom. Implementa-
mos o algoritmo de separac¸a˜o descrito na Sec¸a˜o 2.7.2, mas em nenhuma das instaˆncias
testadas foram encontradas desigualdades violadas dessa famı´lia.
Ale´m dessa desigualdade, podemos incorporar as desigualdades de ilhas e joelhos intro-
duzidas na Sec¸a˜o 3.1.7 que, como mostramos em [25], tambe´m definem faceta para Pgom.
As desigualdades de arcos coˆncavos e convexos definidas na Sec¸a˜o 3.1.6 conteˆm varia´veis
yip, exclusivas do modelo lam. Removendo essas varia´veis das desigualdades de arcos
coˆncavos (3.15) ficamos com a desigualdade trivial xr ≤ 1. Pore´m, para as desigualdades
de arcos convexos (3.13) temos:
�
r∈B+
f
xr ≤ 1 (3.31)
Mostramos que e´ poss´ıvel melhorar essa desigualdade adicionando mais varia´veis. Para
tanto, considere o grafo GR = (V,E) com conjunto de ve´rtices correspondente aos arcos
do arranjo de forma que V (r) ∈ V e´ o ve´rtice correspondente ao arco r. Existe uma aresta
(V (r1), V (r2)) em E se os arcos r1 e r2 na˜o podem estar vis´ıveis ao mesmo tempo. Assim,
dada uma clique maximal KR em GR, a desigualdade (3.32) define faceta para Pgom.
�
r∈KR
xr ≤ 1 (3.32)
Note que B+f representa uma clique em GR, mas na˜o e´ necessariamente maximal. As-
sim, podemos tentar expandi-la atrave´s de um algoritmo heur´ıstico ate´ que ela se torne
maximal.
Da mesma forma que para o modelo lam, essa desigualdade teve um impacto grande
no tempo de execuc¸a˜o do modelo gom.
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3.2.2 Comparac¸a˜o entre os modelos
Nos experimentos computacionais, como pode ser conferido em [25], o modelo gom teve
um desempenho igual ou superior ao modelo lam em todas as instaˆncias testadas. Para
as mais complexas, o modelo lam na˜o resolvia sequer suas relaxac¸o˜es lineares, mesmo
executando durante uma semana, enquanto o modelo gom as resolvia de maneira o´tima
em menos de dois dias.
O valor da relaxac¸a˜o linear obtido para o modelo gom foi sempre menor ou igual
a`quela gerada pelo modelo lam. A partir disso, conjeturamos que Pgom esta´ contido
em Plam. Conseguimos mostrar que Plam na˜o esta´ contido em Pgom, exibindo um ponto
que pertence a Plam e na˜o pertence a Pgom. Fica faltando a demonstrac¸a˜o de que todo
ponto de Pgom esta´ contido em Plam o que deixamos como um problema em aberto para
pesquisas futuras.
3.3 Modelo para a versa˜o fisicamente realiza´vel
Seguindo a definic¸a˜o de desenhos fisicamente realiza´veis, notamos que um subconjunto das
desigualdades do modelo de orientac¸a˜o de grafo representa uma formulac¸a˜o va´lida para
o problema Max-Total para desenhos fisicamente realiza´veis. Ao inve´s de considerarmos
uma ordem total entre os discos, imposta pelas desigualdades (3.28), forc¸amos tal ordem
apenas entre discos que contenham uma face em comum. Mais especificamente, seja Sf o
conjunto de discos contendo uma dada face f do arranjo A, conforme definido na Sec¸a˜o
2.6. Basta enta˜o substituirmos (3.28) por (3.33) para obtermos o modelo para o problema
PRMT.
wij + wjk − wik ≤ 1, ∀ i, j, k ∈ Sf , i �= j �= k �= i, f ∈ A (3.33)
Denotamos a envolto´ria convexa que satisfaz (3.26), (3.27), (3.33), (3.29) e (3.30),
por Ppr. Como Pgom tem dimensa˜o cheia e Ppr e´ formado com um subconjunto das
desigualdades de Pgom, esse poliedro tambe´m possui dimensa˜o cheia. Isso implica que
toda desigualdade para o problema PRMT e que define faceta para Pgom, tambe´m define
faceta para Ppr. No trabalho apresentado no cap´ıtulo 7 descrevemos essas ideias em mais
detalhes.
3.3.1 Nova te´cnica de decomposic¸a˜o
Ale´m das decomposic¸o˜es em componentes fortemente conexas e em componentes bicone-
xas, desenvolvemos uma nova te´cnica de decomposic¸a˜o que pode ser aplicada a desenhos
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Figura 3.14: Uma instaˆncia com seu grafo de discos correspondente. As arestas tracejadas
podem ser ignoradas pelo modelo PLI.
fisicamente realiza´veis. Notamos que para este tipo de desenho, as ordens entre os discos
sa˜o induzidas exclusivamente pelas faces que eles teˆm em comum. Considere enta˜o uma
instaˆncia onde existam dois discos i e j que se interceptam e tais que toda face que eles
compartilham, na˜o e´ compartilhada por mais nenhum outro disco, como por exemplo os
discos d3 e d5 da Figura 3.14, que compartilham apenas a face f e esta na˜o e´ compar-
tilhada por mais nenhum outro disco. A u´nica ordem induzida por faces entre os discos
i e j e´ aquela que diz que ou i esta´ por cima de j ou o contra´rio. Dado o grafo de
discos GS = (V,E), considere o grafo G
�
S = (V,E
�), onde E � e´ o conjunto resultante da
remoc¸a˜o de todas as arestas (V (i), V (j)) de E tais que os discos correspondentes i e j
satisfac¸am a condic¸a˜o mencionada acima. Podemos resolver cada componente conexa de
G�S independentemente. Considerando uma soluc¸a˜o como uma orientac¸a˜o do grafo, po-
demos construir a orientac¸a˜o o´tima de GS a partir da orientac¸a˜o o´tima das componentes
conexas de G�S, orientando as arestas removidas de maneira gulosa. Denominamos essa
te´cnica decomposic¸a˜o em componentes livres de 2-faces. Note que essa te´cnica
pode resultar em desenhos que na˜o sejam em pilha, mesmo que as soluc¸o˜es o´timas das
componentes sejam desenhos em pilha. No exemplo da Figura 3.15 (i), os discos d1 e d4
teˆm mesmo tamanho e sa˜o ligeiramente menores do que d2 e d5 que tambe´m teˆm mesmo
tamanho. O disco d6 (d3) e´ posicionado de tal forma que cubra uma parte maior de d1
(d4) do que d5 (d2), fazendo que o disco d5 (d2) seja posicionado acima de d1 (d4) em
uma soluc¸a˜o o´tima. As arestas tracejadas sera˜o removidas, resultando nas componentes
{d1, d5, d6} e {d2, d3, d4}, cujas soluc¸o˜es o´timas sera˜o (d6 > d5 > d1) e (d3 > d2 > d4),
respectivamente. Ao construirmos a soluc¸a˜o completa, o algoritmo guloso ira´ posicionar
d1 sobre d2 e d4 sobre d5, formando assim, uma ordem c´ıclica entre os discos que na˜o e´
via´vel para desenho em pilha, ilustrada na Figura 3.15 (ii).
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Figura 3.15: (i) Contra-exemplo de porqueˆ a decomposic¸a˜o em componentes livres de
2-faces na˜o funciona para desenhos em pilha. Ao resolver a componente {d1, d5, d6}
({d2, d3, d4}), d5 (d2) sera´ desenhado acima de d1 (d4), devido a` presenc¸a do disco d6
(d3). Ao juntar as soluc¸o˜es gulosamente, formaremos uma ordem c´ıclica entre os discos
(ii).
3.4 GRASP Paralelo
Nessa sec¸a˜o, vamos apresentar resumidamente nossa contribuic¸a˜o, na forma de te´cnicas
de paralelizac¸a˜o que desenvolvemos utilizando MPI, para uma abordagem heur´ıstica ao
problema SDMT usando GRASP, desenvolvida por Rafael Cano. Para maiores detalhes,
consulte artigo apresentado no Cap´ıtulo 6.
3.4.1 GRASP Sequencial
Concomitantemente a` nossa abordagem exata ao problema SDMT, foi desenvolvido um
trabalho de iniciac¸a˜o cient´ıfica abordando esse problema de forma heur´ıstica. Basica-
mente, a ideia e´ utilizar o algoritmo polinomial desenvolvido para o problema SDMM em
[11] como o algoritmo da fase de construc¸a˜o do GRASP. Foram definidas vizinhanc¸as de
soluc¸o˜es para a realizac¸a˜o da fase de busca local do GRASP e algoritmos eficientes para
determinar o melhor vizinho. A te´cnica path-relinking, discutida na Sec¸a˜o 2.8.1, tambe´m
foi adotada e, nos testes realizados, resultou em uma melhoria na qualidade das soluc¸o˜es.
3.4.2 Abordagem MPI
A manipulac¸a˜o de entidades geome´tricas e´ essencialmente a mesma em ambas as abor-
dagens heur´ıstica e exata, de forma que vimos como vantajoso um desenvolvimento co-
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operativo. Se por um lado o algoritmo exato pode aproveitar as soluc¸o˜es encontradas
pela heur´ıstica como limitante primal, por outro lado o algoritmo heur´ıstico se beneficia
das te´cnicas de decomposic¸a˜o, ja´ que instaˆncias menores apresentam um espac¸o de busca
reduzido. Para complementar nossa contribuic¸a˜o ao algoritmo heur´ıstico, desenvolvemos
te´cnicas de paralelizac¸a˜o com o intuito de diminuir o tempo de execuc¸a˜o do GRASP.
Fizemos a implementac¸a˜o usando as bibliotecas MPI.
A primeira tentativa de paralelizar o algoritmo sequencial usando MPI foi considerar
que cada processador e´ independente, ou seja, cada um possui seu pro´prio conjunto de elite
local. Testamos as verso˜es GRASP paralelo independente, GRASP paralelo balanceado e
GRASP paralelo distribu´ıdo, descritas na Sec¸a˜o 2.8.2. Uma das vantagens de se utilizarem
conjuntos de elite locais e´ a necessidade de um baixo nu´mero de trocas de mensagens,
enquanto uma desvantagem e´ a potencial perda de qualidade nas soluc¸o˜es obtidas atrave´s
do path-relinking, pois os conjuntos de elite locais sa˜o constru´ıdos com apenas parte das
soluc¸o˜es usadas no algoritmo sequencial. Para contornar esse problema, utilizamos a
versa˜o GRASP colaborativo. Nessa versa˜o, os processadores trocam seus conjuntos de
elite depois de executar um dado nu´mero de iterac¸o˜es. As trocas de mensagens sa˜o feitas
de forma na˜o-bloqueante, para que nenhum processador fique ocioso. Esse algoritmo esta´
detalhado no artigo apresentado no Cap´ıtulo 6 [13]. Tambe´m fizemos a paralelizac¸a˜o
utilizando uma outra biblioteca chamada OpenMP [3], mas os resultados obtidos foram
inferiores em relac¸a˜o a` biblioteca MPI e portanto na˜o descrevemos essa abordagem.
3.5 Classes de instaˆncias
Em nosso trabalho, foram utilizadas e desenvolvidas diversas classes de instaˆncias. Nessa
sec¸a˜o descreveremos as principais delas.
Tivemos acesso a`s instaˆncias utilizadas em [11, 12], fornecidas por um de seus autores,
Marc van Kreveld. Sa˜o quatro as instaˆncias reportadas em [12], inclu´ıdas em nossos
conjuntos de teste: as populac¸o˜es das 156 e 538 maiores cidades dos Estados Unidos,
denominadas City 156 e City 538, respectivamente; Medidas de intensidade e contagem
de mortos em terremotos ao redor do mundo, respectivamente denominadas Earthquake
magnitude e Earthquake death count. Essas instaˆncias esta˜o agrupadas na classe
chamada Kreveld e possibilitaram a comparac¸a˜o com resultados publicados em [12].
Para investigar a dificuldade de uma instaˆncia de acordo com a estrutura de seu grafo
de discos GS, desenvolvemos algumas instaˆncias artificiais com GS representando diferen-
tes estruturas de grafos, como caminhos, ciclos e cliques. Para um nu´mero moderado de
discos, entre 20 e 50, as u´nicas instaˆncias que na˜o sa˜o resolvidas em menos de um minuto
sa˜o aquelas representando cliques. Observe que os discos das Figuras 3.16 e 3.17 formam
arranjos com diferentes estruturas mas possuem o mesmo grafo de discos, o K5. Portanto,
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Figura 3.16: Clique de centro comum formada por 5 discos.
consideramos treˆs tipos de construc¸o˜es cujo grafo de discos representa uma clique, mas
cujos arranjos diferem bastante, com a finalidade de avaliar a relac¸a˜o que o grafo de discos
tem na dificuldade da instaˆncia. A primeira construc¸a˜o consiste em gerar k discos de tal
forma que exista pelo menos um ponto em comum a todos eles, sendo as instaˆncias assim
constru´ıdas chamadas de cliques de intersec¸a˜o comum. Uma poss´ıvel maneira de se
obter essa propriedade e´ a seguinte. Considere uma circunfereˆncia de raio R e centro na
origem. Gere k discos de raio R + �, � > 0, e centro sobre essa circunfereˆncia. Uma
segunda construc¸a˜o consiste em gerar k discos de forma que nenhum ponto esteja contido
em mais do que �k
2
� discos. Desenvolvemos um me´todo para k ı´mpar. Considere um
pol´ıgono regular de k lados, centrado na origem. Seja m a distaˆncia entre um ve´rtice
desse pol´ıgono e a origem. Posicione um disco em cada um de seus ve´rtices com raio
m− �, para um � > 0. Escolhendo um valor de � suficientemente pequeno em relac¸a˜o a m,
e´ poss´ıvel observar que em uma vizinhanc¸a suficientemente pequena da origem, os discos
se comportam como semi-planos. A Figura 3.17 ilustra um exemplo com k = 5 e a Figura
3.18 destaca uma pequena vizinhanc¸a do centro desse exemplo. Considerando a unia˜o de
todos esses semi-planos, e´ poss´ıvel mostrar que nenhum ponto no plano esta´ contido em
mais do que k−1
2
e que, por outro lado, todo par de semi-planos tem intersec¸a˜o na˜o vazia.
As instaˆncias constru´ıdas dessa maneira foram nomeadas cliques com buraco. Um
terceiro tipo de clique pode ser constru´ıdo com discos com centros colineares de forma que
todos os discos se interceptem. Podemos criar uma instaˆncia de k discos com o seguinte
algoritmo. Geramos o primeiro disco com raio 2k e centro (0, 0), o segundo disco com
raio 2k − 1 e centro (2, 0). De maneira geral, o i-e´simo disco tem raio 2k − i+ 1 e centro
(2(i− 1), 0). As instaˆncias geradas dessa forma sa˜o denominadas cliques colineares. A
Figura 3.19 ilustra uma clique colinear formada por 5 discos. As instaˆncias obtidas atrave´s
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Figura 3.17: Clique com buraco formada por 5 discos.
Figura 3.18: Destaque para o centro da Figura 3.17, que assemelha-se a` intersec¸a˜o de 5
semi-planos.
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Figura 3.19: Clique colinear formada por 5 discos
Tipo de clique Coeficientes na˜o Tempo (s) No´s
(25 discos) nulos do modelo explorados
Centro comum 77975 427.238 95
Com buraco 63425 1940.122 2585
Colinear 67602 2.902 1
Tabela 3.1: Testes com diferentes instaˆncias da classe Clique.
dessas treˆs construc¸o˜es foram agrupadas na classe denominada Clique. Realizamos tes-
tes computacionais com estas instaˆncias usando o modelo GOM com as desigualdades de
ilhas e joelhos, ale´m das desigualdades de arcos convexos. O resultado da execuc¸a˜o de
cada tipo de instaˆncia da classe Clique com 25 discos pode ser visto na Tabela 3.1. O
nu´mero de coeficientes na˜o nulos da matriz de restric¸o˜es do modelo e´ um indicativo do
tempo gasto resolvendo sua relaxac¸a˜o linear. Notamos pela coluna de tempo de execuc¸a˜o
que o tamanho do modelo por si so´ na˜o e´ um indicativo da dificuldade do problema, ja´
que a instaˆncia clique com buraco e´ a que possui o modelo com menos entradas na˜o nulas,
mas foi a que precisou de mais no´s e levou mais tempo para ser resolvida.
Tambe´m criamos nossas pro´prias instaˆncias reais, a partir das populac¸o˜es e coordena-
das geogra´ficas das maiores cidades de diversos pa´ıses, coletadas em um banco de dados
dispon´ıvel publicamente na internet [4]. Como vimos, as a´reas dos discos devem ser pro-
porcionais a` quantidade a ser representada, no caso, a populac¸a˜o, enta˜o sabemos a raza˜o
entre os raios de dois discos quaisquer. Pore´m, precisamos determinar a raza˜o entre o raio
de um disco e a populac¸a˜o que esse disco representa. A escolha desse fator de escala dos
discos e´ um problema que os carto´grafos devem resolver e o fazem de maneira essencial-
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Figura 3.20: Screenshot da interface desenvolvida para criac¸a˜o de instaˆncias a partir das
coordenadas e populac¸o˜es de cidades.
mente visual, para que o mapa de s´ımbolos proporcionais na˜o parec¸a nem muito denso e
nem muito esparso [38]. Para nos auxiliar nessa tarefa, desenvolvemos uma ferramenta
utilizando a API do Google Maps [1] e que esta´ ilustrada na Figura 3.20. Essa ferra-
menta permite o carregamento de um arquivo no formato .csv (comma separated value)
contendo, em cada linha, uma tripla (latitude; longitude; populac¸a˜o;), representando uma
cidade. A ferramenta dispo˜e os discos no mapa projetado, empilhando os maiores pri-
meiro, e oferece uma interface para aumentar e diminuir o fator de proporc¸a˜o dos discos,
ale´m da possibilidade de exportar um arquivo no formato .csv contendo, em cada linha,
uma tripla (x; y; r;), onde x e y sa˜o as coordenadas cartesianas do centro dos discos e r
o raio do disco. Essas instaˆncias pertencem a` classe denominada Populac¸a˜o.

Cap´ıtulo 4
Optimizing the Layout of
Proportional Symbol Maps
Pro´logo
O artigo que apresentaremos neste cap´ıtulo foi escrito em co-autoria com Pedro J. de
Rezende, Cid C. de Souza, do Instituto de Computac¸a˜o da Universidade Estadual de
Campinas e com Tallys H. Yunes, da Business School Administration da Universidade
de Miami. Este trabalho foi apresentado na confereˆncia Computational Geometry and
Applications (CGA 2011), na Universidade de Cantabria, em Santander, Espanha, em
Junho de 2011. Inicialmente com 10 pa´ginas, nosso artigo foi aceito como full paper,
tendo sido estendido para 16 pa´ginas, sendo esta a versa˜o apresentada neste cap´ıtulo e
publicada pela Springer no Springer LNCS ICCSA 2011 Proceedings [24].
Este artigo retrata nossa primeira abordagem ao problema SDMT, usando pro-
gramac¸a˜o linear inteira. De que temos conhecimento, esse foi o primeiro trabalho a apre-
sentar soluc¸o˜es exatas para esse problema. Ale´m de obter resultados teo´ricos interessantes
do ponto de vista de combinato´ria polie´drica, desenvolvemos te´cnicas de decomposic¸a˜o
de instaˆncias, que foram responsa´veis por diminuir o nu´mero total de discos a serem re-
solvidos de cada vez. Realizamos ainda experimentos computacionais para validar nossos
resultados teo´ricos e com eles obtivemos soluc¸o˜es o´timas para quase todas as instaˆncias
introduzidas no trabalho de Cabello et al [12]. O trabalho desenvolvido mostrou-se con-
creto o suficiente para optarmos por uma publicac¸a˜o. Por outro lado, o fato de algumas
instaˆncias na˜o terem sido resolvidas de maneira o´tima nos motivou a continuar buscando
modelos mais eficientes.
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Abstract
Proportional symbol maps are a cartographic tool to assist in the visualization and analy-
sis of quantitative data associated with specific locations (earthquake magnitudes, oil well
production, temperature at weather stations, etc.). Symbol sizes are proportional to the
magnitude of the quantities that they represent. We present a novel integer programming
model to draw opaque disks on a map with the objective of maximizing the total visible
border of all disks (an established measure of quality). We focus on drawings obtained
by layering symbols on top of each other, known as stacking drawings. We introduce de-
composition techniques, and several new families of facet-defining inequalities, which are
implemented in a cut-and-branch algorithm. We assess the effectiveness of our approach
through a series of computational experiments using real demographic and geophysical
data. To the best of our knowledge, we are the first to provide provably optimal solutions
to some of those problem instances.
4.1 Introduction
Proportional symbol maps (PSMs) are a cartographic tool to assist in the visualization
and analysis of quantitative data associated with specific locations (e.g. earthquake mag-
nitudes, oil well production, temperature at weather stations, etc.). At each location, a
symbol is drawn whose size is proportional to the numerical data collected at that point
on the map (see [1, 2]). For our purposes, the symbols are scaled opaque disks (typically
preferred by users [7]), and we focus on drawings obtained by layering symbols on top of
each other, also known as stacking drawings. Because of overlapping, a drawing of the
disks on a plane will expose some of them (either completely or partially) and potentially
obscure the others. Although there have been studies about symbol sizing, it is unclear
how much the symbols on a PSM should overlap (see [5, 12]). The quality of a drawing
is related to how easily the user is able to correctly judge the relative sizes of the disks.
Intuitively, the accuracy of such a judgment is proportional to how much of the disk bor-
ders are visible. As a consequence, the objective function consists of maximizing one of
two alternative measures of quality: the minimum visible border length of any disk (the
Max-Min problem) – which emphasizes the local perception, or the total visible border
length over all disks (the Max-Total problem) – which benefits the global awareness. For
n disks, Cabello et al. [1] show that the Max-Min problem can be solved in O(n2 log n)
in general, or in O(n logn) if no point on the plane is covered by more than O(1) disks.
The complexity of the Max-Total problem for stacking drawings is open.
The contributions of this work are: (i) proposing a novel integer linear programming
(ILP) formulation for the Max-Total problem; (ii) introducing decomposition techniques,
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Figure 4.1: Arrangement with vertex v, arc
r, and face f (left), and a drawing (right).
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Figure 4.2: Three single-piece canonical
arcs r1, r2, r3; a multi-piece canonical arc
r4.
as well as several new families of facet-defining inequalities; and (iii) implementing a
cut-and-branch algorithm to assess the effectiveness of our approach through a series of
computational experiments on a set of instances that includes real geophysical data from
NOAA’s National Geophysical Data Center [11]. To the best of our knowledge, we are
the first to provide provably optimal solutions to some of the Max-Total instances studied
in [1, 2]. We are unaware of other attempts at using ILP to solve this problem.
In Section 4.2, we describe the problem more formally and introduce some basic ter-
minology. We present the ILP model in Section 4.3, and perform a polyhedral study of
the formulation in Section 4.4. We describe new families of facet-defining inequalities in
Section 4.5, and introduce decomposition techniques in Section 4.6. The computational
results obtained with our cut-and-branch algorithm appear in Section 4.7.
4.2 Problem Description and Terminology
Let S = {1, 2, . . . , n} be a set of disks with known radii and center coordinates on the
Euclidean plane. Let the arrangement A be defined as the picture formed by the borders
of all the disks in S. A point at which two or more disk borders intersect is called a
vertex of A. A portion of a disk border that connects two vertices, with no other vertices
in between, is called an arc. An area of A that is delimited by arcs is called a face. A
drawing of S is a subset of the arcs and vertices of A that is drawn on top of the filled
interiors of the disks in S (see Figure 4.1).
A canonical face is a face that contains no arcs in its interior. A set of arcs on the
boundary of a canonical face that belong to the same disk constitutes a canonical arc. In
Figure 4.2, the boundary of face f is made up of canonical arcs r1 and r2. The boundary
of face g is made up of three canonical arcs: r2, r3 and r4. Note that canonical arc r4 is
composed of two pieces. From now on, arcs and faces are assumed to be canonical, unless
noted otherwise.
Given an arrangement, many drawings are possible, but not all of them represent
a sensible, physically feasible, placement of symbols. A stacking drawing is obtained by
assigning disks to levels (a stacking order) and drawing them, in sequence, from the lowest
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to the highest level.
4.3 An Integer Linear Programming Model
Let GS = (V,E) be an undirected graph with one vertex for every disk i ∈ S (denoted
V (i)) and one edge for every pair of vertices whose corresponding disks overlap. Moreover,
letm−1 be the length of the longest simple path in GS, and let K be the set of all maximal
cliques of GS.
Proposition 4.3.1. The Max-Total problem for stacking drawings has an optimal solution
that uses at most m levels.
Proof. Assume that a given solution assigns levels to all disks using more than m levels.
Create a directed graph G�S such that V (G
�
S) = V (GS) and arc (i, j) is directed from i
to j if disk i is at a level below disk j. Because the given solution is a stacking drawing,
G�S contains no directed cycles and hence admits a topological ordering of its vertices.
Note that this ordering induces the same stacking order as the given solution. Because
the length of the longest directed path in G�S is at most m− 1, the greatest label used in
the topological ordering is less than or equal to m.
Even though it may seem, at first glance, that an optimal solution might require at
most as many levels as the size of the largest clique in GS, it is easy to see that in the
case where GS is a simple path with n > 2 vertices, its largest clique has size 2, while an
optimal solution may require n levels.
Our ILP model uses the following data, which can be calculated in polynomial time
from the set S:
  R ≡ set of all arcs;
  �r ≡ length of arc r ∈ R (total length if r has multiple pieces);
  dr ≡ disk that contains arc r in its border;
  SIr ≡ set of disks that contain arc r in their interior.
For each r ∈ R, let the binary variable xr be equal to 1 if arc r is visible in the drawing,
and equal to 0 otherwise. Then, the objective is to maximize
�
r∈R �rxr. We assume that
m ≥ 2 because it is trivial to find the optimal solution when m = 1. For each disk i ∈ S,
let the binary variable yip be equal to 1 if disk i is at level p (1 ≤ p ≤ m), and equal to 0
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otherwise. A stacking drawing has to satisfy the following constraints:
m�
p=1
yip ≤ 1, ∀ i ∈ S, (4.1)
xr −
m�
p=1
ydrp ≤ 0, ∀ r ∈ R, (4.2)
�
i :V (i)∈K
yip ≤ 1, ∀ 1 ≤ p ≤ m, K ∈ K, (4.3)
p�
a=1
ydra +
m�
b=p
yib + xr ≤ 2, ∀ r ∈ R, i ∈ S
I
r , 1 ≤ p ≤ m, (4.4)
xr ∈ {0, 1}, ∀ r ∈ R, (4.5)
yip ∈ {0, 1}, ∀ i ∈ S, 1 ≤ p ≤ m. (4.6)
We refer to the convex hull of feasible integer solutions to (4.1)–(4.6) as P . Constraint
(4.1) states that each disk is assigned to at most one level. Constraint (4.2) states that a
disk with a visible arc must be assigned to a level, and (4.3) says that overlapping disks
can not be at the same level. Constraint (4.4) ensures that arc r is only visible if dr is
above all other disks that contain r.
4.4 Polyhedral Study of P
In this section, we obtain the dimension of P and determine which inequalities in the
original formulation (4.1)–(4.6) define facets. For the sake of brevity, we omit the proofs
of Propositions 4.4.1 to 4.4.4, which are based on the direct method, that is, they essen-
tially enumerate affinely independent points belonging to a given polytope to establish
its dimension. For those proofs, see [8]. We include here, however, the proofs that
C1
(Pg.76)
inequalities are facet-defining whenever they employ the indirect method. Both direct and
indirect methods are discussed in Theorem 3.6, Part I.4 of [10] .
C2
(Pg.76)
Proposition 4.4.1. The dimension of P is nm+ |R|.
Proposition 4.4.2. Given an arc r ∈ R, the inequality xr ≥ 0 defines a facet of P ,
whereas the inequality xr ≤ 1 does not.
The inequality xr ≤ 1 is not facet-defining for P because it is implied by the combi-
nation of (4.1) and (4.2).
Proposition 4.4.3. Given a disk i ∈ S, and a level 1 ≤ p ≤ m, the inequality yip ≥ 0
defines a facet of P , whereas the inequality yip ≤ 1 does not.
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The inequality yip ≤ 1 does not define a facet of P because it is implied by (4.1).
Proposition 4.4.4. Given a disk i ∈ S, (4.1) defines a facet of P .
Proposition 4.4.5. Given an arc r ∈ R, (4.2) defines a facet of P .
Proof. We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P whose induced face contains the face F induced by (4.2). We will show that πx ≤ π0
is a scalar multiple of (4.2). Because the origin is a feasible solution that satisfies (4.2) as
an equality, we have that π0 = 0. Let 1 ≤ p ≤ m and xrp satisfy ydrp = xr = 1, with all
other variables equal to zero. It is easy to see that xrp is feasible and satisfies (4.2) as an
equality. Then,
πxrp = πdrp + πr = π0 = 0 , (4.7)
where πdrp is the component of vector π that multiplies variable ydrp in xrp, and πr is the
component that multiplies xr. Therefore, πdrp = −πr. By varying the value of p, (4.7)
implies that
πdr1 = πdr2 = · · · = πdrm = −πr = αr . (4.8)
To complete the proof, we need to show that all remaining components of π are equal to
zero.
Let r� ∈ R\{r} with dr� = dr. Consider the vector x = xrp+enm+r� , whose components
are all zero except ydrp, xr and xr� which have value one. Clearly, x is feasible and belongs
to F . Therefore, we have πr� = 0. From now on, let us assume that dr� �= dr. For any
p ∈ {1, . . . , m}, by setting ydr�p = 1 and all other variables equal to zero, we obtain a
feasible vector x that lies on F . As a consequence, πx = π0, implying that πdr�p = 0 for
all r� �= r and all p. Similarly, choosing x such that ydr�p = xr� = 1 with all the remaining
components set to zero, we generate a feasible point in F which yields πr� = 0 for all
r� �= r.
Proposition 4.4.6. Given 1 ≤ p ≤ m and K ∈ K, (4.3) defines a facet of P .
Proof. We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P whose induced face F contains the face of P induced by (4.3). We will show that
πx ≤ π0 is a scalar multiple of (4.3). In this proof, the components of vector π are
identified as in Proposition 4.4.5.
First let us partition the variables into five classes: (i) yjp with V (j) ∈ K; (ii) yjq with
V (j) ∈ K, and q �= p; (iii) yjq with V (j) /∈ K; (iv) xr with V (dr) ∈ K; and (v) xr with
V (dr) /∈ K. We now exhibit feasible points that satisfy (4.3) as an equality to determine
the values of the coefficients of vector π for each class of variables defined above. For each
choice of x given below, undefined variables are assumed to be equal to zero. (i) Let x
have yip = 1. Then, πx = πip = π0; (ii) Let i ∈ S be such that V (i) ∈ K, and let x have
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yjq = yip = 1. Then, πx = πjq+πip = π0, which implies πjq = 0 because of (i); (iii) There
exists i ∈ S with V (i) ∈ K such that V (j) is not adjacent to V (i) (otherwise, V (j) would
be a vertex of K). For each 1 ≤ q ≤ m, let x have yjq = yip = 1. Then, as in (ii), πjq = 0;
(iv) If x satisfies ydrp = xr = 1, we have πx = πdrp+πr = π0, which implies πr = 0; (v) As
in (iii), we can find an i ∈ S with V (i) ∈ K such that V (dr) is not adjacent to V (i). Let
x have ydr1 = yip = xr = 1. Then, πx = πdr1 + πip + πr = π0, which implies πr = 0.
Proposition 4.4.7. Given an arc r ∈ R, i ∈ SIr and 1 ≤ p ≤ m, (4.4) does not define a
facet of P , but (4.9) does if 1 ≤ p < m.
p�
a=1
ydra +
m�
b=p
yib + xr ≤ 1 +
m�
a=1
ydra (4.9)
Proof. We first show that inequality (4.4) does not define a facet of P . To this end, let
F denote the face defined by (4.4) in P . Now, we claim that all feasible points in F
satisfy inequality (4.1) at equality for i = dr (otherwise dr is not assigned to a level, xr
is zero because of (4.2), and the left-hand side of (4.4) is at most one). Since the P is
full-dimensional, F cannot be a facet of it.
Notice that, by defining the binary variable z =
�m
a=1 ydra and lifting this variable in
(4.4), we obtain inequality (4.9). We now prove that the latter inequality is facet defining
for P under the assumptions made in the proposition.
Initially, we observe that (4.9) is not facet-defining for P when p = m because it is
clearly dominated by (4.11) or (4.14), depending on what kind of arc r is. Moreover, for
convenience, we rewrite (4.9) as:
m�
b=p
yib −
m�
a=p+1
ydra + xr ≤ 1 . (4.10)
We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P whose induced face F contains the face of P induced by (4.10). We will show that
πx ≤ π0 is a scalar multiple of (4.10). In this proof, the components of vector π are
identified as in Proposition 4.4.5. We partition the variables into ten classes and establish
the appropriate corresponding coefficients in vector π. For each choice of x given below,
undefined variables are assumed to be equal to zero and the vector is easily shown to be
feasible and to lie on F . (i) yil for p ≤ l ≤ m: Let x have yil = 1. Then, πx = πil = π0. (ii)
yjm for all j ∈ S \ {dr, i}: Let x have yi(m−1) = yjm = 1. Then, πx = πi(m−1) + πjm = π0
which, from the previous result, implies that πjm = 0. (iii) yjl for all j ∈ S \ {dr, i}
and 1 ≤ l ≤ m − 1: Let x have yim = yjl = 1. Then, πx = πim + πjl = π0 which,
from (i), implies that πjl = 0. (iv) ydrl for 1 ≤ l ≤ p: Let x have yim = ydrl = 1.
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Then, πx = πim + πdrl = π0 which, from (i), implies that πdr l = 0. (v) xr: Let x have
ydrp = xr = 1. Then, πx = πdrp + πr = π0 which, from (iv), implies that πr = π0. (vi) yil
for 1 ≤ l ≤ p− 1: Let x have ydrp = xr = yil = 1. Then, πx = πdrp + πr + πil = π0 which,
from (iv) and (v), implies that πil = 0. (vii) xq for all j ∈ S \ {dr, i} and all arcs q of disk
j: Let x have yi(m−1) = yjm = xq = 1. Then, πx = πi(m−1) + πjm + πq = π0 which, from
(i) and (ii), implies that πq = 0. (viii) xq for all arcs q of disk i: Let x have yim = xq = 1.
Then, πx = πim + πq = π0 which, from (i), implies that πq = 0. (ix) xq for all arcs q of
disk dr except arc r: Let x have ydrp = xr = xq = 1. Then, πx = πdrp + πr + πq = π0
which, from (iv) and (v), implies that πq = 0. (x) ydrl for p + 1 ≤ l ≤ m: Let x have
yip = ydrl = xr = 1. Then, πx = πip + πdrl + πr = π0 which, from (i) and (ix), implies
that πdrl = −π0.
4.5 Strengthening the ILP Formulation
The geometric nature of PSMs enables us to obtain new valid inequalities by observing
that certain groups of arcs cannot be visible simultaneously due to a physical impossibility.
In the sequel, A is an arrangement of disks on a plane. We use the following additional
data sets:
  Df ≡ set of disks that contain face f .
  Bf ≡ set of arcs that form the boundary of face f . B
+
f = {r ∈ Bf | dr ∈ Df} and
B−f = Bf \ B
+
f .
  If ≡ set of disks whose borders contain an arc in Bf .
  Cf ≡ set of disks that contain face f in their interior (Cf = Df \ If ).
Consider the arrangement in Figure 4.2. The boundary of face g is formed by arcs
r2, r3, and r4. We have Bg = {r2, r3, r4}, Dg = {dr4}, B
+
g = {r4}, B
−
g = {r2, r3},
Ig = {dr2, dr3, dr4}, and Cg = ∅. In the arrangement of Figure 4.3, the boundary of face
f is formed by arcs r1, r2, and r3. Therefore, we have Bf = B
+
f = {r1, r2, r3}, Df =
{dr1, dr2, dr3, dr4}, If = {dr1, dr2, dr3}, and Cf = {dr4}. If one of the arcs in Bf is visible
in a drawing, the other two cannot appear. Moreover, if dr4 is assigned to the topmost
level, f will not appear. This leads to the valid inequality ydr4m + xr1 + xr2 + xr3 ≤ 1. In
general, we have the following result:
Proposition 4.5.1. Let f be a face of A with |B+f | ≥ 1. If |Cf | ≥ 1 or |B
+
f | ≥ 2, then
(4.11) defines a facet of P .
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Figure 4.3: Arcs r1, r2, and r3 of face f cannot be visible simultaneously.
�
i∈Cf
yim +
�
r∈B+
f
xr ≤ 1 (4.11)
Proof. To prove validity, note that for every arc r ∈ B+f , all the arcs in B
+
f \ {r} are in
the interior of dr. Therefore, if r is visible, no other arc of B
+
f \ {r} can be visible, which
implies
�
r∈B+
f
xr ≤ 1. Moreover, if a disk in Cf is at the top level (m), we must have�
r∈B+
f
xr = 0, so it suffices to show that
�
i∈Cf
yim ≤ 1. Because all the disks in Cf
contain f , the corresponding vertices in GS form a clique. Hence, at most one of those
disks can be assigned to level m because of (4.3). If |B+f | = 0, (4.11) is dominated by
(4.3). If |Cf | = 0 and |B
+
f | = 1, (4.11) reduces to xr ≤ 1, which is not facet-defining due
to Proposition 4.4.2.
To prove that (4.11) is facet-defining for P under the assumptions stated above, we
use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality for P
whose induced face contains the face F induced by (4.11). We will show that πx ≤ π0 is
a scalar multiple of (4.11). As usual, this is done by exhibiting several vectors that can
be easily shown to be feasible and lying on F . Moreover, the components of vector π are
also identified as in Proposition 4.4.5.
Let r ∈ B+f , 1 ≤ p ≤ m, and let xrp satisfy ydrp = xr = 1, with all other variables
equal to zero. Clearly, xrp satisfies (4.11) as an equality, xrp ∈ P , and
πxrp = πdrp + πr = π0 . (4.12)
By varying the value of p, (4.12) implies that, for any r ∈ B+f ,
πdr1 = πdr2 = · · · = πdrm = αr . (4.13)
Let r ∈ B+f and q /∈ B
+
f . If pq < pr ≤ m, let xrqprpq satisfy ydrpr = ydqpq = xr = 1,
with all other variables equal to zero. This gives πxrqprpq = πdrpr +πdqpq +πr = π0+πdqpq
(using (4.12)), which implies πdqpq = 0. If pr < pq = m, there are two cases: (i) dq /∈ Cf :
we can still set ydrpr = ydqm = xr = 1, which yields πdqm = 0 as above; (ii) dq ∈ Cf :
setting ydqm = 1 and all remaining variables equal to zero, we conclude that πdqm = π0.
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We now deal with coefficients of π corresponding to x variables associated with arcs
outside B+f . Let q /∈ B
+
f . There are two cases to consider: (i) dq ∈ Cf : let xqm satisfy
ydqm = xq = 1, with all other variables equal to zero. Then, πxqm = πdqm + πq =
π0 + πq = π0. Therefore, πq = 0; (ii) dq /∈ Cf : Take r ∈ B
+
f and let xqr21 satisfy
ydq2 = ydr1 = xq = xr = 1 (even if q ∈ B
−
f , both q and r will be visible). Then,
πxqr21 = πdq2 + πdr1 + πq + πr = π0 + πq = π0. Hence, πq = 0.
If |B+f | ≥ 2, let p1 > p2, r1 and r2 ∈ B
+
f , and let xr1r2p1p2 satisfy ydr1p1 = ydr2p2 =
xr1 = 1, with all other variables equal to zero. Then, πxr1r2p1p2 = πdr1p1 + πdr2p2 +
πr1 = αr1 + αr2 + πr1 = π0, yielding αr = 0 for all r, because of (4.12) and (4.13).
Consequently, πr = π0 for all r ∈ B
+
f . To achieve the same results when |B
+
f | = 1, we
assume |Cf | ≥ 1. Let xqrm satisfy ydqm = ydr(m−1) = 1, where dq ∈ Cf and B
+
f = {r}.
Then, πxqrm = πdqm+πdr(m−1) = π0+πdr(m−1), which implies πdr(m−1) = 0. Consequently,
because of (4.13), πdrp = 0 for all p, and πr = π0.
Proposition 4.5.2. Let f be a face of A with |B−f | ≥ 1. For each r ∈ B
−
f , (4.14) defines
a facet of P .
�
i∈Df
yim + xr ≤ 1 (4.14)
Proof. The inequality is clearly valid. To prove that (4.14) is facet-defining for P under the
assumptions stated above, we use the indirect method as in the proof of Proposition 4.5.1.
Let 1 ≤ p ≤ m, and let xrp satisfy ydrp = xr = 1, with all other variables equal to zero.
Clearly, xrp satisfies (4.14) as an equality, xrp ∈ P , and
πxrp = πdrp + πr = π0 . (4.15)
By varying the value of p, (4.15) implies that
πdr1 = πdr2 = · · · = πdrm = αr . (4.16)
Let q �= r. If pq < pr ≤ m, let xrqprpq satisfy ydrpr = ydqpq = xr = 1, with all other
variables equal to zero. This gives πxrqprpq = πdrpr +πdqpq +πr = π0+πdqpq (using (4.15)),
which implies πdqpq = 0. If pr < pq = m, there are two cases: (i) dq /∈ Df : we can still set
ydrpr = ydqm = xr = 1, which yields πdqm = 0 as above; (ii) dq ∈ Df : setting ydqm = 1 and
all remaining variables equal to zero, we conclude that πdqm = π0.
We now deal with coefficients of π corresponding to x variables associated with arcs
q �= r. There are two cases to consider: (i) dq ∈ Df : let xqm satisfy ydqm = xq = 1,
with all other variables equal to zero. Then, πxqm = πdqm + πq = π0 + πq. Therefore,
πq = 0; (ii) dq /∈ Df : Let xqr21 satisfy ydq2 = ydr1 = xq = xr = 1. Then, πxqr21 =
πdq2 + πdr1 + πq + πr = π0 + πq. Hence, πq = 0.
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Figure 4.4: A non-degenerate vertex (i), five feasible arc configurations: (ii)–(vi), and two
infeasible ones: (vii) and (viii).
Finally, let dq ∈ Df and let xqrm satisfy ydqm = ydr(m−1) = 1. Then, πxqrm =
πdqm + πdr(m−1) = π0 + πdr(m−1), which implies πdr(m−1) = 0. Consequently, because of
(4.16), αr = 0 and πr = π0.
A vertex of an arrangement is non-degenerate if it is an intersection point of exactly
two disks or, equivalently, four arcs, as shown in Figure 4.4(i). Since each arc can be either
visible or not, there are 16 potential assignments of values to their respective x variables.
In a feasible solution, however, only the five assignments shown in Figure 4.4(ii)–(vi) are
possible (dashed arcs are obscured). This observation gives rise to Proposition 4.5.3.
Proposition 4.5.3. Given a non-degenerate vertex of an arrangement as shown in Fig-
ure 4.4(i), (4.17)–(4.20) are valid and define facets of P .
xr1 ≥ xr3 (4.17)
xr2 ≥ xr4 (4.18)
xr3 + xr4 ≥ xr1 (4.19)
xr3 + xr4 ≥ xr2 (4.20)
Proof. It is easy to see that the five feasible configurations shown in Figure 4.4(ii)–(vi)
satisfy (4.17)–(4.20). In addition, because of symmetry, it suffices to show that (4.17) and
(4.19) are facet defining. We will use the indirect method and define πx ≤ π0 as usual
(see the proof of Proposition 4.5.1).
The zero vector satisfies (4.17) as an equality, which yields π0 = 0. Given i ∈ S and
1 ≤ p ≤ m, let xip be such that yip = 1 and all other variables are equal to zero. Clearly,
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Figure 4.5: An instance that allows for decomposition.
xip belongs to P and satisfies (4.17) as an equality. Because πxip = πip = π0, we have that
πip = 0 for all i and p. Given 1 ≤ p ≤ m and r ∈ R \ {r1, r3}, let xrp satisfy ydrp = xr = 1
and have zeroes everywhere else. Again, xrp satisfies (4.17) as an equality and xrp ∈ P .
Since πxrp = πdrp + πr = π0, we have πr = 0. Finally, given 1 ≤ p ≤ m, let xr1r3 be such
that xr1 = xr3 = ydr1p = 1 (note that dr1 = dr3). Then, πxr1r3 = πr1 + πr3 + πdr1p = π0.
Because πdr1p = π0 = 0, we have that πr1 = −πr3 , as desired.
We now show that (4.19) is facet defining. By repeating the arguments of the previous
paragraph, we can show that π0 = 0, πip = 0 for all i and p, and πr = 0 for all r ∈
R \ {r1, r3, r4}. Let xr1r3 be such that xr1 = xr3 = ydr11 = 1 and all other variables are
equal to zero. Then, πxr1r3 = πr1 + πr3 + πdr11 = π0, which implies πr1 = −πr3 . Finally,
let xr1r4 be such that xr1 = xr4 = ydr11 = ydr42 = 1, with all other variables equal to zero.
Then, πxr1r4 = πr1 + πr4 + πdr11 + πdr42 = π0, which also implies that πr1 = −πr4 .
4.6 Decomposition Techniques
To reduce the size of the ILP model, we introduce decomposition techniques that allow
us to consider smaller sets of disks at a time.
Without loss of generality, we assume that GS is connected. Otherwise, each of its con-
nected components can be treated separately. In addition, we can decompose a connected
component around articulation points of GS. Consider the example in Figure 4.5(i), in
which S = {a, b, c, d, e, v}. The node corresponding to disk v, i.e. V (v), is an articulation
point of GS because its removal disconnects the graph into three connected components:
{a, b}, {c, d}, and {e}. By adding v to each of these components, we get instances (ii),
(iii), and (iv) of Figure 4.5, which are solved independently. Those three optimal solutions
can be combined into an optimal solution for the entire set S by preserving the relative
order of the disks in each solution. Proposition 4.6.1 formalizes this idea.
Proposition 4.6.1. Let S be a set of disks such that GS is not 2-connected and let v be
a disk corresponding to an articulation point of GS. Let Sk contain v plus the disk set of
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the k-th connected component obtained after the removal of V (v) from GS. The optimal
solutions for each Sk can be combined into an optimal solution for S in polynomial time.
Proof. Let V (v) be an articulation point of GS and let v be its corresponding disk in
S (note that articulation points can be found in O(|E|) time [3]). Using the notation
introduced in the proposition, consider the disk subsets Si and Sj corresponding to any
two distinct connected components of GS − V (v). By definition, the pieces of v’s border
contained in Si \ {v} and in Sj \ {v} are disjoint. Hence, the optimal solutions of the
problems defined over Si and Sj do not influence each other. In other words, the relative
order imposed by those solutions onto the disks of each such subset is optimal for the
complete set of disks S. If we consider these orders as representing an orientation of the
arcs of GS, we have a directed acyclic graph G
�
S. The optimal assignment of disks to levels
can be obtained in polynomial time from a topological ordering of G�S.
If the graph of a connected component (GSk) is not 2-connected and has an articulation
point, the above procedure can be applied recursively.
From Figure 4.5(ii), it is clear that there exists an optimal solution in which a and b
are drawn above v. Hence, we can consider the pair a, b as a separate instance, and v as
another. Proposition 4.6.2, whose proof can be seen in [8], formalizes this idea.
C1
(Pg.76)Proposition 4.6.2. Let S be a set of disks and let HS be a directed graph with one node
for every disk in S and an arc from node i to node j whenever a portion of the border of
i’s disk is contained in the interior of j’s disk. Let Sk be the disk set of the k-th strongly
connected component of HS. The optimal solutions for each Sk can be combined into an
optimal solution for S in polynomial time.
4.7 Computational Experiments
Our experiments are performed on the same set of instances used in the paper by Cabello
et al. [1]. Instances City 156 and City 538 represent the 156 and 538 largest American
cities, respectively, in which the area of each disk is proportional to the city’s population.
Instances Deaths and Magnitudes represent the death count and Richter scale magnitude
of 602 earthquakes worldwide, respectively. Disks are placed at the epicenters of each
earthquake, and disk areas are proportional to the corresponding quantities [11]. When
disks in an instance coincide, we replace them by a single disk whose border is the total
border length of the original disks. This is possible because we can assume that such disks
would occupy adjacent levels in an optimal solution. This pre-processing step reduces the
number of disks in Deaths and Magnitudes to 573 and 491, respectively.
In Table 4.1, column Connected shows the number of connected components in GS for
each instance, with the number of disks in the largest component in parentheses. Column
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Table 4.1: Number of components and largest component before/after decomposition.
Instance # Disks Connected Strongly Connected 2-Connected
City 156 156 38 (57) 45 (56) 53 (29)
City 538 538 185 (98) 213 (94) 240 (53)
Deaths 573 134 (141) 317 (85) 333 (70)
Magnitudes 491 31 (155) 31 (155) 45 (116)
Strongly Connected shows the resulting number of components (and largest component)
after we apply the decomposition of Proposition 4.6.2. Proposition 4.6.1 yields further
decomposition, as shown under column 2-Connected. The reductions in problem size are
remarkable. City 538 can now be solved by optimizing over sets of disks no larger than
one tenth of its original size. Solving the original instances is now equivalent to solving
671 significantly smaller instances. Overall, the size of our largest instance dropped from
573 to 116 disks.
Our cut-and-branch algorithm uses the ILP model of Section 4.3, modeling (4.1) as
SOS1, substituting (4.9) for (4.4), and adding (4.11), (4.17)–(4.20) at the root node.
(Inequalities (4.14) did not help computationally.) Because |K| can be exponentially
large, rather than including all of (4.3), we heuristically look for an edge covering of GS by
maximal cliques [9]. Alternatively, we also tried replacing (4.3) with yip+yjp ≤ 1 for each
level p and all (i, j) ∈ E. Although theoretically weaker, the latter formulation performed
better in our experiments. This might be explained by the sparser coefficient matrix of
the weaker model, which typically yields easier-to-solve linear relaxations. Finally, instead
of computing the exact value of m as in Proposition 4.3.1, which is NP-Hard [6], we use
m = n in every run because the exact m is equal to n in many of the large components.
Our model was implemented in C++, using CGAL [13] for data extraction. We use
XPRESS-Optimizer [4] version 20.00 to solve each problem on a 2.4GHz Intel  Core 2
Quad processor, with 4GB of RAM. We limit each run to five hours of CPU time.
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4.7.1 Numerical Results
For comparison purposes, we use the O(n2 logn) heuristic from [1, 2] to find good feasible
solutions. Despite being a Max-Min heuristic, its solutions also perform well in terms of
the Max-Total objective.
Out of the 671 components obtained through decomposition, all but the five or six
largest ones from each original instance are easily handled by our strengthened ILP model.
We will focus on them first.
For components with |Sk| ≤ 2, the solution is trivial. For the remaining easy-to-solve
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Table 4.2: Average results over smallest non-trivial components of each instance.
Original Comp. w/ |Sk| Nodes Time (in sec.)
Instance |Sk| > 2 Min Avg Max Min Avg Max Min Avg Max
City 156 11 3 5.3 14 1 20.8 213 0 3.5 38
City 538 20 3 5.4 12 1 11.9 145 0 0.4 5
Deaths 22 3 4.7 10 1 5.8 93 0 0.1 1
Magnitudes 14 3 4.7 10 1 1.8 7 0 0.1 1
components, we summarize our results in Table 4.2. Column Comp. w/ |Sk| > 2 indicates
how many easy components from the corresponding original instance have more than two
disks. The next nine columns indicate the minimum, average, and maximum values of
component size, followed by the number of search nodes and CPU time required to find
an optimal solution, respectively. When compared to the heuristic solutions, the optimal
solutions to the 67 problems from Table 4.2 are 13.2% better on average (min = 0.0%
and max = 158.4%).
The results obtained with the five (or six) most challenging components of each origi-
nal instance appear in Table 4.3. Component names are written as “α-β-γ (δ)”, where α
identifies the instance, β-γ indicates that this is the γ-th component generated by Propo-
sition 4.6.1 when applied to the β-th component generated by Proposition 4.6.2, and δ is
the number of disks. In Table 4.3, Base Value represents the total border length of arcs
r that are visible in any feasible solution (SIr = ∅). This value is subtracted from the
solution values in the remaining columns. Best Feasible and Best UB are the best lower
and upper bounds on the optimal value found within the time limit, respectively (optimal
solutions appear in bold). Column % Gap shows the relative difference between the lower
and upper bounds, and % Above Heur. indicates how much better the best known lower
bound is with respect to the heuristic solution discussed above.
Instance City 156 presented no difficulties, having all of its five largest components
solved in less than 8 minutes. In Figure 4.6, we can perceive subtle differences, highlighted
in light gray, between the optimal solutions for Max-Min and Max-Total problems for
this instance. We found optimal or near optimal solutions to the first four of the largest
components of City 538, with significant improvements in quality with respect to the
heuristic solutions. The two largest components of City 538 turned out to be more
challenging, with sizable gaps remaining after five hours of computation. All but one of
the largest earthquake death components were solved to optimality.
As was the case with component 538-24-0, the time limit was exhausted during the
solution of death-2-0 even before branching started. The largest components obtained
from the decomposition of earthquake magnitudes turned out to be the most challenging
ones. Note that we do not have valid upper bounds for instances mag-1-0 and mag-7-0
because the time limit was not even enough to solve their first linear relaxation. Overall,
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Table 4.3: Results on largest components from each original problem instance.
Base Best Best % % Above
Component Value Feasible UB Gap Heur. Nodes Time (s)
156-18-0 (7) 63.97 12.91 12.91 0 0 1 0
156-3-2 (8) 39.84 40.99 40.99 0 8.5 7 0
156-3-0 (14) 66.15 71.17 71.17 0 7.8 213 39
156-2-0 (26) 167.22 138.05 138.05 0 3.1 5949 381
156-2-1 (29) 219.36 153.85 153.85 0 1.4 117 10
538-47-2 (17) 26.75 25.27 25.27 0 2.0 2463 1259
538-3-0 (26) 34.27 39.19 39.19 0 15.0 23589 9562
538-29-1 (26) 46.48 36.40 36.40 0 4.3 1143 1260
538-1-6 (29) 21.98 43.51 47.05 8.0 9.6 2399 18000
538-1-0 (51) 77.37 82.13 107.35 30.7 0.0 22 18000
538-24-0 (53) 18.98 58.50 186.23 218.3 0.0 1 18000
death-6-0 (12) 953.08 60.16 60.16 0 0.0 51 1
death-8-0 (14) 68.05 39.65 39.65 0 3.1 87 0
death-0-0 (24) 175.78 145.74 145.74 0 5.7 4925 199
death-3-0 (24) 441.75 323.18 323.18 0 1.3 3919 210
death-2-0 (70) 725.28 964.66 1652.02 71.2 0.0 1 18000
mag-5-1 (25) 214.92 593.74 593.74 0 3.7 965 9609
mag-6-0 (26) 217.21 579.58 610.99 5.4 5.0 3385 18000
mag-1-1 (39) 417.32 919.28 1350.23 46.9 0.0 3 18000
mag-5-0 (81) 601.79 1741.24 2317.66 33.1 0.0 1 18000
mag-1-0 (113) 581.41 2743.68 - - 0.0 1 18000
mag-7-0 (116) 700.37 2622.46 - - 0.0 1 18000
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Figure 4.6: Optimal solutions for City 156 to Max-Min [2] and Max-Total problems,
respectively.
we were able to find optimal solutions to 662 out of the 671 components derived from our
original four instances.
Cutting planes (4.11) and (4.17)–(4.20) were essential in achieving the results in tables
4.2 and 4.3. With those cuts, the number of search nodes was 54 times smaller on average,
with some cases achieving reductions of almost three orders of magnitude. (Five of the 21
hardest components — six overall — would not have been solved to optimality without
cuts.) As a consequence, computation times were also drastically reduced.
Because of its direct relationship to the amount of overlapping between disks, the
number of arcs in an instance/component is a better measure of difficulty than the number
of disks. Our strengthened ILP model appears to be capable of handling about 600 to 700
arcs in five hours of CPU which, for our benchmark set, roughly corresponds to instances
having between 24 and 26 disks. Table 4.4 contains more details about the size of our five
largest components and how big their ILP formulation is before and after the inclusion of
cuts. Because the number of cuts is small, we opted not to implement a branch-and-cut
algorithm.
4.8 Conclusion
We propose a novel ILP formulation to optimize stacking drawings of proportional sym-
bol maps (PSMs) with the objective of maximizing the total visible border of its symbols
(opaque disks, in our case). By studying structural and polyhedral aspects of PSMs,
we devised effective decomposition techniques and new families of facet-defining inequal-
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Table 4.4: Number of arcs and size of ILP formulation for the 5 largest components.
# Rows # Rows
Component # Disks # Arcs # Cols. before cuts after cuts
538-24-0 53 3753 6562 3026565 3035839
death-2-0 70 1366 6266 620970 624115
mag-5-0 81 2059 8620 914490 919623
mag-1-0 113 4318 17087 3733407 3744116
mag-7-0 116 3759 17215 2792468 2801845
ities that greatly reduce the computational effort required to solve the problem. These
improvements enabled us to find the first provably optimal solutions to some of the real-
world instances studied in [1, 2]. Because solving PSM instances still pose great challenges
when the number of arcs exceeds 1000 or so, we continue to study the PSM polyhedron
in search of new families of cutting planes and/or alternative formulations.
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Comenta´rios
C1: Provas usando o me´todo direto
Podem ser encontradas tambe´m no artigo do Cap´ıtulo 5.
C2: Me´todos direto e indireto
Esses me´todos foram descritos na Sec¸a˜o 2.2.
C3: Verso˜es das ferramentas
O co´digo foi compilado com gcc (4.4.3) e a versa˜o da biblioteca CGAL e´ 3.5.1.
Cap´ıtulo 5
Optimizing the Layout of
Proportional Symbol Maps:
Polyhedra and Computation
Pro´logo
O artigo apresentado nesse cap´ıtulo foi escrito com Pedro J. de Rezende, Cid C. de
Souza, do Instituto de Computac¸a˜o da Universidade Estadual de Campinas e com Tallys
H. Yunes, da Business School Administration da Universidade de Miami. Esse artigo foi
submetido para o jornal cient´ıfico Operations Research em Abril de 2011. Ate´ a data da
redac¸a˜o desta dissertac¸a˜o, o resultado sobre sua aceitac¸a˜o na˜o havia sido divulgado.
Este artigo e´ uma extensa˜o do artigo aceito para a CGA, descrito no cap´ıtulo 4 e
representa os avanc¸os obtidos na abordagem ao problema SDMT, usando programac¸a˜o
linear inteira. Mais especificamente, desenvolvemos um novo modelo mais compacto e que,
para o mesmo conjunto de instaˆncias usadas no artigo anterior, e´ resolvido em tempos
muitos menores do que o modelo anterior. Para essas mesmas instaˆncias, os valores da
relaxac¸a˜o linear desse modelo foram sempre menores ou iguais aos valores da relaxac¸a˜o do
modelo anterior, o que nos fez conjeturar se esse novo modelo e´ mais forte do que o antigo.
Obtivemos resultados parciais acerca desta conjectura, mas o restante da prova ficou como
um problema em aberto. Aproveitamos algumas das desigualdades adicionais do modelo
antigo com pequenas modificac¸o˜es e mostramos que elas definem facetas tambe´m para o
novo modelo.
Este trabalho na˜o cita o artigo aceito para a CGA pois a` e´poca de submissa˜o para o
Operations Research, ainda na˜o t´ınhamos resposta sobre a aceitac¸a˜o na CGA.
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Abstract
Proportional symbol maps are a cartographic tool to assist in the visualization and anal-
ysis of quantitative data associated with specific locations (e.g. earthquake magnitudes,
oil well production, temperature at weather stations, etc.). As the name suggests, symbol
sizes are proportional to the magnitude of the physical quantities that they represent. We
present two novel integer linear programming models to draw opaque disks on a map with
the objective of maximizing the total visible border of all disks (an established measure
of quality). In particular, we focus on drawings obtained by layering symbols on top of
each other, also known as stacking drawings. We introduce decomposition techniques,
as well as several new families of facet-defining inequalities, which are implemented in a
cut-and-branch algorithm. We assess the effectiveness of our approach through a series
of computational experiments using real demographic and geophysical data. To the best
of our knowledge, we are the first to provide provably optimal solutions to those problem
instances.
5.1 Introduction
Proportional symbol maps (PSM’s) are a cartographic tool to assist in the visualization
and analysis of quantitative data associated with specific locations (e.g. earthquake mag-
nitudes, oil well production, temperature at weather stations, etc.). At each location, a
symbol is drawn whose size is proportional to the numerical data collected at that point
on the map (see [1, 2]). For our purposes, the symbols are scaled opaque disks (typically
preferred by users [7]), and we focus on drawings obtained by layering symbols on top of
each other, also known as stacking drawings. Because of overlapping, a drawing of the
disks on a plane will expose some of them (either completely or partially) and potentially
obscure the others. Although there have been studies about symbol sizing, it is unclear
how much the symbols on a PSM should overlap (see [4, 12]). The quality of a drawing
is related to how easily the user is able to correctly judge the relative sizes of the disks.
Intuitively, the accuracy of such a judgment is proportional to how much of the disk bor-
ders are visible. Figure 5.1 illustrates why it is better to consider visible border length
rather than visible area. As a consequence, the objective function consists of maximizing
one of two alternative measures of quality: the minimum visible border length of any disk
(the Max-Min problem), or the total visible border length over all disks (the Max-Total
problem).
For n disks, Cabello et al. [1] show that the Max-Min problem can be solved in
O(n2 log n) in general, or in O(n logn) if no point on the plane is covered by more than
O(1) disks. The complexity of the Max-Total problem for stacking drawings is open.
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Figure 5.1: One cannot tell whether the bottom disk is small or large
The contributions of this work are: (i) proposing two novel integer linear programming
(ILP) formulations for the Max-Total problem; (ii) introducing decomposition techniques,
as well as several new families of facet-defining inequalities; and (iii) implementing cut-
and-branch algorithms to assess the effectiveness of our approach through a series of
computational experiments on a set of instances that includes real geophysical data from
NOAA’s National Geophysical Data Center [11]. To the best of our knowledge, we are
the first to provide provably optimal solutions to all of the Max-Total instances studied
in [1, 2]. We are unaware of other attempts at using ILP to solve this problem.
In Section 5.2, we describe the problem more formally and introduce some basic ter-
minology. We present two alternative ILP models for the problem in Section 5.3, and
perform a polyhedral study of those formulations in Section 5.4. We describe new fami-
lies of facet-defining inequalities in Section 5.5, and introduce decomposition techniques
in Section 5.6. The computational results obtained with cut-and-branch algorithms based
on each of the two formulations appear in Section 5.7. Finally, we conclude the paper
and propose directions for future research in Section 5.8.
5.2 Problem Description and Terminology
Let S = {1, 2, . . . , n} be a set of disks with known radii and center coordinates on the
Euclidean plane. Let the arrangement A be defined as the picture formed by the borders
of all the disks in S. A point at which two or more disk borders intersect is called a
vertex of A. A portion of a disk border that connects two vertices, with no other vertices
in between, is called an arc. An area of A that is delimited by arcs is called a face. A
drawing of S is a subset of the arcs and vertices of A that is drawn on top of the filled
interiors of the disks in S (see Figure 5.2). A canonical face is a face that contains no
arcs in its interior. A set of arcs on the boundary of a canonical face that belong to the
same disk constitutes a canonical arc. In Figure 5.3, the boundary of face f is made up
of canonical arcs r1 and r2. The boundary of face g is made up of three canonical arcs:
r2, r3 and r4. Note that canonical arc r4 is composed of two pieces. From now on, arcs
and faces are assumed to be canonical, unless noted otherwise.
Given an arrangement, many drawings are possible, but not all of them represent
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Figure 5.2: Arrangement with vertex v, arc r, and face f (left), and a drawing (right)
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Figure 5.3: Three single-piece canonical arcs r1, r2, r3, and a multi-piece canonical arc r4
a sensible, physically feasible, placement of symbols. A stacking drawing is obtained by
assigning disks to levels (a stacking order) and drawing them, in sequence, from the lowest
to the highest level. Such a drawing is made up of a set of arcs A and vertices V taken
from A. An arc r ∈ A belongs to A if all the disks that contain r in their interior are
assigned to levels below the level of the disk containing r in its border. A vertex v ∈ A
belongs to V if and only if there exists at least one arc in A that is incident to v.
5.3 Two Alternative ILP Models
Let GS = (V,E) be an undirected graph with one vertex for every disk i ∈ S (denoted
V (i)) and one edge for every pair of vertices whose corresponding disks overlap. Moreover,
letm−1 be the length of the longest simple path in GS, and let K be the set of all maximal
cliques of GS.
Proposition 5.3.1. The Max-Total problem for stacking drawings has an optimal solution
that uses at most m levels.
Proof. Assume that a given solution assigns levels to all disks using more than m levels.
Create a directed graph G�S such that V (G
�
S) = V (GS) and arc (i, j) is directed from i to
j in G�S if edge (i, j) ∈ E(GS) and disk i is at a level below disk j. Because the solution
is a stacking drawing, G�S has no directed cycles and admits a topological ordering of its
vertices. Note that this ordering induces the same stacking order as the given solution.
Because the length of the longest directed path in G�S is at most m− 1, the greatest label
used in the topological ordering is less than or equal to m.
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Figure 5.4: An optimal solution (left) needs to assign the three disks to levels 1, 2, and
3, although the largest clique in GS (right) has size 2
At first, it might seem that the number of levels needed should be no greater than the
size of the largest clique in GS. However, consider the case when GS is a simple path with
m > 2 vertices. The largest clique in GS has size 2, but an optimal solution may need to
use m levels. Figure 5.4 shows an example with S = {i, j, k} and m = 3.
Our ILP models use the following data, which can be calculated in polynomial time
from the set S:
  R ≡ set of all arcs;
  �r ≡ length of arc r ∈ R (total length if r has multiple pieces);
  dr ≡ disk that contains arc r in its border;
  SIr ≡ set of disks that contain arc r in their interior.
We are now ready to describe our first model. For each r ∈ R, let the binary variable
xr be equal to 1 if arc r is visible in the drawing, and equal to 0 otherwise. Then, the
objective is to maximize
�
r∈R �rxr. We assume that m ≥ 2 because it is trivial to find
the optimal solution when m = 1. For each disk i ∈ S, let the binary variable yip be equal
to 1 if disk i is at level p (1 ≤ p ≤ m), and equal to 0 otherwise. A stacking drawing has
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to satisfy the following constraints:
m�
p=1
yip ≤ 1, ∀ i ∈ S (5.1)
xr ≤
m�
p=1
ydrp, ∀ r ∈ R (5.2)
�
i :V (i)∈K
yip ≤ 1, ∀ 1 ≤ p ≤ m, K ∈ K (5.3)
p�
a=1
ydra +
m�
b=p
yib + xr ≤ 2, ∀ r ∈ R, i ∈ S
I
r , 1 ≤ p ≤ m (5.4)
xr ∈ {0, 1}, ∀ r ∈ R (5.5)
yip ∈ {0, 1}, ∀ i ∈ S, 1 ≤ p ≤ m (5.6)
We refer to the convex hull of feasible integer solutions to (5.1)–(5.6) as P1.
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Constraint (5.1) states that each disk is assigned to at most one level. Due to Propo-
sition 5.3.1 and because assigning a disk to the lowest level never decreases the objective
function value, any optimal solution to (5.1)–(5.6) can be converted to another solution
with the same value and having all disks assigned to at most m levels. Hence, we use ≤
instead of = in (5.1) to prevent P1 from losing dimension. Constraint (5.2) states that a
disk with a visible arc must be assigned to a level, and (5.3) says that overlapping disks
can not be at the same level. Constraint (5.4) ensures that arc r is only visible if dr is
above all other disks that contain r.
Our second model uses the same xr variables introduced in the first model, but
C2
(Pg.107)
replaces variables yip with new binary variables wij for every pair of distinct disks i, j ∈ S.
If wij = 1, it means that disk i is placed above disk j. The constraints are as follows:
wij + wji ≤ 1, ∀ i, j ∈ S, i < j (5.7)
xr ≤ wdrj, ∀ r ∈ R, j ∈ S
I
r (5.8)
wij + wjk − wik ≤ 1, ∀ i, j, k ∈ S, i �= j �= k �= i (5.9)
xr ∈ {0, 1}, ∀ r ∈ R (5.10)
wij ∈ {0, 1}, ∀ i, j ∈ S, i �= j (5.11)
We refer to the convex hull of feasible integer solutions to (5.7)–(5.11) as P2. Constraint
(5.7) states that either i is above j, or vice-versa. Constraint (5.8) states that if arc r is
visible, its disk dr has to be above all other disks that contain r in their interior. Finally,
(5.9) makes sure that the (partial) order imposed by the wij variables is transitive.
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5.4 Polyhedral Study of P1 and P2
In this section, we obtain the dimension of P1 and P2, and determine which inequalities in
their original formulations define facets. Some of the facet proofs are based on the indirect
method discussed in Theorem 3.6, Part I.4 of [10] From now on, while constructing feasible
points for use inside proofs, variables that are not explicitly assigned a specific value are
assumed to be equal to zero.
Proposition 5.4.1. The dimension of P1 is nm+ |R|.
Proof. The first model has nm + |R| variables, so we claim that P1 is full-dimensional.
Because P1 contains the origin, it suffices to exhibit nm+ |R| linearly independent points
in P1. Number the variables such that the number that corresponds to yip is m(i− 1)+ p,
and the number that corresponds to xr is nm+ r (1 ≤ r ≤ |R|). Let ei be the unit vector
in Rnm+|R| with a 1 in the i-th position. The vectors ei with i ∈ {1, . . . , nm} are linearly
independent and belong to P1. They correspond to setting a single yip variable to 1. We
obtain the remaining |R| points by setting xr = ydr1 = 1 for each r ∈ R, one at a time.
Proposition 5.4.2. Given an arc r ∈ R, the inequality xr ≥ 0 defines a facet of P1,
whereas the inequality xr ≤ 1 does not.
Proof. The origin plus the points described in the proof of Proposition 5.4.1, except for
the point that has xr = 1, constitute nm + |R| affinely independent points satisfying
xr = 0. The inequality xr ≤ 1 is not facet-defining for P1 because it is implied by the
combination of (5.1) and (5.2).
Proposition 5.4.3. Given a disk i ∈ S, and a level 1 ≤ p ≤ m, the inequality yip ≥ 0
defines a facet of P1, whereas the inequality yip ≤ 1 does not.
Proof. Case (i): p > 1: the origin plus the points described in the proof of Proposi-
tion 5.4.1, except for the point em(i−1)+p, constitute nm+ |R| affinely independent points
that satisfy yip = 0. Case (ii): p = 1: use the first nm points from case (i) plus the
following points for each r ∈ R: set xr = ydr1 = 1 when dr �= i, and set xr = ydr2 = 1
when dr = i. The inequality yip ≤ 1 does not define a facet of P1 because it is implied by
(5.1).
Proposition 5.4.4. Given a disk i ∈ S, (5.1) defines a facet of P1.
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Proof. We list nm+ |R| affinely independent points that satisfy (5.1) as an equality. The
first m points are em(i−1)+p (i.e. setting yip = 1 for all 1 ≤ p ≤ m). The next nm − m
points are obtained by setting yi1 = yi�p� = 1, for i
� �= i and 2 ≤ p� ≤ m, and by setting
yi2 = yi�1 = 1, for i
� �= i. To obtain the remaining |R| points, for each r ∈ R, first set
xr = 1. In addition, if dr = i, set ydr1 = 1; and if dr �= i, set yi1 = ydr2 = 1.
Proposition 5.4.5. Given an arc r ∈ R, (5.2) defines a facet of P1.
Proof. We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P1 whose induced face contains the face F induced by (5.2). We will show that πx ≤ π0
is a scalar multiple of (5.2). Because the origin is a feasible solution that satisfies (5.2) as
an equality, we have that π0 = 0. Let 1 ≤ p ≤ m and xrp satisfy ydrp = xr = 1, with all
other variables equal to zero. It is easy to see that xrp is feasible and satisfies (5.2) as an
equality. Then,
πxrp = πdrp + πr = π0 = 0 , (5.12)
where πdrp is the component of vector π that multiplies variable ydrp in xrp, and πr is the
component that multiplies xr. Therefore, πdrp = −πr. By varying the value of p, (5.12)
implies that
πdr1 = πdr2 = · · · = πdrm = −πr = αr . (5.13)
To complete the proof, we need to show that all remaining components of π are equal to
zero.
Let r� ∈ R\{r} with dr� = dr. Consider the vector x = xrp+enm+r� , whose components
are all zero except ydrp, xr and xr� which have value one. Clearly, x is feasible and belongs
to F . Therefore, we have πr� = 0. From now on, let us assume that dr� �= dr. For any
p ∈ {1, . . . , m}, by setting ydr�p = 1 and all other variables equal to zero, we obtain a
feasible vector x that lies on F . As a consequence, πx = π0, implying that πdr�p = 0 for
all r� �= r and all p. Similarly, choosing x such that ydr�p = xr� = 1, we generate a feasible
point in F which yields πr� = 0 for all r
� �= r.
Proposition 5.4.6. Given 1 ≤ p ≤ m and K ∈ K with |K| ≥ 2, (5.3) defines a facet of
P1.
Proof. We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P1 whose induced face F contains the face of P1 induced by (5.3). We will show
that πx ≤ π0 is a scalar multiple of (5.3). In this proof, the components of vector π are
identified as in Proposition 5.4.5.
First let us partition the variables into five classes: (i) yjp with V (j) ∈ K; (ii) yjq with
V (j) ∈ K, and q �= p; (iii) yjq with V (j) /∈ K; (iv) xr with V (dr) ∈ K; and (v) xr with
V (dr) /∈ K. We now exhibit feasible points that satisfy (5.3) as an equality to determine
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the values of the coefficients of vector π for each class of variables defined above. For each
choice of x given below, undefined variables are assumed to be equal to zero. (i) Let x
have yjp = 1. Then, πx = πip = π0; (ii) Let i ∈ S be such that V (i) ∈ K, and let x have
yjq = yip = 1. Then, πx = πjq+πip = π0, which implies πjq = 0 because of (i); (iii) There
exists i ∈ S with V (i) ∈ K such that V (j) is not adjacent to V (i) (otherwise, V (j) would
be a vertex of K). For each 1 ≤ q ≤ m, let x have yjq = yip = 1. Then, as in (ii), πjq = 0;
(iv) If x satisfies ydrp = xr = 1, we have πx = πdrp + πr = π0, which implies πr = 0; (v)
As in (iii), we can find an i ∈ S with V (i) ∈ K such that V (dr) is not adjacent to V (i).
Let x have ydr1 = yip = xr = 1. Then, πx = πdr1 + πip + πr = π0, which implies πr = 0.
Proposition 5.4.7. Given an arc r ∈ R, i ∈ SIr and 1 ≤ p ≤ m, (5.4) does not define a
facet of P1, but (5.14) does if 1 ≤ p < m.
p�
a=1
ydra +
m�
b=p
yib + xr ≤ 1 +
m�
a=1
ydra (5.14)
Proof. We first show that inequality (5.4) does not define a facet of P1. To this end, let
F denote the face defined by (5.4) in P1. Now, we claim that all feasible points in F
satisfy inequality (5.1) at equality for i = dr (otherwise dr is not assigned to a level, xr
is zero because of (5.2), and the left-hand side of (5.4) is at most one). Since the P1 is
full-dimensional, F cannot be a facet of it.
Notice that, by defining the binary variable z =
�m
a=1 ydra and lifting this variable
in (5.4), we obtain inequality (5.14). We now prove that the latter inequality is facet
defining for P1 under the assumptions made in the proposition.
Initially, we observe that (5.14) is not facet-defining for P1 when p = m because one
can check that it is dominated by one of two valid inequalities presented later in this text
(namely (5.16) and (5.19)), depending on what kind of arc r is. Moreover, for convenience,
we rewrite (5.14) as:
m�
b=p
yib −
m�
a=p+1
ydra + xr ≤ 1. (5.15)
We use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality
for P1 whose induced face F contains the face of P1 induced by (5.15). We will show
that πx ≤ π0 is a scalar multiple of (5.15). In this proof, the components of vector π are
identified as in Proposition 5.4.5. We partition the variables into ten classes and establish
the appropriate corresponding coefficients in vector π. For each choice of x given below,
undefined variables are assumed to be equal to zero and the vector is easily shown to be
feasible and to lie on F . (i) yil for p ≤ l ≤ m: Let x have yil = 1. Then, πx = πil = π0. (ii)
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yjm for all j ∈ S \ {dr, i}: Let x have yi(m−1) = yjm = 1. Then, πx = πi(m−1) + πjm = π0
which, from the previous result, implies that πjm = 0. (iii) yjl for all j ∈ S \ {dr, i}
and 1 ≤ l ≤ m − 1: Let x have yim = yjl = 1. Then, πx = πim + πjl = π0 which,
from (i), implies that πjl = 0. (iv) ydrl for 1 ≤ l ≤ p: Let x have yim = ydrl = 1.
Then, πx = πim + πdrl = π0 which, from (i), implies that πdr l = 0. (v) xr: Let x have
ydrp = xr = 1. Then, πx = πdrp + πr = π0 which, from (iv), implies that πr = π0. (vi) yil
for 1 ≤ l ≤ p− 1: Let x have ydrp = xr = yil = 1. Then, πx = πdrp + πr + πil = π0 which,
from (iv) and (v), implies that πil = 0. (vii) xq for all j ∈ S \ {dr, i} and all arcs q of disk
j: Let x have yi(m−1) = yjm = xq = 1. Then, πx = πi(m−1) + πjm + πq = π0 which, from
(i) and (ii), implies that πq = 0. (viii) xq for all arcs q of disk i: Let x have yim = xq = 1.
Then, πx = πim + πq = π0 which, from (i), implies that πq = 0. (ix) xq for all arcs q of
disk dr except arc r: Let x have ydrp = xr = xq = 1. Then, πx = πdrp + πr + πq = π0
which, from (iv) and (v), implies that πq = 0. (x) ydrl for p + 1 ≤ l ≤ m: Let x have
yip = ydrl = xr = 1. Then, πx = πip + πdrl + πr = π0 which, from (i) and (ix), implies
that πdrl = −π0.
We now turn our attention to P2.
Proposition 5.4.8. The dimension of P2 is n(n− 1) + |R|.
Proof. The second model has n(n − 1) + |R| variables, so we claim that P2 is full-
dimensional. Because P2 contains the origin, it suffices to exhibit n(n− 1) + |R| linearly
independent points in P2. Number the variables such that the number that corresponds
to wij is (n − 1)(i − 1) + j when j < i or (n − 1)(i − 1) + j − 1 when j > i, and the
number that corresponds to xr is n(n − 1) + r (1 ≤ r ≤ |R|). Let ei be the unit vector
in Rn(n−1)+|R| with a 1 in the i-th position. The vectors ei with i ∈ {1, . . . , n(n− 1)} are
linearly independent and belong to P2. They correspond to setting a single wij variable
to 1. We get the remaining |R| points by setting xr = wdrj = 1 for each r ∈ R (one at a
time), and j ∈ SIr , if any.
Proposition 5.4.9. Given an arc r ∈ R, the inequality xr ≥ 0 defines a facet of P2,
whereas the inequality xr ≤ 1 defines a facet of P2 only when S
I
r = ∅.
Proof. The origin plus the points described in the proof of Proposition 5.4.8, except for
the point that has xr = 1, constitute n(n− 1)+ |R| affinely independent points satisfying
xr = 0. The inequality xr ≤ 1 is not facet-defining for P2 when S
I
r �= ∅ because it is
implied by (5.8). If SIr = ∅, we obtain enough affinely independent points satisfying
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xr = 1 by using the points described in the proof of Proposition 5.4.8, except for the
origin, and setting xr = 1 in each of them.
Proposition 5.4.10. Given two distinct disks i, j ∈ S, the inequality wij ≥ 0 defines a
facet of P2 if S
I
r = ∅ for all arcs r on the border of disk i. Moreover, the inequality wij ≤ 1
does not define a facet of P2.
Proof. If SIr �= ∅ for an arc r on the border of i (dr = i), wij ≥ 0 is not facet-defining for
P2 because it is implied by (5.8). Otherwise, the origin plus the points described in the
proof of Proposition 5.4.8, except for the point that has wij = 1, constitute n(n−1)+ |R|
affinely independent points satisfying wij = 0. The inequality wij ≤ 1 is not facet-defining
for P2 because it is implied by (5.7).
Proposition 5.4.11. Given two disks i, j ∈ S with i < j, (5.7) defines a facet of P2.
Proof. We use the indirect method and exhibit feasible points x = (w, x) that satisfy (5.7)
and a generic inequality πx ≤ π0 as equalities. If x has wij = 1 and all other variables
equal to zero, we have πx = πij = π0 = α. If we now set wji = 1, we get, due to the
previous identity, πji = π0 = α. To take care of the remaining w variables, we set wij = 1
and wk� = 1 for some (k, �) �= (i, j) and (k, �) �= (j, i). This gives, πij + πk� = π0 = α,
which implies πk� = 0. Note that, if k = j, the chosen x point would have to have wi� = 1
as well in order to be feasible (due to (5.9)). This issue can be resolved by zeroeing out
all π’s whose first subindex is i before any others. For example, we can begin by setting
wij and wi� to 1 to conclude that πi� = 0 for all � �= j.
Let r ∈ R and set xr = 1, and wdrk = 1 for k ∈ S
I
r . If the previous assignment sets
neither wij nor wji to 1, make wij = 1. Then, we have πx = πr + πab = π0 = α, where ab
is either ij or ji, which implies πr = 0.
Proposition 5.4.12. Given an arc r ∈ R and a disk j ∈ SIr , (5.8) defines a facet of P2.
Proof. We use the indirect method to show that, given r ∈ R, j ∈ SIr , and a generic
inequality πx ≤ π0 that contains the face of P2 defined by (5.8), then πr = −πdrj = α,
and the remaining coefficients of π, as well as π0, are zero.
Because the origin satisfies (5.8) as an equality, π0 = 0. Let x satisfy wij� = 1 for i �= dr
or j� �= j, with the remaining variables equal to zero. Then, πij� = π0 = 0. Moreover, if
xr = 1 and wdrj� = 1 for all j
� ∈ SIr , we have πx = πr + πdrj = π0 = 0, which implies
πr = −πdrj = α. It remains to show that π
�
r = 0 for r
� �= r. Let r� ∈ R be such that
dr� �= dr. If xr� = 1 and wdr�j� = 1 for j
� ∈ SIr�, we conclude that πr� = 0. On the other
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hand, if r� is such that dr� = dr, by setting xr� = xr = 1, and wdrj� = 1 for j
� ∈ SIr� ∪ S
I
r ,
we also conclude that πr� = 0.
Proposition 5.4.13. Given three distinct disks i, j, k ∈ S, (5.9) defines a facet of P2.
Proof. Given three distinct disks i, j, and k, and a generic inequality πx ≤ π0 that
contains the face of P2 defined by (5.9), we will show that πij = πjk = −πik = π0 = α,
and that all other coefficients of π are equal to zero. As we exhibit feasible points satisfying
(5.9) as an equality, variables that are not assigned a specific value are assumed to be
equal to zero.
Let x have wij = 1. This implies that πx = πij = π0 = α. Likewise, if wjk = 1, we get
πjk = α. Finally, if wij = wjk = wik = 1, we have that πik = −α.
We now show that all remaining coefficients of π are zero. Let i� and j� not belong
to {i, j, k} and let x have wi�j� = wij = 1. Then, πx = α implies πi�j� = 0. Now,
let � /∈ {i, j, k}. The point satisfying w�i = wjk = 1 implies π�i = 0, and the point
wi� = wjk = 1 implies πi� = 0. Likewise, the point w�k = wij = 1 implies π�k = 0, and the
point wk� = wij = 1 implies πk� = 0. Continuing in this fashion, the point w�j = wij = 1
implies π�j = 0, and the point wj� = wjk = 1 implies πj� = 0. We still need to show
that πji = πkj = πki = 0. The point satisfying wjk = wji = 1 implies πji = 0; the point
satisfying wij = wkj = 1 implies πkj = 0, and, finally, the point with wki = wjk = wji = 1
implies πki = 0.
It remains to show that πr = 0 for all r ∈ R. If dr /∈ {i, j, k}, let xr = wdrj� = 1 for all
j� ∈ S, in addition to wij = 1, to get πr = 0. If dr = i, let xr = wij� = 1 for all j
� ∈ SIr ,
together with wij = 1, and wjk = 1 if k ∈ S
I
r , to get πr = 0. If dr = j, let xr = wjj� = 1
for all j� ∈ SIr , in addition to wjk = 1, to get πr = 0. Finally, if dr = k, let xr = wkj� = 1
for all j� ∈ S, together with wij = 1, to obtain xr = 0 (this works even if i and/or j
belong to SIr ).
5.4.1 Comparing the Two Formulations
Let P˜1 be the feasible set of the linear relaxation of (5.1)–(5.6) and let P˜2 be the feasible
set of the linear relaxation of (5.7)–(5.11). Moreover, let P˜ x1 and P˜
x
2 be the projections
of P˜1 and P˜2 onto the x-space, respectively. More specifically, P˜
x
1 = {x ∈ R
|R| | (y, x) ∈
P˜1 for some y ∈ Rnm} (P˜ x2 is defined analogously).
Proposition 5.4.14. P˜ x1 � P˜
x
2 .
Proof. We exhibit a fractional solution (y0, x0) ∈ P˜1 for which there exists no w
0 ∈ Rn(n−1)
such that (w0, x0) ∈ P˜2. Consider the arrangement shown in Figure 5.5. The nine arcs
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Figure 5.5: Counterexample showing that P˜ x1 � P˜
x
2
in the arrangement are identified by the numbers 1 through 9 (note that d1 = d5 = d6,
d2 = d4 = d8, d3 = d7 = d9, and arcs 1, 2, and 3 have two pieces). The following solution is
feasible for P˜1: y
0
d11
= y0d23 = y
0
d32
= 3
8
, all other y0ip =
1
4
, and x0 = (7
8
, 7
8
, 7
8
, 1
4
, 3
4
, 1
8
, 7
8
, 7
8
, 1
8
).
Hence, x0 ∈ P˜ x1 . This choice of x
0 coupled with (5.7) and (5.8) implies that w0 must
satisfy wd1d2 =
3
4
, wd2d1 =
1
4
, wd1d3 = wd3d2 =
1
8
, and wd3d1 = wd2d3 =
7
8
, violating the
transitivity constraint wd1d2 + wd2d3 − wd1d3 ≤ 1.
We conjecture that P˜ x2⊂ P˜
x
1 , but we do not have a proof of that yet.
5.5 Strengthening the ILP Formulations
The geometric nature of PSM’s enables us to obtain new valid inequalities by observing
that certain groups of arcs cannot be visible simultaneously due to a physical impossibility.
In the sequel, A is an arrangement of disks on a plane. We use the following additional
data sets:
  Df ≡ set of disks that contain face f .
  Bf ≡ set of arcs that form the boundary of face f . B
+
f = {r ∈ Bf | dr ∈ Df} and
B−f = Bf \ B
+
f .
  If ≡ set of disks whose borders contain an arc in Bf .
  Cf ≡ set of disks that contain face f in their interior (Cf = Df \ If).
Consider the arrangement in Figure 5.3. The boundary of face g is formed by arcs
r2, r3, and r4. We have Bg = {r2, r3, r4}, Dg = {dr4}, B
+
g = {r4}, B
−
g = {r2, r3},
Ig = {dr2, dr3, dr4}, and Cg = ∅. In the arrangement of Figure 5.6, the boundary of face
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r1
r2 r3
r4
f
Figure 5.6: Arcs r1, r2, and r3 of face f cannot be visible simultaneously
f is formed by arcs r1, r2, and r3. Therefore, we have Bf = B
+
f = {r1, r2, r3}, Df =
{dr1, dr2, dr3, dr4}, If = {dr1, dr2, dr3}, and Cf = {dr4}. If one of the arcs in Bf is visible
in a drawing, the other two cannot appear. Moreover, if dr4 is assigned to the topmost
level, f will not appear. This leads to the valid inequality ydr4m + xr1 + xr2 + xr3 ≤ 1. In
general, we have the following result:
Proposition 5.5.1. Let f be a face of A with |B+f | ≥ 1. If |Cf | ≥ 1 or |B
+
f | ≥ 2, then
(5.16) defines a facet of P1.
�
i∈Cf
yim +
�
r∈B+
f
xr ≤ 1 (5.16)
Proof. To prove validity, note that for every arc r ∈ B+f , all the arcs in B
+
f \ {r} are in
the interior of dr. Therefore, if r is visible, no other arc of B
+
f \ {r} can be visible, which
implies
�
r∈B+
f
xr ≤ 1. Moreover, if a disk in Cf is at the top level (m), we must have�
r∈B+
f
xr = 0, so it suffices to show that
�
i∈Cf
yim ≤ 1. Because all the disks in Cf
contain f , the corresponding vertices in GS form a clique. Hence, at most one of those
disks can be assigned to level m because of (5.3). If |B+f | = 0, (5.16) is dominated by
(5.3). If |Cf | = 0 and |B
+
f | = 1, (5.16) reduces to xr ≤ 1, which is not facet-defining due
to Proposition 5.4.2.
To prove that (5.16) is facet-defining for P1 under the assumptions stated above, we
use the indirect method. Let x = (y, x) and let πx ≤ π0 be a valid inequality for P1
whose induced face contains the face F induced by (5.16). We will show that πx ≤ π0 is
a scalar multiple of (5.16). As usual, this is done by exhibiting several vectors that can
be easily shown to be feasible and lying on F . Moreover, the components of vector π are
also identified as in Proposition 5.4.5.
Let r ∈ B+f , 1 ≤ p ≤ m, and let xrp satisfy ydrp = xr = 1, with all other variables
equal to zero. Clearly, xrp satisfies (5.16) as an equality, xrp ∈ P1, and
πxrp = πdrp + πr = π0 . (5.17)
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By varying the value of p, (5.17) implies that, for any r ∈ B+f ,
πdr1 = πdr2 = · · · = πdrm = αr . (5.18)
Let r ∈ B+f and q /∈ B
+
f . If pq < pr ≤ m, let xrqprpq satisfy ydrpr = ydqpq = xr = 1,
with all other variables equal to zero. This gives πxrqprpq = πdrpr +πdqpq +πr = π0+πdqpq
(using (5.17)), which implies πdqpq = 0. If pr < pq = m, there are two cases: (i) dq /∈ Cf :
we can still set ydrpr = ydqm = xr = 1, which yields πdqm = 0 as above; (ii) dq ∈ Cf :
setting ydqm = 1 and all remaining variables equal to zero, we conclude that πdqm = π0.
We now deal with coefficients of π corresponding to x variables associated with arcs
outside B+f . Let q /∈ B
+
f . There are two cases to consider: (i) dq ∈ Cf : let xqm satisfy
ydqm = xq = 1, with all other variables equal to zero. Then, πxqm = πdqm + πq =
π0 + πq = π0. Therefore, πq = 0; (ii) dq /∈ Cf : Take r ∈ B
+
f and let xqr21 satisfy
ydq2 = ydr1 = xq = xr = 1 (even if q ∈ B
−
f , both q and r will be visible). Then,
πxqr21 = πdq2 + πdr1 + πq + πr = π0 + πq = π0. Hence, πq = 0.
If |B+f | ≥ 2, let p1 > p2, r1 and r2 ∈ B
+
f , and let xr1r2p1p2 satisfy ydr1p1 = ydr2p2 =
xr1 = 1, with all other variables equal to zero. Then, πxr1r2p1p2 = πdr1p1 + πdr2p2 +
πr1 = αr1 + αr2 + πr1 = π0, yielding αr2 = 0, because of (5.17) and (5.18). Moreover,
since r1 and r2 were chosen arbitrarily, we can conclude that αr = 0 for all r ∈ B
+
f .
Consequently, πr = π0 for all r ∈ B
+
f . To achieve the same results when |B
+
f | = 1, we
assume |Cf | ≥ 1. Let xqrm satisfy ydqm = ydr(m−1) = 1, where dq ∈ Cf and B
+
f = {r}.
Then, πxqrm = πdqm+πdr(m−1) = π0+πdr(m−1), which implies πdr(m−1) = 0. Consequently,
because of (5.18), πdrp = 0 for all p, and πr = π0.
Proposition 5.5.2. Let f be a face of A with |B−f | ≥ 1. For each r ∈ B
−
f , (5.19) defines
a facet of P1.
�
i∈Df
yim + xr ≤ 1 (5.19)
Proof. The inequality is clearly valid. To prove that (5.19) is facet-defining for P1 under
the assumptions stated above, we use the indirect method as in the proof of Proposi-
tion 5.5.1. Let 1 ≤ p ≤ m, and let xrp satisfy ydrp = xr = 1, with all other variables equal
to zero. Clearly, xrp satisfies (5.19) as an equality, xrp ∈ P1, and
πxrp = πdrp + πr = π0 . (5.20)
By varying the value of p, (5.20) implies that
πdr1 = πdr2 = · · · = πdrm = αr . (5.21)
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Let q �= r. If pq < pr ≤ m, let xrqprpq satisfy ydrpr = ydqpq = xr = 1, with all other
variables equal to zero. This gives πxrqprpq = πdrpr +πdqpq +πr = π0+πdqpq (using (5.20)),
which implies πdqpq = 0. If pr < pq = m, there are two cases: (i) dq /∈ Df : we can still set
ydrpr = ydqm = xr = 1, which yields πdqm = 0 as above; (ii) dq ∈ Df : setting ydqm = 1 and
all remaining variables equal to zero, we conclude that πdqm = π0.
We now deal with coefficients of π corresponding to x variables associated with arcs
q �= r. There are two cases to consider: (i) dq ∈ Df : let xqm satisfy ydqm = xq = 1,
with all other variables equal to zero. Then, πxqm = πdqm + πq = π0 + πq. Therefore,
πq = 0; (ii) dq /∈ Df : Let xqr21 satisfy ydq2 = ydr1 = xq = xr = 1. Then, πxqr21 =
πdq2 + πdr1 + πq + πr = π0 + πq. Hence, πq = 0.
Finally, let dq ∈ Df and let xqrm satisfy ydqm = ydr(m−1) = 1. Then, πxqrm =
πdqm + πdr(m−1) = π0 + πdr(m−1), which implies πdr(m−1) = 0. Consequently, because of
(5.21), αr = 0 and πr = π0.
In an attempt to find the counterpart of Proposition 5.5.1 for P2, we obtained the following
result.
Let GR be a graph with one node for every arc r ∈ R, denoted V (r), and an arc
between two nodes V (r1) and V (r2) if dr1 ∈ S
I
r2
and dr2 ∈ S
I
r1
(i.e. r1 and r2 cannot be
visible simultaneously). Given a clique K of GR, to simplify notation we will treat K as
a set of arcs whose corresponding vertices induce a clique in GR. Therefore, we can apply
typical set operations to K, such as writing r ∈ K to indicate that V (r) is a node of the
clique, and writing |K| to indicate the number of nodes in the clique.
Proposition 5.5.3. Let K be a maximal clique in GR with |K| ≥ 3. Then, (5.22) defines
a facet of P2.
�
r∈K
xr ≤ 1 (5.22)
Proof. The inequality is clearly valid. To see the connection between (5.22) and (5.16)
note that, given a face f of A, the arcs in B+f correspond to a clique in GR, but when
Cf �= ∅ that clique is not necessarily maximal.
If |K| = 1, (5.22) reduces to xr ≤ 1, which may of may not be facet defining, according
to Proposition 5.4.9. If |K| = 2, let r1 and r2 be the two arcs of K. The following system
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of inequalities has to be satisfied:
xr1 + xr2 ≤ 1 (5.23)
wdr1dr2 + wdr2dr1 ≤ 1 (5.24)
xr1 ≤ wdr1dr2 (5.25)
xr2 ≤ wdr2dr1 (5.26)
To satisfy (5.23) as an equality, we need either xr1 = 1 or xr2 = 1. If xr1 = 1, then (5.25)
implies wdr1dr2 = 1, which in turn implies wdr2dr1 = 0 because of (5.24). Likewise, xr2 = 1
implies wdr2dr1 = 1 and wdr1dr2 = 0. Hence, a point that satisfies (5.23) as an equality
also satisfies (5.24) as an equality, implying that (5.23) is not facet-defining.
From now on, we assume that |K| ≥ 3. We use the indirect method and consider a
generic valid inequality πx ≤ π0, as before. For any r ∈ R with S
I
r �= ∅, define xr as the
point having xr = wdrj = 1 for all j ∈ S
I
r . All x points used below can be easily shown
to be feasible and to satisfy (5.22) as an equality.
Let r ∈ K, which implies SIr �= ∅. Then, πxr gives
πr +
�
j∈SIr
πdrj = π0 = α (5.27)
We will show that πdrj = 0 for all j ∈ S. First, let j /∈ S
I
r . By taking xr and additionally
setting wdrj = 1, we get πxr + πdrj = π0, which implies πdrj = 0 because of (5.27).
Second, define IK as the set of all disks that contain an arc of K on their border, and
let j ∈ SIr ∩ IK . That is, j = dr2 for some r2 ∈ K \ {r}. By assumption, |K \ {r}| ≥ 2.
Therefore, take xr and additionally set wdr2dr3 = 1 for some pair of arcs r2, r3 ∈ K \ {r}.
As before, this point yields πdr2dr3 = 0 because of (5.27), and in a similar manner we can
also show that πdr3dr2 = 0. Note that by repeating the previous argument, we can show
that πdrdr3 = πdr3dr = 0 by using xr2 as a starting point. Similarly, we can show that
πdrdr2 = πdr2dr = 0 by using xr3 as a starting point, and so on. Finally, the last disks in
SIr left to consider are j ∈ S
I
r \ IK . Note that the point xr2 has wdr2dr = 1. If j ∈ S
I
r2
,
xr2 also has wdr2j = 1; otherwise we already know that πdr2 j = 0 (from above) and we
can still set wdr2 j = 1. Either way, observe that it is feasible to also set wdrj = 1. After
multiplying the resulting point with π we conclude that πdrj = 0. Because πdrj = 0 for
all j ∈ S, (5.27) implies that πr = π0 = α for all r ∈ K.
Before proceeding, we define another set of disks that is related to the clique K: letDK
be the set of disks i ∈ S that contain some arc of K in their interior, that is DK = ∪r∈KS
I
r
(note that IK ⊆ DK). We now look at each disk in S and all the arcs on their borders by
breaking them down into three groups.
First, let i ∈ S \ DK . By taking the point xr for some r ∈ K, additionally setting
wij = 1 for any j ∈ S \ {dr}, and multiplying the resulting vector by π, we conclude
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that πij = 0. To show that πidr = 0, we proceed in a similar way, but start with the
point xr2 for some r2 ∈ K \ {r} and additionally set widr = 1. Given r ∈ K and an arc
r1 on the border of i (dr1 = i) two cases may occur: (i) dr /∈ S
I
r1
: use xr + xr1 to get
π(xr + xr1) = πr + πr1 = π0 = α, which yields πr1 = 0; (ii) dr ∈ S
I
r1
: take the point
xr + xr1 and also set wij = 1 for all j ∈ S
I
r to conclude that πr1 = 0.
Second, let i ∈ DK \ IK. This means that i contains some (maybe even all) of the arcs
of K in its interior, but no arc of K is on i’s border. Given r ∈ K and j ∈ S \ {dr}, to
show that πij = 0 we can start with the point xr, set wij = 1, and set wdrj = 1 (recall that
we have already shown that πdrj = 0). To show that πidr = 0, we begin with the point xr2
for some r2 ∈ K \ {r} and additionally set widr = 1. Note that this works regardless of
whether SIr2 contains i or not, because xr2 sets wdr2dr = 1. Given an arc r1 on the border
of i, because r1 /∈ K, there exists an arc r ∈ K such that dr /∈ S
I
r1
. Therefore, take the
point xr + xr1 and additionally set wdrj = 1 for all j ∈ S
I
r1
. Multiplying this point with
π yields πr + πr1 = π0, which implies πr1 = 0.
Finally, let i ∈ IK . At the beginning of the proof, we showed that πij = 0 for all
i ∈ IK and j ∈ S, and we also showed that all arcs on the border of i that belong to K
have their π coordinate equal to α. It remains to show that any arc r1 on the border of
i that does not belong to K has πr1 = 0. Because r1 /∈ K, we can proceed in the exact
same way as we did for arcs on the border of disks from the set DK \ IK (see previous
paragraph), and conclude that πr1 = 0.
A vertex of an arrangement is non-degenerate if it is an intersection point of exactly
two disks or, equivalently, four arcs, as shown in Figure 5.7(i). Since each arc can be either
visible or not, there are 16 potential assignments of values to their respective x variables.
In a feasible solution, however, only the five assignments shown in Figure 5.7(ii)–(vi) are
possible (dashed arcs are obscured). This observation gives rise to Proposition 5.5.4.
Proposition 5.5.4. Given a non-degenerate vertex of an arrangement as shown in Fig-
ure 5.7(i), (5.28)–(5.31) are valid and define facets of both P1 and P2.
xr1 ≥ xr3 (5.28)
xr2 ≥ xr4 (5.29)
xr3 + xr4 ≥ xr1 (5.30)
xr3 + xr4 ≥ xr2 (5.31)
Proof. It is easy to see that the five feasible configurations shown in Figure 5.7(ii)–(vi)
satisfy (5.28)–(5.31). In addition, because of symmetry, it suffices to show that (5.28) and
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Figure 5.7: A non-degenerate vertex (i), five feasible arc configurations: (ii)–(vi), and two
infeasible ones: (vii) and (viii)
(5.30) are facet defining. We will use the indirect method and define πx ≤ π0 as usual
(see the proof of Proposition 5.5.1).
We begin by showing the result for P1. The zero vector satisfies (5.28) as an equality,
which yields π0 = 0. Given i ∈ S and 1 ≤ p ≤ m, let xip be such that yip = 1 and
all other variables are equal to zero. Clearly, xip belongs to P1 and satisfies (5.28) as an
equality. Because πxip = πip = π0, we have that πip = 0 for all i and p. Given 1 ≤ p ≤ m
and r ∈ R \ {r1, r3}, let xrp satisfy ydrp = xr = 1 and have zeroes everywhere else. Again,
xrp satisfies (5.28) as an equality and xrp ∈ P1. Since πxrp = πdrp + πr = π0, we have
πr = 0. Finally, given 1 ≤ p ≤ m, let xr1r3 be such that xr1 = xr3 = ydr1p = 1 (note that
dr1 = dr3). Then, πxr1r3 = πr1 + πr3 + πdr1p = π0. Because πdr1p = π0 = 0, we have that
πr1 = −πr3 , as desired.
We now show that (5.30) is facet defining for P1. By repeating the arguments of the
previous paragraph, we can show that π0 = 0, πip = 0 for all i and p, and πr = 0 for all
r ∈ R\{r1, r3, r4}. Let xr1r3 be such that xr1 = xr3 = ydr11 = 1 and all other variables are
equal to zero. Then, πxr1r3 = πr1 + πr3 + πdr11 = π0, which implies πr1 = −πr3 . Finally,
let xr1r4 be such that xr1 = xr4 = ydr11 = ydr42 = 1, with all other variables equal to zero.
Then, πxr1r4 = πr1 + πr4 + πdr11 + πdr42 = π0, which also implies that πr1 = −πr4 .
We now turn our attention to P2 and inequality (5.28) (still using the indirect method
as above, but now enumerating points that are feasible for P2). Because the origin satisfies
(5.28) as an equality, we have π0 = 0. If we choose x to satisfy wij = 1, we have
πx = πij = 0 for all pairs of disks i and j.
Given r ∈ R\{r1, r3}, let x satisfy xr = wdrj = 1 for all j ∈ S
I
r . Because every wij = 0,
we have πr = 0. Finally, because dr1 = dr3, the point satisfying xr1 = xr3 = wdr1 j = 1 for
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all j is valid, which implies πr1 + πr3 = 0, as desired.
To show that (5.30) defines a facet of P2, it suffices to show that πr1 = α and πr3 =
πr4 = −α, with all the remaining elements of vector π taking null values. Using the origin
again, we conclude that π0 = 0, and setting wij = 1, we conclude that πij = 0 for all
i, j ∈ S. For r ∈ R \ {r1, r3, r4}, setting xr = wdrj = 1 for all j ∈ S
I
r yields πr = 0. If
we let xr1 = xr3 = wdr1 j = 1 for all j, we obtain πr1 + πr3 = 0. Finally, to determine
the value of πr4 , we choose x so that xr1 = xr4 = wdr1 j = wdr4k = 1 for all j ∈ S
I
r1
and
k ∈ SIr4 . Because, by Figure 5.7(i), dr1 ∈ S
I
r4
and dr4 /∈ S
I
r1
, it is true that wdr4dr1 = 1 and
wdr1dr4 = 0, making this choice of x feasible. Hence, we have πr1 + πr4 = 0.
Because the wij variables define a partial order on the disks in S, P2 can be viewed
as a lifted partial order polytope (POP) [8] with side constraints. Therefore, one could
use valid inequalities for the POP as a starting point for finding valid inequalities for P2.
The odd closed walk inequality studied in [8] is one such example.
Proposition 5.5.5. Let DS = (V,A) be a complete directed graph with one node in
V for every disk in S (as before, V (i) denotes the node corresponding to disk i). Let
C = (V (i1), . . . , V (ik), V (ik+1)), with ik+1 = i1 and ik+2 = i2, be an odd cycle of length k
in DS. Then, (5.32) defines a facet of P2.
k�
a=1
wiaia+1 −
k�
a=1
wiaia+2 ≤
k − 1
2
(5.32)
Proof. We use the indirect method and refer to a generic inequality πx ≤ π0 as usual.
We will show that πiaia+1 = α and πiaia+2 = −α, for a = 1, ..., k, and π0 = α
k−1
2
.
Let V (ia) be a vertex of C. We refer to subsequent vertices in the directed cycle as
V (ia+j), for j = 1, . . . , k− 1. Define the point �xia by setting variables wia+j� ia+j�+1 = 1 for
all j� odd, that is, wia+1ia+2 = wia+3ia+4 = ... = wia−2ia−1 = 1, as exemplified in Figure 5.8(i).
Note that �xia is feasible and satisfies (5.32) as an equality. Therefore, π�xia = π0.
We divide variables wij, with i, j ∈ S into four classes. If V (i), V (j) /∈ C, start with
the point �xia and also set wi,j = 1. When we multiply the resulting point by π, we obtain
π�xia + πij = π0, which implies that πij = 0. If V (i) ∈ C and V (j) /∈ C, choose a
� such
that V (ia�) = V (i), start with �xia� , and additionally set wij = 1 to conclude that πij = 0.
By proceeding in an analogous way, we can also show that πij = 0 when V (i) /∈ C and
V (j) ∈ C. Next, we deal with the case in which both V (i) and V (j) belong to C.
Consider the point �xia+2; it has wia+3ia+4 = · · · = wia−2ia−1 = wiaia+1 = 1. Because
both �xia and �xia+2 satisfy (5.32) as an equality, and the only variables that are equal to
one in only one of these points are wia+1ia+2 (in �xia) and wiaia+1 (in �xia+2), as shown in
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V (ia)
(i) (ii) (iii)
V (ia) V (ia)
V (ia+2)
(iv)
Figure 5.8: A cycle of length 7. Only edges whose corresponding variable w is set to 1
are shown
Figure 5.8(i) and (ii), it is true that π(xia−xia+2) = πia+1ia+2−πiaia+1 = 0. By varying the
value of a, we can show that πiaia+1 = α for a = 1, . . . , k. In addition, because πxia = π0,
we also conclude that π0 = α
k−1
2
.
If we take the point �xia and also set wiaia+1 = wiaia+2 = 1 for a = 1, . . . , k, it is easy
to see that the resulting point is feasible and still satisfies (5.32) as an equality. Since
π�xia = π0, we conclude that πiaia+1 + πiaia+2 = 0. Therefore, πiaia+2 = −πiaia+1 = −α, for
all a = 1, . . . , k.
We now show that πiaib = 0 for b �= a+1 and b �= a+2, for all a = 1, . . . , k. Start with
the point �xia . Let a
� = a+ j�, with j� ≥ 3 and odd. Recall from the definition of �xia that
wia� ia�+1 = 1. Then, set wiaia�+1 = 1, as shown in Figure 5.8(iii) and multiply the resulting
point by π to conclude that πiaia�+1 = 0 for all a
�. Now create another point starting with
�xia and setting wiaia� = 1. To respect the transitivity constraint (5.9), we also have to set
wiaia�+1 = 1, as shown in Figure 5.8(iv). As before, we conclude that πiaia� = 0 for all a
�.
Finally, we consider the πr components of π, for each r ∈ R. Take the point �xia , with
ia = dr, and also set xr = 1 and wdrj = 1 for all j ∈ S. If V (dr) /∈ C, no other variable in
(5.32) has been set to one besides those in �xia . Therefore, the resulting point allows us to
conclude that πr = 0. If V (dr) ∈ C, the resulting point actually sets only two additional
variables in (5.32) to one, namely wiaia+1 and wia,ia+2. Nevertheless, the equality between
the left-hand side and the right-hand side of (5.32) is maintained. Therefore, this feasible
point also allows us to conclude that πr = 0.
5.6 Decomposition Techniques
To reduce the size of the ILP model, we introduce decomposition techniques that allow
us to consider smaller sets of disks at a time.
Without loss of generality, we assume that GS is connected. Otherwise, each of its con-
nected components can be treated separately. In addition, we can decompose a connected
98 Cap´ıtulo 5. Optimizing the Layout of PSM’s: Polyhedra and Computation
a
e
c
b
d
v
(i) (ii) (iii) (iv)
a
b
v
e
v
c
d
v
Figure 5.9: An instance that allows for decomposition
component around articulation points of GS. Consider the example in Figure 5.9(i), in
which S = {a, b, c, d, e, v}. The node corresponding to disk v, i.e. V (v), is an articulation
point of GS because its removal disconnects the graph into three connected components:
{a, b}, {c, d}, and {e}. By adding v to each of these components, we get instances (ii),
(iii), and (iv) of Figure 5.9, which are solved independently. Those three optimal solutions
can be combined into an optimal solution for the entire set S by preserving the relative
order of the disks in each solution. Proposition 5.6.1 formalizes this idea.
Proposition 5.6.1. Let S be a set of disks such that GS is not 2-connected and let v be
a disk corresponding to an articulation point of GS. Let Sk contain v plus the disk set of
the k-th connected component obtained after the removal of V (v) from GS. The optimal
solutions for each Sk can be combined into an optimal solution for S in polynomial time.
Proof. Let V (v) be an articulation point of GS and let v be its corresponding disk in
S (note that articulation points can be found in O(|E|) time [3]). Using the notation
introduced in the proposition, consider the disk subsets Si and Sj corresponding to any
two distinct connected components of GS − V (v). By definition, the pieces of v’s border
contained in Si \ {v} and in Sj \ {v} are disjoint. Hence, the optimal solutions of the
problems defined over Si and Sj do not influence each other. In other words, the relative
order imposed by those solutions onto the disks of each such subset is optimal for the
complete set of disks S. If we consider these orders as representing an orientation of the
arcs of GS, we have a directed acyclic graph G
�
S. The optimal assignment of disks to levels
can be obtained in polynomial time from a topological ordering of G�S.
If the graph of a connected component (GSk) is not 2-connected and has an articulation
point, the above procedure can be applied recursively.
From Figure 5.9(ii), it is clear that there exists an optimal solution in which a and
b are drawn above v. Hence, we can consider a and b as a separate instance, and v as
another. Proposition 5.6.2 formalizes this idea.
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Figure 5.10: If dI is contained in dJ and d
�
I is disjoint from dJ , there must exist a disk d
��
I
that crosses the border of dJ , which leads to a contradiction
Proposition 5.6.2. Let S be a set of disks and let HS be a directed graph with one node
for every disk in S and an arc from node i to node j whenever a portion of the border of
i’s disk is contained in the interior of j’s disk. Let Sk be the disk set of the k-th strongly
connected component of HS. The optimal solutions for each Sk can be combined into an
optimal solution for S in polynomial time.
Proof. Let I and J be two distinct strongly connected components of HS, and let SI and
SJ be their corresponding sets of disks, respectively. Either there exists no directed arc
between I and J — in which case they can be solved independently — or, without loss
of generality, all arcs go from I to J . (Having arcs in both directions would imply that I
and J form a single strongly connected component.) In the latter case, there exists a disk
dI ∈ SI that is entirely contained inside some disk dJ ∈ SJ . As a consequence, every disk
in SI must be entirely contained inside dJ . To see why, suppose that there exists d
�
I ∈ SI
disjoint from dJ . Because dI and d
�
I belong to the same strongly connected component,
there must exist another disk d��I ∈ SI crossing the border of dJ , as shown in Figure 5.10,
which would contradict the fact that I and J are distinct components. Hence, because
SI is entirely contained inside a disk of SJ , we can independently calculate the optimal
solutions to these two sets of disks and then draw all the disks that belong to SI on top
of the disks that belong to SJ .
5.7 Computational Experiments
Our experiments are performed on the same set of instances used in the paper by Cabello
et al. [1]. Instances City 156 and City 538 represent the 156 and 538 largest American
cities, respectively, in which the area of each disk is proportional to the city’s population.
Instances Deaths and Magnitudes represent the death count and Richter scale magnitude
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Table 5.1: Number of components and largest component before/after decomposition
Instance # Disks Connected Strongly Connected 2-Connected
City 156 156 38 (57) 45 (56) 53 (29)
City 538 538 185 (98) 213 (94) 240 (53)
Deaths 573 134 (141) 317 (85) 333 (70)
Magnitudes 491 31 (155) 31 (155) 45 (116)
of 602 earthquakes worldwide, respectively. Disks are placed at the epicenters of each
earthquake, and disk areas are proportional to the corresponding quantities [11]. When
disks in an instance coincide, we replace them by a single disk whose border is the total
border length of the original disks. This is possible because we can assume that such disks
would occupy adjacent levels in an optimal solution. This pre-processing step reduces the
number of disks in Deaths and Magnitudes to 573 and 491, respectively.
In Table 5.1, column Connected shows the number of connected components in GS for
each instance, with the number of disks in the largest component in parentheses. Column
Strongly Connected shows the resulting number of components (and largest component)
after we apply the decomposition of Proposition 5.6.2. Proposition 5.6.1 yields further
decomposition, as shown under column 2-Connected. The reductions in problem size are
remarkable. City 538 can now be solved by optimizing over sets of disks no larger than
one tenth of its original size. Solving the original instances is now equivalent to solving
671 significantly smaller instances. Overall, the size of our largest instance dropped from
573 to 116 disks.
We implement a cut-and-branch algorithm for each of the two ILP models described
in Section 5.3. From now on, we refer to the first model ((5.1)–(5.6)) as model M1,
and we refer to the second model ((5.7)–(5.11)) as model M2. We now present some
implementation details for each case.
In model M1, we implement (5.1) as SOS1, substitute (5.14) for (5.4), and add (5.16),
(5.28)–(5.31) at the root node. (Inequalities (5.19) did not help computationally.) Because
|K| can be exponentially large, rather than including all of (5.3), we heuristically look for
an edge covering of GS by maximal cliques [9]. Alternatively, we also tried replacing (5.3)
with yip + yjp ≤ 1 for each level p and all (i, j) ∈ E. Although theoretically weaker, the
latter formulation performed better in our experiments. This might be explained by the
sparser coefficient matrix of the weaker model, which typically yields easier-to-solve linear
relaxations. Finally, instead of computing the exact value of m as in Proposition 5.3.1,
which is NP-Hard [6], we use m = n in every run because the exact m is equal to n in
many of the large components.
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In model M2, we create a variable wij for all pairs i, j ∈ S with i �= j. This way,
(5.9) prevents any cyclic orientation among disks. In addition, we implement (5.7) as an
equality rather than an inequality because our computational experience suggests that
the equality form yields better running times. Finally, we include (5.22) and (5.28)-(5.31)
at the root node. For (5.22) in particular, instead of looking for all maximal cliques in GR
as described in Proposition 5.5.3, we only consider cliques corresponding to the arcs of B+f
for each face f of the arrangement. Although such cliques are not necessarily maximal,
they can be found efficiently and already provide good results (see Section 5.7.1).
Our implementation was done in C++, using CGAL [13] for data extraction. We use
XPRESS-Optimizer [5] version 20.00 to solve each problem on a 2.4GHz Intel  Core 2
Quad processor, with 4GB of RAM. Unless noted otherwise, we limit each run to five
hours of CPU time.
5.7.1 Numerical Results
For comparison purposes, we use the O(n2 log n) heuristic from [1, 2] to find good feasible
solutions. Despite being a Max-Min heuristic, its solutions also perform well in terms of
the Max-Total objective.
We begin by discussing the results obtained with model M1. Out of the 671 com-
ponents obtained through decomposition, all but the five or six largest ones from each
original instance are easily solved by our cut-and-branch algorithm. We will focus on
them first.
For components with |Sk| ≤ 2, the solution is trivial. For the remaining easy-to-solve
components, we summarize our results in Table 5.2. Column Comp. w/ |Sk| > 2 indicates
how many easy components from the corresponding original instance have more than two
disks. The next nine columns indicate the minimum, average, and maximum values of
component size, followed by the number of search nodes and CPU time required to find
an optimal solution, respectively. When compared to the heuristic solutions, the optimal
solutions to the 67 problems from Table 5.2 are 13.2% better on average (min = 0.0%
and max = 158.4%).
The results obtained with the five (or six) most challenging components of each origi-
nal instance appear in Table 5.3. Component names are written as “α-β-γ (δ)”, where α
identifies the instance, β-γ indicates that this is the γ-th component generated by Propo-
sition 5.6.1 when applied to the β-th component generated by Proposition 5.6.2, and δ is
the number of disks. In Table 5.3, Base Value represents the total border length of arcs
r that are visible in any feasible solution (SIr = ∅). This value is subtracted from the
solution values in the remaining columns. Best Feasible and Best UB are the best lower
and upper bounds on the optimal value found within the time limit, respectively (optimal
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Table 5.2: Average results with model M1 over smallest non-trivial components of each
instance
Original Comp. w/ |Sk| Nodes Time (in sec.)
Instance |Sk| > 2 Min Avg Max Min Avg Max Min Avg Max
City 156 11 3 5.3 14 1 20.8 213 0 3.5 38
City 538 20 3 5.4 12 1 11.9 145 0 0.4 5
Deaths 22 3 4.7 10 1 5.8 93 0 0.1 1
Magnitudes 14 3 4.7 10 1 1.8 7 0 0.1 1
solutions appear in bold). Column % Gap shows the relative difference between the lower
and upper bounds, and % Above Heur. indicates how much better the best known lower
bound is with respect to the heuristic solution discussed above.
Instance City 156 presented no difficulties, having all of its five largest components
solved in less than 8 minutes. We found optimal or near optimal solutions to the first
four of the largest components of City 538, with significant improvements in quality with
respect to the heuristic solutions. The two largest components of City 538 turned out to
be more challenging, with sizable gaps remaining after five hours of computation. All but
one of the largest earthquake death components were solved to optimality. As was the case
with component 538-24-0, the time limit was exhausted during the solution of death-2-0
even before branching started. The largest components obtained from the decomposition
of earthquake magnitudes turned out to be the most challenging ones. Note that we do
not have valid upper bounds for instances mag-1-0 and mag-7-0 because the time limit was
not even enough to solve their first linear relaxation. Overall, we were able to find optimal
solutions to 662 out of the 671 components derived from our original four instances.
Cutting planes (5.16) and (5.28)–(5.31) were essential in achieving the results in tables
5.2 and 5.3. With those cuts, the number of search nodes was 54 times smaller on average,
with some cases achieving reductions of almost three orders of magnitude. (Five of the
21 hardest components — six overall — would not have been solved to optimality by
modelM1 without those cuts.) As a consequence, computation times were also drastically
reduced.
Because of its direct relationship to the amount of overlapping between disks, the
number of arcs in an instance/component is a better measure of difficulty than the number
of disks. Model M1 appears to be capable of handling about 600 to 700 arcs in five hours
of CPU which, for our benchmark set, roughly corresponds to instances having between 24
and 26 disks. Table 5.4 contains more details about the size of our five largest components
and how big their ILP formulation is before and after the inclusion of cuts. Because
the number of cuts is small in model M1, we opted not to implement a branch-and-cut
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Table 5.3: Results with model M1 on largest components from each original problem
instance
Base Best Best % % Above
Component Value Feasible UB Gap Heur. Nodes Time (s)
156-18-0 (7) 63.97 12.91 12.91 0 0 1 0
156-3-2 (8) 39.84 40.99 40.99 0 8.5 7 0
156-3-0 (14) 66.15 71.17 71.17 0 7.8 213 39
156-2-0 (26) 167.22 138.05 138.05 0 3.1 5949 381
156-2-1 (29) 219.36 153.85 153.85 0 1.4 117 10
538-47-2 (17) 26.75 25.27 25.27 0 2.0 2463 1259
538-3-0 (26) 34.27 39.19 39.19 0 15.0 23589 9562
538-29-1 (26) 46.48 36.40 36.40 0 4.3 1143 1260
538-1-6 (29) 21.98 43.51 47.05 8.0 9.6 2399 18000
538-1-0 (51) 77.37 82.13 107.35 30.7 0.0 22 18000
538-24-0 (53) 18.98 58.50 186.23 218.3 0.0 1 18000
death-6-0 (12) 953.08 60.16 60.16 0 0.0 51 1
death-8-0 (14) 68.05 39.65 39.65 0 3.1 87 0
death-0-0 (24) 175.78 145.74 145.74 0 5.7 4925 199
death-3-0 (24) 441.75 323.18 323.18 0 1.3 3919 210
death-2-0 (70) 725.28 964.66 1652.02 71.2 0.0 1 18000
mag-5-1 (25) 214.92 593.74 593.74 0 3.7 965 9609
mag-6-0 (26) 217.21 579.58 610.99 5.4 5.0 3385 18000
mag-1-1 (39) 417.32 919.28 1350.23 46.9 0.0 3 18000
mag-5-0 (81) 601.79 1741.24 2317.66 33.1 0.0 1 18000
mag-1-0 (113) 581.41 2743.68 - - 0.0 1 18000
mag-7-0 (116) 700.37 2622.46 - - 0.0 1 18000
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Table 5.4: Number of arcs and size of ILP formulation for the 5 largest components using
model M1
# Rows # Rows
Component # Disks # Arcs # Cols. before cuts after cuts
538-24-0 53 3753 6562 3026565 3035839
death-2-0 70 1366 6266 620970 624115
mag-5-0 81 2059 8620 914490 919623
mag-1-0 113 4318 17087 3733407 3744116
mag-7-0 116 3759 17215 2792468 2801845
Table 5.5: Results with model M2 on components not solved to optimality by model M1
Base Best Best % % Above
Component Value Feasible UB Gap Heur. Nodes Time (s)
538-1-6 (29) 21.98 44.32 44.32 0 11.7 1 5
538-1-0 (51) 77.37 90.08 90.08 0 9.7 1 19
538-24-0 (53) 18.98 65.08 65.08 0 11.2 453 84308
death-2-0 (70) 725.28 1152.13 1152.13 0 19.4 1 61
mag-6-0 (26) 217.21 579.58 579.58 0 5.0 1 13
mag-1-1 (39) 417.32 1128.52 1128.52 0 22.8 1 48
mag-5-0 (81) 601.79 1914.28 1914.28 0 9.9 1 2312
mag-1-0 (113) 581.41 3158.82 3158.82 0 15.1 1 34306
mag-7-0 (116) 700.37 2916.17 2916.17 0 11.2 1 25256
algorithm.
As far as size is concerned, modelM2 is roughly equivalent to modelM1 in terms of the
number of variables, but it can have much fewer constraints than model M1, depending
on the problem instance. For the instances listed in Table 5.4, for example, model M2
can have between 1.6 and 14.7 times fewer rows than model M1. Moreover, the number
of non-zero entries in the constraint matrices of those instances can be between 45 and
288 times smaller in model M2.
For our set of problem instances, model M2 turns out to be empirically superior to
modelM1. On average, for the easy-to-solve instances (i.e. those summarized in Table 5.2),
modelM2 solves 3.7 times faster (min = 0.95 times, max = 90 times) than modelM1, and
uses 9 times fewer (min = 1 times, max = 213 times) search nodes to reach optimality.
However, the most impressive results are obtained on the larger, unsolved components of
Table 5.3, as can be seen in Table 5.5. ModelM2 managed to solve all remaining instances
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to optimality, five of them quite easily. Although we allowed it to run for more 5 hours
in some cases, it is important to note that model M1 would not have been able to solve
those instances even if it had been given the same amount of additional time.
While comparing the root node upper bounds for the instances in Table 5.5 for which
both models found a valid upper bound (i.e. excluding mag-1-0 and mag-7-0), we verified
that the bounds obtained from model M2 are always strictly better (10.4% better on
average; 17.0% better if we ignore the base value) than those from model M1. Although
our implementation of constraints (5.3), (5.7), and (5.22) varies slightly from their strict
definitions (see Section 5.7), the above results, coupled with the superior empirical per-
formance of model M2, as well as Proposition 5.4.14, are indicative that the conjecture
stated at the end of Section 5.4.1 is likely to be true.
5.8 Conclusion
We propose two novel ILP formulations to optimize stacking drawings of proportional
symbol maps (PSM’s) with the objective of maximizing the total visible border of its
symbols (opaque disks in our case). By studying structural and polyhedral aspects of
PSM’s, we devised effective decomposition techniques and new families of facet-defining
inequalities that greatly reduce the computational effort required to solve the problem.
These improvements enabled us to find the first provably optimal solutions to all of the
real-world instances studied in [1, 2]. Because PSM instances are still challenging to solve
when the number of arcs exceeds 2000 or so, we continue to study the PSM polyhedron
in search of new families of cutting planes and/or alternative formulations.
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Comenta´rios
C1: Redefinic¸a˜o do termo P
O termo P1 e´ uma redefinic¸a˜o do termo P do artigo do Cap´ıtulo 4.
C2: Correspondeˆncia aos modelos LAM e GOM
O primeiro modelo apresentado se refere ao modelo LAM e o segundo ao modelo GOM,
apresentados na Sec¸a˜o 3.

Cap´ıtulo 6
A GRASP Heuristic to Construct
Effective Drawings of Proportional
Symbol Maps
Pro´logo
O artigo apresentado neste cap´ıtulo foi escrito em co-autoria com Rafael G. Cano, Pedro J.
de Rezende e Cid C. de Souza, do Instituto de Computac¸a˜o da Universidade Estadual de
Campinas. Este trabalho foi submetido para o jornal cient´ıfico Computers and Operations
Research em Julho de 2011. Ate´ a data da redac¸a˜o desta dissertac¸a˜o, o resultado sobre
sua aceitac¸a˜o ainda na˜o fora divulgado.
Como foi comentado na Sec¸a˜o 3.4, um trabalho estava sendo desenvolvido por Rafael
G. Cano abordando o problema SDMT atrave´s da heur´ıstica GRASP e percebemos que
uma colaborac¸a˜o poderia ser mutuamente bene´fica. O artigo apresentado a seguir e´ fruto
dessa colaborac¸a˜o. Nele propomos uma heur´ıstica GRASP usando path-relinking. Para a
fase de construc¸a˜o e´ usado o algoritmo polinomial para o problema SDMM, apresentado
em [11], com uma componente aleato´ria e para a busca local definimos duas vizinhanc¸as
que sa˜o exploradas de maneira eficiente. Apresentamos tambe´m uma paralelizac¸a˜o para
esse algoritmo usando a biblioteca MPI. As instaˆncias da classe Populac¸a˜o, apresentadas
na Sec¸a˜o 3.5, foram desenvolvidas para este trabalho com a finalidade de comparar os
valores das soluc¸o˜es exata e heur´ıstica. Os resultados foram bastante satisfato´rios, tendo
o algoritmo heur´ıstico encontrado as soluc¸o˜es o´timas de va´rias instaˆncias, e mesmo nos
casos em que na˜o o fez, a diferenc¸a em relac¸a˜o ao valor o´timo foi sempre menor do que
0.23%, com tempos de execuc¸a˜o duas ordens de magnitude menores do que os do algoritmo
exato.
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Abstract
Proportional symbol map is a cartographic tool that employs symbols to represent data
associated with specific locations. Each symbol is drawn at the location of an event and
its size is proportional to the numerical data collected at that point on the map. The
symbols considered here are opaque disks. When two or more disks overlap, part of their
boundaries may not be visible and it might be difficult to gauge their size. Therefore, the
order in which the disks are drawn affects the visual quality of a map. In this work, we
focus on stacking drawings, i.e., a drawing that corresponds to the disks being stacked up,
in sequence, starting from the one at the bottom of the stack. We address the Max-Total
problem, which consists in maximizing the total visible boundary of all disks. We propose
a sophisticated heuristic based on GRASP that includes most of the advanced techniques
described in the literature for this procedure. We tested both sequential and parallel
implementations on benchmark instances and the comparison against optimal solutions
confirms the high quality of our heuristic. To the best of our knowledge, this is the first
time a metaheuristic is applied to this problem.
6.1 Introduction
Proportional symbol maps are cartographic tools that employ symbols to represent data
associated with specific locations, e.g., the magnitudes of earthquakes and the population
of cities. Each symbol is drawn at the location of an event and its size is proportional
to the numerical data collected at that point on the map. The symbols considered here
are opaque disks, notwithstanding that other geometric shapes are also common, such
as triangles and squares. A portion of a disk may not be visible when it overlaps other
disks. The literature contains studies regarding symbol sizing, but it is unclear how much
they should overlap (see [1, 2]). When large portions of a disk are covered, it is difficult
to deduce its size. Therefore, the order in which the disks are drawn affects the visual
quality of a map. An example is shown in Figure 6.1, in which the symbols represent the
population of the largest cities in the northeastern region of Brazil. Analyzing the map
on the left is hard because large portions of several disks are covered. On the other hand,
the placement of the disks on the map on the right makes it much easier to interpret the
information depicted.
Let S be a set of n disks and A be the arrangement formed by the boundaries of the
disks in S. An intersection of the boundaries of two or more disks defines a vertex of A.
We say that an arc is a portion of the boundary of a disk that connects two vertices and
contains no other vertices. A drawing of S is a subset of the arcs and vertices of A that is
drawn on top of the filled interiors of the disks in S. We focus on stacking drawings, i.e.,
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Figure 6.1: Proportional symbol maps showing the population of cities in the northeast
region of Brazil.
a drawing that corresponds to the disks being stacked up by levels, sequentially, starting
from the one at the bottom level of the stack. A good drawing is one that allows a user
to accurately judge the size and the location of the disks. This judgment depends on the
amount of visible boundary of the disks, rather than on their visible area, as illustrated
in Figure 6.2. To measure the quality of a drawing, two values can be considered [3]: the
minimum visible boundary length of any disk and the total visible boundary length over
all disks. The Max-Min and the Max-Total problems consist in maximizing the former
and the latter values, respectively.
v r
Figure 6.2: Arrangement A with vertex v and arc r (left), a drawing of the disks in A
(center), and a drawing in which the location of the center and the size of the bottom
disk cannot be determined (right).
Cabello et al. [3] present a greedy algorithm to solve the Max-Min problem in
O(n2 logn) time. Experimental results reported in that work show that, compared with
three simple heuristics, this algorithm also performs better for the Max-Total problem.
Besides, they show that if no point in the plane is contained in more than O(1) disks, the
solution can be found in O(n logn) time. Kunigami et al. [4] propose an integer linear
programming formulation for the Max-Total problem, as well as several families of facet-
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defining inequalities. In addition, they introduce decomposition techniques that split the
disks into smaller components which can be solved independently. They also provide the
first provably optimal solutions to some real-world instances.
The computational complexity of the Max-Total problem for stacking drawings re-
mains open. Therefore, the development of heuristics is desirable. In particular, the
GRASP metaheuristic [5, 6, 7, 8] has been successfully applied to a wide range of areas,
including other map drawing problems (see e.g. [9, 10]). Its iterations consist of two
phases: construction, which builds an initial solution using a greedy randomized adaptive
algorithm, and local search, which tries to improve the quality of the initial solution by
exploring its neighborhood. GRASP can also be enhanced with path-relinking [11, 12, 13],
which is an intensification strategy that examines trajectories connecting distinct solu-
tions.
In this work, we propose a sophisticated heuristic based on GRASP with path-relinking
for the Max-Total problem for stacking drawings. Our heuristic includes most of the ad-
vanced techniques described in the literature for this procedure. We tested both sequential
and parallel implementations on benchmark instances and the comparison against opti-
mal solutions confirms the high quality of the heuristic. To the best of our knowledge,
this is the first time a metaheuristic method is presented for this problem.
In Section 6.2, we describe how the initial solutions are built, and in Section 6.3,
we present the neighborhoods for the local search. The algorithms and data structures
used for path-relinking are given in Section 6.4. Parallel implementations are discussed
in Section 6.5, and some computational results are reported in Section 6.6.
6.2 Construction phase
Initial solutions are generated using a randomized version of the greedy algorithm pre-
sented by Cabello et al. [3] for the Max-Min problem. As mentioned before, the experi-
mental results reported in that work show that this algorithm performs better than three
other heuristics for the Max-Total problem and, for this reason, it was chosen for the
construction phase. To achieve the O(n2 log n) time, the authors use a variation of a
segment tree, which we briefly describe here, since it is also useful for the local search (for
more details on segment trees, see de Berg et al. [14]).
A binary tree Ti is built for each disk i ∈ S. Every node v of Ti stores an interval int(v)
and two values counter(v) and vis-int(v). When v is a leaf, int(v) corresponds to the
interval defined by one of the arcs in the boundary of disk i, otherwise int(v) is the union
of the intervals stored in its children. At every leaf and internal node, counter(v) stores
the number of disks that contain int(v), but not int(parent(v)). Finally, vis-int(v) stores
the boundary length of int(v) that would be visible if only disk intervals that occur in the
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subtree rooted at v were hiding parts of int(v). Note that at the root, vis-int(root(Ti))
stores the length of the visible boundary of disk i.
Denote by Iji the interval in the boundary of disk i that is contained in the interior of
disk j. When two disks i and j overlap and j is above i, Iji is inserted into Ti. If i is moved
to a position above j, I ij is inserted into Tj and I
j
i is removed from Ti. An insertion or a
deletion of an interval must update every node v in which the interval is stored. For an
insertion, counter(v) is incremented and, in case it was equal to zero, vis-int(v) is set to
zero. To perform a deletion, counter(v) is decremented and, if it becomes zero, vis-int(v)
is set to the sum of the vis-int(..) values of the two children of v. It can be shown that
insertions and deletions take O(logn) time.
During the GRASP iterations, an interval I can be inserted into or removed from a tree
several times. Usually, these operations begin at the root of the tree and search the nodes
that correspond to I. To increase performance, we execute this search as a preprocessing
before the beginning of GRASP and store these nodes. Then, insertions and deletions
can start directly at the nodes that have to be modified. Although a O(logn) time is still
needed, the heuristic runs significantly faster, specially the local search phase.
Denote by bi the visible boundary of disk i if it were the bottommost disk. The
algorithm to solve the Max-Min problem selects the disk i∗ with maximum bi∗ . Disk i
∗
is then removed from S and the remaining disks are solved recursively and placed above
i∗. This can be done efficiently using segment trees. Initially, all intervals are inserted in
each tree, so that each disk is considered to be the bottommost. As mentioned before,
the root of a tree may be inspected to find bi for each disk i in O(1) and thus determine
i∗ in O(n) time. To remove disk i∗ from S, we must remove its intervals from all other
trees, which may take up to O(n logn), leading to an overall complexity of O(n2 log n).
For the randomized version, instead of choosing the disk i with maximum bi, we create
a restricted candidate list (RCL), which contains a subset of the disks in S. We randomly
select a disk i� from this list, remove it from S and stack the remaining disks recursively
on top of i�, as in the original algorithm.
A parameter α ∈ [0, 1] is used to control the size of the RCL. Let bmin and bmax be the
minimum and the maximum bi values over all disks i not yet on the stack, respectively.
A disk i is inserted into the RCL whenever bi ≥ b
min + α(bmax − bmin). For maximization
problems, the case α = 0 corresponds to a random construction, while α = 1 generates
purely greedy solutions. A suitable value for α must not only yield solutions of high
quality but also promote their diversity. To decide on an appropriate value for α, we tested
several strategies discussed in [15], including fixed values within the [0, 1] interval, as well
as randomly chosen values from a uniform and from a non-uniform discrete probability
distribution, and also sought a self-tuned value with the Reactive GRASP procedure.
Surprisingly, α = 0.4 led to the best performance.
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6.3 Local search phase
In this section, we describe two O(n2) size neighborhoods for the local search, which we
denote by insertion and swap neighborhoods. They are also used to implement a Vari-
able Neighborhood Descent (VND) [16]. This method starts by searching for improving
neighbors in the insertion neighborhood. If none is found, the swap neighborhood is con-
sidered. This guarantees that solutions resulting from the local search are local maxima
with respect to both neighborhoods.
It is important to note that even the slightest change in the structure of a solution
might significantly alter the set of visible arcs. Therefore, the following sections focus
on strategies to efficiently compute the change produced by each move. Throughout the
text, when referring to a solution x, we denote by x(p) the disk at level p of x and by
x−1(i) the level of disk i in x.
6.3.1 Insertion neighborhood
An insertion move consists in removing a disk from its current level and inserting it in
another position. Given a disk i and a level p, we denote by I(i, p) the insertion of i in level
p. We say that a disk j is affected by I(i, p) if min(x−1(i), p) ≤ x−1(j) ≤ max(x−1(i), p).
The segment trees are used to evaluate the moves quickly, as shown in Algorithm 1. Let
I(i, p) be the evaluated insertion, with p > x−1(i) (the case p < x−1(i) is analogous).
Step 2 calculates the visible boundary of the affected disks before the move. In steps 6
and 7, for each disk j that is affected by the insertion and that overlaps i, Iji is removed
from Ti and I
i
j is inserted into Tj . Step 10 finds the visible boundary after the move. After
the evaluation, it might be necessary to undo the changes made to the segment trees.
Note that all affected trees, except Ti, are altered and accessed only once (step 7).
Therefore, they do not need to be modified at all. The search runs significantly faster
by executing simulated insertions and deletions of intervals, i.e., we proceed in the same
way we normally would, but no changes are made to the trees. We just calculate what
would be the length of the visible boundary of each disk if some interval were inserted or
deleted. With this strategy, when it is necessary to undo the changes after the evaluation,
only Ti needs to be restored to its original state.
If after evaluating I(i, p) the changes made to Ti are not undone, it is simple to evaluate
I(i, p+1). We take advantage of this fact when searching the insertion neighborhood. The
insertions I(i, x−1(i)+1), I(i, x−1(i)+2), . . . , I(i, n) are evaluated in sequence. Then, the
original state of Ti is restored and the same strategy is used to find the change produced
by I(i, x−1(i)− 1), I(i, x−1(i)− 2), . . . , I(i, 1). Although a quadratic number of arcs may
be affected by the evaluated moves, all possible insertions of a disk are examined in
O(n logn) time using the segment trees, which results in an efficient search procedure. If
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Algoritmo 1: Evaluation of I(i, p) with the segment trees.
1 begin EvaluateInsertion(i, p)
2 c0 ←
�p
p�=x−1(i) vis-int(root(Tx(p�)))
3 for p� ← x−1(i) + 1 to p do
4 j ← x(p�)
5 if i and j overlap then
6 Remove Iji from Ti
7 Insert I ij into Tj
8 end
9 end
10 c1 ←
�p
p�=x−1(i) vis-int(root(Tx(p�)))
11 return c1 − c0
12 end
the best move found improves the solution, it is executed. The procedure is repeated for
every disk i ∈ S until no disk has any improving move, in which case a local maximum
has been reached with respect to the insertion neighborhood.
6.3.2 Swap neighborhood
A swap move exchanges the position of two disks in a given solution. Given two disks i
and j, we denote by S(i, j) the swap between i and j. Although the segment trees can be
used to evaluate the moves, two disks must be moved at once and many intervals have to
be inserted and deleted to calculate the change produced by each swap. In this section,
we present faster strategies to evaluate the moves and to search the neighborhood. The
following notation is used. We denote by R the set of all arcs and by RIi the set of arcs
contained in the interior of disk i. Given an arc r, lr and dr represent the length of r and
the disk that contains r in its boundary, respectively.
Let x be the solution whose neighborhood must be searched. The swap S(i, j) can
be viewed as two consecutive insertions, one of i in level x−1(j) and another of j in
level x−1(i). We evaluate swap moves considering these insertions independently (i.e., we
ignore the effects of the first one on the second) and making the necessary corrections
to obtain the desired value. We create two n × n matrices A and B, which store the
values of the insertions and the corrections, respectively. Each element A[i, j] stores the
change in the solution value due to the insertion I(i, x−1(j)).1 Matrix B is initialized to
zero and, for each r ∈ R, lr is added to or subtracted from some elements of B, so that
1Matrix A could be used to search the insertion neighborhood, but, in our experiments, this strategy
took more time than the one described in Section 6.3.1.
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A[i, j] +A[j, i] +B[i, j] +B[j, i] yields the correct variation in the objective function after
the execution of S(i, j).
Suppose that a disk i contains an arc r and is the only one that contains r and is above
dr. The insertion of i at level x
−1(dr) or below and the insertion of dr in level x
−1(i) or
above uncovers r. Therefore, lr must be added to A[i, x(1)], A[i, x(2)], . . . , A[i, dr] and to
A[dr, x(n)], A[dr, x(n−1)], . . . , A[dr, i], which can lead to a costly construction procedure.
This can be avoided by using an auxiliary matrix A˜ and adding lr only to A˜[i, dr] and
A˜[dr, i]. Once A˜ has been built, A can be obtained with the following recurrence relation:
A[i, x(p)] =


0 if p = x−1(i),
A[i, x(p + 1)] + A˜[i, x(p)] if p < x−1(i),
A[i, x(p− 1)] + A˜[i, x(p)] if p > x−1(i).
(6.1)
Analogous arguments apply to the cases in which r is visible or there are two or more
disks hiding it.
Consider the swap S(i, j). Let a�ij = A[i, j]+A[j, i] and suppose that x
−1(i) > x−1(j).
In order to obtain the change produced by the swap, a correction must be made to a�ij in
three cases:
1. Let r be an arc that is not part of the boundary of i or j and that it satisfies
x−1(i) > x−1(dr) > x
−1(j). If both i and j contain r and there are no other disks
above level x−1(dr) that contain r, the insertion I(i, x
−1(j)) uncovers r. But, since
r remains covered after the swap, the value lr was incorrectly included in a
�
ij and
must be subtracted from it.
2. Let r be a visible arc in the boundary of i. If j contains r, both I(i, x−1(j)) and
I(j, x−1(i)) cover r. Thus, lr is subtracted twice from a
�
ij, which may be corrected
by adding lr to it.
3. Let r be an arc in the boundary of j and suppose that i is the only disk above j that
contains r. Both I(i, x−1(j)) and I(j, x−1(i)) uncover r. Thus, lr is added twice to
a�ij , which may be corrected by subtracting lr from it.
Matrices A˜ and B are constructed with Algorithm 2. To facilitate comprehension,
when a correction is required, the case that is applied appears in comments. An array of
counters c stores in c[r] the number of disks that contain arc r in their interior and are
above dr. Another array f stores in f [r] the disk that contains arc r in its interior and
is at the highest level in the current solution. For each disk i, starting with the topmost
disk, arcs r ∈ RIi are examined. Steps 8 to 19 correspond to the first time an arc is found.
When i is above dr, I(dr, x
−1(i)) uncovers r, so lr is added to A˜[dr, i]. If there are no
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other disks that contain r and are between i and dr, I(i, x
−1(dr)) also uncovers r and the
correction described in case 3 applies. Since we do not know if such disk exists, we add lr
to A˜[i, dr] and subtract it from B[i, dr]. These operations are undone latter, if necessary
(steps 25 and 26). When i is below dr, r is visible and the insertions I(i, x
−1(dr)) and
I(dr, x
−1(i)) cover it, so lr is subtracted from A˜[i, dr] and A˜[dr, i].
In steps 21 and 22, arc r was examined before and is visible in the current solution.
The insertion I(i, x−1(dr)) covers r, so lr is subtracted from A˜[i, dr]. There is no need to
subtract lr from A˜[dr, i] because it was subtracted from A˜[dr, f [r]] when r was found for
the first time. Steps 24 to 30 show the operations performed when r was examined before
and is covered by f [r]. When disk i is above dr, lr must be subtracted from A˜[f [r], dr]
to undo the addition executed in a previous iteration in step 10. Besides, the correction
described in case 3 applies only if there are no disks that contain r between f [r] and dr.
The correction in step 12 is undone by adding lr to B[f [r], dr]. When i is below dr, the
only thing to be done is the correction in case 1. Finally, step 32 only needs to increment
c[r] when i is above dr.
The running time of the construction procedure depends on the number of arcs con-
tained in each disk. In the worst case, it is possible that Θ(n) disks contain Θ(n2) arcs
each, so the algorithm runs in O(n3) time. In practice, for many real-world instances, the
average number of arcs contained in each disk is less than 3n and the algorithm is very
efficient.
Every time a swap move is executed, matrices A˜, A and B and arrays c and f are
updated. Denoting the swapped disks by i and j, the arcs that must be examined are
the ones in the boundary of i and j and the ones in RIi and R
I
j . Similarly to the con-
struction procedure, instead of updating matrix A directly, all changes are made to A˜
and equation (6.1) is used to obtain A. The operations executed for each arc r depend on
the value of c[r] before and after the swap. If c[r] = −1, no disk contains r and nothing
needs to be done. When this is not the case, the value of c[r] before and after the swap
can be c[r] = 0, c[r] = 1 and c[r] ≥ 2, which yields 9 possible pairs of values to be treated
separately. Note that even when the move does not affect the value in c[r], changes might
have to be made to A˜, B and f [r]. For the sake of brevity, we do not present the complete
algorithm that performs the update, but the same principles used in Algorithm 2 apply.
A recursive procedure is used to search the swap neighborhood, as shown in Algo-
rithm 3. It takes two arguments l and h, which represent the lowest and the highest levels
of the disks swapped by the last executed move, respectively. A pair of values is returned
to indicate the lowest and the highest levels affected by swap moves that were executed
either by the current call to the procedure or by any successive recursive call. Besides,
when the procedure returns, all swap moves with level difference less than h − l have
been evaluated and the improving moves have been executed. Thus, to ensure that all
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Algoritmo 2: Construction of matrices A˜ and B.
1 begin SwapMatricesConstruction()
2 Initialize A˜ and B to zero
3 foreach arc r ∈ R do c[r]← −1
4 for p← n downto 1 do
5 i← x(p)
6 foreach r ∈ RIi do
7 if c[r] = −1 then
8 f [r]← i
9 if x−1(dr) < p then
10 A˜[i, dr]← A˜[i, dr] + lr
11 A˜[dr, i]← A˜[dr, i] + lr
12 B[i, dr]← B[i, dr]− lr // case 3
13 c[r]← 1
14 else
15 A˜[i, dr]← A˜[i, dr]− lr
16 A˜[dr, i]← A˜[dr, i]− lr
17 B[i, dr]← B[i, dr] + lr // case 2
18 c[r]← 0
19 end
20 else if c[r] = 0 then
21 A˜[i, dr]← A˜[i, dr]− lr
22 B[i, dr]← B[i, dr] + lr // case 2
23 else if c[r] = 1 then
24 if x−1(dr) < p then
25 A˜[f [r], dr]← A˜[f [r], dr]− lr
26 B[f [r], dr]← B[f [r], dr] + lr // undo case 3
27 c[r]← 2
28 else
29 B[f [r], i]← B[f [r], i]− lr // case 1
30 end
31 else // c[r] ≥ 2
32 if x−1(dr) < p then c[r]← c[r] + 1
33 end
34 end
35 end
36 end
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improving moves will be found, the values l = 0 and h = n can be used as arguments for
the initial call. It is also important to note that there are at most n simultaneous calls,
because the difference between the values of the arguments h and l always decreases from
a parent to a child recursive call.
In our experience, most swap moves that improve the value of the solution exchange
disks whose levels in the stack are close. However, the quality of the solutions found by
the local search decreases if long moves are ignored. For that reason, the search begins
exploring short moves and progressively increases the difference between the levels of the
swapped disks. This is done in step 3 using variable diff. Steps 4 to 18 select a level p
and evaluate the swap S(x(p), x(p + diff)). Note that swapping disks x(l) and x(h) does
not affect the change produced by a swap between two other disks i and j if both of
them are either below l or above h. Furthermore, if |x−1(i)− x−1(j)| < h− l, S(i, j) has
already been evaluated before S(x(l), x(h)). Therefore, step 4 selects the minimum level
p, to which p + diff ≥ l and the loop in steps 5 to 18 stops when p > h (or p + diff > n,
since the maximum level is n). Step 7 evaluates a move using matrices A and B and,
in case it improves the quality of the solution, step 8 executes it. When diff > 1, this
might create new improving moves with level difference less than diff, so these moves are
searched recursively in step 10. To make sure that no improving moves are missed, the
values of l and h are updated in steps 11 and 12. This is done because the recursive call
can execute moves that affect disks below the initial value of l and above the initial value
of h. Step 13 recalculates p as in step 4. When diff = 1, there is no need for a recursive
call and step 15 only adjusts the value of p. Finally, step 17 increments p when the move
does not improve the solution.
6.4 Path-relinking
Path-relinking is an intensification strategy proposed by Glover [11] that explores trajec-
tories connecting elite solutions. Given an initial solution xi and a guiding solution xg,
a sequence of moves is executed to transform xi into xg in such a way that the distance
between them always decreases. Afterward, local search may be applied to the best inter-
mediate solution found, since it might not be a local optimum. In our implementation,
we restrict the application of local search to the cases in which the value of the best inter-
mediate solution is greater than the values of both xi and xg. Among several alternatives
considered in the literature (see e.g. [13, 8]), we experiment with three: forward, backward
and mixed path-relinking. Let x1 and x2 be two solutions such that the value of x1 is
greater than that of x2. In forward path-relinking, we set xi = x2 and xg = x1, while in
backward path-relinking we set xi = x1 and xg = x2. The mixed variant starts two paths:
one at x1 and another at x2. They meet at some intermediate solution, producing a single
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Algoritmo 3: Local search with the swap neighborhood.
1 begin SwapNeighborhoodSearch(l, h)
2 MaxDiff← h− l − 1
3 for diff← 1 to MaxDiff do
4 p← max(l − diff, 1)
5 while p ≤ min(h, n− diff) do
6 i← x(p), j ← x(p + diff)
7 if A[i, j] + A[j, i] + B[i, j] + B[j, i] > 0 then
8 Execute S(i, j)
9 if diff > 1 then
10 {l�, h�} ← SwapNeighborhoodSearch(p, p + diff)
11 if l� < l then l ← l�
12 if h� > h then h← h�
13 p← max(l − diff, 1)
14 else
15 p← max(p− 1, 1)
16 end
17 else p← p+ 1
18 end
19 end
20 return {l, h}
21 end
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path that connects x1 and x2.
In order to measure the distance between two solutions, we consider three metrics,
namely, the minimum number of insertions (insertion metric) and the minimum number
of swaps (swap metric) necessary to transform one solution into the other, and the number
of inversions between the solutions (inversion metric). Given two disks i and j and
two solutions x1 and x2, we say that an inversion occurs when x
−1
1 (i) > x
−1
1 (j) and
x−12 (i) < x
−1
2 (j). It can be shown that the first two metrics take at most O(n) moves to
reach the target solution, while the third may take O(n2) moves. For this reason, path-
relinking with the inversion metric takes more time, but also explores more solutions and
usually obtains better results. We execute insertion moves with the insertion and the
inversion metric and swap moves with the swap metric.
Path-relinking is applied to every local optimum generated by the local search. We
create an elite set to store the best Nelite solutions found during the execution of the
heuristic. After the local search, a solution from the elite set is randomly chosen and is
relinked to the local optimum. As in [17], the probability that an elite solution is chosen is
proportional to its distance to the local optimum. Solutions that result from this process
are candidates for the elite set and their inclusion follows the rules described in [13]: if
the set is not full, the candidate is always inserted, provided that it is different from the
other members; otherwise, the candidate is inserted if it is better than the worst solution
in the set, in which case a member is removed. To maintain the diversity of the solutions
in the set, the replaced solution is the closest to the candidate that is not better than it.
Evolutionary path-relinking is a strategy that applies path-relinking to pairs of solu-
tions from the elite set. In this work, we use it after the end of the GRASP iterations.
We consider two strategies described in the literature. One of them was proposed by
Resende and Werneck [17] and uses populations of elite solutions. The initial population
is the original elite set. Given a population Pk, path-relinking is applied to every pair of
solutions in Pk. The resulting solutions are candidates for inclusion in population Pk+1,
following the same rules described for the elite set. This procedure is repeated until the
best solution in Pk+1 is not better than the best in Pk. Resende et al. [18] proposed a
variation of this strategy. While there is a pair of solutions in the elite set that have not
been relinked, path-relinking is applied to them and the resulting solution is tested for
inclusion in the elite set.
We also propose a variation of these methods in which each elite solution x is relinked
to the solution x� obtained by reversing the order of the disks in x. Thus, the distance be-
tween x and x� is maximum under the inversion metric and a large number of intermediate
solutions may be visited. If the best intermediate solution found is better than both x and
x�, local search is applied to it and the process is repeated with the new local optimum
until path-relinking achieves no further improvements. Experimental results showed that
122 Cap´ıtulo 6. A GRASP Heuristic to Construct Effective Drawings of PSM’s
this variant finds better solutions than the others for the instances considered here.
In the following sections, we give more details on the calculation of distances between
solutions and the strategies used to implement path-relinking with each metric.
6.4.1 Insertion metric
Given the solutions x1 and x2, let us define two sequences π1 = (x1(1), x1(2), . . . , x1(n))
and π2 = (x2(1), x2(2), . . . , x2(n)). The insertion metric corresponds to the minimum
number of delete-insert operations that must be executed to transform π1 into π2 and this
is known as Ulam’s distance [19]. To calculate the distance between x1 and x2, we first
find a longest common subsequence [20] of π1 and π2, which we denote by LCS(π1, π2).
For every pair of disks i and j in LCS(π1, π2), the relative order of i and j is the same
in both sequences and there is no need to move them to transform x1 into x2. Therefore,
an insertion is performed for every disk that is not in LCS(π1, π2), which yields a total
of n− |LCS(π1, π2)| insertions. It can be shown that this is indeed the minimum number
of necessary moves.
Given a disk i and a level p, I(i, p) can only be executed during path-relinking if,
after the move, i becomes part of the longest common subsequence of the current and
guiding solutions. The best such move is executed and the procedure continues until the
trajectory is complete. To evaluate the insertions quickly, matrices A and A˜ are used, as
described in section 6.3.2.
6.4.2 Swap metric
Given two solutions x1 and x2, let π1 and π2 be the sequences associated with x1 and
x2, respectively, as defined in section 6.4.1. The swap metric is equivalent to Cayley’s
distance [19], which counts the minimum number of transpositions needed to transform
π1 into π2. To calculate the distance between x1 and x2, we create a directed graph G
that contains a vertex vi for each disk i ∈ S and an edge from vi to vj if x
−1
1 (i) = x
−1
2 (j).
Graph G is formed by one or more cycles and the distance between x1 and x2 is n − c,
where c is the number of cycles in G.
When two disks that belong to the same cycle in G are swapped, the number of cycles
increases by one, which means that the distance decreases by one. When the disks are
in different cycles, the contrary happens and the distance increases by one. Therefore, a
swap can be executed when both disks are in the same cycle in G. In each iteration, the
best available move is chosen and the procedure continues until the guiding solution is
reached. The moves are evaluated using the matrices described in section 6.3.2.
6.4. Path-relinking 123
6.4.3 Inversion metric
With the inversion metric, each iteration of the path-relinking procedure evaluates the
insertion moves that cause the number of inversions to decrease. We say that a move
is valid if it satisfies this condition. Experimental results showed that, during path-
relinking, it is more efficient to evaluate the insertions using matrices A and A˜ than to
use the segment trees (remember from section 6.3.2 that, although these matrices were
used with the swap neighborhood, each element A[i, j] stores the value of the insertion
I(i, x−1(j)), so they can also be used with insertion moves). In this section, we describe
efficient strategies to update these matrices and to find the best available insertion move
in each iteration.
Let x be current solution at some iteration of the path-relinking procedure and suppose
that I(i, p) is executed. Let k be the number of disks that are affected by this insertion.
Preliminary experiments showed that k is independent of n and its average value is less
than 6 for most insertion moves executed during path-relinking. Furthermore, in over
60% of the executed insertions, i does not overlap the other affected disks. Note that in
this case, matrix A˜ does not change and matrix A can be updated quickly as follows. Let
j1 and j2 be two disks that were not affected by the last executed insertion. The change
in the objective function produced by I(j1, x
−1(j2)) and by I(j2, x
−1(j1)) is still the same
as before the execution of I(i, p). Thus, for each disk j that was not affected by the last
move, we only need to update the k entries in row j of matrix A that correspond to the
insertion of j in the levels occupied by the disks affected by I(i, p). This can be done in
O(k) time with equation (6.1). Conversely, if j was affected by the move, the only entry
that must be recalculated in row j is A[j, i]. The others remain the same because i and
j do not overlap. Therefore, matrix A is updated in O(kn) time.
We now consider the selection of the next move to be executed. Suppose that the last
insertion affected the disks between levels p and q, including x(p) and x(q), with p > q.
At this time, no assumptions are made about whether the moved disk overlaps the other
affected disks or not. Let i be a disk that was not affected by the last insertion. Moreover,
let M<qi andM
>p
i be the sets of insertions of i in a level below q and above p, respectively.
The best move in M<qi and the best move in M
>p
i are still the same as before the last
executed insertion. Besides, the change in the number of inversions due to each move
in M<qi
�
M>pi also remains the same. Hence, to find the best move for disk i, we must
compare the insertions between levels p and q and the best insertions in M<qi and M
>p
i .
To work with these sets, we build a balanced binary tree Li for each disk i ∈ S. Tree
Li has n leaves and each one stores a level in which i can be inserted. If I(i, p) does
not decrease the number of inversions, the leaf that corresponds to level p is marked as
invalid. Given a node v, let Pv denote the set of levels that are represented in the leaves
of the subtree rooted at v. Every internal node v stores a level p ∈ Pv, such that I(i, p)
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is the best valid insertion, considering the levels in Pv. When all leaves that correspond
to the levels in Pv are marked as invalid, v is also marked as invalid. An inspection of the
root of Li gives the best insertion for disk i. An example is showed in Figure 6.3.
Figure 6.3: Example of a tree Li. Invalid nodes are shown in gray.
Each tree Li is built in linear time. An update is necessary in two cases: when the
value of an insertion of disk i changes and when a valid insertion of i becomes invalid, or
vice-versa. Updates are done bottom-up. At a leaf, we must only check the validity of
the move. At an internal node v, let p and q be the levels stored in the children of v. The
insertions I(i, p) and I(i, q) are compared and the level that results in the best move is
stored in v. If i is one of the n− k disks that were not affected by the last move, k leaves
must be updated and the changes must be propagated to their ancestors, until the root
of Li is reached. The number of nodes visited by the procedure is O(k + log n). If i was
affected by the last move, O(n) nodes might be visited due to changes in the validity of
the insertions of i. Therefore, the time spent to update all trees after the execution of
a move is O(kn + n log n) and the next insertion is chosen by inspecting the roots of all
trees in O(n) time.
6.5 Parallel implementation
The GRASP metaheuristic in its basic form can easily be distributed among several
processors using the MPI library [21] , since each iteration is independent of the others.
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The main concern is to minimize the idle time of each processor. One approach is proposed
by Aiex et al. [22]. Let Ni be the number of iterations and Np the number of processors.
Each processor independently executes �Ni/Np� iterations. After that, it propagates a
message informing that it is done, but keeps running some extra iterations until similar
messages are received from all other processors. This strategy may execute a few more
iterations than initially expected, but the processors are always busy searching for better
solutions.
One possibility to parallelize GRASP with path-relinking is to have each processor
store a local elite set, which contains only solutions found by itself. A problem with this
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approach is that each local elite set may be of lower quality than if we had a single elite set
as in the sequential version. On the other hand, if we maintain a single elite set shared by
all processors, whenever we extract or insert a solution into it, we must set locks to avoid
race conditions. Such locks may cause processors to wait, wasting computation time.
The MPI library provides a set of non-blocking communication primitives that allow us
to avoid idle processors at the cost of having partially shared elite sets. More specifically,
each processor has a local elite set that is synchronized from time to time with the other
local elite sets.
A top-level description of the parallelization strategy is shown in Algorithm 4. First,
we assume that each processor has a unique identifier and also a local copy of the data
used by the heuristic. All processors execute Algorithm 4 simultaneously. The input
parameters are Np, the number of processors; Ne, the number of iterations to be executed
before synchronizing the elite sets; and Ni, the total number of iterations to be executed.
The local variables f and i count the number of processors that have already executed the
�Ni/Np� iterations and the number of iterations executed, respectively. Variables Sg and
S� stand for the global elite set that is partially shared, and the local elite set, respectively.
The local elite set is constructed only with solutions obtained by the current processor,
while the global elite set considers both local solutions and those received from other
processors. We keep a local elite set because after the end of the GRASP iterations, we
apply evolutionary path-relinking to the solutions in it. If we used the global elite set, the
path between a pair of solutions could be examined several times by different processors
and, thus, duplicate work would be done. Since we use non-blocking communication,
we must perform the synchronization in steps. Array st with Np − 1 entries represents
the communication status between the current processor and the others, regarding this
synchronization. Each entry may be one of NONE, REQUESTING or REQUESTED and
all of them are initialized as NONE.
Let us describe the main steps of Algorithm 4. Step 6 executes an iteration of GRASP,
that is, a construction phase followed by a local search, and returns the best solution found
on s∗, which is inserted in both the global and the local sets in step 7. After every Ne
iterations, we start the process of synchronizing the global elite set, by changing all status
flags that are NONE to REQUESTING in step 9. Then, in steps 11 to 14, we check if any
of the entries of st is marked as REQUESTING. If so, we first send a non-blocking message
to the corresponding processor q, asking for its elite set. We reserve a receive buffer where
q’s elite set will eventually be written. We also change this entry to REQUESTED. Next,
in steps 16 to 18, for any entry of st that is marked as REQUESTED, we check if their
receive buffer was written. In this case, we add the read solutions to the global elite set
and reset this entry to NONE. Each processor p must also check if any other processor is
asking for its elite set. In such case, p writes its local elite set to the send buffer. From
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time to time, the MPI library checks whether there are any pending messages and, if that
is the case, it writes the content of the send buffer to the corresponding receive buffer.
When a processor reaches the minimum number of iterations, it sends a message to the
others. It continues to execute iterations until all processors reach their iterations limit, in
which case step 27 will return Np. Finally, after executing the regular GRASP iterations,
each processor applies evolutionary path-relinking to its local elite set. The best solution
is then selected among all of the processors.
6.6 Computational experiments
Initially, we perform some preliminary experiments to select the set of configurations for
the GRASP heuristic that produces solutions of the highest total visible boundary values.
As described in Section 6.2, we consider several strategies to select a value for α. The
experiments show that the best results are obtained setting α = 0.4 during all iterations.
Furthermore, local search with the insertion neighborhood leads to faster runs and finds
better solutions than with the swap neighborhood. For this reason, our VND searches
the insertion neighborhood first. The experiments also indicate that path-relinking finds
the best solutions with the mixed path-relinking strategy, implemented with the inversion
metric. We consider elite sets of different sizes ranging from 5 to 100 and the best results
are found setting Nelite = 10. For all instances, we apply the decomposition techniques
from [4]. Moreover, the parallel implementation uses 4 processors and synchronizes the
elite sets every 10 iterations.
With these configurations, we perform experiments with two sets of instances. The
first set was presented by Cabello et al. [3] and contains 4 instances: City 156 and City 538
represent the 156 and 538 largest American cities, respectively; Deaths and Magnitudes
represent the death count and the Richter scale magnitude of 602 earthquakes worldwide,
respectively. The second set contains 28 instances generated from data on the population
of cities. Both sets of instances are available on our web page [23].
The experiments were run on an Intel Core 2 Quad 2.83GHz CPU with 8GB RAM.
We compare the results obtained by our heuristic with the ones found by the exact
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method described by Kunigami et al. [4] and with those obtained by the algorithm for
the Max-Min problem presented by Cabello et al. [3]. The results are shown in figures 6.4
and 6.5 and in tables 6.1 and 6.2. The number of disks in each instance is enclosed in
parentheses. Values are calculated ignoring arcs that are always visible in every solution
and execution times are given in seconds.
Figure 6.4 shows the gains obtained by the inclusion of each phase of the GRASP
metaheuristic expressed as percentages relative to the optimal value of each instance. Ini-
tially, we run 1000 iterations (sequentially) executing only the construction phase. Then,
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Algoritmo 4: Collaborative GRASP using MPI.
1 begin CollaborativeGRASP(Np , Ne, Ni)
2 f ← 0, i← 0
3 Sg ← ∅, S� ← ∅
4 st[Np]← {NONE}
5 while f < Np do
6 s∗ ← Execute an iteration of GRASP
7 Insert s∗ into Sg and S�
8 if Ne divides i then
9 Set all entries of st that are NONE to REQUESTING
10 end
11 if Any entry of st is set to REQUESTING then
12 Send a message to the corresponding processor q asking for its elite set.
13 Provide a receive buffer for q’s elite set
14 Set the entry to REQUESTED
15 end
16 if Any entry of st is set to REQUESTED then
17 Check if the corresponding buffer was already written
18 If so, add the solution from the set in the buffer to Sg and set the entry
to NONE
19 end
20 if Any processor is asking for my elite set then
21 Write it to the send buffer
22 end
23 if i == �Ni/Np� then
24 Mark that this processor has finished
25 Tell other processors that it has finished
26 end
27 f ← Query the number of processors that have already finished i← i+ 1
28 end
29 Apply evolutionary path-relinking to the solutions in S�
30 end
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we repeat the experiment three more times, adding at each time one of the remaining
procedures, namely, local search, path-relinking and evolutionary path-relinking, in this
order. On average, the gain due to the addition of each of these phases is 3.83%, 5.21%,
0.15% and 0.03%, respectively. The basic GRASP procedure (i.e., construction and local
search) is able to obtain high quality solutions leaving a gap of 0.22% to the optimum
value, on average. But it could find optimal solutions only for the instances Australia
and United States (West). The enhancement of the heuristic with path-relinking and
evolutionary path-relinking is responsible for reaching 15 other optimal solutions.
Figure 6.4: Gain obtained by the inclusion of each phase of the GRASP metaheuristic.
Another improvement due to the inclusion of path-relinking can be seen in Figure 6.5,
which shows the time to target graphs for the heuristic before and after the inclusion
of path-relinking for component 7-0 of the instance Magnitudes. As in [13], we fix a
target value and run the heuristic N = 200 times. For each run, we store the time when
a solution with value greater than or equal to the target is found. Then, we sort the
recorded times and associate with the i-th time ti a probability pi = (i − 0.5)/N . The
graph is obtained by plotting the points (ti, pi), with 1 ≤ i ≤ N . It shows the (empirical)
probability that each algorithm will find the target value in a given amount of time. Note
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that the curve corresponding to the GRASP heuristic with path-relinking is far to the left
of that of the procedure without path-relinking, which shows that the former can find the
target value much faster than the latter.
Figure 6.5: Time to target plots for the GRASP heuristic before and after the inclusion
of path-relinking.
Tables 6.1 and 6.2 show the best values found by the sequential and the parallel
versions of the GRASP heuristic. We also present the optimal values found by the exact
method described in [4]. We run 1000 GRASP iterations for each component of each
instance. Optimal values found by the heuristic are highlighted in bold. Column %Gap
shows the relative difference between the best value found by GRASP and the optimal
value.
Table 6.1 shows the results obtained with the instances from [3]. As observed by
Kunigami et al. [4], instance City 156 can be decomposed into relatively small components
and, for that reason, it presented no difficulties. Although no optimal solution was found
for the instance Deaths, the relative difference between the best value found by GRASP
and the optimal value was less than 0.01%. For the two remaining instances, the heuristic
was hundreds of times faster than the exact method. An optimal solution was found for
the instance City 538 by both the sequential and the parallel versions. Finally, no optimal
solution was found for the instance Magnitudes, but the relative difference between the
best value found by GRASP and the optimal value was only 0.22% and 0.19% for the
sequential and parallel implementations, respectively.
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Instances
Sequential GRASP Parallel GRASP Exact method
Value %Gap Time Value %Gap Time Value Time
City 156 (156) 541.29 0.00 3.0 541.29 0.00 1.3 541.29 4
City 538 (538) 503.27 0.00 33.8 503.27 0.00 17.9 503.27 31067
Deaths (602) 2915.09 ∼0.00 13.4 2915.09 ∼0.00 7.8 2915.11 50
Magnitudes (602) 12147.25 0.22 90.8 12150.97 0.19 36.3 12174.09 52581
Table 6.1: Results for instances from [3].
Table 6.2 shows the results obtained with the instances generated from data on the
population of cities. The sequential and the parallel GRASP heuristics found optimal
solutions for 15 and 14 instances, respectively. Moreover, when no optimal solution was
found, the average relative gaps between the value of the best heuristic solution and the
optimal was 0.07% for the sequential and 0.04% for the parallel GRASP. On average,
the sequential GRASP ran 110.25 times faster than the exact method and the parallel
implementation was 2.45 times faster than the sequential. The speed up is not linear on
the number of processors because the initial decomposition and the construction of the
arrangement are executed sequentially, and the evolutionary path-relinking runs indepen-
dently on each processor.
6.7 Conclusion
In this paper, we proposed a GRASP heuristic with path-relinking for the Max-Total
problem for stacking drawings of symbol maps. We presented two neighborhoods for
local search procedures, as well as algorithms to implement the search efficiently. We
also considered different implementations of path-relinking, which are used to enhance
the basic GRASP procedure. The experimental results show that the inclusion of path-
relinking can lead not only to several optimal solutions but also decrease the execution
times needed for finding high quality solutions.
Furthermore, we provided a parallel version of the heuristic. To increase the robustness
of the parallel implementation, we used partially shared elite sets, which allow processors
to share elite solutions without blocking and wasting computation time. With this coop-
eration strategy, the quality of the solutions found by the parallel GRASP heuristic was
even better than that of the solutions found by the sequential version and the computation
times were significantly smaller.
Finally, the experiments showed that optimal solutions are found for a large number of
real-world instances containing up to 538 disks. When this was not the case, the relative
difference between the best solution found by GRASP and the optimal value was less than
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Instances
Sequential GRASP Parallel GRASP Exact method
Value %Gap Time Value %Gap Time Value Time
Australia (210) 2115.59 0.00 16.4 2115.59 0.00 5.3 2115.59 2782
Belgium (312) 3127.16 0.02 19.5 3127.16 0.02 6.8 3127.79 3138
Brazil (150) 2553.52 0.00 11.3 2553.52 0.00 5.1 2553.52 982
Canada (150) 1709.19 0.07 12.1 1709.19 0.07 4.6 1710.44 775
China (141) 2409.15 0.00 20.4 2409.15 0.00 6.7 2409.15 2882
Denmark (310) 2295.91 0.23 12.6 2300.38 0.03 5.2 2301.09 1314
Egypt (98) 1521.82 0.00 12.2 1521.82 0.00 4.7 1521.82 2796
France (135) 964.07 0.00 16.9 964.07 0.00 8.3 964.07 2885
Germany (150) 1586.44 0.00 7.6 1586.44 0.00 3.6 1586.44 802
Greece (102) 1102.55 0.00 17.9 1102.55 0.00 8.9 1102.55 2452
Indonesia (150) 1272.94 0.22 18.5 1272.94 0.22 6.5 1275.75 2306
Israel (150) 1892.71 0.01 12.9 1892.71 0.01 5.0 1892.82 1011
Italy (300) 2681.64 0.00 15.3 2681.64 0.00 7.9 2681.64 601
Japan (150) 1911.11 ∼0.00 13.7 1911.11 ∼0.00 6.7 1911.18 2352
Netherlands (367) 4719.09 0.03 27.8 4720.41 ∼0.00 10.3 4720.45 4175
New Zealand (273) 2590.72 0.00 11.5 2590.72 0.00 4.5 2590.72 189
Norway (150) 1230.04 0.05 13.4 1230.57 ∼0.00 5.0 1230.63 3280
Pakistan (150) 1968.19 0.11 8.6 1968.19 0.10 2.8 1970.26 223
Poland (300) 4558.81 0.00 11.1 4558.81 0.00 5.5 4558.81 480
Portugal (150) 1707.01 0.00 21.2 1707.01 0.00 10.9 1707.01 2845
Russia (150) 1565.51 0.07 10.5 1565.51 0.07 4.0 1566.56 1003
South Africa (224) 2657.32 0.00 10.3 2657.32 0.00 4.5 2657.32 475
Spain (300) 3860.89 0.01 18.5 3860.89 0.01 8.5 3861.16 252
Switzerland (186) 3573.34 0.00 14.0 3571.74 0.04 5.9 3573.34 2453
Turkey (289) 4110.81 0.04 15.7 4110.81 0.04 5.8 4112.44 562
United Kingdom (186) 1999.49 0.00 12.6 1999.49 0.00 4.7 1999.49 419
United States (East) (150) 2462.47 ∼0.00 16.4 2462.49 ∼0.00 6.8 2462.56 1715
United States (West) (87) 1290.14 0.00 16.0 1290.14 0.00 8.4 1290.14 2916
Table 6.2: Results for instances based on the population of cities.
0.23%. Besides, the execution times were 2 orders of magnitude smaller than the ones
obtained by the exact method.
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Comenta´rios
C1: MPI vs. OpenMP
Fizemos testes com ambas as bibliotecas OpenMP e MPI, mas optamos pela segunda
pois os tempos de execuc¸a˜o com MPI foram um pouco melhores. Ale´m do mais, o uso
do OpenMP limita a execuc¸a˜o do algoritmo a uma u´nica ma´quina, enquanto o MPI e´
escala´vel para um cluster, por exemplo.
C2: Verso˜es das ferramentas
O co´digo foi compilado com gcc (4.4.3), a versa˜o da biblioteca CGAL e´ 3.5.1 e usamos a
biblioteca Open MPI (1.4.3), que implementa a especificac¸a˜o MPI 2.
Cap´ıtulo 7
Determining an Optimal
Visualization of
Physically Realizable Symbol Maps
Pro´logo
O artigo apresentado neste cap´ıtulo foi escrito com Pedro J. de Rezende, Cid C. de
Souza, do Instituto de Computac¸a˜o da Universidade Estadual de Campinas e com Tallys
H. Yunes, da Business School Administration da Universidade de Miami. Este artigo foi
apresentado na confereˆncia Conference on Graphics, Patterns and Images (Sibgrapi 2011)
em Maceio´, Alagoas, em Agosto de 2011. Este trabalho devera´ ser publicado pela IEEE
Computer Science na SIBGRAPI Digital Library Archive.
Ao revisar a definic¸a˜o de desenhos fisicamente realiza´veis, para a escrita da dissertac¸a˜o,
notamos que o segundo modelo para o problema SDMT apresentado no artigo do Cap´ıtulo
5, poderia ser facilmente adaptado para a versa˜o mais geral, PRMT. Ale´m do mais, vimos
que os resultados teo´ricos de combinato´ria polie´drica, obtidos para o modelo do Cap´ıtulo
5, podem ser aplicados para este novo modelo. Tambe´m desenvolvemos uma nova te´cnica
de decomposic¸a˜o que so´ e´ va´lida para o PRMT. Embora essa decomposic¸a˜o na˜o tenha
conseguido diminuir o tamanho da maior componente resultante das decomposic¸o˜es an-
teriores para as instaˆncias testadas, ela conseguiu quebrar diversas outras componentes
menores, como podera´ ser visto no artigo que apresentaremos a seguir. Atrave´s de ex-
perimentos computacionais, determinamos que para as instaˆncias usadas nos artigos dos
Cap´ıtulos 4 e 5, as soluc¸o˜es o´timas para ambos os problemas SDMT e PRMT teˆm o
mesmo valor. Ja´ para as instaˆncias de populac¸o˜es de cidades, apresentadas no artigo do
Cap´ıtulo 6, obtivemos algumas soluc¸o˜es com valores maiores da func¸a˜o Max-Total quando
consideramos desenhos fisicamente realiza´veis. Entretanto, as diferenc¸as nume´ricas nesses
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casos foram muito pequenas em comparac¸a˜o com o valor absoluto da soluc¸a˜o e visual-
mente sa˜o praticamente ideˆnticos. Por outro lado, obtivemos melhores resultados com
relac¸a˜o aos tempos de execuc¸a˜o: para a maior parte das instaˆncias testadas, o modelo
adaptado para o problema PRMT foi resolvido em ordens de grandeza menos tempo do
que o modelo para o problema SDMT.
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Abstract
Proportional symbol maps are an often used tool to aid cartographers and geo-science
professionals to visualize data associated with events (e.g., earthquakes) or geo-positioned
statistical data (e.g., population). At specific locations, symbols are placed and scaled so
that their areas become proportional to the magnitudes of the events or data. Recent work
approaches the problem of drawing these symbols algorithmically and defines metrics to
be optimized to attain different kinds of drawings. We focus specifically on optimizing
the visualization of physically realizable drawings of opaque disks by maximizing the
sum of the visible borders of such disks. As this problem has been proven to be NP-
hard, we provide an integer programming model for its solution along with decomposition
techniques designed to decrease the size of input instances. We present computational
experiments to assess the performance of our model as well as the effectiveness of our
decomposition techniques.
7.1 Introduction
Proportional symbol maps are a cartographic tool employed in the visualization of geo-
positioned data or events associated with locations. In these maps, symbols are placed
over the points that correspond to the positions where data were gathered or events oc-
curred, and the area of these symbols are made proportional to the magnitude of the
phenomenon they represent. Commonly represented data include earthquakes (with loca-
tion and intensity), and demographic statistics. While symbol shapes may vary according
to applications, disks are often a very intuitive form of conveying information on the mag-
nitude of events, so, in this paper we restrict ourselves to the placement of opaque circles.
Obviously, due to the proximity of the disks and their sizes, overlapping may occur, as
depicted in Fig. 7.1.
Depending on the scaling factor applied to the symbols, the amount of overlapping
can differ greatly. Although the general rule for choosing the representation scale, as
stated by Slocum et al. [1]: “neither too full nor too empty,” is rather subjective, it is
expected that any visually pleasing map will contain at least some overlap of symbols.
Depending on the (partial) order in which the disks are organized, different portions of
the symbols will be visible. The question we address here is how should a given set of
disks be arranged so that the final map contains the best visual information possible.
The first paper to address this problem algorithmically was by Cabello et al. [2].
They introduced two metrics to quantify the quality of a drawing and also two possible
drawings of disks, leading to four very interesting and related problems. We will now
briefly describe them.
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Figure 7.1: A screen shot from an interface that generates proportional symbol maps from
a data set.
7.1.1 Notation and definitions
Employing the same definitions and notations as in [2], let S be a set of n disks in
the plane. An arrangement A of the boundaries of these disks partitions the plane into
connected regions. A vertex of A is the intersection point of two or more boundaries. An
arc of A is a maximal connected portion of the boundary that connects two vertices and
contains no vertex in its interior. A face of A is a maximal connected region bounded
by arcs that does not contain any vertices or arcs in its interior. A drawing D of S is a
subset of arcs and vertices of A, denoted by A(D), drawn on top of the filled interiors of
disks in S. Fig. 7.2 shows an arrangement and a drawing.
7.1.2 Physically Realizable Drawing
A physically realizable drawing can be thought of as a drawing constructed from whole
symbols cut out from sheets of paper. Seen in this fashion, we can interleave them as
in Fig. 7.2 (right), provided that physical restrictions are observed. For example, the
drawing in Fig. 7.3 cannot be created without cutting the disks.
Consider the arrangement of four disks in Fig. 7.4(i). If the disks are of different colors,
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f
v
r
Figure 7.2: An arrangement with vertex v, arc r, and face f (left), and a physically
realizable drawing with interleaving disks (right).
d4
d1
d3
d2
f1
f2
f3
f4
Figure 7.3: A drawing that is not physically realizable and the underlying arrangement.
If we remove the topmost disk, how can the remaining ones be arranged?
it is pretty clear that in any physically realizable drawing each face of the arrangement
contained in at least one disk will have a unique color. By not allowing the disks to be cut
or folded, we have that given two intersecting disks di and dj, either di is over dj (denoted
“di > dj”), or vice-versa. Thus, the color that is seen on a face f corresponds to that of
the disk that is placed over all other disks that contain f . The iterated removal of the
topmost disk, and the corresponding change in the color of f , induces a total ordering of
the disks containing f .
However, this ordering alone is not enough to define a physically realizable drawing
since, for instance, in the drawing in Fig. 7.3 there exists an order inducing sequence of
colors for each face, but such drawing cannot be physically constructed. To see where the
difficulty lies, notice that face f1 induces a total order between d1, d2, d3 and d4, but any
such order will conflict with the orders d2 > d3, d3 > d4 and d4 > d2 induced by faces
f2, f3 and f4, respectively. In other words, even though physically realizable drawings do
not require a total order, multiple partial orderings of the disks engendered by the faces
must not contradict each other.
On the other hand, when the requirement of total order between the disks of S is
added, that is, all cyclic orders become forbidden, we have a special case of a physically
realizable drawing called stacking drawing.
As far as arcs are concerned, an arc r from the arrangement will belong to a drawing
(i.e., it will be visible) whenever there is no disk covering it. In other words, the disk of
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d4
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d2 d2
d4 d4
(i) (ii) (iii)
Figure 7.4: A physically realizable drawing of fours disks. The region of face f from the
arrangement that is initially seen in (i) belongs to d3. After removing d3, it belongs to d1
in (ii), and after removing d1, it belongs to d4 in (iii).
Figure 7.5: An example of a disk whose border is completely covered. Its center and
radius cannot be determined.
which r is border must be above all disks that contain it in their interior.
7.1.3 Visual quality of a Drawing
According to Cabello et al. [2], a good drawing should enable the viewer to see at least
some part of every disk and to gauge their sizes as correctly as possible. As supporting
evidence for this argument, consider Fig. 7.5, in which we can determine neither the
center coordinates nor the radius of the hidden disk. This led to the definition of two
metrics used to quantify the quality of a drawing D of a set S of disks. Let bi be the total
length of the visible boundary of disk i ∈ S in D. The Max-Min(D) metric is defined as
min{bi|i ∈ S}. The second metric, Max-Total(D), provides the sum of the lengths of all
visible boundaries over all disks in S.
Based on these metrics, four problems can be stated: maximizing the Max-Min (or
the Max-Total) metric on a physically realizable (or a stacking drawing), depending on
what type of drawings are accepted as solutions.
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7.1.4 Related work
Cabello et al. [2] showed that both Max-Min and Max-Total problems for physically
realizable drawings are NP-hard. On the other hand, an O(n2 log n) algorithm for the
Max-Min problem restricted to stacking drawings was presented. The complexity of the
Max-Total stacking drawing problem remains open.
In [3], the authors present an integer linear programming (ILP) formulation for the
Max-Total stacking drawing problem together with a theoretical study of that formulation.
Since the difficulty of finding optimal solutions grows with the cardinality of the set
of disks, the importance of techniques for decomposing a given instance into smaller
independent ones is easily perceived. In [3], two effective methods for breaking large
input sets into more manageable ones were also introduced. Furthermore, in [4] a tighter
ILP formulation for the same problem was presented which turned out to be much more
effective in solving the same set of instances.
7.1.5 Our Contributions
We present the first exact algorithm for the Max-Total physically realizable drawing prob-
lem. Since [4] deals with a restricted version of this problem, namely, the Max-Total
stacking drawing, it is natural that some results therein will be helpful in establishing the
effectiveness of our algorithm.
We provide an ILP formulation as well as a theoretical study of the resulting model.
We then describe successful methods to break input instances into smaller components
that can be solved separately and how to combine optimal solutions for these components
to construct the optimal solution to the original instance.
With this approach, we were able to find the optimal solutions for several data sets for
which only approximate ones were known and also for a number of very hard instances
of statistical population-based data.
To the best of our knowledge, this is the first time that provably optimal solutions to
the Max-Total physically realizable drawing problem are attained.
7.1.6 Methodology
We design an ILP formulation for the Max-Total physically realizable problem, which
consists in defining a set of integer variables and an objective function to be optimized
(maximized, in our case). These variables must satisfy a set of constraints, more specif-
ically, a set of linear inequalities. In general, we seek solutions to the problem among
points that satisfy all the constraints. However, in some cases we can relax the model
to accept solutions that are not necessarily feasible, if we can prove the feasibility of the
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optimal solution. This is the case for the formulation presented here. Our model may
then be solved by a branch-and-bound method.
In many cases, to try to obtain a solution restricted to the inequalities given in the
description of the model leads to an algorithm of poor performance. One useful technique
is to complement the model with additional constraints in the hope that they reduce the
search space. In general, the number of such constraints can be too big, so only a well
chosen subset of them is added. Also, this is done on demand throughout the execution
of the algorithm. However, for our problem their number is small enough, so that we can
incorporate them in our model before the algorithm starts. Finding additional inequalities
that effectively improve the performance of the branch-and-bound algorithm is a key step
in an integer programming approach. As we will see in the next section, if we can prove
that a constraint satisfies certain properties, its chances of being effective in practice are
much higher.
Another very useful technique is to preprocess the input data of the problem in order
to improve the running time of the algorithm. In section 7.4, we describe the decompo-
sition techniques presented in [4] and applicable here, as well as an extra one developed
specifically for the Max-Total physically realizable drawing problem, all of which are quite
effective in speeding up the algorithm.
7.1.7 Organization
In Section 7.2, we provide a brief background on ILP. In Section 7.3, we describe the
optimization models for both stacking and physically realizable drawings, including extra
inequalities that can be added to strengthen these models. Details of our implementation
and experiments appear in Sections 7.5 and 7.6, respectively. Section 7.7 contains an
analysis of our results, followed by our final conclusions in Section 7.8.
7.2 Integer Linear Programming Background
In this section, we briefly revise basic polyhedral combinatorics concepts necessary to
understand our results. Wolsey’s Integer Programming book [5] is an excellent reference
for further reading on this subject.
Given an ILP model, to relax the variables in a given constraint means to allow for
real values that satisfy it. This relaxation amounts to regarding that constraint as a real
half-space. Therefore, in the relaxed model, a set of constraints represents the intersection
of half-spaces; hence, a polyhedron.
A linear objective function represents a family of parallel hyperplanes, and maximizing
this function, subject to the constraints, is the same as finding a member of this family
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that intercepts the polyhedron and maximizes the value of the function. If the polyhedron
is not degenerated, it can be shown that at least one of its vertices represents an optimal
solution to the corresponding problem. Moreover, there exist polynomial time algorithms
to find such a vertex [5].
However, if we restrict the domain of the variables to the set of integers, this problem,
in general, becomes NP-hard.
Let P be the set of integer points satisfying the constraints of the ILP model and
consider the convex hull, conv(P ), of P . Note that an optimal solution to the ILP is to
be found on a vertex of conv(P ).
Therefore, if we could find a polynomial description of conv(P ), we might ignore the
integrality constraint of the variables and solve the model in time polynomial on the size
of the constraints sufficient to describe conv(P ).
The difficulty here lies in that, in general, the number of inequalities to define this
convex hull is exponential in the size of the input. To circumvent this obstacle, in practice,
what one does is to use a valid formulation which is a formulation that contains all points
in P and no other integer points. The model corresponding to these formulations with
variables restricted to integers is then solved with a branch-and-bound algorithm.
These algorithms have theoretical exponential running times but tend to behave well
in practice. Clearly, there are infinitely many valid formulations for a given set P , and
those that are closer to the convex hull lead to better running times.
With this in mind, one seeks concise families of valid inequalities for the problem.
Since there may exist an exponential, or even an infinite number of them, some selection
process needs to come into play. For this, we use cutting plane algorithms which consist
of solving in polynomial time a linear relaxation of the model (that is, a model without
the integrality constraint on the variables) to find an optimal solution s∗. If this solution
is solely comprised of integer values, the problem is solved. Otherwise, we solve the
separation problem which, given a family of valid inequalities, consists of (i) finding one
that cuts off the optimal solution s∗, and (ii) adding it to the formulation. This procedure
is repeated a specified number of times or until no such inequalities can be found. This
process produces to a much stronger formulation, which should be solvable much faster
by a branch-and-bound algorithm.
When removing a solution with a cutting plane, we would like to cut out as large a
slice as possible from the current polyhedron in order to come closer to the convex hull.
The best possible cutting planes are those that define the facets of the polyhedron, that
is, those which have dimension one less than the convex hull. Therefore, when finding
a new family of inequalities for a problem it is important to prove whether they are
facet-defining for the convex hull of the feasible integer solutions. If the polyhedron has
full dimension, that is, it has the same dimension as the space defined by the variables,
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proving whether inequalities are facet-defining is much easier. Thus, we always seek to
work with full dimensional polyhedra in the theoretical study of these problems.
7.2.1 Usual approach
When addressing a problem through an ILP approach, one generally describes a valid
ILP model and, in the theoretical side of the study, starts by determining the dimension
of the polyhedron defined by the constraints of the model. Next, one verifies whether the
constraints of the model define facets.
Afterward, we seek additional families of inequalities, preferably facet-defining, to
use as cutting planes. It is also necessary to develop algorithms to solve the separation
problem, but since it may be NP-hard, heuristics are often used.
Lastly, one must opt for an ILP solver, among the several commercial or free ones
available, as this election determines the format for the provision of the constraints to
the solver and, possibly, a choice of callbacks that will need to be activated whenever an
optimal solution to the linear relaxation is found. These callbacks are supplied along with
algorithms to solve the separation problem and to add new constraints to the model.
In the next section, we describe our ILP formulation for the Max-Total physically
realizable drawing problem.
7.3 Integer Linear Programming Formulations
We begin by describing the model for the Max-Total stacking drawing problem presented
in [4] because our model is related to it.
7.3.1 Max-Total Stacking Drawing
We need the following data, which can be calculated in polynomial time given the input
set of disks S:
  R ≡ set of all arcs of the arrangement;
  �r ≡ length of arc r ∈ R ;
  dr ≡ disk that contains arc r in its border;
  SIr ≡ set of disks that contain arc r in their interior.
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The model uses two set of variables. For each arc r ∈ R, let the binary variable xr be
equal to 1 if arc r is visible, and equal to 0 otherwise. The Max-Total problem targets
maximizing �
r∈R
�rxr . (7.1)
For each pair of disks i, j ∈ S, we define the binary variable wij which is equal to 1 if
disk i is above disk j, and equal to 0 otherwise. The constraints are given by:
wij + wji ≤ 1, ∀ i, j ∈ S, i < j (7.2)
xr ≤ wdrj , ∀ r ∈ R, j ∈ S
I
r (7.3)
wij + wjk − wik ≤ 1, ∀ i, j, k ∈ S, (7.4)
i �= j �= k �= i
xr ∈ {0, 1}, ∀ r ∈ R (7.5)
wij ∈ {0, 1}, ∀ i, j ∈ S, i �= j (7.6)
Constraint (7.2) states that either i is above j, or vice-versa. Constraint (7.3) states
that if arc r is visible, its disk dr has to be above all other disks that contain r in their
interior. Finally, (7.4) makes sure that the (partial) order imposed by the wij variables is
transitive.
In [4], the authors study the convex hull of the feasible integer solutions to (7.2)–(7.6),
which we will denote by PSD , from the point of view of polyhedral combinatorics. They
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start by proving that PSD is fully dimensional, and that (7.2)–(7.4) define facets for PSD.
Note that for each r ∈ R, (7.5) represents the constraints 0 ≤ xr ≤ 1, as well as, for two
distinct disks i, j ∈ S, (7.6) spans 0 ≤ wij ≤ 1. Next, it is proven that x ≥ 0 defines
a facet of PSD, while xr ≤ 1 does so only when S
I
r = ∅. Finally, it is also shown that
wij ≥ 0 defines a facet for PSD only if S
I
r = ∅ for all r in the border of disk i, whereas
wij ≤ 1 does not define a facet of PSD.
Additional Inequalities In [3, 4], additional inequalities are introduced to strengthen
the models, improving the running time of the algorithm. One of those inequalities is
based on the fact that some arcs may not be simultaneously visible.
We define a graph GI = (V,E), with a vertex v(r) ∈ V corresponding to arc r ∈ R
and an edge (v(r1), v(r2)) if dr1 contains r2 and dr2 contains r1. Two arcs whose vertices
are adjacent in GI cannot both be visible. We can extend this observation to cliques.
Given a maximal clique K in GI , we denote by R(K) the set of arcs with corresponding
vertices in K. We then have the following valid constraint:
C2
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Figure 7.6: Arcs incident to a non-degenerated vertex v (represented by the black dot) in
(i), and feasible configurations in (ii)–(vi).
�
r∈R(K)
xr ≤ 1 ∀K ∈ GI (7.7)
We define a vertex of the arrangement to be non-degenerated if it is formed by the
intersection of exactly two circumferences. Given one such vertex v, its neighborhood
consists of four incident arcs as in Fig. 7.6(i). It is easy to verify that from all 16 possible
configurations of visible arcs, there are only five that are actually feasible. These cases are
shown in Fig. 7.6(ii)–(vi). Together with (7.7), a set of valid constraints introduced in [3]
avoids all infeasible cases. Referring to r1, r2, r3 and r4 as in Fig. 7.6(i), those constraints
are written as follows:
xr1 ≥ xr3 (7.8)
xr2 ≥ xr4 (7.9)
xr3 + xr4 ≥ xr1 (7.10)
xr3 + xr4 ≥ xr2 (7.11)
In [3], it is shown that constraints (7.7)-(7.11) are facet-defining for PSD.
7.3.2 Max-Total Physically Realizable Drawing
In this section, we will show that an ILP formulation corresponding to a given subset
of constraints from the previous model is valid for the Max-Total physically realizable
drawing problem. Let F be the set of faces from the arrangement. Given f ∈ F , let Sf
be the set of disks that contain face f .
Our model is similar to the previous one except that constraint (7.4) is replaced by
the following:
wij + wjk − wik ≤ 1, ∀ f ∈ F, i, j, k ∈ Sf . (7.12)
Intuitively, physically realizable drawings cannot contain all transitivity constraints
in (7.4) because that would preclude valid drawings such as the one depicted on the
right side of Fig. 7.2. However, the definition of a physically realizable drawing implies
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that transitivity needs to be enforced on disks that intersect to form a face, which gives
rise to (7.12).
Let FPR be the formulation with constraints (7.2), (7.3), (7.12), (7.5) and (7.6). Given
a solution satisfying FPR we can build a solution satisfying (7.2) as equality, as stated
in Proposition 7.3.1. Note that if we think of the w variables as relations between disks,
solutions satisfying FPR represent partial orders between the disks of Sf for each f ∈ F .
Proposition 7.3.1 shows that we can transform them into total orders without decreasing
the objective value of the solution.
Proposition 7.3.1. Given a solution satisfying FPR, we can build a solution also satis-
fying (7.2) as equality with greater or equal objective value.
Proof. First, let us restrict ourselves to Sf for each f ∈ F . Define a digraph KSf = (V,A),
with vertex set corresponding to the disks in Sf , where v(d) is the vertex correlated to
disk d. There is an arc (v(i), v(j)) in A iff wij = 1. Clearly, this graph is acyclic. Let h(v)
be the position of vertex v in some topological order of KSf . Then, for each pair of disks
i, j ∈ Sf such that wij = 0 and h(v(i)) > h(v(j)), we set wij = 1 and add (v(i), v(j)) to A.
One can see that KSf remains acyclic and thus w satisfies (7.12). We also now have that
either wij = 1 or wji = 1 for all pair of disks i, j ∈ Sf . It is clear that for each pair i, j ∈ S,
every wij or wji will be set to 1, except for those pairs such that both wij and wji were
initially set to 0 and {i, j} �∈ Sf for any f ∈ F . But for these pairs, we may arbitrarily set
any of them to 1, since this will not violate any transitivity constraint. Hence, this new
solution satisfies (7.2) as equality. Because no w variable was set to 0 during this process,
no x variable has decreased in value (see (7.3)). Therefore, the objective function value
cannot go down.
We now define an alternative formulation F �PR that is equivalent to FPR with (7.2)
replaced by an equality. Proposition 7.3.2 shows that we can solve the Max-Total physi-
cally realizable drawing problem by solving the ILP model consisting of maximizing (7.1)
subject to F �PR.
Proposition 7.3.2. The solution that maximizes (7.1) subject to F �PR is an optimal
solution for the Max-Total physically realizable drawing problem.
Proof. It suffices to show that a solution that satisfies F �PR and maximizes (7.1) corre-
sponds to a physically realizable drawing and that, conversely, any physically realizable
drawing corresponds to a solution that satisfies F �PR.
Let (x∗, w∗) be a solution satisfying FPR that maximizes (7.1). We first note that for
each f ∈ F , there exists a total order between disks in Sf induced by w
∗ because this
relationship between disks in Sf is anti-symmetric and total, due to (7.2), and transitive,
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due to (7.12). Also, no two disks i, j can have their relative order differ across distinct
faces because, otherwise, we would have w∗ij = w
∗
ji = 1, contradicting the fact that w
∗ is
anti-symmetric. Hence, the orders induced by faces do not conflict, and it is physically
possible to draw the disks following those orders. Moreover, because we are maximizing
(7.1), any visible arc in such a drawing has its xr set to 1. If an arc r is not visible in the
drawing, there exists a disk j that contains it and is above dr, so w
∗
drj = 0 and x
∗
r = 0.
Conversely, given a physically realizable drawing, we consider the total order induced
by each face f from the arrangement. Given two disks i, j ∈ Sf , we assume, w.l.o.g., that
i is above j. We then set wij = 1 and wji = 0 which clearly satisfies (7.2) as equality.
For any three disks i, j, k ∈ Sf , assuming i is above j and j is above k, it is true that i
is above k and thus such construction satisfies (7.12) for f . For pairs of disks i, j that do
not both belong to any Sf , we arbitrarily set wij = 1 and wji = 0. Since in this case wij
does not appear in (7.12), it is enough to observe that it satisfies (7.2) as equality. Given
any visible arc r from this drawing, its disk dr must be above all disks containing r, so
setting xr = 1 will satisfy (7.3).
7.3.3 Additional Inequalities
In a physically realizable drawing, it is also the case that, for two given arcs r1 and r2, if
dr1 contains r2 and dr2 contains r1, then at most one of these arcs is visible. This allows
us to build the graph GI , defined for the Max-Total stacking drawing problem, and thus
constraint (7.7) is valid for our model as well.
Going back to Fig. 7.6, we observe that for a non-degenerated vertex v, there is a face
that is contained in the same disks as v. This means that there is a total order among
such disks and therefore, locally around v, the behavior of the disks is a stacking. Because
the possible configurations around v are the same for stacking and physically realizable
drawings, constraints (7.8) through (7.11) are also valid for our model.
7.3.4 Polyhedral Properties
Propositions 7.3.1 and 7.3.2 allow us to maximize (7.1) subject to FPR, instead of F
�
PR, to
obtain the optimal solution to the Max-Total physically realizable drawing problem. We
denote the convex hull of the points satisfying FPR by PPR, and establish some theoretical
properties of polyhedron PPR.
Because FPR contains a subset of the constraints that define polyhedron PSD, the
dimension of PPR must be greater than or equal to the dimension of PSD. Since the latter
has full dimension [4], PPR must have full dimension as well. Therefore, any inequality
that is facet-defining for PSD and is valid for PPR is also facet-defining for PPR. Thus, we
conclude that (7.2), (7.3), (7.12), and (7.7)–(7.11) define facets of PPR.
7.4. Decomposition Techniques 149
a
e
c
b
d
g
(i) (ii) (iii) (iv)
a
b
g
e
g c
d
g
Figure 7.7: An instance that allows for decomposition.
7.4 Decomposition Techniques
In addition to the trivial decomposition that considers disjoint sets of disks independently,
we argue that the two decomposition techniques presented in [3] are also valid for phys-
ically realizable drawings. Observe that if a disk d1 is contained inside another disk d2,
there exists an optimal solution in which d1 is drawn above d2. In general, if two sets of
disks do not intersect at their boundaries, such as sets {a, b} and {c, d, e, g} in Fig. 7.7(i),
the drawing problem can be solved independently for each set. To combine those solu-
tions, sets of disks contained inside other disks (e.g. {a, b} are inside g) can be drawn
above the disks containing them, while keeping the orders resulting from the independent
solutions.
Given a set of disks S, we can define a disk graph, GS = (V,E), with a vertex v(d) ∈ V
corresponding to a disk d ∈ S and an edge (v(d1), v(d2)) belonging to E if disks d1 and
d2 overlap. If this graph is not biconnected, then there must exist a articulation point
v(d∗) in it. The removal of the corresponding disk d∗ from S will spawn new connected
components in GS. It is a simple exercise to verify that if we replicate d
∗ in each set
of disks corresponding to these components, then these augmented sets may be solved
separately and their solutions easily assembled. In our example, this corresponds to the
instances in Figs. 7.7(ii)–(iv).
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structure of physically realizable drawings. If a pair of disks i and j have the property
that any face of the arrangement contained in both of them is not contained in any other
disk, then all induced orders that include i and j are restricted to these two disks. Hence,
any order we choose between i and j will not conflict with any other induced order. This
establishes that we may remove the corresponding edge (v(i), v(j)) from GS, solve for the
connected components of GS independently, and later decide the relative order between
disks i and j, in a greedy way. For example, Fig. 7.8(i) depicts a set of disks with the
underlying disk graph. The dashed edges can be removed from GS. On the other hand,
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Figure 7.8: (i) An instance with its corresponding disk graph. Dashed edges may be
ignored in the ILP model. (ii) An instance where disk d would be replicated nine times
when applying the decomposition that removes articulation points.
because face f is contained in d1, d2 and d3, no edges between vertices corresponding to
those disks may be removed. The resulting connected components are {d1, d2, d3}, {d4}
and {d5}.
7.5 Implementation Details
7.5.1 Solver
Our implementation was done in C++ (gcc 4.4.3) and employed CGAL [6] (v3.5.1) to
assemble the necessary input data for our model. We also made use of the commercial
ILP solver XPRESS [7] (v20.00.05) to solve the optimization models. The experiments
were run on an Intel Core 2 Quad 2.83GHz machine with 8GB of RAM, running Linux
(v2.6.32).
7.5.2 ILP Model
Our original optimization model includes (7.2) as an equality, (7.3), (7.5), (7.6), and (7.12).
When it comes to (7.7), because the number of maximal cliques in a graph may be
an exponential, we decided to select only some of them using the following heuristic. For
each face f , let B+f initially be the set of arcs r that belong to the boundary of f and
whose disks dr contain f . Let C
+
f initially be the set of all disks that contain an arc in B
+
f .
It is easy to see that the vertices corresponding to disks in C+f form a clique in GI . Since
this clique is not necessarily maximal, we might try to extend C+f (and its corresponding
clique). Let r� be an arc contained in all disks in C+f and whose disk dr� contains all arcs
in B+f . The vertex set corresponding to C
+
f ∪ {dr�} forms a clique in GI . We thus add
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dr� to C
+
f and r
� to B+f , and repeat this procedure until the resulting clique is maximal
in GI .
Surprisingly, our experiments showed that extending the original set C+f decreases the
performance of the branch-and-bound algorithm. One possible explanation is that this
extension increases the density of the model (in terms of its coefficient matrix), making
it harder to solve at each search node. Therefore, we opted for simply using the initial
C+f in the experiments reported in Section 7.7. As a consequence, the total number of
constraints (7.7) and (7.8)–(7.11) is relatively small when compared to the number of
constraints in the original model (16.3% on average). Hence, we decided to include all of
those constraints at the beginning of the search, instead of using a separation procedure
to add them gradually as they became violated (a practice known as branch-and-cut).
7.5.3 XPRESS Parameters
For reproducibility purposes, we provide here the XPRESS parameters that had their de-
fault values changed in our experiments: XPRS MIPRELSTOP set to 0.0, XPRS MIPABSSTOP
set to 10−7, XPRS MIPRELCUTOFF set to 0.0, XPRS MIPADDCUTOFF set to 10−7, and
XPRS MAXTIME set to −18000. For more information on these parameters and their default
values, please refer to the XPRESS-Optimizer Manual [7].
7.6 Problem Instances
We assess the effectiveness of our solution approach through a series of experiments with
various data sets. The following data sets first appeared in [2]:
  City 156 and City 538 – Populations of the 156 and
538 largest cities in the United States;
  Earthquake-Death – Death counts due to earthquakes around the world;
  Earthquake-Magnitude – Magnitudes of earthquakes around the world.
In addition to the data sets above, we created additional instances consisting of the
populations of the largest cities in the following countries: Belgium, China, Denmark,
Indonesia, Israel, Netherlands, Norway, Spain, United Kingdom; and in eastern United
States.
In Section 7.7 we scrutinize the outcome of our computational experiments.
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Table 7.1: Decomposition results
Decomposition ACB Decomposition AB
Instance Disks Max # Avg Max # Avg
City 156 156 26 66 2.39 29 53 3.09
City 538 538 53 258 2.10 53 240 2.35
Death 573 70 355 1.62 70 333 1.77
Magnitude 491 50 116 9.92 45 116 11.22
7.7 Results and Discussion
7.7.1 Decomposition Results
We begin by discussing the effects of the decomposition techniques on the instances used
in [2], which are summarized in Table 7.1.
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regards sets of disks with no boundary intersection independently; decomposition B is
the one that keeps removing articulation points until the resulting components are bicon-
nected; and decomposition C is the new one introduced in Section 7.4. We reproduced the
results in [3] by decomposing the original instance with A, and further decomposing each
resulting component with B. We denote this chain decomposition as AB. Using similar
notation, we denote by ACB the decomposition sequence of A, followed by C, and then
B. The reason to perform C before B is that some cases are decomposable by either B or
C, as in Fig. 7.8(ii), but since B replicates vertices, increasing the total number of disks
to be solved, it is best to apply C first.
The first two columns of Table 7.1 indicate the names of the instances and their original
number of disks. For each decomposition, we show the size of the largest component
(Max), the total number of resulting components (#), and the average component size
(Avg) obtained after performing the decomposition. Note that multiplying the average
number (of disks) by the number of instances will not necessarily produce the number of
original disks because decomposition B replicates disks.
The reductions in problem size are remarkable. For example, instances City 538 and
Magnitude can now be solved by optimizing over sets of disks no larger than about a tenth
of their original sizes. Even after introducing decomposition C, the largest component
of most instances remained unbroken, but this decomposition did split other smaller
components, decreasing the average number of disks to be solved at a time.
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7.7.2 Experimental Results
In the following discussion, we focus on the challenging components from City 538,
Earthquake-Death and Earthquake-Magnitude because the remaining instances/components
could be solved very easily. In general, instances whose GS graphs contain large cliques
tend to be the most challenging for our algorithm.
Table 7.2 summarizes our results.
Table 7.2: Results on the largest components that were solved from each original problem
instance. Times are reported in seconds.
Base Optimal Nodes Time
Component Value Value PR SD [4] PR SD [4]
538-1-6 (29) 21.98 44.32 1 1 3 5
538-1-0 (51) 77.37 90.08 1 1 4 19
538-24-0 (53) 18.98 65.08 177 453 14554 84308
death-2-0 (70) 725.28 1152.13 1 1 6 61
mag-6-0 (26) 217.21 579.58 1 1 4 13
mag-1-1 (39) 417.32 1128.52 1 1 13 48
mag-5-0 (81) 601.79 1914.27 1 1 14 2312
mag-1-0 (113) 581.41 3158.82 3 1 107 34306
mag-7-0 (116) 700.37 2916.17 1 1 42 25256
The first column contains the component name in the form α-β-γ (δ), where α relates
to the original instance (“538” for City 538, “death” for Earthquake-Death and “mag”
for Earthquake-Magnitude), β identifies the component id from decomposition A, and γ
indicates the γ-th component obtained after performing decomposition B on component
β. Finally, δ denotes the number of remaining disks in this component. Column Base
Value shows the total length of the arcs that are always visible in any solution, that is,
those that are not contained in any disk. The Optimal Value column shows the value
of the optimal solution minus the base value. The last four columns show the number
of search nodes and time (in seconds) required by our branch-and-bound algorithm (PR)
and by the algorithm (SD) in [4].
For all tested instances, PR requires less time to obtain provably optimal solutions
than SD does, sometimes by more than one order of magnitude.
The results for population-based instances are split between Tables 7.3 and 7.4. We
selected ten instances for which an optimal physically realizable drawing has an objective
value strictly greater than the value of an optimal stacking drawing, thus resulting in
visually better solutions. See Fig. 7.9 for an example.
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Table 7.3: Optimal solutions for population instances: PR vs. SD
Base Optimal Optimal
Country Value Solution (PR) Solution (SD)
Belgium (312) 5354.299813 3127.987567 3127.787579
China (141) 1988.466543 2409.172764 2409.150757
Denmark (310) 4640.934381 2301.315222 2301.088704
Indonesia (150) 2062.608287 1275.764650 1275.749352
Israel (150) 1772.046049 1892.880942 1892.823147
Netherlands (367) 6459.025937 4720.454497 4720.453335
Norway (150) 2108.152483 1230.658095 1230.632434
Spain (300) 4469.564331 3861.170977 3861.156866
United Kingdom (186) 2530.147579 1999.491671 1999.490668
United States (East) (87) 1810.833802 2462.579637 2462.556433
Table 7.3 shows the base values as well as the optimal solution values obtained by
the physically realizable (PR) and the stacking drawing (SD) algorithms, respectively.
Table 7.4 complements Table 7.3 with the number of nodes explored by each algorithm
and their execution times.
Table 7.4: Search nodes and CPU time for population instances: PR vs. SD
PR SD
Country Nodes Times Nodes Times
Belgium (312) 18 6 18 2757
China (141) 5 6 5 3797
Denmark (310) 19 9 19 1007
Indonesia (150) 2 14 2 2477
Israel (150) 6 22 6 1044
Netherlands (367) 23 9 24 4222
Norway (150) 4 11 3 3433
Spain (300) 16 54 15 194
United Kingdom (186) 8 7 8 422
United States (East) (87) 8 22 6 2788
Although the solution values of the physically realizable drawings in Table 7.3 are only
slightly greater than their stacking counterparts, surprisingly, when looking at a map with
hundreds of disks, even a minor improvement can be significant. In fact, it can mean the
difference between seeing or missing a city.
In terms of execution times, once again, the PR algorithm is greatly superior to the
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Figure 7.9: A close up of the Denmark instance, showing a difference between the SD and
PR optimal solutions.
SD algorithm, as shown in Table 7.4. As before, improvements can range from one to
more than two orders of magnitude.
7.8 Conclusion
We propose and implement an exact algorithm to solve the NP-hard problem of generat-
ing physically realizable drawings of proportional symbol maps, which are an important
visualization tool for geo-positioned data. Furthermore, we describe in detail the results
of an extensive experimental study on the behavior of our method.
The symbols under consideration are opaque disks whose areas are proportional to the
magnitude of the events or data they represent.
Our optimization approach is based on an integer linear programming formulation that
maximizes the total length of the visible borders of the disks on the map (an established
measure of quality). The importance of physically realizable drawings stems from the
fact that they improve on the previously studied stacking drawings by exposing greater
portions of the disk borders.
We enhance the performance of our optimization model by using known and novel
decomposition techniques, as well as several families of facet-defining inequalities.
Our computational results, which involve real life data sets related to natural events
and population statistics, indicate that, in addition to being visually superior, optimal
physically realizable drawings can be obtained at a fraction of the computational effort
required to obtain optimal stacking drawings.
To the best of our knowledge, we are the first to find provably optimal physically
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realizable drawings of the data sets proposed in [2], as well as of the population-based
data sets described in Section 7.6 of this paper.
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Tabela 7.5: Decomposition results (erratum)
Decomposition ACB Decomposition AB
Instance Disks Max # Avg Max # Avg
City 156 156 26 66 2.39 29 53 3.09
City 538 538 53 258 2.10 53 240 2.35
Death 573 70 355 1.62 70 333 1.77
Magnitude 491 116 45 9.92 116 50 11.22
Comenta´rios
C1: Redefinic¸a˜o do termo P
Este poliedro foi definido anteriormente como P e P1 nos artigos dos cap´ıtulos 4 e 5,
respectivamente.
C2: Redefinic¸a˜o do termo K
No artigo do cap´ıtulo 5 o grafo GI foi denotado por GR e K representava tanto uma clique
em GI quanto o conjunto de arcos correspondente. Aqui separamos essas definic¸o˜es em
K e R(K), respectivamente.
C3: Provas Adicionais
Devido a restric¸o˜es no nu´mero de pa´ginas, a argumentac¸a˜o de que essas desigualdades sa˜o
va´lidas ficou bastante concisa. Devido a` sugesta˜o de um dos revisores, adicionamos um
documento com um texto mais detalhado, que foi inclu´ıdo nessa dissertac¸a˜o no Apeˆndice
A.
C4: Erro na tabela
Algumas colunas da linha correspondendo a` magnitude de terremotos na Tabela 7.1, esta˜o
trocadas. A Tabela 7.5 e´ a versa˜o corrigida.

Cap´ıtulo 8
Considerac¸o˜es Finais
Nesta dissertac¸a˜o, realizamos inicialmente um extenso estudo sobre o problema SDMT,
originalmente apresentado por Cabello et al. [11]. Desenvolvemos um modelo de pro-
gramac¸a˜o linear inteira e duas te´cnicas de decomposic¸a˜o que diminu´ıram o tamanho das
instaˆncias de entrada. Tambe´m fizemos um estudo de combinato´ria polie´drica, o que
nos permitiu encontrar desigualdades definidoras de facetas, que foram incorporadas ao
modelo. Somando todos esses elementos, pudemos resolver quase todas as instaˆncias uti-
lizadas por Cabello et al., o que nos possibilitou a publicac¸a˜o na confereˆncia internacional
ICCSA 2011 [24]. Continuamos com o estudo do problema, o que resultou na criac¸a˜o de
um novo modelo, mais compacto e que apresentou melhores resultados pra´ticos. Adap-
tamos as desigualdades definidoras de facetas encontradas para o modelo anterior e com
isso esse novo modelo foi capaz de resolver todas as instaˆncias de Cabello et al. em no
ma´ximo 2 dias. Incorporamos as novas descobertas ao artigo aceito para a ICCSA 2011
e submetemos essa extensa˜o a um jornal cient´ıfico [25].
Passamos a contribuir tambe´m com o trabalho de Rafael Cano, que aborda o problema
SDMT atrave´s de uma heur´ıstica GRASP. Ficamos responsa´veis pela paralelizac¸a˜o do
algoritmo atrave´s da biblioteca MPI [2], o que resultou em ganhos quase lineares no
nu´mero de processadores. Ale´m do mais, desenvolvemos instaˆncias novas para que a
qualidade das soluc¸o˜es heur´ısticas pudessem ser comparadas com as soluc¸o˜es o´timas. Para
facilitar a criac¸a˜o dessas instaˆncias, desenvolvemos uma ferramenta usando a API do
Google Maps [1]. Essa contribuic¸a˜o possibilitou a aceitac¸a˜o de um resumo estendido ao
workshop CTW 2011 [14] e tambe´m a submissa˜o de um artigo para um jornal cient´ıfico
[13].
Adaptamos ainda nosso segundo modelo para o problema PRMT, mostrando que as
desigualdades obtidas para o problema anterior sa˜o aplica´veis a este novo problema e
tambe´m sa˜o definidoras de facetas. Os resultados computacionais mostraram que para a
maior parte das instaˆncias, as soluc¸o˜es o´timas para desenhos fisicamente realiza´veis e em
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pilha teˆm mesmo valor e mesmo no caso em que desenhos fisicamente realiza´veis oferecem
um valor maior para a me´trica Max-Total, a diferenc¸a e´ mı´nima. Por outro lado, os
tempos de execuc¸a˜o para as instaˆncias testadas foram consideravelmente menores. Esses
resultados permitiram a escrita de um artigo que foi aceito para a confereˆncia Sibgrapi
[23].
As instaˆncias utilizadas em nossos trabalhos foram disponibilizadas publicamente na
web [22] bem como suas soluc¸o˜es e algumas estat´ısticas relacionadas a`s execuc¸o˜es do
algoritmo.
8.1 Trabalhos Futuros
Como foi visto, o modelo adaptado para o problema PRMT e´ formado por um subconjunto
das desigualdades do modelo para o problema SDMT, ou seja, o primeiro modelo pode
ser considerado uma relaxac¸a˜o do segundo. Como o tempo para se resolver o modelo
relaxado e´ muito menor do que o usado para resolver o modelo original e como geralmente
as soluc¸o˜es representam desenhos fisicamente realiza´veis tambe´m sa˜o desenhos em pilha,
uma ideia natural que foi levantada e´ o uso de um algoritmo de planos de corte para
resolver o problema SDMT: resolvemos o modelo do problema PRMT e, enquanto a
soluc¸a˜o na˜o for um desenho em pilha, ou seja, enquanto houver alguma ordem c´ıclica entre
os discos, adicionamos desigualdades para elimina´-la e resolvemos o modelo novamente.
Pretendemos implementar essa tarefa em um trabalho futuro.
Abordamos o problema PRMM de maneira bastante superficial atrave´s de pro-
gramac¸a˜o linear inteira. Para essa me´trica e´ mais fa´cil encontrar casos em que a soluc¸a˜o
o´tima e´ um desenho fisicamente realiza´vel e na˜o e´ um desenho em pilha. Fizemos expe-
rimentos preliminares com uma adaptac¸a˜o do modelo para o problema PRMM, mas um
estudo mais aprofundado ainda pode ser realizado.
Outra possibilidade de extensa˜o e´ o uso de algoritmos aproximados para resolver esses
problemas. Resultados de limitantes inferiores para os fatores de aproximac¸a˜o para os
problemas PRMT e PRMM foram obtidos no trabalho de Cabello et. al [12], mas seria
interessante determinar se as heur´ısticas usadas para resolver problemas de mapas de
s´ımbolos proporcionais teˆm alguma garantia de aproximac¸a˜o.
Finalmente, ha´ alguns problemas em aberto que encontramos pelo caminho. O mais
importante e´ sem du´vida mostrar se o problema Max-Total para desenhos em pilha per-
tence a` classe NP-dif´ıcil ou enta˜o desenvolver um algoritmo que o resolva em tempo
polinomial. Outro problema consiste em mostrar se o poliedro correspondente ao segundo
modelo para o problema SDMT esta´ contido no poliedro correspondente ao primeiro mo-
delo desse mesmo problema.
Apeˆndice A
Anexo enviado aos revisores do
Sibgrapi
Pro´logo
Este documento foi redigido, conforme sugerido por um dos revisores, para fins de clari-
ficac¸a˜o do texto do artigo Determining an Optimal Visualization of Physically Realizable
Symbol Maps, enviado a` confereˆncia Sibgrapi e que por falta de espac¸o na˜o poˆde ser
inclu´ıdo no mesmo. Nele complementamos o texto da sec¸a˜o IV do artigo com provas ates-
tando a validade das decomposic¸o˜es desenvolvidas no artigo do Cap´ıtulo 4. Entendemos
que o texto explicando a validade da nova decomposic¸a˜o introduzida neste artigo esta´
claro o suficiente.
A.1 Extended Proofs for Section IV
Here, we complement Section IV of said paper with proofs showing that the decomposition
techniques presented in [2] for stacking drawings are applicable to physically realizable
drawings as well. They were omitted from the text of the paper due to space constraints.
Proposition A.1.1. Let S be a set of disks such that GS(V,E) is not 2-connected and let
g be a disk corresponding to an articulation point of GS. Let Sk contain g plus the disk set
of the k-th connected component obtained after the removal of V (g) from GS. The optimal
solutions for each Sk can be combined into an optimal solution for S in polynomial time.
Proof. Let V (g) be an articulation point of GS and let g be its corresponding disk in
S (note that articulation points can be found in O(|E|) time [1]). Let K be the set of
connected components of GS \ {g}. Using the notation introduced in the proposition,
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Figure A.1: An instance that allows for decomposition.
consider the set of disks Sk for each component k ∈ K. Let GSk be the disk graph
of Sk, k ∈ K. If V (i) and V (j) are adjacent vertices in GS, it is easy to see that the
corresponding disks i and j belong to exactly one Sk, for some k ∈ K. Thus, we have that
the decomposition into graphs GSk , for k ∈ K, partitions the edge set of GS. Then, any
independent orientation of the edges of each GSk for k ∈ K corresponds to an orientation
of edges of GS, and vice-versa. It remains to be shown that an orientation of GS is feasible
if and only if the corresponding orientation of GSk is feasible for each k ∈ K. The only
constraints that may cause an orientation to be infeasible are the transitivity relation
constraints (12) of Section III B. We will show that these constraints affect the disks of
S in the same way that they affect the disks of each individual Sk. To this end, consider
a triple of disks (i, j, k) that intercept each other. This triple (i, j, k) belongs to exactly
one set Sk∗ for some k
∗ ∈ K. It is easy to see that there exists a face in S containing i, j
and k if and only if there exists a face in Sk∗ containing these same disks. Thus, from the
definition of constraint (12), each triple of disks (i, j, k) is subject to the same constraints
both in the context of the subset Sk∗ to which it belongs, and in the context of the entire
set S.
If the graph of a connected component (GSk) is not 2-connected and has an articulation
point, the above procedure can be applied recursively.
From Figure A.1(ii), it is clear that there exists an optimal solution in which a and b
are drawn above g. Hence, we can consider the pair a, b as a separate instance, and g as
another. Proposition A.1.2 formalizes this idea.
Proposition A.1.2. Let S be a set of disks and let HS be a directed graph with one node
for every disk in S and an arc from node i to node j whenever a portion of the border of
i’s disk is contained in the interior of j’s disk. Let Sk be the disk set of the k-th strongly
connected component of HS. The optimal solutions for each Sk can be combined into an
optimal solution for S in polynomial time.
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Proof. Let I and J be two distinct strongly connected components of HS, and let SI and
SJ be their corresponding sets of disks, respectively. Either there exists no directed arc
between I and J — in which case they can be solved independently — or, without loss
of generality, all arcs go from I to J . (Having arcs in both directions would imply that I
and J form a single strongly connected component.) In the latter case, there exists a disk
dI ∈ SI that is entirely contained inside some disk dJ ∈ SJ . As a consequence, every disk
in SI must be entirely contained inside dJ . To see why, suppose that there exists d
�
I ∈ SI
disjoint from dJ . Since dI and d
�
I belong to the same strongly connected component, there
dJ
d
�
I
dI
d
��
I
Figure A.2: If dI is contained in dJ and d
�
I is disjoint from dJ , there must exist a disk d
��
I
that crosses the border of dJ , which leads to a contradiction.
must exist another disk d��I ∈ SI crossing the border of dJ , as shown in Figure A.2, which
would contradict the fact that I and J are distinct components.
Hence, since SI is entirely contained inside a disk of SJ , we can independently calculate
the optimal solutions to these two sets of disks and then draw all the disks that belong
to SI on top of the disks that belong to SJ .
The above proof was extracted from [3]. The basis of the argument therein is that
whenever a disk di is contained inside another disk dj , there is an optimal solution where
di is drawn above dj. Although the proof was written with stacking drawings in mind,
the basis for its argument is also true for physically realizable drawings. Therefore, the
proposition applies to these latter drawings as well.
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