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Notationen
(f ∗ g)(x) = ∫ f(x− y) g(y) dy Faltung zweier integrierbarer Funktionen
l.S.
Def.
= r.S. Definitionsgleichung fu¨r l.S.; l.S. ist durch Terme r.S. definiert
!
= geforderte Gleichheit
:=,== Zuweisungsoperator, Gleichheitsoperator (in Algorithmen)
l.S.+ = r.S. Zuweisungsoperator derart daß l.S. := (l.S. + r.S.)
|I| Ma¨chtigkeit/Anzahl der Elemente der Menge I
dxe, bxc kleinste ganze Zahl n ≥ x, gro¨ßte ganze Zahl n ≤ x
(, ) und [, ] offenes und abgeschlossenes Intervall
Cp,Cp[a, b] Raum der (auf dem abgeschlossenen Intervall [a, b]) p-mal stetig dif-
ferenzierbaren Funktionen
Cp0,C
p
0[a, b],C
p
0(G) Raum der (auf dem abgeschlossenen Intervall [a, b] beziehungsweise
auf der Menge G) p-mal stetig diff.baren Funktionen mit kompaktem
Tra¨ger
∆, Dα Gradient, d
α
dxα bzw.
∂α
∂xα
det M Determinante einer quadratischen Matrix M
dist(·, ·) Abstandsfunktion
~eξ, ~e
Σ
ξ Einheitsvektor in ξ-Richtung (im Koordinatensystem Σ)
H Halbebene
imageA Bildbereich des Operators A
Kψbi,aj (b, a) =
∫
R
ψ
(
t−b
a
)
ψ¯bi,aj (t)dt reproduzierender Kern der Wavelettransfor-
mation mit dem Wavelet ψ
Lψ Wavelettransformationsoperator (zum Wavelet ψ)
l2 Menge aller Folgen komplexer Zahlen, die quadratisch summierbar
sind
Lp Raum von Klassen a¨quivalenter p-integrierbarer Funktionen
N Ko¨rper der natu¨rlichen Zahlen
Pn Raum der Polynome von ho¨chstens n-tem Grad
P Interpolationsoperator
P ,Px Polynominterpolationsoperator fu¨r Interpolationspolynome (entlang
der x-Koordinate)
PK Interpolationsoperator u¨ber den reproduzierenden Kern der Wave-
lettransformation
P|n| Polynominterpolationsoperator fu¨r Interpolationspolynome von
ho¨chstens n-tem Gesamtgrad
ψb(x), ψb,a(x), ψ¯ = ψ(x − b), ψ
(
x−b
a
)
, konjugiert Komplexes von ψ
R,R+,RN Ko¨rper der reellen Zahlen, positive reelle Zahlen, N -dimensional
~vT Transponierte des Vektors ~v
Uε(P ) ε-Umgebung des Punktes P
supp{f} Tra¨ger der Funktion f : abgeschlossene Hu¨lle aller Punkte des Defini-
tionsbereiches von f , an denen f nicht verschwindet
x˙(t), x¨(t) ddtx(t),
d2
dt2x(t)
Z Ko¨rper der ganzen Zahlen
Kapitel 1
Einfu¨hrung
Thus you will see how from a silly question many
wise answers can be produced and such is probably
the cultural function of naive interviews.1
Umberto Eco
Die vorliegende Arbeit bescha¨ftigt sich mit zwei Interpolationsaufgaben, die, wie es von der
Technomathematik erwartet wird, Lo¨sungen fu¨r Problemstellungen industrieller Anwendun-
gen liefern.
In Kapitel 2 wird die Interpolation von Waveletkoeffizienten aus einer endlichen Anzahl
vorgegebener Waveletkoeffizienten behandelt. Dieses Problem stellt sich auf zweierlei Weise.
Mit der kontinuierlichen Wavelettransformation ko¨nnen eine Vielzahl von Waveletkoeffizien-
ten bestimmt werden. In der Signalanalyse wird dies genutzt, um Merkmale von Signalen zu
lokalisieren und zu klassifizieren. Dieses Verfahren ist insbesondere fu¨r Echtzeitanwendungen
zu rechenaufwendig. Andererseits erfu¨llen schnelle Methoden der Berechnung, beispielsweise
die schnelle Wavelettransformation auf einem dyadischen Gitter (DWT), aufgrund zu grob
angeordneter Gitterpunkte im Phasenraum die Anforderungen zum Einsatz in der Signal-
analyse nicht ausreichend. Eine Interpolation der Wavelettransformierten aus vorhandenen
Waveletkoeffizienten kann demzufolge beiden Methoden neue Einsatzgebiete ero¨ffnen.
In Abschnitt 2.2 wird zuna¨chst der kanonische Weg einer Interpolation von Waveletkoef-
fizienten u¨ber den reproduzierenden Kern der Wavelettransformation dargestellt, dessen
Vorteil es ist, daß die Interpolierte wiederum im Bildraum der Wavelettransformation zum
verwendeten Wavelet liegt. Dieser Ansatz wurde erstmalig von Grossmann et al. (1985) un-
tersucht, jedoch ohne Analyse des Interpolationsfehlers. Wir geben deshalb am Ende jenes
Abschnittes eine obere Abscha¨tzung fu¨r die Approximationsgu¨te dieser Methode an.
Die Schwierigkeit, eine Fehlerabscha¨tzung anzugeben, in die ein funktionaler Zusammenhang
zur Auswahl der Stu¨tzstellen-Koeffizienten eingeht, fu¨hrt zu einem weiteren Interpolations-
ansatz, den der zweidimensionalen Polynominterpolation von Wavelettransformierten, wel-
cher in Abschnitt 2.3 eingefu¨hrt wird. Bei der Entwicklung des Interpolationspolynoms wird
eine den Eigenschaften der Wavelettransformation angepaßte, demzufolge nichtrechteckige
Anordnung der Stu¨tzstellen eingesetzt.
1Vegetal and mineral memory: The future of books. Vortrag am 1. November 2003 in der neu ero¨ffneten
Bibliotheca Alexandrina
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Abschnitt 2.4 widmet sich anschließend ausfu¨hrlich der Fehlerabscha¨tzung des zweidimen-
sionalen polynomialen Interpolationsansatzes.
Die Ergebnisse aus Abschnitt 2.4 werden in Abschnitt 2.5 noch einmal fu¨r eine suboptimale
Fehlerabscha¨tzung des Interpolationsansatzes von Grossmann angewandt.
Andere Interpolations- und Approximationsverfahren aus der Literatur im Waveletumfeld
finden keine na¨here Erla¨uterung, weil sie theoretische Untersuchungen sind, die die praktisch
unmo¨gliche Kenntnis unendlich vieler Waveletkoeffizienten unterstellen.
Kapitel 2 schließt in Abschnitt 2.6 mit dem Verweis auf die Mo¨glichkeit der exakten Be-
rechnung von Waveletkoeffizienten aus einer endlichen Anzahl von Waveletkoeffizienten und
gibt entsprechende Vorschriften fu¨r Koeffizienten des Haar-Wavelets an.
Eine weitere Interpolationsaufgabe wird in Kapitel 3 behandelt. Das diskutierte Problem ist
hier das Auffinden einer glatten Raumkurve durch vorgegebene Punkte des Raums und das
Abfahren dieser Kurve innerhalb eines schmalen Schlauches mit glatten Beschleunigungen,
wie es in Abschnitt 3.1 mathematisch formuliert ist.
Der Abschnitt 3.2 demonstriert steuerungstheoretische Lo¨sungsansa¨tze fu¨r einen Sollwert-
generator. Jedoch finden derartige Methoden bisher keinen Einsatz in mechanischen Meß-
apparaturen, weil die entwickelten Lo¨sungen einen zu komplexen mathematischen Apparat
benutzen, der die Rechenleistung der Maschine fast vollsta¨ndig bindet. Auch der Einzug lei-
stungsfa¨higerer Rechentechnik kann dieses Manko nicht beheben, da im praktischen Einsatz
davon auch eine deutlich ho¨here Anzahl von Meßpunkten erwartet wird. Außerdem soll die
Recheneinheit der Meßapparatur weitere Aufgaben u¨bernehmen, die ebenfalls von ho¨herer
Rechenleistung profitieren wollen. Auf absehbare Zeit ist die Diskrepanz zwischen Rechen-
aufwand fu¨r eine glatt abzufahrende Raumkurve, die mit bekannten Methoden ermittelt
wird, und der Rechenleistung der eingesetzten Apparaturen nicht zu verringern.
In dieser Arbeit wird dann im weiteren eine Methode entwickelt, die die technischen Glatt-
heitsforderungen an die Bahn und Beschleunigung der Meßapparatur erfu¨llt und mit deutlich
geringerem Rechenaufwand als herko¨mmliche Methoden auskommt, so daß mit einem indu-
striellen Einsatz zu rechnen ist.
Zuerst (Abschnitt 3.3) wird der Bahnverlauf durch einen geometrischen Ansatz derart ver-
einfacht, daß alle weiteren Teilaufgaben nur noch bezu¨glich der Ebene beziehungsweise auf
einer Strecke zu lo¨sen sind. Dazu geho¨ren sowohl die Bestimmung der maximalen Abwei-
chung vom Polygonzug (Abschnitt 3.3.2) als auch das (zuna¨chst noch notwendige) Gla¨tten
der Wendekurven (Abschnitt 3.3.3).
Anschließend wird ein Algorithmus fu¨r das Beschleunigen auf geradlinigen Teilstu¨cken (Ab-
schnitt 3.3.4) entworfen, der spa¨ter auch fu¨r das Beschleunigen auf maximal mo¨gliche Ge-
schwindigkeiten (Abschnitt 3.3.5) zum Zwecke der Zeitoptimalita¨t beim Kurvendurchlauf
eingesetzt werden kann.
Gleichwohl der Sollwertgenerator an dieser Stelle die an ihn gestellten Forderungen sa¨mt-
lichst erfu¨llt, erfa¨hrt er durch eine Konstruktionsidee zur geometrischen Normalisierung po-
lynomialer Wendebo¨gen eine entscheidende Verbesserung, die ausfu¨hrlich in Abschnitt 3.4
hier erstmalig in Schriftform dargelegt wird.
Schlußendlich werden im Abschnitt 3.5 Schwierigkeiten diskutiert, die bei der Implemen-
tierung auftreten, so daß am Ende das Verfahren bis zur Einsatzbereitschaft beschrieben
ist.
Die im Text enthaltenen Algorithmen sind in Pseudo-C++ unter Verwendung von templates
der Standard Template Library (STL) (Stepanov und Lee (1994)) abgefaßt, wodurch dem
Anwender eine schnelle Implementierung einzelner Algorithmen ermo¨glicht wird.
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Das Vorliegen dieser Niederschrift ist auch Ergebnis vielseitiger Unterstu¨tzung meiner Arbeit
in den letzten Jahren im beruflichen wie privaten Umfeld. Um der Gefahr zu entgehen,
jemanden zu vergessen, sei allen, bis auf den lieben OTIS, ungenannt herzlichst gedankt.
Dabei denke ich wirklich an alle und jede noch so kleine oder indirekte Hilfe: meinen Betreuer,
meine Familie, meine Freunde, meine Kollegen nah und fern, die oft mehr als nur Kollegen
waren und sind, natu¨rlich auch an die Open Source Supporters und nicht zuletzt an jene,
die einen Beitrag zum rasanten Endspurt leisteten.
Kapitel 2
Interpolation von
Waveletkoeffizienten
Industrieapplikationen erfordern ha¨ufig Echtzeitanalysen auch fu¨r große Datensa¨tze. Dazu
werden schnelle Algorithmen wie die schnelle Wavelettransformation auf dyadischen Skalen
(DWT) beno¨tigt. Detektion und Quantifizierung von Merkmalen, wie beispielsweise in Ende
et al. (1996) dargelegt, sind im Fall der DWT fu¨r zahlreiche Anwendungen aber nicht mehr
gewa¨hrleistet. Der Einsatz einer zweidimensionalen kontinuierlichen Wavelettransformation
– wie bei der Analyse von Erdbebenkatalogen in Maaß et al. (2001) – erfordert wiederum zu
hohen Rechenaufwand. Daher ist es naheliegend, nach Methoden zu fragen, die wesentliche
Waveletkoeffizienten schnell berechnen und daraus die fu¨r die Detektion und Quantifizierung
entscheidenden Koeffizienten interpolieren.
2.1 Grundbegriffe
Ausgehend von Signalen f ∈ L2(R) beschreibt der lineare Operator Lψ fu¨r reellwertige ψ ∈
L2(R) eine Abbildung
L2(R) → L2(R2, db da/a2) vermo¨ge f(t) 7→ Lψf(b, a) Def.= 1√
a
∞∫
−∞
f(t) ψ¯
(
t− b
a
)
dt
(2.1)
mit der bei geeigneter Wahl von ψ eine in beide Richtungen umkehrbare und stetige Abbil-
dung
f(t) 7→ 〈f, ψb,a〉(2.2)
von L2(R) nach l2(D) fu¨r eine diskrete Menge D von Paaren (b, a) ∈ R×R und ψb,a(t) =Def.
ψ
(
(t − b)/a) assoziiert ist. Wegen der Gleichung von Parseval1 ist dies der Fall, wenn die
1Satz (Parseval). Fu¨r ein Orthonormalsystem {ek}k∈   0 eines Hilbertraumes H und jedes x ∈ H gilt:
‖x‖2 =
∞

k=0
|  x, ek  |2 .
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Familie {ψb,a(t)}(b,a)∈D ein vollsta¨ndiges Orthonormalsystem in L2(R) bildet. Im weiteren
beschra¨nken wir uns auf derartige Systeme.
Definition 2.1. Sei ψˆ die Fouriertransformierte von ψ. Erfu¨llt ψ ∈ L2(R) die Zula¨ssig-
keitsbedingung
0 < Cψ
Def.
=
∞∫
−∞
|ψˆ(ω)|2
|ω| dω < ∞ ,(2.3)
so wird ψ Wavelet und Lψf die Wavelettransformierte von f zum Wavelet ψ genannt.
Die Zula¨ssigkeitsbedingung (2.3) garantiert die Existenz der Umkehrformel fu¨r die Wave-
lettransformation:
f(t) =
1
Cψ
∞∫
0
∞∫
−∞
Lψf(b, a)
1√
a
ψ
(
t− b
a
)
db
da
a2
.(2.4)
Praktisch sind vorallem Signale und Wavelets von endlicher La¨nge relevant. Die na¨chste
Definition beschreibt diesen fu¨r Anwendungen interessanten Bereich einer Funktion.
Definition 2.2. Der Tra¨ger supp{f} einer Funktion f ist die abgeschlossene Hu¨lle aller
Punkte des Definitionsbereiches von f , an denen f nicht verschwindet.
Interpolationsaussagen erfordern in der Regel gewisse Forderungen an das Stetigkeitsmodul
des zu interpolierenden Objektes. Eine Mo¨glichkeit, die Glattheit eines Signals zu charakte-
risieren, bietet die folgende
Definition 2.3. Eine Funktion f erfu¨lle eine polynomiale Lipschitzbedingung zum Exponen-
ten α ≥ 0 im Punkt t0, wenn eine reellwertige Konstante K > 0 und ein Polynom pf,m,t0
vom Grad m = bαc derart existieren, daß
∀t ∈ R : |f(t)− pf,m,t0(t)| ≤ K|t− t0|α
gilt.
K heißt Lipschitzkonstante.
Wie der folgende Satz zeigt, ist fu¨r einen festen Punkt b0 das Wachstum der Waveletkoeffizi-
enten eines Signals f entlang des Skalenparameters a entsprechend des Lipschitzexponenten
von f beschra¨nkt.
Satz 2.4. Sei ψ ∈ Cn ein Wavelet mit n verschwindenden Momenten, und existiere fu¨r
k ∈ {0, 1, . . . , n} sowie m ∈ N eine reellwertige Konstante Cm, so daß
∀t ∈ R : |ψ(k)(t)| ≤ Cm
1 + |t|m
gilt.
Weiter erfu¨lle f ∈ L2(R) eine polynomiale Lipschitzbedingung zum Exponenten α ≤ n fu¨r
alle Punkte t des Intervalls [A,B] mit einer von t unabha¨ngigen Lipschitzkonstanten.
2.2. Interpolation mittels reproduzierendem Kern 11
Dann gibt es eine reelle Zahl C > 0, so daß
∀(b, a) ∈ [A,B]× R+ : |Lψf(b, a)| ≤ Caα+1/2
gilt.
Beweis. Siehe Mallat (1998), Theoreme 6.3 und 6.4, S. 169ff. 
Der Vergleich zum Faltungsoperator (siehe na¨chste Definition) zeigt, daß die Wavelettrans-
formation Gla¨ttungseigenschaften besitzt, was auf gute Interpolationsergebnisse hoffen la¨ßt.
Definition 2.5. Die Faltung zweier integrierbarer Funktionen f und g ist durch
(f ∗ g)(x) Def.=
∫
f(x− y) g(y) dy
definiert.
Einen kurzen U¨berblick und schnellen Einstieg in die Wavelettheorie bietet Brigola (1997).
Eine ausfu¨hrliche Darstellung der Waveletanalysis geben Louis et al. (1994) sowie Mallat
(1998).
2.2 Interpolation mittels reproduzierendem Kern der
Wavelettransformation
Mit der fu¨r dieses Kapitel im letzten Abschnitt aufgestellten Voraussetzung, daß die Familie
{ψb,a(t)}(b,a)∈D ein vollsta¨ndiges Orthonormalsystem des L2(R) bilden soll, sind wir in der
Lage, fu¨r jedes Signal f ∈ L2(R) eine (diskrete) Waveletzerlegung
f(t) =
∞∑
i=−∞
∞∑
j=−∞
〈
f, ψbi,aj
〉
ψbi,aj (t)(2.5)
anzugeben. Mit den Koeffizienten
〈
f, ψbi,aj
〉
der Waveletzerlegung gilt fu¨r die Waveletkoef-
fizienten des Signals f :
Lψf(b, a) =

 ∞∑
i=−∞
∞∑
j=−∞
〈
f, ψbi,aj
〉 〈
ψbi,aj , ψb,a
〉 (b, a)(2.6)
=
∞∑
i=−∞
∞∑
j=−∞
〈
f, ψbi,aj
〉Kψbi,aj (b, a)(2.7)
unter Verwendung des reproduzierenden Kerns der Wavelettransformation zum Wavelet ψ
Kψbi,aj (b, a)
Def.
= Lψbi,ajψ(b, a)(2.8)
=
∫
R
ψ
(
t− b
a
)
ψ¯bi,aj (t)dt(2.9)
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=
∫
R
ψ
(
t− b
a
)
ψ¯
(
t− bi
aj
)
dt(2.10)
= Kψb,a(bi, aj) .(2.11)
An Gleichung (2.7) irritiert aus Anwendersicht die Zerlegung der Wavelettransformierten in
eine Summe mit unendlich vielen Summanden. Unser Ziel ist es, eine Interpolationsformel
fu¨r Lψf(b, a) aufzustellen, die mit endlich vielen Summanden auskommt. Dabei stellt sich
in erster Linie die Aufgabe, die Koeffizienten
〈
f, ψbi,aj
〉
fu¨r eine geeignete endliche Menge I
von Paaren (bi, aj) durch Koeffizienten γij zu ersetzen. Deshalb wa¨hlen wir als Interpola-
tionsansatz fu¨r die Wavelettransformierte
Lψf(b, a) ≈ PKLψf(b, a) Def.=
∑
(i,j)∈I
γijKψbi,aj (b, a)(2.12)
=
∑
(i,j)∈I
γij
∫
R
ψbi,aj (t)ψ¯b,a(t)dt(2.13)
=
∫
R

 ∑
(i,j)∈I
γijψbi,aj (t)

 ψ¯b,a(t)dt(2.14)
= Lψ

 ∑
(i,j)∈I
γijψbi,aj (t)

 (b, a)(2.15)
fu¨r eine endliche Indexmenge I, |I| <∞.
Dieser Ansatz sichert, daß der Bildraum des Operators Lψ durch Bildung von Linear-
kombinationen diverser Kernauswertungen nicht verlassen wird und somit die Interpolierte
tatsa¨chlich ein Bild eines mit dem Wavelet ψ transformierten Signals ist.
Die Interpolationsbedingung zu N vorgegebenen Waveletkoeffizienten Lψf(bk, al) an den
Stu¨tzstellen (bk, al)
PKLψf(bk, al) =
∑
(i,j)
γijKψbi,aj (bk, al)
!
= Lψf(bk, al)(2.16)
gibt zur Bestimmung der Koeffizienten γij ein lineares Gleichungssystem vor, dessen Lo¨sbar-
keit fu¨r m,n ∈ {0, 1, . . . , N − 1} mit den Abbildungen
(i, j) 7→ m und (k, l) 7→ n(2.17)
und der durch
Mn,m
Def.
= (〈ψbn,an | ψbm,am〉)nm
definierten (N ×N)-Matrix durch det(Mm,n) 6= 0 gekennzeichnet ist.
Die Betrachtung des zweidimensionalen Interpolationsproblems
(b0, a0), . . . , (bN−1, aN−1) und γ0, . . . , γN−1 mit γi = Lψf((bi, ai))
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la¨ßt sich unter Hinzunahme einer weiteren Nebenbedingung, beispielsweise minimale Energie
der Transformierten, eindeutig lo¨sen. Grossmann et al. (1985) hat dies auf ein Optimierungs-
problem in einem Vektorraum mit Skalarprodukt zuru¨ckgefu¨hrt:
Satz 2.6 (Grossmann). Seien ψ ∈ L2(R) ein Wavelet und Kψ der mit ψ assoziierte
reproduzierende Kern. Seien weiter N Punkte (bn, an) ∈ R×R+, m,n = 0, 1, . . . , N −1 vor-
gegeben. Angenommen detMm,n = det (〈ψbn,an | ψbm,am〉)nm 6= 0. Dann besitzt zu gegebenen
λ = (λ0, . . . , λN−1)
T ∈ RN das Interpolationsproblem
1. Lψf ∈ imageLψ ⇐⇒ Lψf = Kψ ∗ Lψf ,
2. Lψf(bi, ai) = λi, i = 0, . . . , N − 1,
3. ∀L˜ψf ∈ L2(H), die 1. und 2. genu¨gen: ‖L˜ψf‖2 ≥ ‖Lψf‖2
eine eindeutige Lo¨sung Lψf , welche durch
Lψf(b, a) =
N−1∑
n=0
γn
1
an
Kψ
(
b− bn
an
;
a
an
)
mit γ = (γ0, . . . , γN−1) aus
γ = M−1m,nλ⇐⇒ λn =
N−1∑
m=0
γmMn,m
gegeben ist.
Holschneider (1995), S. 122. nach Grossmann et al. (1985) 
Durch Auswerten dieser Interpolationsformel der energiea¨rmsten Wavelettransformierten
mit den n Waveletkoeffizienten Lψf(ai, bi), i = 1, 2, . . . , n la¨ßt sich also ein interpolierter
Wert an der Stelle (a, b) gewinnen.
Sowohl bei Grossmann et al. (1985) als auch in der spa¨teren Literatur2 findet sich jedoch kein
Interpolationsfehler fu¨r interpolierte Waveletkoeffizienten. Gleichwohl Interpolation zum Ta-
gesgescha¨ft bei der computergestu¨tzten Berechnung der Wavelettransformation geho¨rt. So
verwendet Mallat (1998)3 quadratische Interpolationspolynome (
”
parabola interpolation“)
zur Verfeinerung der Skalenauflo¨sung. Wir verallgemeinern diesen Ansatz in Abschnitt 2.3
auf Seite 17 und analysieren die Interpolationsfehler. Fu¨r das Interpolationsverfahren mittels
des reproduzierenden Kerns der Wavelettransformation nutzen wir das mit Satz 2.4 beschrie-
bene Approximationsverhalten der Wavelettransformation fu¨r einen festen Zeitpunkt entlang
der Skalen, um im folgenden eine obere Schranke fu¨r ‖Lψf −
∑
(i,j) γijKψbi,aj ‖ anzugeben.
Wir beginnen mit einigen Umformungen.
‖Lψf −PKLψf‖ =
∥∥∥∥∥∥Lψf −
∑
(i,j)∈I
γijKψbi,aj
∥∥∥∥∥∥(2.18)
2insbesondere Mallat (1998)
3Seite 90, Abschnitt 4.3.3 Discrete Wavelets. Fast Transform
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=
∥∥∥∥∥∥Lψf − Lψ

 ∑
(i,j)∈I
γijψbi,aj


∥∥∥∥∥∥(2.19)
=
∥∥∥∥∥∥Lψ

f − ∑
(i,j)∈I
γijψbi,aj


∥∥∥∥∥∥(2.20)
Die Abscha¨tzung der rechten Seite von Gleichung (2.20) erfordert einige weiterfu¨hrende
U¨berlegungen. Das Intervall [A,B] enthalte alle Stu¨tzstellen bi, fu¨r die ein aj existiert, so daß
(bi, aj) ∈ I gilt. Sei ψ ein Wavelet mit m verschwindenden Momenten4. Wir betrachten5 nun
die Wavelettransformierte Lψf einer Funktion f , die eine polynomiale Lipschitzbedingung
zum Exponenten α ≤ m fu¨r alle Punkte t im Intervall [A,B] mit einer von t unabha¨ngigen
Lipschitzkonstanten erfu¨llt:
∀(b, a) ∈ [A,B]× R+:
|Lψf(b, a)| = 1√
a
∣∣∣∣∣∣
∫
R
f(t)ψ
(
t− b
a
)
dt
∣∣∣∣∣∣(2.21)
=
1√
a
∣∣∣∣∣∣
∫
R
[f(t)− pf,m,t0(t)]ψ
(
t− b
a
)
dt
∣∣∣∣∣∣(2.22)
≤ 1√
a
∫
R
K|t− t0|α
∣∣∣∣ψ
(
t− b
a
)∣∣∣∣ dt .(2.23)
Die Substitution x = (t− b)/a ergibt
|Lψf(b, a)| ≤
√
a
∫
R
K|ax+ b− t0|α|ψ(x)|dx .(2.24)
Wegen |c+ d|α ≤ 2α(|c|α + |d|α) folgt weiter
|Lψf(b, a)| ≤ 2αK
√
a
(
aα
∫
R
|x|α|ψ(x)|dx + |b− t0|α
∫
R
|ψ(x)|dx
︸ ︷︷ ︸
=1 wegen ||ψ||=1
)
.(2.25)
Weiter erfu¨lle f die polynomiale Lipschitzbedingung zum Exponenten α ≤ m fu¨r alle
Punkte t des Intervalls [A,B] mit einer von t unabha¨ngigen Lipschitzkonstanten, also auch
fu¨r t0
!
= b. Dann folgt
|Lψf(t0, a)| ≤ 2αKaα+1/2
∫
R
|t|α|ψ(t)|dt .(2.26)
Um die Existenz des Integrals in (2.26) zu sichern, mu¨ssen wir ausreichend schnelles Abfall-
verhalten vom Wavelet ψ fordern:
4Das heißt insbesondere fu¨r ein Polynom pm vom Grad kleiner als m:   pm(t)ψ([t − b]/a)dt = 0 .
5Diese Argumentation folgt dem Beweis von Theorem 6.4 von Jaffard in Mallat (1998), S. 171.
2.2. Interpolation mittels reproduzierendem Kern 15
|ψ(t)| ≤ Cp
1 + |t|p(2.27)
fu¨r eine reellwertige Konstante Cp > 0. Das Abfallverhalten des Signals f ist durch dessen
Lipschitzexponenten α vorgegeben. Und zwar muß
p = α+ 1 + ε(2.28)
fu¨r ein beliebiges ε > 0 gelten.6
Zur Abscha¨tzung der rechten Seite in Gleichung (2.20) verwenden wir schlußendlich den mit
obigen Ausfu¨hrungen bewiesenen 7
Satz 2.7. Erfu¨lle f ∈ L2(R) eine polynomiale Lipschitzbedingung zum Exponenten α ≤ m
fu¨r alle Punkte t des Intervalls [A,B] mit einer von t unabha¨ngigen Lipschitzkonstanten.
Sei ψ ein Wavelet mit m verschwindenden Momenten, und existiere eine reellwertige Kon-
stante Cp, so daß fu¨r p = α+ 1 + ε
|ψ(t)| ≤ Cp
1 + |t|p(2.29)
folgt.
Dann gibt es eine reelle Zahl C > 0, so daß
∀(b, a) ∈ [A,B]× R+ : |Lψf(b, a)| ≤ Caα+1/2(2.30)
gilt.
Bemerkung 2.8. Die Konstante C setzt sich wie folgt zusammen
C = 2αK · Cp pi
(α+ 1 + ε) sin
(
(α+1)pi
α+1+ε
) .(2.31)
Wobei K die im Intervall [A,B] von t unabha¨ngige Lipschitzkonstante einer an der Stelle
t0 = b entwickelten Funktion f ist, die einer polynomialen Lipschitzbedingung zum Exponen-
ten α genu¨gt.
Und Cp ist eine Konstante, die das Abfallverhalten des Wavelets ψ in (2.29) charakterisiert,
damit das Integral in (2.26) existiert.
6In diesem Fall gilt die Formel 1.1.3.4.42 in Bronstein und Semendjajew (1991), S. 70:
 

xa−1
1 + xb
dx =
pi
b sin(api/b)
.
7Dies entspricht in abgeschwa¨chter Form Satz 2.4 von Seite 11.
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Beweis. Abscha¨tzung (2.27) in (2.26) einsetzen und Integral mit Fußnote 6 auswerten.

Bezugnehmend auf Abscha¨tzung (2.20) wollen wir den obigen Satz 2.7 fu¨r das Differenz-
signal f −∑(i,j) γijψbi,aj anwenden. Weswegen fu¨r f −∑(i,j) γijψbi,aj die Voraussetzungen
des Satzes 2.7 u¨berpru¨ft werden mu¨ssen. Insbesondere ist zu kontrollieren, unter welchen
Forderungen an f und ψ die Differenz einer polynomialen Lipschitzbedingung genu¨gt.
Wir betrachten dazu die Summe h = f + g zweier Signale f und g ∈ L2(R). Dabei erfu¨lle
f eine polynomiale Lipschitzbedingung zum Exponenten αf ≤ nf und g zum Exponen-
ten αg ≤ ng fu¨r nf , ng ∈ N im Punkt t0. Bezeichnet nh = min{nf , ng}, dann existiert fu¨r
h offensichtlich eine polynomiale Lipschitzbedingung zum Exponenten α ≤ nh im Punkt t0
mit ph=f+g,nh,t0 = pf,nh,t0(f) + pg,nh,t0(g).
8 Dieser Fakt versetzt uns letztlich in die Lage
zur Formulierung von
Theorem 2.9. Sei ψ ∈ Cn ein Wavelet mit n verschwindenden Momenten, das den Vor-
aussetzungen von Satz 2.7 genu¨gt, und erfu¨lle das Signal f ∈ L2(R) eine polynomiale Lip-
schitzbedingung zum Exponenten α ≤ n fu¨r alle Punkte t des Intervalls [A,B] mit einer
von t unabha¨ngigen Lipschitzkonstanten.
Dann gibt es eine reelle Zahl C > 0, so daß ∀(b, a) ∈ [A,B]× R+ :
∥∥∥∥∥∥Lψf −
∑
(i,j)∈I
γijKψbi,aj
∥∥∥∥∥∥ ≤
∣∣∣∣∣∣Lψ

f − ∑
(i,j)∈I
γijψbi,aj

 (b, a)
∣∣∣∣∣∣ ≤ Caα+1/2(2.32)
gilt.
Wobei die γij durch den mit Satz 2.6 bestimmten Vektor γ festgelegt sind, und I, die endliche
Menge von Tupeln (b, a) bildet, an denen die Wavelettransformierte Lψf bestimmt ist.
Bemerkung 2.10. Ein entscheidendes Manko dieser Abscha¨tzung ist, daß fu¨r j 6= j′ die
Wahl unterschiedlich dilatierter Wavelets ψbi,aj (t) und ψbi,aj′ (t) in der Interpolationsformel
keinen Einfluß auf den Faktor aα+1/2 der Abscha¨tzung (2.32) hat.
Bemerkung 2.11. Die Konstante C in Ungleichung (2.32) ha¨ngt von der Regularita¨t der
Terme ψ und f der analysierten Funktion f −∑(i,j) γijψbi,aj ab.9 Da das Wavelet ψ fu¨r
gegebenes Signal f ausreichend regula¨r gewa¨hlt wird10, ha¨ngt der Interpolationsfehler letztlich
lediglich von der Regularita¨t von f ab.
Bemerkung 2.12. C wird kleiner fu¨r gute neue Stu¨tzstellen, weil dann die Lipschitz-
konstante K kleiner wird. Wird na¨mlich das absolute Maximum der Differenz kleiner, so
verringert sich automatisch das absolute Maximum der ersten Ableitung der Differenz, als
welches K, grob gesprochen, interpretiert werden kann.
Bemerkung 2.13. Fu¨r max(i,j){dist(Lψf(b, a), Lψf(bi, aj))} → 0 wird C aufgrund der
Stetigkeit von ψ und damit11 der von Lψf fu¨r ein fast u¨berall stetiges f kleiner.
Bemerkung 2.14. Fu¨r den fu¨r die Interpolationaufgabe weniger interessanten L2-Fehler
gilt auf Grund der Isometrie fu¨r ψ, f ∈ L2(R):
8Denn fu¨r beide Summanden existiert eine Taylorentwicklung mit nh + 1 Summanden.
9vergleiche Beweis von Satz 2.7
10siehe Voraussetzungen von Theorem 2.9
11Siehe Sa¨tze 2.17 auf Seite 21 und 2.18 auf Seite 21
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∥∥∥∥∥∥Lψ

f −∑
(i,j)
γijψbi,aj


∥∥∥∥∥∥
2
L2(R2,dbda/a2)
=
∥∥∥∥∥∥f −
∑
(i,j)
γijψbi,aj
∥∥∥∥∥∥
2
L2(R)
.(2.33)
2.3 Zweidimensionaler Polynomansatz12
Fu¨r den im vorangegangenen Abschnitt entwickelten Interpolationsansatz mittels des re-
produzierenden Kerns fehlt zum einen eine geeignete Fehlerabscha¨tzung, und zum anderen
kann es passieren, daß das lineare Gleichungssystem zur Bestimmung der fu¨r das Interpo-
lationsverfahren notwendigen Koeffizienten nicht lo¨sbar ist. Wir wenden uns deshalb einem
anderen ebenso naheliegenden Ansatz zu: Wir bestimmen zu vorgegebenen Waveletkoef-
fizienten quadratische Interpolationspolynome und leiten daraus Fehlerabscha¨tzungen her,
die fu¨r eine feste Anzahl von vorgegebenen Waveletkoeffizienten eine gute Approximation
der entsprechenden Wavelettransformierten liefern. Wir lassen dabei von der Forderung ab,
daß die Interpolierte fu¨r eine zunehmende Anzahl von Stu¨tzstellen gegen die vorgegebene
Wavelettransformierte konvergiert.
Da die Wavelettransformation eine Funktion zweier Vera¨nderlicher ist, setzten wir – zuna¨chst
unabha¨ngig von dem zu verwendenden Wavelet – als zweidimensionales Interpolationspoly-
nom mit maximalem Gesamtgrad zwei
PF (x, y) Def.=
∑
0≤j+k≤2
γjkx
jyk , γjk ∈ R(2.34)
zu den vorzugebenden Funktionswerten
   
 
 
 
x0 x1 x2 x3 x4
y0
y1
y2
Abbildung 2.1: Vorgeschlagene Stu¨tzstellenanordnung fu¨r die zweidimensionale Polynominter-
polation von Waveletkoeffizienten
12In diesem Abschnitt muß von den Wavelets ψ nicht notwendigerweise gefordert werden, daß
{ψb,a(t)}(b,a)∈D ein Orthonormalsystem des L2( ) bildet.
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F00 = F (x0, y0), F11 = F (x1, y1),
F20 = F (x2, y0), F22 = F (x2, y2),
F31 = F (x3, y1), F40 = F (x4, y0)
(2.35)
an den entsprechenden Stu¨tzstellen an.
Die Heuristik hinter der Wahl eines nichtrechteckigen Gitters der Stu¨tzstellen kommt einer-
seits aus der Beru¨cksichtigung der fu¨r die Wavelettransformation typischen Einflußkegel13,
andererseits aus dem Gitter der schnell zu berechnenden dyadischen Wavelettransformation
(DWT), deren niedrigste Skale mit der minimal auflo¨sbaren Detailgro¨ße des Eingangssignals
korrespondiert.
Unser Ziel ist es, den Funktionswert des zweidimensionalen Interpolationspolynoms PF an
der Stelle (b, a) als interpolierten Wert der Wavelettransformierten Lψf an gleicher Stelle
Lψf(b, a) ≈ PF (b, a)
zu verwenden. Dazu mu¨ssen wir die Koeffizienten γij in Gleichung (2.34) bestimmen.
Fu¨r das Interpolationspolynom PF (x, y) gilt
PF (x, y) = c0 + c1(x− x2)(y − y0) + c2(x− x2) + c3(y − y0)
+c4(x− x2)(x− x0) + c5(y − y0)(y − y2) ,
(2.36)
weshalb die Koeffizienten ck, k ∈ {0, 1, . . . , 5}, (und daraus wiederum durch Koeffizientenver-
gleich die Koeffizienten γjk in Formel (2.34)), die das Interpolationspolynom von maximalem
Gesamtgrad zwei PF (x, y) eindeutig bestimmen14, schließlich aus der Interpolationsbedin-
gung an den Stu¨tzpunkten (2.35) aus dem linearen Gleichungssystem


1 0 0 0 0 0
1 (x1 − x2)· x1 − x2 y1 − y0 (x1 − x2)· (y1 − y0)·
·(y1 − y0) ·(x1 − x0) ·(y1 − y2)
1 0 x0 − x2 0 0 0
1 0 0 y2 − y0 0 0
1 0 x4 − x2 0 (x4 − x2)· 0
·(x4 − x0)
1 (x3 − x2)· x3 − x2 y1 − y0 (x3 − x2)· (y1 − y0)·
·(y1 − y0) ·(x3 − x0) ·(y1 − y2)




c0
c1
c2
c3
c4
c5

 =


F20
F11
F00
F22
F40
F31

(2.37)
gewonnen werden.
13Siehe Mallat (1998), Seite 174
14Das Interpolationspolynom ist eindeutig bestimmt, andere Ansa¨tze fu¨hren zum gleichen Polynom! Bei-
spielsweise: P˜ (x, y) = c˜0+ c˜1(x−x2)(y−y0)+ c˜2(x−x2)+ c˜3(y−y0)+ c˜4(x−x2)(x−x0)+ c˜5(y−y0)(y−y2) .
Die Eindeutigkeit des zweidimensionalen Interpolationspolynoms zu paarweise verschiedenen Stu¨tzstellen an
den Koordinatenwerten x0, . . . , xn und y0, . . . , yn kann formal wie bei Ha¨mmerlin und Hoffmann (1992), Satz
auf Seite 238, gefu¨hrt werden.
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2.4 Interpolationsfehler des polynomialen Ansatzes
Den Interpolationsfehler gewinnen wir durch Restgliedabscha¨tzung aus dem eindimensiona-
len Fall.
Das Interpolationspolynom PF (x, y) aus (2.34) ist entlang beider Koordinatenrichtungen
~ex und ~ey ein eindimensionales quadratisches Interpolationspolynom. Also gilt fu¨r festes x
beziehungsweise festes y die Restgliedabscha¨tzung aus
Satz 2.15. Unabha¨ngig von der Anordnung der Stu¨tzstellen xν ∈ [A,B], ν = 0, 1, . . . , n ∈ N,
gilt fu¨r das Restglied
Rn(f, x)
Def.
= f(x)− p(x)(2.38)
einer Funktion f ∈ Cn+1([A,B]) und dem durch f(xν) gegebenem Interpolationspolynom
p(x) die Abscha¨tzung
Rn(f, x) ≤ ‖f
(n+1)‖∞
(n+ 1)!
n∏
ν=0
(x− xν) .(2.39)
Beweis. Siehe Ha¨mmerlin und Hoffmann (1992), S. 196ff. 
Das Gebiet G ⊂ R2 bezeichne das Rechteck (x0, y0)(x4, y0)(x4, y2)(x0, y2) bezu¨glich der
Stu¨tzstellen (2.35) des zweidimensionalen Interpolationspolynoms PF (x, y) aus (2.34) und
G¯ den Abschluß des Gebietes G.
Sei PxF (x, y) das fu¨r festes y bezu¨glich der x-Koordinate quadratische Interpolationspoly-
nom. Fu¨r x ∈ [minν xν ,maxν xν ] und hx = maxν∈{0,1,...,n−1} |xν+1−xν | sowie fu¨r F ∈ C3(G¯)
folgt aus obigem Satz 2.15 die gleichma¨ßige Fehlerschranke15
‖F −PxF‖∞ ≤ ‖∂
3F/∂x3‖∞
12
h3x .(2.40)
Analog interpretieren wir fu¨r die y-Koordinatenrichtung hy als auch PyF (x, y) und folgern
entsprechend
‖F −PyF‖∞ ≤ ‖∂
3F/∂y3‖∞
12
h3y .(2.41)
Wir suchen nun fu¨r das Interpolationspolynom PF (x, y) maximal zweiten Gesamtgrades
aus Definitionsgleichung (2.34) eine Abscha¨tzung
‖F −PF‖∞ ≤ ‖F −PyF‖∞︸ ︷︷ ︸
(2.41)
+‖PyF −PF‖∞ ,(2.42)
15Siehe ebenda: Ha¨mmerlin und Hoffmann (1992), S. 196ff
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fu¨r die also noch der zweite Summand ‖PyF −PF‖∞ zu bestimmen ist. Dabei folgt unsere
Argumentation der von Ha¨mmerlin und Hoffmann (1992) zur Abscha¨tzung eines zweidi-
mensionalen Interpolationspolynoms: Bei dem gesuchten Summanden handelt es sich um
die Abweichung des in ~ex-Richtung quadratischen Interpolationspolynoms von PyF . Also
gilt mit Abscha¨tzung (2.40):
‖PyF −PF‖∞ ≤ ‖∂
3PyF/∂x3‖∞
12
h3x .(2.43)
Da Differentiationsoperator in ~ex-Richtung und eindimensionaler Polynominterpolations-
opertator in ~ey-Richtung kommutieren,
‖∂3PyF/∂x3‖∞ = ‖Py∂3F/∂x3‖∞ ,(2.44)
ergibt sich als Abscha¨tzung fu¨r das quadratische Interpolationspolynom Py∂3F/∂x3 in ~ey-
Richtung an ∂3F/∂x3 die bekannte Formel
‖∂3/∂y3∂3F/∂x3‖∞
12
h3y ≥‖∂3F/∂x3 −Py∂3F/∂x3‖∞ ,(2.45)
die sich wie folgt umformen la¨ßt
(2.46)
‖∂3/∂y3∂3F/∂x3‖∞
12
h3y + ‖∂3F/∂x3‖∞
≥ ‖Py∂3F/∂x3 − ∂3F/∂x3‖∞ + ‖∂3F/∂x3‖∞
≥ ‖Py∂3F/∂x3 − ∂3F/∂x3 + ∂3F/∂x3‖∞
= ‖Py∂3F/∂x3‖∞ .
Somit wird aus der gesuchten Abscha¨tzung (2.42)
Satz 2.16. Fu¨r eine Funktion F ∈ C3(G¯) mit dem Interpolationspolynom
PF (x, y) Def.=
∑
0≤j+k≤2
γjkx
jyk , γjk ∈ R
von maximalem Gesamtgrad zwei durch die Stu¨tzpunkte
F00 = F (x0, y0), F11 = F (x1, y1),
F20 = F (x2, y0), F22 = F (x2, y2),
F31 = F (x3, y1), F40 = F (x4, y0)
gilt die Fehlerabscha¨tzung:
‖F −PF‖∞ ≤ ‖∂
3F/∂y3‖∞
12
h3y +
‖∂3/∂y3∂3F/∂x3‖∞
144
h3xh
3
y +
‖∂3F/∂x3‖∞
12
h3x .(2.47)
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Beweis.
‖F −PF‖∞ ≤ ‖F −PyF‖∞︸ ︷︷ ︸
(2.41)
+ ‖PyF −PF‖∞︸ ︷︷ ︸
(2.43)⇐=(2.46)
(2.48)

Da unser Ziel die Interpolation einer Wavelettransformierten eines Signals f zum Wavelet ψ
ist, also F = Lψf , und die Abscha¨tzung (2.47) aus Satz 2.16 unter der Voraussetzung F ∈
C3(G¯) erfolgte, mu¨ssen wir u¨berpru¨fen, unter welchen Umsta¨nden die Wavelettransformierte
von f u¨ber einem Gebiet G ⊂ R2 einschließlich sa¨mtlicher Ableitungen DµF , µ = (µ1, µ2),
der Ordnung |µ| = µ1 + µ2 ≤ 3 stetig sind. Dabei bezeichnet
DµF (x, y)
Def.
=
∂|µ|F
∂xµ1∂yµ2
(x, y) .
Da die Wavelettransformation bezu¨glich der b-Koordinate ein Faltungsprodukt
Lψf(b, a) =
1√
a
∞∫
−∞
f(t) ψ¯
(
t− b
a
)
dt =
1√
a
(f ∗ ψ0,−a)(b)(2.49)
ist, u¨bertra¨gt sich die Glattheit des Signals f auf dessen Wavelettransformierte in dieser
Parameterrichtung. Wir zitieren
Satz 2.17 (Glattheit des Faltungsprodukts). Ist f ∈ Ck(Rn) und supp{g} beschra¨nkt.
Oder f ∈ Ck0(Rn) und g beliebig. (0 ≤ k ≤ ∞). So ist f ∗ g ∈ Ck(Rn) und Dα(f ∗ g) =
(Dαf) ∗ g fu¨r |α| ≤ k .
Beweis. Siehe Walter (1995), Seite 259f. 
Wir beno¨tigen fu¨r die Fehlerabscha¨tzung zum Interpolationspolynom von maximalem Ge-
samtgrad zwei allerdings Stetigkeit entlang beider Koordinaten der Wavelettransformation.
Deshalb geben wir noch einen Satz u¨ber parameterabha¨ngige Integrale an und erinnern
daran, daß eine beschra¨nkte Funktion genau dann Riemann-integrierbar ist, wenn sie fast
u¨berall stetig ist.
Wir betrachten fu¨r eine Funktion φ : R× R+ → R das Integral
F(a) =
∫
R
φ(t, a)dt =
1
a
∫
R
f(s)ψ
( s
a
)
ds =
∫
R
f(at)ψ(t)dt .(2.50)
Satz 2.18 (Parameterabha¨ngige Integrale). Habe ψ einen beschra¨nkten Tra¨ger und sei
Riemann-integrierbar.
1. f stetig in supp{ψ} × R+ =⇒ F(a) =
∫
supp{ψ}
f(t, a)ψ(t) dt stetig in R+ .
2. f , ∂f(t, a)/∂a stetig in supp{ψ}×R+ =⇒ ∂F/∂a =
∫
supp{ψ}
∂f(t, a)/∂aψ(t) dt stetig
in R+ .
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Beweis. Siehe Walter (1995), Seite 241. 
Bekanntlich ist eine Funktion f(t, a) im Punkt (t0, a0) stetig, wenn ihre partiellen Ablei-
tungen ∂f/∂t und ∂f/∂a in einer Umgebung dieses Punktes stetig sind. Weswegen die zu-
sammengesetzte Funktion f(t, a) = f(at) aufgrund der Stetigkeit linearer Funktionen genau
dann stetig ist, wenn f : R → R stetig ist. Womit nun die Stetigkeit der Wavelettrans-
formierten bezu¨glich des Skalierungsparameters a aus der Stetigkeit des Signals und der
Verwendung eines fast u¨berall stetigen Wavelets mit beschra¨nktem Tra¨ger folgt.
Desweiteren ist dann sogar die partielle Ableitung der Wavelettransformierten bezu¨glich des
Skalierungsparameters a stetig, falls daru¨ber hinaus die Funktion f stetig differenzierbar ist.
Zusammenfassend stellen wir fest, daß wir zur Anwendung der Fehlerabscha¨tzung (2.47) ein
fast u¨berall stetiges Wavelet ψ mit kompaktem Tra¨ger und ein dreimal stetig differenzier-
bares Signal f voraussetzen mu¨ssen:
Theorem 2.19. Seien f eine in [b0, b2] dreimal stetig differenzierbare Funktion und ψ ein
fast u¨berall stetiges Wavelet mit kompaktem Tra¨ger, dann gilt fu¨r das zweidimensionale
Interpolationspolynom mit maximalem Gesamtgrad zwei
P(Lψf)(b, a) Def.=
∑
0≤j+k≤2
γjkb
jak , γjk ∈ R(2.51)
durch die Stu¨tzstellen
Lψf(b0, a0), Lψf(b1, a1),
Lψf(b2, a0), Lψf(b2, a2),
Lψf(b3, a1), Lψf(b4, a0)
(2.52)
fu¨r (b, a) ∈ [b0, b2]× [a0, a2] die Fehlerabscha¨tzung
(2.53) ‖P(Lψf)− Lψf‖
≤‖∂
3Lψf/∂a
3‖∞
12
h3a +
‖∂3/∂a3∂3Lψf/∂b3‖∞
144
h3bh
3
a +
‖∂3Lψf/∂b3‖∞
12
h3b ,
wobei ha = max{a1 − a0, a2 − a1} respektive hb = max{b1 − b0, b2 − b1} sind.
Bemerkung 2.20. Die Glattheitsforderungen an das Signal f lassen sich auch auf das
Wavelet transferieren. Denn 1/a ist stetig in R+, so daß fu¨r ein stetiges Wavelet ψ : R → R
auch die zusammengesetzte Funktion ψ : R×R+ → R vermo¨ge ψ : (t, a) 7→ ψ(t/a) stetig ist.
Ist ψ stetig differenzierbar, dann ist
∂
∂a
ψ(t/a) = − t
a2
ψ′(t/a)
auf R+ stetig, weil dann ψ
′ nach Voraussetzung und 1/a als auch 1/a2 auf R+ stetig sind.
Schlußendlich sind die Folgerungen aus obigem Theorem 2.19 auch fu¨r ein fast u¨berall ste-
tiges Signal f und ein dreimal stetig differenzierbares Wavelet ψ mit kompaktem Tra¨ger
gu¨ltig.
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Gleichwohl wir nun in der Lage sind, eine Fehlerabscha¨tzung fu¨r unsere aus einigen Wave-
letkoeffizienten Interpolierte anzugeben, mu¨ssen wir doch resu¨mieren, daß die Stu¨tzstel-
len (2.35) zur Bestimmung des Interpolationspolynoms PF (x, y) aus (2.36) fu¨r die Ein-
deutigkeit von PF (x, y) eine bestimmte Anzahl als auch eine bestimmte Lage zueinander
erfordert. Desweiteren wird unser Interpolationspolynom im allgemeinen auch keine Wave-
lettransformation einer Funktion f ∈ L2(R) zum Wavelet ψ sein. Wir wollen uns deshalb
noch einmal dem Interpolationsansatz u¨ber den reproduzierenden Kern zuwenden.
2.5 Interpolationsfehler der Interpolation nach Gross-
mann
Jetzt wollen wir die Ergebnisse der Polynominterpolation aus den vorangegangenen Ab-
schnitten nutzen, um sie auch fu¨r das Interpolationsverfahren u¨ber den reproduzieren-
den Kern anzuwenden. Dies bringt uns wieder in die Abha¨ngigkeit der entsprechenden
Wahl der Stu¨tzstellen. Ausgangspunkt fu¨r diese Betrachtungen ist ein Interpolationspolynom
PLψf(b, a) durch die entsprechend vorzugebenden Stu¨tzstellen (2.35). Fu¨r den Interpola-
tionsfehler folgt dann die suboptimale Abscha¨tzung
(2.54) ‖Lψf(b, a)−PKLψf(b, a)‖
=‖Lψf(b, a)−P(Lψf)(b, a) + P(Lψf)(b, a)−PKLψf(b, a)‖
≤‖Lψf(b, a)−P(Lψf)(b, a)‖+ ‖P(Lψf)(b, a)−PKLψf(b, a)‖ .
Die beiden Summanden in der letzten Zeile ko¨nnen jetzt mit bekannten Fehlerschranken
der Polynominterpolation abgescha¨tzt werden, insofern die Wavelettransformierte Lψf(b, a)
als auch deren Interpolierte PKLψf(b, a) aus dem reproduzierenden Kern der Wavelettrans-
formation den entsprechenden Glattheitsforderungen genu¨gen. Der Bestimmung der dafu¨r
notwendigen Voraussetzungen und der expliziten Fehlerangabe gehen wir nun fu¨r drei spe-
zielle Stu¨tzstellenanordnungen nach.
Als erstes betrachten wir Stu¨tzstellen entlang einer festen Skale a0
Lψf(b0, a0), Lψf(b1, a0), Lψf(b2, a0) .(2.55)
Dann sei P(Lψf) ein eindimensionales quadratisches Interpolationspolynom durch die an-
gegebenen Stu¨tzstellen. Fu¨r hb = max{b1 − b0, b2 − b1} gilt nach Satz 2.15 auf Seite 19 fu¨r
den Interpolationsfehler
(2.56) ‖Lψf(b, a0)−PKLψf(b, a0)‖
≤‖Lψf(b, a0)−P(Lψf)(b)‖︸ ︷︷ ︸
(2.40)
+ ‖P(Lψf)(b)−PKLψf(b, a0)‖︸ ︷︷ ︸
(2.40)
≤‖∂
3Lψf/∂b
3‖∞
12
h3b +
‖∂3P(Lψf)/∂b3‖∞
12
h3b ,
falls Lψf(b, a) und PKLψf(b, a) dreimal stetig differenzierbar sind. In beiden Fa¨llen reicht
es, dazu ein dreimal stetig differenzierbares Wavelet ψ mit kompaktem Tra¨ger zu fordern.
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Im ersten Fall garantiert Satz 2.17, Seite 21, die beno¨tigte Glattheit des Faltungsprodukts;
im anderen Fall handelt es sich um eine Linearkombination dreimal stetig differenzierbarer
Funktionen, die dann selbst dreimal stetig differenzierbar ist.
Als na¨chstes betrachten wir Stu¨tzstellen entlang eines festen Zeitpunktes t = b0:
Lψf(b0, a0), Lψf(b0, a1), Lψf(b0, a2) .(2.57)
Sei P(Lψf) wiederum ein eindimensionales quadratisches Interpolationspolynom durch die
angegebenen Stu¨tzstellen. Fu¨r ha = max{a1 − a0, a2 − a1} gilt mit den obigen Vorausset-
zungen unter Beru¨cksichtigung der Sa¨tze 2.15 (Seite 19) und 2.18 (Seite 21)
(2.58) ‖Lψf(b0, a)−PKLψf(b0, a)‖
≤‖Lψf(b0, a)−P(Lψf)(a)‖︸ ︷︷ ︸
(2.41)
+ ‖P(Lψf)(a)−PKLψf(b0, a)‖︸ ︷︷ ︸
(2.41)
≤‖∂
3Lψf/∂b
3‖∞
12
h3a +
‖∂3P(Lψf)/∂b3‖∞
12
h3a .
Letztlich betrachten wir noch ein zweidimensionales Interpolationspolynom durch entspre-
chend Abbildung 2.1 auf Seite 17 angeordnete Stu¨tzstellen. Wir verwenden Theorem 2.19
von Seite 22. Demnach gilt fu¨r fast u¨berall stetiges f und dreimal stetig differenzierbares ψ
mit kompaktem Tra¨ger die Fehlerabscha¨tzung
(2.59) ‖Lψf(b, a)−PK(Lψf)(b, a)‖
≤‖Lψf(b, a)−P(Lψf)(b, a)‖︸ ︷︷ ︸
(2.47)
+ ‖P(Lψf)(b, a)−PK(Lψf)(b, a)‖︸ ︷︷ ︸
(2.47)
≤‖∂
3Lψf/∂a
3‖∞
12
h3a +
‖∂3/∂a3∂3Lψf/∂b3‖∞
144
h3bh
3
a +
‖∂3Lψf/∂b3‖∞
12
h3b
+
‖∂3PK(Lψf)/∂a3‖∞
12
h3a+
‖∂3/∂a3∂3PK(Lψf)/∂b3‖∞
144
h3bh
3
a+
‖∂3PK(Lψf)/∂b3‖∞
12
h3b .
Bemerkung 2.21. Wir beno¨tigen tatsa¨chlich ein stetig differenzierbares Wavelet ψ, weil
sonst PK(Lψf) nicht stetig differenzierbar ist, und die Fehlerabscha¨tzung der Polynominter-
polation entsprechend der letzten Zeile in (2.54) nicht angewandt werden kann.
2.6 Haar-Waveletkoeffizienten
Ob herko¨mmliche Interpolationsansa¨tze bessere als die bekannten oder hier dargestellten
Abscha¨tzungen liefern, wenn es um die Frage der Bestimmung weiterer Waveletkoeffizienten
aus einer endlichen Anzahl vorliegender Waveletkoeffizienten geht, ist offen. Allerdings ist es
bekanntlich nicht vergeblich, auf eine exakte Rekonstruktion von Waveletkoeffizienten aus
einer endlichen Anzahl von Waveletkoeffizienten zu hoffen, wenn wir uns auf die mit einem
conjugate mirror filter assoziierten Wavelets mit kompaktem Tra¨ger beschra¨nken. Dann
liefert die zugeho¨rige Skalierungsgleichung eine entsprechende Formel. Der anschließende
Satz zeigt, daß zumindest fu¨r das Haar-Wavelet eine Reihe weiterer Skalierungsgleichungen
existieren.
2
.6
.
H
aar-W
aveletko
effi
zien
ten
2
5
12 12 12 12 12 11 10 9 8
10 11 12 13 12 11 10 9 8 7 6
8 9 10 12 14 12 10 9 8 7 6 5 4
6 7 8 10 12 13 12 10 8 7 6 5 4 3 2
4 5 6 8 10 11 12 11 10 8 6 5 4 3 2 1 0
2 3 4 6 8 9 10 11 10 9 8 6 4 3 2 1 0 -1 -2
0 1 2 4 6 7 8 9 10 9 8 7 6 4 2 1 0 -1 -2 -2 -2
-2 -1 0 2 4 5 6 7 8 9 8 7 6 5 4 2 0 -1 -2 -2 -2 -2 -2
-2 -2 -2 0 2 3 4 5 6 7 8 7 6 5 4 3 2 0 -2 -2 -2 -2 -2 -2 -2
-2 -2 -2 -1 0 1 2 3 4 5 6 7 6 5 4 3 2 1 0 -1 -2 -2 -2 -2 -2 -2 0
-2 -2 -2 -1 0 0 0 1 2 3 4 5 6 5 4 3 2 1 0 0 0 -1 -2 -2 -2 -2 -2 0 2
-2 -2 -2 -1 0 0 0 0 0 1 2 3 4 5 4 3 2 1 0 0 0 0 0 -1 -2 -2 -2 -2 0 2 2
-2 -2 -2 -1 0 0 0 0 0 0 0 1 2 3 4 3 2 1 0 0 0 0 0 0 0 -1 -2 -2 -2 0 2 2 2
0 -2 -2 -1 0 0 0 0 0 0 0 0 0 1 2 3 2 1 0 0 0 0 0 0 0 0 0 -1 -2 -2 0 2 2 1 0
2 0 -2 -1 0 0 0 0 0 0 0 0 0 0 0 1 2 1 0 0 0 0 0 0 0 0 0 0 0 -1 -2 0 2 1 0 0 0
0 1 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
A
b
b
ild
u
n
g
2
.2
:
D
ie
d
u
rch
S
atz
2
.2
2
ad
jazierten
K
o
effi
zien
ten
zu
m
V
erg
leich
m
it
d
en
d
u
rch
sch
n
elle
d
iskrete
W
avelettran
sform
atio
n
au
s
d
er
u
n
tersten
Z
eile
b
estim
m
ten
K
o
effi
zien
ten
26 Kapitel 2. Interpolation von Waveletkoeffizienten
Satz 2.22. Fu¨r i ∈ R und nichtnegative, reellwertige m,n sowie das Haar-Wavelet
ψHaar(t) = χ[0,1/2)(t)− χ[1/2,1](t) =


1 t ∈ [0, 0.5]
−1 t ∈ (0.5, 1]
0 sonst
.(2.60)
gilt
(2.61) LψHaarf(i, 2m+ n) = LψHaarf(i,m) + 2LψHaarf(i+m/2,m+ n) + . . .
+ LψHaarf(i+m+ n,m)− LψHaarf(i+m,n) .
Wobei wir fu¨r t ∈ R
LψHaarf(t, 0)
Def.
= 0(2.62)
setzen.
Beweis. Durch Einsetzen der Definitionsgleichung (2.1) der Wavelettransformation erhalten
wir aus der Behauptung (2.61):
(2.63)
∫
R
f(t)ψHaar
(
t− i
2m+ n
)
dt
?
=
∫
R
f(t)ψHaar
(
t− i
m
)
dt+ 2
∫
R
f(t)ψHaar
(
t− (i+m/2)
m+ n
)
dt+ . . .
+
∫
R
f(t)ψHaar
(
t− (i+m+ n)
m
)
dt−
∫
R
f(t)ψHaar
(
t− (i+m)
n
)
dt .
Wegen der Linearita¨t des Integrals reicht deswegen zum Beweis des Satzes 2.22 die U¨ber-
pru¨fung von
ψHaar
(
t− i
2m+ n
)
(2.64)
?
= ψHaar
(
t− i
m
)
+ 2ψHaar
(
t− (i+m/2)
m+ n
)
+ψHaar
(
t− (i+m+ n)
m
)
− ψHaar
(
t− (i+m)
n
)(2.65)
= χ[i,i+m/2)(t)− χ[i+m/2,i+m](t)
+2χ[i+m/2,i+m/2+m/2+n/2)(t)− 2χ[i+m/2+m/2+n/2,i+m/2+m+n](t)
+χ[i+m+n,i+m+n+m/2)(t)− χ[i+m+n+m/2,i+m+n+m](t)
−χ[i+m,i+m+n/2)(t) + χ[i+m+n/2,i+m+n](t)
(2.66)
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= χ[i,i+m/2)(t)− χ[i+m/2,i+m](t)
+2χ[i+m/2,i+m+n/2)(t)− 2χ[i+m+n/2,i+3m/2+n](t)
+χ[i+m+n,i+3m/2+n)(t)− χ[i+3m/2+n,i+2m+n](t)
−χ[i+m,i+m+n/2)(t) + χ[i+m+n/2,i+m+n](t)
(2.67)
=χ[i,i+m/2)(t) + 2χ[i+m/2,i+m+n/2)(t)
+ χ[i+m+n,i+3m/2+n)(t) + χ[i+m+n/2,i+m+n](t)
− χ[i+m/2,i+m](t)− 2χ[i+m+n/2,i+3m/2+n](t)
− χ[i+3m/2+n,i+2m+n](t)− χ[i+m,i+m+n/2)(t)
(2.68)
=χ[i,i+m/2)(t) + χ[i+m/2,i+m+n/2)(t) + χ[i+m/2,i+m)(t) + χ[i+m,i+m+n/2)(t)
+ χ[i+m+n,i+3m/2+n)(t) + χ[i+m+n/2,i+m+n](t)
− χ[i+m/2,i+m](t)− χ[i+m+n/2,i+3m/2+n](t)− χ[i+m+n/2,i+3m/2+n](t)
− χ[i+3m/2+n,i+2m+n](t)− χ[i+m,i+m+n/2)(t)
(2.69)
=χ[i,i+m/2)(t) + χ[i+m/2,i+m+n/2)(t)
+ χ[i+m+n,i+3m/2+n)(t) + χ[i+m+n/2,i+m+n](t)
− χ[i+m+n/2,i+3m/2+n](t) − χ[i+m+n/2,i+3m/2+n](t)
− χ[i+3m/2+n,i+2m+n](t)
(2.70)
=χ[i,i+m/2)(t) + χ[i+m/2,i+m+n/2)(t)
+ χ[i+m+n,i+3m/2+n)(t) + χ[i+m+n/2,i+m+n](t)
− χ[i+m+n/2,i+m+n](t)− χ[i+m+n,i+3m/2+n](t)− χ[i+m+n/2,i+3m/2+n](t)
− χ[i+3m/2+n,i+2m+n](t)
(2.71)
=χ[i,i+m/2)(t) + χ[i+m/2,i+m+n/2)(t)
− χ[i+m+n/2,i+3m/2+n](t)
− χ[i+3m/2+n,i+2m+n](t)
(2.72)
=χ[i,i+m+n/2)(t)
− χ[i+m+n/2,i+2m+n](t)
(2.73)
=ψHaar
(
t− i
2m+ n
)
(2.74)

Mit dem eben bewiesenen Satz 2.22 ist es mo¨glich, Waveletkoeffizienten
1. auf nicht-dyadischen Skalen
2. aus einer endlichen Anzahl von Waveletkoeffizienten
3. mit geringem Aufwand
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4. exakt zu berechnen.
Der erste Punkt ist eine entscheidende Verbesserung gegenu¨ber der schnellen Wavelettrans-
formation auf dyadischen Skalen, wa¨hrend die letzten beiden Punkte Vorteile gegenu¨ber
Interpolationsverfahren darstellen.
Bemerkung 2.23. Waveletkoeffizienten einer nichtdyadischen Skale ko¨nnen mit Satz 2.22
immer auf Koeffizienten dyadischer Skalen, unter Umsta¨nden allerdings auf welche der nied-
rigsten Skale, zuru¨ckgefu¨hrt werden.
Die folgende Bemerkung erwa¨hnt noch eine Methode, mit der sich auf einfache Weise durch
die DWT zusa¨tzliche Waveletkoeffizienten auf dyadischen Skalen fu¨r eine Interpolation be-
schaffen lassen.
Bemerkung 2.24. Die ersten j Zeilen des DWT-Gitters lassen sich durch 2j-fache DWT-
Berechnung fu¨llen, wenn die ersten j Datenpunkte der Eingabe sukzessive je zusa¨tzlicher
DWT-Analyse nicht beru¨cksichtigt werden.
Dabei verschiebt sich das DWT-Gitter jeweils um eine Spalte, so daß die Waveletkoeffizienten
auf den dyadischen Skalen kleiner gleich 2j an jedem Abtastpunkt des Signals bestimmt
werden.
Kapitel 3
Sollwertgenerierung
Die Ersetzung natu¨rlicher Arbeitskra¨fte durch Gera¨te und Maschinen begleitet seit Jahr-
tausenden die Entwicklung der menschlichen Gesellschaft. Einige der dabei entwickelten
Anlagen werden gar als selbstbeweglich bezeichnet, wenngleich sie der Steuerung durch einen
Menschen bedu¨rfen. Die selbststeuernde Bewegung einer Apparatur wird erstaunlicherweise
auch im Zeitalter satellitengestu¨tzter, zentimetergenauer Ortsbestimmung auf der Erdober-
fla¨che industriell nur auf Zwangsbahnen bewa¨ltigt. Die Bedeutung des mechanisch verbin-
dungslosen Agierens von festinstallierten Anlagen fu¨r einen vielseitigen Einsatz eines Gera¨tes
machen Mobiltelefone und Computernetzwerke bewußt. Warum also ist unser Alltag und
unsere Industrieproduktion nicht von selbstbeweglichen Apparaten gepra¨gt? Ein wesentli-
cher Grund ist sicher die Komplexita¨t der Aufgabe zur Bestimmung einer geeigneten Bahn,
auf der sich das mobile fortbewegen kann. So erstaunlich es auch klingt, derzeit existiert
im Maschinenbau kein allgemein einsetzbares, technisches Verfahren, das einer Maschine ei-
ne geeignete Bahn durch vorgegebene Raumpunkte bestimmt. Der Polygonzug durch diese
Sollwerte ist dabei im allgemeinen ungeeignet, weil die auftretenden Ecken die Apparatur
zum Rucken bringen. Andererseits erfordert die Interaktion der Maschine mit dem Anwen-
der oder der Umgebung eine Bahn entlang virtueller Polygonzu¨ge, so daß die Abweichung
davon nicht markant sein sollte. Desweiteren wird ein Verfahren, das eine geeignete Bahn
bestimmt, auch nur dann universellen Einsatz finden, wenn es durch Einstellung weniger
Parameter und allgemein u¨berschaubarer Adaptionen brauchbare Bahnen erzeugt.
In diesem Kapitel entwickeln wir ein Verfahren zur Bestimmung von Raumkurven beliebiger
Differenzierbarkeitsordnung, die vorgegebene Punkte durchlaufen. Bei der Bewegung auf der
Bahn wird ein maximaler Geschwindigkeitvektor maximalen Betrages beru¨cksichtigt. Die
A¨nderung der Geschwindigkeit vollzieht sich entlang von sin2-Rampen oder ist konstant.
Ebenso kann die maximale Abweichung vom Polygonzug vorgegeben werden. Somit genu¨gt
das Verfahren einer allgemeinen Einsetzbarkeit im oben diskutierten Sinne.
Das Verfahren ist insbesondere dafu¨r geeignet, einen Roboterarm auf einer
”
natu¨rlichen“
Bahn um ein Werkstu¨ck herumzufu¨hren. Die Raumkurve an sich als auch die Beschleu-
nigung darauf ist dabei so glatt, daß der Roboter nicht ruckt. Die beno¨tigten Eingaben
beschra¨nken sich auf zu durchfahrende Punkte im Raum und maschinenabha¨ngige Parame-
ter, wie maximale, koordinatenweise Geschwindigkeit beziehungsweise Beschleunigung und
tolerierbare Abweichung vom durch die Stu¨tzstellen der Kurve gegebenen Polygonzug.
Wir beginnen mit einer mathematischen Formulierung des Problems.
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3.1 Problemstellung
Gesucht ist eine Raumkurve
ϕ : [0, T ] → R3 vermo¨ge ϕ(t) = (x(t), y(t), z(t))(3.1)
mit folgenden Eigenschaften1:
I. Interpolationsbedingung. Eine vorgegebene Menge von Raumpunkten ist sukzessiv zu
durchfahren.
{Pi : Pi = ϕ(ti), 0 = t0 < t1 < · · · < tN = T, N ∈ N}(3.2)
II. Maximale Abweichung (ε-Schlauch-Bedingung). Die ra¨umliche Abweichung der Raum-
kurve ϕ von dem linearen Polygonzug durch die Stu¨tzpunkte (3.2) muß zu jedem
Zeitpunkt kleiner als ε, ε ∈ R, sein.2
III. Evidenz. Eine mo¨glichst einfache und analytische Darstellung der Bahn ist zu bevorzu-
gen. Zum einen weil dies rechentechnische Vorteile bringt, zum anderen erwartet der
Anwender als Verbindung zweier Punkte im allgemeinen eine Gerade. Oszillierende
Verbindungskurven irritieren bei Interaktionen.3
IV. Maximale Geschwindigkeit. Es gelten koordinatenweise Geschwindigkeitsbeschra¨nkun-
gen vξmax = |v(t)~eξ |, ξ ∈ {x, y, z}. Außerdem darf zu keinem Zeitpunkt die Geschwin-
digkeit v(t) gro¨ßer als eine vorgegebene Ho¨chstgeschwindigkeit vmax sein.
v(t) = ‖∆ϕ(t)‖L2 ≤ vmax(3.3)
V. Maximale Achsenbeschleunigung. Zu keinem Zeitpunkt darf die Beschleunigung aξ =
|a(t)~eξ| = d2dξ2 ξ(t), ξ ∈ {x, y, z}, entlang der Koordinatenrichtungen eine den Koordi-
natenachsen zugeordentete maximale Beschleunigung aξ,max u¨bersteigen.
VI. Glatter Beschleunigungsverlauf. Der Verlauf der Beschleunigung a(t) soll sehr glatten
Funktionen entsprechen, vorzugsweise sin2-Rampen.
VII. Ruckfreiheit. Das heißt, die Beschleunigung soll stetig und differenzierbar sein. Die
Ableitung der Beschleunigung muß nicht mehr stetig sein.
Notation 3.1. Wir nennen jeden Automaten, der eine Menge von Punkten einer Kurve
(3.1) mit der Eigenschaft I erzeugt, einen Sollwertgenerator.
1vergleiche Maaß et al. (2002)
2siehe Seite 41
3Eine mathematische Formulierung der Forderung nach evidenten Kurven zielt unmittelbar auf Verfah-
rensklassen, so daß wir an dieser Stelle darauf verzichten und erst bei der Erla¨uterung einzelner Methoden
darauf zuru¨ckkommen. Ein steuertheoretischer Ansatz wu¨rde hier beispielsweise (unter Umsta¨nden auf Ko-
sten der einfachen und analytischen Darstellung der Bahn) Regularisierungsterme in das Differentialglei-
chungssystem integrieren.
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3.2 Methoden aus der Steuertheorie
Aus mathematischer Sicht ist der Standardansatz zur Konstruktion glatter Kurven durch
n Punkte (xk , yk, zk), k = 0, . . . , n − 1, die kubische Spline-Interpolation. Dazu verwendet
man die Parameterdarstellung
x = x(t) , y = y(t) , z = z(t)(3.4)
zum Kurvenparameter t. Gesucht sind zu den drei tabulierten Funktionen (tk, xk), (tk, yk)
und (tk, zk) die zugeho¨rigen Spline-Interpolierenden.
Da die Bogenla¨nge als natu¨rlicher Kurvenparameter a priori nicht zur Verfu¨gung steht,
benutzt man stattdessen den Abstand aufeinanderfolgender Punkte, also
t0 = 0 ,
tk = tk−1 +
√
(xk − xk−1)2 + (yk − yk−1)2 + (zk − zk−1)2 , k = 1, . . . , n− 1 .
(3.5)
Beispiele fu¨r die Ebene gibt Schwarz (1993), Seite 145ff.
Offensichtlich wird dieser Ansatz nicht generell der ε-Schlauch-Bedingung genu¨gen. Deshalb
muß zu einem allgemeineren Spline-Ansatz u¨bergegangen werden, mit dem sich die Abwei-
chung vom Polygonzug steuern la¨ßt. Im na¨chsten Schritt mu¨ßte ein glattes Beschleunigungs-
profil fu¨r das Abfahren der so berechneten Kurve unter Beru¨cksichtigung der Maximalbe-
tra¨ge fu¨r Geschwindigkeit und Beschleunigung bestimmt werden. Die hierbei auftretenden
Probleme und Lo¨sungsansa¨tze zu deren Behebung sind von Thielemann detailliert in der
Studie von Maaß et al. (2002) beschrieben worden.
Zur Beschreibung des Stands in Wissenschaft und Technik ziehen wir zwei Studien heran, die
die Aufgabenstellung des zu konstruierenden Sollwertgenerators mit den in der Steuertheorie
und Regelungstechnik verwendeten Verfahren angehen.
Die Arbeit von Bu¨skens (2003) wurde am Lehrstuhl fu¨r Ingenieursmathematik der Univer-
sita¨t Bayreuth angefertigt. Die damit erzielten Ergebnisse dienten auch dem Anwender als
Vergleichsbasis zu dem in dieser Arbeit vorgestellten Sollwertgenerator.
Die Studie von Glocker (2003) entstand an der Technischen Universita¨t Darmstadt im
Fachgebiet Simulation und Systemoptimierung. Sie erga¨nzen die U¨berlegungen von Wirth
(2002ff), niedergeschrieben in Maaß et al. (2002).
3.2.1 Idee
Wir vereinfachen den Ansatz von Glocker (2003), um die Wirkungsweise und die daraus re-
sultierenden Schwierigkeiten der steuertheoretischen Algorithmen am Beispiel des Abfahrens
einer Strecke darzulegen. Betrachte folgende
Aufgabe 3.2. Der Sollwertgenerator soll Raumkoordinaten zum Erreichen eines Punktes P ,
in dem der Roboter wieder stoppt, ausgeben, die sukzessive zeitlich a¨quidistant angesteuert
werden. Die Geschwindigkeitsa¨nderungen sollen dabei noch glatt, die aufgewendete Zeit mi-
nimal sein.
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Die regelungstechnischen Ansa¨tze gehen davon aus, daß der Zustand des zu regelnden Sy-
stems (im einfachsten Fall) durch eine Funktion f(t) dargestellt werden kann. Dann werden
Zustandsa¨nderungen des Systems mathematisch durch die Ableitung f˙(t) der Funktion f(t)
beschrieben. Ru¨ckwa¨rtsgelesen heißt das, daß das Verhalten von f˙(t) ausschlaggebend dafu¨r
ist, ob das System den Zustand f(t+ ∆t) annimmt.
Da die Aufgabe lautet, den Meßarm des Roboters aus dem Stillstand glatt auf eine maximale
Geschwindigkeit vmax zu beschleunigen und wieder auf Geschwindigkeit null abzubremsen,
setzen wir als Steuerfunktion q(t) die Ableitung der Beschleunigung
q(t) = a˙(t)(3.6)
an, so daß der Graph von a(t) eine Gestalt der Form wie in Abbildung 3.1 annimmt.
vmax a(t)
amax
Abbildung 3.1: Ansatz fu¨r den Beschleunigungsverlauf a(t)
Aufgrund von a(t) = v˙(t) ist sofort einzusehen, daß eine A¨nderung bezu¨glich a(t) auch
auf v(t) wirkt. Das Gleiche gilt wegen a(t) = v˙(t) = s¨(t) selbstversta¨ndlich auch fu¨r s(t).
Um das Regelungsverfahren einfach zu halten, linearisieren wir den Verlauf von q(t) = a˙(t).
amax
q(t) = a˙(t)
qmax
qlin(t)
tend
tvmax
tqmax
amax
q(t) = a˙(t)
qmax
qlin(t)
tqmax
tvmax
tend
Abbildung 3.2: Mo¨gliche Linearisierungen qlin(t) der A¨nderung des Beschleunigungsver-
laufs q(t) = a˙(t). Was ist die optimale Wahl fu¨r q? Fu¨r welches tqmax wird der optimale Verlauf
von q angenommen?
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Weil die Anfangs- und Endgeschwindigkeit in unserem Beispiel beide gleich sind, erwarten
wir fu¨r den Bremsvorgang bis auf das Vorzeichen den gleichen Verlauf fu¨r a(t) wie beim (po-
sitiven) Beschleunigungsvorgang. Dies u¨bertra¨gt sich entsprechend auf den Verlauf von q(t),
der deshalb mit der Beschreibung bis zum Zeitpunkt tvmax festgelegt und danach spiegel-
symmetrisch bis zum Zeitpunkt tvmax fortzusetzen ist. Die von uns gewa¨hlte Linearisierung
sieht nun vor, linear von Null auf qmax innerhalb eines durch das Optimierungsverfahren
zu bestimmenden Zeitraums [0, tqmax ] anzuwachsen. Mit dem betragsma¨ßig gleichen Anstieg
soll nach einer Phase mit q(t) = qmax unsere Steuerfunktion q wieder linear zuru¨ck auf Null
und daru¨ber hinaus bis auf −qmax fallen, so daß zwischen den beiden eben beschriebenen
Nullstellen
∫
q(t)dt
!
= amax gilt. Nach Erreichen von −qmax soll sich wieder eine gleichlange
Phase konstanten Verlaufs der Steuerfunktion mit q(t) = −qmax anschließen und schließlich
wieder linear mit dem schon verwendeten Anstieg auf q(t) = 0 steigen.
Wir wenden uns nun der Frage zu, wie mit der so linearisierten Steuerfunktion q(t), die
gestellten Forderungen:
1. glatter Beschleunigungsverlauf,
2. Abfahren der Strecke der La¨nge s
3. in ku¨rzester Zeit
erfu¨llt werden ko¨nnen.
Der Beschleunigungsverlauf ist glatt, wenn q ausreichend glatt gewa¨hlt wird. Die Strecke
wird abgefahren, wenn nicht zu stark oder zu lange beschleunigt wird. Die Gro¨ßen qmax und
tqmax sind also Parameter zur Regelung dieser Beschra¨nkungen.
Fehlende Streckenla¨nge kann durch zusa¨tzliches Fahren mit konstanter Geschwindigkeit,
wenn diese ihren Maximalwert annimmt, absolviert werden (siehe Abbildung 3.3). Ist ande-
rerseits in tend die vorgegebene Streckenla¨nge u¨berschritten worden, so muß tqmax verkleinert
werden. Letztlich muß q(t) noch so optimiert werden, daß der Beschleunigungsvorgang mit
geringstem Zeitaufwand durchgefu¨hrt wird.
amax
q∗(t)
qmax
tend
vmax=const
Abbildung 3.3: Vera¨nderung des Beschleunigungsverlaufs q(t) = a˙(t) mit Intervall konstanter
maximaler Geschwindigkeit.
Diese Forderungen ermo¨glichen allerdings noch sehr leistungsintensive oder bizarre Graphen
fu¨r die Steuerfunktion. Deshalb wird die Optimierungsaufgabe noch um die technische For-
derung nach Energieoptimalita¨t von q
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∫
R
|q(t)|2dt != min(3.7)
erga¨nzt.
Zusammengefaßt suchen wir eine Funktion4
q(t) =


qmax
tqmax
t fu¨r t ∈ [0, tqmax ]
qmax fu¨r t ∈ (tqmax , 12 tvmax − tqmax ]
− qmaxtqmax t+
qmax
tqmax
· 14 tend fu¨r t ∈ ( 12 tvmax − tqmax , 12 tvmax + tqmax ]
−qmax fu¨r t ∈ ( 12 tvmax + tqmax , tvmax − tqmax ]
qmax
tqmax
t− qmaxtqmax ·
1
2 tend fu¨r t ∈ (tvmax − tqmax , tvmax ]
−q(t− tvmax) fu¨r t ∈ (tvmax , tend]
0 sonst
(3.8)
fu¨r (technisch) vorgegebene Parameter qmax > 0 und den Zeitpunkt tqmax > 0, an dem qmax
erstmalig angenommen wird, die
tend +
∫
R
|q(t)|2dt != min (Optimalsteuerungsproblem)(3.9)
erfu¨llt. Wobei zum Zeitpunkt tend die Bewegung in einem vorgegebenen Raumpunkt zum
Stillstand kommt.
3.2.2 Lo¨sungsbeispiele
Im Anhang A.2, Seite 104 ist Programmcode zur rechnergestu¨tzten Lo¨sung der oben formu-
lierten Aufgabe aufgelistet, womit wir die Lo¨sungen der Beispiele dieses Abschnitts bestimmt
haben. Fu¨r die Parametervorgaben
tvmax = 2 =⇒ tqmax ∈ (0, 0.5] , weil nach Konstruktion tqmax ≤ tvmax/4,
qmax = 1,
Streckenla¨nge s = 100
wird das Optimalsteuerungsproblem (3.9) fu¨r tqmax = 0.388412 gelo¨st.
4Die angegebene Linearisierung ist von uns aus Gru¨nden der Vereinfachung gewa¨hlt. Aufgabe 3.2 von
Seite 31 erlaubt beliebig komplizierte Steuerfunktionen, solange die Beschleunigung glatt ist.
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Abbildung 3.4: Optimalsteuerungsproblem als Funktion von tqmax
Die Wirkung der Forderung (3.7) nach Energieoptimalita¨t der Steuerfunktion q tritt durch
die Berechnung des Optimums fu¨r unterschiedliche Wegla¨ngen s hervor. So bestimmt sich
die Steuerfunktion q(t) aus Formel (3.8)
fu¨r s = 120 aus tqmax = 0.329117
und
fu¨r s = 150 mit tqmax = 0.249743 .
Bildlich gesprochen wird also, um die Fla¨che unter der Steuerfunktion gering zu halten, nicht
maximal mo¨glich die Beschleunigung erho¨ht. Der dabei auftretende zeitliche Verlust wird
gegen den geringeren Steuerungsaufwand (letztendlich Energieersparnis sowie Vermeidung
sta¨ndiger Beschleunigungs- und Bremsvorga¨nge) aufgerechnet.
3.2.3 Verallgemeinerung
Der erste Schritt zur Verallgemeinerung besteht sicher darin, auf die Vorgabe von tvmax zu
verzichten. Vielmehr wird der Kurvenverlauf durch Vorgabe einer festen Anzahl von Stu¨tz-
stellen zwischen Start- und Endpunkt durch stu¨ckweise Polynome interpoliert. Die Funkti-
onswerte an den Stu¨tzstellen sind dementsprechend durch ein mehrdimensionales Optimie-
rungsverfahren zu bestimmen. Weiter ist das Optimalsteuerungsproblem (3.9) fu¨r vektor-
wertige Funktionen zu formulieren:
tend +
∫
R
qT (t) q(t) dt
!
= min .(3.10)
Damit die Bahnen das erwartete
”
natu¨rliche“ Verhalten aufweisen, kann folgende Regulari-
sierung angesetzt werden
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tend +
∫
R
qT (t) q(t) + q˙T (t) q˙(t) dt
!
= min .(3.11)
Das Verfahren kann so auch fu¨r mehrere, linearunabha¨ngige Sollwerte (3.2) angewandt wer-
den.
Schließlich mu¨ssen noch Strafterme zur Einhaltung der Nebenbedinungen, wie beispielsweise
die Beru¨cksichtigung einer maximalen Gesamtgeschwindigkeit, eingefu¨hrt werden.
3.2.4 Zusammenfassung Steuertheorie
Grundlage des steuertheoretischen Ansatzes ist ein Differentialgleichungssystem, das mit
einem Kollokationsverfahren (stu¨ckweise Bestimmung von Polynomen, die an einer vorge-
gebenen Anzahl von Stu¨tzstellen dem Differentialgleichungssystem genu¨gen) oder mit ei-
nem Runge-Kutta-Verfahren (Bestimmung von Stu¨tzstellen der Lo¨sung des Differentialglei-
chungssystems, die dann als Stu¨tzstellen einer Interpolationsformel dienen) gelo¨st wird.
Das zu lo¨sende Differentialgleichungssystem muß fu¨r jede Koordinatenrichtung mindestens
vier gewo¨hnliche Differentialgleichungen erster Ordnung beru¨cksichtigen
x˙(t) = vx(t) y˙(t) = vy(t) z˙(t) = vz(t)
v˙x(t) = ax(t) v˙y(t) = ay(t) v˙z(t) = az(t)
a˙x(t) = qx(t) a˙y(t) = qy(t) a˙z(t) = qz(t)
q˙x(t) = ux(t) q˙y(t) = uy(t) q˙z(t) = uz(t) .
(3.12)
Trotz des damit verbundenen betra¨chtlichen Rechenaufwandes werden damit im allgemei-
nen nur die Interpolations- und Glattheitsbedingungen erfu¨llt. Zeitoptimalita¨t und Ein-
haltung der Beschra¨nkungen werden erst durch eine Optimierung bestimmt. Da die Be-
schreibung einer geeigneten Bahn durch mehrere Parameter erfolgt (beispielsweise Breite
der Beschleunigungsrampe und Beschleunigungsdauer) sowie diverse Beschra¨nkungen (ma-
ximale Geschwindigkeit und Beschleunigung etc.) zu beru¨cksichtigen sind, erfordert dies
den Einsatz eines mehrdimensionalen Optimierungsverfahrens, was zusa¨tzliche aufwendige
Berechnungen erfordert.
Der Vergleich der Arbeiten von Bu¨skens (2003) und Glocker (2003) zeigt, daß die vermeint-
lich optimale Kurve aufgrund der Approximation mit Polynomen lediglich im Rahmen der
Numerik und wegen der offengelassenen Definition an die Evidenz des Kurvenverlaufs nur
bezu¨glich der Formulierung des Optimalsteuerungsproblems erreicht wird.
Zusammenfassend stellen wir fu¨r die steuertheoretischen Verfahren fest:
1. Steuertheoretische Ansa¨tze liefern Lo¨sungsverfahren fu¨r die Problemstellung des Ab-
schnittes 3.1.
2. Sie erfordern hohen Rechenaufwand durch Lo¨sen eines Differentialgleichungssystems
und einer mehrparametrigen Optimierungsaufgabe.
3. Bewegungsgleichungen bestimmen die Bahn, so daß beispielsweise vera¨nderte Ge-
schwindigkeitsvorgaben den Kurvenverlauf modifizieren und die Berechnung komplett
neu durchgefu¨hrt werden muß.
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4. Die jeweilige optimale Kurve kann nur unter Beru¨cksichtigung aller Stu¨tzstellen be-
stimmt werden. Zusa¨tzliche Sollwerte, an denen die Interpolationsbedingung Geltung
besitzen soll, modifizieren den Kurvenverlauf und machen eine vollsta¨ndige Neube-
rechnung notwendig.
5. Die vermeintlich optimale Kurve wird durch stu¨ckweise Polynome approximiert.
6. Implementierungen zur Bestimmung von ra¨umlich verteilten Sollwerten bestimmen
auch ebene Sollkurven mit dem Aufwand von Raumkurven.
3.3 Vereinfachung durch geometrischen Ansatz
Als erstes wollen wir die Forderung, daß die Sollwerte auf einer Bahn abgefahren werden
sollen, dieß im wesentlichen wie der Polygonzug durch die Sollwerte verla¨uft (ε-Schlauch-
Bedingung), erfu¨llen. Betrachten wir das Teilstu¨ck zwischen Pi−1 und Pi+1 des Polygonzuges,
dann stellen wir fest, daß es in einer Ebene ζi = ζi(
−−−−→
Pi−1Pi,
−−→
PiP i+1) verla¨uft und mit dem
vorangegangenen Teilstu¨ck zwischen Pi−2 und Pi des Polygonzuges, welches in der Ebene
ζi−1 = ζi−1(
−−−−→
Pi−2P i−1,
−−−−→
Pi−1Pi) liegt, die Strecke
−−−−→
Pi−1Pi gemeinsam hat.
Insbesondere muß die Strecke
−−−−→
Pi−1Pi auf der Schnittgeraden der Ebenen ζi−1 und ζi liegen.
Nehmen wir nun an, wir erreichen den Sollwert Pi auf einer Geraden durch den Punkt Ai−1
aus der Ebene ηi−1 = ηi−1(
−−−−→
Ai−2P i−1,
−−−−→
Pi−1Pi) und wenden nach Erreichen von Pi auf einer
krummlinigen, knickfreien Bahn in der Ebene ηi = ηi(
−−−−→
Ai−1Pi,
−−→
PiP i+1), so daß der Soll-
wert Pi+1 wiederum auf einer Geraden, dieses Mal jedoch aus der Ebene ηi = ηi(
−−−−→
Ai−1Pi,−−→
PiP i+1) durch den Punkt Ai, also Ai ∈ ηi, erreicht wird.
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Abbildung 3.5: Konstruktion der Ebenen
Die zu konstruierende Bahn verla¨uft also iterativ durch folgende Ebenen: ηi−1, die nach
Voraussetzung die Punkte Ai−1 und nach Konstruktion Pi entha¨lt. Mit der durch die Punk-
te Ai−1 und Pi festgelegten Geraden und dem Punkt Pi+1 wird eine neue Ebene ηi bestimmt,
in der vom Punkt Pi aus auf einem krummlinigen, knickfreien Kurvenstu¨ck gewendet wird,
bis ein Punkt Ai dieser Wendebahn eine Tangente durch den Punkt Pi+1 besitzt. Das Ver-
fahren wird fu¨r i 7→ i+ 1 neu gestartet, bis alle Sollwerte {Pi : i = 0, 1, . . . , N} angesteuert
wurden.
Algorithmus 3.3.1 Iterativer Pseudo-Algorithmus zur Bestimmung der Ai
Eingabe: {Pi}i∈I;
A0 = P0;
for (i = 1; i < N ; i+ +) {
ηi = ηi
(−−−−→
Ai−1Pi,
−−−−→
PiPi+1
)
bestimmen;
Ai ∈ ηi bestimmen;
}
Ausgabe: {Ai}i∈I;
Somit suchen wir die Punkte {Ai ∈ ηi : i = 0, 1, . . . , N}, auf denen die Wendekurve verlas-
sen und auf eine Gerade durch Pi+1 geschwenkt wird, als Lo¨sung eines zweidimensionalen
Problems, wobei mit A0 = P0 zu initialisieren ist.
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3.3.1 Wendebo¨gen
Die kanonische Wahl fu¨r das krummlinige Stu¨ck zum Schwenken vom Stu¨tzpunkt Pi in
Richtung des na¨chsten Sollwertes Pi+1 (lediglich unter Beru¨cksichtigung der Interpolations-
bedingung I aus der Problemstellung in Abschnitt 3.1 auf Seite 30) fa¨llt auf Kreisbo¨gen.
Die Konstruktion der Bahn mittels Wendekreisbo¨gen ist modular. Der zur i-ten Stu¨tzstel-
le Pi zugeho¨rige Wendekreisbogen in Richtung der (i+1)-ten Stu¨tzstelle Pi+1 wird zuna¨chst
im zweidimensionalen Koordinatensystem ΣIi der Ebene ηi mit Ursprung im Punkt Pi kon-
struiert, dessen Ordinate durch die Strecke
−−−−→
Ai−1Pi vorgegeben ist. Die Abszisse von Σ
I
i
verla¨uft in Richtung der durch die Ordinate induzierten Halbebene, die den Punkt Pi+1
entha¨lt.
Wenden
Wir suchen nun die Wendekreisbo¨gen im Punkt Pi bezu¨glich Σ
I
i .
Da das Eintreten in den Wendekreisbogen in der Stu¨tzstelle Pi und das Verlassen des Wen-
dekreises, wie beschrieben, tangential erfolgen soll, lautet die
Aufgabe 3.3. Finde zu gegebenem Radius r die Tangente an den Wendekreis mit Mittel-
punkt
Mi = Pi + r
−−−−→
Ai−1Pi
⊥
|−−−−→Ai−1Pi⊥|
(3.13)
durch den Punkt Pi+1!
.
.
ΣIi
Pi+1
MiPi
Ai−1
Ai,1
Ai,2
r
Abbildung 3.6: Tangenten an Kreis durch den Punkt Pi+1
Die Tangente beru¨hrt den Wendekreis also in einem Punkt Ai, so daß der zugeho¨rige An-
stieg m = −(xAi − xMi)/(yAi − yMi) lautet und wir fu¨r sie die Geradengleichung
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(y − yMi)− (yAi − yMi) = −
(xAi − xMi )
(yAi − yMi)
(
(x− xMi)− (xAi − xMi)
)
(3.14)
=⇒(y − yMi)(yAi − yMi)− (yAi − yMi)2 = −(xAi − xMi)(x − xMi) + (xAi − xMi )2(3.15)
=⇒(y − yMi)(yAi − yMi) + (xAi − xMi)(x − xMi) = (xAi − xMi)2 + (yAi − yMi)2︸ ︷︷ ︸
=r2
(3.16)
erhalten.
Die Tangenten (3.16) im (zu bestimmenden) Punkt (xAi , yAi) soll nun aber durch den (vor-
gegebenen) Punkt (x, y) = (xPi+1 , yPi+1) verlaufen:
(xPi+1 − xMi)(xAi − xMi) + (yPi+1 − yMi)(yAi − yMi) = r2(3.17)
⇐⇒ (xPi+1 − xMi)xAi − xMixPi+1 + x2Mi + (yPi+1 − yMi)yAi − yMiyPi+1 + y2Mi = r2
(3.18)
=⇒ yAi = f(xAi) =
xMi − xPi+1
yPi+1 − yMi
xAi +
r2 − xMixPi+1 − x2Mi − yMiyPi+1 + y2Mi
yPi+1 − yMi︸ ︷︷ ︸
=:%
(3.19)
Einsetzen von yAi aus (3.19) in die Kreisgleichung
(x− xMi )2 + (y − yMi)2 = r2(3.20)
liefert schließlich die Abszissenwerte der Beru¨hrungspunkte:
(xAi − xMi)2 + (yAi − yMi)2 = r2(3.21)
=⇒
(3.19)
0 =
(
1 +
[
xMi − xPi+1
yPi+1 − yMi
]2)
︸ ︷︷ ︸
=:λ
x2Ai
+
(
−2xMi + 2%
xMi − xPi+1
yPi+1 − yMi
− 2yMi
xMi − xPi+1
yPi+1 − yMi
)
︸ ︷︷ ︸
=:λp
xAi
+
(
x2Mi + %
2 − 2yMi%+ y2Mi − r2
)︸ ︷︷ ︸
=:λq
(3.22)
⇐⇒ xAi = −
p
2
±
√
p2
4
− q .
(3.23)
Damit lauten die mo¨glichen Austrittspunkte
A
ΣIi
i (
−−−→
PiP
∗
i ) = Ai(
−−−→
PiP
∗
i ) =
(3.19)
(xAi , yAi = f(xAi))
T ,(3.24)
wobei wir den ersten in Durchlaufrichtung wa¨hlen.
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3.3.2 Bestimmung der maximalen Abweichung vom Polygonzug
Die konstruierte Kurve erfu¨llt bisher nur die Interpolationsbedingung des Durchfahrens der
vorgegebenen Stu¨tzstellen, die einen Polygonzug beschreiben, entlang dessen der Meßarm
der Maschine gefu¨hrt werden soll. Jedoch soll der Meßarm auf einer glatten Bahn gefu¨hrt
werden, die zwischen den Streckenenden des Polygonzuges allerdings nur minimal abweicht.
Eben dieser Bestimmung der Abweichung der oben mit Kreisbo¨gen konstruierten Kurve vom
Polygonzug widmen wir uns im folgenden Abschnitt. Allerdings verallgemeinern wir zuvor
unsere Konstruktion der Wendebahn noch dahingehend, daß der Wendekreis nicht mehr im
Punkt Pi ansetzt, sondern erst in einem Punkt
P ∗i = Pi + r
−−−−→
Ai−1Pi
|−−−−→Ai−1Pi|
, r ∈ R, r ≥ 0(3.25)
(siehe Abbildung 3.10).
Beschreibung der Toleranzbedingung
.
.
 
 
 
Pi−1
Pi
Uε(Pi)
Pi+1
{Q : dist(Q,−−−−→PjPj+1) < ε}j=0,1,...,N−2
Fu¨r den Abstand zweier Punkte verwenden wir wie gewo¨hnlich den Betrag der sie verbin-
denden Strecke
dist(P,Q)
Def.
= |−−→PQ| = [( ~Q− ~P ) · ( ~Q− ~P )]1/2 ≥ 0 .(3.26)
Zur Beschreibung des Abstandes eines Punktes P von einer Bahn b verwenden wir die wie
folgt definierte Funktion
dist(P, b)
Def.
= min
Q∈b
{dist(P,Q)} ≥ 0 .(3.27)
Die ε-Schlauch-Bedingung5 ist ein Kriterium, das einen maximal zula¨ssigen Abstand fu¨r
jeden Punkt P einer Bahn b zu einer gegebenen Bahn c vorschreibt: ∀P ∈ b : dist(P, c) ≤ ε.
Wobei laut unserer Problemstellung von Seite 30 die Eckpunkte des Polygonzuges c zu
durchfahren sind: dist(P ∈ b, Pi) = 0. Das heißt, fu¨r jeden Punkt P ∈ b suchen wir den
5siehe Abschnitt 3.1, Seite 30
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naheliegendsten Punkt Q ∈ c, und unter all diesen Paaren (P,Q) jenes mit maximalen
Abstand:
max
P∈b,Q∈c
dist(P,Q) ≤ ε .
Die U¨berpru¨fung der Einhaltung der ε-Schlauch-Bedingung wollen wir unter Beru¨cksichti-
gung des Sachverhaltes des Abfahrens eines Wendekreisbogens (und geradliniger Teilstu¨cke)
auf Bestimmung entferntester Punkte und Berechnung deren Abstands vom Polygonzug
optimieren.
Wir interessieren uns bei der Suche nach dem Maximum der Absta¨nde (also der gro¨ßten
minimalen Entfernung) zweier Punkte insbesondere fu¨r Absta¨nde des entferntesten Punktes
einer Strecke zu einer geradlinigen Bahn g beziehungsweise zu einem Kreisbogen k.
Bemerkung 3.4. Nach Konstruktion liegt der vom Polygonzug entfernteste Punkt jedoch
immer auf dem Kreisbogen (eventuell sind es dessen Endpunkte, in die die geradlinigen
Teilstu¨cke mu¨nden). Denn dieser verbindet das ausgehende geradlinige Segment durch Pi
mit dem in Pi+1 einmu¨ndenden geradlinigen Teilstu¨ck.
Bleibt zur Bestimmung des maximalen Abstandes der Bahn vom Polygonzug die Be-
stimmung des entferntesten Punktes auf dem Kreisbogen. Dabei gibt es zwei Fa¨lle zu
unterscheiden:
(a) senkrecht zu den geradlinigen Teilstu¨cken des Polygonzuges =⇒ lokales Extremum
finden =⇒ Abstand des (Extrem-)Punktes von einer Geraden,
(b) in den Eckpunkten des Polygonzuges =⇒ Enthaltensein in der -Umgebung eines Punk-
tes
Dementsprechend suchen wir den auf dem Kreis(bogen) entferntesten Punkt (a) von einer
Geraden beziehungsweise (b) von einem Punkt.
.
.
Pi Pi+1
Ai
Mi
(a) .
.
Pi Pi+1
Ai
Mi
(b)
Abbildung 3.7: Maximaler Abstand: erste Fallunterscheidung - ist die Bahn senkrecht auf−−→
PiP i+1 projizierbar?
3.3. Vereinfachung durch geometrischen Ansatz 43
Fall (a) tritt ein, wenn
−−→
PiP i+1 in Σ
I
i im ersten Quadranten verla¨uft. Anderenfalls ist auch
(b) zu testen, denn zuna¨chst ist nicht auszuschließen, daß der gro¨ßte Abstand vom Poly-
gonzug in einem Punkt der Wendekurve angenommen wird, der sich nicht senkrecht auf
das Segment
−−→
PiP i+1 projizieren la¨ßt (grauer Block in Abbildung 3.7). Wir werden spa¨ter,
wenn ∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ (−pi/2, 0) gilt (siehe Seiten 46ff), zeigen, daß dies von der Lage des
von Pi entferntesten Punktes auf dem Kreisbogen Si zu Pi, Pi+1 abha¨ngt. Doch zuna¨chst
allgemeine U¨berlegungen zu Fall (a):
Maximaler Abstand eines Kreisbogens von einer Geraden
Wir untersuchen den Abstand der Kurve sukzessiv fu¨r jedes Streckenstu¨ck
−−→
PiP i+1 des Po-
lygonzuges. Dabei gibt jede Teilstrecke
−−→
PiP i+1 eine Gerade gi vor, die die Ebene in zwei
Halbebenen teilt. Ein zu wa¨hlender Punkt Q 6∈ gi zeichnet dabei die Halbebene, zu der er
geho¨rt, als die obere aus. Betrachten wir einen Kreis mit Mittelpunkt Mi so teilt eine zu gi
parallele Gerade gi(Mi) durch den Punkt Mi den Kreis in zwei Halbkreise. Wobei derjenige
Halbkreis, der in derselben durch gi(Mi) induzierten Halbebene wie der Punkt Mi+Q liegt,
der obere Halbkreis ist.
.
.
−−→
PiP i+1
g(Mi)
t
~r(Ti)∗
Mi
Ti
Abbildung 3.8: Maximaler Abstand ∗ = max
Q∈k
dist(Q,
−−→
PiP i+1) eines Halbkreises k von einer
Geraden gi (hier durch
−−→
PiP i+1 gegeben) bezu¨glich dieser Geraden, insofern dieser nicht in den
Endpunkten von k angenommen wird, Fall (a)
Den maximalen Abstand unter allen Punkten des oberen Halbkreises bezu¨glich gi(Mi), die
auch zur oberen Halbebene bezu¨glich gi geho¨ren, zur Geraden gi wird in der oberen Halb-
ebene (insofern diese gemeinsame Punkte mit dem Kreis besitzt) dann von dem Punkt
angenommen, dessen Tangente parallel zu gi verla¨uft. Dies ist dann der Fall, wenn der Ra-
dius des Kreises senkrecht auf gi steht. Somit wird der von uns gesuchte maximale Abstand
eines Kreisbogens auf dem oberen Halbkreis von der Geraden gi im Punkt
Ti = Mi + |~r(Ti)|
−−→
PiP
⊥
i+1−−→
PiP i+1
(3.28)
angenommen.
Wir bereiten mit weiteren generellen Betrachtungen die Analyse von Fall (b) vor:
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Maximaler Abstand eines Kreisbogens von einem Punkt
.
.
r
Mi
Si
Pi
k
U(Pi)
Abbildung 3.9: Maximaler Abstand eines Kreisbogens von einem Punkt (oberer Halbkreis),
Fall (b)
Fu¨r den entferntesten Punkt Si auf einem Kreis k bezu¨glich eines Punktes Pi gilt, daß die
Tangente der -Scheibe mit  = |−−→PiSi| und der des Kreises k mit einem Radius r kleiner als
 in dem einzigen gemeinsamen Punkt Si zusammmenfallen.
6
Daraus folgt jedoch, daß auch der Radius der -Scheibe U(Pi) um Pi und der des Kreises k
mit Radius r zusammenfallen, woraus sich als maximaler Abstand des Kreises vom Punkt P
folgender Betrag ergibt:
|−−→PiSi| = |−−−→PiMi|+ r .(3.29)
Maximaler Abstand eines Kreisbogens vom Polygonzug
Dies ist jedoch nur eine obere Abscha¨tzung fu¨r den ε-Schlauch-Test. Denn gilt fu¨r den vom
Punkt Pi entferntesten Punkt Si des Kreisbogens
−−→
PiP i+1
|−−→PiP i+1|
·
−−→
PiSi − ~Pi
|−−→PiSi − ~Pi|
∈ [0, 1](3.30)
(das heißt, das Lot von Si auf die Gerade durch
−−→
PiP i+1 fa¨llt - einschließlich der Endpunkte Pi
und Pi+1 - in diesen Streckenabschnitt), dann ist der Abstand zum Polygonzug in Si lediglich
durch das Lot auf
−−→
PiP i+1 bestimmt und damit geringer. Dann wird der maximale Abstand
im Punkt Ti des oberen Wendekreises, in dem die Tangente parallel zur Strecke
−−→
PiP i+1
verla¨uft, angenommen.7
6Ga¨be es zwei Schnittpunkte, dann wa¨ren diese nicht die entferntesten Punkte, weil jeder Punkt des Krei-
ses k, der zwischen diesen beiden Schnittpunkten la¨ge, weiter von P entfernt wa¨re als die beiden Schnitt-
punkte. Daru¨ber hinaus kann der Fall identischer Kreise fu¨r unsere Konstruktion ausgeschlossen werden,
weil im weiteren der Mittelpunkt des Wendekreises nicht auf der Strecke
−−→
PiP i+1 liegt.
7Wir werden im folgenden ausfu¨hren, daß entweder im Punkt Ti oder im Punkt Si der maximale Abstand
zum Polygonzug angenommen wird.
3.3. Vereinfachung durch geometrischen Ansatz 45
Mit diesen Voru¨berlegungen ko¨nnen wir jetzt an die Bestimmung der Punkte der Bahn-
kurve mit gro¨ßtem Abstand zum Polygonzug herangehen. Wir zeigen, daß zwei Fallunter-
scheidungen mit insgesamt drei Fa¨llen zu nur zwei mo¨glichen Punkten fu¨hren, an denen der
Maximalabstand der ungegla¨tteten Wendebahn zum Polygonzug angenommen werden kann.
Fall (a) ∠(~e Σ
I
i
x
,
−−→
PiP i+1) ∈ [0, pi/2]
Der einfachste Fall geht auf die Bestimmung des lokalen Extremums der Wendebahn im
rechtwinkligen und ebenen Koordinatensystem mit
−−→
PiP i+1 als Abszisse zuru¨ck, wenn ∠(~e
ΣIi
x ,−−→
PiP i+1) ∈ [0, pi/2] gilt. So daß die Wendekurve immer vollsta¨ndig senkrecht auf −−→PiP i+1 pro-
jizierbar ist (Abbildung 3.10). Das entspricht dem Fall (a) der Unterscheidung von Seite 42.
In dem Fall gilt fu¨r die Bahn, daß sie in (Pi, Pi+1) streng positiv und in [Pi, Pi+1] sowohl
stetig als auch differenzierbar ist, sowie daß Pi und Pi+1 Nullstellen sind. Damit existiert nach
dem Satz von Rolle8 (mindestens) ein lokales Maximum in (Pi, Pi+1). Wir wissen weiter, daß
nach Konstruktion genau ein Maximum vorhanden ist, dessen Bestimmung denkbar einfach
ist: die geradlinigen Teilstu¨cke sind streng monoton wachsend beziehungsweise fallend und
fu¨r den Kreisbogen gilt oben angewandter Satz wiederum. Also suchen wir den Punkt Ti des
Kreisbogens, dessen Tangente parallel zur Strecke
−−→
PiP i+1 verla¨uft (vergleiche Abbildung 3.8
auf Seite 43) beziehungsweise in dem der Radius senkrecht auf der Strecke
−−→
PiP i+1 steht.
Der Abstand des Punktes Ti von der Strecke
−−→
PiP i+1 berechnet sich also
dist(Ti,
−−→
PiP i+1) = |−−→PiTi| · sin∠(−−→PiP i+1,−−→PiTi) .(3.31)
Schließlich entspricht der maximale Abstand der ungegla¨tteten Wendebahn vom Polygonzug
dem Abstand von Ti zu
−−→
PiP i+1.
8
Satz von Rolle. Die Funktion f genu¨ge folgenden Bedingungen:
1. f in [a, b] stetig,
2. f in (a, b) differenzierbar,
3. f(a) = 0 = f(b).
Dann existiert mindestens eine Stelle x mit a < x < b, so daß gilt f ′(x) = 0 .
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Ai−1
MiPi := P
′
i
P ∗i
Pi+1
ΣIi
Ti
Abbildung 3.10: Maximaler Abstand eines Kreisbogens von einer Geraden fu¨r den Fall (a)
Fall (b) ∠(~e Σ
I
i
x
,
−−→
PiP i+1) ∈ (−pi/2, 0)
Wenn nun ∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ (−pi/2, 0) (das sind nach Konstruktion alle verbleibenden
Mo¨glichkeiten fu¨r ∠(~e
ΣIi
x ,
−−→
PiP i+1)) gilt, dann erfu¨llt nur ein Teil der Punkte Q der Bahn
zwischen Pi und Pi+1) die Bedingung
−−→
PiP i+1
|−−→PiP i+1|
·
−−→
PiQ− ~Pi
|−−→PiQ− ~Pi|
∈ [0, 1](3.32)
fu¨r den der bisher erla¨uterte Ansatz zur Abscha¨tzung des maximalen Abstandes der (un-
gegla¨tteten) Wendebahn vom Polygonzug taugt, so daß Fall (b) hinzuzuziehen ist. Fu¨r den
verbleibenden Teil der Bahn ist der maximale Abstand der Bahn vom
”
a¨ußersten Punkt
des Polygonzuges“ (Pi) zu bestimmen und zu untersuchen, ob dieser Abstand gro¨ßer als der
maximale Abstand der Bahn fu¨r den Teil, fu¨r den (3.32) erfu¨llt ist (Abbildung 3.11).
Aus der Konstruktion folgt wiederum, daß jener
”
a¨ußerste Punkt des Polygonzuges“ Pi sein
muß. Der zu diesem Punkt entfernteste Punkt Si des Wendekreises liegt auf der durch
−−−→
PiMi
gegebenen Geraden (Abbildung 3.9). Dieser Punkt Si muß, wie schon zuvor erwa¨hnt, im all-
gemeinen jedoch nicht der mit maximalem Abstand vom Polygonzug sein. Wir unterscheiden
also fu¨r den Fall ∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ (−pi/2, 0) die Mo¨glichkeiten, ob fu¨r Si
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−−→
PiP i+1
|−−→PiP i+1|
·
−−→
PiSi − ~Pi
|−−→PiSi − ~Pi|
∈ [0, 1](3.33)
gilt oder nicht. Wir verfahren wie folgt:
(b1) ∠(~e
ΣIi
x ,
−−−→
PiMi) ≥ ∠(~eΣ
I
i
x ,
−−→
PiP
⊥
i+1) =⇒ Der maximale Abstand fu¨r den ”nicht projizier-
baren Teil“ entspricht dem Abstand von Si zu
−−→
PiP i+1 .
(b2) ∠(~e
ΣIi
x ,
−−−→
PiMi) ≤ ∠(~eΣ
I
i
x ,
−−→
PiP
⊥
i+1) =⇒ Si projizierbar =⇒ Der maximale Abstand fu¨r
den
”
nicht projizierbaren Teil“ entspricht dem Abstand von Wi zu Pi = |−−−→PiWi| mit
Ti: Punkt des Wendekreisbogens mit Tangente t ‖ −−→PiP i+1
Wi: Punkt des Wendekreisbogens mit maximaler Entfernung von Pi, und es existiert
kein Lot in
−−→
PiP i+1 \ {Pi} durch Wi:
−−→
PiP i+1
|−−→PiP i+1|
·
−−−→
PiWi − ~Pi
|−−−→PiWi − ~Pi|
6∈ (0, 1] .
.
.
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 
 


Ai−1
Ai
Mi
Pi := P
′
i
P ∗i
Pi+1
ΣIi
Uε(Pi)
TiWi
Abbildung 3.11: Maximaler Abstand eines Kreisbogens von einem Punkt, Fall (b2)
Als erstes widmen wir uns Punkt (b1) ∠(~e
ΣIi
x ,
−−−→
PiMi) > ∠(~e
ΣIi
x ,
−−→
PiP
⊥
i+1) (siehe dazu Abbil-
dung 3.12). Dann ist Pi sowohl der na¨chstgelegene Punkt von
−−→
PiP i+1 an Si als auch Si der
von Pi entfernteste Punkt des Wendekreises. Wenn nicht auf dem auf
−−→
PiP i+1 senkrechtpro-
jizierbaren Teil der Wendebahn noch ein wie im ersten Fall bestimmer Punkt Ti (verschwin-
dender Anstieg bzgl.
−−→
PiP i+1) noch einen gro¨ßeren Abstand von
−−→
PiP i+1 aufweist, so wa¨re Si
der Punkt der ungegla¨tteten Wendekurve mit Maximalabstand vom Polygonzug unter den
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Voraussetzungen ∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ (−pi/2, 0) und ∠(~eΣ
I
i
x ,
−−−→
PiMi) > ∠(~e
ΣIi
x ,
−−→
PiP
⊥
i+1). Abbil-
dung 3.12(b) auf der na¨chsten Seite(b) zeigt jedoch auch, daß es kein Lot auf
−−→
PiP i+1 gibt,
das durch Ti verla¨uft, wenn (wie im gerade betrachteten Fall) es kein Lot gibt, das durch
Si verla¨uft, und es gilt dist(Ti, Pi) ≤ dist(Si, Pi), weil Si der zu Pi entfernteste Punkt des
Wendekreisbogens ist. Somit ist der Schnittpunkt von Bahn und Lot
−−→
PiP
⊥
i+1 der Strecke−−→
PiP i+1 im Punkt Pi der entfernteste Punkt des senkrecht auf
−−→
PiP i+1 projizierbaren Teils
der Bahn. Aber er ist nicht der entfernteste Punkt der Bahn von Pi zwischen Pi und Pi+1,
denn dies ist ja gerade Si.
9 Also ist im analysierten Fall (b1) Si der Punkt der Wendebahn
zwischen Pi und Pi+1 mit dem gro¨ßten Abstand zur Strecke
−−→
PiP i+1.
Da im Fall (b2) ∠(~e
ΣIi
x ,
−−−→
PiMi) < ∠(~e
ΣIi
x ,
−−→
PiP
⊥
i+1) gilt (Abbilldung 3.11), la¨ßt sich Si senkrecht
auf
−−→
PiP i+1 projizieren, weil
−−→
PiSi ⊇ −−−→PiMi zusammenfallen.
Abbildung 3.13 auf Seite 50 verdeutlicht schließlich die Implikation
−−→
PiP i+1
|−−→PiP i+1|
·
−−→
PiSi − ~Pi
|−−→PiSi − ~Pi|
∈ [0, 1] =⇒
−−→
PiP i+1
|−−→PiP i+1|
·
−−→
PiTi − ~Pi
|−−→PiTi − ~Pi|
∈ [0, 1] .(3.34)
Wenn aber Ti und Si auf
−−→
PiP i+1 projizierbar sind, dann wird in Ti der gro¨ßte Abstand u¨ber−−→
PiP i+1 angenommen, insbesondere auch gro¨ßer als der Betrag d des Lotes vom Wendebogen
durch den Punkt Pi. Der Teil der Bahn, fu¨r den Formel (3.32) nicht gilt, liegt aber in der
d-Umgebung Ud(Pi) des Punktes Pi und somit na¨her an Pi als Si und folglich auch na¨her
an Pi als Ti.
Fassen wir die Fa¨lle nun zusammen:
∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ [0, pi/2] ∠(~eΣ
I
i
x ,
−−→
PiP i+1) ∈ (−pi/2, 0)
∠(~e
ΣIi
x ,
−−−→
PiMi) ≥ ∠(~eΣ
I
i
x ,
−−→
PiP
⊥
i+1) ∠(~e
ΣIi
x ,
−−−→
PiMi) ≤ ∠(~eΣ
I
i
x ,
−−→
PiP
⊥
i+1)
Ti Si Ti
Fall (a) Fall (b)
Fall (b1) Fall (b2)
Das heißt, drei Mo¨glichkeiten fu¨hren zu zwei Lo¨sungen, wobei |−−→PiSi| fu¨r alle Fa¨lle eine erste
Abscha¨tzung darstellt, die in Fall (a) und Fall (b2) durch dist{Ti,−−→PiP i+1} verfeinert werden
kann.
9Der von der Strecke
−−→
PiP i+1 entfernteste Punkt liegt, wie bereits in Bemerkung 3.4 erwa¨hnt, stets auf
dem Wendekreis. Dementsprechend muß Si als der von Pi entfernteste Punkt des Wendebogens auch der
vom Polygonzug entfernteste Punkt der Wendebahn zwischen Pi und Pi+1 sein.
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Ai−1
Ai
Mi
Pi := P
′
i
P ∗i
Pi+1
ΣIiSi Ti
(a)
.
.
~eΣ
I
i
x
Pi Pi+1
Si Ai
Mi
Ti
(b)
Abbildung 3.12: Maximaler Abstand eines Kreisbogens von einem Punkt fu¨r den Fall (b1)
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Pi Pi+1
Si
Ai
Mi
Ti
Abbildung 3.13: Maximaler Abstand eines Kreisbogens von einem Punkt fu¨r den Fall (b2)
∠(~e
ΣIi
x ,
−−→
PiP i+1) ∈ (−pi/2, 0) und ∠(~eΣ
I
i
x ,
−−−→
PiMi) < ∠(~e
ΣIi
x ,
−−→
PiP
⊥
i+1)
dist(b,
−−→
PiP i+1) in Punkt
Fall (a): dist{Ti,−−→PiP i+1} Ti
Fall (b): Unterscheidung (b1): |−−→PiSi| Si
Unterscheidung (b2): dist{Ti,−−→PiP i+1} Ti
Bemerkung 3.5. Eine Bestimmung des Punktes Si oder gar des Abstandes dist{Si,−−→PiP i+1}
ist lediglich im Fall (b1) no¨tig.
Die vorangegangenen Analysen zur Bestimmung des maximalen Abstandes der ungegla¨tte-
ten Wendebahn (geradlinig angefahrener und verlassener Kreisbogen) fu¨hren unmittelbar
zu folgendem algorithmischen Vorgehen zur Angabe einer oberen Abscha¨tzung fu¨r den ma-
ximalen Abstand der Sollwertkurve vom Polygonzug.
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Algorithmus 3.3.2 ε-Schlauch-Test
// returns opening angle between the vectors v1 and v2 (in that
// direction) in radians; return value ∈ (−pi/2, 0) resp. [0, pi/2)
template<class T>
inline double angle(vector<T> &v1, vector<T> &v2){
int signum = (v1[0]*v2[1]-v1[1]*v2[0]<0) ? -1 : 1;
double tmp = sqrt(inner_product(v1.begin(), v1.end(),
v1.begin(), (T)0)
*inner_product(v2.begin(), v2.end(),
v2.begin(), (T)0));
tmp = inner_product(v1.begin(), v1.end(), v2.begin(), (T)0))/tmp;
if(1.0-abs(tmp)<1e-6) {tmp = 0;} else {tmp = signum*acos(tmp);}
return(tmp);
}
template<class T>
inline vector<T> farthest_point(T radius, vector<T>& mi,
vector<T>& p=mi){
vector<T> result(p);
normalisieren(result, radius);
transform(result.begin(), result.end(), mi.begin(),
result.begin(), plus<T>());
return(result);
}
Korrigiere_Bahn(){
// 1. Mo¨glichkeit: Wendekreisradius verkleinern
// 2. Mo¨glichkeit: Anderes Faltungskoordinatensystem wa¨hlen, so
// daß sich |−−−→PiP ∗i | verringert, d. h.
// ∠(~ex, ~e
ΣIII
x ) ∈ (−pi/2, pi/2] vergro¨ßern
// 3. Mo¨glichkeit: Zusa¨tzliche Sollstellen einfu¨gen
}
vbuf.push_back(1.0); vbuf.push_back(0.0); // ~ex
vbuf2.push_back(p_i1[1]); vbuf2.push_back(p_i1[0]); //
−−−−→
PiPi+1
⊥
if(angle(vbuf, p_i1)>=0){
vbuf = farthest_point(r, m_i, vbuf2);
} else {
if(angle(vbuf, m_i)<=angle(vbuf, vbuf2)){
vbuf = farthest_point(r, m_i, vbuf2);
} else {
vbuf = farthest_point(r, m_i, m_i);
}
}
if ((tmp=sqrt(inner_product(vbuf.begin(), vbuf.end(),
vbuf.begin(), 0.0))) > epsilon){
Korrigiere_Bahn();
}
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Da schon die Konstruktion der Wendekurve nur von drei benachbarten Stu¨tzstellen abha¨ngig
ist, la¨ßt sich fu¨r dieses Teilstu¨ck daraus auch die Abscha¨tzung des maximalen Abstandes
gewinnen. Einfluß darauf haben der verwendete Wendekreisradius und die La¨nge der Strecke−−−→
PiP
∗
i (siehe Formel (3.25) oder Abbildung 3.10). Ebenso ko¨nnen zusa¨tzliche Sollwerte die
Kurve optimieren (bspw. spitze Winkel des Polygonzuges durch zusa¨tzliche Stu¨tzstellen in
mehrere stumpfe Winkel u¨berfu¨hren).
Sollen die genannten Parameter fu¨r die gesamte Kurve konstant bleiben, so mu¨ssen alle
Tripel adjazenter Sollwerte zuvor getestet werden.
Damit haben wir eine Lo¨sung fu¨r die folgende Aufgabe zusammengestellt:
Aufgabe 3.6. Gesucht ist
I. eine Raumkurve ϕ durch eine vorgegebene Menge von Raumpunkten, die sukzessiv zu
durchlaufen sind, und
II. deren maximale Abweichung vom Polygonzug durch die vorgegebenen Raumpunkte zu
jedem Zeitpunkt kleiner als ein vorgegebener maximaler Abstand ε ∈ R ist;
III. eine einfache und analytische Darstellung der Bahn.
3.3.3 Gla¨tten der Wendekurven
Mit der Konstruktion von Bahnen, bei denen die Wendung zur na¨chsten Stu¨tzstelle erst nach
dem Erreichen einer Stu¨tzstelle auf einer geradlinigen Bahn erfolgt (wie in Abschnitt 3.3.1
gezeigt), gelingt es, die Aufgabe auf ein zweidimensionales Problem zu reduzieren. Das
”
Anstu¨ckeln“ von Kreisbo¨gen fu¨hrt aber noch nicht zu ruckfreien Bahnen im Sinne der
folgenden
Definition 3.7. Eine Bahn heißt ruckfrei, wenn sie bis einschließlich zur zweiten Ableitung
stetig und differenzierbar ist.
Wir stellen uns jetzt die
Aufgabe 3.8. Gesucht ist eine Raumkurve ϕ mit den Eigenschaften:
I. Eine vorgegebene Menge von Raumpunkten ist sukzessiv zu durchfahren.
II. Die ra¨umliche Abweichung der Raumkurve ϕ vom Polygonzug durch die Stu¨tzpunkte
muß zu jedem Zeitpunkt kleiner als ε, ε ∈ R, sein.
III. Die Darstellung der Bahn sei einfach und analytisch.
IV. Der Beschleunigungsverlauf a(t) soll sehr glatten Funktionen entsprechen.
V. Die Beschleunigung soll stetig und differenzierbar sein. Die Ableitung der Beschleuni-
gung muß nicht mehr stetig sein.
Im folgenden wird dargestellt, wie sich die Differenzierbarkeitsordnung der Bahn beliebig
erho¨hen la¨ßt. Dies fu¨hrt allerdings zu einer weiteren Nebenbedingung, die eine Mindestla¨nge
fu¨r die Absta¨nde zweier Stu¨tzstellen vorschreibt. Da diese jedoch vom Betrag des Tra¨gers
des eingesetzten Filters abha¨ngt, ist diese zusa¨tzliche Bedingung immer durch entsprechende
Wahl/Dilatation des Filters erfu¨llbar.
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Zuna¨chst betrachten wir wieder die gema¨ß Abschnitt 3.3.1 parametrisierte Bahn aus ge-
radlinigen und kreisbogenfo¨rmigen Teilstu¨cken und stellen diese in einem neuen (ebenen)
Koordinatensystem ΣIIi dar (siehe Abbilddung 3.14). Der Mittelpunkt Mi des i-ten Wen-
dekreises soll dabei mit dem Koordinatenursprung von ΣIIi zusammenfallen. Die Lage der
y-Ordinate wird durch die Winkelhalbierende von ∠(
−−−→
MiPi,
−−−→
MiAi) vorgegeben, die Richtung
soll so gewa¨hlt werden, daß Ai und Pi positive Ordinaten besitzen. Die Abszisse ergibt sich
aus der Forderung, daß ΣIIi kartesisch sein soll.
.
.
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Abbildung 3.14: Zu faltende Wendebahn im fu¨r die Faltung geeigneten Koordinatensy-
stem ΣIIi (Ai)
Um die Glattheit der Kurve zu erho¨hen, sollen die Bahnsegmente zwischen den Punkten Ai−1
und Pi+1 bezu¨glich des Koordinatensystems Σ
II
i mit einem Filter ϕ aus dem Funktionen-
raum Ck0 , k ∈ N, gefalten werden.
Definition 3.9. Ck0 , k ∈ N, ist der Funktionenraum der k-mal stetig differenzierbaren
Funktionen mit kompaktem Tra¨ger.
Eine Funktion heißt k-mal stetig differenzierbar, wenn sa¨mtliche Ableitungen der Ord-
nung ≤ k existieren und stetig sind.
Der Tra¨ger supp(f) einer Funktion f(x) ist die abgeschlossene Hu¨lle der Menge der Punk-
te x, fu¨r die f(x) 6= 0 gilt.
|supp{f(x)}| Def.= max
x
supp{f(x)} −min
x
supp{f(x)}
Satz 3.10. Im Rn sind genau die beschra¨nkten und abgeschlossenen Mengen kompakt.
Beweis. Siehe zum Beispiel Walter (1995) 
Fu¨r ϕ ∈ C20 erhalten wir wegen Satz 2.17 auf Seite 21 schon nach einmaliger Ausfu¨hrung
der Faltung eine Kurve mit der Eigenschaft, ruckfrei zu sein.
Die Faltung kann hierbei direkt u¨ber Abtastpunkte bestimmt werden
b˜(x) = ϕ(t− x) ∗ b(t) =
∑
i∈I⊂Z
(Txϕ)[i] b[i] ,
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wobei T den Translationsoperator darstellt und f [i] den i-ten Abtastpunkt der Funktion f
bezeichnet, wenn der O¨ffnungswinkel ∠(
−−→
PiAi−1,
−−→
AiP i+1) kleiner pi ist. Dies la¨ßt sich zumin-
dest immer dann durch Verringerung des Radius’ des Wendekreises erreichen, wenn nicht di-
rekt auf der Anfahrbahn zuru¨ckgefahren werden soll. Letztenfalls sollte im Punkt Pi gestoppt
und in entgegengesetzter Richtung wieder hochgefahren werden (vergleiche Abschnitt 3.3.4
zur glatten Beschleunigung auf einer Strecke, Seite 57).
Als Filter ϕ kommt beispielsweise die n-fach mit sich selbst gefaltete charakteristische Funk-
tion
χ[0,s](t) =
{
1 fu¨r t ∈ [0, s]
0 sonst
(3.35)
in Frage. Der Tra¨ger kann beliebig dilatiert werden, um die gewu¨nschte Breite zu erhalten.
Mit folgenden Funktionen als Faltungsfaktoren erha¨lt man Faltungsprodukte von hoher
Glattheit:
ϕ(t) = ((1− t2)+)k+1 mit (ϑ)+ =
{
ϑ fu¨r ϑ > 0
0 sonst
(3.36)
(endlich oft stetig differenzierbar)
oder
ϕ(t) = f(t+ a/2) · h(t+ a/2) mit a < 0(3.37)
f(t) =
{
exp{−(t− a)−1} fu¨r t > a
0 sonst,
h(t) =
{
exp{t−1} fu¨r t < 0
0 sonst,
(unendlich oft stetig differenzierbar).
Im u¨brigen ist es in diesem Fall aufgrund der Symmetrie der Faltungsfaktoren ausreichend,
das Faltungsprodukt nur fu¨r t ≥ 0 zu bestimmen. Die anderen Punkte lassen sich durch
Spiegelung an der Ordinate gewinnen.10
Die Faltung fu¨hrt zu einer ruckfreien Kurve. Die geradlinigen Teilstu¨cke verlaufen mit glei-
chem Anstieg, aber sie sind von ku¨rzerer Wegla¨nge als bei der nichtgegla¨tteten Bahn, da in
den Punkten, in denen gerad- und krummlinige Teilstu¨cke zusammengefu¨gt werden, das li-
neare Verhalten gebrochen wird. Insbesondere wird dadurch so fru¨h zur na¨chsten Stu¨tzstelle
geschwenkt, daß die Stu¨tzstelle Pi nicht mehr durchfahren wird. Der ”
Fehler“ ha¨ngt vom
Winkel ∠(
−−−−→
Ai−1Pi,
−−→
PiP i+1) ab und la¨ßt sich ha¨ufig trotz der Toleranzbedingung folgender-
maßen
”
korrigieren“ (vergleiche Abbildung 3.16):
10Wir verzichten auf eine detaillierte Diskussion der Filter, da in Abschnitt 3.4 ab Seite 73 ein auf dem
geometrischen Ansatz basierender Sollwertgenerator vorgestellt wird, der ohne Faltung auskommt.
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Abbildung 3.15: Ein symmetrischer Filter aus C20 (rotgepunktet), eine Kurve aus Kreisbo¨gen
und geradlinigen, tangential ansetzenden Teilstu¨cken (rot) sowie deren Faltungsprodukt (blau).
Rechts: Ausschnitt ohne C20 -Filter
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Abbildung 3.16: Konstruktion glatter Wendebahnen: zu faltende Wendebahn mit verla¨ngerten
geradlinigen Teilstu¨cken zwecks Einhaltung der Interpolationsbedingung auch nach der Gla¨ttung
Die Strecke
−−−−→
Ai−1Pi wird bis zum Punkt P
∗
i verla¨ngert, so daß die La¨nge der Senkrecht-
projektion der Strecke
−−−→
PiP
∗
i auf die Gerade durch die Punkte Pi und Ai (die parallel zur
Abszisse im Koordinatensystem ΣIIi liegt) gerade der La¨nge des Tra¨gers des Filters |supp(ϕ)|
entspricht.11 Mathematisch formuliert heißt das
|−−−→PiP ∗i | = |supp{ϕ}|/ sin∠(
−−−→
P ∗i Mi,
−−−→
P ∗i Ai)︸ ︷︷ ︸
=:α
.(3.38)
Der Eintritt des Tra¨gers des Filters in den Wendekreis erfolgt also erst nach Durchfah-
ren der Stu¨tzstelle Pi. Der Betrag der Verla¨ngerung des geradlinigen Teilstu¨cks ha¨ngt vom
11Damit ist klar, warum wir zuvor in Abschnitt 3.3.2 die Einhaltung der ε-Schlauch-Bedingung fu¨r
”
verla¨ngerte“ Strecken
−−−−−→
Ai−1P ∗i berechnet haben.
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Drehwinkel α
α = ∠(
−−−→
P ∗i Mi,
−−−→
P ∗i Ai) = ∠(Σ
I
i ,Σ
II
i ) (nach Konstruktion von Σ
I
i ,Σ
II
i )(3.39)
als auch von der La¨nge des Tra¨gers des Filters ϕ ab und ist somit insbesondere durch ϕ zu
steuern. 12
Fu¨r eine vorgegebene Translation des Eintrittspunktes in den i-ten Wendekreis Pi 7→ P ∗i =
Pi + (0, l)
T kann Ai leicht aus Formel (3.24) einer Tangente an einen Kreis k durch den
Punkt Pi+1 (außerhalb von k) ermittelt werden. Fu¨r die Berechnung eignet sich wiederum
das Koordinatensystem ΣIi (siehe Abbildung 3.6, Seite 39) besonders gut.
Fu¨r den praktischen Einsatz haben wir Algorithmus 3.3.3 auf dieser Seite zur Bestimmung
von Ai getestet. Die Eingaben sind bezu¨glich des urspru¨nglichen (ra¨umlichen) Koordina-
tensystems Σ vorzunehmen, die Berechnungen und Ausgaben erfolgen in ΣIi . Letztere sind
gegebenenfalls in Σ- bzw. Σ′′-Koordinaten umzurechnen.
Allerdings ist es mo¨glich, daß fu¨r gewisse i zu den Punkten Pi+1 keine Wendung nach diesen
Vorgaben erfolgen kann. Zuna¨chst sollte dann versucht werden, die
”
Filterforderung“ durch
Verkleinern des Wendekreisradius’ zu erfu¨llen. Gelingt dies nicht, so ko¨nnte man entweder
zusa¨tzliche Stu¨tzstellen einfu¨gen oder ein anderes Faltungskoordinatensystem wa¨hlen.
Algorithmus 3.3.3 Iterativer Ansatz zur Bestimmung von Ai unter Beru¨cksichtigung
von (3.38)
Eingabe: Pi, Pi+1, |supp(ϕ)|, r;
Pi+1 = Pi − Pi+1; // Umrechnen nach ΣIi
Pi = (0, 0)
T; // Umrechnen nach ΣIi
Mi = Pi + (r, 0)
T; // Wendekreismittelpunkt in ΣIi festlegen
lneu = 0;
do {
li = lneu;
Pi = (0, l)
T; // zu testendes P ∗i
Mi = Pi + (r, 0)
T; // translatierter Mittelpunkt
Berechne Ai(Pi, Pi+1) mit Formel (3.24);
Bestimme mit Ai den Winkel α(Ai) = ∠(
−−−→
PiMi,
−−→
PiAi);
lneu = |supp(ϕ)|/ sinα;
} while (li < |supp(ϕ)|/ sinα);
li = lneu;
Ausgabe: l, Ai;
Dieser Abschnitt bescha¨ftigte sich ausfu¨hrlich mit der Behebung des nicht ausreichend glat-
ten U¨bergangs von den geradlinigen Teilstu¨cken in die Wendebo¨gen und umgekehrt. Eine
Reihe von Problemen und zusa¨tzlicher Rechenaufwand resultiert aus der Faltungsmetho-
de zur notwendigen Gla¨ttung der Bahn. Deshalb ist ein Ansatz mit glatteren U¨berga¨ngen
zwischen den Wendekurven und deren Verbindungsstrecken erstrebenswert. Es liegt daher
nahe, die Kreise durch andere glatte Wendebahnen zu ersetzen, die einen ausreichend glat-
ten U¨bergang in die Verbindungsstrecken gewa¨hrleisten. Dabei fiel der erste Gedanke auf
12Die Suche nach einer analytischen Lo¨sung wollen wir hier mit Verweis auf Abschnitt 3.4, Seite 73
unterlassen.
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Be´zier-Kurven. Deren Verwandschaft zu Splines13 und die negativen Erfahrungen von Thie-
lemann14 mit einem Spline-Ansatz fu¨r das vorliegende Problem haben uns vor einer Ver-
tiefung der Studien in diese Richtung zuru¨ckgehalten und uns dem na¨chsten Problem der
Beschleunigung auf geradlinigen Teilstu¨cken zuwenden lassen.
Bemerkung 3.11. Nichtsdestotrotz sind bis hier
1. die Interpolationsbedingung I,
2. die ε-Schlauch-Bedingung II,
3. die Forderung nach Evidenz der Kurve III und
4. die Glattheitsforderungen VI sowie VII, wenn auf den Strecken glatt beschleunigt wird,
an die Bahn erfu¨llt.
3.3.4 Beschleunigung auf geradlinigen Teilstu¨cken
Bisher haben wir uns lediglich mit dem ra¨umlichen Verlauf der Bahn, auf der der Tastarm
entlanggefu¨hrt werden soll, auseinandergesetzt. Ziel dieses Abschnittes ist die Beschreibung
des zeitlichen Verlaufs basierend auf einer
”
glatten“ Beschleunigung, um den Forderungen VI
und VII der Problemstellung 3.1 von Seite 30 zu genu¨gen.
Unser Verfahren sieht dabei vor, die krummlinigen Teilstu¨cke mit konstanter Geschwindig-
keit zu durchfahren, welche unter Beru¨cksichtigung der Geschwindigkeitsbeschra¨nkung IV
der Problemstellung 3.1 auf Seite 30 als die kleinste Maximalgeschwindigkeit, die in allen
Punkten der Wendebo¨gen angenommen werden kann, gewa¨hlt wird. Die Beschleunigung auf
ho¨here oder niedrigere Geschwindigkeiten wird ausschließlich auf den geradlinigen Verbin-
dungsstrecken zwischen den Wendebo¨gen vollzogen.
Aufgabe 3.12. Eine Raumkurve ϕ, die den Bedingungen I und II der Problemstellung
genu¨gt, soll zeitlich so abgetastet werden, daß daru¨ber hinaus auch die Forderungen IV-VII
erfu¨llt sind.
Im folgenden untersuchen wir den Beschleunigungsverlauf auf einer Strecke zwischen zwei
Bogenstu¨cken, die nicht mit derselben (konstanten) Geschwindigkeit durchfahren werden
ko¨nnen15 im Zeitintervall [t0, t1]. Der erste Bogen wird dabei mit v0 = v(t0) = v(Ai), der
zweite soll mit v1 = v(t1) = v(Pi+1) 6= v0 durchfahren werden. Ohne Beschra¨nkung der
Allgemeinheit wollen wir v0 < v1 annehmen.
Es gelten folgende Parametervorgaben und Beschra¨nkungen, um die Forderungen IV und V
der Problemstellung 3.1 zu erfu¨llen:
La¨nge der Strecke zwischen den Bo¨gen
s,(3.40a)
13Vergleiche Boehm und Prautzsch (1993), Seite 123
14Siehe Maaß et al. (2002)
15Das trifft zumindest fu¨r das erste und das letzte Teilstu¨ck der Kurve zu.
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Geschwindigkeit, mit der der zuerst absolvierte Bogen durchfahren wird
v0,(3.40b)
Geschwindigkeit, mit der der darauffolgende Bogen durchfahren werden soll
v1,(3.40c)
maximale Geschwindigkeit, die auf der Strecke angenommen werden darf
vζmax , insbesondere gilt v0, v1 ≤ vζmax ,(3.40d)
maximale Beschleunigung auf der Strecke
aζmax ≥ aζ(t),(3.40e)
maximale zweite Ableitung der Beschleunigung auf der Strecke
a¨ζmax ≥ a¨ζ(t)(3.40f)
fu¨r ζ ∈ {x, y, z}.
Bemerkung 3.13. Bedingung (3.40f) verhindert pathologische Lo¨sungen und liefert dem
Anwender
”
scho¨ne, stetig aussehende Kurven“ a˙(t).
Die Konstruktion der Bahn erfordert weitere Verscha¨rfungen der Beschra¨nkungen IV und
V. So mu¨ssen die koordinatenweisen Maximalgeschwindigkeiten und maximal zula¨ssigen Be-
schleunigungen dahingehend angepaßt werden, daß die Bahn nicht verlassen wird. Fu¨r die
koordinatenweisen Ho¨chstgeschwindigkeiten erha¨lt man auf den geradlinigen Teilstu¨cken die
verscha¨rften Forderungen durch Wahl des Geschwindigkeitsvektors ~vges parallel zur jewei-
ligen Strecke unter Einhaltung der urspru¨nglichen koordinatenweisen Beschra¨nkungen und
Beru¨cksichtigung der maximalen Gesamtgeschwindigkeit (euklidische Norm):
.
.
~r
vges,max vx,maxv∗x,max
vy,max
v∗y,max ~v∗
Abbildung 3.17: Bestimmung des Geschwindigkeitsvektors unter Beru¨cksichtigung der koordina-
tenweisen Beschra¨nkungen und der maximalen Gesamtgeschwindigkeit fu¨r geradlinige Bewegung
vmax,Gerade = min
ζ∈{x,y,z}
{
min
{
vζ ,
∣∣∣∣
〈
~r
|~r| , ej
〉
~vges
∣∣∣∣
}}
.(3.41)
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sin2-Geschwindigkeitsrampen
Dieser Abschnitt bescha¨ftigt sich mit der Lo¨sung der nachfolgenden Teilaufgabe von Auf-
gabe 3.12, die insbesondere auf Erfu¨llung der Forderungen VI und VII der Problemstellung
von Seite 30 zielt.
Aufgabe 3.14. Berechne den Beschleunigungsverlauf a(t) auf einer sin2-Rampe entlang
einer Strecke der La¨nge s von einer Geschwindigkeit v0 auf die Geschwindigkeit v1! Die
Ausgabe soll in der fu¨r eine Maschinensteuerung beno¨tigten Form von zeitlich a¨quidistant
aufeinanderfolgenden Raumpunkten ~x[ti] = (xi, yi, zi)
T entlang der Beschleunigungsstrecke
erfolgen.
Bezeichne ~eξ die Richtung der Strecke
−−→
AiP i+1 im Raum. Fu¨r Zeiten nichtkonstanter Be-
schleunigung gelte laut Aufgabe
aξ(t) ∼ sin2(αt) = 1
2
(1− cos(2αt)) ,(3.42)
wobei zum Zeitpunkt t1 erstmalig die Geschwindigkeit v1 angenommen werden soll.
a(t)
aξmax
t0 ta tb t1
Abbildung 3.18: Qualitativ vorgegebenes Beschleunigungsprofil
Die Breite der sin2-Rampen seien durch
ta − t0 = pi/(2α) =⇒ ta = t0 + pi/(2α) (3.43)
beziehungsweise
t1 − tb = pi/(2α) (3.44)
gegeben und werden mithin durch den Parameter α beschrieben, der, wie wir gleich zei-
gen werden, durch Forderung (3.40f) festgelegt ist. Deshalb berechnen wir zuna¨chst die
zweite zeitliche Ableitung des nichtkonstanten Teils des gewu¨nschten Beschleunigungsver-
laufs (3.42) entlang der Richtung ~eξ:
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aξ(t) = aξmax sin
2(αt) = aξmax
1
2
(1− cos(2αt))(3.45)
=⇒ aξmax
2
d
dt
(1− cos(2αt)) = αaξmax sin(2αt)(3.46)
= 2αaξmax sin(αt) cos(αt)(3.47)
=⇒
(3.46)
aξmax
2
d2
dt2
(1− cos(2αt)) = 2α2aξmax cos(2αt)(3.48)
= 2α2aξmax
(
cos2(αt)− sin2(αt))(3.49)
= 2α2aξmax
(−1 + 2 cos2(αt)) .(3.50)
In (3.50) nimmt a¨ξ(t) den Maximalwert aξmax aus (3.40f) fu¨r t = 0 an.
16 Das heißt:
a¨ξmax
!
= max
t∈[t0=0,t1]
a¨ξ(t) = a¨ξ(0)(3.51)
=
(3.50)
2α2aξmax
(−1 + 2 cos2(α · 0))(3.52)
= 2aξmaxα
2 .(3.53)
Wir erhalten schließlich fu¨r den gesuchten Parameter der Breite der Beschleunigungsrampe
=⇒ α =
√
a¨ξmax
2aξmax
. (3.54)
Im u¨brigen gilt folgende
Notation 3.15. Fu¨r Abbildungen p : R → R verwenden wir als verku¨rzte Schreibweisen
p∗
Def.
= p(t∗) ,
∆p∗
Def.
= p(t)− p(t∗) .
Bemerkung 3.16. Die Bezeichnung fu¨r Raumpunkte Pi und fu¨r Funktionswerte t(Pi) an
Punkten ist davon streng zu unterscheiden!
Nachdem alle Forderungen an den Beschleunigungsverlauf formuliert und in Parameter u¨ber-
setzt sind, widmen wir uns der Entwicklung eines Algorithmus’ zur Lo¨sung von Aufga-
be 3.14 auf der vorherigen Seite, der diese Parameter bestimmt beziehungsweise – insofern
es Vorgaben sind – einha¨lt, und als Ausgabe eine Parameterliste zuru¨ckgibt, aus der fu¨r
eine beliebige zeitliche Abtastung T = {ϑi : i = 0, 1, . . . , n ∈ N, ϑi ∈ [t0 = 0, t1], wo-
bei t1
Def.
= mint:s(t)<s{θ > t ∧ s(θ) < s ⇒ a(θ) = 0}
}
der Verbindungsstrecke adjazenter
Bo¨gen, die Werte von auf der Strecke zuru¨ckgelegter Wegla¨nge s(t), momentaner Geschwin-
digkeit v(t) und aktueller Beschleunigung a(t) fu¨r t ∈ T ⊂ [t0, t1] ermittelt werden ko¨nnen.17
Die Beantwortung von Aufgabe 3.14 erfordert diverse Teilschritte18, da das Erreichen einer
Geschwindigkeit v1 > v0 an mehrere Nebenbedingungen gekoppelt ist.
Der erste interessante Fakt ist die U¨berpru¨fung, ob die Vorgaben eine Beschleunigung von
v(t1)
fu¨r ta = tb
16Es ist darauf zu achten, daß bei der Festlegung von aξmax auch die koordinatenweisen Beschra¨nkungen
aus (3.40e) beru¨cksichtigt werden!
17Es ist zu beachten, daß t∗ ausgezeichnete Elemente aus T sind. Weil im allgemeinen aber ϑi 6= ti gilt,
folgt i. a. auch vi = v(ti) 6= v(ϑi).
18Die Ka¨sten am Rand kennzeichnen einzelne Teilaufgaben derart, daß sie sich im Programmablaufplan
(Abbildung 3.19, Seite 69) des resultierenden Lo¨sungsalgorithmus’ der Aufgabe 3.14 von Seite 59 leicht
lokalisieren lassen.
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v(t0) auf v(t1) zulassen. Dazu ist entsprechend des Beschleunigungsverlaufs (3.45) bis Er-
reichen der Maximalbeschleunigung (3.40e) zu beschleunigen, und bei Erreichen ist die
Beschleunigung sofort wieder auf Null (wiederum gema¨ß (3.45)) zu reduzieren (ta = tb).
Die Geschwindigkeit ergibt sich aus der Integration des vorgegebenen Beschleunigungsver-
laufs (3.45). Dazu muß zuna¨chst eine Stammfunktion von ~a(t) fu¨r den Kurvenverlauf im
Intervall [t0, ta] bestimmt werden:
∆v0a
Def.
= va − v0 = v(ta)− v(t0)(3.55)
=
ta∫
t0
aξmax
2
(1− cos(2αϑ)) dϑ(3.56)
=
aξmax
2
[ϑ]
ta
t0
− aξmax
2
[
1
2α
sin(2αϑ)
]ta
t0
(3.57)
=⇒ v(ta) = v0 + aξmax
2
(ta − t0)− aξmax
4α
(sin(2αta)− sin(2αt0)) .(3.58)
Wegen (3.43) gilt 2αta − 2αt0 = pi =⇒ sin(2αta) − sin(2αt0) = − sin(2αt0) − sin(2αt0) =
−2 sin(2αt0) folgt:
v(ta) = v0 +
aξmax
2
(ta − t0) + aξmax
2α
sin(2αt0)(3.59)
=⇒
t0=0
v(ta) = v0 +
aξmax
2
ta . (3.60)
Wir weisen daraufhin, daß ta mit α aus Formel (3.54) durch (3.43) festgelegt ist.
=⇒
(3.43)
v(ta) = v0 +
aξmaxpi
4α
(3.61)
Wegen ta = tb entfa¨llt der Streckenabschnitt konstanter Beschleunigung, und wir ko¨nnen die
rechte Integrationsgrenze um die Breite der Sinusrampe pi/2/α erho¨hen. Dann liegt am En-
de des Integrationsintervalls wieder eine unbeschleunigte Bewegung unter Beru¨cksichtigung
glatter Verringerung der Beschleunigung vor. Der Wert des Integrals u¨ber jenes Intervall
entspricht der Geschwindigkeitsa¨nderung u¨ber demselben:
v(t1) =
(3.58)
v0 +
aξmax
2
(t1 − t0)︸ ︷︷ ︸
=pi/α
fu¨r ta=tb
−aξmax
4α
(sin(2αt1)− sin(2αt0))(3.62)
= v0 +
pi
2α
aξmax −
aξmax
4α
(sin(2α(t0 + pi/α)− sin(2αt0))︸ ︷︷ ︸
=0
(3.63)
= v0 +
pi
2α
aξmax . (3.64)
Fu¨r den Fall, daß die zu erreichende Endgeschwindigkeit v1 = v(t1) dabei u¨berschritten
wird, kann nur bis zu einer verringerten maximalen Beschleunigung a∗ξmax < aξmax beschleu-
nigt werden. Ist die zur Verfu¨gung stehende Strecke s lang genug, wird dabei trotzdem die
vorgegebene Endgeschwindigkeit v1, aber eben nicht so schnell wie mit maximal zula¨ssiger
Beschleunigung (3.40e) mo¨glich wa¨re, erreicht. Wir diskutieren diesen Fall ausfu¨hrlich am
Ende dieses Abschnitts (siehe Seite 68 v∗1 > v1 ).
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Wir fahren nun mit der Betrachtung des Falles fort, daß nach Beschleunigung auf aξmax v
∗
1 < v1
sofort durch glatte Reduzierung der Beschleunigung zur unbeschleunigten Bewegung zuru¨ck-
gekehrt wird. Wird dabei die angestrebte Geschwindigkeit v1 noch nicht erreicht, besteht die
Mo¨glichkeit, im Zeitintervall [ta, tb] ⊂ [t0, t1] auf einer Strecke mit maximaler (konstanter)
Beschleunigung zu fahren.
Der Zeitpunkt tb > ta, an dem die Reduzierung des Betrages der Beschleunigung beginnt,
ist dabei so zu bestimmen, daß mit Wiedereintreten in die unbeschleunigte Bewegung zum
Zeitpunkt t1 die vorgegebene Geschwindigkeit v1 = v(t1) erreicht wird. Aufgrund des ange-
strebten Beschleunigungsverlaufs (3.45) ist der Geschwindigkeitszuwachs zwischen tb und t1
derselbe wie zwischen t0 und ta, und wir ko¨nnen analog zu (3.57) schließen:
∆vb1 =
aξmax
2
[ϑ]
t1−(tb−ta)
tb−(tb−ta)
− aξmax
2
[
1
2α
sin(2αϑ)
]t1−(tb−ta)
tb−(tb−ta)
(3.65)
=
aξmax
2
(t1 − tb)− aξmax
4α
[
sin(2α{ t1 − tb︸ ︷︷ ︸
=
(3.44)
pi/2/α
+ ta})− sin(2αta)
]
︸ ︷︷ ︸
=0
(3.66)
=
aξmax
2
(t1 − tb) (3.67)
=
(3.44)
aξmaxpi
4α
. (3.68)
Fu¨r die Strecke konstanter Beschleunigung zwischen ta und tb gilt fu¨r den Geschwindigkeits-
zuwachs die elementare Formel
∆vab = vb − va = aξmax(tb − ta) (3.69)
Folglich erhalten wir fu¨r
v(t1) = v0 + ∆v0a︸ ︷︷ ︸
(3.60)
+ ∆vab︸ ︷︷ ︸
(3.69)
+ ∆vb1︸ ︷︷ ︸
(3.67)
(3.70)
=
[
v0 +
aξmax
2
ta
]
+
[
aξmax(tb − ta)
]
+
[
aξmax
2
(t1 − tb)︸ ︷︷ ︸
=
(3.44)
pi/2/α
]
,(3.71)
womit wir den gesuchten Zeitpunkt
=⇒ tb =
v(t1)−
(
v(t0) +
aξmax
2 ta
)
aξmax
− pi
4α
+ ta (3.72)
berechnen ko¨nnen.
An dieser Stelle ko¨nnen wir mit den Eingabewerten fu¨r die maximale Beschleunigung aξmax
der Geschwindigkeit v1 und dem Maximalwert fu¨r die zweite Ableitung der Beschleuni-
gung a¨ξmax sowie mit dem mit (3.72) berechneten Parameter tb den Beschleunigungs- und
Geschwindigkeitsverlauf zur Erreichung von v1 mit einer Anfangsgeschwindigkeit v0 < v1
unter Beru¨cksichtigung eines glatten Beschleunigungsverlaufs (3.42) angeben. Wir wa¨ren
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fu¨r den Fall, daß bei Beschleunigung mit maximal mo¨glicher Beschleunigung v1 nicht u¨ber-
schritten wird, bis auf die zuru¨ckgelegte Wegla¨nge fertig. Jedoch ko¨nnte es dabei passieren,
daß die zur Beschleunigung von v0 auf v1 beno¨tigte Strecke la¨nger als die dazu verfu¨gbare
ist. Gleichgu¨ltig, welcher dieser beiden Fa¨lle eintritt, mu¨ssen wir zuna¨chst die Formeln fu¨r
die zuru¨ckgelegte Wegstrecke angeben.
Wegen des Zusammenhangs ~a(t) = ~˙v(t) = ~¨s(t) mu¨ssen wir zur Bestimmung der verfu¨gbaren
Wegla¨nge die Beschleunigung zweimal integrieren. Dazu betrachten wir die Intervalle [t0, ta],
[ta, tb] und [tb, t1] fu¨r ~a(t) getrennt.
Analog zu (3.61) bestimmen wir ~s(t) entlang der sin2-Rampen des Beschleunigungsverlaufs
zuna¨chst fu¨r ϑ ≤ ta:
s(ta) = s0 +
ta∫
t0
ϑ∫
t0
a(θ)dθ dϑ(3.73)
= s0 +
ta∫
t0
ϑ∫
t0
aξmax
2
(1− cos(2αθ)) dθ dϑ(3.74)
=
t0=0
(3.58)
s0 +
ta∫
t0=0
v0 +
aξmax
2
ϑ− aξmax
4α
sin(2αϑ)dϑ(3.75)
= s0 + v0 [ϑ]
ta
t0=0
+
aξmax
2
[
1
2
ϑ2
]ta
t0=0
− aξmax
4α
[
− 1
2α
cos(2αϑ)
]ta
t0=0
(3.76)
= s0 + v0ta +
aξmax
4
t2a +
aξmax
8α2
{cos(2αta)− 1}(3.77)
= s0 + v0ta +
aξmax
4
t2a +
aξmax
8α2
{cos(2α(t0 + pi/2/α))− 1}(3.78)
= s0 + v0ta +
aξmax
4
t2a +
aξmax
8α2
{cos(2αt0 + pi)− 1}(3.79)
= s0 + v0ta +
aξmax
4
t2a +
aξmax
8α2
{cos(pi)− 1}(3.80)
= s0 + v0ta +
aξmax
4
t2a +
aξmax
8α2
{−2}(3.81)
=
t0=0
s0=0
v0ta +
aξmax
4
t2a −
aξmax
4α2
(3.82)
=
(3.43)
v0
pi
2α
+
aξmax
4α2
(
pi2
4
− 1
)
(3.83)
Bei der Wegbestimmung fu¨r ϑ ∈ [tb, t1] ist zu beru¨cksichtigen, daß durch die konstante
Beschleunigung mit aξmax zwischen ta und tb die Geschwindigkeit in tb um aξmax(tb− ta) von
der Geschwindigkeit in ta abweicht.
∆sb1 = vb [ϑ]
t1−(tb−ta)
tb−(tb−ta)
+
aξmax
2
[
1
2
ϑ2
]t1−(tb−ta)
tb−(tb−ta)
− aξmax
4α
[
− 1
2α
cos(2αϑ)
]t1−(tb−ta)
tb−(tb−ta)
(3.84)
= [v0 + aξmax(tb − ta)][t1 − (tb − ta)− tb + (tb − ta)] + . . .
· · ·+ aξmax
4
(
[t1 − (tb − ta)]2 − [tb − (tb − ta)]2
)
+ . . .
· · ·+ aξmax
8α2
[cos(2α{t1 − (tb − ta)})− cos(2α{tb − (tb − ta)})]
(3.85)
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= [v0 + aξmax(tb − ta)][t1 − tb] + . . .
· · ·+ aξmax
4
(
[t1 − tb + ta]2 − [−ta]2
)
+ . . .
· · ·+ aξmax
8α2
[cos(2α{t1 − tb + ta})− cos(2αta)]
(3.86)
=
(3.44)
[v0 + aξmax(tb − ta)]
pi
2α
+ . . .
· · ·+ aξmax
4
([
pi
2α
+ ta
]2
− t2a
)
+ . . .
· · ·+ aξmax
8α2
[
cos
(
2α
{
pi
2α
+ ta
})
− cos(2αta)
]
(3.87)
=
(3.43)
[
v0 + aξmax
(
tb − pi
2α
)]
pi
2α
+ . . .
· · ·+ aξmax
4
([
pi
2α
+
pi
2α
]2
−
[
pi
2α
]2)
+ . . .
· · ·+ aξmax
8α2
[
cos
(
2α
{
pi
2α
+
pi
2α
})
− cos
(
2α
pi
2α
)]
(3.88)
=
[
v0 + aξmax
(
tb − pi
2α
)]
pi
2α
+
aξmax
4
· 3
4
pi2
α2
+
aξmax
8α2
[cos(2pi)− cos(pi)]︸ ︷︷ ︸
=1−(−1)=2
(3.89)
=
[
v0 + aξmax
(
tb − pi
2α
)]
pi
2α
+
aξmax
4α2
(
3
4
pi2 + 1
)
(3.90)
Da wir wegen (3.72) den Wert von tb kennen, folgt fu¨r die Streckenla¨nge in [ta, tb] wegen
der entsprechend konstruierten geradlinig, gleichma¨ßig beschleunigten Bewegung mit der
konstanten Beschleunigung aξmax wiederum elementar:
∆sab =
aξmax
2
(tb − ta)2 + va(tb − ta) = aξmax
2
(
tb − pi
2α
)2
+ va
(
tb − pi
2α
)
.(3.91)
Zusammen folgt fu¨r die im Zeitintervall [t0, t1] zuru¨ckgelegte Wegla¨nge
s = s(t1) = ∆s0a︸ ︷︷ ︸
(3.83)
+ ∆sab(tb)︸ ︷︷ ︸
(3.91)
+ ∆sb1(tb)︸ ︷︷ ︸
(3.90)
. (3.92)
Wir fassen die Formeln zur Bestimmung der fu¨r die glatte Beschleunigung von der Geschwin-
digkeit v0 auf eine Geschwindigkeit v1 auf geradlinigen Teilstu¨cken beno¨tigte Streckenla¨nge
zusammen.
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Algorithmus 3.3.4 Bestimmung der beno¨tigten Beschleunigungsstrecke s∗ unter Voraus-
setzungen (3.40) und der Annahme, daß v1 mit maximaler Beschleunigung aξmax angesteuert
wird
Eingabe: v0, v1, aξmax , a¨ξmax , t0 = 0, s0 = 0
1. Bestimmung von α mit aξmax (3.40e) und a¨ξmax (3.40f): (3.54)
2. Bestimmung von ta mit aξmax (3.40e), a¨ξmax (3.40f) und α aus 1.: (3.43)
3. Bestimmung von va mit v0 (3.40b), a¨ξmax (3.40f), α aus 1. und ta aus 2.:
(3.61)
4. Bestimmung von ∆s0a mit v0 (3.40b), aξmax (3.40e), α aus 1. und ta aus 2.:
(3.83)
5. Bestimmung von tb mit v1 (3.40c), aξmax (3.40e), α aus 1. und und va
aus 3.: (3.72)
6. Bestimmung von ∆sab mit aξmax (3.40e), va aus 3., ta aus 2. und tb aus 5.:
(3.91)
7. Bestimmung von vb mit aξmax (3.40e), ta aus 2., tb aus 5. und va aus 3.:
(3.69)
8. Bestimmung von ∆sb1 mit aξmax (3.40e), v0 (3.40b), α aus 1. und tb aus 5.:
(3.90)
9. Schließlich s∗ = ∆s0a︸ ︷︷ ︸
4.
+ ∆sab︸ ︷︷ ︸
6.
+ ∆sb1︸ ︷︷ ︸
8.
Ausgabe: ta, tb, s
∗
Somit la¨ßt sich entscheiden, ob das Geradenstu¨ck zwischen den Bo¨gen ausreichend lang ist,
um zwischen den Geschwindigkeiten, mit denen die Bo¨gen jeweils konstant durchfahren wer-
den sollen, bei maximaler Beschleunigung und gewu¨nscht glattem Beschleunigungsverlauf,
zu beschleunigen.
Ist die Strecke fu¨r das Erreichen von v1 zu kurz, setzen wir tb := ta und u¨berpru¨fen mit der v
∗
1 < v1
Vorgehensweise, die zu Gleichung (3.83) gefu¨hrt hat, ob dann die Strecke
s(t1) =
s0=0
0 +
t1∫
t0
ϑ∫
t0
a(θ)dθ dϑ(3.93)
(3.94)
=
(3.76)
v0 [ϑ]
t1=
pi
α
t0=0
+
aξmax
2
[
1
2
ϑ2
]t1= piα
t0=0
− aξmax
4α
[
− 1
2α
cos(2αϑ)
]t1= piα
t0=0
(3.95)
(3.96)
=
pi
α
v0 +
pi2
4α2
aξmax +
aξmax
8α2
[cos(2pi)− cos(0)]︸ ︷︷ ︸
=0
(3.97)
=
(3.54)
pi
√
2aξmax
a¨ξmax
v0 +
pi2
4
2aξmax
a¨ξmax
aξmax . (3.98)
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fu¨r die Beschleunigung auf eine Geschwindigkeit v∗1 < v1 ausreicht. Ist die Strecke lang
genug, stehen wir vor der, Aufgabe v∗1 sowie den Beschleunigungsverlauf von v0 auf v
∗
1 zu
bestimmen. Wir befinden uns dabei jedoch in der mißlichen Lage, daß v1 nicht erreicht
v∗1<v1
tb>ta
werden kann. Somit la¨ßt sich tb auch nicht gema¨ß (3.72) bestimmen, weil dazu die zu errei-
chende Geschwindigkeit (nun v∗1) bekannt sein muß (vergleiche Algorithmus 3.3.4, Schritt 5).
Gleichwohl nur eine Geschwindigkeit v∗1 , die kleiner als die gewu¨nschte Geschwindigkeit v1
ist, erreicht werden kann, soll der Beschleunigungsverlauf aξ(t) qualitativ dem aus Abbil-
dung 3.18 auf Seite 3.18 entsprechen. Weswegen fu¨r die Streckenla¨nge s Formel (3.92) ana-
log gilt. Wir bestimmen tb deshalb u¨ber die zur Beschleunigung zur Verfu¨gung stehende
Strecke s:
s = s(tb) =
(3.92)
∆s0a︸ ︷︷ ︸
(3.83)
+ ∆sab(tb)︸ ︷︷ ︸
(3.91)
+ ∆sb1(tb)︸ ︷︷ ︸
(3.90)
(3.99)
⇐⇒ 0 = ∆sab(tb)︸ ︷︷ ︸
(3.91)
+ ∆sb1(tb)︸ ︷︷ ︸
(3.90)
+ ∆s0a︸ ︷︷ ︸
(3.83)
−s(3.100)
=
aξmax
2
(
tb − pi
2α
)2
+ va
(
tb − pi
2α
)
+ . . .
· · ·+
[
v0 + aξmax
(
tb − pi
2α
)]
pi
2α
+
aξmax
4α2
(
3
4
pi2 + 1
)
+ . . .
· · ·+ v0 pi
2α
+
aξmax
4α2
(
pi2
4
− 1
)
− s
(3.101)
=
aξmax
2
t2b +
(
−aξmax
2
pi
α
+ va + aξmax
pi
2α
)
tb + . . .
· · ·+ aξmax
2
pi2
4α2
− va pi
2α
+ v0
pi
2α
− aξmax
pi2
4α2
+
aξmax
4α2
(
3
4
pi2 + 1
)
+ . . .
· · ·+ v0 pi
2α
+
aξmax
4α2
(
pi2
4
− 1
)
− s
(3.102)
=
aξmax
2
t2b + vatb +
aξmax
2
pi2
4α2
− va pi
2α
+ v0
pi
α
− s(3.103)
=
(3.61)
aξmax
2
t2b +
(
v0 + aξmax
pi
4α
)
︸ ︷︷ ︸
=: 12aξmaxp
tb + v0
pi
2α
− s︸ ︷︷ ︸
=: 12aξmaxq
(3.104)
Das heißt, tb ist Lo¨sung einer quadratischen Gleichung:
tb = −p
2
+
√
p2
4
− q ∨ tb = −p
2
−
√
p2
4
− q . (3.105)
Fu¨r unser Problem sind natu¨rlich nur reellwertige Lo¨sungen tb ≥ ta > 0 interessant.
Mit tb ko¨nnen wir
1. ∆sab (3.91),
2. ∆sb1 = s(t1)−∆s0a −∆sab (beachte, daß s(t1) = s aus (3.40a)) und
3. vb (3.69)
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bestimmen. Schließlich folgt mit vb = v(tb) sowie va aus Formel (3.61) mit dem die Breite
der sin2-Rampe beschreibenden und unvera¨nderten Parameter α die auf dem vorliegen-
den Streckenstu¨ck erreichbare Geschwindigkeit v∗1 aus Formel (3.71), so daß alle no¨tigen
Parameter zur Beschreibung der Werte von auf der Strecke zuru¨ckgelegter Wegla¨nge s(t),
momentaner Geschwindigkeit v(t) und aktueller Beschleunigung a(t) fu¨r t ∈ T ⊂ [t0, t1] auf
der Verbindungsstrecke adjazenter Bo¨gen fu¨r den Fall
Beschleunigung bis Erreichen des maximalen Beschleunigungswertes, aber zu
kurzer Strecke zur Erreichung der gewu¨nschten Endgeschwindigkeit trotz ausrei-
chender Streckenla¨nge, um mit maximaler Beschleunigung konstant zu beschleu-
nigen,
ermittelt und ausgegeben werden ko¨nnen.
Nach den vorliegenden Ergebnissen kann nicht ausgeschlossen werden, daß die quadratische
Gleichung keine fu¨r unsere Problemstellung relevante Lo¨sung liefert. Tritt dieser Fall ein,
empfehlen wir fortzufahren, wie wenn auch fu¨r ta = tb die Strecke zur Beschleunigung mit
Erreichen maximal zula¨ssiger Beschleunigung nicht ausreichte. Dieser noch offene Fall wird
im folgenden behandelt.
Setze
tb := ta(3.106)
sowie
s∗ := s(3.107)
und bestimme dann eine maximal erreichbare Beschleunigung a∗ξmax < aξmax . Dafu¨r wird
folgendes Verfahren vorgeschlagen:
Die Formeln fu¨r die zuru¨ckgelegte Wegla¨nge ∆s0a in [t0, ta] und die Geschwindigkeit va aξmax ↓↓
in ta erha¨lt man, wie in (3.83) beziehungsweise in (3.61) gezeigt, durch Integrieren der
Beschleunigungsrampen (3.45). Allerdings wollen wir jetzt lediglich ein Beschleunigungsni-
veau a∗ξmax < aξmax erreichen, so daß sich die Breite der Rampe pi/2/α gema¨ß (3.54) a¨ndert.
Unser erster Vorschlag ist, a∗ξmax aus Formel (3.98) fu¨r die gegebene Wegla¨nge s =: s(t1)
durch Bisektion fu¨r das Intervall [0, aξmax ] zu bestimmen.
Algorithmus 3.3.5 Bisektionsalgorithmus zur Bestimmung von a∗ξmax
double ε = 1e-3;
do {
amax,neu = 0.5 ∗ (amax,max + amax,min);
r = pi ∗√2 ∗ amax,neu/a¨max ∗ v0 + 0.5 ∗ pi2 ∗ amax,neu ∗ amax,neu/a¨max;
if(r < s){
amax,min = amax,neu;
} else {
amax,max = amax,neu;
}
} while(r > s− ε);
return(amax,neu);
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Mit dem durch Bisektion ermittelten a∗ξmax < aξmax aus (3.98), das bei vorgegebener Wegla¨n-
ge s(t1) unter Beru¨cksichtigung eines ”
glatten“ Beschleunigungsverlaufs erreicht werden
kann, ist noch fu¨r das Intervall [t0, t1] mit dem eben ermittelten a
∗
ξmax
und α = α(aξmax =
a∗ξmax) aus (3.54) und ohne Strecke konstanter Beschleunigung, das heißt tb = ta, mit (3.64)
die Geschwindigkeit v∗1 < v1 zu ermitteln, womit auch dieser Fall berechnet ist und die
entsprechenden Parameter a∗ξmax , ta, tb, t1 sowie v
∗
1 ausgegeben werden ko¨nnen.
Sollte der eben abgearbeitete Fall besonders kurzer Beschleunigungsstrecken (bezu¨glich der
zu erreichenden Geschwindigkeitsdifferenz) ha¨ufig auftreten, sollte dieses Vorgehen zur Be-
stimmung von a∗ξmax allerdings durch eine effizientere Methode ersetzt werden: Wir weisen in
diesem Zusammenhang daraufhin, daß Gleichung (3.98) wie eine Gleichung vierten Grades
nach aξmax aufgelo¨st werden kann.
Es fehlt noch der zu Beginn offengelassene Zweig19, daß bei Erreichen maximaler Beschleu-v∗1 > v1
nigung die erreichte Geschwindigkeit v∗1 gro¨ßer als die vorgegebene Geschwindigkeit v1 ist,
weswegen ein Anstieg der Beschleunigung bis auf aξmax nicht notwendig ist. Es wurde be-
reits vorgeschlagen, dann die maximal erreichte Beschleunigung zu reduzieren. Wir hatten
eben schon einmal die Ho¨chstbeschleunigung reduziert (siehe auf der vorherigen Seite) und
mußten mangels bekannter Endgeschwindigkeit v1 auf ein Bisektionsverfahren zur Bestim-
mung von a∗ξmax zuru¨ckgreifen. Da wir nun aber gerade die vorgegebene Geschwindigkeit v1aξmax(v1) ↓
erreichen wollen, ko¨nnen wir im Gegensatz zu obigem Fall Gleichung (3.64) zur Bestimmung
des maximal mo¨glichen aξmax zum Erreichen von v1 mit ”
glattem“ Beschleunigungsverlauf
heranziehen:
v1 = v(t1) = v0 +
pi
2α
aξmax(3.108)
= v0 +
1
2
√
2aξmax
a¨ξmax
piaξmax(3.109)
= v0 +
pi√
2a¨ξmax
a
3/2
ξmax
(3.110)
und nach der Ho¨chstbeschleunigung (oder viel mehr der unter gegebenen Umsta¨nden ho¨chst-
mo¨glichen Beschleunigung) umstellen:
=⇒ aξmax = 3
√√√√(√2a¨ξmax(v1 − v0)
pi
)2
(3.111)
=
3
√
2a¨ξmax(v1 − v0)2
pi2
. (3.112)
Auch wenn nun die Ausgabeparameter a∗ξmax , ta =: tb, t1 sowie v
∗
1 berechnet werden ko¨nnen,
sind wir wegen des Umstandes, daß der beno¨tigte Weg s := s(t1) fu¨r ta = tb zum Erreichen
der Endgeschwindigkeit v∗1 , der sich mit der entsprechend reduzierten Maximalbeschleuni-
gung aus Gleichung (3.98) berechnen la¨ßt, la¨nger als die vorgegebene Strecke sein ko¨nnte,
noch nicht ganz fertig. Denn ist er dies nicht, dann ist die Maximalbeschleunigung weiter
zu reduzieren, dieses Mal kennen wir aber die erreichbare Endgeschwindigkeit v∗1 nicht, so
daß wir auf das Bisektionsverfahren (a∗ξmax) ∈ [0, aξmax ] aus (3.98)) auf der vorherigen Seite
zur Bestimmung von a∗ξmax zuru¨ckgreifen. Damit sind dann aber alle mo¨glichen Beschleuni-
gungsvarianten beru¨cksichtigt.
19vergleiche Seite 61
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.
.
Start
Eingabe
v0, v1, aξmax , a¨ξmax , s
v0 = v1
a∗ξmax := aξmax
=⇒ α := (3.54)
=⇒ ta := (3.43)
=⇒ tb := ta
=⇒ v∗1 := (3.64)
aξmax ↓
v∗1 := v1
=⇒ aξmax := (3.112)
=⇒ α∗ := (3.54)
=⇒ ta := (3.43)
=⇒ tb := ta
v∗1 ≤ v1
s∗ := (3.98)
v∗1 := v1
=⇒ ta
=⇒ tb
=⇒ s∗
  

mit Alg. 3.3.4
s∗ ≤ s s∗ ≤ s v0 < vmax
aξmax ↓↓
s∗ := s
=⇒ aξmaxaus (3.98) mit Bisektion
oder Gleichung 4. Grades lo¨sen
=⇒ α∗ := (3.54)
=⇒ ta := (3.43)
=⇒ tb := ta
=⇒ t∗1 := pi/α nach (3.44)
=⇒ v∗1 := (3.64)
tb := ta
s∗ := (3.98)
v∗max berechnen
s∗ ≤ s Ausgabeta, tb, v∗1 , a∗ξmax , s
s∗ := s
tb1,2 := (3.105)
 0 < ta ≤ tb ∈ 
=⇒ v∗1 := (3.71)
Ru¨ckgabe
v∗1 == v1
nein
ja
nein
ja
ja
ja neinnein
nein
nein
ja
ja
Abbildung 3.19: Programmablaufplan Glatte Beschleunigung auf geradliniger Bahn
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Bemerkung 3.17. An dieser Stelle sind wir in der Lage, fu¨r benachbarte Bo¨gen maximale
Geschwindigkeitsdifferenzen unter Beru¨cksichtigung der Bedingungen in (3.40) an den Be-
schleunigungsverlauf zu ermitteln. Die dabei erhaltenen Raumkurven aus gegla¨tteten Kreis-
bo¨gen und Beschleunigungsstrecken erfu¨llen alle Forderungen der Problemstellung des Ab-
schnitts 3.1. Somit ist Aufgabe 3.14 gelo¨st.
Offen ist jedoch, wie wir eine Liste mit Bogengeschwindigkeiten erhalten, so daß ein glat-
ter Beschleunigungsverlauf gema¨ß den Forderungen (3.40) – eventuell ohne alle Bo¨gen mit
ho¨chstmo¨glicher Geschwindigkeit zu durchfahren – zwischen Bo¨gen unterschiedlicher Maxi-
malgeschwindigkeiten eingehalten wird.
Einem Ansatz von Thielemann (2002ff) folgend wird dazu, ausgehend von einer Liste mit
maximalen Bogengeschwindigkeiten und den zugeho¨rigen, die Bo¨gen verbindenden Strecken-
la¨ngen sowie vorgegebener maximaler Beschleunigung, mit dem folgenden Algorithmus fu¨r
jede geradlinige Teilstrecke die entsprechende Beschleunigung bestimmt. Ist die Strecke fu¨r
eine glatte Beschleunigung nach den gemachten Voraussetzungen zu kurz, wird die maximal
zula¨ssige Geschwindigkeit in dem Bogen mit ho¨herer Geschwindigkeit herabgesetzt:
Algorithmus 3.3.6 Bestimmung der mo¨glichen Bogengeschwindigkeiten unter Beru¨cksich-
tigung der Nachbarbo¨gen und vorhandenen Beschleunigungsstrecken
- berechne fu¨r jeden Bogen maximale Bogengeschwindigkeit
- sortiere Liste der Bogengeschwindigkeiten so, daß oberstes Element
kleinste und unterstes gro¨ßte Geschwindigkeit besitzt
- teste obersten Listeneintrag, ob Streckenla¨nge zu BEIDEN Nachbarn
der Raumkurve ausreichend ist: eventuell ho¨here Bogengeschwindigkeit
reduzieren und lo¨sche danach obersten Listeneintrag
- dann Liste neusortieren! Das heißt: vera¨nderte(n) Listeneintrag/-
eintra¨ge neu einsortieren
Bemerkung 3.18. Mit dieser Geschwindigkeitsanpassung verliert der Algorithmus seine
Eigenschaft, nur auf drei benachbarte Stu¨tzstellen angewiesen zu sein!
Der schlimmste Fall, der eintreten kann, wenn die Beschleunigungsverla¨ufe dennoch modu-
lar berechnet werden, ist, nicht ausreichend Bremsstrecke zur Verfu¨gung zu haben, wodurch
versucht wu¨rde, einen Bogen schneller als u¨berhaupt mo¨glich zu absolvieren. Deshalb muß
eine Modularisierung immer soviel(e) Streckenla¨nge(n) in Reserve haben, daß von der bis
dato bekannten Ho¨chstgeschwindigkeit noch bis zum Stillstand abgebremst werden kann.
3.3.5 Beschleunigung auf vmax
Sind die Bo¨gen eng, beziehungsweise soll auf derselben Strecke zuru¨ckgefahren werden, oder
liegen die Strecken entlang einer Achse, auf der besonders hohe Geschwindigkeiten erreicht
werden ko¨nnen, dann ergibt sich fu¨r die Geschwindigkeit v1 im Beschleunigungsalgorithmus
ein relativ geringer Wert im Verha¨ltnis zur maximal mo¨glichen Geschwindigkeit entlang
der Beschleunigungsstrecke. In diesen Fa¨llen sollte u¨ber die Geschwindigkeit v1 des nachfol-
genden Bogens hinaus und wenn mo¨glich bis auf die erlaubte Ho¨chstgeschwindigkeit vmax
beschleunigt sowie wieder auf v1 abgebremst werden.
Das wird jedoch nur dann mo¨glich sein, wenn die Strecken zwischen den entsprechenden
Bo¨gen ausreichend lang sind (vergleiche Abbildung 3.19 auf Seite 69).
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Notation 3.19. Wir schreiben fu¨r die maximal mo¨gliche Geschwindigkeit entlang der Be-
schleunigungsstrecke in Richtung ~eξ kurz
vmax
Def.
= |~vξmax | .
Aufgabe 3.20. Wie kann die Bahn aus dem geometrischen Ansatz schneller durchlaufen
werden?
Bevor jedoch der Beschleunigungsverlauf auf vmax berechnet wird, ist sicherzustellen, daß
die Bogengeschwindigkeiten v0 und v1 wegen ihrer anderen Nachbarbo¨gen nicht noch re-
duziert werden! Bei v0 und v1 soll es sich also um die mo¨glicherweise schon reduzierten
Bogengeschwindigkeiten handeln. Das heißt, es ist zuerst ein Test der zula¨ssigen Ho¨chstge-
schwindigkeiten fu¨r alle Bo¨gen nach Algorithmus 3.3.6 mit der Prozedur in Abbildung 3.19
ohne Bestimmung von vmax durchzufu¨hren, um anschließend fu¨r die Strecken, auf denen
eine Beschleunigung auf vmax mo¨glich ist, mit Prozedur in Abbildung 3.19 auf vmax hoch
und zuru¨ck auf v∗1 zu beschleunigen. Eine in unserem Sinne glatte Beschleunigung von v0
auf v∗1 mit zwischenzeitlicher Ho¨chstgeschwindigkeit vmax > v1 ≥ v0 kann erfolgen, wenn die
Summe der beno¨tigten Wegstrecken fu¨r eine Beschleunigung von v0 auf vmax und fu¨r eine
Beschleunigung von v1 auf vmax nach dem Schema in Abbildung 3.19 nicht gro¨ßer als die
La¨nge s der Verbindungsstrecke ist.
Um nicht zu viel Rechenaufwand in die Bestimmung der auf der Strecke tatsa¨chlich mo¨gli-
chen Maximalgeschwindigkeit zu stecken (das Gleichungssystem zur Bestimmung von vmax
ist nicht linear), schlagen wir vor, nur einige, zum Beispiel L Stu¨ck, zu testen. Diese mu¨ssen
zum einem sa¨mtlichst aus dem Intervall [v∗1 , vmax] stammen, also zwischen der erreichba-
ren Endgeschwindigkeit v∗1 und der zula¨ssigen Ho¨chstgeschwindigkeit vmax liegen, wobei
die Grenzen angenommen werden ko¨nnen. Zum anderen soll der Zugewinn an Ho¨he des
Geschwindigkeitsbetrages den Rechenaufwand des Tests rechtfertigen, so daß wir die zu
testenden Geschwindigkeiten nicht a¨quidistant u¨ber das Intervall verteilen:
v∗max,l =


L
√
vmax
v∗1
l
v∗1 fu¨r v1 > 0
L
√
vmax
[v]
l
[v] fu¨r v1 = 0
mit l = 1, 2, . . . , L(3.113)
und der Einheit der verwendeten Geschwindigkeiten [v].
Seien s die La¨nge der zur Verfu¨gung stehenden Wegstrecke und σv0(v) die beno¨tigte Weg-
strecke, um bei glatter Beschleunigung (wie oben beschrieben) von einer Geschwindigkeit v0
auf die Geschwindigkeit v zu beschleunigen. Dann wa¨hlen wir als zu erreichende Maximal-
geschwindigkeit
v∗max = v
∗
max,l∗(3.114)
mit

σv0
(
L
√
(vmax/v∗1)
l∗ v∗1
)
≤ s < σv0
(
L
√
(vmax/v∗1)
(l∗+1) v∗1
)
fu¨r v1 > 0
σv0
(
L
√
(vmax/[v])l
∗
)
≤ s < σv0
(
L
√
(vmax/[v])(l
∗+1)
)
fu¨r v1 = 0 .
Dieses Vorgehen zur Bestimmung von v∗max bringt in jedem Schritt eine Erho¨hung der ite-
rierten Ho¨chstgeschwindigkeit oder bricht ab. Im Gegensaatz dazu wu¨rde der Einsatz eines
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Bisektionsverfahrens ab dem Zeitpunkt keine Vera¨nderung des Wertes der Maximalgeschwin-
digkeit liefern, wenn dieser Wert nahe am unteren Ende eines Bisektionsintervalls liegt.
Algorithmus 3.3.7 vmax-Bestimmung
int l = 0; // siehe (3.113)
v∗max = (3.113);
s∗ = 0;
while(s∗ < s && v∗max < vmax){
s∗ = (Bestimme Weg fu¨r v0 ↗ v∗max nach Schema in Abbildung 3.19);
s∗ += (Bestimme Weg fu¨r v1 ↗ v∗max nach Schema in Abbildung 3.19);
l++; v∗max = (3.113);
}
// Reicht die vorhandene Strecke zur Beschleunigung auf eine
// Geschwindigkeit, die wesentlich gro¨ßer als vmax ist, aus?
if(v∗max > v1){
// Wurde das eingegebene vmax erreicht?
if(s∗ < sein){
vmax = v
∗
max; // Nein, aber v
∗
max > v1
}
}
Bemerkung 3.21. Bei der Beschleunigung von v0 auf vmax kann unter Umsta¨nden eine
andere maximale absolute Beschleunigung erreicht werden als bei der Beschleunigung von
vmax auf v1!
3.3.6 Eigenschaften des geometrischen Ansatzes
Fu¨r den geometrischen Ansatz ko¨nnen wir zusammenfassend feststellen:
1. Der geometrische Ansatz zum Auffinden einer Raumkurve durch vorgegebene Sollwerte
liefert ein Lo¨sungsverfahren fu¨r die Problemstellung des Abschnittes 3.1.
2. Das angegebene Verfahren arbeitet bezu¨glich der Festlegung der Bahn modular unter
Einbeziehung dreier benachbarter Eckpunkte des maßgeblichen Polygonzuges.
3. Bis auf einige Koordinatentransformationen arbeitet die vorgeschlagene Prozedur in
der Ebene. Die Bestimmung des Beschleunigungsverlaufs wird gar auf Streckenberech-
nungen reduziert.
4. Vera¨nderte Geschwindigkeitsvorgaben vera¨ndern den Bahnverlauf nicht und fu¨hren
nicht zwangsla¨ufig zur kompletten Neuberechnung des Beschleunigungsverhaltens.
5. Krummlinige Kurvenstu¨cke werden mit konstanter Geschwindigkeit absolviert. Des-
wegen entfa¨llt das aufwendige Lo¨sen eines Differentialgleichungssystems.
6. Die Optimierungsaufgabe reduziert sich auf die Kontrolle der Beschra¨nkungen.
7. Zusa¨tzlich eingefu¨hrte Sollwerte, an denen die Interpolationsbedingung Geltung besit-
zen soll, a¨ndern jeweils nur die benachbarten Module.
8. Die Kurve wird durch Kreisbo¨gen, die durch tangential angesetzte Strecken verbun-
den werden, approximiert. Die geforderte Glattheit wird erst durch Faltung der so
gestu¨ckelten Bahn erreicht.
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Damit sind im Prinzip die Forderungen der Problemstellung des Abschnittes 3.1 von Sei-
te 30 erfu¨llt. Wenn es jedoch gela¨nge, die krummlinigen Wendebo¨gen beliebig glatt mit
den Verbindungsstrecken der Wendestu¨cke zu verbinden, ohne zu falten und damit weniger
Rechnungen auszufu¨hren, ka¨me es noch einmal zu einer markanten
3.4 Verbesserung des geometrischen Ansatzes
Wie erwa¨hnt, ist das gro¨ßte Problem des geometrischen Ansatzes der nicht ausreichend glatte
U¨bergang von geradlinigen in gekru¨mmte Teilstu¨cke und umgekehrt. Doch der vermeintli-
che Ausweg, Splines anstelle von Wendekreisbo¨gen als Wendekurven einzusetzen, birgt neue
Schwierigkeiten20. Maaß und Pidcock (2002ff) ist es dann schließlich gelungen, eine Kon-
struktion anzugeben, die gewisse Polynome beliebigen Grades als Wendebahnen brauchbar
macht. Der entscheidende Gedanke dabei ist, innerhalb des ε-Schlauches Polynom und Aus-
trittspunkt aus dem Polynom glatt in die Verbindungsstrecke zum na¨chsten Sollwert, fu¨r
den die Interpolationsbedingung erfu¨llt sein muß, zu konstruieren. Der geometrische Ansatz
wird im folgenden derart abgea¨ndert, daß die Wendekreise durch polynomiale Bo¨gen ersetzt
werden. Dadurch kann die Faltung der Bahn entfallen, und die ε-Schlauch-Bedingung wird
aufgrund der Konstruktion von vornherein erfu¨llt.21 Die Bestimmung der Ebenen, durch die
die Bahn verla¨uft, als auch die Bestimmung der Bewegungsgleichungen wird, wie zuvor beim
geometrischen Ansatz beschrieben, gehandhabt.
Aufgabe 3.22. Ersetze die Wendebo¨gen durch Polynome, die in den Punkten Pi und Ai
derart glatt in die Verbindungsstrecken zu den benachbarten Bo¨gen u¨bergehen, so daß die
Faltungsprozedur eingespart werden kann!
Die Konstruktion der Polynome erfolgt in einem rechtwinkligem Koordinatensystem, dessen
Ursprung der Punkt E ist, welcher durch Verla¨ngerung der Strecke
−−−−→
Ai−1Pi um die La¨nge ε
erhalten wird. Die Richtung der Abszisse ist durch den Vektor
−−→
AiPi vorgegeben, wobei der
Punkt Ai sich auf der Strecke
−−→
EP i+1 im Abstand ε von E befindet.
20Vergleiche Spline-Ansatz von Thielemann in Maaß et al. (2002)
21Einzig, wenn der Abstand zwischen zwei Sollwerten Pi und Pi+1 kleiner als 2ε ist, ko¨nnten Wendepro-
bleme auftreten.
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Abbildung 3.20: Polynomialer Bogen
Desweiteren soll das Polynom sowohl innerhalb des ε-Schlauches des Polygonzuges verlaufen,
als auch der Bahn eine
”
natu¨rliche“ Form geben. Beispielsweise soll die Bahn sich nicht
durch die Ebene
”
schla¨ngeln“. Dies wird durch die Wahl einer Kurve, die zwischen den
Endpunkten ho¨chstens ein Extremum und keine Wendepunkte bezu¨glich der Strecke PiAi
besitzt, realisiert.
Der ε-Schlauch-Bedingung wird schon durch die geschickte Konstruktion genu¨gt:
3.4.1 Kontrolle der ε-Schlauch-Bedingung fu¨r das polynomiale Teil-
stu¨ck
Aufgabe 3.23. Es ist zu zeigen, daß die maximale Abweichung der in Abbildung 3.20
auf dieser Seite konstruierten Polynome vom Polygonzug durch die Sollwerte (3.2) nicht
gro¨ßer als ε ist, insofern sie bezu¨glich der Strecke
−−→
PiAi nur ein lokales Extremum und keine
Wendepunkte besitzen.
Wir begnu¨gen uns mit einer Abscha¨tzung des maximalen Abstandes der Kurve vom Poly-
gonzug durch {Pi : i = 0, 1, . . . , N ∈ N} zur U¨berpru¨fung der ε-Schlauch-Bedingung.
Zuna¨chst halten wir fest, daß wir von dem Polynomstu¨ck fordern, bezu¨glich der Gerade durch
Pi und Ai genau ein lokales Extremum (und keine Wendepunkte) zu besitzen. Dann liegt
der polynomiale Bogen vollsta¨ndig zwischen den Tangenten in Pi und Ai. Weil der Anstieg
jedes Punktes beidseitig des Extremums durch die jeweilige Tangente abgescha¨tzt werden
kann und somit das Extremum nicht jenseits des Schnittpunktes der Tangenten ru¨ckt.
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Wie schon beim geometrischen Ansatz mit Kreisbo¨gen gilt auch hier, daß die gesamte Kurve
der ε-Schlauch-Bedingung genu¨gt, wenn diese fu¨r jeden krummlinigen Teil - einschließlich
an deren Endpunkten - erfu¨llt ist.22 Ebenso mu¨ssen wir wiederum zwischen den Fa¨llen
1. ∠(
−−→
PiAi−1,
−−→
PiP i+1) ∈ [0, pi/2] und
2. ∠(
−−→
PiAi−1,
−−→
PiP i+1) ∈ (pi/2, pi]
unterscheiden. Im ersten Fall (vergleiche Abbildung 3.21 auf dieser Seite) la¨ßt sich ein Teil des
Polygonzuges von Pi durch E und Ai nach Pi+1 nicht senkrecht auf die Strecke
−−→
PiP i+1 pro-
jizieren. Betrachten wir nun den Schnittpunkt Ti der ε-Umgebung von Pi und Pi+λ
−−→
PiP
⊥
i+1,
λ > ε. Dann ko¨nnen wir feststellen, daß der nicht senkrecht auf
−−→
PiP i+1, projizierbare Teil
von
−−→
EP i+1 innerhalb der ε-Umgebung von Pi liegt. Denn
−−→
EP i+1 schneidet den Radius
−−→
PiTi
der ε-Umgebung von Pi, da E im von der Tangente in Ti und der durch
−−→
PiP i+1 verlaufen-
den Geraden gegebenen Schlauch der Breite ε liegt23, aber nicht in derselben Halbebene wie
Pi+1 bezu¨glich
−−→
PiTi. Mithin ist in diesem Fall dist(
−−→
PiP i+1,
−−→
EP i+1) nicht gro¨ßer als ε, weil
das Teilstu¨ck von E bis zum Schnittpunkt mit Pi +
−−→
PiP
⊥
i+1 der Strecke
−−→
EP i+1 als Verbin-
dungsstrecke zweier Punkte der konvexen Mengen Uε(Pi) innerhalb der ε-Umgebung von Pi
verla¨uft.
.
.
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Abbildung 3.21: ε-Schlauch fu¨r polynomiale Bo¨gen im Fall 1 ∠(
−→
PiAi−1,
−−→
PiP i+1) ∈ [0, pi/2]
22Vergleiche Abschnitt 3.3.2 auf Seite 41, insbesondere Bemerkung 3.4 von Seite 42
23Der konstruierte Schlauch entha¨lt immer den durch die Gerade entlang
−−→
PiP i+1 gegebenen Halbkreis,
der Ti entha¨lt. Das sind alle Punkte Q der ε-Umgebung von Pi mit

(
−−→
PiA
⊥
i−1,
−−→
PiQ)
∈ [  (−−→PiA⊥i−1,
−−→
PiP i+1),

(
−−→
PiA⊥i−1,
−−→
PiP i+1) + pi]. Aus der Voraussetzung

(
−−→
PiAi−1,
−−→
PiP i+1) ∈ [0, pi/2] folgt

(
−−→
PiA⊥i−1,
−−→
PiP i+1) ∈ [−pi/2, 0]. Deshalb lautet die Menge der mo¨glichen Halbkreise, die wohlgemerkt alle
innerhalb des untersuchten Schlauches (vorgegeben durch
 −−→
PiP i+1) liegen,
	
bφ : bφ = {Q : Q = Pi +ε(sinϕ, cosϕ)T, ϕ ∈ [φ, φ+pi]}, φ ∈ [

(
−−→
PiA⊥i−1,
−−→
PiP i+1),

(
−−→
PiA⊥i−1,
−−→
PiP i+1)+pi] 
 .
Schließlich entha¨lt, wie behauptet, jeder dieser Halbkreise den Punkt E mit

(
−−→
PiA⊥i−1,
−−→
PiE) = pi/2.
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Abbildung 3.22: ε-Schlauch fu¨r polynomiale Bo¨gen im Fall 2 ∠(
−→
PiAi−1,
−−→
PiP i+1) ∈ (pi/2, pi]
Anderenfalls, ∠(
−−→
PiAi−1,
−−→
PiP i+1) ∈ (pi/2, pi] , ist der Polygonzug −−−→PiEP i+1 vollsta¨ndig senk-
recht auf
−−→
PiP i+1 projizierbar, so daß in E der maximale Abstand von
−−−→
PiEP i+1 zu
−−→
PiP i+1
angenommen wird. Wegen der Konstruktion gilt dist(Pi, E) = ε, und deshalb kann auch im
zweiten Fall der Abstand zwischen
−−−→
PiEP i+1 und
−−→
PiP i+1 nicht gro¨ßer als ε werden:
dist(
−−→
PiP i+1,
−−−→
PiEP i+1) ≤ dist(Pi, E) = ε .(3.115)
Das heißt, allein durch die beschriebene Konstruktion des Punktes E und die richtige Wahl
der Polynome wird die Einhaltung der ε-Schlauch-Bedingung gesichert.
Eine quantitative Abscha¨tzung der Abweichung des polynomialen Teilstu¨cks vom Polygon-
zug erha¨lt man u¨ber den wohlbekannten
Satz 3.24. Falls f ∈ Cn+1, so gilt fu¨r den Approximationsfehler des Interpolationspoly-
noms pn(x) ∈ Pn und xi, x ∈ [x0, xn], daß
f(x)− pn(x) = f
(n+1)(ξ)
(n+ 1)!
n∏
i=0
(x− xi)(3.116)
fu¨r ein ξ = ξ(x) ∈ (x0, xn).
Beweis. Satz 7.16 in Deuflhard und Hohmann (1993), S. 205f. 
Wa¨hlen wir fu¨r f(x) unsere Interpolationspolynome von mindestens viertem Grad, dann
folgt aus diesem Satz fu¨r den Abstand zwischen den Polynomen und der Strecke PiAi (re-
pra¨sentiert durch ein lineares Polynom p1(x))
Lemma 3.25.
‖f(x)− p1(x)‖∞ ≤ |PiAi|
2
8
‖f ′′(x)‖∞ .(3.117)
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Beweis. Der im Produktterm zusammengefaßte Faktor auf der rechten Seite im Fall n =
1, Abstand von einer Geraden (Polynom ersten Grades), entfaltet sich zu dem einfachen
Produkt
1∏
i=0
(x− xi) = (x− x0)(x − x1) .(3.118)
Die beiden einzigen Nullstellen dieses Polynoms zweiten Grades sind offensichtlich x0 und
x1. Das lokale Minimum der Parabel (x − x0)(x − x1) in [x0, x1] muß dementsprechend in
der Mitte (x1 + x0)/2 des Intervalls angenommen werden:
max
x∈[x0,x1]
|(x− x0)(x − x1)| =
∣∣∣∣
(
x1 + x0
2
− x0
)(
x1 + x0
2
− x1
)∣∣∣∣(3.119)
=
∣∣∣∣
(
x1 − x0
2
)(
x0 − x1
2
)∣∣∣∣(3.120)
=
|x1 − x0|2
4
(3.121)
=
|PiAi|2
4
.(3.122)
Den Quotienten im Produkt der rechten Seite von (3.116) scha¨tzen wir in unserem Fall
wegen n = 1 auf folgende Weise ab
f ′′(ξ)
2!
≤ ‖f
′′‖∞
2
,(3.123)
so daß wir insgesamt die behauptete Abscha¨tzung erhalten:
‖f(x)− p1(x)‖∞ ≤ ‖f
′′‖∞
2
|PiAi|2
4
=
|PiAi|2
8
‖f ′′‖∞ .(3.124)

Bemerkung 3.26. Praktisch erfordert deshalb die quantitative Abscha¨tzung der maximalen
Abweichung vom Polygonzug durch die Sollwerte (3.2) fu¨r jedes Teilstu¨ck
−−→
PiP i+1 lediglich die
Bestimmung des Abstandes dist(Pi, Ai) und des Betragsmaximums von f
′′(x) u¨ber
−−→
PiP i+1.
3.4.2 Bestimmung des Interpolationspolynoms
Aufgabe 3.27. Es sind die Koeffizienten der einzusetzenden Wendepolynome zu bestimmen.
Wir wollen eine Konstruktionsvorschrift fu¨r die gesuchten Polynome angeben und behaup-
ten, daß Polynome der Form
p2n,2k(x) = a2nx
2n + a2n−2x
2n−2 + · · ·+ a2x2 + a0 , n, k ∈ N ,(3.125)
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mit den folgenden Eigenschaften
p2n,2k(±1) = 1 ,(3.126a)
p′2n,2k(±1) = ±m, m ∈ R \ {0} ,(3.126b)
p
(l)
2n,2k(±1) = 0 mit l ∈ {2, 3, . . . , n}(3.126c)
den Forderungen I-VII der Problemstellung des Abschnittes 3.1 auf Seite 30 an die Bahn
genu¨gen. Insbesondere wird auch die Glattheitsforderung Ruckfreiheit durch die Wahl von
n ≥ 2, das heißt durch Polynome mindestens vom Grad vier, erfu¨llt, wenn eine glatte
Beschleunigung gewa¨hlt wird.
Um zu pru¨fen, ob es Polynome vom Grad 2n gibt, die als Normpolynome in Frage kommen,
sind unsere Bedingungen mit den Voraussetzungen von Satz 3.30 zu vergleichen, der den
Definitionen folgt.
Notation 3.28. Sei {xi}, i = 0, 1, . . . , n, x0 ≤ x1 ≤ · · · ≤ xn die monotone Folge der
Stu¨tzstellen zur Bestimmung des Interpolationspolynoms in der aus (xi, yi) und (xi+1, yi+1)
mit xi = xi+1 fu¨r die zu interpolierende Funktion f die Forderungen yi = f
(ν)(xi) und
yi+1 = f
(ν+1)(xi+1) folgen. Dann ist fu¨r jedes xi
di = max{j : xi = xi−j}(3.127)
wohldefiniert.
Definition 3.29. Wir definieren die lineare Abbildung µi : C
n[a, b] → R vermo¨ge µi(f) 7→
f (di)(ti).
Somit lautet unsere Interpolationsaufgabe
µi(P ) = µi(f) fu¨r alle i = 0, 1, . . . , n(3.128)
und es gilt folgender
Satz 3.30 (Hermite-Interpolation). Zu jeder Funktion f ∈ Cn[a, b] und jeder monotonen
Folge x0 ≤ x1 ≤ · · · ≤ xn von (nicht notwendig verschwindenden) Stu¨tzstellen gibt es genau
ein Polynom vom Grad kleiner oder gleich n mit reellwertigen Koeffizienten, so daß
µi(P ) = µi(f) fu¨r alle i = 0, 1, . . . , n .
Beweis. Satz 7.6 in Deuflhard und Hohmann (1993), S. 198f. 
Wir stellen mit den Gleichungen (3.126) n + 1 Bedingungen an die Stelle −1 und weitere
n+ 1 Bedinungen an die Stelle 1. Aus Satz 3.30 folgt deshalb, die Existenz und Eindeutig-
keit eines Polynoms von ho¨chstens (2n + 1)-ten Grad. Andererseits sichert Satz 3.30 noch
nicht die Existenz eines Polynoms p ∈ P2n eines Grades kleiner als 2n+ 1, wie unsere Kon-
struktion (3.125) vorgibt. Um dies zu u¨berpru¨fen, mu¨ssen wir die Lo¨sungsmenge des durch
die Forderungen (3.126) gegebenen linearen Gleichungssystems analysieren. Dies geschieht
durch die Bestimmung des Rangs der erweiterten Koeffizientenmatrix
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

a00 a01 . . . a0n h
a10 a11 . . . a1n m
a20 a21 . . . a2n 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
an0 an1 . . . ann 0
a(n+1)0 a(n+1)1 . . . a(n+1)n h
a(n+2)0 a(n+2)1 . . . a(n+2)n −m
a(n+3)0 a(n+3)1 . . . a(n+3)n 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a(2n)0 a(2n)1 . . . a(2n)n 0


(3.129)
wobei aij der mit a(2j) normierte Koeffizient der (2j)-ten Potenz der freien Variablen von
p
(i)
2n,2k an der Stelle 1 fu¨r i ≤ n beziehungsweise an der Stelle −1 sonst ist.
Zuna¨chst ist festzustellen, daß das von uns gesuchte Polynom p2n,2k(x) aus Gleichung (3.125)
eine symmetrische Funktion ist. Weshalb die Forderungen an p2n,2k(x) sowie p
(2l)
2n,2k(x) fu¨r ein
natu¨rlichzahliges l ≤ n an den Stellen −1 und 1 identisch sind und den Rang der erweiterten
Koeffizientenmatrix entsprechend um n reduziert.
Die ungeradzahligen Ableitungen p
(2l−1)
2n,2k (x) fu¨r ein natu¨rlichzahliges l ≤ n an den Stellen −1
und 1 sind ebenfalls redundant, da sie durch Multiplikation mit −1 ineinander u¨bergehen und
deshalb eine a¨quivalente Umformung des linearen Gleichungssystems darstellen, wodurch
dessen Lo¨sungsmenge nicht vera¨ndert wird. Insgesamt ergibt sich damit eine Halbierung der
Anzahl der Forderungen von 2n+2 auf n+1 Bedingungen. Wir betrachten also im weiteren
die wie beschrieben reduzierte erweiterte Koeffizientenmatrix


a00 a01 . . . a0n h
a10 a11 . . . a1n m
a20 a21 . . . a2n 0
. . . . . . . . . . . . . . . . . . . . . . . .
an0 an1 . . . ann 0

 (aij wie oben).(3.130)
Es ist leicht einzusehen, daß der Rang der (n+ 1)-zeiligen Koeffizientenmatrix (aij)
aij =
{
(n+1−j)!
(n+1−j−i)! falls der Term definiert ist
0 sonst
(3.131)
gleich n + 1 ist, da die Zeilen durch sukzessives Ableiten des Polynoms p2n,2k(x) an der
Stelle 1 hervorgehen. Da der Rang der (n + 1)× (n+ 1)-Koeffizientenmatrix n+ 1 betra¨gt
und durch das Anfu¨gen einer Spalte nicht erho¨ht werden kann, ist die Lo¨sung des linearen
Gleichungssystems eindeutig. Das heißt, es existiert fu¨r unsere 2n+ 2 Forderungen (3.126)
ein Polynom mit den 2n + 1 Koeffizienten24 ak vom Grad 2n fu¨r (k ≤ 2n), welches nach
Satz 3.30 das einzige vom Grad kleiner gleich 2n+ 1 ist, das diesen Forderungen genu¨gt.
Beispiel 3.31. Fu¨r n = 2 und Forderungen (3.126) erhalten wir folgendes lineare Glei-
chungssystem
24Das Lineare Gleichungssystem bestimmt nur die n+ 1 Koeffizienten fu¨r geradzahliges k und k = 0. Die
n ungeradzahligen Koeffizienten verschwinden nach Konstruktion.
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
 1 1 14 2 0
12 2 0



a4a2
a0

 =

 1m
0

(3.132)
mit der Lo¨sung 
a4a2
a0

 =

 −m/83m/4
1− 5m/8

(3.133)
fu¨r die Koeffizienten a4, a2 und a0.
Da die Stellen −1 und 1 die einzigen Nullstellen von p′′4,2k(x) = − 32mx2 + 32m, der zwei-
ten Ableitung von p4,2k(x) = −m8 x4 + 34mx2 + 1 − 58m, sind, ist das angegebene Polynom
fu¨r festes m sogar das einzige Polynom vom Grad vier der Bauart p2n,2k(x) = a2nx
2n +
a2n−2x
2n−2 + · · ·+ a2x2 + a0, das die Forderungen (3.126) erfu¨llt.
-3 -2 -1 0 1 2 3
-2
-1
0
1
2
3
Abbildung 3.23: p4,2k(x) = − 18x4 + 34x2 + 38 besitzt in x = ±1 den Anstieg m = ±1
Bemerkung 3.32. In Anhang A.3 ist C/C++-Code gelistet, um die gesuchten Koeffizienten
des Interpolationspolynoms maschinell zu bestimmen.
Bemerkung 3.33. Wir haben eine Konstruktion fu¨r Polynome zu gegebenem Grad beschrie-
ben. Aber es gibt weitere Polynome (3.125), die die gewu¨nschten Eigenschaften (3.126a) und
(3.126b) sowie (3.126c) fu¨r ein l < n besitzen. So lautet fu¨r n = 2 das nach obiger Konstruk-
tionsvorschrift gefundene Normpolynom vom Grad 4 mit Anstieg 1 im Punkt (1,1) sowie mit
Anstieg -1 im Punkt (-1,1).
p4,2k(x) = −1
8
x4 +
3
4
x2 +
3
8
.(3.134)
Andererseits ist
p˘6,2k(x) =
(
1
112
x6 − 10
112
x4 +
45
112
x2 +
20
112
)
+
(−1
16
x4 +
6
16
x2 +
3
16
)
(3.135)
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ein Normpolynom sechsten Grades, das unsere Forderungen fu¨r n = 3, jedoch mit lediglich
zweiter verschwindender Ableitung in ±1 (l = 2) erfu¨llt.25 Denn der erste geklammerte
Summand ist ein Normpolynom mit Anstieg 1/2 im Punkt (1,1/2) sowie mit Anstieg -
1/2 im Punkt (-1,1/2). Wa¨hrend der zweite geklammerte Summand ein Normpolynom mit
Anstieg 1/2 im Punkt (1,1/2) sowie mit Anstieg -1/2 im Punkt (-1,1/2) ist. Aufgrund der
Linearita¨t des Differenzierens ist somit die Summe beider Summanden ein Normpolynom
sechsten Grades mit Anstieg 1 im Punkt (1,1) sowie mit Anstieg -1 im Punkt (-1,1), dessen
zweite Ableitung verschwindet (wie zuvor bei p4,2k(x)).
Bemerkung 3.34. Allein die Wahl eines Polynoms p2n,2k(x) = a2nx
2n + a2n−2x
2n−2 +
· · · + a2x2 + a0 ist nicht ausreichend, damit es im Intervall [−1, 1] konvex26 ist, wie das
folgende Beispiel p4,2k(x) = 16x
4 − 4x2 zeigt:
-1 0 1
-1
0
1
2
Abbildung 3.24: p4,2k(x) = 16x
4 − 4x2
Aufgabe 3.35. Es ist zu u¨berpru¨fen, daß durch die vorgeschlagenen Wendepolynome (3.125)
mit den Eigenschaften (3.126) die geforderte Evidenz des Kurvenverlaufs erzielt wird.
Daß die Bahn im Intervall [−1, 1] keine
”
Schla¨ngellinien“ bildet, wollen wir allgemein durch
die Abwesenheit von Wendepunkten und die Existenz genau eines lokalen Extremums fu¨r die
Polynome (3.125) mit den Eigenschaften (3.126) nachweisen. Die Bestimmung der Wende-
punkte und lokalen Extrema einer Funktion erfordert eine Nullstellenanalyse der Ableitungen
dieser Funktion. Mit der Leibnizschen Produktregel 27 la¨ßt sich aus den Forderungen (3.126c)
fu¨r die Stellen −1 und 1 die Eigenschaft, (n− 1)-fache Nullstelle eines Polynoms
25Solche Polynome ko¨nnten fu¨r die Implementierung, siehe Abschnitt 3.5 auf Seite 86, interessant sein.
Denn die exakt a¨quidistante zeitliche Abtastung der Raumkurve erfordert Kenntnis der Bogenla¨nge s(t) auch
fu¨r die polynomialen Teilstu¨cke. Da unsere Raumkurven mittels ~r(t) = (t, p2n(t), 0)T konstruiert werden,
erfordert die Bestimmung der Bogenla¨nge s(t) =   t
t0
|d~r(ϑ)/dϑ| dϑ zum Zeitpunkt t die Kenntnis von |~˙r| =√
1 + p˙2n. Beispielsweise gilt (−x4 + x2 + 1)2 = x8 − 2x6 − x4 − 2x2 + 1.
26Definition (konvex). Eine Funktion ist in x0 lokal konvex genau dann, wenn sie in einer Umgebung
von x0 differenzierbar ist und ihre Ableitung in x0 monoton wa¨chst.
Sie ist in einem Intervall konvex, wenn sie in jedem Punkt des Intervalls lokal konvex ist.
Geometrisch bedeutet dies, daß die Funktion im kartesischen Koordinatensystem nach unten gewo¨lbt ist.
27
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p′′2n,2k(x) = a2nx
2n + a2n−2x
2n−2 + · · ·+ a2x2 + a0 , n, k ∈ N(3.136)
vom Grad 2n− 2 zu sein, ableiten28. Weiter gilt nach dem Fundamentalsatz der Algebra29,
daß jedes Polynom (2n−2)-ten Grades genau (2n−2) Nullstellen besitzt, wobei die k-fachen
Nullstellen k-mal zu za¨hlen sind. Also besitzt jedes Polynom der Bauart p′′2n,2k(x) unter
Beru¨cksichtigung der Vielfachheiten (2n− 2) Nullstellen. Weshalb die beiden (n− 1)-fachen
Nullstellen −1 und 1 die einzigen Nullstellen der zweitenAbleitung p′′2n,2k(x) der Polyno-
me p2n,2k(x), die den Gleichungen (3.126) genu¨gen, sind. Wenn fu¨r die Ableitungen (3.126c)
der gesuchten Polynome aber nur diese beiden Nullstellen existieren, dann kann es keine
Wendepunkte (insbesondere auch nicht zwischen diesen Stellen) geben, da dies wiederum fu¨r
ein ξ ∈ (−1, 1) die Eigenschaft, eine Nullstelle von p′′2n,2k(ξ) zu sein, erfordern wu¨rde, was ein
Widerspruch zur oben gefu¨hrten Argumentation ist. Der durch Forderung (3.126b) erzwun-
gene Vorzeichenwechsel in der ersten Ableitung der Polynome p2n,2k(x) sichert schließlich
die Existenz eines lokalen Extremums in (−1, 1), da dies
p′2n,2k(ξ) = 0
fu¨r ein ξ ∈ (−1, 1) bedeutet. Allerdings wissen wir bereits, daß fu¨r dieses ξ
p′′2n,2k(ξ) 6= 0
gilt, und somit an der Stelle ξ tatsa¨chlich ein lokales Extremum und kein Wendepunkt
vorliegt. Wegen der Bedingungen (3.126) ist es sogar das einzige lokale Extremum der Po-
lynome p2n,2k(x), die diesen Bedingungen genu¨gen. Denn angenommen, es ga¨be zwei lokale
Extrema ξ0 und ξ1 von p2n,2k(x), wobei ohne Beschra¨nkung der Allgemeinheit ξ0 < ξ1 sei.
Dann gelten
p′2n,2k(ξ0) = 0 sowie p
′
2n,2k(ξ1) = 0 ,
und nach dem Satz von Rolle (siehe Seite 45) folgt weiter die Existenz einer Stelle ξ ∈ (ξ0, ξ1)
mit p′′2n,2k(ξ) = 0. Allerdings haben wir bereits mehrfach die aus den an die Polyno-
me p′′2n,2k(x) gestellten Forderungen (3.126) resultierende Eigenschaft benutzt, daß diese nur
die Nullstellen −1 und 1 besitzen. Die Stellen −1 und 1 sind aber wegen Bedingung (3.126b)
keine lokalen Extrema von p2n,2k(x), so daß diese genau ein lokales Extremum besitzen, von
dem wir daru¨ber hinaus bereits wissen, daß es im Intervall (−1, 1) liegt.
Leibnizsche Produktregel. Sind die Funktionen f und g in x0 l-mal differenzierbar, dann ist auch
f · g in x0 l-mal differenzierbar, und es gilt
(f · g)(l)(x0) =
l

k=0
 
l
k 
f(k)(x0) · g(l−k)(x0) ,
wobei f (0)(x0) = f(x0) sowie g(0)(x0) = g(x0) ist.
28Die Behauptung entspricht Satz 3.36. Der Beweis folgt auf Seite 83
29Fundamentalsatz der Algebra. Jede algebraische Gleichung n-ten Grades xn + an−1xn−1 + · · ·+
a1x + a0 = 0 mit reellen oder komplexen Koeffizienten ai, i ∈ {0, 1, . . . n − 1}, besitzt im Bereich der
komplexen Zahlen genau n Wurzeln.
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Voila`, die Forderungen (3.126) isolieren aus den Polynomen p2n,2k(x) die von uns gesuchten
Schablonen fu¨r die Wendekurven!
Wir mu¨ssen allerdings noch folgenden Satz inklusive Beweis nachtragen.
Satz 3.36. Wenn x0 eine Nullstelle eines Polynoms pn vom Grad n ∈ N und von dessen
ersten l ∈ {1, 2, . . . , L} fu¨r L < n aufeinanderfolgenden Ableitungen ist, so ist x0 eine
(L+ 1)-fache Nullstelle von pn.
Beweis. Wir wollen den Beweis mittels vollsta¨ndiger Induktion u¨ber die Anzahl L der in x0
verschwindenden Ableitungen fu¨r L ≥ 3 und n > L fu¨hren.
Induktionsanfang. L = 3.
Gelte
pn(x0) = 0(3.137)
p′n(x0) = 0(3.138)
p′′n(x0) = 0(3.139)
p′′′n (x0) = 0 .(3.140)
Dann folgt fu¨r Polynome pn−1(x), pn−2(x) sowie pn−3(x) vom Grad (n − 1), Grad
(n− 2) respektive Grad (n− 3):
pn(x) =
(3.137)
(x− x0)pn−1(x)(3.141)
=⇒ p′n(x) = pn−1(x) + (x− x0)p′n−1(x)(3.142)
=⇒
(3.138)
pn−1(x) = (x− x0)pn−2(x)(3.143)
=⇒
(3.141)
pn(x) = (x− x0)2pn−2(x)(3.144)
=⇒ p′n(x) = 2(x− x0)pn−2(x) + (x − x0)2p′n−2(x)(3.145)
=⇒ p′′n(x) = 2pn−2(x) + 2(x− x0)p′n−2(x)
+ 2(x− x0)p′n−2(x) + (x− x0)2p′′n−2(x)
(3.146)
=⇒
(3.139)
pn−2(x) = (x− x0)pn−3(x)(3.147)
=⇒
(3.144)
pn(x) = (x− x0)3pn−3(x)(3.148)
=⇒ p′n(x) = 3(x− x0)2pn−3(x) + (x− x0)3p′n−3(x)(3.149)
=⇒ p′′n(x) = 6(x− x0)pn−3(x) + 3(x− x0)2p′n−3(x)
+ 3(x− x0)2p′n−3(x) + (x− x0)3p′′n−3(x)
(3.150)
=⇒ p′′′n (x) = 6pn−3(x) + 6(x− x0)p′n−3(x)
+ 6(x− x0)p′n−3(x) + 3(x− x0)2p′′n−3(x)
+ 6(x− x0)p′n−3(x) + 3(x− x0)2p′′n−3(x)
+ 3(x− x0)2p′′n−3(x) + (x− x0)3p′′′n−3(x)
(3.151)
=⇒
(3.140)
pn−3(x) = (x− x0)pn−4(x)(3.152)
=⇒
(3.148)
pn(x) = (x− x0)4pn−4(x) .(3.153)
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Wenn also x0 Nullstelle von pn(x) sowie p
(l)
n (x) fu¨r l ∈ {1, 2, 3} und n ≥ max{l : 1, 2, 3}
ist, dann ist x0 (mindestens) vierfache Nullstelle von pn(x). Im Fall n = 4 ist x0
dementsprechend die einzige Nullstelle des Polynoms.
Induktionsvoraussetzung. Satz 3.36 gelte nun fu¨r ein festes L ≥ 4 und L ≤ n − 2.
Insbesondere verschwinde neben den ersten L Ableitungen von pn(x) auch die (L+1)-
te Ableitungen von pn(x) an der Stelle x0.
Induktionsbehauptung. x0 ist eine (L+ 2)-fache Nullstelle von pn(x).
Induktionsschritt. Sei pn(x) wie zuvor ein Polynom vom Grad n. Weil nach Induktions-
voraussetzung die ersten L Ableitungen30 an der Stelle x0 verschwinden, ist x0 eine
(L+ 1)-fache Nullstelle des Polynoms pn(x), so daß
pn(x) = (x− x0)L+1 · pn−L−1(x)(3.154)
gilt.
=⇒
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p(L+1)n (x) =
L+1∑
l=0
(
L+ 1
l
)[
dl
dxl
(x − x0)L+1
] [
dL+1−l
dxL+1−l
pn−L−1(x)
](3.155)
Wegen d
l
dxl (x − x0)L+1 = (L + 1) · L · (L − 1) · · · · · (L − l + 2) · (x − x0)L+1−l und
l ≤ L+ 1 verschwinden fu¨r x = x0 alle Summanden fu¨r l < L+ 1.
=
(
L+ 1
L+ 1
)[
dL+1
dxL+1
(x− x0)L+1
]
pn−L−1(x)(3.156)
= (L+ 1)! · pn−L−1(x)(3.157)
=⇒
p
(L+1)
n (x0)
!
=0
pn−L−1(x) = (x− x0) pn−L−2(x)
(3.158)
=⇒
(3.154)
pn(x) = (x− x0)L+2 pn−L−2(x)
(3.159)

Die Polynome p2n,2k(x), die die Forderungen (3.126) erfu¨llen, sollen uns nun als ”
Normpo-
lynome“ fu¨r die polynomialen Bo¨gen dienen.
Dazu mu¨ssen wir als na¨chstes die Polynome in die Punkte Pi und Ai einpassen, so daß
sie in beiden Punkten den Anstieg der durch die Strecken Ai−1Pi beziehungsweise AiP i+1
gegebenen Geraden annehmen und somit innerhalb des ε-Schlauches liegen. 31
Zuna¨chst stauchen wir die
”
Normpolynome“, so daß die Stellen -1 und 1 des Normpolynoms
mit den Punkten Ai und Pi zusammenfallen
32:
p˜2n,2k(x) = a2n(wx)
2n + a2n−2(wx)
2n−2 + · · ·+ a2(wx)2 + a0(3.160)
30Nach Voraussetzung verschwinden sogar die ersten L+ 1 Ableitungen an der Stelle x0
31Vergleiche Abschnitt 3.4.1 auf Seite 74
32Siehe Abbildung 3.20 auf Seite 74
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fu¨r w = |PiAi|/2.
Da der Punkt E der Ursprung des Koordinatensystems, in dem wir das Polynom konstru-
ieren, sein soll, muß die Ordinatenachse auf den Abstand h zwischen E und PiAi
h = dist(E,PiAi)(3.161)
normiert werden. Der Anstieg der Tangenten in den Punkten (−1, 1) 7→(−w, 1) 7→(−w, h) 7→
Ai respektive (1, 1) 7→ (w, 1) 7→ (w, h) 7→ Pi ist unvera¨ndert durch den Anstieg der Strecken−−→
PiAi−1 respektive
−−→
AiP i+1 gegeben. Zusammengefaßt lauten unsere Forderungen deshalb
p˜2n,2k(±1) = h ,(3.162a)
p˜′2n,2k(±1) = ±m, m ∈ R \ {0} ,(3.162b)
p˜
(l)
2n,2k(±1) = 0 mit l ∈ {2, 3, . . . , n}(3.162c)
Das heißt, wir mu¨ssen folgendes lineare Gleichungssystem zur Bestimmung der polynomialen
Bo¨gen lo¨sen


w2n w2n−2 . . . w2 1
d
dww
2n d
dww
2n−2 . . . ddww
2 0
d2
dw2w
2n d2
dw2w
2n−2 . . . d
2
dw2w
2 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
dl
dwl
w2n d
l
dwl
w2n−2 . . . 0 0




a2n
a2n−2
a2n−4
...
a0

 =


h
m
0
...
0

(3.163)
und das dadurch bestimmte Polynom mit folgender affiner Transformation zwischen die
linearen Teilstu¨cke einfu¨gen:
(0, 0, 0) 7→ Pi + ε
−−−−→
Ai−1Pi
|−−−−→Ai−1Pi|
=: E(3.164a)
~ex 7→ E +
−−−−→
Ai−1Pi
|−−−−→Ai−1Pi|
=: ~ex∗(3.164b)
~ey 7→
−−→
EPi +
1
2
−−→
PiAi∣∣∣−−→EPi + 12−−→PiAi∣∣∣ =: ~ey∗(3.164c)
~ez 7→ ~ex∗ × ~ey∗ =: ~ez∗ .(3.164d)
3.4.3 Eigenschaften des verbesserten geometrischen Ansatzes
1. Der verbesserte geometrische Ansatz zum Auffinden einer Raumkurve durch vorgegebene
Sollwerte liefert ein Lo¨sungsverfahren fu¨r die Problemstellung des Abschnittes 3.1.
2. Das angegebene Verfahren arbeitet bezu¨glich der Festlegung der Bahn modular unter
Einbeziehung dreier benachbarter Eckpunkte des maßgeblichen Polygonzuges. Bezu¨glich
der Bewegungsgleichungen ko¨nnen die Module nur adaptiv in Abha¨ngigkeit der Eingaben
bestimmt werden33.
33Als Daumenregel reicht die Forderung, daß die dem Modul folgende Verbindungsstrecke die La¨nge fu¨r
eine Beschleunigung von Null auf maximal zula¨ssige Geschwindigkeit besitzt.
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3. Bis auf einige Koordinatentransformationen arbeitet die vorgeschlagene Prozedur in der
Ebene. Die Bestimmung des Beschleunigungsverlaufs wird gar auf Streckenberechnungen
reduziert.
4. Vera¨nderte Geschwindigkeitsvorgaben vera¨ndern die Bahn nicht und fu¨hren nicht zwangs-
la¨ufig zur kompletten Neuberechnung des Beschleunigungsverhaltens.
5. Krummlinige Kurvenstu¨cke werden mit konstanter Geschwindigkeit absolviert. Deswegen
entfa¨llt das aufwendige Lo¨sen eines Differentialgleichungssystems.
6. Die ε-Schlauch-Bedingung ist a priori erfu¨llt.
7. Die Optimierungsaufgabe reduziert sich auf die Kontrolle der Beschra¨nkungen an die
Bewegungsgleichungen.
8. Zusa¨tzlich eingefu¨hrte Sollwerte, an denen die Interpolationsbedingung Geltung besitzen
soll, a¨ndern jeweils nur die benachbarten Module.
9. Die Kurve wird durch Polynome, die durch den Grad der Polynome entsprechend glatt
angesetzter Strecken verbunden werden, approximiert.
3.5 Implementierung
Aufgabe 3.37. Die vorgeschlagene Raumkurve ist unter Verwendung der angegebenen Be-
schleunigungsprozedur zeitlich a¨quidisant zu vorgegebener Abtastrate ∆t abzutasten!
Gestartet sind wir mit der Konstruktion von Wendebo¨gen in der Ebene (Abschnitt 3.3,
Seite 37), die tangential angelaufen und verlassen werden, wobei die Endpunkte (in Durch-
laufrichtung) der Verbindungsstrecken die vorgegebenen Sollwerte sind. Um die geforderte
Glattheit der Bahn zu erreichen, wurde zuna¨chst mit ausreichend glatten Filterfunktionen
gefaltet. Dieser Rechenaufwand kann aber besser (nach einem Ansatz von Maaß und Pid-
cock) in die Bestimmung von Interpolationspolynomen gesteckt werden. Der Clou dabei
ist, daß das Einpassen dieser Polynome durch die Vorgabe der Toleranzbedingung vollzogen
wird. Danach (Abschnitt 3.3.4 ab Seite 57) wurde ein Beschleunigungsverfahren entwickelt,
so daß die Bahn ruckfrei durchfahren wird. Schließlich haben wir in Abschnitt 3.3.5 ab Sei-
te 70 gezeigt, wie auf den geradlinigen Teilstu¨cken der Bahn von der Geschwindigkeit, mit
der ein Bogen konstant durchfahren wird, auf die maximal mo¨gliche34 Ho¨chstgeschwindigkeit
beschleunigt werden kann.
Damit scheint das Problem gelo¨st. Aus technomathematischer Sicht wollen wir uns aber erst
zufrieden geben, wenn die Implementierung, die zwar keine neuen Verfahren, aber durchaus
diverse auch mathematische U¨berlegungen erfordert, vollsta¨ndig dargelegt ist.
Zuna¨chst also einige Ausfu¨hrungen dazu, wie man von den Formeln, die Bahn und Beschleu-
nigungsverlauf beschreiben, zur Ausgabe von a¨quidistanten zeitdiskreten Abtastwerten fu¨r
Ort s(t), Geschwindigkeit v(t) und Beschleunigung a(t) gelangt.
Auf dem i-ten polynomialen Teilstu¨ck wird mit konstanter Geschwindigkeit v(ϑj) = v(Pi)
und demzufolge unbeschleunigt, also a(ϑj) = 0 gefahren. Dementsprechend ist in gleicher
Zeit, die gleiche Streckenla¨nge zu bewa¨ltigen. Als Weg dient die zuru¨ckgelegte Bogenla¨nge
34das heißt sowohl maximal zula¨ssig als auch ausreichend Strecke fu¨r glattes Abbremsen auf die maximal
mo¨gliche Geschwindigkeit, mit der der nachfolgende Bogen durchfahren werden soll
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.
.
START
Eingabe
v0, v1, vmax, aξmax , a¨ξmax ,
ta, tb, tc, td, t3, ∆t, ϑ = 0
v0 == v1 == vmax
Ausgabe:
ϑ, s(ϑ),
v(ϑ), a(ϑ)
ϑ+ = ∆t ϑ < t3
v0 == vmax
Ausgabe:
ϑ, s(ϑ),
v(ϑ), a(ϑ)
v0 ↗ vmax
Ausgabe:
ϑ, s(ϑ), v(ϑ), a(ϑ)
ϑ < t2 ϑ+ = ∆t
ϑ+ = ∆t ϑ < t2
Ausgabe:
ϑ, s(ϑ),
v(ϑ), a(ϑ)
v1 == vmax
ϑ+ = ∆t ϑ < t3
vmax ↘ v1
Ausgabe:
ϑ, s(ϑ), v(ϑ), a(ϑ)
ϑ < t3 ϑ+ = ∆t
STOP
nein
ja
ja
nein
nein
nein
ja
ja
ja
nein
nein
nein
ja
ja
ja
nein
Abbildung 3.25: Programmablaufplan Abtastung der Verbindungsstrecken mit Beschleunigung
auf maximal mo¨gliche Geschwindigkeit vmax
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s(t) =
t∫
t0
∣∣∣∣d~r(ϑ)dϑ
∣∣∣∣ dϑ ,(3.165)
deren Berechnung im allgemeinen fu¨r die Interpolationspolynome nicht trivial ist. Des-
halb werden die krummlinigen Kurvenstu¨cke durch einen Polygonzug mit Teilstrecken der
La¨nge ∆t·v(Pi), dessen Stu¨tzpunkte sa¨mtlichst auf dem polynomialen Wendebogen zwischen
Pi und Ai liegen, approximiert.
Probleme bei zeita¨quidistanter Abtastung treten durch den Wechsel von gerad- und krumm-
linigen Teilstu¨cken mit unterschiedlichen Beschleunigungsverla¨ufen auf. Betrachten wir zur
Veranschaulichung dessen als erstes eine Strecke der La¨nge s, die mit der konstanten Ge-
schwindigkeit v = v∗ durchfahren wird. Nach jeweils ∆t-Zeiteinheiten soll, zwecks Maschi-
nensteuerung, der zuru¨ckgelegte Weg solange ausgegeben werden, bis die Streckenla¨nge s
zuru¨ckgelegt wurde. Weil im allgemeinen n · v∗ ·∆t 6= s fu¨r n ∈ N gelten wird, bricht dann
der Algorithmus vor Erreichen des Endpunktes der Strecke ab. Sei die Geschwindigkeit v
frei wa¨hlbar, dann la¨ßt sich n · v ·∆t = s zumindest theoretisch garantieren, und wir wu¨rden
das gro¨ßte v ≤ v∗ wa¨hlen, das vorangegangener Bedingung genu¨gt.
In etwas allgemeineren Formen tritt dieses Problem auch bei dem hier konstruierten Soll-
wertgenerator auf:
1. die Bahn ist krummlinig,
2. die Geschwindigkeit ist zeitabha¨nig v = v(t) .
Das fu¨hrt dazu, daß beim U¨bergang von geradlinigen zu krummlinigen Teilstu¨cken und
umgekehrt im allgemeinen ein Vorschub entsteht. Da nur auf den die Bo¨gen verbindenden
Strecken zwischen den Geschwindigkeiten, mit denen die Bo¨gen durchfahren werden, be-
schleunigt wird, bedeutet dies insbesondere, daß am na¨chsten Abtastpunkt der Beschleuni-
gungsvorgang schon begonnen hat und dies bei der Ausgabe zu beru¨cksichtigen ist, oder wenn
die Beschleunigung erst im na¨chsten Abtastpunkt beginnen soll, sich dann die La¨nge der
zur Verfu¨gung stehenden Beschleunigungsstrecken verku¨rzt. Da auf diesen Strecken entspre-
chend ihrer La¨nge und Beschra¨nkungen an die Beschleunigung eine maximale Geschwindig-
keitsdifferenz bewa¨ltigt werden kann, wird unter Umsta¨nden entsprechend Algorithmus 3.3.6
auf Seite 70 die gro¨ßere Bogengeschwindigkeit reduziert. Dies erfordert die Bestimmung des
Beschleunigungsverlaufes, der nach der mo¨glichen Reduzierung der Bogengeschwindigkeiten
also in parametrisierter Form fu¨r jedes Streckenstu¨ck vorliegt. Die Abtastung der Bo¨gen und
der daraus resultierende Vorschub ko¨nnen jedoch erst nach Berechnung der reduzierten Ge-
schwindigkeiten erfolgen, so daß sich fu¨r jede einem Bogen folgende Strecke (die nun um den
aktuellen Vorschub verku¨rzt ist) ein neuer Beschleunigungsverlauf erga¨be. Daraus wu¨rde ein
erheblich gro¨ßerer Rechenaufwand resultieren.
Der Vorschub aus den krummlinigen Teilstu¨cken folgt jedoch nicht a priori, beispielsweise aus
der Bogenla¨nge dieser Teilstu¨cke, gleichwohl sie mit konstanter Geschwindigkeit durchfahren
werden. Da die Bahnen von der Maschine linearisiert werden (die generierten Punkte s(ti)
mit ti+1 − ti = ∆t werden maschinenseitig als Endpunkte einer Strecke betrachtet), so
daß das Streckenmodul eine genaue Kenntnis des vorangehenden krummlinigen Teilstu¨cks
besitzen mu¨ßte, um den Vorschub zu bestimmen.
Damit also nicht mehrmals der Beschleunigungsverlauf, der die Bo¨gen verbindenden Strecken
bestimmt werden muß, bis der optimale Verlauf ermittelt ist, schlagen wir vor, die Beschleu-
nigungsstrecke um vi · ∆t (vi sei die Geschwindigkeit im Bogen, bevor auf die i-te Strecke
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eingeschwenkt wird) zu verku¨rzen. Denn der Vorschub kann ho¨chstens von der La¨nge vi ·∆t
sein. Setzt man den Beschleunigungsverlauf um die um vi · ∆t verku¨rzte Strecke in dem
Vorschubpunkt an, so wird die Geschwindigkeit vi+1 im allgemeinen schon vor Beginn des
na¨chsten Bogens angenommen. Dies ist fu¨r den Fall problematisch, daß Pi+1 Endpunkt oder
Umkehrpunkt der Bahn ist, weil dann vi+1 = 0 gilt. Deshalb sollte die fehlende Strecke
am Zeitpunkt ta, wenn gema¨ß des Beschleunigungsverlaufs erstmalig die mo¨gliche Ho¨chst-
geschwindigkeit auf der Strecke angenommen wird, eingefu¨gt werden. In der Parametrisie-
rung des Beschleunigungsverlaufes bedeutet dies, daß der Parameter tb – wenn gema¨ß des
Beschleunigungsverlaufs begonnen wird, die mo¨gliche Ho¨chstgeschwindigkeit wieder zu re-
duzieren – um den Quotienten aus der Differenz von vi ·∆t und Vorschub sowie zula¨ssiger
Ho¨chstgeschwindigkeit v(ta) zu erho¨hen:
tb 7→ tb + vi ·∆t− sVorschub,i
v(ta)
.(3.166)
Fu¨r sehr geringe Bogengeschwindigkeiten vi ist die Streckenku¨rzung minimal. Fu¨r Bogen-
geschwindigkeiten vi nahe der zula¨ssigen Maximalgeschwindigkeit ist der Streckenverlust
ebenfalls vertretbar, da ja bereits fast mit Ho¨chstgeschwindigkeit gefahren wird. Weiterhin
ist die Verku¨rzung der Beschleunigungsstrecken um vi ·∆t fu¨r Zeitschritte, die im Verha¨ltnis
zur Bogengeschwindigkeit vi sehr klein sind, vernachla¨ssigbar. Schließlich wa¨ren die Verluste
in den verbleibenden Fa¨llen (Bo¨gen, die mit
”
mittlerer“ Geschwindigkeit fu¨r relativ große
Zeitschritte durchfahren wu¨rden) auch nur dann bedeutend, wenn vi ·∆t− sVorschub,i, also
der Teil der geku¨rzten Strecke, der mit maximaler Geschwindigkeit durchlaufen wird, sehr
klein ist. Mit anderen Worten: die Effizienz des Verfahrens mit Streckenku¨rzung rechtfertigt
die im allgemeinen geringen Nachteile der nicht optimalen Ausnutzung der fu¨r die Beschleu-
nigung zur Verfu¨gung stehenden Strecke gegenu¨ber dem deutlich ho¨heren Rechenaufwand
zur Bestimmung optimaler Beschleunigungsverla¨ufe.
Eingangs dieses Abschnitts wurde erwa¨hnt, daß durch Reduzierung der (maximalen) Ge-
schwindigkeiten, die Endpunkte jedes Kurventeilstu¨cks (Strecke, Bogen, Strecke etc. pp.) zu
Abtastzeitpunkten erreicht werden ko¨nnen. Wir verzichten auf eine analytische Darstellung
dessen, da der zur Bestimmung jener gro¨ßten Geschwindigkeit kleiner gleich der entspre-
chenden Ho¨chstgeschwindigkeiten beno¨tigte Rechenaufwand außerhalb der Forderungen an
den Algorithmus liegt.
Im u¨brigen folgt die Ausgabe der Teilstrecken der Raumkurve sowie der darauf angenom-
menen Geschwindigkeiten und Beschleunigungen den im Abschnitt 3.25 auf Seite 87 darge-
stellten Algorithmus.
Einige Beispiele, die mit einer Implementierung des beschriebenen verbesserten und verein-
fachten Sollwertgenerators berechnet wurden, sind im Anhang im Abschnitt A.1 auf Seite 92
dokumentiert.
Kapitel 4
Schluß
Es wurden zwei Verfahren entwickelt, die industrietechnische Probleme mit mathematischen
Interpolationsmethoden lo¨sen. Zuna¨chst widmeten wir uns in Kapitel 2 um die Interpolati-
on von Waveletkoeffizienten aus einer endlichen Anzahl vorbestimmter Waveletkoeffizienten.
Ausgehend vom Ansatz einer Interpolation mittels des reproduzierenden Kerns der Wave-
lettransformation nach Grossmann et al. (1985) haben wir uns mangels einer brauchbaren
Fehlerabscha¨tzung einer Polynominterpolation der Wavelettransformierten zugewandt. Ge-
genu¨ber der Methode von Grossmann liegt die Interpolierte zwar nicht mehr im Bildraum
der Transformation, allerdings konnten wir eine Fehlerschranke fu¨r die Abweichung der In-
terpolierten von der Transformierten unter Beru¨cksichtigung der Eigenschaften der Wa-
velettransformation aufstellen. Die Konstruktion des Interpolationspolynoms war an den
Eigenheiten der Wavelettransformation ausgerichtet. Beispielsweise haben wir die Stu¨tzstel-
len unregelma¨ßig statt rechteckig angeordnet und sind damit u¨ber die Lehrbuchansa¨tze der
zweidimensionalen Interpolation hinausgegangen. Die dabei gewonnenen Ergebnisse haben
wir noch einmal fu¨r den Interpolationsansatz u¨ber den reproduzierenden Kern eingesetzt
und eine suboptimale Fehlerabscha¨tzung dafu¨r abgeleitet.
Damit wurde erreicht, daß Interpolationsfehler angegeben werden ko¨nnen, was neue Ein-
satzbereiche sowohl fu¨r die kontinuierliche als auch die schnelle Wavelettransformation auf
dyadischem Gitter ero¨ffnet, weil damit zusa¨tzliche Koeffizienten effizient berechnet werden
ko¨nnen.
Schließlich haben wir einen Satz zur exakten Bestimmung von Haarwaveletkoeffizienten
aus einer endlichen Anzahl von Haarwaveletkoeffizienten angegeben, der (zumindest in der
Wavelet-)Literatur unbekannt ist. Mit diesem Satz ist es insbesondere mo¨glich, Koeffizi-
enten auf ganzzahligen Zwischenskalen aus DWT-Koeffizienten zu bestimmen. So daß die
DWT mit dem Haarwavelet ernsthaft als Signalanalysewerkzeug in Betracht gezogen werden
kann, wenn a¨quidistant abgetastete Signale untersucht werden. Ausblickend, wa¨re es nicht
u¨berraschend, wenn sich der erwa¨hnte Satz auf alle Daubechies-Wavelets verallgemeinern
ließe.
Fu¨r das untersuchte Interpolationsproblem allgemein sollte bei zuku¨nftigen Untersuchungen
versta¨rkt der Weg spezieller Wavelets gesucht werden, um neue Kenntnisse zur Interpolation
von Waveletkoeffizienten zu gewinnen.
Das zweite hier auf Interpolation entwickelte Verfahren wendet sich der Verbesserung der
steuertheoretischen Ansa¨tze zu mit konsequenter Umsetzung der Anwenderforderungen und
Reduzierung des Problems auf ein ebenes Interpolationsproblem in zweifacher Hinsicht. Zum
einen wird die Interpolationsbedingung – Durchfahren vorgegebener Raumpunkte – erfu¨llt.
Zum anderen werden Interpolationspolynome, die Verbindungstrecken zweier Stu¨tzstellen
Schluß 91
der gesuchten Raumkurve verknu¨pfen, bestimmt. Die Sta¨rken des vereinfachten geome-
trischen Interpolationsansatzes insbesondere in bezug auf die ga¨ngigen Verfahren aus der
Steuerungstechnik, sind
1. die Reduzierung der Bahn auf ebene Teilstu¨cke sowie
2. die damit einhergehende Modularisierung der Berechnungen,
3. die analytische Umsetzung des vorgeschriebenen Beschleunigungsverlaufs als Problem
auf der Strecke und
4. die Verwendung dieses Beschleunigungsalgorithmus’ zur Optimierung des zeitlichen
Verlaufs.
Die Lo¨sung des Beschleunigungsproblems gelang durch die Einschra¨nkung der Beschleuni-
gung auf gerade Teilstu¨cke, die so konstruiert sind, daß die Raumkurve im wesentlichen auf
Teilstrecken verla¨uft und nur darauf beschleunigt wird.
Der durch Maaß und Pidcock (2002ff) verbesserte geometrische Ansatz, welcher in dieser
Arbeit erstmals dargestellt wurde, ist noch mal eine signifikante Verbesserung des zuvor
beschriebenen und alle Forderungen erfu¨llenden Sollwertgenerators. Die entscheidende Ver-
besserung besteht in der a priori Erfu¨llung der ε-Schlauch-Bedingung. Dadurch konnten
Faltung von Kreisbo¨gen beziehungsweise Tests mit Be´zierkurven, um glatte U¨berga¨nge von
Wendebahnen in Verbindungsstrecken und gleichzeitige Erfu¨llung der ε-Schlauch-Bedingung
zu erhalten, entfallen. Zusa¨tzlich wurde eine Mo¨glichkeit zur quantitativen Bestimmung des
tatsa¨chlichen Abstandes jedes Wendepolynoms vom Polygonzug durch die geforderten Stu¨tz-
stellen vorgestellt.
Da wir bei der Konstruktion des Sollwertgenerators keinerlei Information u¨ber die Verteilung
der Stu¨tzstellen angenommen haben, ließen sich fu¨r spezielle Bahnen leicht bessere Kurven
konstruieren. Doch diese speziellen Kurven werden hingegen im allgemeinen – und der allge-
meine Fall war Grundlage unserer Ansa¨tze – keine brauchbaren Resultate liefern. Es ist aus
Anwendersicht deshalb zu empfehlen, fu¨r typische Spezialfa¨lle geeignete Sollwertgeneratoren
zu konstruieren.
Abschließender Ho¨hepunkt ist die vorliegende Implementierung des Sollwertgenerators fu¨r
die Anlagen des Projektpartners gemeinsam mit P. Maaß. Dabei ist es gelungen, ingenieurs-
technische Wu¨nsche in den mathematischen Rahmen einzupassen und dafu¨r numerische
Lo¨sungen anzugeben, nach denen der Projektpartner mehrere Dekaden suchte. Damit wurde
einer der Hauptaufgaben der Technomathematik Rechnung getragen.
Erfahrungsgema¨ß finden Verfahren dann (besonders schnell) universelle Verwendung, wenn
die Regelung der Algorithmen mit nur einer u¨berschaubaren Zahl an Parametern auskommt.
Der in dieser Arbeit entwickelte Sollwertgenerator kommt de facto ohne Steuerparameter
aus. Gleichwohl die Glattheit der Bahn durch die Wahl von Parametern (Grad der Polyno-
me, a¨ξ) weiter gesteigert werden ko¨nnte. Somit kann im Falle eines industriellen Einsatzes
ohne Belastung des Anwenders ein Parameter eingefu¨hrt werden, der bestimmte Spezialfa¨lle
abfa¨ngt, fu¨r die Optimierungen existieren.
Anhang A
Sollwertgenerator
A.1 Beispiele
Wir demonstrieren die Wirkungsweise des in Kapitel 3 beschriebenen Sollwertgenerators
u¨ber den verbesserten geometrischen Ansatz zuna¨chst an einfachen Beispielen, in denen
lediglich zwei Punkte entlang einer Strecke verbunden werden.1
Wir verwenden in den Beispielen folgende Stu¨tzpunkte:
0 0 0
0 1 0
(a) eingabe7
0 0 0
0 0.5 0
(b) eingabe7a
0 0 0
0 10 0
(c) eingabe7b
0 0 0
3 0 0
(d) eingabe7c
Abbildung A.1: Einfache Beispieleingaben
Wir geben die mit dem verbesserten und vereinfachten Sollwertgenerator ermittelten Kurven
inklusive der zugeho¨rigen Beschleunigungs- und Geschwindigkeitsverla¨ufe an. Dabei wurden
folgende Beschra¨nkungen als maschinenabha¨ngige Parameter vorgegeben:
1Die Ergebnisse dieses Abschnitts stammen aus einem mit Peter Maaß entwickelten Programmpaket.
Peter Maaß hat alle die polynomialen Wendebo¨gen betreffenden Teilaufgaben in Matlab-Code beigesteuert.
(Das heißt, der im Anhang A.3 auf Seite 108 angegebene C++-Code zur Bestimmung der Koeffizienten fu¨r die
polynomialen Bo¨gen ist nicht Bestandteil des hier eingesetzten Programmpakets.) Beschleunigungsverla¨ufe
und daraus resultierende Geschwindigkeitsanpassungen wurden von Marco Ende in C++ geschrieben.
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0.01 % dt Abtastrate der Ausgabe
0.1 % epsilon, max Abweichung
3 % maximale Gesamtgeschwindigkeit
2 % maximale Geschwindigkeit in x-Richtung
1.1 % maximale Geschwindigkeit in y-Richtung
1.5 % maximale Geschwindigkeit in z-Richtung
3.6 % maximale Beschleunigung in x-Richtung
2.4 % maximale Beschleunigung in y-Richtung
2.8 % maximale Beschleunigung in z-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in x-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in y-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in z-Richtung
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Abbildung A.2: Kurvenverlauf zu Eingabe 7 sowie Betrag des Geschwindigkeitsvektors als auch
koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten Abtast-
punkten
A.1. Beispiele 95
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
-1 -0.5 0 0.5 1
y
x
(a)
0
0.2
0 50 100 150 200 250 300 350 400 450
Gesamtgeschwindigkeit
(b)
0
0 50 100 150 200 250 300 350 400 450
x-Beschleunigung
(c)
0
0 50 100 150 200 250 300 350 400 450
x-Geschwindigkeit
(d)
-0.2
0
0.2
0 50 100 150 200 250 300 350 400 450
y-Beschleunigung
(e)
0
0.2
0 50 100 150 200 250 300 350 400 450
y-Geschwindigkeit
(f)
0
0 50 100 150 200 250 300 350 400 450
z-Beschleunigung
(g)
0
0 50 100 150 200 250 300 350 400 450
z-Geschwindigkeit
(h)
Abbildung A.3: Kurvenverlauf zu Eingabe 7a sowie Betrag des Geschwindigkeitsvektors als
auch koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten
Abtastpunkten
96 Anhang A. Sollwertgenerator
0
2
4
6
8
10
-1 -0.5 0 0.5 1
y
x
(a)
0
0.2
0.4
0.6
0.8
1
0 200 400 600 800 1000 1200 1400
Gesamtgeschwindigkeit
(b)
0
0 200 400 600 800 1000 1200
x-Beschleunigung
(c)
0
0 200 400 600 800 1000 1200
x-Geschwindigkeit
(d)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
0 200 400 600 800 1000 1200
y-Beschleunigung
(e)
0
0.2
0.4
0.6
0.8
1
0 200 400 600 800 1000 1200
y-Geschwindigkeit
(f)
0
0 200 400 600 800 1000 1200
z-Beschleunigung
(g)
0
0 200 400 600 800 1000 1200
z-Geschwindigkeit
(h)
Abbildung A.4: Kurvenverlauf zu Eingabe 7b sowie Betrag des Geschwindigkeitsvektors als
auch koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten
Abtastpunkten
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Fu¨r Beispieleingabe 7c haben wir leicht vera¨nderte Maschinenparameter verwendet:
0.01 % dt Abtastrate der Ausgabe
0.1 % epsilon, max Abweichung
3 % maximale Gesamtgeschwindigkeit
2 % maximale Geschwindigkeit in x-Richtung
1.1 % maximale Geschwindigkeit in y-Richtung
1.5 % maximale Geschwindigkeit in z-Richtung
0.6 % maximale Beschleunigung in x-Richtung
2.4 % maximale Beschleunigung in y-Richtung
2.8 % maximale Beschleunigung in z-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in x-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in y-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in z-Richtung
98 Anhang A. Sollwertgenerator
-1
-0.5
0
0.5
1
0 0.5 1 1.5 2 2.5 3
y
x
(a)
0
0.2
0.4
0.6
0.8
1
0 100 200 300 400 500 600
Gesamtgeschwindigkeit
(b)
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0 100 200 300 400 500 600
x-Beschleunigung
(c)
0
0.2
0.4
0.6
0.8
1
0 100 200 300 400 500 600
x-Geschwindigkeit
(d)
0
0 100 200 300 400 500 600
y-Beschleunigung
(e)
0
0 100 200 300 400 500 600
y-Geschwindigkeit
(f)
0
0 100 200 300 400 500 600
z-Beschleunigung
(g)
0
0 100 200 300 400 500 600
z-Geschwindigkeit
(h)
Abbildung A.5: Kurvenverlauf zu Eingabe 7c sowie Betrag des Geschwindigkeitsvektors als
auch koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten
Abtastpunkten
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Es folgen einige komplexere Beispieleingaben von Raumpunkten, die Stu¨tzstellen einer zu
bestimmenden Raumkurve darstellen.
1 0 -1
-1 1 0
1 0 1
(a) eingabe1
0 0 0
0 1 0
1 1 0
1 0 0
2 0 0
2 1 0
3 1 0
3 0 0
4 0 0
4 1 0
5 1 0
5 0 0
(b) eingabe4
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(c) eingabe5
0 0 0
0 1 0
0 2 0
0 3 0
0 4 0
0 3 0
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(d) eingabe9
Abbildung A.6: Komplexe Beispieleingaben
Die folgenden Kurven und zugeho¨rigen Beschleunigungs- als auch Geschwindigkeitsverla¨ufe
wurden unter Beru¨cksichtigung der unten angegebenen Beschra¨nkungen bestimmt.
0.01 % dt Abtastrate der Ausgabe
0.1 % epsilon, max Abweichung
3 % maximale Gesamtgeschwindigkeit
2 % maximale Geschwindigkeit in x-Richtung
1.1 % maximale Geschwindigkeit in y-Richtung
1.5 % maximale Geschwindigkeit in z-Richtung
3.6 % maximale Beschleunigung in x-Richtung
2.4 % maximale Beschleunigung in y-Richtung
2.8 % maximale Beschleunigung in z-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in x-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in y-Richtung
2.0 % Beschra¨nkung an Anstieg der sin^2-Rampe in z-Richtung
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Abbildung A.7: Kurvenverlauf zu Eingabe 1 und Betrag des Geschwindigkeitsvektors sowie
koordinatenweise Beschleunigungswerte an zeitlich a¨quidistanten Abtastpunkten
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Abbildung A.8: Kurvenverlauf zu Eingabe 4 sowie Betrag des Geschwindigkeitsvektors als auch
koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten Abtast-
punkten
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Abbildung A.9: Kurvenverlauf zu Eingabe 9 sowie Betrag des Geschwindigkeitsvektors als auch
koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten Abtast-
punkten
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Abbildung A.10: Kurvenverlauf zu Eingabe 5 sowie Betrag des Geschwindigkeitsvektors als
auch koordinatenweise Geschwindigkeits- und Beschleunigungswerte an zeitlich a¨quidistanten
Abtastpunkten
104 Anhang A. Sollwertgenerator
A.2 Das Programm lincontrol.cc
Das Programm lincontrol.cc berechnet die Dauer tqmax , um qmax zu erreichen, fu¨r vorge-
gebene Zeitspanne tvmax , die beno¨tigt wird, um vmax zu erreichen, als Lo¨sung des Optimal-
steuerproblems (3.9) auf Seite 34.
/*
*
* $Id: lincontrol.cc,v 2.1.1.2 2004/07/02 22:17:30 mende Exp $
*
* Usage: cmd
*
* cc -c nrutil.c
* CC lincontrol.cc nrutil.o
*
* Output: measure(x0) for x0 in (ax, bx)
*
* x0_min min_{x0} measure(x0)
*
* q(t) |q(t)| |q(t)|^2 a(t) v(t) s(t) for t in (0,2.0*X1]
*
*/
#define QMAX 1.0
#define S_SOLL 150.0 /* 100.0 120.0 150.0 */
#define X1 1.0
float x0=0.0;
bool plot_functions=false;
using namespace std;
#include <cassert>
#include <cmath>
#include <iostream>
#include <vector>
#include <algorithm>
#include <functional>
#include <numeric>
#include <cfloat>
namespace NumericalRecipes {
extern "C" {
#include "../nr.h"
#include "../nrutil.h"
#include "../mnbrak.c"
#include "../golden.c"
}
}
namespace NR = NumericalRecipes;
float control_func(float x){
if(x<=x0){ // 1. Anstieg von 0 auf q_max-Plateau
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return(QMAX/x0*x);
} else {
if(x<=X1-x0){ // q_max-Plateau
return(QMAX);
} else {
if(x<=X1+x0){ // Abstieg von max- auf min-Plateau
return(QMAX/x0*(-x+X1));
} else {
if(x<=2.0*X1-x0){ // -q_max-Plateau
return(-QMAX);
} else { // 2. Anstieg von -q_max-Plateau auf 0
//assert(x<=2.0*X1);
return(QMAX/x0*(x-2.0*X1));
}
}
}
}
assert(0);
}
float
compute_measure(float x){
x0 = x; // XXX global variable!
if(x0<=0.0 || x0>0.5*X1){return(FLT_MAX);}
const unsigned int samples = 100;
float dt;
dt = 2.0*X1/samples;
vector<float> q(samples, dt);
partial_sum(q.begin(), q.end(), q.begin());
transform(q.begin(), q.end(), q.begin(), control_func);
vector<float> abs_q(samples);
transform(q.begin(), q.end(), abs_q.begin(), fabs);
vector<float> sq_q(samples);
transform(q.begin(), q.end(), q.begin(), sq_q.begin(),
multiplies<float>());
vector<float> beschleunigung(samples);
partial_sum(q.begin(), q.end(), beschleunigung.begin());
transform(beschleunigung.begin(), beschleunigung.end(),
beschleunigung.begin(), bind2nd(multiplies<float>(), dt));
vector<float> geschwindigkeit(samples);
partial_sum(beschleunigung.begin(), beschleunigung.end(),
geschwindigkeit.begin());
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transform(geschwindigkeit.begin(), geschwindigkeit.end(),
geschwindigkeit.begin(), bind2nd(multiplies<float>(), dt));
vector<float> weg(samples);
partial_sum(geschwindigkeit.begin(), geschwindigkeit.end(),
weg.begin());
transform(weg.begin(), weg.end(),
weg.begin(), bind2nd(multiplies<float>(), dt));
//
// plot control_function and its relatives
//
if(plot_functions){
vector<float>::iterator qit, q1it, q2it, bit, vit, sit;
for(qit=q.begin(), q1it=abs_q.begin(), q2it=sq_q.begin(),
bit=beschleunigung.begin(),
vit=geschwindigkeit.begin(), sit=weg.begin();
qit!=q.end();
qit++, q1it++, q2it++, bit++, vit++, sit++){
cout << *qit << "\t"
<< *q1it << "\t"
<< *q2it << "\t"
<< *bit << "\t"
<< *vit << "\t"
<< *sit << "\t"
<< "\n";
}
cout << flush;
}
float norm_q = accumulate(sq_q.begin(), sq_q.end(), 0.0);
assert(S_SOLL>=(*(weg.end()-1)));
return((2.0*q.size()
+ (S_SOLL-2.0*(*(weg.end()-1))) / (*(geschwindigkeit.end()-1))
+ 2.0*norm_q
)*dt);
}
int
main(int argc, char* argv[]){
cerr << "$Id: lincontrol.cc,v 2.1.1.2 2004/07/02 22:17:30 mende Exp $"
<< endl;
float x;
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//
// compute the function to minimize over (ax, bx] sampled by dx
//
float dx = 0.01;
float ax = 0.0;
float bx = 0.5*X1;
for(x=ax+dx;x<bx;x+=dx){
plot_functions=false;
cout << compute_measure(x) << endl;
}
//
// better (than above choices ax, bx) choose of interval borders to
// bracket the minimum of the function to minimize for getting the
// minimum in the next step
//
float cx, fa, fb, fc;
NR::mnbrak(&ax, &bx, &cx, &fa, &fb, &fc, compute_measure);
//
// find the minimum (in [ax, cx], where ax and cx were determined by
// NR::mnbrak() above)
//
float xmin; // the minimum abscissa
float fxmin; // the minimum itself, i.e. the function value at xmin
fxmin = NR::golden(ax, bx, cx, compute_measure, 1.0e-6, &xmin);
cout << "\n\n" << xmin/dx << "\t" << fxmin << endl;
//
// plots of the control_function and its relatives for its minimum
//
plot_functions=true;
cout << "\n" << endl;
compute_measure(xmin);
return(0);
}
Im Namensbereich NumericalRecipes verwendete Prozeduren sind Press et al. (1992) ent-
nommen.
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A.3 Bestimmung der Interpolationspolynome
/*
*
* $Id: lin.cc,v 1.2 2004/03/11 18:18:56 mende Exp $
*
*/
using namespace std;
#include <iostream>
#include <algorithm>
#include <iterator>
#include <cmath>
namespace NumericalRecipes {
extern "C" {
#include "nr.h"
#include "nrutil.h"
#include "gaussj.c"
}
}
namespace NR = NumericalRecipes;
int
main(int argc, char *argv[]){
float w=1.0; // width; half distance between endpoints of arc
float h=0.4; // height; distance of intersection of tangents in -1 resp.
// 1 and line between endpoints of arc
float t=1.0; // gradient in endpoints of arc
int i;
int n=3; int n1=n+1; float *a[n1];
for(i=1; i<=n; i++){
a[i] = new float[n1];
}
a[1][1] = 1.0*pow(w, 4.0); a[1][2] = 1.0*pow(w, 2.0); a[1][3] = 1.0;
a[2][1] = 4.0*pow(w, 3.0); a[2][2] = 2.0*w ; a[2][3] = 0.0;
a[3][1] = 12.0*pow(w, 2.0); a[3][2] = 2.0 ; a[3][3] = 0.0;
int m=1; int m1=m+1; float *b[n1];
for(i=1; i<=n; i++){
b[i] = new float[m1];
}
b[1][1] = h;
b[2][1] = t;
b[3][1] = 0.0;
NR::gaussj(a, n, b, m);
for(i=1; i<=n; i++){
cout << "a" << (n<<1)-((i-1)<<1)-2 << ": " << b[i][1] << endl;
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}
for(i=1; i<=n; i++){
delete [] a[i];
delete [] b[i];
}
return(0);
}
Im Namensbereich NumericalRecipes verwendete Prozeduren sind Press et al. (1992) ent-
nommen.
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