The paper presents 
Introduction
The modern era of video, particularly live streaming applications, relies on advancements made since the early hybrid block-coding standards of H.120. Since then, H.261 and H.262 have been developed, which were advanced versions compared to H.120 [1] . These were followed by H.263 and H.264/AVC, which is the Advanced Video Coding. These were developed incrementally the past decade with several extensions for scalable and multicast formats, allowing for higher quality, but still limited to fixed 16×16-pixel coding blocks. A persistent problem has been the extensive processing time of encoding video sequences, which increased with the complexity of these encoders. HEVC stands for the High Efficiency Video Coding (also known as H.265) and was first published in January 2013 [2] . Despite the HEVC design to fit High Definition videos it shares the same complexity bottleneck with pervious standards, with as much as ten-fold increase in compute times due to its architecture. This work presents an efficient algorithm to help the realization of the standard in real time applications.
The paper is organized as follows: Section II provides a background on video coding, and the concept of the motion estimation method in inter-frame coding is outlined. Similar research in the area is presented in Section III. Our algorithm is discussed and tested against the standard in sections IV and V respectively. Section VI concludes the paper.
Background

Video Coding
A video codec is a piece of software that works to compress or decompress digital videos, which means transforming uncompressed video into a compressed one or vice-versa.
H.265
HEVC/H.265 aims to significantly improve the compression efficiency compared with the previous standards and in particular the H.264/AVC. It supports larger encoding blocks, also it has a more flexible partitioning structure to allow smaller blocks to be used for more textured regions. Large blocks will generally work better for flat regions of a picture, the probabilities are that HD videos contain bigger smooth regions, which can be encoded more effectively when large block sizes are used. HEVC encoder flexibility stems from the fact that it contains a highly configurable encoding setup parameters, and large number of coding tools, beyond those provided by earlier video coding standards [3, 4] This added flexibility allows an encoder to determine block dependent parameters in terms of: i.
Coding unit (CU) quad-tree structure, prediction unit (PU), partition modes and transform unit (TU) structure ii.
Intra PU prediction mode iii.
Inter PU motion parameters and reference list index or indices, for motion estimation iv.
Rate distortion optimized quantization
Motion Estimation
Nowadays, due to the large size of videos, video communication faces a big challenge. Video compression techniques are used to reduce redundancy in video data without affecting visual quality [3] .
Motion estimation [4] is considered as a main component of video compression techniques [5] . It is one of the most computational intensive operations in video compression [6] . The reason of using motion estimation in the H.265 is that it helps to eliminate redundancy between frames within a video sequence [7] . It is used to illustrate the transformation from one image to another in 2D form. Moreover, the concept of motion estimation means finding the motion vector pointing to the best prediction macroblock in a reference frame. It is used to detect non-changeable blocks, and motion vectors are saved in place of blocks. In reality, motion estimation based encoders are the most widely used in video compression techniques [8] . Also, the goal of the motion estimation is to find the relative motion between two images in order to eliminate temporal redundancy. Different motion estimation algorithms have been invented to reduce the complexity of motion estimation [9] . In the following subsection, further clarifications are presented to explain the block-matching technique of the motion estimation and Rate Distortion (RD) which is the main factor of the block matching.
Block Matching
The Block Matching Algorithm is a method for finding matching macroblocks (called Coding Units in HEVC) in a sequence of digital video frames for the purposes of motion estimation. It works by dividing the current frame of a video sequence into macroblocks, then comparing each of the macroblocks with a corresponding block and its adjacent neighbors in a near frame of the video. The rate distortion optimization procedure involves multiple calculations of the distortion between the current and reference frames. Discovering the finest coding parameters is executed in a rate distortion (RD) optimization procedure, since it allows tradeoffs between the numbers of bits used to compress a block of the image vs. the resulting distortion that is formed by using that number of bits. The RD optimization problem here can be expressed as: J = Distortion(SAD) +λ.MV which is used as the cost function adapted to various stages in the RDO.
Low bit rate can be accomplished in video coding at the cost of reduced quality (high distortion). This generic cost function in different modes of prediction is used to find the 'best' matched block. This is done by iterating through the entire CTU at all depths, recursively, with the final mode decision being made using the similar function J = Distortion (SSE) +λ.MV SSE denotes the Square of Sum Differences function instead of the simple sum -a measure more closely aligned to the PSNR quality calculation.
In a particular instance, the process of subdividing the 64-pixel by 64-pixel block starts in current frame. A subdivision of the reference frame into 128-pixel by 128-pixel (or other research area) in each CU instance is then done, which considered as the search region. To populate the Prediction Unit parameters, the cost function is employed to find the 64×64 block best match in the reference frame, this carried out pixel by pixel is raster manner. The best match is the one with the minimum cost. This movement can also be sub-pixel movement; either half-pixel or quarter-pixel, though all information is expressed at the quarter pixel level. Additionally, the block is divided to the smaller CU/PU blocks to find a better match. While using the sub blocks, the sum of all of the differences is carried out in order to get the overall cost to be able to compare it to the larger-block cost. Each cost calculation involves finding the minimum value of the respective J as the first possibility for the perfect block match. The extensive list of subdivision modes (symmetric and asymmetric in HEVC) includes carrying out the same process for the left and the right 32×64 block and finding the minimum J value. The process is recursively repeated, subdividing the 64×64 block in the current frame into four 32×32 blocks and finding the best J value for all the blocks, and so on till it reaches 8×8 blocks. The encoder chooses the mode configuration that for CU, TU, and PU that gives the lowest total cost for constituent partitions.
Existing Research
Over the past 20 years, many algorithms were put forth to reach a permissably low computational complexity while preserving quality with the same low bit rate as the various standards. We group them together to discuss common factors. The are three main factors that effect the output encoding of raw video: objective quality, bitrate, and complexity of the encoder. The proposals in the Video Coding Experts Group (VCEG) have highlighted different techniques of motion estimation, most of them geared towards having high efficiency leading to a high quality of significantly reduced bitrate counts at the same resolution and frame rate of encoded video. The overall complexity of the encoding process tends to rise as these were sucessively added to the standards. With speed as an important real-time encoding consideration, the full search could use up to 70% of the complete computation of the video compression process. [10] .
Alternatives in the literature include the three step search (low quality), the four step search and the DGDS [11] . The four step search has significance improvements in motion detection over the three step search pattern [12] . The DGDS stands for Directional Gradient Descent Search. Under the low quality parameter, there is the three step search and under the medium quality parameter, there is the four step search, beneath them the fixed shape patterns such as cross search, diamond search and hexagon search. Within these there are two methods used, either integer pixel or sub-integer pixel level comparisons.
For the sub-integer pixel there exist granularity levels of half and quarter-integer pixel, where half-pixel is typically used. A third step in motion search is the high quality geared, higher complexity combination of the fixed shape patterns such as MCDH (Modified Cross-Diamond-Hexagonal) and HEXFS [12] . HEXFS stands for Hexagonal pattern search.
Proposed Algorithm
This proposal is a variation of Modified Cross Hexagon Diamond Search Algorithm, aiming for a faster motion estimation procedure, with some modifications that target the time complexity. The proposed search, which we call Improved Diamond Half-Pixel Hexagon Search (IDHHS), relies on only two stages. For testing purposes we are applying this modification to only the current/latest standard, HEVC. The IDHHS is considered a block matching optimization technique under the spatial domain.
Step 1: The search will begin by mapping the search region then creating around the central point of the search region eight-point Diamond pattern with the center point. By using Sum Absolute Difference (SAD) each point of the diamond's shape will have a minimum cost; we will choose the lowest one. If the minimum cost is found to be at center point, then we will stop the search process. This stage will be repeated three times; each time choosing the new diamond's central point depends on the previous diamond's best matched point to preform another new eight-point diamond. The idea behind implementing this is; three diamonds provides more accuracy as shown in Fig. 3 , the first and second iterations, and Fig. 4 represents the remaining steps.
Figure 1. Overview of NDHHS
Step 2: After finishing from stage 1 with the three iterations, the half-pel six-point Hexagon is performed as the second search. This stage is considered as a fourth and final stage. Lastly, the algorithm will end up having the best matched block. The reason behind choosing a halfpel is because the resolution will remain high as shown in Figure 5 the final/fourth step. This algorithm is done by bunch of if-statements in order to check; first, whether the used point is out of the search region or not. Second, if the step was in the last stage to decide whether performing the half-pel hexagon or diamond. The main advantage of this proposal is that it has one constraint, and it can be implemented easily in HEVC (H.265). This proposal introduced the Improved Diamond Half-Pel Hexagon (IDHHS) algorithm for fast Motion Estimation, which has improvement in quality and reduction in time.
Experimental Results
Implementation consisted of modifying the reference H.265 code base to add the new search modules. The NDHHS algorithm is summarized in Fig 1. Classification of video sequence, according to the Joint Collaborative Team on Video Coding (JCT-VC) organization, provides categories of six classes of video resolution and frame rate: A, B, C, D, E and F. Our set of encoding tests shown in Table 1 are comparing the optimization gains of FastSearch and the improved diamond search presented in this work. This basic non-averaged result was done at the standard QP values of 22, 27, 32 and 37 for all sequences.
The rest of this section will detail the test environment and comprehensive results across the range of video sequences.
Testing was implemented on a PC running Windows 10 with processor: Intel® Core™ i7-4720HQ CPU @ 2.60 GHz. Also, it has an installed memory (RAM) 16.0 GB, and the system type of the computer is 64-bit Operating System x64-based processor. The Full Search and Fast search are existing standard modules in HEVC; but fall short of the time savings recorded under the proposed method. The average figures for NDHHS show execution time decreased by (7.5%) compared with the Fast Search, and compared with Full search it decreased by (21%).
The comprehensive test results in Table 1 , below, show similar patterns across video sequences of all classes. We used a slightly different test setup, utilizing the BD-rate and BD-PSNR versions of the measures, to be standards compatible in testing environment. The results show clear performance gains over the FastSearch optimization, with slight penalties in quality (below 0.1 dB on average) and compression (around 2%). Comparison against the basic Full Search shows the expectedly larger gains and slightly higher penalties, at bitrate increase for a 2K (above HD) video. This is, for most applications, an acceptable tradeoff.
We note that FastSearch is enabled by default. We also note that the full search gives by definition an optimal HEVC encoding for the block, with no optimization for complexity applied. The best overall performance was shown by the proposed algorithm. 
Conclusion
This work improves on standard optimizations in motion estimation search, combining ideas from previous work on search patterns. HEVC reference tools provide excellent solutions for high bitrate encoding, but the features remain complex and the computational overhead high. We proposed and tested an alternative block search method aiming to reduce encoding time in the motion estimation procedure, with results being promising, limited penalties in quality and bitrate. We believe speed optimization in the high time complexity processes to be important in ensuring the broad success of HEVC as it emerges in a wide range of products and real-time streaming applications. 
Author Biography
