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ГРЕСІЇ 
Вступ 
Задача оцінювання невідомих параметрів 
сигналу в моделях спостережень “сигнал плюс 
шум” — важлива проблема статистики випад-
кових процесів. Найбільш поширеними у роз-
в’язанні прикладних задач такого типу є оцін-
ки найменших квадратів (о.н.к.), для яких важ-
ливо встановити корисні асимптотичні власти-
вості, серед яких чільне місце посідає власти-
вість асимптотичної (тобто для великих часів 
спостережень) нормальності о.н.к. 
У доведенні асимптотичної нормальності 
істотне значення має збіжність одного інтегра-
ла від спектральної щільності (с.щ.) стаціонар-
ного випадкового шуму до інтеграла цієї щіль-
ності за так званою спектральною мірою функ-
ції регресії, яку вперше було використано в [1]. 
Цей матричний інтеграл є головною компо-
нентою коваріаційної матриці граничного нор-
мального розподілу о.н.к. В разі слабкозалеж-
ного випадкового шуму така збіжність є пря-
мим наслідком відповідних означень. У пра-
цях [2—4] спектральна міра функції регресії 
регулярно застосовувалась для опису гранич-
них коваріаційних матриць широкого класу 
статистичних оцінок, які узагальнюють о.н.к., 
для слабкозалежного стаціонарного шуму. І  
навпаки, коли в моделі як шум розглядається 
сильнозалежний випадковий процес, а саме такі 
моделі зараз інтенсивно вивчаються завдяки 
численним застосуванням [5—7], збіжність та-
кого інтеграла потребує доведення, оскільки 
с.щ. сильнозалежного стаціонарного процесу, 
взагалі кажучи, втрачає властивості непере-
рвності та обмеженості. 
Постановка задачі 
Мета даної статті полягає в наведенні 
умов, за яких коваріаційна матриця граничного 
нормального розподілу о.н.к. припускає зобра-
ження у вигляді інтеграла від розривної і необ-
меженої с.щ. сильнозалежного випадкового шу-
му. Важливий приклад такого зображення по-
в’язаний з класичною задачею виявлення при-
хованих періодичностей (див., наприклад, [8, 
9]). 
Позначення і означення 
Нехай спостерігається випадковий процес 
 0( ) ( , ) ( ),X t g t t= θ + ε  [0, ]t T∈ ,     (1) 
де 1( ),t t Rε ∈  — дійсний неперервний у серед-
ньому квадратичному вимірний стаціонарний 
гауссівський процес з нульовим середнім. Дійс-
на функція 1( , ),( , ) cg t t R+θ θ ∈ × Θ  (
cΘ  — зами-
кання в qR  відкритої множини qRΘ ⊂ , що 
містить істинне значення параметра 0θ ), непе-
рервно диференційовна по θ ∈ Θ  при кожному 
фіксованому 1t R+∈  і вимірна по 
1t R+∈  при 
кожному фіксованому .θ ∈ Θ  Вважатимемо, що 
похідні ( , ) ( , )k
k




, 1, ,k q=  локально 
інтегровані з квадратом по t  при кожному фік-




( ) ( , )
T
kT kd g t dtθ = θ∫ , 2 2( ) diag( ( ), 1, )T kTd d k qθ = θ = , 
1( , ) ( ( , ))
q
k kg t g t =∇ θ = θ , 
1
0
( ) ( ) ( ) ( , ) .
T
TT d t g t dt
−ξ = θ ε ∇ θ∫  
Для отримання властивості асимптотичної 
нормальності оцінки найменших квадратів (і її 
модифікацій) параметра 0θ ∈ Θ  за спостере-
женнями (1), важливо знати асимптотичну при 
T → ∞  поведінку коваріаційної матриці випад-
кового вектора ( )Tξ  (див., наприклад, [1—5]). 
В одному важливому випадку, до розгляду яко-
го ми переходимо, знаходження границі кова-
ріаційних матриць  
lim ( ) lim ( ) ( ),
T T
K K T E T T∗
→∞ →∞
= = ξ ξ  
базується на досить простих припущеннях. 
Нехай θ ∈ Θ  — фіксоване значення пара-
метра, 1S  — σ-алгебра вимірних за Лебегом під-
множин 1.R  Розглянемо на 1 1( , )R S  сім’ю ком-
плексних матричних мір ( , ) ( , )T Td dμ λ θ = μ λ θ λ  з 
матричними щільностями відносно міри Лебега  
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λλ θ = θ∫ . 
I. Сім’я мір ( , )T dμ λ θ  слабко збігається 
при T → ∞  до додатно означеної матричної мі-
ри ( , )dμ λ θ . Це означає, що елементи ( , )kl dμ λ θ  
матриці ( , )dμ λ θ  є комплексними зарядами 
обмеженої варіації і матриця ( , )Aμ θ  додатно 
означена для будь-якої множини 1A S∈ . 
Означення 1 [1—5]. Міра ( , )dμ λ θ  назива-
ється спектральною мірою функції регресії 
( , )g t θ .  Припускається, що міра ( , )dμ λ θ  не ви-
роджена, тобто не вироджена матриця 1( , )Rμ θ . 
За умов 2lim ( ) ,kTT
d
→∞
θ = ∞  
0




θ =  
2( ( ))kTo d= θ , T → ∞, 1,k q= , компоненти ( ,
kl dμ λ  
)θ  визначаються із співвідношень  
1 1
0
( ) lim ( ) ( ) ( , ) ( , )
T
kl
kT lT k lT
R s d d g t s g t dt− −
→∞
= θ θ + θ θ =∫  




= μ λ θ∫ , , 1,k l q=  
при додатковому припущенні неперервності 
матриці , 1( ) ( ( ))
kl q
k lR s R s ==  в нулі [2]. 
Нехай коваріаційна функція (к.ф.) ( )B t =  
( ) (0)E t= ε ε  інтегрована на 1R  (випадок слабкої 
залежності ( )tε ). Тоді процес 1( ),t t Rε ∈  має 








d B t s g t g s dtds d− ∗ −
=
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2 ( ) ( , ) 2 ( ) ( , ) ,T T




= π λ μ λ θ λ → π λ μ λ θ =∫ ∫  (2) 
якщо вірна умова I. 
Коли f  обмежена с.щ. і міра μ  точок її 
розриву дорівнює нулю, то збіжність (2) також 
має місце [10]. З іншого боку, якщо к.ф. ( )B t  
не інтегрована (випадок сильної залежності 
( )tε ), а с.щ. існує, то вона втрачає властивість 
обмеженості, і тому граничний перехід у (2) 
треба обґрунтовувати. 
Означення 2 [2]. C.щ. f  називається μ-при-
пустимою, якщо вона інтегрована за мірою μ , 
тобто всі елементи матриці ( ) ( , )f d
∞
−∞
λ μ λ θ∫  на-
бувають скінченних значень, і 
 ( ) ( , ) ( ) ( , )T T




λ μ λ θ → λ μ λ θ∫ ∫ .  (3) 
Наступні дві умови стосуються функції f ,  
μ-припустимість якої ми обговорюємо. Мно-
жина індексів J  в умовах II—IV, взагалі кажу-
чи, може бути однією з трьох множин: ,m m− , 
, \ {0}m m− , {0}. Тепер дамо формулювання для 
,J m m= − . 
II. С.щ. 
1( \ { , })jf C R j J∈ λ ∈ , j j−λ = −λ , 









λ λ − λ = > ,  (4) 
(0,1),j j Jα ∈ ∈ ;  j j−α = α ,  j ja a−= , 1,j m= . 
Із (4) випливає, що для будь-яких 0ε >  і 
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Тоді, якщо | |j jλ − λ < δ , то  
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III. Нехай 0 0ε >  фіксовано. Існує таке 
0 0max ( ),jj J
c c
∈
≥ ε  що для 0c c≥  
 { : ( ) } ( ).j
j J
f c V c
∈
λ λ > ⊂ U   (6) 
Із (5) видно, що для достатньо великих c  
(нехай вже для 0c c≥ ) околи ( ), ,jV c j J∈  у (6) 
не перетинаються та | ( ) | 0jV c ↓  при ,c → ∞   
.j J∈  








kT T jkV c
d g h
j J k q
−
λ∈
θ λ θ ≤ < +∞
∈ =
  (7) 
Зауважимо, що виконання нерівності (7) 
можна вимагати для 0, ,j m=  оскільки 0( )jV c− =   
0( ), 1, ,jV c j m= − =  завдяки парності с.щ. .f  
Основний результат 
Теорема. Якщо виконано умови I—IV та f  
інтегрована за мірою ,μ  то f  є μ-припустимою 
функцією. 
Дове д ення . Для 0c c≥  розглянемо зрізку 
( ) ( ) { : ( ) } { : ( ) }cf f f c c f cλ = λ χ λ λ ≤ + χ λ λ >  
і запишемо  
( ) ( , ) ( ) ( , )kl klTf d f d
∞ ∞
−∞ −∞
λ μ λ θ − λ μ λ θ ≤∫ ∫  
( ) ( , ) ( ) ( , )kl c klT Tf d f d
∞ ∞
−∞ −∞
≤ λ μ λ θ − λ μ λ θ +∫ ∫  
( ) ( , ) ( ) ( , )c kl c klTf d f d
∞ ∞
−∞ −∞
+ λ μ λ θ − λ μ λ θ +∫ ∫  
( ) ( , ) ( ) ( , )c kl klf d f d
∞ ∞
−∞ −∞
+ λ μ λ θ − λ μ λ θ =∫ ∫  
1 2 3( , ) ( , ) ( ),
kl kl klI T c I T c I c= + +  , 1,k l q= . 
За означенням комплексної матричної мі-
ри μ  для будь-якого набору комплексних чи-
сел 1( ,..., )qz z z=  функція множин ( , )zΜ Α θ =  
, 1







= μ Α θ ≥∑ , 1SΑ∈  є міра у звичай-
ному розумінні цього слова. Тому  




λ Μ λ θ ⎯⎯⎯⎯→ λ Μ λ θ∫ ∫  (8) 
за теоремою Лебега про монотонну збіжність. 
Якщо в наборі z  тільки kz  і lz  не дорів-
нюють нулю, то беручи до уваги, що діаго-
нальні елементи kkμ  і llμ  є звичайні міри, з 
(8) отримуємо, що при c → ∞  
 ( ( ) ( ))( ( , )c kl k lf f d z z
∞
−∞
λ − λ μ λ θ +∫    
 ( , ) ) 0.lk l kd z z+ μ λ θ →   (9) 
Зауважимо, що ,kl lkμ = μ  й тому, якщо 
взяти, наприклад, 1k lz z= = , то з (9) маємо 






λ − λ μ λ θ ⎯⎯⎯⎯→∫ , 
а якщо взяти 1,kz =  ,lz i=  то 






λ − λ μ λ θ ⎯⎯⎯⎯→∫ . 
Таким чином, отримаємо 





= .  (10) 
Очевидно, за умови I при фіксованому c  
матимемо  





= .  (11) 
З іншого боку, за умов теореми для 0T T>  
1
{ : ( ) }
( , )
| ( , ) | | ( , ) |1
( ( ) )








d dλ λ >
≤
λ θ λ θ










j J V c
h h f d
→∞
∈
≤ λ λ ⎯⎯⎯⎯→
π ∑ ∫  (12) 
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Таким чином, для будь-якого 0ε >  і 
0T T>  можна взяти таке 1 1 0( )c c c= ε ≥ , що для 
1c c>  маємо 1 ( , ) /3
klI T c < ε , і таке 2 2 0( )c c c= ε ≥ , 
що для 2c c>  виконується нерівність 3 ( )
klI c <  
/3< ε . Фіксуємо далі 1 2c c c> ∨  і знаходимо 
1 1 0( ) ,T T T= ε >  таке, що для 1T T>  2 ( , )
klI T c <  
/3< ε . Бачимо, що із співвідношень (10)—(12), 
вірних для  , 1,k l q= , випливає (3). Теорему 
доведено. 
Приклади 
Розглянемо деякі приклади к.ф. і с.щ., для 
яких виконано умови теореми. 


























, (0,1)α ∈ .  
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Β =  з повільно змінними (на нескін-



















Відповідні с.щ. (подробиці див., напри-          
клад, у [6]) мають особливість тільки в точці 
0λ = :  
1
,0
lim ( ) | | ( )uf a
−α
αλ→









 — тауберова константа. 
2. , 2 /2
cos






Β = Β =
+
, )1,0(∈α , 0χ > . 
Асимптотичну поведінку відповідної с.щ. 
, ( )fα χ λ  докладно досліджено в [7]. Зокрема, ця 




lim ( ) | | ( )
2
f a−αα χλ→±χ
λ λ χ = αm . 
Зважаючи на те, що к.ф. 1,αΒ  з першого 
прикладу дорівнює к.ф. ,0αΒ  з другого прикла-
ду, можемо узагальнити приклади 1 та 2 таким 
чином. 
3. Нехай 0 10 ... m= λ < λ < < λ < +∞ ; jα ∈ 
(0,1)∈ , 0jβ ≠ , 0,j m=  — деякі числа. Тоді к.ф. 
 2 ,
0







Β = β Β∑   (14) 
відповідає с.щ.  
 2 ,
0







λ = β λ∑ ,  (15) 
яка задовольняє умови II і III теореми. 
Наступний приклад функції регресії є важ-
ливим у численних застосуваннях, пов’язаних з 
виявленням прихованих періодичностей [8, 9]. 
4. Нехай 
  0 0 0 0 0
1
( , ) ( cos sin )
n
k k k k
k
g t t t
=
θ = Α ϕ + Β ϕ∑ , (16) 
де                                                                               
0 0 0 0 0 0 0
1 2 3 3 2 3 1 3( , , ,..., , , )n n n− −θ = θ θ θ θ θ θ =  
0 0 0 0 0 0
1 1 1( , , ,..., , , )n n n= Α Β ϕ Α Β ϕ , 
2 2 20 0 0 0, 1,k k kC k n= Α + Β > = , 
0 0 0
1 1( ,..., ) ( , ) { ( ,..., )n nϕ = ϕ ϕ ⊂ Φ ϕ ϕ = ϕ = ϕ ϕ ∈ 
1: 0 ... }
n
nR∈ ≤ ϕ < ϕ < < ϕ < ϕ < +∞ . 
Функція 0( , )g t θ  має блочно-діагональну 
спектральну міру 0( , )dμ λ θ  (див., наприклад, 







⎛ ⎞δ ρ β
⎜ ⎟
⎜ ⎟− ρ δ γ
⎜ ⎟
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−Α δ + Β ρ
γ = , 
міра ( )k k dδ = δ λ  та заряд ( )k k dρ = ρ λ  зосере- 
джені в точках 0k±ϕ , причому 








ρ ±ϕ = ± , 1,k n= . 
Таким чином, для функції (16) умову I ви-
конано.  
Очевидно, матимемо          
0 0 0
3 2( , ) ( , ) cosk k
k
g t g t t−
∂




3 1( , ) ( , ) sink k
k
g t g t t−
∂




3 ( , ) ( , )k
k
g t g t
∂
θ = θ =
∂ϕ
 
0 0 0 0sin cosk k k kt t t t= −Α ϕ + Β ϕ , 1,k n= . 
Легко з’ясувати, що коли с.щ. ( )f λ  задо-
вольняє умову II і 0j kλ ≠ ϕ , 0, ,j m=  1, ,k n=  то 
можна вказати такі околи 0( )jV c  точок jλ , які 
не містять точок 0
k
ϕ , що для 0T T>  виконано 
умову, сильнішу за IV:  
0
1 0 0 1/2
( )
( ) max | ( , ) |
j
l
lT T jlV c
d g h T− −
λ∈
θ λ θ ≤ , 
0,j m= , 3 2,3 1,3l k k k= − − , 1,k n= . 
З наведених прикладів випливає такий на-
слідок. 
Наслідок. Нехай у моделі спостережень (1) 
випадковий процес ( )tε  має к.ф. (14) або с.щ. 
(15) і функція регресії має вигляд (16). Тоді 
якщо 0j kλ ≠ ϕ , 0,j m= , 1,k n= , то с.щ. (15) є 
μ-припустимою, де μ  задається матрицями (17), 































π ϕ −⎜ ⎟
⎜ ⎟
⎜ ⎟
Β Α⎜ ⎟−⎜ ⎟⎜ ⎟
⎝ ⎠
, 1,k n= . 
Висновки 
Зображення граничної коваріаційної мат-
риці о.н.к. у вигляді інтеграла від розривної і 
необмеженої с.щ. сильнозалежного випадково-
го шуму за спектральною мірою функції регре-
сії дає можливість отримати асимптотичну нор-
мальність о.н.к. параметрів лінійних і неліній-
них моделей регресії з сильнозалежним шумом, 
яку раніше встановити не вдавалось. 
Отриманий результат дозволяє також сут-
тєво просунутись у вивченні асимптотичного 
розподілу М-оцінок параметрів лінійної та не-
лінійної регресії з сильнозалежним випадковим 
шумом. Відповідну центральну граничну тео-
рему у загальному випадку М-оцінок ще не 
доведено. Отримана у статті теорема дозволяє, 
принаймні, записати кореляційну матрицю гра-
ничного закону розподілу М-оцінки у вигляді 
суми ряду з матричних інтегралів за спектраль-
ною мірою функції регресії від згорток с.щ., 
які відповідають к.ф., розглянутим у статті. 
 
А.В. Иванов, И.Н. Савич 
μ -ДОПУСТИМОСТЬ СПЕКТРАЛЬНОЙ ПЛОТНОС-
ТИ СИЛЬНОЗАВИСИМОГО СЛУЧАЙНОГО ШУМА 
В НЕЛИНЕЙНЫХ МОДЕЛЯХ РЕГРЕССИИ 
Получены достаточные условия, при кото-
рых ковариационная матрица предельного 
нормального распределения оценки наи-
меньших квадратов параметра нелинейной 
модели регрессии с сильнозависимым ста-
ционарным случайным шумом может быть 
представлена в виде интеграла от разрыв-
ной и неограниченной спектральной плот-
ности этого шума по спектральной мере 
функции регрессии. 
O.V. Ivanov, I.M. Savych 
μ -ADMISSIBILITY OF SPECTRAL DENSITY OF 
STRONGLY DEPENDENT RANDOM NOISE IN 
NONLINEAR REGRESSION MODELS 
In this paper, we highlight the obtained sufficient 
conditions, under which the limiting normal distribu-
tion covariance matrix of the least squares estima-
tor of the nonlinear regression model parameter 
with strongly dependent stationary random noise 
can be represented as an integral of discontinuous 
and unbounded spectral density of the noise by the 
regression function spectral measure. 
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