Context: A visualization of three-dimensional incompressible flows by divergence-free quasitwo-dimensional projections of velocity field on three coordinate planes is proposed.
Introduction
With the growth of available computer power, development of numerical methods and experimental techniques dealing with fully developed three-dimensional flows the importance of flow visualization becomes obvious. While two-dimensional flows can be easily described by streamline or vector plots, there is no commonly accepted methodology for representation of three-dimensional flows on a 2D plot. Streamlines can be defined also for a general 3D flow, however cannot be represented by a single stream function. Other textbook techniques, such as streak lines, trajectories and arrow fields, are widely used but become unhelpful with increase of flow complexity. Same can be said about plotting of isosurfaces and isolines of velocity or vorticity components, which produce beautiful pictures, however, do not allow one to find out velocity direction at a certain point. Basic and more advanced recent state-of-the-art visualization techniques are discussed in review papers [1] [2] [3] where reader is referred for the details. Here we develop another visualization technique, applicable only to incompressible flows, and related to the surface-based techniques discussed in [2] . Our technique considers projections of 3D velocity field onto coordinate planes and allows one to compute a set of surfaces to which the projected flow is tangent. Thus, the flow is visualized in all three sets of coordinate planes (surfaces). The choice of visualization coordinate system is arbitrary, so that the axes can be directed along ''most interesting'' directions, e.g. directions parallel and orthogonal to dominating velocity or vorticity.
The goal of this study is to visualize a three-dimensional incompressible flow computed numerically at some grid nodes. The visualization described below is independent on the method used for flow calculation. It is based on divergence-free projections of a computed 3D velocity field on two-dimensional coordinate planes. Initially, this study was motivated by a need to visualize threedimensional benchmark flows, which are direct extensions of well-known two-dimensional benchmarks, e.g., lid-driven cavity and convection in laterally heated rectangular cavities. Thus, we seek for a visualization that is capable to show clearly both similarities and differences of flows considered in 2D and 3D formulations. It seems, however, that the technique proposed can have significantly wider area of applications and can be applied for visualization of different divergence free vector functions, e.g., vorticity and magnetic field. The last example below illustrates that the technique allows one to visualize along or perpendicular to an arbitrarily chosen direction that can differ from coordinate axes.
Consider a given velocity field, which can be a result of computation or experimental measurement. Note, that modern means of flow measurement, like PIV and PTV, allow one to measure three velocity components on quite representative grids, which leads to the same problem of visualization of results. Here we observe that a three-dimensional divergence-free velocity field can be represented as a superposition of two vector fields that describe the motion in two sets of coordinate planes, say (x-z) and (y-z), without a need to consider the (x-y) planes. These fields allow for definition of vector potential of velocity, whose two independent components have properties of two-dimensional stream function. The two parts of velocity field are tangent to isosurfaces of the vector potential components, which allows one to visualize the flow in two sets of orthogonal coordinate planes. This approach, however, does not allow one to preserve the velocity boundary conditions in each of the fields separately, so that some of the boundary conditions are satisfied only after both fields are superimposed. The latter is not good for visualization purposes. We argue further, that it is possible to define divergence-free projections of the flow on the three sets of coordinate planes, so that (i) the projections are unique, (ii) each projection is described by a single component of its vector potential, and (iii) the projection vectors are tangent to isosurfaces of the corresponding non-zero vector potential component. This allows us to visualize the flow in three orthogonal sets of coordinate planes. In particular, it helps to understand how the three-dimensional model flows differ from their two-dimensional likenesses. To calculate the projections we propose to use divergence-free Galerkin bases, on which the initial flow can be orthogonally projected. Clearly, these projections can be calculated by other numerical approaches.
For a representative example, we choose convection in a laterally heated square cavity with perfectly thermally insulated horizontal boundaries, and the corresponding three-dimensional extension, i.e., convection in a laterally heated cube with perfectly insulated horizontal and spanwise boundaries. The most representative solutions for steady states in these model flows can be found in [4] for the 2D benchmark, and in [5, 6] for the 3D one. In these benchmarks the pressure p, velocity v = (u, v,w) and temperature T are obtained as a solution of Boussinesq equations
defined in a square 0 6 x, z 6 1 or in a cube 0 6 x,y,z 6 1, with the no-slip boundary conditions on all the boundaries. The boundaries x = 0, 1 are isothermal and all the other boundaries are thermally insulated, which in the dimensionless formulation reads
Ra and Pr are the Rayleigh and Prandtl numbers. The reader is referred to the above cited papers for more details. Here we focus only on visualization of solutions of 3D problem and comparison with the corresponding 2D flows. All the flows reported below are calculated on 100 2 and 100 3 stretched finite volume grids, which is accurate enough for present visualization purposes (for convergence studies see also [7] ). Apparently, the 2D flow v = (u, 0, w) is best visualized by the streamlines, which are the isolines of the stream function w
. In each point the velocity vector is tangent to a streamline passing through the same point, so that plot of streamlines and schematic indication of the flow direction is sufficient to visualize a two-dimensional flow. This is illustrated in Fig. 1 , where streamlines of flows calculated for Pr = 0.71, and Ra varied from 10 3 to 10 8 are shown. Note how the streamline patterns get more complex with the increase of Rayleigh number. Our further purpose is to visualize three-dimensional flows at the same Rayleigh numbers, so that it will be possible to see similarities and differences between 2D and 3D flows.
Preliminary considerations
We consider an incompressible flow in a rectangular box 0 6 x 6 X, 0 6 y 6 Y, 0 6 z 6 Z, satisfying the no-slip conditions on all boundaries. The continuity equation @u/@x + @v/@y + @w/@z = 0 makes one velocity component dependent on two others, so that to describe the velocity field we need two scalar three-dimensional functions, while the third one can be found via continuity. This observation allows us to decompose the velocity field in the following way
This decomposition shows that the divergence-free velocity field can be represented as superposition of two fields having components only in the (x, z) or (y, z) planes. Moreover, we can easily define the vector potential of velocity field as
Thus, W is the vector potential of velocity field v, and its two non-zero components have properties of the stream function:
This means, in particular, that vectors of the two components of decomposition (5), i.e., (u, 0, w 1 ) and (0, v,w 2 ), are tangent to isosurfaces of W y and W x , and the vectors are located in the planes (x-z) and (y-z), respectively. Thus, it seems that the isosurfaces of W y and W x , which can be easily calculated from numerical or experimental (e.g., PIV) data, can be a good means for visualization of the velocity field. Unfortunately, there is a drawback, which can make such visualization meaningless. Namely, only the sum of vectors w 1 and w 2 , calculated via the integrals in (5), vanish at z = Z, while each vector separately does not. Thus, visualization of flow via the decomposition (5) in a straight-forward way will result in two fields that violate no-penetration boundary conditions at one of the boundaries, which would make the whole result quite meaningless. The latter is illustrated in Fig. 2 , where isosurfaces of the two components of vector potentials are superimposed with the (u, 0,w 1 ) and (0, v,w 2 ) vectors. It is clearly seen that the vector arrows are tangent to the isosurfaces, however the velocities w 1 and w 2 do not vanish at the upper boundary. The latter is illustrated additionally by isolines of w 1 and w 2 plotted at the upper boundary ( Fig. 2c and d) .
One can see also that the sum of functions plotted in Fig. 2c and d yields zero. Furthermore, the choice of integration boundaries in (5) is arbitrary, so that the whole decomposition (5) is not unique. Clearly, one would prefer to visualize unique properties of the flow rather than non-unique ones. To define unique flow properties similar to those shown in Fig. 2 we observe that decomposition (5) can be interpreted as representation of a three-dimensional divergence-free vector into two divergence free vector fields located in orthogonal coordinate planes, i.e., having only two non-zero components. Consider a vector built from only two components of the initial field, say u = (u, v,0). It is located in the (x, y, z = const) planes, satisfies all the boundary conditions for u and v, however, is not divergencefree. We can apply the Helmholtz-Leray decomposition [8] that decomposes this vector into solenoidal and potential part, u ¼ ru þû; r Áû ¼ 0
ð8Þ
As is shown in [8] , together with the boundary conditionŝ u Á n ¼ 0; and
where n is a normal to the boundary, the decomposition (8) 
We represent the divergence-free two-dimensional vector u ¼ ðû;v; 0Þ aŝ 
This shows that W z is an analog of the two-dimensional stream function, so that in each plane (x, y, z = const) vectorû is tangent to an isoline of W z . To satisfy the no-slip boundary conditions for u andv, W z and its normal derivative must vanish on the boundary, which makes the definition of both W z andû unique. Note, that contrary to the boundary conditions (9) , to make vectorû in the decomposition (10) unique and satisfying all the boundary conditions of u, we do not need to define any boundary conditions for the scalar potential u.
To conclude, the resulting solenoidal partû of vector u = (u, v,0) (i) is unique, (ii) is defined by a single non-zero z-component W z of its vector potential, and (iii) in each (x, y, z = const) plane vectors of u are tangent to the isosurfaces of W z . Defining same solenoidal fields for two other sets of coordinate planes we arrive to three quasi-two-dimensional divergence-free projections of the initial velocity field. Each projection is described by a single scalar three-dimensional function, which, in fact, is a single non-zero component of the corresponding vector potential.
In the following we use the three above quasi-two-dimensional divergence-free projections for visualization of convective flow in a laterally heated cube, and offer a way to calculate them. In particular, to compare a three-dimensional result with the corresponding two-dimensional one, we need to compare one of the projections. Thus, if the 2D convective flow was considered in the plane (x, z), we compare it with the corresponding projections of the 3D flow on the (x, y = const, z) planes, which are tangent to isosurfaces of the non-zero y-component of the corresponding vector potential.
Numerical realization
A direct numerical implementation of the Helmholtz-Leray decomposition to an arbitrary velocity field is known in CFD as Chorin projection. This procedure is well-known, uses the boundary conditions (9), but does not preserve all the velocity boundary conditions. Therefore, it is not applicable for our purposes. Alternatively, we propose orthogonal projections of the initial velocity field on divergence-free Galerkin bases used previously for computations of different two-dimensional flows. Divergence-free basis functions that satisfy all the linear homogeneous boundary conditions were introduced in [9] for two-dimensional flows and were then extended in [10, 11] to three-dimensional cases. To make the numerical process clear we briefly describe these bases below. The bases are built from shifted Chebyshev polynomials of the 1st and 2nd kind, T n (x) and U n (x), that are defined as
and are connected via derivative of T n (x) as T 0 n ðxÞ ¼ 2nU nÀ1 ðxÞ. Each system of polynomials forms basis in the space of continuous functions defined on the interval 0 6 x 6 1. It is easy to see that vectorŝ
form a divergence-free basis in the space of divergence-free functions defined on a rectangle 0 6 x 6 X, 0 6 y 6 Y. Assume that a two-dimensional problem is defined with two linear and homogeneous boundary conditions for velocity at each boundary, e.g., the no-slip conditions. This yields four boundary conditions in either
x-or y-direction for the two velocity components. To satisfy the boundary conditions we extend components of the vectors (14) into linear superpositions as
For each i a substitution of (15) into the boundary conditions yields four linear homogeneous equations for five coefficients a il , l = 0, 1, 2, 3, 4. Fixing a i0 = 1, allows one to define all the other coefficients, whose dependence on i and l can be derived analytically. The coefficients b jm are evaluated in the same way. Expressions for these coefficients for the no-slip boundary conditions can be found in [9, 11] . Since the basis functions q 
which is an important point for further evaluations. For extension of the two-dimensional basis to the three dimensional case we recall that for a divergence-free vector field we have to define independent three-dimensional bases for two components only. Representing the flow in the form (5) and using the same idea as in the two-dimensional basis (15) we arrive to a set of three-dimensional basis functions formed from two following subsets q ðyÞ ijk ðx; y;zÞ ¼ 
where coefficientsâ il ,b jm ,ĉ kn ,ã il ,b jm ,c kn are defined from the boundary conditions. Their derivation for no-slip boundary conditions is explained in Appendix A. Expressions for these coefficients in the case of a slip-free condition on the upper boundary can be found in [11] . The velocity field is projected on truncated serieŝ 
Here one must be cautious with the boundary conditions in z-direction since, as it was explained above, the two parts of representation (6) satisfy the boundary condition for w at z = Z only as a sum. Therefore we must exclude this condition from definition of basis functions (17) and (18) and setĉ k4 ¼c k4 ¼ 0. The corresponding boundary condition should be included in the resulting system of equations for A ijk and B ijk as an additional algebraic constraint. Note that this fact was overlooked in [10] that could lead to missing of some important three-dimensional Rayleigh-Bénard modes. On the other hand, comparison of 3D basis functions (17) and (18) with the 2D ones (15) shows that with all the boundary conditions included, the functions q ðyÞ ijk ðx; y; zÞ and q ðxÞ ijk ðx; y; zÞ form the complete two-dimensional bases in the (x, y = const, z) and (x = const, y, z) planes, respectively. The coefficientsb jm andã il are used to satisfy the boundary conditions in the third direction. For the basis in the (x, y, z = const) planes we add 
Now, we define an inner product as
and compute projections of the velocity vector V, to be visualized, on each of the three basis systems separately. To do that, we need to calculate Gram matrices G x ,G y , and G z for each of the three bases systems q
, q
, and q (z) , respectively. This does not require much CPU time since inner products in each spatial direction can be calculated separately. The coefficients A ijk , B ijk , and C ijk in the decompositions (19) and (21) , q
, and q (z) . The latter can be expressed as inverse is the most CPU time consuming operation for the whole computational process described. For the results described below we used 30 and 40 basis functions in each spatial direction. The obtained results were visually undistinguishable, which is the only type of truncation number independence we need for visualization. The whole computational process was carried out with the double precision arithmetic, and for 30 3 basis functions never consumed more than 20 min for a 2.9 GHz PC. Note, however, that application of the Galerkin method based on above bases for calculation of three-dimensional flows will not be effective because of a very long CPU time needed for evaluation of the non-linear terms. Since the basis vectors q satisfy all the boundary conditions and are divergence-free not only in the 3D space, but also into the corresponding coordinate planes, the potential parts of projections on these planes are excluded by (16), and resulting vectorsû ðxÞ ;û ðyÞ ;û ðzÞ satisfy the boundary conditions and are divergence free in the planes where they are located. Therefore, they approximate the quasi-two-dimensional divergence-free projection vectors we are looking for. Note 
Visualization results
We start from the flow at Ra = 10 3 , that has the simplest pattern (Fig. 3) . Fig. 3a shows two trajectories starting at points (0.1, 0.1, 0.1) and (0.9, 0.9, 0.9). The trajectories are colored according to the values of temperature they pass, so that it is clearly seen that the fluid rises near the hot wall and descends near the cold one. Looking only at the trajectories, one can mistakenly conclude that convective circulation weakens toward the center plane y = 0.5. Frames 3b-3d show that this impression is misleading. In these frames we plot three vector potentials defined in Eqs. (23), together with the divergence-free velocity projections (shown by arrows) on the corresponding coordinate planes. First, it is clearly seen that the projection vectors are tangent to the isolines of the vector potentials. Then we observe that projections on the y = const. planes (Fig. 3b) represent the simple convective twodimensional circulation shown in Fig. 1a . Contrary to the impression of Fig. 3a , the circulations in (x, z) are almost y-independent near the center plane y = 0.5 and steeply decay near the boundaries y = 0 and y = 1. The three-dimensional effects are rather clearly seen from the two remaining frames. The flow contains two pairs of diagonally symmetric rolls in the (y, z) planes (Fig. 3c) , and two other diagonally symmetric rolls in the (x, y) planes (Fig. 3d) . Motion along these rolls deforms trajectories shown in Fig. 3a .
It is intuitively clear that the motion in the frames of Fig. 3 c and d is noticeably weaker than that in Fig. 3b . For the 2D flows the integral intensity of convective circulation can be estimated by the maximal value of the stream function. Similarly, here we can estimate the intensity of motion in two-dimensional planes by maximal values of the corresponding vector potential. Since these values can be used also for comparison of results obtained by different methods we report all of them, together with their locations, in Table 1 . As expected, we observe that at Ra To show how the isosurfaces of W ðyÞ y represent patterns of twodimensional flow we show their several isosurfaces in Fig. 7 and isolines in the center plane y = 0.5 in Fig. 8 . The isosurfaces of W ðyÞ y in Fig. 7 show pattern of the main convective circulation in the (x, y = const, z) planes. The isolines in Fig. 8 can be directly compared with the streamlines shown in Fig. 1 . This comparison should be accompanied with the comparison of the maximal values of the stream functions of Fig. 1 effect of truncation in the sums (23), we explain this by strong three-dimensional effects, in which motion along the y-axis start to affect the motion in the (x, y = const, z) planes.
As an example of arbitrary choice of projection planes we consider another well-known benchmark problem of flow in a liddriven cubic cavity. We consider it in two different formulations: a classical configuration where the lid moves parallel to a side wall, and a modified configuration with the lid moving along the diagonal of the upper boundary [12, 13] . Obviously, three-dimensional effects are significantly stronger in the second case. Both flows are depicted in Figs. 9 and 10 in the same way as convective flows were represented above. Comparing the flow pattern shown in Fig. 9 , one can see clear similarities with the well-known twodimensional flow in a lid-driven cavity. The main vortex and reverse recirculation in the lower corner are clearly seen in Fig. 9b. Fig. 9c and d show additional three-dimensional recirculations in the (x, y, z = const) and (x = const, y, z) planes. The same representation of the second configuration in Fig. 10 exhibits similar patterns of W ðxÞ x and W ðyÞ y together with the similar patterns of corresponding projection vectors. This is an obvious consequence of the problem configuration, where main motion is located in the diagonal plane and the planes parallel to it. To illustrate motion in these planes we project the flow on planes orthogonal to the diagonal plane (or parallel to the second diagonal plane). The result is shown in Fig. 11 . The isosurfaces belong to the corresponding vector potential, so that the divergence-free projection of velocity on the diagonal and parallel planes is tangent to these and other isosurfaces. Arrows in the diagonal plane depict this projection and illustrate the main vortex, as well as small recirculation vortices in lower corners. It is seen that the arrows are tangent to both isosurfaces.
Conclusions
We proposed to visualize three-dimensional incompressible flows by divergence-free projections of velocity field on three coordinate planes. We presented the arguments showing that such a representation allows, in particular, for a better understanding of similarities and differences between three-dimensional benchmark flow models and their two-dimensional counter parts. We argued also that the choice of projection planes is arbitrary, so that they can be fitted to the flow pattern.
To approximate the divergence-free projections numerically we calculated orthogonal projections on divergence-free Galerkin velocity bases. Obviously, there are other ways of doing that, among which we can mention inverse of the Stokes operator discussed in [14] . We believe also that the proposed method of visualization is suitable for a significantly wider class of incompressible flows, and can be applied not only to numerical, but also to experimental data. The numerical solution is obtained on the staggered grids. The scalar variables, i.e., temperature, pressure and velocity divergence, are defined in the nodes (x i , y j , z k ). The x-, y-, and z-velocity components are defined in the nodes (x i+1/2 , y j , z k ), (x i , y j+1/2 , z k ), and (x i , y j , z k+1/2 ), respectively. For the following we define the node values of 
