A metric for computing information content of function models in mechanical engineering design is proposed. Function models are graph-based representations used to describe the functionality of engineered artifacts, where the nodes are function verbs and the edges are the objects of action, respectively. The Functional Basis, a controlled vocabulary of these verbs and nouns organized in a three level hierarchy, is intended to support consistent representation of function models. The Design Repository is a web-based archive of function models of consumer products described with the Functional Basis. This paper presents the theoretical underpinnings of a metric for information content of function models, the assumptions required to support it, the definitions of key terms associated with it, and its practical interpretation. Finally, the metric is used to study the usefulness of the Functional Basis through a series of experiments on function models within the Design Repository. The results of the experiment indicate that the secondary level of the Functional Basis is the most beneficial to designers, both in terms of information content and information density.
Motivation
Throughout the engineering design process, multiple representations are used by designers to describe different aspects of the product. For example, requirements lists detail the customer"s needs, solid models represent the spatial form of the solution, and finite element models simulate the structural behavior of the product. The practical usefulness of a representation lies in its ability to facilitate the design process and help the designer to take decisions. In this context, a quantifiable metric to assess the usefulness of design representations could help designers in selecting the appropriate representation for describing the design product, the design process or the design problem. One way of assessing the usefulness of a representation could be to measure the amount of information it provides to the designer about the domain it describes, because additional information can enable the designer conduct more reasoning, thereby revealing more facts to support the design decisions. Thus, information content can be used as a first level surrogate of the practical usefulness or informativeness of the representation. A metric of information content could help answer questions such as "How much information is generated by creating a representation?", "How much information is contained in a representation?", or "How much information in transmitted when a representation is exchanged between designers"? Towards this end, the overarching objective behind this research is to develop a metric of information content of design representations. As a first step towards this objective, function models are studied in this paper. A function model is a representation that describes the intended functionality of a system (Pahl et al., 2007) . This metric could help designers in: 1) Comparing competing concepts for the same design problem (design product) 2) Comparing competing function models for the same concept (design product) 3) Comparing competing vocabularies and rule sets (modeling schema) 4) Evaluating the rate of evolution of the design (design process) Constructing function models using controlled vocabularies and rules has been studied over the past three decades (Collins et al., 1976; Keuneke, 1991; Kirschman & Fadel, 1998; Szykman et al., 1999; Stone & Wood, 2000; Stone et al., 2005) . The Functional Basis is a controlled vocabulary of functional verbs and nouns organized in a three level hierarchy, which was developed in a collaborative effort between industry and academia for enabling consistent modeling of product functionality (Szykman et al., 1999; Stone & Wood, 2000; Hirtz et al., 2002) . This vocabulary was used to construct function models of 129 consumer products, which are stored in a web-based Design Repository 2 . In previous research, an information metric for the verbs in a function model was initially proposed to assess the usefulness of the Functional Basis (Caldwell et al., 2008) . This paper presents the theoretical underpinnings of this metric, the assumptions required to support it, the definitions of key terms associated with it, and its practical interpretation. The metric is used to study the usefulness of the Functional Basis vocabulary through a series of experiments on function models within the Design Repository.
The results indicate that the secondary level of the Functional Basis hierarchy is the most beneficial one for constructing function models, as it provides an optimal balance between the two quantifiers presented in this paper, information content (Section 4) and information density (Section 7.2).
Functions in Engineering Design
The functionality of technical systems has been studied from multiple viewpoints in engineering design research. Pahl & Beitz describe function as "the intended input/output relation of a system whose purpose is to perform a task" (Pahl et al., 2007) . Ullman describes it as "the desired output from a system" (Ullman, 1992) . Otto & Wood provide a systematic method of describing functionality through reverse engineering (Otto & Wood, 2001) . A solution-neutral description of system functionality is generally accepted to help widen the search for design solutions (Ullman, 1992; Otto & Wood, 2001; Pahl et al., 2007) . The function models stored in the Design Repository are based on the definition provided by Pahl & Beitz.
Multiple models have been proposed in previous research for the representation of system functionality. Gero modeled functionality as an interaction between three aspects of the system, function, behavior and structure (Gero, 1990) . Tomiyama and colleagues introduced the concept of state of the system, in the Function-Behavior-State model (Umeda & Tomiyama, 1995 ).
Chandrasekaran and colleagues described function as effect (Chandrasekaran, 2005 ). Goel and colleagues described function as the link between structure and behavior (Bhatta et al., 1994; Goel & Bhatta, 2004) . More recently, Albers and colleagues modeled functions in terms of working surface pairs between interfacing system elements (Albers et al., 2008) . Pahl & Beitz discussed the use of block diagrams for representing functions as a "solution-neutral relation between the inputs and the outputs" of the system (Figure 1) . The blocks describe a reproducible transformative action, while the arrows represent the input and output flows. The flows are broadly classified in previous research as that of materials, energies and signals (Rodenacker, 1971; Pahl et al., 2007) . The overall function of the system is described by linking together multiple functions via their flows, creating a function structure (Pahl et al., 2007) . The function models stored in the Design Repository are based upon this representation. Significant advances have been made in previous research in the directions of controlled vocabularies for function models (Collins et al., 1976; Keuneke, 1991; Kirschman & Fadel, 1998; Szykman et al., 1999; Stone & Wood, 2000; Hirtz et al., 2002) , the representation of functions in computers (Szykman et al., 1999; Deng, 2002; Kitamura & Mizoguchi, 2003; Kitamura et al., 2004; Chandrasekaran, 2005; Kitamura et al., 2005) , and the ways to reason upon those representations (Kurtoglu et al., 2005; Sridharan & Campbell, 2005) .
The Functional Basis
The Functional Basis is a controlled vocabulary containing 54 function verbs (Table 1) and 45 flows or objects of action (Table 2 ) arranged in a three-level hierarchy. The left column in each table is the primary level, with the middle column being the secondary level and right column being the tertiary level. Here, the primary level is considered to be a higher level than the secondary, and the tertiary level is considered a lower level than the secondary. The Functional Basis appears to be one of the most popular controlled vocabularies in literature (Kurfman et al., 2001; Hirtz et al., 2002; Kurtoglu et al., 2005; Vucovich et al., 2006) .
The wide use of the Functional Basis necessitates an objective external examination of its features, particularly, the usefulness of the hierarchical organization of terms to construct function models.
The Function-Based Design Repository
The Design Repository is a web-based archive of function models of consumer products that was created through reverse engineering and product dissection to catalog the function of each component or subsystem using the Functional Basis. Approximately half of these products are available in graph-based function models, while customer requirements, function-component matrices, and component-assembly matrices are available for all. Figure 2 shows a screenshot of the Design Repository webpage, illustrating the data stored for a specific component (heating coil frame) of a specific product (Supermax hair dryer). Much of the information captured in the database is not directly related to functionality, such as material, manufacturing process and physical parameters. The functionality of the components and subsystems are captured through the function list with input and output flows. For the heating coil the supporting function is listed as to couple solid to solid. Thus, the listing approach is not entirely consistent with the intent of the Functional Basis as a controlled vocabulary for function models. Therefore, graphical function models, such as Figure 3 are included in the Design Repository for clarification.
Unfortunately, these models are static and do not directly support computational reasoning. functions (Tumer & Stone, 2001; Arunajadai et al., 2002; Stone et al., 2005) . A graph grammar based tool has been developed use the probability of occurrence of Functional Basis terms in a model to synthesize new functions (Sridharan & Campbell, 2005) . Each of these tools is developed on the fundamental assumption that the underlying principles of the Design Repository and especially the Functional Basis, are sound. Critically, one area that has not been studied in previous research is the utility of the different levels of the hierarchy of the Functional
Basis. This utility is explored here through the application of information theoretic measures on the models using different levels of the hierarchy. The next section develops this metric.
Information Theory of Function models
Information Theory, originally developed in the context of communication, provides a mathematical measure for information content of a message produced by a discrete source (Hartley, 1928; Shannon, 1948) . In this context, a message constitutes of a stream of events that carries some information. Conversely, an event is a unit block of information in a message. The source is discrete if the events occur as distinct units of the message with no provision for partial occurrence. The source is linear if the events are produced sequentially. The events in the message are selected from a predefined, finite list of allowed events or controlled vocabulary, where each event has a known probability of occurrence in the message. Under these premises, the information content of a single event in a message is given by (Shannon, 1948) :
where: is the information content of a single event in the message is a constant for scaling between different sources of information is the size of the finite predefined vocabulary is the counte 
Correspondents of Information Theory in Function models
Function models, such as those stored in the Design Repository, consist of two sets of verbs and nouns each being defined by discrete elements. Though the model contains all the elements in a graphical representation, for the sake of computing information content the elements are considered sequentially, making the model linear (see Assumption 1). The elements of the model shown in Figure 3 are drawn from a specific hierarchical level of the Functional Basis (see Table   1, Table 2 ), which are finite vocabularies of predefined sizes. The probability of occurrence of terms in the Functional Basis and their dependencies have been studied in previous research (Kurtoglu et al., 2005; Sridharan & Campbell, 2005) ; however, so far no conclusion has been generally accepted. Therefore, a uniform distribution of independent probabilities of terms in the Functional Basis is assumed (see Assumptions 2 and 3).
Assumptions:
1) A function model is a linear source, i.e., its elements are encountered by the observer in a sequential fashion.
2) The probability of occurrence of verbs and nouns in the Functional Basis is uniformly distributed over the respective vocabularies (Caldwell et al., 2008) 3) The probability of occurrence of the verbs and nouns in the Functional Basis is independent of each other (Caldwell et al., 2008) Formally, the concepts of message, event, source, vocabulary and probability distribution are mapped from Information Theory to corresponding concepts in function modeling (Table 3) . 
Information Metric for Functional Elements -General Form
Under Assumptions 2 and 3, and setting K = 1, Eq. (1) undergoes the following change.
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where: is the information content of a single event is the counter of the elements in the vocabulary is the probability of the j-th element of the vocabulary is the uniform probability of all el 
Therefore, the base can be arbitrarily chosen, as long as the choice is consistently maintained for all computations. Here, the value 2 is selected as it provides an intuitive practical interpretation of the metric, as will be discussed in Section 5. The choice of the base determines the unit of information, which, for b=2, is bits (Shannon, 1948) .The unit information content per element of the function model is thus simplified to:
Eq. (4) where : is the unit information, that is, information per element of the model is the number of terms in the vocabulary from which the element is drawn
For y distinct elements in the function model, the total information content is given by: 
Information Content of Function models
Each element of the function model contributes to the informativeness of the model, since by the removal of any element, or a set, the model becomes less informative to the designer than the initial model. Thus, the information content of the whole function model is expected to be of
, where V and N are the respective sets of verbs and nouns in the model. The function "f" describes how the information from the elements contributes to the total information content. In this research, two possible definitions of "f" are identified, namely, element-wise and combined information content. Both of these definitions are discussed in this section.
It is noteworthy that the topology of a function model, the connectedness of the verbs with the nouns, also contributes significantly to its informativeness, as the model is more informative to the designer when the verbs and nouns are arranged in the topological arrangement rather than in a flat list. However, topological information content is out of the scope of this research. The exclusion of this component does not affect this research, since the Functional Basis itself does not specify or enforce any vocabulary of topological arrangements. Eq. (7) Information content of the whole model:
Element-wise Information Content of Function models
The unit information per verb, I iV , and per noun, I iN , can be obtained by putting y V = 1 and y N = 1 in Eq. (6) and Eq. (7) respectively.
Combined Information Content of Function models
The combined Combined information content of the whole model:
Eq. (10) The element-wise and combined information metrics are used in Section 8.1.4 to measure information content of function models.
Practical Interpretation of Information Content
To illustrate the practical meaning of the information metric as it relates to function modeling, a hypothetical scenario is shown in Figure 4 . A discrete linear source S is producing a message by drawing events from a finite, predefined vocabulary, Σ, containing elements A through H, with equal probability. An observer is witnessing the events as they occur, and transmitting that information to a non-observer who is separated from the source. The vocabulary is known to both the observer and the non-observer. According to the correspondents explained in Section 3.1, this setup simulates the transmission of a function model from one designer (observer) to another (non-observer), element by element. With each element transmitted, the non-observer comes to know more of the function model (source S). Thus, an important question arises, "What is the value of the information transmitted by the observer per element?" To answer this question, let the setup change so that the non-observer is required to determine the events by asking binary questions to the observer, similar to the game "Twenty Questions". Binary questions are answered either yes or no. Given the vocabulary and its probability distribution, the non-observer can determine an event with minimum number of questions by adopting a binary search through the vocabulary. This search is executed by recursively dividing the vocabulary in halves and asking if the occurred event is in the left half.
Starting with a vocabulary of size x, the size of the search space reduces with each question according to the geometric series {x, x/2, x/4 … 4, 2, 1}, until the correct event is found. The number of questions required to determine the event is one less than the number of terms in the series, given by:
is the minimum number of binary questions required to determine the occurred event is the number of terms in the vocabulary,
Thus, it can be argued that in the initial communication setup, the non-observer was receiving a value of log 2 (x) with each event because the information received from the observer was equivalent to receiving answers to log 2 (x) questions. The form of the expression in Eq. (11) is identical with the general form of the information metric in Eq. (4). Therefore, the information content of each element practically represents the minimum number of binary questions that must be asked in order to identify an element from the vocabulary.
The non-observer can rebuild the entire function model, element by element, by asking log 2 (x) questions for each element. At this point, due to the equality between the original and the rebuilt model, it can be argued that any usefulness supported by the original model is equally supported by the rebuilt model. Thus, the usefulness of the original model has been transmitted, though indirectly, from the observer to the non-observer, in the form of answers to a finite number of questions, log 2 (x). The metric, therefore, represents the practical usefulness of the function model.
Validation of the Metric against Required Criteria
Four requirements for information metrics have been discussed in literature (Shannon, 1948; Carter, 2006) . The metric presented in Section 4 is validated against these requirements to ensure that by adopting Assumptions 1, 2, and 3, the fundamental properties of the metric are not violated.
Requirement 1
Information is always a non-negative quantity (Carter, 2006) . In a function model there is always at least one verb and at least one noun (y V ≥ 1, y N ≥ 1), and the vocabularies contain at least one verb and one noun each (x V ≥ 1, x N ≥ 1). Hence, the minimum value of the expressions in Eq. (5) is I min ≥ (1) × log 2 (1), i.e., I min ≥ 0. Thus, the metric satisfies this requirement.
Requirement 2
If an event has probability of 1, no information is obtained from its occurrence (Carter, 2006) . In function models, the condition implies that there is only one verb or noun repeatedly used in the function model. In that case, the term becomes fully predictable where no additional information is gained by knowing about its occurrence. Mathematically, by setting x V = 1 and x N = 1 in Eq. (6) and Eq. (7), I V and I N vanish. Thus, the metric satisfies this requirement.
Requirement 3
If two independent events occur, whose joint probability is the product of their independent probabilities, the total information obtained is the sum of their individual information (Carter, 2006) . If "i" and "j" are two elements of a vocabulary, with independent probabilities p i' and p j , the probability of their joint occurrence is given by p i × p j . Under Assumptions 2 and 3, p i = p j = 1/x, where x is the size of the vocabulary. Hence the probability of the joint occurrence of "i" and
, which is equivalent to the independent uniform probability of a single element in a vocabulary of size x 2 . Thus, if the individual information content of events "i" and "j" are I i and I j , the information produced by their joint occurrence is obtained from Eq. (4) as: 2 2 2 2 2 log ( ) 2 log ( ) log ( ) log ( ) The metric, therefore, satisfies this requirement.
Requirement 4 Information is a monotonic continuous function of the probabilities, that is, a slight increase
in the probabilities should always result into a slight increase in information (Shannon, 1948; Carter, 2006) . Figure 5 shows the plot of unit information against the size of the vocabulary, which satisfies the criterion due to the monotonic behavior of logarithms. As discussed in Requirement 1, the practically usable portion of the curve is in the range x ≥ 1, because a null vocabulary is unusable for creating messages. 
Discussion on the Information Metric
In this section, important properties of the metric are reviewed and their implications to function models are discussed.
Response to Variables
As seen in Eq. (5), the information content I of a function model increases linearly with the size of the model, y, and logarithmically with the size of the vocabulary, x. Thus, the metric is more sensitive to the change of model size than to the change of the vocabulary size. This implies that a means to arrive at larger models, such as decomposition, can help increase the informativeness of a model more than using a larger vocabulary to construct the model.
Intuitively, in a large vocabulary, the distinction between the terms becomes gradually obscured.
Hence the model"s informativeness to the designer does not increase significantly.
Information Density of a Vocabulary
Since information is a monotonically increasing function of the vocabulary size, the information obtained from a larger vocabulary is always larger, but the increase in information gradually diminishes with increasing size of the vocabulary. As observed in Figure 5 , the increase of information due to unit increase of the vocabulary size from 2 to 3, indicated by ΔI 2,3 , is larger than the increase in information due to the same increase in the vocabulary size from 5 to 6, indicated as ΔI 5, 6 . This observation enables the formulation of a new quantity to assess the usefulness of the vocabulary itself. This quantity, termed information density, is defined below:
Information density of a vocabulary is the amount of information produced by a single event, measured per unit size of the vocabulary.
The information density of a vocabulary of size x is implies the usefulness of the vocabulary in terms of the benefit (information produced) over cost (size of the vocabulary), and is obtained by dividing both sides of Eq. (4) 
Quantity versus Quality
The metric provides a measure for only the quantity, not the quality, of information stored in a function model. The numeric value of information can be increased merely by increasing the number of terms in the function model or the vocabulary, even if the model does not describe the system correctly or consistently. The issue of measuring quality of a function model is saved for future work.
Application of the Information Metric
The information content of function models is measured in a series of experiments on three products within the Design Repository. The products are the Supermax hair dryer, the Delta jigsaw and the Brother sewing machine. These products are chosen for the experiments as they are representative of the many products in the Design Repository, they demonstrate the use of many of the Functional Basis" commonly used functions, and one of them, the hair dryer, has been used as example in previous research related to function modeling (Mocko et al., 2007; Caldwell et al., 2008) . Additionally, these products demonstrate a variety of size and verbs-to- 
Experimental Protocol
Four experimental steps are defined in this protocol and illustrated through the Supermax hair dryer example. These steps are: 1) Model clean-up, 2) Translating the models across Functional Basis levels, 3) Defining the vocabularies, and 4) Computing the information content.
Model Clean Up
The three function models are selected from the Design Repository, and corrected for inconsistencies. For example, the hair dryer function model shown in Figure 3 contains some non-Functional Basis terms, such as "hot air" and "intensity". These terms are replaced with terms from the same level of the Functional Basis as used throughout the model, such as "gas" and "control signal". The adjective "hot" is dropped, since the Functional Basis does not provide any vocabulary of adjectives.
Next, the model is cleaned up from redundancies. For example, in the block containing the text "convert EE to ThE", all words other than the verb "convert" are deleted, since the arrows associated with the block are sufficient to indicate the nouns. Figure 6 shows the cleaned up model of the Supermax hair dryer, with the six corrections for inconsistencies highlighted with circles. The function models of Delta jigsaw and Brother sewing machine, as obtained from the Design Repository, are shown in Figure 12 in Appendix-A and Figure 16 in Appendix-B. 
Translating Function models across Functional Basis Levels
After a function model is cleaned, it is translated, that is, it is redefined with verbs and nouns from other levels of the Functional Basis, without any change to its topology. Since there are three hierarchical levels for both verbs and nouns, a model can be translated to 16 different designations, as shown in Table 4 . When a function model is translated from a lower to a higher level (upward translation), the taxonomical parent of each lower-level element is chosen as the new element. When a model is translated from a higher to a lower level (downward translation), each new element is chosen from the taxonomical children of the higher level element using some knowledge about the product. For example, in Figure 3 , the secondary function "guide" is translated to "channel" in upward translation, while in downward translation "allow DoF" is selected since the definition of "allow DoF" in the Functional Basis best describes the actual function in the product. Thus, upward translations are more objective than downward translations; however, owing to the uniform probability distribution over the levels in the Functional Basis, the specific selection does not impact the numeric score of information content. In order to ensure that each higher level term is represented in the lower levels, secondary terms that have not been categorized in the tertiary level are propagated, as is, to the tertiary level. For example, in Figure 6 , the secondary verbs "distribute", "import" and "export" are all propagated to the tertiary level at the time of translation. Figure 7 and Figure 8 shows the hair dryer function models of designations M(1,1) and M(2,2) respectively. These models are obtained by translation from Figure 6 , which is of designation M(2,2). 
Defining Three Types of Vocabularies for Computing Information Content
Due to the hierarchical arrangement of terms in the Functional Basis, a downward translation enables at least three definitions of the lower level vocabulary to be used for computations, as defined below:
Definitions:
1) The fixed vocabulary of a given level is the collection of all terms in the level.
2
) The used vocabulary of a given level and a given function model described on that level
is the set of terms that appear in the model.
3) The reduced vocabulary for a given function model that is obtained by translation from a higher to a lower level is the set of all lower level terms that can be obtained as taxonomical children of the higher level terms used by the higher level function model.
In the hair dryer function model, the fixed vocabulary of verbs for all models of designations M(1,n), M(2,n), and M(3,n) are given by all the verbs in the corresponding columns of Table 1, that is, 8, 21, and 35, respectively. The used vocabulary of verbs for the models of designation M(1,n), M(2,n) and M(3,n) are the number of verbs appearing in Figure 7 , Figure 6 , and Figure   8 , respectively, that is, four, eight and eight. The reduced vocabulary of verbs for all models of designation M(1,n) is accepted to be identical with the fixed verb vocabulary of the same models, since primary models cannot be obtained in downward translation. Since the used vocabulary of verbs for M(1,n) consists of "branch", "channel", "control", and "convert", the reduced vocabulary for M(2,n) is taxonomically obtained as the following list: "separate" and "distribute" (obtained from "branch"), "import", "export", "transfer", and "guide" (obtained from "channel"), "actuate" and "regulate" (obtained from "control magnitude"), and "convert" (obtained from "convert") -a list of 11 verbs. Similarly, for all models of designation M(3,n), the reduced verbs vocabulary is of size 12.
In a similar way, the nouns vocabularies of these three types are determined for each row in Table 4 . The combined vocabularies are obtained by adding up the sizes of the corresponding verb and noun vocabularies. Table 5 shows a summary of the verb (M(m,0)), noun (M(0,n)), and combined (M(n,n)) vocabularies of the fixed (F), used (U), and reduced (R) types, for all ten designations. In each cell under columns U and R, the values separated by commas represent used and reduced vocabulary sizes for the Supermax hair dryer, the Delta jigsaw, and the Brother sewing machine respectively. The fixed vocabulary size is essentially a property of the vocabularies, not the models, hence remains equal for all products in each level. 
Computing Information Content
In order to compute information content, first the sizes of the respective models are determined. Since there are 18 verb instances and 24 noun instances in the hair dryer function model (Figure 6 ), the size of all function models in the bottom row of Table 5 , y V , is 18, and the size of all models in the left column of Table 5 , y N , is 24. The size of all models on the diagonal, Table 6 . The results for the Delta jigsaw and the Brother sewing machine are provided in Table 9 in Appendix-A and Table 10 in Appendix-B. 
Results
The results tabulated in Table 6 for the Supermax hair dryer are organized in bar charts for comparison in this section. Figure 9 shows the nine data points from the bottom row of Table 6 , which are the element-wise information contents of the verbs. The three clusters of bars represent the primary, secondary, and tertiary levels of the verbs hierarchy, corresponding to models of designation M(1,0), M(2,0), and M(3,0). Within each cluster, the individual bars represent information content using the fixed, used, and reduced vocabularies. Similarly, Figure 10 shows the nine data points from the left column of Table 6 , which are the element-wise information contents of nouns in function models of designation M(0,1), M(0,2), and M(0,3), and Figure 11 shows the nine data points from the diagonal of Table 6 Table 7 summarizes the trends of information content based on the experimental results.
Observations and Analysis
There are 27 trends recorded, resulting from the combination of three products, three vocabulary types (fixed, used, reduced), and three metrics (verb, noun, combined) . ΔI I,II represents the change in information content from the primary to the secondary level and ΔI II,III indicates the change in information content from the secondary to the tertiary level. The symbols "+", "0", and "-" in a cell under ΔI I,II , for example, indicate that the information content based on the secondary level is greater than, equal to, or lower than the information content based on the primary level. Eight interpretations of the results are presented here. They address the variation in information content across the hierarchical levels of the Functional Basis, the comparative increase of information across those levels, and the trends in information density.
1) Information content of function models based on the fixed vocabulary monotonically increases from the primary to the secondary to the tertiary level of the Functional Basis
(top three rows of data in Table 7 ). This trend is consistent for the verb, noun, and combined metrics, for all three products examined. This trend is expected, as the vocabularies increase in size with the levels (see Table 5 ).
2) Information content of function models based on the used vocabulary increases from the primary to the secondary level, but usually remains the same between the secondary and tertiary levels (middle three rows of data in Table 7 ). This trend is consistent in all but two out of nine cases. The two exceptions occurred in the noun metrics in the Delta jigsaw and Brother sewing machine models, where the information content increased from the secondary to the tertiary level. But this increase is marginal: 168 -126 = 42 bits in Delta jigsaw, and 256 -192 = 64 bits. As a result, the overall information, shown by the combined information content, remains the same between the secondary and the tertiary levels for both products. This observation indicates that even though the vocabulary size increases between the levels, the usage of terms in function models does not increase proportionately, which means that the tertiary level contains redundant functional terms, both verbs and nouns.
3) Information content of function models based on the reduced vocabulary increase from the primary to the secondary level, but usually remain the same from the secondary to
the tertiary level, in case of the verbs and the combined metrics (first and third row of the last three rows of data in Table 7 ). This observation is consistent through all but one out of six cases: the verb metric of the sewing machine. This trend is identical with Observation 2, and it reinforces the analysis that the tertiary level contains many redundant terms, which add little information content.
4) Information content of function models based on the reduced vocabulary using the noun metric increases from the primary to the secondary level, but decreases from the
secondary to the tertiary level (middle row of the last three rows of data in Table 7 ). As discussed in Section 8.1.3, the reduced vocabulary is obtained in two steps. First, the used vocabulary of the higher level is determined. Next, upon downward translation, this used vocabulary expands into its taxonomical children of the lower level. The vocabulary first reduces then expands in this process. While the reduction depends entirely on the function model, the expansion is entirely dependent on the hierarchical structure of the vocabulary. This observation, then, is a consequence of the fact that the hierarchical expansion of nouns from the primary to the secondary level is much higher than the expansion from the secondary to the tertiary level, which means that the Functional Basis noun hierarchy is an unbalanced taxonomy.
5) All 27 trends consistently show a significant increase of information content from the
primary to the secondary level, (three columns under heading ΔI I,II in Table 7 ). This observation indicates that the secondary level is more informative to the designer than the primary level. However, due to the mixed trends recorded under heading ΔI II,III , particularly in case of the used and reduced vocabularies, the tertiary level is not necessarily more informative to the designer than the secondary level. Table 8 Table 8 ). This observation is consistent for all three products, for all three vocabulary types, and for all three metrics. Thus, even though information contents based on the fixed vocabularies increase from the primary to the secondary to the tertiary level in all three products (Observation 1), the proportional increase gradually diminishes for all types of vocabularies in all products, the largest jump being in the downward translation from the primary to the secondary level of both verbs and nouns.
This observation supports from a different viewpoint the analysis of Observation 5 that the secondary level is the most useful level in the Functional Basis.
7) The information density based on the fixed vocabularies reduces from the primary to the secondary to the tertiary level (trends 4-6 in Table 8 ). For example, in the case of the Supermax hair dryer, the density of the fixed verbs vocabulary for the primary, secondary, and tertiary levels is 0.364, 0.146, and 0.099 bits per verb. This trend indicates that the usefulness of a given level, in terms of benefit (information produced)
over cost (size of the level), reduces with lower levels of the hierarchy. The tertiary level has the worst density.
8) The combined information content of function models is greater than the sum of the element-wise information contents (trends 7-9 in Table 8 ). This means that a combined model, described with verbs and nouns of the same hierarchical level, is more informative than the collection of two partial models, described with only verbs and only nouns of the same level. This observation is intuitively explainable, since, given the two partial models, some interpretation or value-added activity is required to join them into the combined model.
Conclusions
The secondary level of the Functional Basis vocabulary is clearly the most useful and informative level of the three, for both verbs and nouns, as collectively indicated by
Observations 2 through 6. The primary level is lower in information content, and therefore concluded to be less useful than the secondary, owing to too few terms to provide the necessary resolution for adequate function description. The tertiary level is problematic as it has too many redundant terms, which provide only a marginal proportional benefit over the secondary level, but at the cost of a poor information density. Thus the tertiary level seems to provide little information benefit. In fact, in some cases, the information content actually reduces upon a downward translation from the secondary to the tertiary level, making the tertiary level more discouraging to the designer. Overall, the secondary level appears to be the most preferred of the three levels, providing a good balance between information content and information density. In previous research, an empirical study revealed that about 92% of the Functional Basis terms in function models within the Design Repository belong to the secondary level (Caldwell et al., 2008) . This empirical observation reinforces the above conclusions, provided that the function models used in that study was constructed correctly using the Functional Basis.
The information metric acts as a measure of the usefulness of function models and the vocabulary, and behaves in agreement with practical expectations. It produces larger values for larger vocabularies, has a reasonable practical interpretation, satisfies the required criteria set by Information Theory research, and predicts a trend in information content that is practically reasonable (Observation 8). This metric needs to be externally validated in order to test the metric"s ability to reflect the judgment of designers about the practical value of function models and vocabularies. Further, it is hypothesized that the informativeness of function models is largely contributed by the topological information, discussed in Section 4. Hence, an extended metric that includes the topological information may be required . Another shortcoming of the metric is that it represents the quantity, not the quality, of information in a function model. In order to measure the quality of information, first a general representation schema and modeling rules for constructing function models is required. 
Appendix -A: Information Content of Delta Jigsaw Function model
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