Video fluoroscopy provides a cost effective way for the diagnosis of low bCLck pain. Backbones or ver tebrae are usually segmented manually from fluoro scopic images of low quality during such a diagno sis. In this paper, we try to reduce human work load by performing automatic vertebrae detection and segmentation. Operators need to provide the rough location of landmarks only. The proposed al gorithm will perform edge tletection, which is based on pattern recognition of texture, along the snake formed from the landmarks. The snake will then attach to the edge det.ected. Experimental results show that the proposed system can segment ver tebrae from video fluoroscopic image automatically and accurately. .
Introduction
Low back pain is one of the most cornmon health disorders and its cost can be enormous. There is a general consensus that the diagnosis and the treat ment of back pain can be aided by analysing spinal movement. At present, video fluoroscopic imaging provides the only practical method of obtaining im ages for spinal motion amllysis. Unfortunately, the analysis is difficult due to the low quality of the video fluoroscopic images. Figure 1 shows typical video flu oroscopic image of spine. A wide range of research on automatic extrac tion of landmarks and segmentation of vertebra have been conducted. In general, there are two main ap proaches which are widely adopted. [7] have been proposed to increase the ro bustness and the speed. However, all methods un der t.his feature detection approach assume the con trast of the image is high such that features can be detected easily. In most circumstances, edges and features have to be manually enhanced and refined before feature location can be done.
In this paper, an image enhancement scheme will be introduced such that there is no need to assume high image contrast and thus the vertebrae can be extracted with less human intervention. In the pro posed system, users have to indicate the rough posi tion of the vertebra. The rough landmarks will form an active contoul', or snake, which introduce shape constraints. The image region along the snake is en hanced by the proposed method. The snake will then attach to those region with special features (e.g. cor ner and edge) . The landmarks can then be extracted.
The architecture of the proposed system will be de scribed in the next secti on .
2

System Architecture
The whole system consists of three major compo nents, namely texture feature extractor, texture clas sifier and boundary detector. The working principle of these components is shown in figure 2.
Figure 2: During the learning phase, both the image and the ooge information wilt be analysed by the system. The sy .
• tern will extmct texture feature from the image. By using sup-' port vector machine, such feature will be learrtt to associate with edge or non-edge da.98 ac. cording to the edge information given. During testj'lg phase, the texture feature of testing im age will be extmcted. The feature will be put into the support vector machine and the associated da.% will be reported.
2.1
Texture Description
Spatial properties , like edge and corner, can be in ferred by the relationship between the pixels within a small region. For instance, intensity drop along certain direction al"Ound a pixel point can be inter preted a.. 'l the p oint lie on an edge. The relationship of pixels can be defined by texture.
In the proposed system, we depends on texture analysis to look for an edge. By a.. 'lSociating the texture feature to the correspond ing texture type, the probability of being certain tex ture cla.. 'ls can also be determined given the feature vector. In the system, there are basically two classes, namely the edge patch and non-edge patch. Sup port vector machine will be used to associate texture feature and the texture class. During the learning step, the relationship between pixels will be associ ated with the edge and non-edge classes. For edge class, the feature vector will contain information of slight directional gradient change; while for non-edge class, the vector will show a relatively smooth inten sity patch or a non-directional gradient change.
Texture Segmentation
Once the association is formed by support vector ma chine, it can be used to classify the incoming feature vector into the edge or non-edge texture classes. The whole testing image will be analysed from pixel to pixel. For each pixel, its texture class will be deter mined by the classifier after extracting the relation ship of the pixel and its neighbors. After perform ing the classification, a binary image of the texture map, which with value '0' for non-edge and value '1'
for edge, will be formed. A snake will be fitted to ward the edge texture. The positions of the snake segments will represent the boundary of the target.
Landmarks can then be extracted from the snake.
3
Textu , re Analysis using Markov Random Field
3.1
Markov Random Field
Markov Random Field was developed for texture analysis [11] , [12] and [13] . It can be used to de scribe a texture and make prediction on the inten sity value of a certain pixel given the intensity value of its neighborhood. The theories related to Markov Random Field can be found in [8], [9] and [10] .
In Markov Random Field, the neighborhood is defined as cliqu e elements. Consider that S = {81' S2, . . , sp} is a set of pixels inside the image, and N = {N.ls E S} is the neighborhoods of the set of pixels. Neighborhood is defined a.. 'l (1) s rt N., (2) s E Nr � r ENs, and the distance from s to r is bounded. The order of the neighborhood system is determined by the distance between sand r above.
A clique C c;: S is defined as the subset of pixels such that every combination is a neighborhood system of a certain pixel. 
where Z is a normalising constant :
and T is the temperature constant, which is used in stimulated annealing .
From the equations above, the model of texture is encapsulated by the energy term:
cEe The potential term above, Vc(w), describes the configuration potential for a cert ain class. To have higher probability to be in a certain class, such po tential should be a.') small a.') possible. In other words, if the relationship between pixels can infer the tex ture should be in certain class, the above potential should be small after applying the pixels relationship to the equation.
By using Markov Random Field as stated above, the probability of being in a certain texture cla.')s can be expre��ed (IS the configuration of the cliques, the potential of such configuration depends on the relationship between pixel and its neighborhood.
Texture Description
In the proposed system, we choose to use first-order neighborhood for simplicity. In other words, the con figuration of a clique with have at most 2 elements.
By using this neighborhood system and using Bayes decision theorem, equation (4) can be rewritten as: (5) i/ENi the 5(Xi, xd is the normalised correlation between pixel at 8; and those at 8i'.
During the learning phase as described in sec tion 2, the set of (3v is estimated according to the re quirement that the probability of its associated tex ture class will be maximised. The set of (3.,.' corre sponds to the correlation value and thus represents the configuration of the pixels such that it can be classified as that texture class.
In the system, this set of estimated (3 will be used as texture feature vector. It will be used as input of support vector machine such that the associa tion between texture feature and texture class can be formed. Vi. In the proposed system, the bi will be the texturc feature set {(3 i ,i'} after texture extraction on the in put image and {+ 1, -I} refers to edge and non-edge classes. During learning phase, the support vector machine will be trained to learn the edge and non edge pattern. During testing phase, the texture fea ture extracted from the image will be classified by the support vector machine. Mathematical details of support vector machine can be found in [16J.
In order to use support vector machine, kernel function should be defined. In the proposed system, gaussian RBF kernel is used :
According to the support vector theory, the deter minant function can be written as:
;=1
During learning phase, 0:, are learnt fwm data set {bi' Yi} under the following criteria function:
;,j=1
In the system, {ad are learnt through gradient ascent:
where 7] is the learning rate.
During testing phase, equation (7) can be used to determine whether the input pattern is an edge class or not. The output will be an binary image with '1' indicates the edge class and '0' indicates the non-edge class. . In the proposed system, the initial position of the active contour is defined by the user. The active contour will move according to the refined energy function:
where Eint represents the internal energy of the snake due to bending, Etexture represents the texture-based im(Lge forces, and E con represents the external constraint forces. The snake is said to be fitted if the E;nake is minimised. 
pixel-to-pixel intensity change).
Since the image is of noisy and low contrast, noise will introduce dozens of dist " racting edges under pixel-based analysis. If the original image energy is used, the corresponding snake will be highly unsta ble and inaccurate. Instead of using pixel-based edge information, the energy term Etexture(V(8» is used in the proposed system. This term represents the en ergy of texture and is proportional to the negative of similarity of desired texture. This means the energy will be lower neal " the patch that shows desired tex ture (e.g. edge texture). Thus, the snake will search for strong edge in the binary texture map, that de Thus, texture is a much reliable feature than strong edge under pixel-based analysis.
Experiment and Result
The proposed system was implemented using Visual 
Experiment 2: Low Contrast and Noisy Video fluoroscopic Image
In this experiment, the vertebrae has to be seg mented from the medical image with poor quality and low contrast. Actually, the image may not be segmented easily manually. In training phase, the to tal number of samples to be trained is around 1000, half of them is edge and half of them is non-edge. The samples are selected manually and are selected from images with similar illumination and contrast. The learning images and the testing images are randomly selected from the same video sequence and thus with similar illumination and contrast. The result of seg mentation is showed in figure 4 . The enlarged image is shown in figure 5 . It shows that the snake can fit some of the vertebrae very well. The accuracy cannot be determined here due to no ground truth image provided. If the output is compare with the landmarks marked by a skilled physician, the relative root-mean-square error is less than 3% in average. The processing time is around 18s where the image with size 600 x 450 pixels. In this experiment, commonly used snake approach, which involves using smoothing, edge detection, and snake, is tested. Snake approach and its variation, active shape model, are widely used in analysing video fluoroscopic images (e.g. [6] ). In this exper iment, the input image is smoothed fi rst so that the noise can be reduced. Sobel edge detection is performed on the resultant image. Snake is finally fitted by replacing Etexture(v(s» by Ei=age(v(s», 669 which is the negative of intensity of the edge map, in equation (10) . The testing results are shown in figure 6 . The results show that if there is no image smoothing have been done, the edge map contains too much strong noise. It seems that the resultant edge map of corresponding smoothed image contains no noise. However, if such resultant image is equal ized, it shows that noise does exist actually. In addi tion, if smoothing is performed on low contrast image before edge detection, the resultant image shows no distinguished edge. This explains why the snake can not be fitted onto the target appropriately as shown in the last column of the figure.
As shown in the experiment, the performance of snake-based approach mainly depends on the per formance of edge detection. Actua.lly, the perfor mance of other approaches, e.g. hough transform approach ( [7] ), rely mainly on the performance of edge detection too. Without a good edge detec tion scheme, it seems that it is difficult to extract the landmarks. Common edge detectors, e.g. So bel and Canny edge detectors, may not be able to detect edge under low contrast and noisy environ ment. This meaIls snake-ba.<;ed approach and other edge-dependent approaches may not work well auto matically. Human intervention is needed in order to refined the edge. In contrast, the proposed system learn the edge pattern in initial stage and can auto matically detect edges in testing stage. This greatly reduces human workload in landmark detection by automating the segmentation part.
7
Conclusions
Spine motion analysis on video fluoroscopic images is useful in making diagnosis on low back pain. How ever, such analysis is difficult due to the low quality of the images. Several approaches, like snake-based approach, have been used to detect the landmarks from medical image and then estimate the dynamic of spine. Such approaches are usually assumes fea tures are clear and can be easily detected. Thus, hu man intervention is needed in refining such features in order to use such approaches. The proposed sys tem requires less human intervention by automating the edge detection and snake fitting. Operators may need to setup learning pattern and setup initial snake position only. During testing stage, the edge will be detected using pattern recognition automatically and the snake will fit toward the edge accordingly. How ever, the proposed system is not fast enough for real time analysis as required in applications like real time diagnosis. There is a need to improve the efficiency of the algorithm such that it takes shorter time to extract features and perform classification. In addi tion, the proposed method is a kind of learning ap proach that the performance highly depends on the 
