Singular paths spaces and applications by Bellingeri, Carlo et al.
ar
X
iv
:2
00
3.
03
35
2v
2 
 [m
ath
.PR
]  
20
 A
ug
 20
20
SINGULAR PATHS SPACES AND APPLICATIONS
CARLO BELLINGERI, PETER K. FRIZ, MA´TE´ GERENCSE´R
Contents
1. Introduction 1
2. Singular paths and spaces 3
2.1. Ho¨lder path spaces 3
2.2. Improper Young integration 5
2.3. Singular Besov paths 6
3. Singular rough path spaces 7
4. Application to Schramm-Loewner Evolution 10
4.1. SLE trace as singular Ho¨lder rough path 11
5. Connection with regularity structures 11
6. Application to Fractional Modelling and Rough Volatility 13
References 16
Abstract: Motivated by recent applications in rough volatility and regularity structures, notably the
notion of singular modelled distribution, we study paths, rough paths and related objects with a quantified
singularity at zero. In a pure path setting this allows us to leverage on existing SLE Besov estimates to see
that SLE traces takes values in a singular Ho¨lder space, which quantifies a well-known boundary effect in
the regime κ < 1. We then consider the integration theory against singular rough paths and some extensions
thereof. This gives a method to reconcile, from a regularity structure point of view, different singular kernels
used to construct (fractional) rough volatility models and an effective reduction to the stationary case which
is crucial to apply general renormalisation methods.
1. Introduction
In classical analysis, the improper integral
∫ 1
0+ f(t)dt := limε↓0
∫ 1
ε f(t)dt is studied, with application in
many parts of pure and applied mathematics. It is a basic observation of this paper that this extends to
improper Young and then rough integrals, as well as recent ramifications to rough volatility within regularity
structures [2], [9, Ch.14], which provided the original motivation for this note. The notion of singular
controlled rough path, in a Ho¨lder setting, is seen to be consistent with Hairer’s singular modelled distributions
[15]. We give a self-contained presentation of these spaces including a new time-change characterisation.
Moreover, we will introduce the notion of singular rough paths, which can be translated in the language of
regularity structures as a “singular model” defined over the rough path regularity structure, see [9, Ch. 13].
Our first application of such singular spaces comes from the seemingly remote field of SLE theory. More
specifically, estimates recently obtained in [11] are seen to imply singular Besov regularity (w.r.t. to half-
space capacity parametrisation) of SLE trace γκ = γκ(t, ω). Upon extension of classical embeddings to the
singular case, we can deduce singular Ho¨lder regularity of SLE trace, thereby quantifying known boundary
effects (at t = 0+) that affect SLE trace in the regime κ ∈ (0, 1). Specifically, we obtain
(1.1) γκ ∈ Cα
−
∗
,( 1
2
)−((0, 1];H)
where α−∗ and (1/2)
− should be read as any 0 < η < 1/2 and any α < α∗ = α∗(κ) is given by
α∗(κ) = 1− κ
24 + 2κ− 8√κ+ 8 .
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This refines classical results of Lind [17] and Johansson Viklund – Lawler [16]
(1.2) γκ ∈ C(α
−
∗
∧ 1
2
)([0, 1],H) ∩ Cα−∗ ([ε, 1],H).
By our characterization of Cα,η spaces, from (1.1) we also see that, for κ ∈ (0, 1),
(1.3) t 7→ γκ(t2) ∈ Cα
−
∗ ([0, 1],H) .
Noting that α∗(κ) decreases from 1 to 1/2, as κ ranges from 0 to 1, this constitutes a natural SLE extension
of know deterministic results ([10, 19] and the references therein) that {t 7→ γ(t2)} ∈ C1([0, 1];H), for trace
γ of Loewner evolution driven by classes of finite variation paths. We then see that SLE trace gives rise to
(singular) rough paths, in the spirit of [20, 3], but insisting on the finer Ho¨lder scale (instead of p-variation).
Our second application deals with an aspect of fractional stochastic modelling. In particular, we want
to reconcile “similar” definitions of a fractional Brownian motion in a rough analysis perspective. Loosely
speaking, we consider the process
WH = KH ⋆ ξ,
where KH is a singular kernel satisfying KH(x) ∼ |x|H−1/2 and ξ = dW is a real-valued white noise. To
regain analytic stability in the rough path sense, we need to enrich WH with Itoˆ objects like
∫
(WH)dW or
equivalently WHξ. This construction has been useful in the analysis of rough volatility models [2, 8], where
the modelling (e.g. [1]) imposes a Riemann–Liouville interpretation of WH , i.e. as left-hand side of
(1.4)
∫ t
0
|t− s|H−1/2dWs vs.
∫ t
−∞
KH(t− s)dWs .
However, when one search to apply general results in the theory of regularity structures, stationarity of
the noise is important, as is the assumption of a compactly supported kernel KH with the right fractional
behaviour near 0, which points to a different interpretation of WH , namely the right-hand side of (1.4).
As a prototypical example, we consider the Wong–Zakai approximation of the random distribution WHξ,
obtained from mollified noise ξε = ξ ⋆ δε. If we interpret WH as a Riemann–Liouville fBM, the convergence
in a rough (model) topology of the quantity W ε,Hξε, suitably renormalised, was done by hand in [2], also for
non-stationary wavelet approximations. On the other hand, the right-hand interpretation of (1.4) allows for
the use of the general BPHZ renormalisation theorem [6] which in the present setting asserts that W ε,Hξε
converges upon subtracting its (constant) mean.
As it turns out, singular path spaces allow regarding the (non-stationary) left-hand side as singularly
controlled by the right-hand side, thereby providing an elegant way to reconcile the difference in (1.4). A
related construction appeared in recent work in the setting of singular SPDEs with boundary [12]. Thanks
to singular rough integration (reconstruction), statements like∫ T
0
f(W ε,Ht )ξ
ε
t dt− cε,H
∫ T
0
Df(W ε,Ht )dt→
∫ T
0
f(WHt )dWt ,
with diverging Itoˆ-Stratonovich correction, are conveniently obtained (see Theorem 6.3). Our restriction
to H ∈ (1/4, 1/2) is only important to the extent that WHξ is “enough” to make rough analysis work,
otherwise branching objects of the form (WH)kξ, for k = 1, 2, ...,K(H), are required for robust integration.
Since these considerations are well-known and somewhat orthogonal to the “singular” theme of this note,
we have not pushed for generality in this direction. Similarly, as noted in [2], (possibly multidimensional)
Itoˆ–Volterra equations of the form
(1.5) Yt = Y0 +
∫ t
0
|t− s|H−1/2F (Ys)dWs
admit a rough solution theory, by a fixed point arguments in controlled rough path (modelled distribution)
space, once the underlying rough paths (model) has been constructed. (This step does not require any
stationarity of the noise.) Wong-Zakai approximation again requires renormalisation, and for appealing to
general results [5, 4] stationarity is again crucial. The same approach then applies, with (1.5) solved in a
space singular controlled rough path (singular modelled distribution), relative to a stationary model that
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fits, as before, in the BPHZ setting of [6]. For instance, in case H > 1/4 this reasoning shows that Y ε → Y
in u.c.p. sense, where Y ε solves
Y εt = Y
ε
0 +
∫ t
0
|t− s|H−1/2(F (Y εs )ξεs − cε,HF (Y εs )F ′(Y εs ))ds.
Singular spaces are thus seen to provide an approximation theory for Itoˆ-Volterra problems, commonly used
in fractional modelling, as bona fide perturbations of stationary noise problems in the setting of regularity
structures for which general results are available.
Acknowledgements: CB was supported by DFG Research Unit FOR2402. PKF has received fund-
ing from the European Research Council (ERC) under the European Union’s Horizon 2020 research and
innovation programme (grant agreement No. 683164) and the DFG Excellence Cluster MATH+ (Projekt
AA4-2). MG thanks the support of the Austrian Science Fund (FWF) through the Lise Meitner programme
M2250-N32.
2. Singular paths and spaces
2.1. Ho¨lder path spaces. We are interested in the following generalisation of the usual Ho¨lder spaces.
Definition 2.1. Let 0 < α < 1 and η ≤ α. We say that a continuous path Y : (0, T ]→ R is (α, η)-Ho¨lder,
in symbols Y ∈ Cα,η((0, T ]) if it satisfies
(2.1) ‖Y ‖α,η def= sup
0<s<t≤T
|Yt − Ys|
sη−α|t− s|α <∞ .
This is a Banach space with norm given by |YT | + ‖Y ‖α,η. The classical Ho¨lder space Cα([0, T ]) can be
identified with Cα,α((0, T ]). The regime η > α amounts to enforce a certain vanishing at 0 and is of no
interest to us. We have the following characterisation of Cα,η((0, T ]) in terms of ‖·‖α;I the Ho¨lder semi-norm
on the interval I.
Proposition 2.2. An α-Ho¨lder path Y belongs to Cα,η((0, T ]) if and only if ‖Y ‖α;[ε,T ] = O(εη−α) as ε→ 0+.
Moreover one has the identity
(2.2) ‖Y ‖α,η = sup
0<ε≤T
‖Y ‖α;[ε,T ]εα−η .
Proof. Let Y ∈ Cα,η((0, T ]). By definition of Cα,η((0, T ]) and the monotonicity of sη−α, for every 0 < ε < 1
and every ε ≤ s < t < T one has
|Yt − Ys| ≤ ‖Y ‖α,ηsη−α|t− s|α ≤ ‖Y ‖α,ηεη−α|t− s|α.
by taking the sup on s and t we obtain
C := sup
ε∈(0,T ]
‖Y ‖α;[ε,T ]εα−η ≤ ‖Y ‖α,η .
Conversely, for any ε ∈ (0, T ],
(2.3) ‖Y ‖α;[ε,T ]|t− ε|α ≤ Cεη−α|t− ε|α .
Since Y is α-Ho¨lder on [ε, T ] we have trivially
|Yt − Yε| ≤ ‖Y ‖α;[ε,T ]|t− ε|α ≤ Cεη−α|t− ε|α .
By taking the sup on ε and t, one has ‖Y ‖α,η ≤ C and the proof is finished. 
Since we are considering the sup over a fixed set (0, T ], we can equivalently modify the underlying set of
values s such that the quantities |t− s| and s are comparable. Indeed one has a general estimate.
Lemma 2.3. Let α ∈ (0, 1), δ > 0 and η ≤ δ. There exists a constant C > 0 depending on α, η, δ, T such
that for any function Y : (0, T ]→ R one has
(2.4) sup
0<s<t≤T
|t−s|≤s
|Yt − Ys|
sη−δ|t− s|α ≤ sup0<s<t≤T
|Yt − Ys|
sη−δ|t− s|α ≤ C sup0<s<t≤T
|t−s|≤s
|Yt − Ys|
sη−δ|t− s|α .
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Proof. We use the shorthand notation [Y ] to denote the quantity on the right-hand side of (2.4). We firstly
prove the inequality when η + α 6= δ. We fix 0 < s < t and using the shorthand notation N = ⌊log2(t/s)⌋,
we consider the sequence of values
(2.5) sn =
{
t n = N + 1
2ns n ≤ N .
Since these values satisfy |sn+1 − sn| ≤ sn for every n ≤ N , we can iterate the triangle inequality obtaining
|Yt − Ys| ≤
N∑
n=0
|Ysn+1 − Ysn | ≤ [Y ]
N∑
n=0
|sn+1 − sn|αsη−δn
= [Y ](2Ns)η−δ
(
(t− 2Ns)α + 2−N(η−δ) 2
N(α+η−δ) − 1
2α+η−δ − 1 s
α
)
≤ [Y ]sη−δ
(
(t− 2Ns)α + 2
Nα − 1
2α+η−δ − 1s
α
)
.
(2.6)
Using the definition of N and the Ho¨lder behaviour of the function t → tα there exists a constant C′ > 0
depending on α, η, δ such that
2Nα − 1
2α+η−δ − 1 ≤
1
2α+η−δ − 1
(tα − sα)
sα
≤ C (t− s)
α
sα
.
Therefore we obtain
|Yt − Ys| ≤ (1 + C′)[Y ]sη−δ(t− s)α .
Dividing this expression by sη−δ(t− s)α and taking the sup, we conclude. In case η + α = δ we can repeat
all the calculation, but instead of the factor (2Nα− 1)/(2α+η−δ − 1) in (2.6) we have 2Nα(N − 1). Therefore
there exist two constants c, c′ > 0 such that
2Nα(N − 1) ≤ c (t
α ln(t)− sα ln(s))
sα
≤ c(1 + ln(T )) (t
α − sα)
sα
≤ c′ (t− s)
α
sα
,
thereby obtaining the result. 
An interesting characterisation of the functions Cα,η((0, T ]) is provided when η > 0.
Proposition 2.4. Let 0 < α < 1 and 0 < η ≤ α. A continuous path Y belongs to Cα,η((0, T ]) if and only if
the re-parametrisation t→ Y (tα/η) belongs to Cα([0, T ]).
Proof. We suppose that Y ∈ Cα,η((0, T ]) and we adopt the notation β = α/η. By hypothesis, there exist
two constants M,M ′ > 0 such that for any t > s > 0 such that |t− s| ≤ s one has
|Y (tβ)− Y (sβ)| ≤Msβ(η−α)|tβ − sβ|α =Mβsβ(η−α)
∣∣∣∣∫ t
s
rβ−1dr
∣∣∣∣α
≤M ′sβ(η−α)s(β−1)α|t− s|α =M ′|t− s|α .
Using Lemma 2.3 with δ = α = η we conclude that the re-parametrisation can be uniquely extended to a
α-Ho¨lder function on [0, T ]. On the other hand, if the function t→ Y (tβ) is α-Ho¨lder there exists a constant
C > 0 such that for any 0 < s < t ≤ T one has
|Y (t)− Y (s)| ≤ C|t1/β − s1/β|α = C
β
∣∣∣∣∫ t
s
r1/β−1dr
∣∣∣∣α ≤ Cβ sα/β−α|t− s|α = Cβ sη−α|t− s|α .
Diving both sides by sη−α|t− s|α, we conclude characterisation. 
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2.2. Improper Young integration. For any couple Y ∈ Cα1((0, T ]) and X ∈ Cα2((0, T ]) satisfying α1 +
α2 > 1, we can define for any t > s > 0 the Young integral∫ t
s
YrdXr .
Following e.g. [9, Chap.4] there exists a constant C > 0 such that
(2.7)
∣∣∣∣∫ t
s
YrdXr − Ys(Xt −Xs)
∣∣∣∣ ≤ C‖X‖α2;[s,t]‖Y ‖α1;[s,t]|t− s|α1+α2 ,
for every T > t > s > 0. The following theorem establishes a sufficient criterion to extend this integral to
(0, T ] by showing the existence the corresponding improper Young integral.
Theorem 2.5. Let Y ∈ Cα1,η1((0, T ]) and X ∈ Cα2,η2((0, T ]) such that α1+α2 > 1. Provided the conditions
η2 > 0, η1 + η2 > 0 and η1 6= 0, one has the convergence
(2.8)
∫ t
0+
YrdXr := lim
ε→0+
∫ t
ε
YrdXr ,
for any 0 < t ≤ T . We call the left hand side of (2.8) the improper Young integral, as function of t it belongs
to Cα2,η((0, T ]), where η := η1 ∧ 0 + η2 > 0. Moreover there exists a constant M > 0 depending on T and
the previous parameters such that
(2.9)
∥∥∥∥∫ ·
0+
YrdXr
∥∥∥∥
α2,η
≤M(|YT |+ ‖Y ‖α1,η1)‖X‖α2,η2 .
Before giving the proof, we stress the optimality of the conditions via the example Y : t 7→ tη1 and
X : t 7→ tη2 . In this case, ∫ T
s
Y dX = (const)|T − s|η1+η2 and the limit s = 0+ exists iff η1 + η2 > 0. On the
other hand, taking Y ≡ 1 shows that X must extend continuously from (0, T ] to [0, T ], which is captured by
the condition η2 > 0.
Proof. It is sufficient to prove the convergence (2.8) when t = T = 1. In order to show the convergence
to some value, we will firstly prove that In :=
∫ 1
2−n
Y dX is a Cauchy sequence. By means of the notation
Y n = Y2−n , we apply the inequality (2.7) with s = 2
−n, t = 2−n+1 obtaining
|In − In−1| ≤ |Y n|‖X‖α2;[2−n,2−n+1]2−nα2 + C‖X‖α2;[2−n,2−n+1]‖Y ‖α1;[2−n,2−n+1]2−n(α1+α2) .(2.10)
Thank to Proposition 2.2 we can derive some bounds of each quantity in the right-hand side above. Iterating
the triangle inequality, there exists a constant C′ > 0 such that for every n ≥ 1
|Y n| ≤
n∑
m=1
|Y m − Y m−1|+ |Y 0| ≤ ‖Y ‖α1,η1
n∑
m=1
2−mη1 + |Y1| ≤ C′(2−n(η1∧0)‖Y ‖α1,η1) + |Y1|
Plugging this estimate in (2.10), there exists a constant c > 0 such that
|In − In−1| ≤ ‖X‖α2,η2
(
C‖Y ‖α1,η1(C′2−n(η1∧0+η2) + 2−n(η1+η2)) + |Y1|2−nη2
)
≤ c‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)2−nη .
(2.11)
Then the conditions in the statement guarantee that In is a Cauchy sequence converging to some limit I
such that for every n ≥ 0
(2.12) |I −
∫ 1
2−n
YrdXr| ≤ c‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)2−nη ,
Let us prove the convergence of the whole sequence in the right hand side of (2.8). For any fixed ε ∈ (0, 1],
we take N such that 2−N < ε ≤ 2−N+1 and applying the estimate (2.7) with s = 2−N and t = ε, one has∣∣∣∣∫ ε
2−N
YrdXr
∣∣∣∣ ≤|Y N |‖X‖α2;[2−N ,ε]|ε− 2−N |α2 + C‖X‖α2;[2−N ,ε]‖Y ‖α1;[2−N ,ε]|ε− 2−N |α1+α2
≤|Y N |‖X‖α2;[2−N ,2−N+1]2−Nα2 + C‖X‖α2;[2−N ,2−N+1]‖Y ‖α1;[2−N ,2−N+1]2−N(α1+α2) .
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Then, we can repeat exactly the calculations written above to obtain the estimate
(2.13)
∣∣∣∣∫ ε
2−N
YrdXr
∣∣∣∣ ≤ c‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)2−Nη ≤ c‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)εη.
Combining the two inequalities (2.12) and (2.13), we obtain the convergence (2.8). Finally let us show
that
∫ ·
0+
YrdXr belongs to Cα2,η. The case η = α2 follows trivially from (2.12). When η < α2 we use the
characterisation (2.2) obtaining∥∥∥∥∫ ·
0+
YrdXr
∥∥∥∥
α2,η
= sup
ε>0
∥∥∥∥∫ ·
0+
YrdXr
∥∥∥∥
α2;[ε,1]
εα2−η ≤ sup
n≥1
∥∥∥∥∫ ·
0+
YrdXr
∥∥∥∥
α2;[2−n,1]
2−n(α2−η) .
By means of the subadditivity of the Ho¨lder semi-norm and the inequality (2.11), we obtain for any n ≥ 1∥∥∥∥∫ ·
0+
YrdXr
∥∥∥∥
α2;[2−n,1]
≤
n∑
m=1
∥∥∥∥∫ t
s
YrdXr
∥∥∥∥
α2;[2−m,2−m+1]
≤
n∑
m=1
|Im − Im−1|2mα2
≤ c‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)
n∑
m=1
2−m(η−α2)
≤ c′‖X‖α2,η2(‖Y ‖α1,η1 + |Y1|)2−n(η−α2) ,
For some constant c′ > 0. Therefore
∥∥∫ ·
0+
YrdXr
∥∥
α2,η
is finite and one has the inequality (2.9). The general
case when T and t are arbitrary follows from the scaling properties of Ho¨lder semi-norms. 
Remark 2.6. As a special case of interest, for X ∈ Cα[0, T ], Y ∈ Cα,η(0, T ] and α > 1/2, we identify Cα[0, T ]
with Cα,α(0, T ] and Theorem 2.5 yields the improper Young integral provided η + α > 0.
2.3. Singular Besov paths. It is known that paths of fractional Besov regularity, X ∈ W δ,q([0, T ]) enjoy
α-Ho¨lder regularity provided α = δ − 1/q > 0 and also finite p-variation with p = 1/δ (see e.g. [7]). Let us
introduce a singular version of this space.
Definition 2.7. Let 0 < δ < 1, p > 1 such that α = δ− 1/q > 0 and η ≤ α. We say that a continuous path
Y : (0, T ]→ R belongs to the singular Besov space W δ,q,η((0, T ]) if it satisfies
(2.14) ‖Y ‖δ,q,η =
(∫
{0<s<t<T}
|Yt − Ys|q
sq(η−α)|t− s|1+δq
dsdt
)1/q
<∞ .
Out interest in singular Besov path spaces comes from the following embedding result.
Proposition 2.8. We have the continuous embedding
(2.15) W δ,q,η((0, T ]) ⊂ Cα,η((0, T ]) .
Proof. The proof is similar to Proposition 2.2. Indeed, for every ε ≤ s < t < T have, by the usual Besov
embedding, with α = δ − 1/q > 0, and using η ≤ α in the estimation below,
|Yt − Ys| ≤
(∫
{ε<s<t<T}
|Yt − Ys|q
|t− s|1+δq
dsdt
)1/q
|t− s|α
≤ εη−α
(∫
{ε<s<t<T}
|Yt − Ys|q
sq(η−α)|t− s|1+δq
dsdt
)1/q
|t− s|α
≤ εη−α‖Y ‖δ,q,η|t− s|α
In particular, we see ‖Y ‖α;[ε,T ] ≤ εη−α‖Y ‖δ,q,η and hence ‖Y ‖α,η ≤ ‖Y ‖δ,q,η, using Proposition 2.2. 
Remark 2.9. We note a notational clash, (classical) Besov ‖Y ‖δ,q vs. singular Ho¨lder ‖Y ‖α,η, but will not
try to resolve this for the simple reason that such Besov spaces will not play a central role in this paper. The
definition 2.7 is done for real-valued paths and we can trivially extend it when Y takes value in the complex
upper half-plane H (see Section 4).
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3. Singular rough path spaces
We extend the previous result to the case of the rough integration with respect to a specific two-level
family of rough-paths paths. In what follows all the definitions are given with respect to two fixed values
α, β ∈ (0, 1) such that α+ 2β > 1.
Definition 3.1. An inhomogeneous rough path is a triple X = (X, Xˆ,X) where X ∈ Cα([0, T ]), Xˆ ∈
Cβ([0, T ]) and X ∈ Cα+β([0, T ]2) satisfies the Chen relation
Xst = Xsu + Xut + (Xˆu − Xˆs)(Xt −Xu) .
We denote the set of inhomogeneous rough paths by C ([0, T ]).
For any given inhomogeneous rough path we define the corresponding space of paths which can be inte-
grated against it.
Definition 3.2. Let X ∈ C ([0, T ]) and γ ∈ (0, 1) such that α + β + γ > 1. An inhomogeneous controlled
rough path is given by a couple (Y, Y ′) where Y ∈ Cβ([0, T ]), Y ′ ∈ Cγ([0, T ]) and the remainder R, given by
(3.1) Yt = Ys + Y
′
s (Xˆt − Xˆs) +RYs,t ,
satisfies RY ∈ Cγ+β([0, T ]2). We denote the set of inhomogeneous controlled rough paths by Dγ+β
Xˆ
([0, T ]).
We introduce their corresponding singular version.
Definition 3.3. Let η ≤ α+ β. We say that X = (X, Xˆ,X), defined on (0, T ] is a singular inhomogeneous
rough path, in symbols X ∈ Cη((0, T ]), if it satisfies
‖X‖η := sup
0<s<t≤T
|Xt −Xs|
sη−(α+β)|t− s|α + sup0<s<t≤T
|Xˆt − Xˆs|
sη−(α+β)|t− s|β + sup0<s<t≤T
|Xst|
sη−(α+β)|t− s|α+β <∞
Let γ ∈ (0, 1) such that α+ β + γ > 1 and and η ≤ γ + β. We call (Y, Y ′) a singular controlled rough path,
in symbols Y ∈ Dγ+β,η
Xˆ
((0, T ]) if it satisfies
‖Y, Y ′‖γ+β,η := sup
0<s<t≤T
|Y ′t − Y ′s |
sη−(γ+β)|t− s|γ + sup0<s<t≤T
|RYst|
sη−(γ+β)|t− s|γ+β <∞ .
Using the intrinsic norms of inhomogeneous rough paths and controlled rough paths1, one can obtain the
same type of equivalences given in Proposition 2.2.
Proposition 3.4. Let X ∈ Cη((0, T ]2) and Y ∈ Dγ+β,ηXˆ ((0, T ]). Considering the quantities ‖X‖[ε,T ] and‖Y, Y ′‖γ+β;[ε,T ] one has the same results of Proposition 2.2 obtaining
(3.2) ‖Y, Y ′‖γ+β,η = sup
0<ε≤T
‖Y, Y ′‖γ+β;[ε,T ]εγ+β−η , ‖X‖η = sup
0<ε≤T
‖X‖[ε,T ]εα+β−η .
Proof. The proof follows in same way as Proposition 2.2. 
From (3.2) one has immediately the identity Cα+β((0, T ]) = C ([0, T ]) moreover one has the continuous
embedding
(3.3) Dγ
′+β,η
Xˆ
((0, T ]) ⊂ Dγ+β,η
Xˆ
((0, T ]) , if γ′ ≥ γ .
Similarly to the Young integral, for any (Y, Y ′) ∈ Dγ+β
Xˆ
((0, T ]) and X ∈ C ((0, T ]) we can define (see [9,
Chap.4]) for any t > s > 0 the rough integral ∫ t
s
YrdXr .
This function belongs to Cα((0, T ]) and it satisfies the inequality
(3.4)
∣∣∣∣∫ t
s
YrdXr − Ys(Xt −Xs)− Y ′sXst
∣∣∣∣ ≤ C‖X‖[s,t]‖Y, Y ′‖γ+β;[s,t]|t− s|γ+β+α ,
1They are defined as ‖Y, Y ′‖γ+β,η and ‖X‖η without the weight s
η−(α+β) or sη−(γ+β), see [9]
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for some fixed constant C > 0. We describe some sufficient conditions to show the existence of an improper
rough integral in this case.
Theorem 3.5. Let Y ∈ Dγ+β,η1
Xˆ
((0, T ]) and X ∈ Cη2((0, T ]) such that α+β+γ > 1. Provided the conditions
2η2 − 2β − α+ η1 ∧ 0 > 0, η1 + η2 − β > 0 and η1 6= 0, one has the convergence for any 0 < t ≤ T
(3.5) Zt :=
∫ t
0+
YrdXr := lim
ε→0+
∫ t
ε
YrdXr .
We call the left hand side of (2.5) improper Rough integral. The path Z belongs to Cα,η((0, T ]) and the couple
(Z, Y ) belongs to Dβ+α,ηX ((0, T ]) where η := 2η2 − 2β − α+ η1 ∧ 0. Moreover there exists a constant M > 0
depending on T and the previous parameters such that
(3.6) ‖Z‖α,η ≤M(‖X‖η2 ∨ ‖X‖2η2)(|YT |+ |Y ′T |+ ‖Y, Y ′‖γ+β,η) ,
(3.7) ‖Z, Y ‖α+β,η ≤M(‖X‖η2 ∨ ‖X‖2η2)(|YT |+ |Y ′T |+ ‖Y, Y ′‖γ+β,η) .
Proof. The proof is obtaining using the same strategy as Theorem 2.5. We fix again t = T = 1 and we
introduce the notation Y n = Y2−n , Y˙
n = Y ′2−n and Zn :=
∫ 1
2−n Y dX. Using the inequality (3.4) with
s = 2−n, t = 2−n+1, we obtain
|Zn − Zn−1| ≤|Y n|‖X‖α;[2−n,2−n+1]2−αn + |Y˙ n|‖X‖α+β;[2−n,2−n+1]2−(α+β)n
+ C‖X‖[2−n,2−n+1]‖Y, Y ′‖γ+β;[2−n,2−n+1]2−(α+β+γ)n .
(3.8)
Iterating the triangle inequality there exists a constant C′ > 0 such that for every n ≥ 1 one has
|Y˙ n| ≤
n∑
m=1
|Y˙ m − Y˙ m−1|+ |Y˙ 0|
≤
n∑
m=1
2−m(η1−β)‖Y, Y ′‖γ+β,η1 + |Y ′1 |
≤ C′‖Y, Y ′‖γ+β,η12−n((η1∧0)−β) + |Y ′1 | ,
(3.9)
which implies
|Y˙ n|‖X‖α+β;[2−n,2−n+1]2−(α+β)n ≤ ‖X‖η2
(
C′‖Y, Y ′‖γ+β,η12−n(η2+η1∧0−β) + |Y ′1 |2−nη2
)
.(3.10)
Passing to the first term in the right hand side of (3.8), we can apply again (3.9) to obtain for any n ≥ 1
|Y n| ≤ |Y n−1|+ |RY2−n2−n+1 |+ |Y˙ n−1||(Xˆ2−n − Xˆ2−n+1)|
≤ |Y n−1|+ 2−nη1‖Y, Y ′‖γ+β,η1 + ‖X‖η2(C′‖Y, Y ′‖γ+β,η12−n(η2+η1∧0−β−α) + |Y ′1 |2−n(η2−α)) .
(3.11)
Iterating recursively this estimate and using the fact that η2 > α, we obtain that there exists a constant
C′′ > 0 such that
|Y n| ≤ C′′‖Y, Y ′‖γ+β,η1
(
2−n(η1∧0) + ‖X‖η2(2−n(η2+η1∧0−β−α) + |Y ′1 |)
)
+ |Y1|
Therefore we obtain
|Y n|‖X‖α;[2−n,2−n+1]2−αn ≤ ‖X‖η2
(
C′′‖Y, Y ′‖γ+β,η1
(
2−n(η2−β+η1∧0) + ‖X‖η2 |Y ′1 |2−n(η2−β)
+ ‖X‖η22−n(2η2−2β−α+η1∧0)
)
+ |Y1|2−n(η2−β)
)
.
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Coming back to the initial estimate (3.8), there exist two constants c, c′ > 0 such that
|Zn − Zn−1| ≤ c(‖X‖η2 ∨ ‖X‖2η2)
(
‖Y, Y ′‖γ+β,η1
(
2−n(η2−β+η1∧0) + 2−n(η2+η1−β)
+ 2−n(η2−2β−α+η1∧0)) + |Y ′1 |(2−nη2 + 2−n(η2−β)
)
+ |Y1|2−n(η2−β)
)
≤ c′(‖X‖η2 ∨ ‖X‖2η2)(‖Y, Y ′‖γ+β,η1 + |Y ′1 |+ |Y1|)2−nη .
(3.12)
By hypothesis one has η > 0 and the sequence In is a Cauchy sequence converging to some value I. Following
the last part of Theorem (2.5), we can repeat the same steps to deduce the convergence (3.5) and the first
inequality (3.6). Let us show that the couple (Z, Y ) belongs to Dα+β,ηX . Firstly we apply (3.11) to show that
there exists a constant c′′ > 0 such that
‖Y ‖β;[2−n,1] ≤
n∑
m=1
|Y m − Y m−1|2mβ
≤ C′′(1 ∨ ‖X‖η2)(‖Y, Y ′‖γ+β,η1 + |Y ′1 |)
n∑
m=1
2−m(η2+η1∧0−2β−α)
≤ c′′(1 ∨ ‖X‖η2)(‖Y, Y ′‖γ+β,η1 + |Y ′1 |)2−n(η2−β+η1∧0−(α+β)) .
(3.13)
On the other hand, we deduce from (3.4) and (3.10) that there exists a constant c′′′ such that the function
RZst = Zt − Zs − Ys(Xt −Xs) satisfies for all m ≥ 1
|RZ2−m+12−m | ≤ |Y˙ m||X2−m2−m+1 |+ C‖X‖[2−m,2−m+1]‖Y, Y ′‖γ+β;[2−m,2−m+1]2−(α+β+γ)m
≤ c′′′‖X‖η2(‖Y, Y ′‖γ+β,η1 + |Y ′1 |)2−m(η2−β+η1∧0) .
(3.14)
We introduce for every n ≥ 1 the sequence
γn = sup
2−n≤s<t≤1
|RZst|
|t− s|α+β .
By splitting the above sup into two intervals and applying the two previous estimates (3.13) and (3.14), we
obtain the inequality for every n ≥ 1
γn ≤ γn−1 + |RZ2−n2−n+1|2n(α+β) + sup
2−n≤s<u≤2−n+1
|Yu − Ys|
|u− s|β sup2−n+1≤u<t≤1
|Xt −Xu|
|t− u|α
≤ γn−1 + |RZ2−n2−n+1|2n(α+β) + c′′′‖X‖2η2(‖Y, Y ′‖γ+β,η1 + |Y ′1 |)2−n(2η2−2β−α+η1∧0−(α+β))
≤ γn−1 + (c′′′ ∨ c′′)(‖X‖η2 ∨ ‖X‖2η2)(‖Y, Y ′‖γ+β,η1 + |Y ′1 |)2−n(η−(α+β)) .
Iterating recursively this inequality, we obtain a general estimate on the sequence γn which implies trivially
(3.7) and we conclude. The case when T > 0 is generic is covered using the scaling properties of the norms
‖X‖η2 and ‖Y, Y ′‖γ+β,η1. 
Remark 3.6. The present theorem is a generalisation of the classical rough integration as introduced in [13].
Indeed it is sufficient to set α ∈ (1/3, 1/2], α = β and Xˆ = X to recover it. However, the proof of this result
can be adapted to cover rough integration in a more general context of rough integration, see for example
[14] for branched rough paths and [18] for geometric rough paths.
To define them rigorously, we would need to introduce in principle a rigorous notion of singular α-Ho¨lder
geometric or branched rough path for any α ∈ (0, 1) and their corresponding notion of singular controlled.
However, looking at Definition 3.3, the notion of singularity applies only to the Ho¨lder properties of rough
paths, leaving invariant the algebraic part. Therefore we can adapt without any effort every rough path
definition in a Ho¨lder setting into a singular Ho¨lder one. Since all of these notions come also with an
equivalent bound on the rough integral, which extends (3.4), we can adapt every passage of the previous
proof in this generalised context.
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4. Application to Schramm-Loewner Evolution
In [11] the regularity of SLE trace γκ in half-space capacity parametrization was studied. In essence, there
exists set I(κ) ⊂ [0,∞) depending κ ∈ (0,∞) and a constant C > 0 not depending on κ such that for any
r ∈ I(κ) one has the estimate
(4.1) E[|γκ(t)− γκ(s)|q] ≤ Cs−ζ/2(t− s)(q+ζ)/2
where the parameters are functions q = q(r) and ζ = ζ(r) are given by2
q(r) =
(
1 +
κ
4
)
r − κr
2
8
, ζ(r) = r − κr
2
8
.
We recall from [11] that, at least for κ ∈ (0, 8) (our later interest concerns κ ∈ (0, 1) where boundary effects
play a role) the set I(κ) is defined introducing the auxiliary sets
I0(κ) := {r ∈ R : r < rc(κ)} with rc(κ) ≡ 1
2
+
4
κ
,
I1(κ) := {r ∈ R : q(r) > 1} , I2(κ) := {r ∈ R : q(r) + ζ(r) > 0} .
And then we define I(κ) := I0(κ)∩ I1(κ)∩ I2(κ). Since we want to study the trace of SLE using the singular
Besov spaces introduced in Definition 2.7, we introduce the set
J2(κ) = {r ∈ R : ζ(r) + q(r) > 2}
and we restrict the values of r in I(κ) ∩ J2(κ). Thanks to [11, Lem 5.1] one has the characterisation
(4.2) I(κ) ∩ J2(κ) = (1, rc)
and one has trivially that the set (1/q, (ζ + q)/2q)) is non empty.
Proposition 4.1. Let κ ∈ (0, 1). For any r ∈ I(κ) ∩ J2(κ) and δ ∈ (1/q, (ζ + q)/2q)) one has
E‖γκ‖qδ,q,η <∞ ,
for any parameter η > 0 such that η < (δ − ζ/(2q)) and η ≤ (δ − 1/q).
Proof. The result comes immediately from the definition of the singular Besov norm and the estimate (4.1).
Indeed we obtain
(4.3) E‖γκ‖qδ,q,η ≤ C
∫
{0<s<t<T}
s−q(η−α)−ζ/2|t− s|(q+ζ)/2−1−δqdsdt
Thus we only need to check that the choice of η and r in the statement implies that the integral on the
right-hand side of (4.3) is finite. First of all the condition on η prevents the integral to be infinite at s = 0
indeed one has trivially
−q(η − α)− ζ/2 = −qη + δ − 1− ζ
2
> −1 .
On the other hand to provide the integrability at the diagonal t = s the condition δ < (ζ + q)/2q) implies
immediately
(q + ζ)
2
− 1− δq > −1 .
Thereby obtaining the result. 
Using the inclusion (2.15), we can optimize over the range of admissible r to include the SLE trace in a
singular Ho¨lder space.
Theorem 4.2. Let κ ∈ (0, 1). With probability one, the SLE trace γκ(t) : 0 ≤ t ≤ 1 takes values in the
singular Ho¨lder space Cα,η((0, 1]), where α < α∗(κ) given by
(4.4) α∗(κ) = 1− κ
24 + 2κ− 8√κ+ 8
and any parameter η > 0 such that η < 1/2 and η ≤ α.
2Strictly speaking, the exponents must be modified by arbitrarily small ǫ, but for power counting arguments, this is good
enough.
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Proof. Following the proof of [11, Thm 6.1], one has that the quantity
ζ + q
2q
− 1
q
=
ζ + q − 2
2q
,
is maximal on I(κ) ∩ J2(κ) for the explicit value r′ = (−8 + 4
√
8 + κ)/κ thus yielding the desired exponent
α∗(κ). The choice α < α∗(κ) is done in accordance with Proposition 4.1. In order to obtain the optimal η
we will optimize over the same set of parameters the function
ζ + q − 2
2q
∧
(
ζ + q
2q
− ζ
2q
)
=
ζ + q − 2
2q
∧ 1
2
.
In case κ ∈ (0, 1) an explicit calculation shows α∗(κ) > 1/2. Therefore its maximal value is given by 1/2. 
Applying Proposition 2.4 to the SLE trace, we obtain an interesting property of its trajectories.
Corollary 4.3. For any κ ∈ (0, 1) and any α < α∗(κ) the re-parametrisation t 7→ γκ(t2) is a.s. an α-Ho¨lder
paths in Cα([0, 1]).
Proof. Proposition 2.4 implies that for α < α∗(κ) given in (4.4) and η < 1/2 such that η ≤ α the re-
parametrisation of the SLE trace γκ(t
α/η) : 0 ≤ t ≤ 1 is a.s. an α-Ho¨lder path Cα([0, 1]). By choosing η such
that the ratio β = α/η ≤ 2, the reparametrisation t → γκ(t2) = γκ((t2/β)β) becomes the composition of a
α-Ho¨lder function with a Lipschitz function. Thereby we obtain the thesis. 
Remark 4.4. Combining this result with the classical results on the Ho¨lder regularity of the SLE traces
given e.g. in [11] we can justify rigorously the assertion in the Introduction.
4.1. SLE trace as singular Ho¨lder rough path. We regard the SLE trace γκ as a path in R
2. The
random tensor series
1 +
∞∑
n=1
∫
0≤t1≤...≤tn≤1
(dγκ)t1 ⊗ ...⊗ (dγκ)tn ∈ T ((R2))
is called SLE signature and characterizes SLE trace, at least for κ ≤ 4, as was shown in [3]. The (compo-
nentwise) expectation, a deterministic element in T ((R2)), is conjectured to determine the law of SLE and
was partially computed in [20]. These iterated integral indeed make sense as “variational” Young integrals
[20, 11]. From a Ho¨lder perspective, as we shall now see, they create an interesting scale of (singular) Ho¨lder
rough paths.
Theorem 4.5. Let κ ∈ [0, 8). The SLE trace γκ can be lifted to an a.s. α-Ho¨lder geometric rough path for
any α < α∗(κ), when κ ∈ [1, 8). Moreover, in case κ ∈ [0, 1) γκ can be lifted to an a.s. singular α-Ho¨lder
geometric rough path with singularity parameter 0 < η < 1/2.
Proof. By direct inspection, this is true for γ0(t) = 2i
√
t, so assume κ ∈ (0, 8). We first treat the case κ ≥ 1
in which case we can ignore boundary effects and singular parameter. In view of the p-variation regularity
established in [20, 11], namely p = 1+κ−/8, iterated integrals are well-defined, but this does not quantify any
Ho¨lder control. We thus need to use, as in [7], the control function ω that emerges from the Besov regularity,
established in [11]. Applying the iterated Young integration with estimates in terms of ω, it will produce
the correct Ho¨lder regularity of the iterated integrals, which identifies γκ and its ⌊1/α⌋ iterated integrals as
α-Ho¨lder rough path. (Since α < α∗(κ) ≤ 1/2, it is inconsequential to regard it as α-Ho¨lder rough paths,
with singularity parameter η). It remains to deal with the case 0 < κ < 1. In this case α∗(κ) > 1/2 away
from 0, so that the trace is a level-1 (a.k.a. Young) path on [ε, 1], iterated (Ho¨lder) Young integration is
valid. On [0, 1], because of (1.2), this argument fails with classical iterated Young integration, but we can
reinstall it via improper Young integration of Theorem 2.5. Details are left to the interested reader. 
5. Connection with regularity structures
Inhomogeneous rough paths can be equivalently described using the formalism of regularity structures
(We refer to [15, 9] and we suppose the reader is familiar with its main concepts). To see this link we
introduce the vector space
T =
⊕
l∈A
Tl , A = {α− 1, β − 1, α+ β − 1, 0, α, β, α+ β} ,
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where each subspace Tl is one-dimensional. We represent the element of its canonical basis with the notations
Tα−1 = 〈Ξ〉 , Tβ−1 = 〈Ξˆ〉 , Tα+β−1 = 〈XˆΞ〉 , T0 = 〈1〉 ,
Tα = 〈X〉 , Tβ = 〈Xˆ〉 , Tα+β = 〈X〉 .
We introduce G, a group of linear automorphism Γh : T → T , defined for any h ∈ R3, h = (h1, h2, h3) as
ΓhΞ = Ξ , ΓhΞˆ = Ξˆ , Γh1 = 1 , ΓhXˆΞ = XˆΞ + h2Ξ ,
ΓhX = X + h11 , ΓhXˆ = Xˆ + h21 , ΓhX = X+ h2X + h31 .
The couple T = (T,G) is a simple example of regularity structure. Following [9, Lemma 13.18], we can rewrite
every element X ∈ C ([0, T ]) as a specific model ΠX over T and every element of (Y, Y ′) ∈ Dγ+βXˆ ([0, T ])
or Y ∈ Cα([0, T ]) as some examples of modelled distributions defined over ΠX. To describe the singular
controlled rough paths we recall the notion of singular modelled distributions (See [15, Ch. 6]). To define it
we use the shorthand notation | · |l for the absolute value of the l-th component of T and for any s, t ∈ [0, T ]
the elements Γts ∈ G defined by
(5.1) Γts = Γhst , hst = (Xt −Xs, Xˆt − Xˆs,Xst) .
Definition 5.1. Let δ > 0, η ∈ R, and X ∈ C ([0, T ]). A function Y : (0, T ] → ⊕l<δ Tl is said to be a
singular modelled distribution, in symbols Y ∈ Dδ,η((0, T ]), if it satisfies
(5.2) ‖Y‖Dδ,η := sup
l<δ
sup
0<s≤T
|Ys|l
(s ∧ 1)(η−l)∧0 + supl<δ sup0<s<t≤T
|t−s|≤s
|Yt − ΓtsYs|l
(s ∧ 1)η−δ|t− s|δ−l <∞ .
Following the trivial estimate
(5.3) (s ∧ 1) ≤ s ≤ (T ∨ 1)(s ∧ 1)
for any 0 < s < T , we can easily see that every function of Cα,η(0, T ]) is trivially included in Dα,η((0, T ]).
More generally, one can provide a full characterisation of singular controlled rough paths in terms of singular
modelled distribution.
Theorem 5.2. Let X ∈ C ([0, T ]) and (Y, Y ′) ∈ Dγ+β,η
Xˆ
((0, T ]). Then the function
(5.4) Yt := Yt1+ Y
′
t Xˆ
is an element of Dγ+β,η((0, T ]). On the other hand, For every not-integer η ≤ γ + β and any function in
Dγ+β,η((0, T ]) with values in T0 ⊕ Tβ, its two components are an element of Dγ+β,ηXˆ ((0, T ]). Moreover there
exist a constant C > 0 depending on T, α, β, γ such that
(5.5)
1
C
‖Y‖Dδ,η ≤ |YT |+ |Y ′T |+ ‖Y, Y ′‖γ+β,η ≤ C‖Y‖Dδ,η .
Proof. Let us prove the first inequality in (5.5). We decompose ‖Y‖Dδ,η as the sum ‖Y‖Dδ,η = Y1 +Y2.
Using the definition of Dγ+β,η
Xˆ
, the identities (5.1) and the trivial estimate (5.3) one has Y2 ≤ ‖Y, Y ′‖γ+β,η.
For any 0 < s ≤ T one has
|Y ′s |l
(s ∧ 1)(η−l)∧0 ≤ T
γ‖Y, Y ′‖γ+β,η+T γ−η|Y ′T | ,
|Ys|l
(s ∧ 1)(η−l)∧0 ≤ T
γ+β‖Y, Y ′‖γ+β,η+T γ+β−η|Y ′T |+T γ−η|YT | .
Thereby obtaining the first part of (5.5). On the other hand, Let Z and Z ′ denote the two component of Z.
Thanks to Lemma 2.3 with α = γ and δ = γ + β there exists a constant D such that one has
sup
0<s<t≤T
|Z ′t − Z ′s|
sη−(γ+β)|t− s|γ ≤ D‖Z‖Dγ+β,η .
Combining this with (5.3) and the trivial estimate
|ZT |+ |Z ′T | ≤
2
T−(η∧0) ∨ T−((η−β)∧0)‖Z‖Dγ+β,η ,
we obtain the second inequality in (5.5) as long as we are able to estimate Rst = Zt − Zs − Z ′s(Xt −Xs).
Iterating the trivial identity Rst = Rut + Rsu + (Z
′
u − Z ′s)(Xt − Xu), we can repeat the procedure in the
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proof of Lemma 2.3. Thus for any 0 < s < t ≤ T in case η 6= β or γ + β we consider N = ⌊log2(t/s)⌋ and
there exist two constants C′, C′′ > 0 such that
|Rst| ≤ |R2Nst|+
N−1∑
n=0
|R2ns2n+1s|+
N∑
n=0
|Y ′2n+1s − Y ′2ns||Xˆt − Xˆsn+1|
≤ ‖Y‖Dγ+β,η(2Ns)η−(γ+β)
(
(t− 2Ns)γ+β + 2
N(γ+β) − 1
2η − 1 s
γ+β + ‖Xˆ‖β(t− s)β 2
Nγ − 1
2η−β − 1s
γ
)
≤ (1 + C′ + C′′)‖Y‖Dγ+β,ηsη−(γ+β)(t− s)γ+β ≤ (1 + C′ + C′′)‖Y‖Dγ+β,η(s ∧ 1)η−(γ+β)(t− s)γ+β .
Thereby obtaining the second part of bound (5.5). The remaining cases with logarithmic corrections are
treated in the same way as in the proof of Lemma 2.3. 
Remark 5.3. Using this equivalence, the general tools of regularity structures can provide an alternative
proof of Theorem 2.5 and 3.5 when η2 is respectively α and γ + β. We will give a simple sketch of it in this
second case. Starting from a singular controlled rough path (Y, Y ′), we consider Y ∈ Dγ+β,η((0, T ]) given
in (5.4) and we define the map YΞ: (0, T ]→ T as
(YΞ)t := YtΞ + Y
′
t XˆΞ .
This function is an example of product between two singular modelled distribution and it is an element of
Dγ+β+α−1,η+α−1((0, T ]) (see [15, Prop 6.12]). It turns out that the hypothesis of Theorem 3.5 allows us to
apply the reconstruction theorem for singular modelled distribution [15, Prop. 6.9], obtaining a distribution
R(Y Ξ) defined over [0, T ] which satisfies a bound of the type
(5.6) 〈R(Y Ξ), ψλs 〉 = Ys〈X˙, ψλs 〉+ Y ′s 〈X˙, ψλs 〉+O(λγ+β+α−1) ,
where ψλs is a sequence of function converging weakly to a Dirac’s delta centred at s and X˙, X˙ are the
distributional derivatives ofX and X. Comparing (5.6) with (3.4), we realise thatR(Y Ξ) is the distributional
derivative of the improper rough integral and one has the identity up to addition of constants
(5.7)
∫ t
0+
YrdXr =
∫ t
0
R(Y Ξ)(ds) ,
where the right hand side of (5.7) is defined by approximating the indicator of the set [0, t] by smooth
functions and showing that there is a unique limit. The additional properties of the improper rough integral
can be deduced by studying the analytic regularisation of this operation.
6. Application to Fractional Modelling and Rough Volatility
Recent advances in quantitative finance led to models where (stochastic) volatility is model in which
volatility runs on “rougher” than diffusive scales, locally described by a Hurst parameter H ∈ (0, 1/2).
Following [1, 2], moves in log-price then involve stochastic Itoˆ integrals of the form
(6.1)
∫ T
0
f(WHt )dWt ,
where f is a sufficiently smooth map, W is a standard Brownian motion, which we assume two-sided so that
ξ = W˙ is white noise on R. Le´vy or Riemann–Liouville fractional Brownian motion is then given by
(6.2) WHt :=
∫ t
0
KH(t− s) dWs = (KH ∗ ξ+)(t)
with Riemann–Liouville kernel KH(u) = uH−1/21u>0, and ξ+ white noise on R+, given as distributional
derivative of W1R+ . There is interest e.g. from asymptotic option pricing [2, 8]) to have a rough path type
stability for this integral. For H < 1/2, this requires an extension of rough paths that constitutes a most
instructive example of a non-trivial regularity structures [2]. In order to apply the standard results of the
general theory developed in [15], it is desirable – and necessary for BPHZ renormalisation a` la [6] – to replace
the process (6.2) by a stationary process, which we may take of the form
(6.3) ŴHt := (K̂
H ∗ ξ)(t) ,
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where ξ is a white noise on R and K̂H is a smooth function K̂H : R \ {0} → R+ satisfying the properties:
(1) K̂H ≡ KH on [0, T ] and supp(K̂H) ⊂ [0, 2T ];
(2) there exist a constant C > 0 such that for k = 0, 1, 2 one has
|∂kK̂H(u)| ≤ C|∂kKH(u)| .
The existence of such function is a trivial exercise in case of the Riemann–Liouville kernel. We now show
that WH can be regarded as singular controlled rough path when H > 1/4. The reference inhomogeneous
rough path W, over stationary noise, is obtained by setting by considering the triplet of functions
(6.4) W = (Wt , Ŵ
H
t ,
∫ t
s
(ŴHr − ŴHs )dWr) ,
where the integral in dW is an Itoˆ integral. Using some standard tools of stochastic calculus one has that
the conditions (6.4) defined an element W which belongs a.s. to C ([0, T ]), where α = 1/2− and β = H−.
Before stating a rigorous result on WH , we recall an elementary property of the function
(6.5) t 7→
∫ 0
−∞
K̂H(t− r) dBr ,
which is smooth on (0,∞) for any B ∈ Cδ([−2T, 0]), δ ∈ (0, 1) and we can derive under the sign of integral,
because K̂H is smooth outside zero.
Lemma 6.1. Let δ ∈ (0, 1) and B ∈ Cδ([−2T, 0]) such that B0 = 0. There exists a constant M > 0
depending on T and δ such that for any t > 0 one has
(6.6)
∣∣∣ ∫ 0
−∞
∂tK̂
H(t− r) dBr
∣∣∣ ≤MtH−3/2+δ‖B‖δ;[−2T,0] .
Proof. First consider the case when B is a C1([−2T, 0]) function. Notice that the property (2) of K̂H implies
the trivial bound
(6.7)
∣∣∣ ∫ 0
−∞
∂tK̂
H(t− r) dBr
∣∣∣ ≤ C ∫ 2T
0
|∂tKH(t+ r)|dr ‖B‖1;[−2T,0] ≤ C′tH−1/2‖B‖1;[−2T,0] ,
for some constant C′ > 0 depending on T . Next, by integration by parts one sees that∫ 0
−∞
K̂H(t− r) dBr = −
∫ 2T
0
B−r∂K̂
H(t+ r) dr .
Therefore the property (2) of K̂H implies there is also has another constant C′′ > 0 such that
(6.8)
∣∣∣ ∫ 0
−∞
∂tK̂
H(t− r) dBr
∣∣∣ ≤ C ∫ 2T
0
|∂2tKH(t+ r)|dr sup
−2T≤r≤0
|Br| ≤ C′′tH−3/2 sup
−2T≤r≤0
|Br| .
In case when δ ∈ (0, 1), we consider a standard sequence of mollifier ̺ε such that
∫
̺ε = 1 and defining
Bε = ̺ε ∗B we can combine (6.7) (6.8) to obtain∣∣∣ ∫ 0
−∞
∂tK̂
H(t− r) dBr
∣∣∣ ≤ ∣∣∣ ∫ 0
−∞
∂tK̂
H(t− r) d(Br −Btr)
∣∣∣ + ∣∣∣∂t ∫ 0
−∞
∂tK̂
H(t− r) dBtr
∣∣∣
≤ C′tH−1/2‖Bt‖1;[−2T,0] + C′′tH−3/2 sup
−2T≤r≤0
|Br − Btr| .
(6.9)
Using the properties of the mollifiers we can easily show that there exist a constant C′′′ > 0 such that
(6.10) sup
−2T≤r≤0
|Br −Btr| ≤ C′′′tδ‖B‖δ;[−2T,0] , ‖Bt‖1;[−2T,0] ≤ C′′′tδ−1‖B‖δ;[−2T,0] .
Combining (6.9) and (6.10), we obtain the desired inequality. 
Using this path-wise estimate we can easily show the following description.
Proposition 6.2. The couple (Y, Y ′) = (WH , 1) belongs a.s. to Dγ+H,H
−
ŴH
((0, T ]) for any γ ∈ (0, 1) such
that γ +H < 1.
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Proof. We prove the result when γ + H = 1 and the general case γ + H < 1 follows by the embedding
(3.3). Since Y ′ is constant we need only to estimate RY . It follows immediately from property (1) of K̂H
that WH = K̂H ∗ ξ+ on [0, T ]. By writing ξ = ξ+ + ξ− where ξ is a white noise on (−∞, 0] for any for
0 < s < t < T , we have the a.s. identity
(6.11) Rst =W
H
t −WHs − (ŴHt − ŴHs ) =
∫ 0
−∞
K̂H(t− r) − K̂H(s− r) dWr .
We apply Lemma 6.1 with B =W and δ = 1/2−. Since ‖W‖δ,[−2T,0] is almost surely finite, (6.6) yields the
bound
(6.12) |Rst| ≤ |t− s| sup
v∈[s,t]
|∂u
( ∫ 0
−∞
K̂H(u− r) dBr
)
|u=v ≤ D|t− s|sH
−−1 .
which shows the result. 
Since we want to describe the rough integration of a non linear function of (WH , 1) we fix γ = (1/4)+
so that (1/2)− + H + γ > 1. Applying then some general tools of regularity structures, we can actually
describe the stochastic integral (6.1) in terms of some smooths approximants. In what follows, we introduce
W ε, Ŵ ε,H and W ε,H as smooth approximations of W , ŴH andWH , built by replacing the white noise ξ by
a stationary approximation ξε, obtained by convolution with a rescaled mollifier function, ̺ε = ε
−1̺(ε−1·).
We also introduce the canonical stationary rough path
Wε = (W εt , Ŵ
ε,H
t ,
∫ t
s
(Ŵ ε,Hr − Ŵ ε,Hs )dW εr ) ,
and its BPHZ renormalisation
Wε;ren = (W εt , Ŵ
ε,H
t ,
∫ t
s
(Ŵ ε,Hr − Ŵ ε,Hs )dW εr − cε,H(t− s)) ,
best understood as integrated effect of centring in mean Ŵ ε,Ht ξt. The renormalisation constant
cε,H = E(Ŵ ε,Ht ξ
ε
t ) ,
does not dependent on t by stationarity.
Theorem 6.3. For f ∈ C3b and H > 1/4 one has the convergence in probability∫ T
0
f(W ε,Ht )ξ
ε
t dt− cε,H
∫ T
0
Df(W ε,Ht )dt→
∫ T
0
f(WHt )dWt ,
where (cε,H)ε>0 diverges at rate ε
H−1/2.
Proof. We split the proof into two parts: First of all we show that for any f ∈ C3b and H > 1/4 the couple
F (WHt ) := (f(W
H
t ), Df(W
H
t )) is still a singular controlled rough path and one has the a.s. identity
(6.13)
∫ T
0+
F (WHt )dWr =
∫ T
0
f(WHt )dWt .
The first property on F (WHt ) is a variation on standard results of composition of controlled rough paths
[9, Lem. 7.3, Thm 7.5] and easy to show by hand. To establish the identity (6.13) we first note, by
straightforward adaptation of [9, Prop. 5.1], that the a.s. identity
(6.14)
∫ T
s
F (WHt )dWr =
∫ T
s
f(WHt )dWt ,
holds for any 0 < s < T . By Theorem 3.5, the left-hand side of (6.14) converges to the left-hand side of
(6.13). Once we have the identity (6.13) we can recall the path-wise identity (5.7) to have
(6.15)
∫ T
0
f(WHt )dWt =
∫ T
0
RW(F (WH)Ξ)(ds) ,
where we denoted by RW the reconstruction operator associated to the model ΠW.
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Starting from (6.15), in the second part of the proof we apply the result contained in [15, 6] to obtain
that this reconstruction operation is the following limit in probability
(6.16) Rren
Wε
(F (W ε,H)Ξ)→RW(F (WH)Ξ) ,
where Rren
Wε
= RWε;ren is a sequence of smooth functions. To calculate them, we use again (6.13) and
rough integration of F (WH) against Wε and Wε;ren. It is clear that the second level perturbation which
distinguishes these models leads to second order correction, which manifests itself as
(6.17) Rren
Wε
(F (W ε,H)Ξ)(t) = f(W ε,Ht )ξ
ε
t − cε,HDf(W ε,Ht ) .
Combining the convergence (6.16) with (6.17) we obtain the result. In order to compute the renormalisation
constant we use the Itoˆ isometry to obtain
cε,H =
∫
R
∫
R
K̂H(t− s)̺ε(s− r)̺ε(t− r)drds =
∫
K̂H(−s)¯̺ε(s)ds ,
where ¯̺(y) := (̺(− ·) ∗ ̺)(y). Since K̂H = KH on a neighbourhood of 0 we can easily assume that the
support of ¯̺ is contained in it by taking ε sufficiently small. Therefore we obtain
cε,H = ε−1
∫
R
K̂H(−s)¯̺(ε−1s)ds = ε−1
∫
R
KH(s)¯̺(ε−1s)ds = εH−1/2
∫ +∞
0
KH(s)¯̺(s)ds .

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