Abstract. Let t (dx) denote a three dimensional super-Brownian motion with deterministic initial state 0 (dx) = dx, the Lebesgue measure. Let V : R 3 7 ! R be H older continuous with compact support, not identically zero and such that While this result only captures the logarithmic order, the method of proof enables us to obtain complete results for the corresponding moderate deviations and central limit theorems.
be H older continuous with compact support, not identically zero and such that V (x) dx > 0. In that case the normalizing bt 3=4 , b > 0, must be replaced by bt, b > 1. Introduction We consider a measure-valued process known as the Dawson-Watanabe process or super-Brownian motion. Its sample paths ( t (dx); t 0) are nonnegative Radon measures on R d . For 0 (dx) = (dx), we denote by P and E the corresponding probability measure and expectation respectively. We shall simply write P x , E x , when the measure is the Dirac measure at x and write P, E, when is the Lebesgue For a construction of this process, see section 1 in Isc86] . Note that the use of the Laplacian , as opposed to 1 2 , indicates that the underlying Brownian motion is being run at twice the standard speed.
The super-Brownian motion can be constructed (cf. Daw77]) as the weak limit of a system of many Brownian particles (with generator ) of small mass moving independently of each other and dying or duplicating with probability 1=2, after each small xed time interval. More precisely, if we have initially one particle of mass << 1 at each site of the lattice f 1=d x ; x 2 Z d g, and if each particle is dying or duplicating independently after time intervals of length , then the distribution converges to P as ! 0. For this reason, we classify the super-Brownian motion as a branching model throughout the introduction. Note that the process can also be constructed without passage to the limit (cf. Dyn89] Interestingly, all the above-mentioned models have in common a property of dimensional dependence as follows. The logarithm of probabilities, given by The proof is now completed for the case T 0 = 1. For arbitrary T 0 , simply replace all the T's by T=T 0 .
Both the probabilistic tool (Lemma 1) and the analytic tools (Lemmas 2 and 3) are useful in our approach. This will become clear in view of the next lemma which relates the cumulant generating functions to the solutions of (2.3).
Lemma 5. Let h be as in Lemma 4 and let u(t; x; h) exist for all t > 0. Then for all (t; x) 2 0; 1) R 3 , log E x fexp <h; t >g = u(t; x; h)
Proof. Use the identity in the rst paragraph of the introduction and analytic continuation (cf. IL93, Lemma 1.7]).
The next lemma concerns the limiting behavior of the solutions of (2.3). Taking Lemma 5 into consideration, it is also a result for the cumulant generating functions. This upper bound, together with the fact that h is continuous, ensures that K is nite. Moreover, it also follows that h 2 L 2 .
Let u(t; x; T) and u(t; x; T) be the solutions of the equations Recall that jxj 2 F(x) is bounded, so F 2 L 2 (dx). Therefore to nish the proof of (i) (resp. (ii)), we just have to let T ! 1, observing that if a T = 1 (resp. a T ! 0), then the right-hand side of the last inequality is bounded (resp. goes to 0). Let v(t; x; 0 ) be the mild solution of By Lemma 1, the third factor of the right-hand side equals 1 as long as the second factor is nite. If the second factor is in nite, then the inequality is trivial. So we can write To prove (i), set = 0 in (2.7). By using (2.4) we obtain that the right-hand side of (2.7) is equal to 1 ( 2 ). Letting ! 1 and then = ! 2 from above, we obtain (i), since > 4 whenever < 1. The proof of (ii) and (iii) is completed by letting go to 0 and by letting go to 1 in the last expression.
Lemma 8. Suppose V 2 B, 2 R. Then is nite whenever j j < 2 p 0 . The proof is completed by letting tend to in nity. To complete the proof of (ii), we just use the fact that T (?a)=a is non decreasing for a > 0. The rest of the proof is similar to the one for the (ii) and (iii) in the previous lemma.
Had the upper bound in Lemma 7 and the lower bound in Lemma 8 agreed, the G artner-Ellis Theorem (cf. Ell85]) would have implied a large deviation principle. Thanks to the following extension a lemma of Cox and Gri eath (cf. CG85, Lemma 7, pp. 1130-1131]), Lemmas 7 and 8 do guarantee that the logarithmic order of decay of the probabilities is as asserted in our main theorem.
Lemma 9. Let fY t ; t > 0g be a sequence of random variables, and a t , a normalizing sequence increasing to in nity, with t ( ) = a ?1 t log Efexp Y t g: Let and be two functions such that for some 0 < 0 1, we have The proof is completed by setting c( ) = L.
We are now in a position to prove the main theorem.
Proof of the Main Theorem. The rst part of the Theorem, namely that for any V 2 B, one can nd > 0 such that V 2 B, has been proved in Lemma 6. Next the function : 7 ! 1 2 (4 2 +), appearing in Lemma 7 (i), is strictly convex with derivative 0 at = 0. Similarly the function : 7 ! ? ( ? 2 2 ), appearing in Lemma 8, is strictly convex on j j 2 p 0 , and has derivative 0 at = 0. Therefore Lemma 9 applies, completing the proof of (i). Finally statements (ii) and (iii) follow from the matching upper and lower bounds in (ii) and (iii) of Lemmas 7 and 8.
In view of the corresponding more complete result for independent particles CD90, Rem90] one is tempted to make the following conjecture. It would be interesting to prove or disprove it. Conjecture 1. Since the topology on M is the projective limit topology of fM K ; K compactg, we can apply Theorem 3.3 of DG87] to complete the proof.
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