


















的 战 略 联 盟 可 以 称 之 为 学 习 型 战 略 联
盟。显然 , 这种由传统战略联盟向学习型
战略联盟的转变是有着其内在历史必然











当 非 实 体 资 源 逐 步 取 代 实 体 资 源 ,
也即知识资源逐步取代传统资源在单个
企业和联盟内 部 占 据 主 导 地 位 的 时 候 ,
传统战略联盟理所当然的发展、演变成

















竞 争 与 合 作 的 程 度 对 其 最 终 收 益 的 影
响 , 我们试图通过对于知识资源的“开放






和 u2(x,y), 其中 x 和 y 分别为企业 1 和 2
的战略 , 实际收益是他们在一段时间的
博弈后得到的 , 包括联盟共同知识资源
的积累和自身 的 知 识 资 源 积 累 两 部 分 。
由于双方处于学习型联盟中 , 故对方收






抛开 pi=1 和 pi=0 的特殊情况 , 当 0<
pi<1 时 , 联盟处于部分合作状态 , 因此上
述模型是一个蕴含了合作——竞争的扩
















当博弈均衡时 , 联盟达到稳定状态 ,




为 了 便 于 上 述 一 般 模 型 的 技 术 处
理 , 我们通过典型化的方法来进一步分
析开放水平对于联盟企业最终收益的影
响。假设成员 1 和 2 在学习过程中的努
力水平分别为 x 和 y, 努力的成本分别为
x2 和 y2, 由于彼此之间的互动 , 因此他们
对 于 联 盟 共 同 知 识 资 源 的 贡 献 可 设 为
kxy; 另 一 方 面 , 他 们 各 自 独 立 的 贡 献 可
设为 mx 和 my, 即与努力水平呈线性关






























分 别 将 x4(p1,p2)对 p2 求 导 , 将 y4(p1,












上式(8)即表明 : x4 是关于 p2 的单调
递增函数 , 而 y4 是关于 p1 的单调递增函
数。




贡 献 水 平 ( 当 p2 提 高 时 , mx4 增 加 ; 而 p1
提高时 , my4 增加 ) , 因为当对方 的 开 放
程度越高时 , 意味着自身的投入会更大
程度的给自己带来收益。
进一步的 , 把 x4 代入 y4 联盟企业 1
和 2 的实际收益函数 u1(x,y)和 u2(x,y), 得














显然当 p1<p2 时 , 有 u1 (p1,p2)>u2(p1,
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的 , 应较高水平的开放其自身知识资源 ,
即应趋于采用较大程度的“合作”和较小





是 , 我们发现 : 竞争与合作间的关系问题




“应在完全信 任 的 基 础 上 充 分 开 放 其 自
身知识资源”那样天真。
总的来说 , 根据我们的假设 , 利用一
般模型分析 , 如果在知道企业 1 和企业
2 的边际收益函数 u1(x,y),u2(x,y)以及他们
博弈达到的均衡 x*,y* 的情况下 , 我们可
以 根 据 (3)式 , 求 出 开 放 水 平 的 理 想 值 :






盟的作为显性 知 识 资 源 的 核 心 技 术 , 从
而使双方的学 习 效 率 始 终 相 差 悬 殊 , 进
而 使 中 方 企 业 长 期 处 于 不 利 的 战 略 地
位。因此 , 对于我国企业而言 , 在今后同





























































我们 , 可以通过一般模型分析 , 在
知道企业 1 和企业 2 边际收益函数 u1
(x,y),u2 (x,y) 以及他们博弈达到的均衡
x*,y* 的情况下 , 根据(3)式求出开放水平





其中 , a,(1- a) 分别为企业 1 投入联
盟 中 显 性 知 识 和 隐 性 知 识 资 源 的 百 分
比 , d1,d2 分 别 为 企 业 1 对 显 性 与 隐 性 知
识资源的开放水平 ; b,(1- b)分别为企业 2
投入联盟中显性知识和隐性知识资源的






一种“趋势上”的调 整 , 即 更 趋 向 于 开 放




联盟过程中理想的 开 放 水 平 为 60%时 ,
由 于 : 0.6=0.8×d1+0.2×d2, 故 当 max(d2)=1





得 联 盟 过 程 中 可 能 出 现 的 组 合 情 况 增
多 , 故而单纯而简单的股权与非股权战
略联盟结构模式选择 ( 如表 1) 已不再能
完全适应现实的需要。
于是 Bing Sheng Teng(2000)就将传
统的 2 种战略联盟结构模式扩展为了 4
种 : ①股权合资联盟 、②少 数 股 权 联 盟 、
③双边协议联盟、④单边协议联盟 , 它们




式 , 表( 2) 可能在一定程度上具有一定的
指导意义。
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态 , 因为很多时候虽然外商对其知识资
源相对较为保守 , 但是出于利用对方专








的两种结构模式 , 由于其没有本质区别 ,
因此只需根据企业的具体情况 ( 内外部





























的综合信用联系起来换 , 尤其是大客户 ,
以企业用户为主的欠费 , 数量往往较为












热点 , 应用的模型也从主要以 BP 网络
为主逐渐扩展到其他类型的网络 , 本文
尝试采用竞争神经网络为基础的学习矢




LVQ 算法是在有教师状态下 , 对竞
争层进行训练的一种算法 , 是从 Koho-
nen 竞争算法演化而来的。
LVQ 网络结构如图 1 示 , 一个学习





组 正 确 的 网 络 行 为 的 例 子 来 训 练 该 网
络。假定有以下的训练模式:
0x1,t15, 0x2,t5, ⋯⋯0xQ,tQ5,
其中 , 每个目标输出向量 tj (j=1,2,




矩阵 W2。W2 的列表示子类 , 行表示类。




0 如果 r"# k
W2 一旦定义好就不再改变 , 神经网
络的学习是通过改进了的 Kohonen 规则
使 W1 变来进行的 , 即在每次迭 代 过 程
中 , 将一个输入向量 X 提供给网络 , 并
且 通 过 竞 争 层 计 算 每 个 原 型 向 量 与 X
之间的距离 , 与 X 距离最近的神经元 i@




显 而 易 见 , Y 中 的 每 个 分 量 也 只 有
一个非零元素。假定其序号为 k@, 这样一
来 , 就表明 X 是指定给 k@ 类的。
接着对分类的结果进行分析。首先 ,
假如分类正确 , 即 若 yk@=tk@=1, 则 获 胜 的












第二 , 如果分类不正确 , 即若 yk@=1,
而 tk@=0 时 , 表示错误的隐含层神经元竞



















图 1 LVQ 网络结构图
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表 2 我国企业组建学习型战略联盟的结构模式选择
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