ABSTRACT In recent years, interference has played an increasingly significant part in bulkier and denser Long Term Evolution (LTE/LTE-Advanced) networks. Though intra-cell interference is successfully improved by Orthogonal Frequency Division Multiple Access (OFDMA), inter-cell interference (ICI) could cause a degradation of throughput and significantly impact Signal-to-Noise-Ratio (SINR) in the downlink (DL) network. Physical Cell ID (PCI) planning, an effective approach to eliminate ICI, is required to reduce collision, confusion and mod q interference, where q = 3 for Single-Input Single-Output (SISO) system, and q = 6 for Multiple-Input Multiple-Output (MIMO) system. In this study, a new definition of neighborhood relations was proposed based on the measurement report (MR) data in the actual network. Binary quadratic programming (BQP) model was built for PCI planning through a series of model deductions and mathematical proofs. Since BQP is known as NP-hard, a heuristic Greedy algorithm was proposed and its low complexity both in time and space can ensure large-scale computing. Finally, based on the raw data extracted from the actual SISO system network and the simulation calculation of MATLAB, the experimental results demonstrated that Greedy algorithm not only eliminates conflict and confusion completely, but also reduces the mod 3 interference of 26.213% more than the baseline scheme and far more than the improvement ratio of 4.436% given by the classical graph coloring algorithm.
I. INTRODUCTION A. MOTIVATION
As the base station (BS) and user equipment (UE) are booming, existing wireless communication network becomes bulkier and denser. However, the complexity of this network has made it difficult to manage and maintain by network operators and engineers [1] , [2] . Third Generation Partnership Project (3GPP) has adopted Long Term Evolution (LTE/LTE-A) standard to improve network throughput and satisfy the data demands of end-user [3] - [5] . LTE network is based on the single carrier Frequency Division Multiple Access for uplink (UL) network and Orthogonal Frequency Division Multiple Access (OFDMA) for downlink (DL) network [6] , [7] .
Though OFDMA technique has been employed in downlink network to eliminate intra-cell interference including inter symbol interference and inter code interference [8] , [9] , frequency reuse factor leads to Inter-Cell Interference (ICI), which significantly affects Signal-Interference-plus-toNoise-Ratio (SINR) of active UEs, especially UEs in cell-edge. As a result, the total throughput is significantly degraded [10] , [11] .
Physical Cell ID (PCI) planning is considered the most effective solution to reduce ICI and increase the throughput over Physical Downlink Control Channels (PDCCHs) under the constraint of non-orthogonal control regions between neighboring cells [12] . PCI, a significant parameter in the DL network, is the cell identifier in the physical layer. It is employed by the BSs for channel estimation and separation of cells in the handover (HO) measurements [13] , [14] . The number of PCIs is limited to 504 due to the combined special construction of the Primary Synchronization Signal (PSS) and the Secondary Synchronization Signal (SSS) [15] . This helps UEs achieve frequency and time synchronization during the cell search stage. To ensure the proper cell search, the PCI planning should reduce the impacts of ICI including collision, confusion, and mod 3 interference. As a result, given the limited PCIs and massive cells, the proper automated configuration of PCIs in the whole network is necessary to reduce the manual operations.
B. RELATED WORK
A large number of recent studies on PCI planning are investigated as follows. Abdulkareem et al. [16] presented a robust algorithm to configure and assign PCIs with guaranteeing conflict free and minimum PCI reassignment. An approach in the field of automatic PCI assignment in LTE-A network was developed in [17] . In the study, an algorithm was established based on graph coloring problem (GCP) allowing for multi-target optimization in different network deployment scenarios to minimize the number of PCI conflicts and confusion. Liu et al. [18] proposed an automatic centralized PCI assignment mechanism using operation administration and maintenance as central server to collect cell information of network. Besides, an improved graph-coloring algorithm was presented, which can significantly reduce time complexity while keeping a high PCI utility ratio to create a collision and confusion free PCI for new cells. The PCI self-configuration problem was mapped as a well-known minimum spanning tree (MST) to optimize the PCI reuse distance and avoid collision and confusion in the whole network [19] . In the meantime, some studies built combinatorial optimization models for PCI planning and solved them with intelligence algorithm, e.g., genetic algorithms [20] , [21] . Besides, based on the considerations of collision and confusion free between cells of different layers, some recent works have extended the analysis of PCI planning to heterogeneous LTE network [22] - [24] .
However, due to the superposition of reference signal (RS), PCI mod 3 interference in downlink network will significantly impact the channel evaluation in the case of multiple antennas (e.g., dual antenna or eight antenna). This will degrade SINR estimates [25] , which will be reported by UE and later used to select the Modulation and Code Scheme (MCS). This leads to wrong evaluation of channel quality indicator (CQI) and the delay of transmission in the downlink network [26] . Acedo-Hernndez et al. [27] presented a comprehensive performance analysis of the significant effects of PCI mod 3 interference on LTE downlink performance. Acedo-Hernndez et al. [28] presented a graph partition algorithm to reduce PCI collision, confusion and Cell-specific Reference Signal (CRS) collisions, e.g., PCI mod 3 interference.
Moreover, some relevant studies on binary quadratic programming (BQP) problems are to be presented here since BQP is the final model in our work. BQP problem is generally known as NP-hard [29] and has numerous important applications in many fields, including Max-Cut [30] and vertex coloring problem [31] in graph theory, capital budgeting and financial analysis problems [32] - [34] in economics, and image segmentation [35] - [37] in computer vision. Spectral relaxation and semi-definite relaxation are two classic methods broadly used for dealing with convex BQP problems. However, it is hard for spectral relaxation to ensure properties of solution in many cases because the loose bound [38] - [40] and semi-definite relaxation will cost large computational complexity for large-scale problems [41] . In the meantime, there are various heuristic algorithms for quickly finding a high quality solution in large-scale problems. For instance, in [42] and [43] , Scatter Search and Tabu Search algorithms are used to solve unconstrained binary quadratic programming (UBQP) problems. Greedy and Random Greedy algorithms can be also used to solve UBQP problems [44] . For non-convex BQP problems, Branch and Bound method (BBM) is suitable for small-scale problems with exponential complexity [45] , [46] , which has been applied in existing optimization software.
C. OUR CONTRIBUTIONS
In this study, a new definition of neighborhood relations based on Electro-Magnetic Interference (EMI) of signals was proposed in the downlink network thereby giving a quantitative mathematical description for ICI in various scenarios. Finally, a general BQP optimization model was built, which synthetically considers collisions, confusion, and mod 3 interference through a series of mathematical transformations and equivalent proofs. BQP problem is known as NPhard, so it is hard to find an exact solution in polynomial time unless P = NP, especially for the non-convex objective function with constraints. Though the algorithms in [44] can solve the UBQP well, it is invalid for this problem because it cannot even ensure the solution is feasible. Also, other existing algorithms, e.g., BBM will cost considerable time complexity and space complexity. Thus, a heuristic greedy algorithm is originally designed based on the special property of constraints. The time complexity of this algorithm is O(m 2 n 3 ) and space complexity is only O(mn + n 2 ), where m and n denote the amount of PCI and cells respectively. The Greedy algorithm with low complexity can be applied for the large-scale problems easily. To evaluate the performance of the proposed algorithm, this algorithm is compared with the scheme implemented in the live network and classical graph coloring algorithm based on actual data in LTE downlink network provided by China Mobile Group Beijing Company Limited (CMBJ).
The rest of this study is organized as follows. Section 2 gives the definition of PCI planning problem. Section 3 builds a BQP optimization model and presents some basic analysis of PCI problem's hardness. Section 4 and 5 provide the Greedy algorithm and a series of performance analysis, respectively, based on multiple simulation experiments. Section 6 draws the conclusion.
II. THE PCI PLANNING PROBLEM
A. THE DEFINITION OF PCI As described in the introduction, the number of PCIs is limited to 504 and each of them is indicated by SSS and PSS in the downlink network. SSS is valued from 0 to 167, and PSS is valued from 0 to 2. The definition of PCI is given as [47] :
where the minimum of PCI value is 0 when SSS = PSS = 0 and the maximum is 503 when SSS = 167, PSS = 2. 
In fact, UE u receives signals from multiple cells but only accesses cell i. Then cell i is the unique master cell. In the meantime, interference may result from the signal from cell j. Let P u,i and P u,j denote the received power of UE u from cell i and j, respectively. Moreover, the distance between cell i and j is expressed as d i,j and the neighborhood relation set of ordered pair (i, j) is denoted by formed as
where δ s and δ d denote the threshold of signal strength and distance, respectively. Then, cell i is the master cell, and cell j is the neighbor cell if ordered pair (i, j) ∈ and they make up a couple of neighborhood relations. Fig. 1 gives an example of neighborhood relation. The UE in Fig. 1 accesses to cell 1 as marked by red full line and cell 1 is the master cell. In the meantime, it receives signals from neighbor and other cells, illustrated by purple and white dotted line, respectively. To be specific, ordered pair set = {(1, 2), (1, 4) , (1, 7) , (1, 9)} as P u,1 − P u,j ≤ δ s and d 1,j ≤ δ d are met simultaneously, ∀j ∈ {2, 4, 7, 9}. Accordingly, neighbor cells 2, 4, 7, 9 and master cell 1 make up 4 couples of neighborhood relations.
Furthermore, the co-frequency neighborhood relation set of ordered pair (i, j) is denoted by f , which is expressed as
where f i and f j denote the frequency of cell i and j, respectively. Cell j is the co-frequency neighbor cell of the master cell i if ordered pair (i, j) ∈ f . They make up a couple of co-frequency neighborhood relations.
C. THE DEFINITION OF PCI PLANNING
The limited PCIs will be inevitably reused in the downlink network since the number of cells is far more than 504. However, the wrong allocation of PCI will significantly increase ICI and further effect the network quality. In order to reduce these ICIs, we should comprehensively consider and analyze the scenario of collision, confusion, and mod 3 interference occurring in neighboring cells at the same frequency. Collision may occur in some neighboring cells with the same frequency and PCI, which is shown as master cell 1 and neighbor cell 2 with the same PCI A in Fig. 2 . In the case of collision, UE may access cell 2 wrongly whereas cell 1 is the target. As it is difficult for the UE to judge these nearly signals effectively, the wrong access command will lead to a service interruption and cause the resource misconfiguration in the downlink network.
Confusion may occur in some master cells with two or more neighbor cells sharing the same frequency and PCI, which is shown as the master cell 3 allocated with PCI VOLUME 7, 2019 B and its neighbor cell 1 and 2 both allocated with PCI A in Fig. 3 . In the case of confusion, a UE served by master cell 1 is to be handed over to one of its co-frequency neighbors and PCI will lead to distinguishing problems for the UE. For instance, the UE may be handed over to cell 2 wrongly whereas cell 1 is the target. This scenario may also result in a service interruption and resource misconfiguration for UEs in the downlink network.
Similar to the scenario of collision, mod 3 interference may occur in some neighboring cells with the same frequency and PSS, which is shown in Fig. 4 as master cell 1 and neighbor cell 2 with the same PSS A. In other words, the PCI mod 3 value of cell 1 and cell 2 are equal. In the case of mod 3 interference, there will be a significant decline of the received signal quality (RXQUAL) for the UE due to the superposition of RS from cell 1 and cell 2. This scenario will lead to wrong evaluation of CQI and transmission delay in the downlink network. Besides, since the mod 3 interference is for the Single-Input Single-Output (SISO) antennas in OFDMA system while Multiple-Input Multiple-Output (MIMO) antennas in the 5th generation mobile networks (5G), the planners are required to consider mod 6 interference [28] to eliminate the conflict of reference signals.
Thus, synthetic analysis and evaluation including collision, confusion, and mod 3 interference should be considered to eliminate and reduce ICIs in the downlink network. Also, v ij = 1 if these two nodes share the same mod value of PCI. For the interference of PCI mod 3 and PCI mod 6, there is just little difference between these two methods in mathematics. Theoretically, PCI mod q interference is defined here for the sake of simplicity, where q is equal to 3 for the mod 3 interference in OFDMA system and equal to 6 for the mod 6 interference in MIMO system.
III. OPTIMIZATION MODEL

B. ESTABLISH BASIC MODEL
According to the above, let F 1,i , F 2,i , F 3,i denote the number of nodes which have conflict, confusion, and mod q interference with node i respectively. Subsequently,
because a ij u ij = 1 if a ij = 1 and u ij = 1, i.e.,, the node i and j are co-frequency with the same PCI. Then the amount of total collision in the downlink network is 
A proper PCI plan should comprehensively consider the ICIs, which closely related to the collision, confusion, and mod q interference. Thus, the objective function F for the amount of ICIs is multi-level about these three criteria. Generally, the weighted summation is an effective way to solve the multi-objective optimization. Therefore, the total value F =
a ij v ij , where ω 1 , ω 2 , ω 3 are the weight of collision, confusion, and mod q interference, respectively.
Since the objective function has been established, the constraints should be considered for the optimization model. Actually, we focus more on PCI allocation scheme than on the equality of PCI of certain nodes. For this purpose, we further define two 0-1 matrices X = [x i,k ] n×m and Y = [y i,h ] n×q , where x i,k = 1 if the PCI k will be allocated to the node i and y i,h = 1 if the PSS h is allocated to node i. With these two matrices, the distribution of PCI and PSS can be easy to approach. Since each node should be allocated only one PCI and PSS value, equality constraints are written as Moreover, y i,h can be written as x i,k due to the corresponding relation between PCI and PSS, as reflected in equation (1) . In other words, the value of y i,h for all h should be equal to 1 if x i,q×g+h = 1 for some g in each node i.
Furthermore, the implied relation between x i,k and u ij can be established because they both reflect the distribution of PCI, despite from different angles. In other words, the value of u i,j should equal 1 if the allocated PCI in node i is same as j, i. e, x i,k = x j,k for all PCI k. Likewise, the value of v i,j should be equal to 1 if the allocated PSS in node i is same as j, i. e, y i,h = y j,h for all PSS h.
Finally, the basic optimization model (I) based on PCI planning problem can be established below, where the objective is to minimize ICI in the downlink network F. In this model, the constraints should be satisfied as described above. The decision variables in this combinatorial optimization model are 
where the constraints (1) (5) in model (II) can easily demonstrate the establishment of constraint (2), which can be eliminated by ensuring the constraints (1) (5) to be satisfied. Moreover, the equality relationships reflected by the constraints (3)-(5) in model (II) can replace variables in the objective function. To maintain the consistency of subscripts, the expression of constraint (5) will be converted using matrix 
where the objective function is quadratic and the constraint is linear. Therefore, the model based on PCI planning problem is finally converted into a binary quadratic programming (BQP) model. For the convenience of narrative, the model (III) is equivalently rewritten as matrix form based on matrix theory.
where Tr denotes the trace of matrix and 1 = [1, 1, · · · , 1] T is an n dimensional column vector.
D. MODEL ANALYSIS
To further illustrate the difficulty of theoretically solving the model (IV), the convexity and concaveness of the objective function F should be determined. However, F is not always convex based on the deduction of theorem 3 as shown below.
Theorem 3: The convexity of F depends on the positive definiteness of matrix A and B.
Proof: See Appendix C. Since the input matrix A and B are not always positive definite in actual network thereby F cannot hold the properties of convex. Since the general BQP without convexity is NP-hard, PCI planning problem is NP-hard.
Therefore, it is hard to approach the exact optimal solution for the PCI planning problem in polynomial time. Besides, large-scale inputs in practical cases will cost not only huge time complexity but also huge space complexity for existing classical algorithms, e.g., BBM.
IV. ALGORITHM
To ensure calculation speed and reduce storage resources, this section presents a heuristic Greedy algorithm with scalable weights solving the model (IV). The lower complexity in time and space of Greedy algorithm contributes to actual network optimization. Moreover, scalable weights provide multiple options for planning in different scenarios.
A. BASIC IDEA
The process of non-convex F(X ) is inspired by the algorithm proposed by [44] , while the Greedy algorithm proposed in this study is original. Moreover, there are also essential differences mathematically between the unconstrained BQP problem and BQP problem with constraint. The algorithms in [44] can solve the former well but does not work for the latter because it cannot ensure the solution to be feasible. Other existing algorithms such as BBM will lead to huge time and space complexity. The key point of the proposed algorithm is to use constraints' special property that the sum of each row in matrix X is 1. This ensures the solution is absolutely feasible and the time and space complexity of the Greedy algorithm are both low.
The Greedy algorithm starts from the initial relaxation solution relaxing the binary limits and gradually iterates it with maximum gain in each iteration. To be specific, all elements of the column vector of the matrix X can change to 0 or 1 in each iteration. If an element x ik of X attempts to change, the improvement of F is defined as its gain. As the maximum improvement of all changed elements will fastest decrease the value of objective function, the corresponding element is really adjusted in this iteration. Finally, the termination condition of the algorithm is that all elements x ik are adjusted to 0 or 1. For the convenience of description, the element is defined as changeable if 0 < x ik < 1 and unchangeable if x ik = 0 or x ik = 1.
The detail of the Greedy algorithm is presented as follows. First, the initialized relaxation solution matrixX is formed asX
which satisfies the constraints but fails to meet the binary limits. For this purpose, the element x ik should change to 0 or 1 and meet m k x ik = 1, ∀i. Therefore, other elements x ik , k = k in the same row i will be changed passively when x ik changes yet other row elements x jk , j = i are all unaffected. For this reason, only the one row vector elements X i will change if changeable element x ik is adjusted in each iteration. If there are also l changeable elements and x ik is adjusted to 0, then other changeable elements x ik , ∀k = k in the same row should be passively adjusted to satisfied. Subsequently, the row vector X i is adjusted to z 0 i,k as
On the contrary, if x ik is changed to 1, other changeable elements x ik , ∀k = k should be changed to 0 immediately for holding m k x ik = 1. Subsequently, the row vector X i is adjusted to z 1 i,k as
Obviously, the unchangeable elements are all 0 in each iteration as the row vector X i will loss the chance to change if an element of X i has been changed to 1 in the previous iteration.
Additionally, the change direction of element x ik is determined by the improvement of objective function F(X ). For matrix X , the change of element x ik leads to the adjustment of column vector X i . Subsequently, when X i changes to
Moreover, letX denote the matrix differing from X just in the i-th row elements and the difference of F(X ) and F(X ) is denoted by F(z i,k ) as
Though the O(mn 2 ) time complexity of above matrices' multiplication for each change of element z ik seems to be inessential, lots of repeated calculation for all elements in each iteration will cost unbearable time. Thus, the method of directly calculating trace is improved by vector multiplication as expressed below, and the derivation can be obtained by simple knowledge of matrix theory.
) and For all changeable elements in each iteration, the smallest F(z i,k ) determines the change direction ofX i , namely z 0 ik or z 1 ik . In particular, it will select a z i,k randomly if there are multiple possibilities. There will be a row vectorX i adjusted in each iteration, which has no chance to re-change if x ik intends to be 1. Even when there are only two changeable elements, the last one will change to At this time, the Greedy algorithm terminates. The final X is absolutely feasible and x ik = 1 decides the finally assignment scheme, namely, the PCI k is allocated to cell i.
The pseudo code of the Greedy algorithm is shown as follows.
Algorithm 1 Greedy for PCI Planning Problem
Input: Cell amount n and PCI amount m, matrix A, weight
The space complexity analysis of Greedy is rather simple and primarily cost in the storage of matrix A, B, X , L, which cost at most O(mn) + O(mn) + O(n 2 ) + O(n × 3) = O(nm + n 2 ) space complexity. However, the time complexity mainly depends on the calculation of each iteration and the amount of iterations.
In each iteration, the calculation consists of two parts, calculating the prepared matrix XL, W 1 , W 2 , W 3 and F(z i,k ) for each changeable element x ik .
On the one hand, the calculation of prepared matrix XL will cost O(mn) time complexity and W 1 , W 2 cost O(mn 2 ) time complexity. Subsequently, the calculation of W 3 uses matrix of A+A T −2diag(A) and XL just cost O(n 3 ). Accordingly, all prepared matrix calculation will cost at most O(mn + mn 2 + n 2 ) = O(mn 2 ) time complexity.
On the other hand, the vector multiplication of
time complexity for each changeable element x ik . However, the amount of all x ik is not more than mn, so the calculation of F(z i,k ) for all changeable elements will cost not more than O(mn 2 ) time complexity.
Hence, the total time complexity in each iteration is O(mn 2 + mn 2 ) = O(mn 2 ). Moreover, the most iteration amount is O(mn) in the worst case that only one changeable element in each iteration is updated. Overall, the total time complexity of Greedy algorithm is at most O(mn 2 × mn) = O(m 2 n 3 ).
V. PERFORMANCE EVALUATION
To evaluate the effectiveness and performance of Greedy algorithm described as above, multiple groups of comparative experiments will be simulated in this section. First, system simulation environments are illustrated, including the source of raw data and some important parameters in the actual downlink network. The raw data is taken from the actual SISO system network and the simulation calculation is implemented by MATLAB. Subsequently, the comparative results of these experiments are presented and the comparison algorithms include the classical graph color algorithm and the baseline PCI assign scheme implemented in the live network. Next, multiple experiments with different weights are simulated to investigate the effects of weight ω 1 , ω 2 , ω 3 on the Greedy algorithm performance. Finally, the detail PCI assign scheme and PSS result based on the Greedy algorithm with weight ω 1 = 1, ω 2 = 1, ω 3 = 1 will be presented as an example.
A. SIMULATION ENVIRONMENT
These experiments are all tested with real data provided by China Mobile Group Beijing Company Limited (CMBJ). The antennas are all deployed in the SISO system. Thus, only mod 3 interference is considered in the simulation. Moreover, the raw data is extracted from the live downlink network, which includes 1131 cells at the same frequency and covering a dense urban geographical area of 53.0859 km 2 . The cell distribution in the live network is shown in Fig. 5 . Moreover, the raw data known as measurement report (MR) data is based on the information regularly measured by UEs, which reports the status and performance of network. MR data is used to generate the elements of matrix A. Besides, after the preprocessing of MR data, the information of master cell and its co-frequency neighbor cells can be obtained. The element of matrix A, a ij = 1 if master cell i has the co-frequency neighbor cell j. Fig. 6 shows a sample of MR data segment. The geographical distribution and performance configurations of cells constitutes the nodes of topological graph G. The edges of G are derived from the average statistics of MR data and two cells are considered as adjacent only if handover occurs between the master cells and neighbors at the same frequency and δ s ≤ 1.5 km, δ d ≤ 6 dB. Based on the statistics and preprocessing of raw MR data, the network topological graph G is constructed and the input adjacent matrix A is approached. Moreover, the hardware of simulation environment is a Windows-based computer with 2.4 GHz of CPU and 64 GB of RAM.
B. ALGORITHMS SIMULATION
First, seven different PCI planning schemes are all tested in the aforementioned simulation environment with PCI amount m = 504. The first five of them assign PCI to the cells from multiple perspectives and are approached by the Greedy algorithm configuring different weights. The last two approaches are classical graph color algorithm and the baseline plan implemented in the live network respectively. These PCI planning schemes are detailed below.
1) 1-1-1 Greedy. It is designed to reduce the collision, confusion, and mod 3 interference in a comprehensive and balanced way. The plan approach is configured with ω 1 = 1, ω 2 = 1, ω 3 = 1. 2) 1-1-0 Greedy. The scheme aims to avoid the collision and confusion whereas the PCI mod 3 interference is ignored. This scheme is based on the traditional perspective to assign PCI and the weight configuration is ω 1 = 1, ω 2 = 1, ω 3 = 0. 3) 0-0-1 Greedy. It is designed to desperately reduce the PCI mod 3 interference whereas the influence of collision and confusion are ignored. This plan is configured with ω 1 = 0, ω 2 = 0, ω 3 = 1. 4) 1-0-1 Greedy. It is designed to reduce the collision and PCI mod 3 interference whereas the confusion is ignored. For this purpose, it is configured with ω 1 = 1, ω 2 = 0, ω 3 = 1. 5) 0-1-1 Greedy. It is designed to minimize the number of confusion and PCI mod 3 interference whereas the collision is ignored. For this purpose, it is configured with ω 1 = 0, ω 2 = 1, ω 3 = 1. 6) Graph Color. The approach is a classical graph theory algorithm for planning PCI and the detail is referred to [48] . 7) Baseline. It is the PCI assignment scheme in the live network, which is continuously adjusted and optimized by experienced engineers. Table 1 lists the performance compared results of these seven PCI plans, including the number of collision, confusion, and mod 3 interference. To show the comparison results more clearly, the improvement ratio is calculated by the comparison of baseline plan and it is presented in parentheses as a supplementary explanation. Obviously, Graph Color algorithm completely eliminates collision and confusion despite the slight improvement of mod 3 interference. The performance of 1-1-0 Greedy is very similar to that of Graph Color and it reduces 0.359% mod 3 interference more than Graph Color. However, if ω 3 is not zero, the mod 3 interference phenomena will be significantly improved. The last four PCI assign scheme all reduce more than 26% mod 3 interference compared with baseline plan. 0-0-1 Greedy simply consider the effects of mod 3 interference leads to serious deterioration of collision and confusion. Moreover, 1-0-1 Greedy ignores the effects of PCI confusion and finally leads to the rapid increase of confusion. In the meantime, collision under 0-1-1 seems to be not too bad as the number of assignable PCI m = 504 is relatively enough to the number of cells n = 1131. Finally, 1-1-1 Greedy completely eliminates conflicts and confusion meanwhile the amount of interference reduction is also acceptable. Ignoring any one of collision, confusion, and mod 3 interference will all lead to network performance deterioration thereby PCI planning should comprehensively consider the impact.
Furthermore, we focus on the effects of single weight changes on network performance under the premise of comprehensive consideration. Since the number of 504 PCIs is sufficient relative to the amount of 1131 cells, the number of PCI is reduced to 30 in experiments of below groups for better observation. In this case, the effects of weight on the change of conflict and confusion are more significant.. Fig. 7 shows the impact of increasing conflict weight ω 1 on network performance under comprehensive considerations of these three conditions. Without loss of generality, the value of ω 1 is set to 1, 2, 10, 50 and even 100. Since the conflict value is relatively too small, the values of confusion and mod 3 interference are both shrunk by 20 times for the convenience of display. Proportional scaling does not affect the order of values, thereby the trend of each group of histograms will violate the facts. Additionally, to distinguish the slight difference between the height of histograms in Fig. 7 , the detail value is also added to the figure in the form of a table. Obviously, the value of conflict will decrease with the increase in ω 1 until it no longer changes. In the meantime, the value of confusion and mod 3 interference are increasing because they become more and more insignificant with the increase in ω 1 . Fig. 8 and 9 show the impact of confusion weight ω 2 and mod 3 interference weight ω 3 on network performance, respectively. They are basically the same as shown in Fig. 7 . However, the small difference is that they both show the original value of confusion and mod 3 interference without shrinking as the emphasis is no longer placed on conflict. Likewise, the table under the histogram provides detailed numerical information. Fig. 8 reflects a phenomenon similar to Fig. 7 , Namely, as the confusion's weight ω 2 increases, the phenomenon of PCI confusion becomes more and more improved whereas the conflict and mod 3 interference are deteriorated continuously. However, Fig. 9 shows that reducing the mod 3 interference also slightly improves conflict. This interesting phenomenon is correlated with their definitions and logical inference. Looking back at their definition above, if the PCI between two cells conflicts, then the mod 3 interference between them will be inevitable. For instance, the original PCIs of neighboring cells A and B are both 3, then the conflict and mod 3 interference between them both exist. Supposed the PCI of A is unchanged meanwhile improve the PCI of B, then its value is completely impossible to equal 3 if the mod 3 interference between them is eliminated.
C. ALLOCATION SCHEME
Finally, to present the actual allocation of PCI and PSS, all tested cells on the region map are dyed with different colors to distinguish. In accordance with the previous experimental results, the 1-1-1 Greedy algorithm is a comprehensive and balanced strategy. Accordingly, the allocated PCI and PSS are selected by the 1-1-1 Greedy algorithm and the PCI number in the simulation environment is 504. Thus, Fig. 10 provides 504 different colors, each of which corresponds to one PCI value. However, the number of PSS are always 3 then Fig. 11 only provides three different colors to label 0, 1, 2.
VI. CONCLUSION
In this study, a new approach to establish neighborhood relations was proposed based on the actual mobile networks, which is more reliable comparing with the conventional approach based on simulation results or idealistic assumptions. In addition, we established combinatorial optimization model to describe collision, confusion, and mod q interference comprehensively and quantitatively. Through rigorous formula derivation and mathematical proof, PCI planning problem was mapped as a BQP model, which is known to be NP-hard. Unfortunately, the difficulty is further increased by the non-convexity of objective functions. Based on the BQP optimization model, a Greedy algorithm was developed to automatically configure PCIs to each cell in the whole network. The time and space complexity of this algorithm were analyzed in detail. To evaluate the optimization performance of the proposed algorithm and verify the impact of weights, numerical simulations based on MR data were performed compared with the scheme implemented in the current network and the classical graph coloring algorithm. The experimental results demonstrated that the Greedy algorithm has a great advantage in reducing the collision, confusion, and mod 3 interference according to different weights in various scenarios. Moreover, the performance improvements of the Greedy algorithm configured different weights allow planners to make comprehensive and reasonable trade-offs in various scenarios. Finally, the allocation scheme of PCI and PSS provided 1-1-1 Greedy algorithm are both illustrated intuitively as examples. In fact, some results of our algorithms have been widely applied in CMBJ. In the meantime, the proposed algorithm can be applied in the 5G network when the mod 6 interference is considered for the MIMO system.
APPENDIX A PROOF OF THE THEOREM 1
According to the constraint (1) in model (I), there is a k satisfying x i,k = 1 whereas x i,k = 0 for all k = k and k ∈ {1, 2, 3, · · · , m}. Otherwise, if somek ∈ satisfies x j,k = x i,k , then there will be two possible scenarios fork will occur: 1)k = k ; 2) k = k . Certainly, u i,j are both equal 0 in these two scenarios. Ifk = k , binary variable x j,k should equal 0 due to x j,k = x i,k and x i,k = x j,k = 1. Then, 
APPENDIX C PROOF OF THE THEOREM 3
Let g(t) = F(X ) = ω 1 Tr((Z + tV ) T A(Z + tV )) + ω 2 Tr((Z + tV ) T B(Z + tV )) + ω 3 Tr(L T (Z + tV ) T A(Z + tV )L), where Z , V ∈ R nm . Then the convexity of F(X ) is consistent with g(t) according to the conclusion in [49] . Therefore, the gradient ∇g(t) and Hessian matrix ∇ 2 g(t) are presented as follows. 
