This paper reports some initial investigations into the application of feature tracking algorithms as an alternative data processing method for speckle correlation sensors capable of determining both the speckle pattern translation and rotation. The accuracy of translation measurements using the feature tracking approach was found to be similar to that of correlation based processing with accuracies of < 0.04 pixels. Rotation measurement accuracies of< 0.05
INTRODUCTION
Laser speckle pattern correlation is a measurement philosophy that uses the translation and decorrelation of recorded laser speckle patterns to infer information about the illuminated object or the illumination source and detector. This approach can be used to measure object translation, rotation and strain 1 and recently there has been increased interest in the technique for practical applications in industry and robotics.
2-4
For these applications, there is a requirement for either high speed measurement of the speckle pattern translation to enable continuous tracking of the speckle pattern, or the requirement to operate on low performance processors, for example space exploration rovers. Both of these requirements place constraints on the signal processing approach that can be used in terms of practical image size. In addition there is interest in the simultaneous measurement of the sensor in-plane rotation to provide additional information and correct for apparent translation caused by rotations. This paper reports some initial investigations into the application of an alternative data processing method for speckle correlation sensors that mirrors the human approach used in viewing speckle patterns, i.e. identifying characteristic speckles present in both images to determine the speckle shift. Although such feature detection and tracking is a well-developed concept in computer vision their application in laser speckle sensing is limited. To our knowledge, the only prior application of feature matching is the use of the scale invariant feature transform (SIFT) algorithm for personal identification card recognition 5, 6 where a feature matching approach is necessary to ensure that speckle patterns can be matched to a database even in the presence of translations and rotations. Such approaches are also potentially well suited to speckle correlation sensing for industrial and robotics applications allowing not only the speckle translation to be determined, but also the rotation of the speckle pattern to be computed.
Although it is well known that the rotation of the speckle pattern is related to the rotation of the illuminated object however practical implementations of such sensor using this property for the detection of in-plane rotation are few. This paper investigates the potential of using feature tracking approaches used in computer vision for speckle sensing and the suitability of the different feature matching algorithms are investigated using implementations available in the open source computer vision library OpenCV.
7 Initially a range of common feature detection, description, and matching methods are identified and their computational performance assessed in sections 2 and 3. This is followed in section 4, by a description of the geometric transformation between the two sets of matched points that is used to find the translation and rotation of the speckle pattern. Finally the performance of the speckle tracking approaches for translation and rotation measurements are investigated in section 5 using simulated and experimental results.
FEATURE DETECTION
The first stage of the processing involved the identification of the speckles or features to be tracked, in this work some common feature detectors, with implementations available in the OpenCV 7 library were selected for investigation and these can be grouped into three related families. The first intensity group are gradient approaches such as Harris corners 8 and Shi-Tomasi method also known as "Good Features To Track"(GFTT).
9
The second class of detectors are the accelerated segment tests (AST) methods including the FAST (Features from Accelerated Segment Test) detector 10 and the AGAST (Adaptive and Generic Accelerated Segment Test) corner detector 11 which operate using a simple concept based upon the examination of pixels on a ring around the point of interest. These detectors were implemented using the OpenCV FastFeatureDetector and AgastFeatureDetector classes. 7 The widely used combined feature detection and description algorithms, ORB 12 and BRISK 13 use orientated versions of these FAST like detectors and these detectors were also tested and were implemented using the OpenCV ORB and BRISK classes.
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The final class of detectors investigated uses an alternative 'blob' detection where the image is segmented based upon the image intensity.The commonly used combined feature detection and matching algorithms ScaleInvariant Feature Transform (SIFT) 14 and Speeded-Up Robust Features (SURF) 15 both use a Difference of Gaussian (DoG) approximation to detect blobs, however SURF uses a more efficient algorithm and hence was chosen for this investigation. The SURF method also computes the orientation of feature although this stage can be skipped in the Upright SURF (USURF) method. Both SURF and USURF were tested using the OpenCV implementations.
Feature detection speed
Initially the speed of the detectors was investigated as this is the critical parameter to application in manufacturing and robotics where high speed processing is essential. A set of uncorrelated speckle patterns 512x512 pixel in size were acquired using a 658nm fibre coupled diode laser (FibreTec II FTEC2658) together with a camera (Ximea MQ013CG-ON) positioned at a distance of 150 mm form the surface, a cast aluminium plate. The laser output was expanded to a spot of ∼8 mm diameter with the resulting speckle patterns having a speckle size diameter of ∼4 pixels. This data set was then processed using the different feature detection methods described above to find between 10 and 500 features with the average frame processing times shown in Table 1 . Table 1 . Average processing time per frame on an Intel core i5-4590 CPU for various methods of feature detection.Here 100 512x512 image frames were processed and typical processing times are shown for the range 10 -500 features.
Method
Typical Orientated FAST /BRISK) but faster than methods based upon difference of Gaussian blob detection. Theoretically of the AST detectors AGAST should be fastest however the OpenCV implementation of FAST appears to be better optimised or better suited to speckle images. The additional orientation calculations in methods such as the orientated FAST methods used in ORB and BRISK, and the DoG/SURF detectors, can be seen to only increase the processing time slightly, with the ORB detector approach performing the best. From this it can be seen that the most promising feature detectors for application to speckle image processing where processing speed is significant, are the Accelerated Segment Test type detectors, such as the FAST and the orientated version found in the ORB algorithm.
FEATURE MATCHING
In the feature matching stage the detected features or speckle must be identified and matched between images by some form of feature descriptor. In this work four methods that have available implements in the OpenCV library were investigated for use with speckle patterns: SURF, 15 USURF, 15 ORB 16 and BRISK.
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The SURF and USURF methods 15 use a descriptor calculated using a square grid, rotated accordingly to the computed orientation for the SURF method. This square is divided into a 4x4 grid of sub-regions for which a 4D descriptor vector is computed based upon Haar wavelet responses, giving a feature descriptor length of 64 values. Both feature descriptors are implemented using the OpenCV SURF class.
The ORB (Orientated FAST and Rotated BRIEF) algorithm uses a BRIEF 16 (Binary robust independent elementary features) like descriptor that constructs a bit string description of an image patch using a series of binary intensity tests between pixels pairs in the neighbourhood of the feature. This was implemented in the OpenCV library as the ORB feature matcher class 7 and produces a feature descriptor of length 256 bits (from 256 intensity point-pair comparisons).
The final feature descriptor method investigated with BRISK (Binary Robust Invariant Scalable Key-points) again this uses a modified BRIEF descriptor where random pixel pairs selection has been changed to an organised procedure with points positioned on on concentric circles around the key-point or feature. This was implemented using the OpenCV ORB class and produces a bit string of 512 point-pair comparisons.
After the feature descriptors have been computed then a brute force matching algorithm is employed which finds the closest matching key-point descriptor in the second set by trying each one and computing the distance based upon either the L1-norm (sum of the absolute differences 
Feature descriptor and matching speed
Next the speeds of the different feature descriptor methods was investigated and the results are shown in 2. Here 500 features were identified in each of 100 frames using the FAST detector method and the average time require by each method to compute the descriptors was calculated. The different matching methods were also investigated and the typical times taken to match 500 features using the different error measures are shown in Table 3 . It can be seen in Tables 2 and Table 3 that the binary descriptors used in the ORB and BRISK detectors are faster, as expected and are likely most suited to high speed speckle image processing requirements. 
CALCULATION OF TRANSLATION AND ROTATION
The final stage in the processing is to use the features/speckles that have been matched between two images to determine the translation and rotation of the speckle pattern. That is to find the rigid transform, T, that relates a set of points P detected in the first frame to a set P in the second, given by:
Where A x , A y is the speckle translation and θ is the rotation. This can be solved provided there at least two matched points using the least squares approximation of the system:
ASSESSMENT OF THE PERFORMANCE OF FEATURE TRACKING APPROACHES

Speckle pattern translation measurement
To assess the accuracy of the feature tracking approach, artificially shifted patterns were generated using the set of speckle patterns described in Section 2. Each image was artificially translated by sub-pixel shifts, and the translation calculated using the ORB, BRISK, USURF and SURF features detection/description methods, followed by the rigid transform estimation described in equation 3. The results are shown in Figure 1 which also shows the translation calculated using the normalised cross-correlation and Gaussian peak fitting for comparison. It can be seen that the BRISK, SURF USURF feature tracking algorithms have similar performance to the normalised cross-correlation and Gaussian peak fitting method and show similar pixel-locking effects 17 of ∼ 1/20 of a pixel. The ORB algorithm performs significantly worse that the other methods with large bias errors of up to 0.15 pixels possibly due to the shorter descriptor length of 256 bits. SURF and USURF perform similarly as they are essentially the same when there is zero rotation present as the descriptor rotation for the SURF method should be approximately 0
• in this test. They also show less (0.025 vs 0.033 pixels) peak-locking than the Gaussian peak fitting and normalised cross-correlation method. Comparison between experimental speckle velocimetry data processed using the normalised cross-correlation (NCC) and USURF feature tracking methods. The top axis shows the measured speckle shift while the difference between the NCC and USURF measurements are shown on the lower axis.
The performance of the feature tracking approaches was also assessed using experimental speckle patterns recorded of a speckle velocimetry sensor mounted on a translation stage moving over a surface at ∼ 5mm/s, with good correspondence between the correlation and feature tracking approaches found. For example, figure 2 (top) shows the results of processing using the normalised cross-correlation method and the USURF feature tracking method together with the difference between the two measurements. Here it can be seen that there is good correspondence with differences between the two approaches of < 0.1 pixels with little bias error, < 0.005 pixels, between the two and a standard deviation of ∼ 0.045 pixels, suggesting that the performance of the feature tracking approach is indeed comparable to that of the conventional correlation based processing.
Speckle pattern rotation measurement
Next, the accuracy achievable for measurements of speckle pattern rotation was assessed in a similar way using a sequence of speckle patterns recorded using the experimental set-up, described in Section 2 with the surface rotated at angles between 0 and 360 degrees in 0.5 degree steps via a rotation stage (ALIO HybridHexapod AI-HYBRID-HEX-60XY-15Z-56R) with rotational repeatability ±0.5 arc-second and 0.04 arc-second resolution. The captured images were then processed using the ORB, BRISK, USURF and SURF features detection/description methods, and the rigid transform estimation described in equation 3 used to calculated the rotation. The results are shown in Figure 3 with the top plot showing the measured versus applied rotation for the angles between 0 and 50
• and the middle plot shows the error in measured angle (i.e. the difference between the applied and measured angles of rotation). From this it can seen that there is significant differences in the performance of the different matching techniques which can be explained by the number of successfully matched features, if too few features then the error increases before there are insufficient points to solve the rigid transform. This is shown in the final plot in 3 which shows the number of feature matches versus rotation angle for each of the methods. The SURF descriptors can be seen to perform the worst, with the non-orientated version (USURF) failing first after ±6
• , followed by the orientated version (SURF) after ±10
• . The BRISK descriptor performs a little better with measurements possible up to ± 20
• The ORB descriptor performs the best with reliable calculation of rotation over the range ±50
• and angle errors of < 0.05
• over a range of ±20
• and < 0.02
• over ±5
• . This can be explained by the number of matched features where the ORB method has significantly more matches than the other methods.
CONCLUSIONS
In this paper a number of common feature tracking approaches have been tested for their suitability in processing of laser speckle images.These approaches appears to have potential performance similar to the cross-correlation processing conventionally used for the measurement of translation and offer the potential for the simultaneous measurement of in-plane rotation. In simulations, the BRISK, USURF and SURF feature detection methods all show similar levels of translational accuracy to the normalised cross-correlation (NCC) and 3-point Gaussian peak fit with a maximum error/peak-locking of ∼ 0.04 pixels. This was also confirmed by a comparison of experimental data processed using both normalised cross correlation and feature tracking methods, with the difference between the two methods found to be < 0.1 pixel.
The main advantage of the feature tracking approach in comparison to cross-correlation based processing is in the simultaneous measurement of image rotation. Experimentally rotated speckle patterns indicate that accuracies of< 0.05
• are achievable over angle range ±20
• . However the performance is very dependant upon the number of successfully matched features with the number of matched features dropping rapidly with rotation. The ORB feature description method was found to perform best in this respect, however future work should look at developing a feature descriptor that is more robust to rotation angle to allow the full range of rotation angles to be measured whilst minimising peak locking effects in translation measurements. Number of feature matches Figure 3 . Accuracy of rotation measurements made using the ORB, BRISK, USURF and SURF feature tracking methods, using experimentally rotated speckle patterns. (top) measured rotation versus applied rotation, (middle) angle error, measured rotation -applied rotation and (bottom) the mean number of matched features. Missing data points are where too few features were matched.
