Compressed multimedia transmission is assuming a growing importance in the telecommunication world. However, the high data rate variability of compressed video over multiple time scales makes an efficient bandwidth resource utilization difficult to obtain. Smoothing techniques is one of the approaches exploited to face this problem. Various smoothing algorithms have been proposed, that reduce the peak rate and high rate variability of video streams by efficiently prefetching video data to be transmitted over the network. However, all previous algorithms consider a constant available bandwidth. Such a constraint can be hardly verified in modern telecommunication networks. In this paper a novel online smoothing algorithm is proposed, that performs data scheduling by taking into account the residual available bandwidth, and at the same time minimizing rate variability changes. This algorithm can be fully exploited for online smoothing of video applications that want to tolerate very short playback delays. Numerical results show that the proposed algorithm is very effective for online smoothing purposes in a link sharing environment.
I. Introduction
The increasing computational capacity of modern computers together with the sustained growth of telecommunication networks bandwidth allow multimedia streaming through high-speed networks.
Multimedia applications like Video on Demand (VoD), Distance Learning, Internet video broadcast, entertainment services, etc, are assuming a growing importance. The common aspect of all these applications is the transmission of multimedia streams that require a sustained relatively high Variable Bit Rate (VBR) bandwidth with stringent Quality of Service (QoS) requirements [1] [2] . It is known that such high bit rate variability is characterized by a burstiness of the transmitted data over multiple time scales [3] . This VBR source behavior makes the optimization of network resource utilization more difficult while providing at the same time QoS guarantees, i.e., low delays and jitters, low data losses, and so on. An example of a VBR video stream is provided in From Figure 1 it can be noted that, to guarantee a lossless transmission of a VBR video stream, a bandwidth corresponding to the stream peak rate should be assigned; nevertheless, because of the high bit rate variability of the VBR traffic, such a bandwidth assignment would result in a waste of the total available bandwidth in the almost totality of the transmission time.
To reduce the total amount of bandwidth assigned to video streams, work-ahead smoothing techniques can be exploited [4] [5] . These techniques are based on the reduction of the peak rate and the bit rate variability of every stream present in the network; they consist in transmitting, ahead of playback time, pieces of the same film with a constant bit rate that varies from piece to piece according to a scheduling algorithm that smoothes the bursty behaviour of video streams. On the transmission side a buffer regularizes data transmission, while on the receiving side the frames are temporarily stored in a client buffer and extracted during the decoding process. Obviously, the bit rate must be chosen appropriately in order to avoid buffer overflow and underflow, ensuring a continuous playback at the client side, as will be more clear in the sequel. The client smoothing buffer size determines the number and duration of the Constant Bit Rate (CBR) pieces that characterize the smoothed video stream. An increase of the smoothing buffer size generally produces a smaller number of bandwidth changes among CBR segments and a peak rate and rate variability reduction of smoothed video streams [2] [4] .
As described in [5] , a VBR video stream is composed by N video frames, each of them of size bytes . On the server side, the stream data enter a buffer whose capacity is b bytes, and the buffer output gives the smoothed video stream data. At the client side, the smoothed video data enter the buffer and the original unsmoothed video frame sequence leaves the buffer. Let us now consider the client buffer model in the discrete frame time. It has to be pointed out that a discrete frame time is supposed to be the time interval necessary to transmit a video frame. To guarantee a feasible transmission, the cumulative input data to the buffer should arrive quickly enough to avoid buffer underflow, whose temporal evolution is given by the total amount of data consumed by the client buffer at discrete time k given by:
At the same time, to avoid buffer overflow, at time k the buffer client should not receive more data than:
So, the cumulative smoothed data have to respect the following bounds:
where represents the smoothed stream bit rate in the discrete frame time i, while are the cumulative smoothed data arrived to the client buffer until frame time k. The smoothed
stream transmission plan will result in a number of CBR segments, and the correspondent stream evolution is given by a monotonically increasing and piecewise-linear path that lies between the and curves, as can be shown in Figure 2 . In this figure, the smoothed video stream transmission plan consists of three CBR pieces, at constant bit rate (testified by the correspondent constant segment slope). According to the definition given in [5] , each CBR segment defines a run; moreover, each run can be considered as a frontier of possible starting points for the next run. A transmission plan example can be observed in figure 2. As described in [5] , different types of smoothing algorithms can be implemented, with the target to minimize some bandwidth parameters of VBR video streams, i.e., the number of bandwidth increases and decreases, the number of bandwidth changes, the variability of bandwidth requirements, etc. As previously stated, all smoothing algorithms transform the highly bursty video stream bit rate behaviour into a series of CBR pieces. The scheduling algorithm regulates each of the CBR bit rate values in such a way to respect the buffer constraints and . Now let us examine more in detail some of the most common smoothing algorithms proposed in literature.
The Critical Bandwidth Allocation (CBA) algorithm minimizes the number of bandwidth increases as follows. For bandwidth decreases, the rate decrease starts in the earliest point in time, when the previous run hits the lower bound curve. For bandwidth increases, the starting point of the next run is chosen in such a way that it extends as far as possible. In this way, the transmission plan has the smallest peak bandwidth requirement and the minimum number of bandwidth increases [6] .
The Minimum Changes Bandwidth Allocation (MCBA) algorithm minimizes both the number of bandwidth increases and decreases by performing the same research of the next run starting points made in the CBA algorithm, for bandwidth increases. This results in a transmission plan that minimizes the number of bandwidth increases, bandwidth decreases, and also the peak bandwidth requirement [7] . The transmission plan is obtained by creating a CBR piece in each time interval; the bit rate is obtained by connecting the extreme points of the lower bound curve. The segment slope represents the bit rate of the CBR piece. Finally, the segment is raised in such a way to be included among the two bound curves, avoiding buffer underflow [5] [8] . An enhanced version of the PCRTT algorithm, called e-PCRTT, can be found in [9] . It behaves like the PCRTT algorithm, but it is capable to reach the same transmission plans of the original PCRTT algorithm with smaller smoothing buffers, or alternatively, given the same buffer sizes, it reduces the number of bandwidth changes.
Furthermore, it reduces also the playback delay if compared with the PCRTT algorithm.
The choice of each of the mentioned algorithms depends on what aspect of data transmission has to be optimized among the peak rate, the number, the variability and the periodicity of bandwidth changes.
As an example of the application of the smoothing algorithm, in Figure 3 the bit rate of the "Star Wars" film is reported, smoothed with a client buffer of 1 Mbyte with the MVBA approach [4] . As previously stated, the smoothing technique drastically reduces the rate variability and, as highlighted in [3, 4] and as will be shown later, a consistent gain in network resource utilization can be obtained by exploiting this technique, which is likely to be implemented in real systems. All the mentioned smoothing techniques mainly apply to stored video traffic, where all source video data are a priori known and can be optimally scheduled in an "off-line" manner by applying one of the algorithms described above. The optimality of the offline algorithms derive from the a priori knowledge of the entire video data to be scheduled. Nevertheless, there is a growing number of VBR live interactive video applications (videoconferences, video news, etc.) that could require smoothing algorithms to reduce bit rate variability, at the cost of a short playback delay. Smoothing techniques have then to be applied in an "online" manner, taking into account a variety of situations, like client interactions and heterogeneous client buffer sizes [10] . The online smoothing algorithms generally have a limited a priori knowledge of frame sizes in short consecutive temporal observation windows; thus, they are able to smooth the VBR video data based only on the a priori knowledge of a limited set of frames, thus reducing video burstiness in a smaller time scale [11] [12] . It is easy to observe that, to the concepts previously explained, online smoothing algorithms perform generally worse than the corresponding off-line algorithms, since the first class of algorithms has more a priori knowledge of the video stream structure, performing in this way a more efficient prefetching of video data and thus an optimal transmission plan. Nevertheless, the online smoothing of VBR video streams remains effective to reduce peak rate and rate variability in the temporal window of interest, at the same time performing an on-the-fly computation of smoothing transmission plans. In this context of online video smoothing the proposed algorithm can be introduced and exploited.
The paper is structured as follows. In Section II the novel smoothing algorithm, called Available Bandwidth Smoothing Algorithm (ABSA), is formally presented and analyzed in detail. In Section III a numerical comparison with the well known MVBA smoothing algorithm is presented, in particular conditions of lacking of available bandwidth resources, pointing out the main advantages of the proposed algorithm. Finally, in Section IV some conclusions and future work on the ABSA algorithm are provided.
II. The ABSA smoothing algorithm
In this section the ABSA smoothing algorithm is proposed and implemented, taking into account not only the parameters of the smoothing algorithms proposed in literature, i.e., buffer size and unsmoothed data, but also the available residual bandwidth, that fluctuates in time due to the presence of other traffic running into the network. The ABSA algorithm represents a substantial novelty if compared with the other classical smoothing algorithms already analyzed; it can be efficiently exploited in an online smoothing context, in which VBR video smoothing has to be applied to portions of video streams running in the network, in a temporal observation window of specified size in which the stream data are smoothed according to the proposed scheduling algorithm. The a priori knowledge of available bandwidth resources in the considered time window is an important requirement; thus available bandwidth necessary for implementing the stream bandwidth plan, is supposed to be a priori known. For this reason, bandwidth resources are supposed to be derived using bandwidth estimation techniques [13] [14] .
Let us suppose to analyze the video data transmission in a temporal observation window of length N frame time. The online smoothing algorithms previously illustrated calculate the cumulative data
, satisfying the two bounds and expressed by (1) and (2). Let us now suppose to know the temporal evolution of available bandwidth observed in the frame time k. The two bounds (1) and (2) have to be changed according to bandwidth limitations. In particular, the transmission data rate has to be less than the available bandwidth for each
. In other words:
Furthermore, according to (3), it has to be:
It has to be pointed out that the bound depends on the available bandwidth , the transmission plan and the curve; this explains the subscripts. Similarly, exploiting again (4), it is verified that:
and according to (3):
with the obvious further condition:
Also in this case, the bound depends on the available bandwidth , the transmission plan and the curve.
It is thus satisfied that:
A feasible transmission plan verifies the constraints:
The main problem of the and calculation is that they depend on the scheduled data and respectively, but
can not be a priori known, since they in turn depend on and ; thus, the two constraints (5) 
Let us observe that the curve depends only on the available bandwidth in the frame time and the curve, but it does not depend on the transmission plan . It can be demonstrated that, if is a feasible transmission (that is,
then the curves and satisfy the relation:
Proof:
Let us proceed by induction and suppose that (6) is valid in k. We have to show that (6) is valid in k+1. It will be:
This demonstrates (6) .
The same procedure can be applied to the lower bound curve . In particular, let us define the
Also in this case, let us note that the curve depends only on the available bandwidth in the frame time and the curve. If (5) is satisfied, in particular , it is easily verified that:
In it is valid that:
Let us assume that and let us verify also that )
The (7) is thus demonstrated by induction.
Taking into account (6) and (7), it is important pointing out that, calling the global transmission plan as obtained by smoothing algorithm in the chosen sample window, the following relation is valid:
with the further advantage that and are two bounds for , that are independent from itself. For this reason, a first approach to find the transmission plan is to apply the optimal smoothing algorithm as described in [4] with the two boundaries expressed by the and curves, that is:
If a frame time is found in which , the corresponding transmission plan will not be feasible and the smoothing algorithm can not be applied due to the strong limitation in available bandwidth.
Let us now suppose to have verified the condition (9) and also that (5) is satisfied in all the observation window. That is,
where the transmission plan ) (k S has been obtained through the optimal MVBA smoothing algorithm [4] . In this case, the ABSA smoothing algorithm behaves exactly like the MVBA optimal smoothing algorithm. Let us suppose, instead, that after the calculation of and (5) is not effectively verified for each , since the transmission curve is obtained by applying the optimal MVBA smoothing algorithm with the constraints and , and not and . The purpose of the ABSA algorithm is to adjust the CBR segment slopes of the transmission plan S (and consequently the constraint curves and ) in such a way that (5) is verified for each k, at the same time maintaining the scheduling the closest possible to the optimal MVBA smoothing algorithm curve. To better explain this concept, let us suppose to have verified (5) for , and that in frame time , (5) is not verified. Since (9) is verified in each
let us choose . Given this assumption, it can be easily demonstrated that:
The left inequality constraint of (10) can be easily verified by observing that:
exploiting the definition of . The right inequality constraint can be verified by observing that:
But it can be noted that, because of the definition:
Thus:
and, exploiting (11):
For this reason, if the transmission plan is feasible in , that is, it satisfies (9) in , then the scheduling surely verifies (9).
Summarizing what previously explained, if there is a frame time such that satisfies (9), but not (5), the transmission plan can surely verify also (5) if: = Nevertheless, the assignment (13) is too much "aggressive", because it tends to occupy the maximum of the available bandwidth in the frame time . This is not the purpose of the ABSA 1 k algorithm, since it must also verify that the transmission curve in maintains the minimum variability in bandwidth changes. This purpose is reached by progressively increasing, in an iterative way, the value of since it verifies (5) in In Figure 4 the ABSA smoothing algorithm is formally presented. 
). (9) is not verified, the smoothing algorithm enters the loop from line 19 to line 33, that increases the bit rate in such a way to verify (9) in ) (k S k k = , at the same time maintaining ) (k S the closest to the optimal smoothing transmission plan in k k = . The choice of increasing in ) (k S k k = is justified because it has been demonstrated that if the transmission plan is feasible (that is, ), the transmission plan is found, the optimal smoothing algorithm is performed again in line 13, starting from k k = (since for k k < the ABSA transmission plan has been already found). The loop from line 19 to line 33 is then iteratively verified incrementing step by step the frame time k , until the end of the observation window is reached.
III. Numerical results
In this section some numerical results derived from the ABSA smoothing algorithm application are provided, to testify the effectiveness of the proposed algorithm. Different simulation scenarios have been considered, and the algorithm performance has been tested for different video stream types, different smoothing buffers and temporal observation window sizes. The available bandwidth information, in this specific case, has been derived in the hypothesis that other smoothed video streams form the background traffic. Specifically, twelve video streams of different types, chosen from a larger set of MPEG-1 coded video sources, previously smoothed using the MVBA algorithm with two different smoothing buffer sizes, have been aggregated. The chosen films are: the "Asterix" and "James Bond: Goldfinger" movies, smoothed using smoothing buffers of both 512 kbytes and 1024 kbytes, the "Jurassic Park", "Mr. Bean", "Simpson's", "Terminator 2" and "Star Wars" movies (smoothing buffer size of 1024 kbytes), a MTV video clip, a car race and a soccer final (smoothing buffer of 1024 kbytes).
The MVBA algorithm transmission plans of all the previous films have been derived by applying the MVBA algorithm over the entire film duration. For this reason, the MVBA curves are also called "MVBA offline smoothing" curves, since the smoothing algorithm is applied by previously knowing all the steam data, and not "on the fly", during stream runnings. The MVBA algorithm has been utilized to smooth all video streams because it has been supposed full bandwidth resource availability for each of the twelve chosen streams. Flow aggregation has been performed randomly choosing the video stream starting points and deriving the total bandwidth occupied by stream aggregation simply by adding the number of bits contained in each video streams frame, in each discrete time unit given by a frame transmission time. In this case, the so obtained bandwidth is expressed in bit/frame. Supposed a channel capacity C, the available bandwidth has been derived simply subtracting the bandwidth exploited by stream aggregation previously calculated to C, in each frame time. In this case, the available bandwidth information has been a priori derived, supposing to know in advance all the flow aggregation information in each frame time. As previously explained, this information cannot be a priori known, but it should be estimated in real time [13] [14] . Anyway, the aggregation scenario previously explained is useful to analyze in detail the ABSA algorithm behaviour.
Supposing established the temporal observation window size (in frame number), the ABSA algorithm is then applied. Let us recall that the main purpose of the proposed smoothing algorithm is to fully exploit the available bandwidth information, at the same time preserving as much as possible, the MVBA smoothing characteristics, that is, the maximum reduction in bandwidth change variability. A first comparison among the ABSA and MVBA smoothing techniques is illustrated in figure 5 . A temporal window of size 1000 video frame has been chosen; taking into account a constant frame rate of 25 frames/s, the temporal window size is 40 s. In this window a piece of the "James Bond:
Goldfinger" video stream, MPEG-1 codified, has been smoothed with both the MVBA and the ABSA smoothing algorithms, highlighting the main differences between them. The MVBA algorithm has been derived over the 1000 video frames, and not the entire video stream duration, to better highlight the main differences between the two algorithms. In particular, from figure 5 it can be noted that there is a strong available bandwidth reduction, beginning from the 807 th frame until the 843 th frame, due to high bandwidth requirements by flow aggregation already present in the network link. As it can be seen from figure 5, during this period the ABSA smoothing algorithm, As can be noted from figure 6 , the ABSA algorithm transmission plan raises again after have passed the strong bandwidth reduction zone (after the 843 th video frame), continuing with a long CBR segment, according with the ABSA algorithm purpose of performing the MVBA smoothing technique whenever possible. Anyway, in the last time period of observation the bandwidth level reached by the ABSA algorithm is higher than the corresponding MBA offline smoothing transmission plan. This is obvious, since the ABSA algorithm has to compensate in some way the lower bit rates scheduled during the strong bandwidth reduction zone. In Figure 7 another comparison among the two proposed algorithms is depicted, in more critical available bandwidth conditions. In figure 7 two time intervals can be observed, in which the available bandwidth strongly falls down. We call them "critical zones" for simplicity. The first critical zone is clearly visible on the left of the figure; it begins in the 105 th video frame and ends at the 200 th video frame. In this first critical zone, the available bandwidth reaches zero in some time instants. The second critical zone can be observed on the right side of figure 7, starting from the 680 th video frame and ending at the 930 th video frame. In this second critical zone a major lacking of available bandwidth can be noted, and the time interval in which available bandwidth reaches zero is longer. The utilization of the MVBA algorithm would result in very consistent frame losses, becoming also heavier in the second critical zone. The ABSA algorithm application instead produces no losses in all the temporal observation window, perfectly following the available bandwidth curve. In the second critical zone on the right, it can be noted that the ABSA algorithm continues following the available bandwidth curve long after the critical zone is finished, because there is no other way to recover from the heavy lacking of resources previously occurred.
The ABSA algorithm behaviour appears very effective also if applied to other types of films and using different smoothing buffer sizes. In figure 8 the same comparison between the two mentioned smoothing algorithm is again performed, but using a piece of the "Terminator 2" film, running in a temporal observation window of 5000 video frames, and smoothed using a smoothing buffer size of 64 kbytes. The window size is 5000 video frames.
In figure 8 , a temporal observation window of 5000 video frames has been chosen, in which the ABSA algorithm has been applied to a piece of the "Terminator 2" film, compressed with the MPEG-1 standard, and choosing a smoothing buffer size of 64 kbytes. ABSA algorithm results have been compared with the MVBA algorithm, showing the main differences between the two transmission plans. A stronger available bandwidth reduction can be noted in three different time intervals: from frame 242 until frame 256, then from frame 868 to frame 946 and finally from frame 4769 to frame 4824. In the three mentioned time intervals, the MVBA algorithm, that does not take into account available bandwidth fluctuations, transmits smoothed video frames at a bit rate higher than available bandwidth, thus bringing to frame losses. This figure is important to observe the ABSA algorithm behaviour after the critical zones. In fact, after a short time period in which the ABSA algorithm transmits at higher bit rate than the MVBA algorithm, to compensate lower bit rates scheduled during the available bit rate reduction period, the MVBA and ABSA curves return to be perfectly superimposed, testifying the effectiveness of the proposed smoothing algorithm to behave like the MVBA algorithm in all cases of bandwidth availability.
IV. Conclusions and future work
In this paper, a novel smoothing algorithm, called ABSA algorithm, has been developed and analyzed. The main novelty of this algorithm is that it is able to take into account residual available bandwidth fluctuations, trying to adapt the smoothing transmission plan to available bandwidth resources, at the same time trying to keep, whenever possible, the main advantages of the MVBA smoothing algorithm, that is, minimum bandwidth changes between adjacent CBR segments and a low smoothed stream peak rate. Numerical results show that the ABSA algorithm performs mainly better than the MVBA algorithm in all cases of reduced available bandwidth resources, avoiding packet losses also in critical free bandwidth conditions. This makes the ABSA algorithm suitable for a more efficient packet transmission planning. Nevertheless, some other aspects of the ABSA algorithm have to be investigated. In fact, if the ABSA algorithm cannot be applied due to heavy bandwidth limitations, packet losses will be inevitable. A first solution could be an integration of the proposed algorithm with an Admission Control scheme that refuses flow admissions when available bandwidth is too low. This reduces the probability that the ABSA algorithm fails to compute the transmission plan, but nevertheless some cases could occur when also the Admission Control scheme fails, admitting new flows also when available resources are too low. Thus, a further improvement of this algorithm should also take into account an efficient way to modify the transmission plan in such a way to minimize losses. This aspect of the ABSA algorithm is currently under investigation. Another important aspect to take into account is how to adapt the ABSA algorithm transmission plan to optimize an aggregation of flows, and then calculating the single flow transmission plan from the aggregated transmission plan. This solution would be of a great use to avoid scalability problems, at the same time optimizing bandwidth resource saving.
