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Pro´logo
Esta memoria contiene el estudio de varios problemas matema´ticos de
cara´cter diverso estructurados en tres cap´ıtulos, y que podr´ıamos encuadrar
en las a´reas de la Teor´ıa de Nu´meros y del Ana´lisis Armo´nico.
Pero, ¿que´ quiere decir que un problema esta´ en una u otra a´rea? Podemos
querer expresar que se plantea de manera natural en el seno de una teor´ıa,
o bien que los me´todos usados en su solucio´n pertenecen a determinado tipo
de razonamientos.
Como cualquiera que haya trabajado en matema´ticas sabe, estas dos for-
mas de entender la pregunta no siempre coinciden, lo cua´l es natural, porque
una teor´ıa crece en parte gracias a cuestiones que escapan a ella. La u´nica
esperanza de ir ma´s alla´ es usar todas las herramientas a nuestro alcance.
Los problemas que vamos a resolver en este texto son un ejemplo de ello.
En el cap´ıtulo 1 tratamos series de Fourier con frecuencias en las k-
potencias, que son funciones de comportamiento muy cao´tico. Su compren-
sio´n requerira´ trabajar con sumas de Gauss, desigualdades de gran criba y
ond´ıculas, cosas que en apariencia nada tienen que ver con la regularidad de
una funcio´n.
El nu´mero de clases de un cuerpo cuadra´tico (o clases de formas), que
es el tema del cap´ıtulo dos, es una cantidad fascinante que mide lo lejos que
esta´ su anillo de enteros de ser un dominio de factorizacio´n u´nica. Sin embargo
su comportamiento en media se puede entender, a trave´s de la geometr´ıa
hiperbo´lica, como un problema de puntos de ret´ıculo y por tanto controlar
con instrumentos del ana´lisis armo´nico, o mediante el uso de funciones L y
las consiguientes sumas de caracteres.
Si nos dieran dos conjuntos pequen˜os de enteros A y C, es fa´cil decidir
si existe un conjunto B de forma que las sumas de los elementos de A y B
dan exactamente los de C. Pero en el cap´ıtulo tres veremos que profundizar
un poco ma´s en este problema requiere te´cnicas del ana´lisis de Fourier en
cuerpos finitos y algunas construcciones geome´tricas.
La mayor´ıa de los resultados de esta memoria esta´n recogidos en los art´ıcu-
los de investigacio´n [CCU, CU1, CU2, GU, Ubi]. Pero su historia, como ocurre
siempre, ha sido ma´s complicada. Recuerdo como si fuera ayer cuando, ha-
biendo ido a Montreal a hacer una estancia breve de investigacio´n con una
beca FPU, estaba sentado con Andrew Granville esperando a que me pro-
pusiera un problema en el que trabajar durante esos cuatro meses. En vez
de esto, e´l me pregunto´ que´ problemas me interesaban. Le dije que quer´ıa
aprender cosas de funciones L, y me contesto´ que eso era demasiado general.
Despue´s le comente´ que hab´ıa estado leyendo algu´n art´ıculo de B. Green e
I. Ruzsa que Javier Cilleruelo me hab´ıa recomendado, y fue entonces cuando
me propuso el bonito problema sobre sumas de conjuntos. Para conjuntos
grandes en seguida me di cuenta de que pod´ıan adaptarse los me´todos de
Green y Ruzsa. Para los pequen˜os, Granville me dijo que probablemente se
podr´ıa tratar mediante fo´rmulas de recurrencia. A partir de entonces he esta-
do trabajando espora´dicamente en este problema, dando so´lo pequen˜os pasos
en su solucio´n.
Cuando empece´ a investigar con Fernando Chamizo, me propuso la cues-
tio´n de estudiar series de Fourier con frecuencias en polinomios de grado
mayor que dos, extendiendo as´ı el trabajo de S. Jaffard. Dijo que la fo´rmula
de Poisson serv´ıa para tratar la funcio´n cerca de los racionales y despue´s,
los irracionales pod´ıan entenderse a partir de ese caso ma´s sencillo. Por mi
torpeza con las herramientas del ana´lisis de Fourier me costo´ un tiempo en-
tender bien co´mo esto pod´ıa llevarse a cabo. Al final conseguimos controlar la
funcio´n muy cerca de los racionales, pero todav´ıa esta´bamos lejos de lo hecho
en el caso de grado dos por Jaffard. En un principio no entend´ı completa-
mente su art´ıculo, en parte debido a mi desconocimiento de la transformada
de ond´ıculas. Aunque al final he visto que las ond´ıculas no son totalmente
necesarias, me han ayudado a entender realmente la dimensio´n del tema y a
dar una solucio´n parcial.
En el problema del nu´mero de clases, ha sido muy bonito compartir las
inquietudes de Gauss, y entender los me´todos de Siegel, Shintani y de Cha-
mizo e Iwaniec y poder aplicarlos al caso de discriminantes positivos. Cuando
finalmente logramos obtener una cota para el te´rmino de error, la pregunta
natural era que´ taman˜o real cab´ıa esperar para dicho te´rmino. Busque´ en la
literatura y vi que no hab´ıa resultados para este problema, e intente´ compro-
bar si se pod´ıan usar las fo´rmulas de sumacio´n que hab´ıamos obtenido para
resolverlo, sin e´xito. Ma´s tarde comprend´ı que era posible tratar el te´rmi-
no de error directamente a trave´s de la fo´rmula anal´ıtica de Dirichlet para
el nu´mero de clases. Esta segunda opcio´n funciono´, probando una vez ma´s
la importancia de adaptarnos al problema que estamos tratando, de usar el
lenguaje y los me´todos adecuados.
So´lo me resta saldar la deuda contra´ıda con todas las personas que han
hecho posible este proyecto, agradecie´ndoselo profundamente: en primer lu-
gar a mi director, Fernando Chamizo. Decir que Fernando ha sobrepasado
el l´ımite de lo que puede esperarse de un director de tesis, como persona y
como matema´tico, ser´ıa quedarse corto. E´l me ha ensen˜ado, con paciencia
y dedicacio´n infinitas, todo lo que se´ de teor´ıa anal´ıtica de nu´meros. Ha so-
portado mis altibajos, apoya´ndome hasta el u´ltimo momento (literalmente).
Para mı´ es un ejemplo a seguir. En segundo lugar a Andrew, con el que he
aprendido co´mo se trabaja en matema´ticas, gracias a su entusiasmo y firme-
za. Sus ideas han hecho posible el cap´ıtulo tres de esta memoria. A Javier
Cilleruelo, que me guio´ al principio y me hizo comprender que la teor´ıa aditiva
de nu´meros es ma´s complicada y bonita de lo que pensaba. A los compan˜eros
de despacho que me han padecido: Blanca que me ha ensen˜ado tanto, Susi,
Connie, Nati, Paloma, Jose, Charro y nuestras charlas de los jueves, El´ıas.
Siento haberme perdido estos u´ltimos dos meses con ellos. Tambie´n a mis
compan˜eras de comida Mari Luz y mi compatriota nume´rica Elena, y a los
dema´s doctorandos: Ana que cuida de todos nosotros, Ange´lica, Liviu,. . . En
general he sentido un gran ambiente en este departamento. A mi familia y
amigos, que me han apoyado incondicionalmente; a Mar´ıa por su ayuda pro-
gramando y por todo los dema´s; a Hakima y su familia, que me trataron
como a un hijo; a Manolo por haberme mostrado el precioso mundo de la
teor´ıa de los nu´meros; a Paulo por esos cuatro meses de discusio´n continua;
a Jorge por encargarse (brillantemente) de la ingrata labor de lectura de esta
tesis, y por tranquilizarme.
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2 I´NDICE GENERAL
Cap´ıtulo 1
Series de Fourier polino´micas
1.1. Introduccio´n
El primer ejemplo publicado de una funcio´n continua y no diferenciable
en ningu´n punto fue obtenido por Weierstrass:
f(x) =
∞∑
n=0
an cos(pibnx),
con b un entero impar, 0 < a < 1 y ab > 1 + 3pi/2. Pero Weierstrass no cre´ıa
que e´l fuese el primero en haber encontrado una funcio´n de este tipo, pues en
1873 envio´ una carta a Du Bois-Reymond diciendo que ya en 1861 Riemann
hab´ıa afirmado que la funcio´n
f(x) =
∞∑
n=1
sen(pin2x)
n2
no era diferenciable en ningu´n punto.
En 1916 Hardy [Har] dio un gran paso en el estudio de la funcio´n de Rie-
mann y comprendio´ perfectamente la suavidad de la funcio´n de Weierstrass.
Lo hizo asociando a cualquier serie absolutamente convergente de la forma
f(θ) = <
∞∑
n=0
ane
inθ
la funcio´n armo´nica
F (r, θ) = <
∞∑
n=0
anr
neinθ.
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Demostro´ que la suavidad de f se puede medir a trave´s de la derivada en θ
de F . De forma precisa, si para 0 < δ < 1 se cumple
f(θ)− f(θ0) = o((θ − θ0)δ)
entonces
∂F (r, θ0)
∂θ0
= o
(
(1− r)δ−1) r → 1−.
Esto lo consiguio´ demostrar escribiendo F (r, θ) como la integral,
F (r, θ) = < 1
2pi
2pi∫
0
f(t)(
2
1− rei(θ−t) − 1)dt
usando el llamado nu´cleo de Poisson. Estos fueron los comienzos de los es-
pacios de Hardy. As´ı, para ver la regularidad de la funcio´n de Weierstrass,
Hardy tuvo que estudiar el comportamiento de
∂F (r, θ)
∂θ
= −pi
∞∑
n=0
(ab)nrb
n
sen(bnpiθ)
cuando r esta´ cerca de uno. A partir de aqu´ı pudo probar, sin muchas difi-
cultades, que cuando ab > 1, 0 < a < 1 para la funcio´n de Weierstrass se
cumple
f(x)− f(x0) = Ω(|x− x0|δ) δ = log(1/a)
log b
< 1
para cualquier x0 ∈ R, deduciendo en particular su no diferenciabilidad.
En el caso de la funcio´n de Riemann, todo se reduc´ıa a controlar
pi
∞∑
n=1
rn
2
cos(pin2x)
cuando r cerca de 1. Haciendo el cambio r = e−piy, esto se convierte en
θ(z) =
∑
n∈Z
eipin
2z z = x+ iy
cuando y → 0+. Pero e´sta era la funcio´n theta de Jacobi, cuyo comporta-
miento pod´ıa estudiarse a la perfeccio´n debido a la ecuacio´n funcional
θ(z) = epii/4z−1/2θ(−1/z).
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De hecho, combina´ndola con su periodicidad mo´dulo 2 obtenemos
θ(z) = epiim/4θ(γ(z))q−1/2(z − a
q
)−1/2, (1.1)
donde γ(z) = (rz + s)/(qz − a), r ≡ a (mod 2), s ≡ q (mod 2) cumpliendo
ra+ sq = −1 y m es un entero que depende de γ.
Hardy y Littlewood [HL] vieron que para todo x0 irracional existen infini-
tas convergentes an/qn tales que podemos tomar γ(z) = (rnz+sn)/(qnz−an)
de forma que =γ(x0+ i|x0−an/qn|) > 1/2. Pero en esta zona θ tiene un com-
portamiento estable, ya que |θ(z)− 1| < 1/2 si =z ≥ 1/2. As´ı
|θ(x0 + i|x0 − an/qn|)| ³ q−1/2n |x0 − an/qn|−1/2,
y como |x0 − an/qn| < 1/q2n (ver [CiCo]), tenemos que
θ(x0 + iy) = Ω(y
−1/4).
As´ı, Hardy dedujo que la funcio´n de Riemann cumple
f(x)− f(x0) = Ω(|x− x0|3/4)
para todo irracional.
Pero hab´ıa una gran diferencia entre ambas funciones. Para la de Weiers-
trass se puede probar directamente (y as´ı lo hizo Hardy) que
f(x)− f(x0) = O(|x− x0|δ) δ = log(1/a)/ log b < 1
para todo x0, demostrando de esta manera que la regularidad es la misma
en todo punto. Para la funcio´n de Riemann esto no se cumpl´ıa, y Hardy lo
sab´ıa. Por ejemplo, para ciertos racionales
f(x)− f(a/q) = Ω(|x− a/q|1/2),
lo que no ocurr´ıa para la mayor´ıa de irracionales. Esto hac´ıa ver que la
regularidad de esta funcio´n variaba salvajemente de un punto a otro. Pero
todav´ıa quedaba por responder la cuestio´n de Riemann, ¿que´ ocurr´ıa en los
racionales que esta´n en la o´rbita del 1 (los que pueden ponerse como γ(1))?
Para ellos (los de la forma a/q con a, q impares) se cumple
θ(a/q + iy)→ 0,
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lo que hace pensar que la funcio´n debe ser bastante regular en esos puntos.
Parece que Hardy no se preocupo´ por esta cuestio´n, y en general por la regu-
laridad de la funcio´n de Riemann, so´lo por su irregularidad. Extran˜amente,
no fue hasta 50 an˜os ma´s tarde cuando en 1970 Joseph Gerver [Ger1, Ger2]
cuando era un estudiante probo´ que en estos racionales, ¡la funcio´n s´ı es dife-
renciable y la derivada es siempre −1/2 ! Lo hizo agrupando las frecuencias en
la fo´rmula para f(a/q+h)− f(a/q) de acuerdo a los distintos restos mo´dulo
q, y estimando los te´rminos principales de las funciones que quedaban. Un
an˜o despue´s H. Queffelec [Que] analizo´ la diferenciabilidad de funciones del
tipo
f(x) =
∞∑
n=1
sen(P (n)x)
P (n)
P ∈ Z[x]
pero so´lo en algunos racionales. En 1972 A. Smith [Smi] simplifico´ la prueba
de Gerver por medio de la fo´rmula de sumacio´n de Poisson.
En 1978 E. Neuenschwander [Neu] realizo´ un estudio histo´rico sobre el
conocimiento que Riemann realmente ten´ıa sobre esta funcio´n. De e´l se des-
prende que Riemann probablemente conoc´ıa la diferencia entre el comporta-
miento de la funcio´n en racionales e irracionales. Despue´s de todo, es natural
interpretar el candidato a derivada en a/q
pi
∞∑
n=1
cos(pin2
a
q
)
como ξ(0), donde ξ(s) es la extensio´n meromorfa de
ξ(s) = pi
∞∑
n=1
cos(pin2
a
q
)n−s <s > 1.
Se puede probar (ver teorema 1.14) que efectivamente en los racionales en los
que la derivada existe su valor es ζ(0), y la derivada va a existir precisamente
en los racionales en los que ζ(s) no tiene un polo en s = 1.
En 1991 J. J. Duistermaat [Dui] preciso´ el comportamiento de f cerca
de los racionales, usando su resultado para estudiar la irregularidad en los
irracionales y la regularidad en casi todo punto. Comenzo´ con la expresio´n
f(x)− f(x0) =
∫
C
1
2
(θ(z)− 1)dz,
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donde C es una curva suave que va de x0 a x contenida en el plano hiperbo´lico.
A partir de aqu´ı y de (1.1) obtuvo una fo´rmula que expresa la autosemejanza
de la funcio´n de Riemann:
f(x) = f(
a
q
)+e
ipi
4
mq
1
2 (x− a
q
)
1
2 − 1
2
(x− a
q
)+e
ipi
4
mq
3
2 (x− a
q
)
3
2f(γ(x))+ψa/q(x)
do´nde ψa/q(x) es diferenciable y ψa/q(a/q) = 0. De aqu´ı pudo deducir co´mo se
comportaba f cerca de los racionales, y tomando a/q como las convergentes
del punto x0 demostro´
f(x)− f(x0) = Ω(|x− x0| 12+ 12r ) (1.2)
si x0 satisface |x0− an/qn| = O(q−rn ) donde an/qn son sus convergentes. Esto
u´ltimo hab´ıa sido impl´ıcitamente obtenido por Hardy y Littlewood en [HL].
Duistermaat tambie´n demostro´ a partir de su fo´rmula que
f(x)− f(x0) = O(|x− x0| 34 (1−r(r−2))), (1.3)
para x0 satisfaciendo l´ım ı´nfn |x0− an/qn|qrn > 0. Esta era la primera vez que
alguien mostraba la regularidad de ciertos puntos no racionales. En parti-
cular (1.2) y (1.3) prueban que para casi todo punto el exponente Ho¨lder
es exactamente 3/4, pero cuando r > 1 + 2
√
3 esta cota no da ninguna
informacio´n, pues sabemos de forma directa que f ∈ C1/2(R). Luego para
ciertos rangos estamos perdiendo informacio´n.
En 1986 P. G. Lemarie´ e Y. Meyer [LM] caracterizaron la pertenencia de
funciones f : R→ C al espacio
Cβ(R) = {f : ∃C > 0, |f(x)− f(y)| ≤ C|x− y|β ∀x, y ∈ R} 0 < β < 1
a trave´s de condiciones de decaimiento de los coeficientes de la funcio´n con
respecto a una base de ond´ıculas. Tres an˜os ma´s tarde S. Jaffard [Jaf2] uso´ las
mismas te´cnicas para caracterizar la regularidad local de funciones, es decir
su pertenencia al espacio
Cβ(x0) = {f : ∃P ∈ C[x], f(x)− P (x− x0) = O(|x− x0|β)} β > 0
para x0 ∈ R. En 1991 M. Holschneider y Ph. Tchamitchian [HT] usaron esta
caracterizacio´n sobre la funcio´n de Riemann, redescubriendo as´ı el comporta-
miento en los racionales y la irregularidad en los irracionales. Pero no usaron
esta caracterizacio´n para estudiar la regularidad en el resto de los puntos.
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En 1993, F. Chamizo y A. Co´rdoba [CC1] demostraron que las gra´ficas
de las funciones
fα(x) =
∞∑
n=1
sen(n2x)
nα
1 < α ≤ 2
eran conjuntos fractales de dimensio´n 9/4−α/2. Lo hicieron usando la ecua-
cio´n funcional aproximada de Hardy y Littlewood [HL] y propiedades de
sumas de Gauss.
Fue Jaffard [Jaf1] en 1996 quien, habiendo le´ıdo el art´ıculo de Duister-
maat, consiguio´ averiguar la regularidad en todo punto de la funcio´n de Rie-
mann mediante el uso de ond´ıculas. Para expresar sus resultados y nuestro
estudio posterior asociaremos a cada punto x0 su exponente Ho¨lder
βf (x0) = sup{β ≥ 0 : f ∈ Cβ(x0)}. (1.4)
Jaffard se dio cuenta de que la regularidad de un punto para la funcio´n
de Riemann depende exclusivamente de lo bien que se puede aproximar ese
punto por racionales. Si (an/qn)n∈N es la sucesio´n de convergentes de x0, y
definimos rn mediante la fo´rmula
|x0 − an
qn
| = q−rnn ,
entonces Jaffard considero´ los espacios
Er = {x ∈ R \Q : l´ım sup
n
rn = r}, 2 ≤ r ≤ ∞, (1.5)
y probo´ que
βf (x0) =
1
2
+
1
2r
si x0 ∈ Er. (1.6)
Como
R \Q =
⋃
r
Er
esto daba el exponente Ho¨lder para todo punto (conocida ya la regularidad
de cada racional). Adema´s, como la dimensio´n de Hausdorff de Er es 2/r (ver
[Fal2]), con esto consiguio´ el espectro de singularidades de la funcio´n f , que
en general se define como
dH(β) = dimH{x ∈ R : βf (x) = β}, (1.7)
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la funcio´n que asocia a β la dimensio´n Hausdorff de los puntos de exponente
Ho¨lder igual a β, siempre que exista algu´n punto con ese exponente. En el
caso de que no existan se define dH(β) = −∞. Para la funcio´n de Riemann
demostro´ por tanto que
dH(β) =

4β − 2 si 1
2
≤ β ≤ 3
4
,
0 si β = 3
2−∞ en otro caso.
De esta forma vemos que f es una funcio´n multifractal (la funcio´n dH es
positiva en ma´s de un punto) y la irregularidad de cada punto viene medida
por lo bien que se aproxima por racionales.
Una vez entendida la funcio´n de Riemann, se paso al estudio de funciones
ma´s generales. En 1999 Chamizo y Co´rdoba [CC2] introdujeron las funciones
Fα,k(x) =
∞∑
n=1
e(nkx)
nα
k ∈ N, α > 1.
Se tiene que Fα,k ∈ C(α−1)/k(R), pero para la mayor´ıa de los puntos no se
cumple que su exponente Ho¨lder sea (α− 1)/k. Para k > 2, ya no se ten´ıan
las propiedades de la funcio´n modular θ(z) para comprender Fα,k. A trave´s
del nu´cleo de Poisson, fueron capaces de caracterizar la diferenciabilidad en
los racionales: Fk,k es diferenciable en a/q, con a y q comprimos, si y so´lo si
τ(a/q) = 0 donde
τ(
a
q
) =
q∑
d=1
e(
adk
q
). (1.8)
Estudiando estas sumas, pudieron decidir (excepto para un conjunto pequen˜o
de q) la diferenciabilidad en a/q por medio de propiedades aritme´ticas de q.
Tambie´n estudiaron la regularidad de la funcio´n en otros puntos, usando
acotaciones provenientes de la teor´ıa de nu´meros para las sumas∑
n≤N
e(nkx0).
Estas acotaciones dependen de lo bien que se puede aproximar x0 por racio-
nales. Por ejemplo, obuvieron que si x0 es un irracional cuadra´tico entonces
β(x0) ≥ α− 1
k
+ 21−kk−1.
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Pero muchas otras cotas pueden deducirse de su ana´lisis, como que para todo
² > 0 existe un conjunto A² de dimensio´n de Hausdorff positiva tal que
β(x0) ≥ α− 1
k
+ ²
para todo x0 ∈ A². En el mismo art´ıculo, extendieron sus resultados de
1993 sobre la dimensio´n de Minkowski, sustituyendo la ecuacio´n funcional
aproximada de Fα,2 por las te´cnicas de gran criba, nacidas en el seno de la
teor´ıa de nu´meros y capaces de encontrar cancelacio´n cuando se tiene cierta
independencia. Probaron que
dimMFα,k = 2 +
1
2k
− α
k
k + 1
2
≤ α ≤ k + 1
2
. (1.9)
En el 2001 F. Chamizo [Cha] vio que la irregularidad de la funcio´n de Rie-
mann es una caracter´ıstica general de funciones del tipo
∞∑
m=1
m−αame(mx)
donde f(z) =
∑
m ame(mz) es una forma autormorfa cla´sica. Probo´ que el
comportamiento general de la funcio´n en los racionales depende de si la forma
es o no cuspidal (cusp form), y expreso´ la derivada en ellos a trave´s de valores
de funciones L asociadas a f . En [MS] S. Miller y W. Schmid extienden parte
de estos resultados a distribuciones provenientes de formas automorfas ma´s
generales.
Finalmente, en 2003 Gerver [Ger3] volvio´ de nuevo al problema estudian-
do ahora la funcio´n Fα,3 cerca de los racionales, y demostrando a trave´s del
estudio de las sumas τ(a/q) (uso´ un teorema de Patterson y Heath-Brown
sobre la equidistribucio´n de τ(a/q) en el caso cu´bico) y de un teorema de
aproximacio´n diofa´ntica de Erdo˝s que Fα,3 no es diferenciable en casi ningu´n
punto para α < (
√
97− 1)/4 = 2,212 . . .
En este cap´ıtulo vamos a extender parte del conocimiento sobre la funcio´n
Fα,2 a las funciones Fα,k, aunque muchos resultados en realidad son exten-
sibles a cualquier serie de Fourier cuyas frecuencias vengan dadas por un
polinomio y cuyos coeficientes decaigan asinto´ticamente como una potencia
negativa. Parte de los resultados expuestos en este cap´ıtulo esta´n contenidos
en [CU2]. Para simplificar, a partir de ahora denotaremos
F (x) =
∞∑
n=1
n−αe(nkx).
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En la primera seccio´n estudiaremos las sumas τ(a/q) y otras sumas re-
lacionadas, que necesitaremos controlar para comprender la regularidad de
F .
En la segunda veremos de forma precisa el comportamiento de F muy cer-
ca de los racionales, y en particular deduciremos la regularidad de la funcio´n
en ellos a trave´s del siguiente resultado
Teorema 1.1. Para a/q fraccio´n irreducible y h > 0 se cumple que
F (
a
q
+ h) = F (
a
q
) + Aq−1τ(
a
q
)h
α−1
k + 2piiζa
q
(α− k)h+ T (h− 1k )hα−1/2k−1
con A la constante definida en (1.20), T una funcio´n acotada pero oscilante
(que depende de a, q, α y k) y ζa/q(s) la extensio´n meromorfa de la funcio´n
definida en <s > 1 mediante
∞∑
n=1
e(nk
a
q
)n−s.
De los resultados de la primera seccio´n y del teorema 1.1 deduciremos
que
Teorema 1.2. Para todo racional a/q, con a, q coprimos, se cumple que
βF (
a
q
) =
α− 1
k
si existe pδ ‖ q tal que (k, p− 1) = 1 y δ ≡ 1 (mod k). En otro caso
βF (
a
q
) =
α− 1/2
k − 1
y F es diferenciable en a/q si y so´lo si α > k + 1/2, con
F ′(a/q) = 2piiζa/q(α− k).
La regularidad de la funcio´n en los irracionales se puede controlar apro-
xima´ndolos por racionales y viendo el comportamiento de la funcio´n T al
variar h y q. Pero la funcio´n T a su vez depende de sumas de la forma
SM(
a
q
) =
∑
m≤M
q∑
d=1
e(
adk +md
q
),
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que sera´n nuestro objeto de estudio en la seccio´n tercera. Probaremos que
estas sumas esta´n acotadas por (Mq)1/2+² uniformemente en M ≤ q para la
mayor´ıa de los a. El resultado preciso (ver proposicio´n 1.22) es
1
q
q∑
a=1
sup
M≤N
|SM(a
q
)|2 ¿ (Nq)1+² ² > 0, (1.10)
una versio´n discreta del teorema de Kolmogorov-Plessner-Seliverstov (ver
[Zyg]) para series de Fourier en L2.
En la seccio´n cuarta expondremos la caracterizacio´n de regularidad local
a trave´s de la transformada continua de ond´ıculas y lo usaremos para ver la
relacio´n entre la regularidad de las funciones Fα,k: se cumple que para cada
x0 ∈ R la funcio´n
βFα,k(x0)−
α
k
(1.11)
crece en α. Adema´s, daremos una caracterizacio´n de la dimensio´n de Min-
kowski para la gra´fica de una funcio´n continua en te´rminos de su transfor-
mada continua de ond´ıculas. Finalmente extenderemos el rango en el que es
va´lida la fo´rmula (1.9) a
dimMF = 2 +
1
2k
− α
k
k + 2
4
≤ α ≤ k + 1
2
. (1.12)
En la u´ltima seccio´n usaremos los resultados de secciones anteriores para
estudiar la regularidad en los irracionales. Primero obtenemos un resultado
uniforme: para cada r ≥ 2 y todo punto x ∈ Er se cumple (para α < k − 1
en el caso de la cota superior) que
α− 1
k
+ 21−kmı´n(
1
k
,
1
2(r − 1)) ≤ βF (x) ≤
α
k − 1 .
Despue´s veremos la regularidad de F en casi todo punto de Er. Se cumple
Teorema 1.3. Para todo r ≥ 2:
i) En casi todo punto x de Er (con la medida H2/r) tenemos
βF (x) ≥ mı´n
(α− 1/2
k
,
α− 1
k
+
1
2r
)
.
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ii) Si r ≥ k, existe un subconjunto Er,0 en Er de medida positiva tal que
para todo x ∈ Er,0
βF (x) ≥ α− 1/2
k
. (1.13)
iii) Si r ≥ k, existe un subconjunto Er,1 en Er de medida positiva tal que
para todo x ∈ Er,1
βF (x) =
α− 1
k
+
1
2r
. (1.14)
Este resultado por una parte es una generalizacio´n de lo que se obtiene
con el Teorema Fundamental del Ca´lculo para r = 2, y por otra prueba que F
es una funcio´n multifractal. Pero veremos que la regularidad de un punto, en
contraste con el caso k = 2, no so´lo depende de lo bien que se pueda aproximar
por racionales sino sobre todo de por que´ tipo de racionales es aproximable.
Los racionales de la forma a/q con q un producto de k-potencias de primos
representan el caso extremo y nos dan
Teorema 1.4. Para todo r ≥ 2, existe Dr ⊂ Er tal que
βF (x) =
α− 1
k
+
1
kr
para todo x ∈ Dr
con
1 +
1
2k
≤ dimHDr ≤ 1 + 1
k
.
Este teorema nos ofrece una cota inferior para el espectro de singularida-
des
dH(β) ≥ k(1 + 1
2k
)(β − α− 1
k
) β ∈ (α− 1
k
,
α− 1/2
k
)
Si pudie´ramos probar que realmente dimHDr = (1 + k
−1)/r (se cumple que
dimMDr = (1 + k
−1)/r) esta cota se mejorar´ıa hasta
dH(β) ≥ k(1 + 1
k
)(β − α− 1
k
) β ∈ (α− 1
k
,
α− 1/2
k
),
que corresponder´ıa a lo que esperamos para la funcio´n F en ese rango.
Adema´s, en los puntos x en los que hemos probado que βF (x) > 1 se
cumple
F ′(x) = l´ım
n→∞
ζan/qn(α− k),
donde el l´ımite se toma sobre las convergentes de x.
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1.2. Sumas completas
Veremos que en el estudio de la regularidad de la funcio´n F juegan un
papel importante las sumas trigonome´tricas
τm(
a
q
) =
q∑
d=1
e(
adk +md
q
) (a, q) = 1, m ∈ Z
El caso especial τ0 = τ es la suma considerada en la introduccio´n. Vamos
a comenzar exponiendo algunos resultados conocidos (ver [Vau]) para estas
sumas
Lema 1.5. Sean q1, q2 nu´meros naturales comprimos. Entonces
τm(
a
q1q2
) = τm(
aqk−12
q1
)τm(
aqk−11
q2
).
Demostracio´n: Por el algoritmo de Euclides, todo nu´mero entero d, con
1 ≤ d ≤ q se puede escribir de forma u´nica como
u = Aq1 +Bq2 1 ≤ A ≤ q2, 1 ≤ B ≤ q1.
As´ı, el lema se sigue de la identidad
e(
auk +mu
q1q2
) = e(
aqk−12 B
k +mB
q1
)e(
aqk−11 A
k +mA
q2
).
2
La suma τ se comporta de forma especial cuando q es primo
Lema 1.6. Sea q primo. Entonces
τ(
a
q
) =
∑
χ∈G
χ(a)τχ. (1.15)
donde G es el grupo de caracteres mo´dulo q de orden que divida a (k, q − 1)
y τχ la suma de Gauss
τχ =
q∑
d=1
χ(d)e(
d
q
).
Como |τχ| = q1/2, entonces
|τ(a/q)| ≤ kq 12 .
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Demostracio´n: Se cumple la igualdad
|{1 ≤ n ≤ q : nk = m}| =
∑
χ∈G
χ(m).
Por tanto
τ(
a
q
) =
∑
m
(
∑
χ∈G
χ(m))e(
am
q
) =
∑
χ∈G
q∑
m=1
χ(m)e(
am
q
).
Teniendo en cuenta la biyeccio´n x 7→ a−1x de Fq en Fq obtenemos (1.15).
Para demostrar el resto del lema
|τχ|2 =
∑
1≤d,j≤q−1
χ(d)χ(j)e(
d− j
q
)
y haciendo el cambio d 7→ jd,
|τχ|2 =
∑
1≤d≤q−1
χ(d)
∑
1≤j≤q−1
e(
(d− 1)j
q
) = q.
2
Cuando q es una potencia suficientemente alta de un primo, la suma
τ(a/q) se comporta de una forma regular. De forma precisa, se cumple el
siguiente resultado
Lema 1.7. Sea q = pd, p primo, pδ ‖ k y
d ≥

2 si δ = 0
δ + 2 si δ > 0, p > 2
δ + 3 si δ > 0, p = 2.
Entonces se satisface
τ(a/pd) =
{
pd−1 si d ≤ k
pk−1τ(a/pd−k) si d > k.
Demostracio´n: Cualquier residuo mo´dulo pd podemos representarlo de
forma u´nica como
bpd−δ−1 + c con 1 ≤ b ≤ pδ+1, 1 ≤ c ≤ pd−δ−1.
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Adema´s,
(bpd−δ−1 + c)k ≡ ck + kck−1bpd−δ−1 (mod pd)
si d cumple las condiciones del enunciado. Por tanto
τ(
a
q
) =
pd−δ−1∑
c=1
e(
ck
pd
)
pδ+1∑
b=1
e(
k
pδ
ck−1b
p
) = pδ+1
pd−δ−2∑
λ=1
e(
pk
pd
λk)
lo que demuestra el lema teniendo en cuenta que δ + 2 ≤ k. 2
Estos resultados nos dan una cota superior o´ptima para τ(a/q)
Lema 1.8. Se cumple
τ(
a
q
)¿ q1− 1k .
para cualquier a coprimo con q.
Demostracio´n: Por el lema 1.5 podemos escribir
τ(
a
q
) = τ(
aqk−12
q1
)τ(
aqk−11
q2
)
siendo q1 el producto de los primos que dividen a q con exponente mayor que
1 y que tambie´n dividen a k. Por los lemas 1.6 y 1.7 se cumple
τ(
aqk−11
q2
)¿ q1−
1
k
2
y tambie´n
τ(
aqk−12
q1
) ≤ k2q1−
1
k
1 .
2
Ahora, usando los lemas anteriores, vamos a estudiar para que´ valores de
a y q se anula la suma τ(a/q). Esta proposicio´n completa los lemas 4.6 y 4.7
de [CC2]
Proposicio´n 1.9. τ(a/q) = 0 si y so´lo si existe pδ ‖ q tal que (k, p− 1) = 1
y δ ≡ 1 (mod k).
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Demostracio´n: Por el lema 1.5 podemos escribir
τ(
a
q
) =
∏
pd‖q
τ(
ap
pd
)
con (ap, p) = 1. Por tanto reducimos la prueba de la proposicio´n al caso
q = pd. Adema´s, por el lema 1.7 so´lo es necesario considerar el caso 1 ≤ d ≤ k,
porque siempre k ≥ δ + 2.
Si d = 1, como e(a/p) es ra´ız del polinomio irreducible xp−1+xp−2+. . .+1
la u´nica forma de que τ(a/p) se anule es que el homomorfismo
Fp → Fp
n 7→ nk
sea automorfismo, y esto ocurre so´lo cuando (k, p− 1) = 1.
Si 1 < d ≤ k y τ(a/pd) = 0 para cierto (a, p) = 1, aplicando los automor-
fismos del grupo de Galois de Q(e(1/pd)), deducimos que
τ(a/pd) = 0 para todo a, (a, p) = 1.
Por otra parte
∑
(a,p)=1
τ(
a
pd
) =
pd∑
n=1
∑
(a,p)=1
e(
nka
pd
) = p2d−2,
contradiccio´n. Luego τ(a/pd) 6= 0 cuando 1 < d ≤ k y la proposicio´n queda
demostrada. 2
Veamos unos casos especiales en los que τm se puede evaluar.
Lema 1.10. Sea p primo, (a, p) = 1 con (p, k) = 1. Sean j, d ∈ Z, j ≥ 0 ,
1 ≤ d ≤ k y pj(k−1)+d−1 | m. Entonces
τm(
a
pjk+d
) = pj(k−1)+d−1.
Demostracio´n:
τm(
a
pjk+d
) =
pd∑
u=1
e(
auk +mu
pjk+d
)
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Podemos representar todo residuo mo´dulo pjk+d en la forma
u = Apjk+d−1 +B 1 ≤ A ≤ p, 1 ≤ B ≤ pjk+d−1
por tanto
τm(
a
pjk+d
) =
∑
B
e(
mB
pjk+d
)e(
aBk
pjk+d
)
∑
A
e(
kBk−1A
p
)
= p
pjk+d−2∑
C=1
e(
mC
pjk+d−1
)e(
apkCk
pjk+d
).
Si j = 0 esto es pd−1, y si j > 0 es igual a
pk−1τmp−k+1(
a
p(j−1)k+d
).
Esta igualdad nos permite demostrar el lema inductivamente. 2
Para el estudio que realizaremos en la seccio´n tercera de las sumas
∑
m≤M τm
necesitaremos controlar las siguiente suma doble
Lema 1.11. Sea n ∈ N y
%n(q) =
q∑
m=1
|
q∑
a=1
τn(
a
q
)τm(
a
q
)|.
Se cumple que %n es una funcio´n multiplicativa. Adema´s, para q = p
v con p
primo, (p, k) = 1, v = jk + d, 1 ≤ d ≤ k tenemos
%n(p
v) =
{
2(k, p− 1)(p2v − p2v−j−1) si pv−j−1 - n
2(k, p− 1)(p2v − p2v−j−1) + p3v−j−1 en otro caso.
Demostracio´n: Por el lema 1.5 vemos que
%n(q) =
q∑
m=1
∏
pv‖q
|
pv∑
a=1
τn(
a
pv
)τm(
a
pv
)| =
∏
pv‖q
( pv∑
m=1
|
pv∑
a=1
τn(
a
pv
)τm(
a
pv
)|),
lo que prueba la multiplicatividad de %n. Por otra parte
%n(q) = q
q∑
m=1
|
∑
1≤c,d≤q
ck≡dk (mod q)
e(
nc−md
q
)|.
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Si q = pv dividimos la suma en dos partes %n(p
v) = S1 + S2 con
S1 = p
v
∑
Ωk≡1 (mod pv)
pv∑
m=1
|
∑
1≤c≤pv
(c,p)=1
e(
(n− Ωm)c
pv
)|
= pv(k, p− 1)
pv∑
N=1
|
∑
1≤c≤pv
(c,p)=1
e(
Nc
pv
)|
= pv(k, p− 1)(φ(pv) + (p− 1)φ(p
jd+k)
p− 1 )
= 2(k, p− 1)φ(pv)pv
y
S2 = p
v
pv∑
m=1
|
∑
1≤c,d≤pv−1
ck≡dk (mod pv−k)
e(
nc−md
pv−1
)|.
Repitiendo el proceso j veces, llegamos a que
τn(p
v) = pv
[
2(k, p− 1)( j∑
i=0
φ(pv−i)
)
+
pv∑
m=1
|
∑
1≤c,d≤pv−j−1
e(
nc−md
pv−j−1
)|]
y esto nos da el resultado. 2
1.3. Regularidad en los racionales
Vamos a ver que la fo´rmula de sumacio´n de Poisson nos permite com-
prender bien F (x) cuando
|x− a
q
| < q−k,
y nos ayudara´ a entender el comportamiento de F en el rango |x − a/q| <
q−1−², ² > 0. Al aplicarla aparecera´n las sumas τm estudiadas en la seccio´n
anterior, as´ı como la funcio´n zeta definida por
ζa/q(s) =
∞∑
n=1
e(
a
q
nk)n−s (1.16)
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en el semiplano <s > 1. Separando en residuos mo´dulo q y aplicando la
fo´rmula de Poisson en progresio´nes aritme´ticas podemos escribir
ζa/q(s) =
τ
q
(
1∫
0
φ(x)x−s +
1
s− 1) +
∑
m6=0
τm
q
∞∫
0
φ(x)x−se(−m
q
x)dx (1.17)
donde φ es cualquier funcio´n en C∞0 ((0,∞]) que valga 1 en [1,∞). Adema´s
esta representacio´n es va´lida para todo s ∈ C, da´ndonos la extensio´n mero-
morfa de ζa/q(s). Vemos que ζa/q tiene un polo en s = 1 cuando τ(a/q) 6= 0.
Tras aplicar Poisson sobre la funcio´n F cerca de a/q, deberemos tratar
con la transformada de Fourier de la distribucio´n
g(x) =
e(xk)− 1− 2piixk
xα
I(0,∞)(x).
As´ı pues vamos a comenzar estudia´ndola
Lema 1.12. Existe una sucesio´n (cj)
∞
j=0 de nu´meros complejos dependientes
de α y k tales que para λ > 1 y n ∈ N se cumple
ĝ(λ) = λα−1
n∑
j=2
ajλ
−jk+ i1/2λ−
1
2
−α−1/2
k−1 e(−Cλ kk−1 )
n∑
j=0
cjλ
−j k
k−1 +On(λ
α−n−1)
con C = (1− 1/k)k−1/(k−1) y
aj = Γ(jk − α+ 1)(2pii)α−1+(1−k)j(j!)−1.
Adema´s
ĝ(−λ) = λα−1
n∑
j=2
ajλ
−jk +O(λα−n).
Demostracio´n: Dividimos la integral en dos partes
ĝ(λ) = I(ψ) + I(η),
donde ψ ∈ C∞0 ([0,∞)), ψ(x) = 1 para 0 ≤ x ≤ 1, η = 1− ψ y I(f) = ĝf(λ).
Desarrollando uαg(u) en serie de potencias podemos escribir
I(ψ) =
n∑
j=2
(2pii)j
j!
Ikj−α(ψ) +
∞∫
0
un+1−αgn(u)ψ(u)e(−λu)du,
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donde gn(u) es una funcio´n entera y
Iβ(ψ) =
∞∫
0
xβψ(x)e(−λx)dx = (2piλ)−β−1
∞∫
0
xβe−ixdx− Iβ(η).
Integrando por partes vemos que Iβ(η)¿β,n λ−n. Por el teorema de Cauchy y
la definicio´n de la funcio´n Γ podemos calcular la primera integral, obteniendo
Iβ(ψ) = (2piiλ)
−β−1Γ(β + 1) +O(λ−n).
Finalmente integrando por partes n+ 1− [α] veces obtenemos
∞∫
0
un+1−αgn(u)ψ(u)e(−λu)du¿ λα−n−1.
Por otra parte, integrando de nuevo por partes
I(η) =
∞∫
0
η(x)x−αe(xk − λx)dx+O(λ−n).
Haciendo el cambio x→ λ1/(k−1)x tenemos
I(η) = λ−
α−1
k−1
∫
u(x)e(λ
k
k−1 (xk − x))dx+O(λ−n)
con u(x) = η(λ1/(k−1)x)x−α. Escribiendo u como suma de tres funciones de
C∞0 ((0,∞)), esta´ claro que podemos sustituir en la integral a u por una
funcio´n u0 ∈ C∞0 ((0,∞)) con soporte contenido en (1/2k, 2) y u0 = u en
(1/k, 1), y de forma que al hacerlo so´lo perdamos O(λ−n). Ahora, aplicando
fase estacionaria (ver Teorema 7.7.5 en [Ho¨r]) conseguimos
I(η) = λ−
α−1
k−1
e(−Cλ kk−1 )
(−ik2Cλ kk−1 )1/2
∑
j≤n
c˜j(λ
k
k−1 )−j +O(λ−n−1)
donde C = (1− 1/k)k−1/(k−1) y c˜j son nu´meros que so´lo dependen de α y k.
En particular c˜0 = u(k
−1/(k−1)) = kα/(k−1).
El ca´lculo de ĝ(−λ) es igual, teniendo en cuenta que en este caso ĝη(−λ)¿
λ−n, debido a que la derivada de xk − (−λ)x no se anula en [0,∞).
2
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Al usar este resultado en el siguiente lema necesitaremos saber que cierta
suma converge. Esto quedara´ asegurado por la desigualdad∑
m≤N
e(b(m+ θ)
k
k−1 )¿ b 12N 12+ 12(k−1) (1.18)
uniforme en 0 ≤ θ ≤ 1 y b ≥ 1, que se deduce del lema de van Der Corput (ver
[GK]). Ahora veremos dos resultados sobre el comportamiento de F (a/q +
h)− F (a/q) para h > 0. Podemos conseguir los equivalentes para h < 0 por
la fo´rmula
F (a/q + h)− F (a/q) = F (−a/q − h)− F (−a/q). (1.19)
Proposicio´n 1.13. Sea x ∈ R. Para cualquier par de enteros a, q coprimos,
tenemos que
F (x) = F (
a
q
) + 2piiζa
q
(α− k)h+ Aτ
q
h
α−1
k + h
α−1
k
∑
m6=0
τm
q
ĝ
( m
qh1/k
)
do´nde h = x− a/q > 0 y
A =
( i
2pi
) 1−α
k
1
k
Γ(
1− α
k
). (1.20)
Demostracio´n: Sea φ ∈ C∞0 ((0,∞]) con φ = 1 en [1,∞). Podemos es-
cribir
F (x)− F (a
q
) = l´ım
N→∞
SN
SN =
∑
n∈Z
φN(n)e(
ank
q
)
e(nkh)− 1
nα
.
con φN ∈ C∞0 ((0,∞)), φN(t) = 1 para 1 ≤ t ≤ N y φN(t) = φ(t) si 0 < t < 1.
Aplicando Poisson en progresiones aritme´ticas
SN =
∑
m∈Z
τm
q
∞∫
0
φN(t)t
−α(e(htk)− 1)e(−m
q
t)dt
lo que podemos expresar como
SN = DN +
τ
q
∞∫
0
φN(t)
e(htk)− 1
tα
+
∑
m6=0
h
α−1
k
τm
q
∞∫
0
φN(h
− 1
k t)g(t)e(− m
qh1/k
t)dt
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donde
DN = 2piih
∑
m6=0
τm
q
∫
φN(t)t
k−αe(−m
q
t)dt.
Gracias al lema 1.12 y a (1.18) podemos hacer tender N a infinito. Por (1.17)
obtenemos
l´ım
N
DN = 2piihζa
q
(α− k)− 2piihτ
q
(
1
α− k − 1 +
1∫
0
φ(t)tk−αdt).
Finalmente haciendo φ→ 1 y teniendo en cuenta que
∞∫
0
t−α(e(tk)− 1)dt = A
hemos terminado. 2
El resultado siguiente es una consecuencia directa de los dos resultados
anteriores (teniendo en cuenta (1.18))
Teorema 1.14. Sea x ∈ R, a, q ∈ Z coprimos, 1 < α < k+1. Si h = x−a/q
entonces para 0 < h < q−k y n > α se tiene la fo´rmula
F (x) = F (
a
q
)+h
α−1
k
Aτ
q
+
n∑
j=1
(2piih)jζa
q
(α−kj)+(qh)β
n∑
j=0
cjTj(qh
1
k )+O((qh
1
k )n)
con
Tj(y) = y
jk
k−1
∞∑
m=1
τm
q1/2
e((my−1)
k
k−1 )m−
1
2
−β−j k
k−1
y
β = (α− 1/2)/(k − 1).
Este teorema permite controlar la regularidad de la funcio´n en los racio-
nales. En particular deducimos
Corolario 1.15. Sean α, k y a/q como en el teorema anterior. Entonces:
i) Si τ 6= 0 entonces F ∈ C α−1k (a/q) y F 6∈ Cδ(a/q) para δ > (α− 1)/k.
ii) Si τ = 0 entonces F ∈ C α−1/2k−1 (a/q) y F 6∈ Cδ(a/q) para δ > α−1/2
k−1 .
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iii) F es diferenciable en a/q si y so´lo si τ = 0 y α > k − 1/2. En este
caso
F ′(
a
q
) = 2piiζa
q
(α− k).
Demostracio´n: Teniendo en cuenta el Teorema 1.14 so´lo hay que demos-
trar que F no es diferenciable en el caso α = k − 1/2, τ = 0. Esto se debe a
que T0 oscila. Para probarlo, tomamos m0 6= 0 tal que τm0 6= 0 (siempre es
posible porque
∑q
m=0 τm = q). Entonces
2Y∫
Y
T0(y
−1)e(C(m0y)
k
k−1 )dy = q−
1
2 τm0m
− 1
2
−β
0 Y +O(1).
Luego l´ımy→0 T (y−1) no existe. 2
Vemos que la la regularidad de la funcio´n va a depender de que τ se anule
o no. Podemos caracterizar totalmente esta propiedad a partir de propiedades
de q. Por el corolario anterior y la proposicio´n 1.9 concluimos
Teorema 1.16. Para todo racional a/q, con a, q coprimos, se cumple que
βF (x0) =
α− 1
k
si existe pδ ‖ q tal que (k, p− 1) = 1 y δ ≡ 1 (mod k). En otro caso
βF (x0) =
α− 1/2
k − 1 .
Como en la proposicio´n 1.13, pero de manera ma´s sencilla, se prueba
Proposicio´n 1.17. Sea h = x− a/q > 0 y 1 < α < k. Entonces
F (x) = F (
a
q
) + A
τ
q
h
α−1
k + q−1h
α−1
k
∑
m6=0
τmĝ0(
m
h1/kq
)
donde g0(x) = x
−α(e(xk)− 1).
Veamos que cuando h es pequen˜o con respecto a q−1, realmente el te´rmino
Aq−1h(α−1)/k es el principal en F (a/q + h)− F (a/q).
Proposicio´n 1.18. Sea k/2 < α < k y h > 0. Entonces para todo ² > 0 se
tiene
F (x)− F (a
q
) =
Aτ
q
h
α−1
k +O(h
α
k q
1
2
+²).
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Demostracio´n: Por el lema 1.12 vemos que ĝ0(λ) ¿ λ−δ con δ > 1, y
por la proposicio´n 1.13 llegamos a
F (x)− F (a
q
) =
Aτ
q
h
α−1
k +
h
α−1
k
q
O(
∑
m6=0
|τm|mı´n(1, ( |m|
h1/kq
)−δ))
Se puede deducir de la hipo´tesis de Riemann para curvas sobre cuerpos finitos
(ver [Vau] ) la cota
τm ¿ (m, q)q 12+²,
para todo ² > 0, de donde se sigue la proposicio´n. 2
Con esta proposicio´n podr´ıamos hallar la regularidad encontrada por Jaf-
fard para la funcio´n F en el caso k = 2 (ver (1.6)). No ocurre lo mismo cuando
k ≥ 3. En este caso no es suficiente con acotar la suma∑m≤M τm controlan-
do el taman˜o de τm. En la siguiente seccio´n vamos a ver que en esa suma se
produce mucha cancelacio´n, al menos para la mayor´ıa de los racionales a/q.
1.4. Sumas incompletas
Como acabamos de ver, el te´rmino τ(a/q) determina en parte el com-
portamiento de la funcio´n F . Cuando q es primo, esta suma se comporta
de manera irregular. Vamos a probar que para la mayor´ıa de residuos a el
taman˜o de τ(a/q) esta cerca de q1/2 exceptuando el caso (k, q− 1) = 1, en el
que τ se anula.
Proposicio´n 1.19. Sea 1 ≤ N ≤ q, q primo y l = (k, q − 1) > 1. Entonces
se cumple ∑
a≤N
|τ(a
q
)|2 = l(q − 1)N +O(l2q3/2 log q).
Demostracio´n: Comenzamos completando la suma
∑
a≤N
|τ(a
q
)|2 =
q∑
a=1
|τ(a
q
)|2
∑
s≤N
1
q
q∑
r=1
e(
(a− s)r
q
)
=
1
q
q∑
r=1
∑
s≤N
e(
−sr
q
)
q∑
a=1
e(
ra
q
)|τ(a
q
)|2.
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Usando (1.15) obtenemos
q∑
a=1
|τ(a
q
)|2 =
∑
χ,ψ∈G
τχτψ
q∑
a=1
χ(a)ψ(a) = (q − 1)l
y para r 6= q
q∑
a=1
e(
ra
q
)|τ(a
q
)|2 =
∑
χ,ψ∈G
τχτψ
q∑
a=1
χ(a)ψ(a)e(
ra
q
)
=
∑
χ,ψ∈G
χ(r)ψ(r)τχτψτχψ
Luego
|
∑
a≤N
|τ(a
q
)|2 −N(q − 1)l| ≤ l2q1/2
q−1∑
r=1
|
∑
s≤N
e(
−sr
q
)|
≤ l2q1/2
q−1∑
r=1
| sen(pir
q
)|−1
y el resultado se sigue de la equivalencia senx ∼ x. 2
Como consecuencia directa de esta proposicio´n y del lema 1.6 obtenemos
Proposicio´n 1.20. Sea I un intervalo cerrado con m(I) < 1. Dado ² > 0
existe C = C(², k) tal que para todo primo q > Cm(I)−2−² con (q−1, k) 6= 1,
se cumple
|{1 ≤ a ≤ q : a
q
∈ I, |τ(a
q
)| ≥ q
1/2
2
}| ≥ q
k
|I|.
Hemos comprendido ya (ver 1.17) que las sumas
∑
m τmf(m/Y ) tienen
mucha importancia para entender la irregularidad de la funcio´n. Vamos a
ver que en ellas hay mucha cancelacio´n para la mayor´ıa de los residuos a.
En la prueba vamos a usar una desigualdad de tipo gran criba, que ha sido
utilizada con frecuencia en teor´ıa de nu´meros. Es una generalizacio´n de la
desigualdad de Bessel (ver [Dav2])
Lema 1.21. Sea u un vector en un espacio eucl´ıdeo. Para cualquier conjunto
de l vectores v1, v2, . . . , vl se cumple la desigualdad
l∑
i=1
|〈u, vi〉|2 ≤
(
ma´x
1≤i≤l
∑
j≤l
|〈vi, vj〉|
)
‖u‖2.
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Vamos con el resultado principal de esta seccio´n
Proposicio´n 1.22. Sea f : [0,∞] → C una funcio´n continua con transfor-
mada de Mellin integrable y que representa a f a trave´s de la fo´rmula de
inversio´n en <s = 1/2. Definimos
S∗a/q(x) = sup
Y ∈[x,2x]
|
q∑
m=1
τm(
a
q
)f(
m
Y
)|
se cumple
1
q
q∑
a=1
|S∗a/q(x)|2 ¿ xqkω(q)d(q)2 log q.
Demostracio´n: Escribimos
q∑
m=1
τm(
a
q
)f(
m
Y
) =
∑
q0|q
q∑
m=1
(m,q)=q0
τm(
a
q
)f(
m
Y
)
y por la desigualdad de Cauchy-Schwarz
q∑
a=1
|S∗a/q(x)|2 ≤ d(q)2ma´x
q0|q
q∑
a=1
|S∗a/q(x, q0)|2
con
S∗a/q(x, q0) = sup
Y ∈[x,2x]
|
q∑
m=1
(m,q)=q0
τm(
a
q
)f(
m
Y
)|.
Sea
B =
k⋃
d=1
∞⋃
j=0
{(jk + d, n) ∈ N2 : n ≥ jk + d− j − 1},
y A su complementario en N2. Sea q0 = qAqBqC y q = q0lAlBlC , con qC lC | k,
(qAlA, qBlB) = (qAlA, k) = (qBlB, k) = 1, con qAlA =
∏
p p
vp , qA =
∏
p p
up
con (vp, up) ∈ A para todo p | qAlA y qBlB =
∏
p p
mp , qB =
∏
p p
np con
(mp, np) ∈ B para todo p | qBlB.
Entonces
τm(
a
q
) = τm(
a(qBlB)
k−1
∆
)τm(
a∆k−1
qBlB
) = τm(
a(qBlB)
k−1
∆
)η(qBlB)
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con ∆ = qAlAqC lC y η la funcio´n multiplicativa que cumple η(p
v) = pv−j−1.
De esta forma tenemos que
q∑
a=1
|S∗a/q(x, q0)|2 ≤ η(qBlB)2q∆−1 ‖w∗‖2 (1.21)
donde ‖w∗‖2 =∑∆a=1 |w∗(a)|2 con w∗(a) = supY ∈[x,2x] |wY (a)| y
wY (a) =
qq−10∑
λ=1
(λ,qq−10 )=1
τλq0(
a
∆
)f(
λq0
Y
).
Podemos escribir
‖w∗‖ = 〈w∗, g〉
con g un vector de norma 1. Adema´s, como f es continua para todo a tenemos
que w∗(a) = |wY (a)(a)| para cierto Y (a). Por tanto
‖w∗‖ =
∆∑
a=1
wY (a)(a)g(a).
Usando la fo´rmula de inversio´n
f(u) =
1
2pii
1/2+i∞∫
1/2−i∞
u−sMf (s)ds
podemos escribir
wY (a)(a) =
1
2pii
1/2+i∞∫
1/2−i∞
Mf (s)
qq−10∑
λ=1
(λ,qq−10 )=1
Y (a)s
(λq0)s
τλq0(
a
∆
)ds.
Por tanto
‖w∗‖ = 1
2pii
1/2+i∞∫
1/2−i∞
Mf (s)
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0)
−sds, (1.22)
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con
Ts(λ) =
∆∑
a=1
Y (a)sg(a)τλq0(
a
∆
).
Pero por la desigualdad de Cauchy
|
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0)
−s|2 ≤ q−10 log q
qq−10∑
λ=1
(λ,qq−10 )=1
|Ts(λ)|2
Ahora usamos el lema 1.21 para deducir
qq−10∑
λ=1
(λ,qq−10 )=1
|Ts(λ)|2 ≤ x ‖g‖2 ma´x
(n,q)=q0
qq−10∑
λ=1
(λ,qq−10 )=1
|
∆∑
a=1
τn(
a
∆
)τλq0(
a
∆
)|.
Pero
qq−10∑
λ=1
(λ,qq−10 )=1
|
∆∑
a=1
τn(
a
∆
)τλq0(
a
∆
)| ≤ lB%n(∆)
luego
|
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0)
−s|2 ≤ xq−10 (log q)lB%n(∆). (1.23)
Como (n, q) = q0 entonces por el lema 1.11 se cumple
%n(∆) = %n(qC lC)%n(qAlA) ≤ (qC lC)4kω(qAlA)(qAlA)2 ¿ kω(q)(qAlA)2.
As´ı, sustituyendo en (1.22) concluimos que
‖w∗‖2 ¿ xq−10 (log q)lBkω(q)(qAlA)2
y por (1.21)
q∑
a=1
|S∗a/q(x, q0)|2 ¿ η(qBlB)2q∆−1(log q)xq−10 lBkω(q)(qAlA)2.
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Siempre se cumple que η(qBlB) ≤ qB, luego
q∑
a=1
|S∗a/q(x, q0)|2 ¿ xq2Bl2BqAl2Akω(q)(log q) ≤ xq2(log q)kω(q)
y finalmente por (1.21) obtenemos la proposicio´n. 2
De la misma forma podemos probar
Proposicio´n 1.23. Sea D ∈ Z, D ≥ 1, 1/2 ≤ c < 1 y f : [0,∞] → C una
funcio´n continua con transformada de Mellin integrable y que representa a f
a trave´s de la fo´rmula de inversio´n en <s = c. Definimos
S∗a/q(x) = sup
Y ∈[x,2x]
|
q∑
m=1
τm(
a
q
)f(
m+Dq
Y
)|
se cumple
1
q
q∑
a=1
|S∗a/q(x)|2 ¿ D−2cxqkω(q)d(q)2.
Demostracio´n: Procediendo como en la prueba de la proposicio´n 1.22,
pero usando la fo´rmula de inversio´n de Mellin en <s = c llegamos a la
ecuacio´n,
‖w∗‖ = 1
2pii
c+i∞∫
c−i∞
Mf (s)
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0 +Dq)
−sds, (1.24)
que sustituye a la ecuacio´n (1.22). Ahora al aplicar Cauchy-Schwarz obtene-
mos
|
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0 +Dq)
−s|2 ≤ q−10 q(Dq)−2c
qq−10∑
λ=1
(λ,qq−10 )=1
|Ts(λ)|2
qq−10∑
λ=1
(λ,qq−10 )=1
|Ts(λ)|2 ≤ x2clB%n(∆).
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Como x ≤ q deducimos que q−10 q(Dq)−2cx2c ≤ D−2cq−10 x y por tanto
|
qq−10∑
λ=1
(λ,qq−10 )=1
Ts(λ)(λq0 +Dq)
−s|2 ≤ D−2cq−10 xlB%n(∆),
que sustituye a la ecuacio´n (1.23) lo que demuestra el resultado finalizando
como en la prueba de la proposicio´n 1.22. 2
Corolario 1.24. Sea J ∈ N. Sea f : [0,∞] → C continua tal que su trans-
formada de Mellin es integrable y representa a f mediante la fo´rmula de
inversio´n en <s = c para todo 1/2 ≤ c < 1. Definimos
S∗a/q(x) = sup
Y ∈[x,2x]
|
Jq∑
m=1
τm(
a
q
)f(
m
Y
)|
se cumple
1
q
q∑
a=1
|S∗a/q(x)|2 ¿ xqkω(q)d(q)2 log(Jq).
Demostracio´n: Por Cauchy-Schwarz
|S∗a/q(x)|2 ≤ sup
Y ∈[x,2x]
(|
q∑
m=1
τm(
a
q
)f(
m
Y
)|2 + (log J) ma´x
1≤L≤J
|
2Lq∑
m=Lq
τm(
a
q
)f(
m
Y
)|2).
Tambie´n
|
2Lq∑
m=Lq
τm(
a
q
)f(
m
Y
)|2 ≤ L
2L∑
D=L
|
q∑
m=1
τm(
a
q
)f(
m+Dq
Y
)|2.
As´ı, usando las proposiciones 1.22 y 1.23 deducimos
1
q
q∑
a=1
|S∗a/q(x)|2 ¿ xqkω(q)d(q)2(log(q) + log(J)J2(1−c)),
y tomando c = 1− (log J)−1 probamos el corolario. 2
Para aplicar el resultado que acabamos de demostrar a las funciones ĝ
y ĝ0 de la seccio´n anterior, necesitamos primero ver co´mo se comporta su
transformada de Mellin
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Lema 1.25. Sea 0 < c < 1, f ∈ L1([0,∞]), f(u)u−c ∈ L1([0,∞]). Entonces
sobre la l´ınea <s = c se cumple
M bf (s) = (2pii)−sΓ(s)Mf (1− s).
Demostracio´n: Para todo L > 0 tenemos
L∫
0
f̂(x)xs−1dx =
∞∫
0
f(u)
L∫
0
e(−xu)xs−1dx =
∞∫
0
f(u)u−sdu
Lu∫
0
e(−x)xs−1dx.
Como la integral interior esta´ uniformemente acotada en L ≥ 0, aplicando el
teorema de convergencia dominada tenemos que
∞∫
0
f̂(x)xs−1dx =
∞∫
0
e(−x)xs−1dx
∞∫
0
f(u)u−sdu.
Pero deformando el dominio de integracio´n en el plano complejo vemos que
∞∫
0
e(−x)xs−1dx = (2pii)−sΓ(s).
2
Lema 1.26. Sea 0 < c < 1, f ∈ L1([0,∞]), f(u)u−c ∈ L1([0,∞]). Entonces
podemos escribir
f̂(x) =
1
2pii
c+i∞∫
c−i∞
M bf (s)x−sds
con M bf (s) = (2pii)−sΓ(s)Mf (1− s).
Demostracio´n: Sea ρ ∈ C∞0 (R) con
∫
ρ = 1. Definimos ρM(u) =Mρ(Mu).
Por la fo´rmula de inversio´n para la transformada de Mellin
f̂(x) = l´ım
M→∞
1
2pii
c+i∞∫
c−i∞
M bf∗ρM (s)x−sds.
Como f ∈ L1 y ρ ∈ C∞0 se cumple f̂ ∗ ρM(x) = (fρˇM)b(x). Aplicando el lema
1.25 tenemos
M bf∗ρM (s) = (2pii)−sΓ(s)MfρˇM (1− s).
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Pero ρˇM(u) = ρ̂(−uM−1) y
∞∫
0
|u−c−itf(u)ρ̂(− u
M
)|du¿
∞∫
0
|f(u)|u−cdu <∞,
por lo que aplicando convergencia dominada obtenemos el lema, debido al
decaimiento de Γ(s). 2
El corolario 1.24 nos permite entender el comportamiento de F cerca de
la mayor´ıa de los racionales
Proposicio´n 1.27. Sea q ∈ N, 0 < H < 1 y δ > 1. Sea 1 < α1 < k y
k + 1/2 < α2 < k. Existe un conjunto B = B(δ, q,H) contenido en
{a ∈ Z : 1 ≤ a ≤ q, (a, q) = 1}
con |B| ¿ qδ−2d(q)2kω(q) log(qH−1), tal que para todo a 6∈ B y para cualquier
todo H < h < 2H se cumple
Fα1(
a
q
+ h)− Fα1(
a
q
) = A
τ
q
h
α1−1
k +O(δh
α1−1/2
k ) (1.25)
y
Fα2(
a
q
+ h)− Fα2(
a
q
) = A
τ
q
h
α2−1
k + 2piiζa/q(α− k)h+O(δh
α2−1/2
k ). (1.26)
Demostracio´n: Sea J = (H−1q)(k−1)/(α1−1), y B el conjunto de los a tales
que
sup
Y ∈[H1/kq,2H1/kq]
|
∑
1≤|m|≤qJ
τm(
a
q
)ĝ0(
m
Y
)|+ |
∑
1≤|m|≤qJ
τm(
a
q
)ĝ(
m
Y
)| ≥ δ(H 1k q) 12 q 12 .
con g0(x) = x
−α1(e(xk) − 1) y g(x) = x−α2(e(xk) − 1 − 2piixk). Por el lema
1.26 esta´ claro que podemos aplicar el corolario 1.24 a la funciones ĝ0(x) y
ĝ0(−x). En el caso de la funcio´n g, hacemos la separacio´n
g(x) = g(x)I[0,1](x) + x−α2(e(xk)− 1)I(1,∞)(x)− η(x),
con η(x) = 2piixk−α2I(1,∞)(x). Sobre las dos primeras podemos aplicar el lema
1.26. Adema´s, escribiendo
η̂(y) = l´ım
N→∞
η̂N(y)
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con ηN = ηI[0,N ] y usando el lema 1.26 sobre ηN vemos que es posible aplicar
el corolario 1.24 sobre ĝ(x) y sobre ĝ(−x). Por tanto
|B| ¿ qδ−2d(q)2kω(q) log(qH−1).
Si a 6∈ B, usando las proposiciones 1.13 y 1.17 y la desigualdad (1.18) se
prueba (1.26) y (1.25) respectivamente. 2
1.5. Ond´ıculas
Como en el trabajo de Hardy [Har], la integral de Poisson se ha emplea-
do frecuentemente en el estudio de la regularidad global de funciones (ver
[Ste]). Ciertas generalizaciones de esta herramienta eran conocidas por A. P.
Caldero´n [Cal] pero no fueron redescubiertas hasta 20 an˜os despue´s, con el
nombre de transformada de ond´ıculas, por A. Grossmann y J. Morlet [GM].
Ma´s tarde se uso´ en la construccio´n de bases ortonormales formadas por
funciones suaves y bien localizadas para el espacio L2(Rn) (ver [Mey, HW]).
Esta transformada ha probado ser conveniente para el estudio de la regu-
laridad de funciones [JM]. Nosotros la vamos a usar para entender la suavidad
de la funcio´n F , aunque no de forma directa como hace Jaffard en [Jaf1] sino
para extender resultados al variar α.
Llamamos ond´ıcula a una funcio´n ϕ : R → C diferenciable y que tenga
algo de decaimiento
|ϕ(t)|+ |ϕ′(t)| = O( 1
1 + |t|1+δ ) para algu´n δ > 0 (1.27)
y de oscilacio´n
∞∫
−∞
ϕ(t)dt = 0. (1.28)
A partir de ella podemos construir una familia de ond´ıculas
1
a
ϕ(
t− b
a
) a > 0, b ∈ R
que nos van a servir como base para expresar muchas otras funciones. Para
ello consideramos la transformada continua de ond´ıculas de una funcio´n f ∈
L∞(R) con respecto a ϕ
T (b, a) =
+∞∫
−∞
f(t)ϕ(
t− b
a
)
dt
a
. (1.29)
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Podemos recuperar la funcio´n f a partir de su transformada T . Para ello
elegimos una funcio´n g, tal que g(t) log(2+|t|) ∈ L1(R), a−1ϕˆ(a)gˆ(a) ∈ L1(R)
y
∞∫
0
ϕˆ(a)gˆ(a)
da
a
= 1 si suppϕ ∩ (0,∞) 6= ∅ (1.30)
∞∫
0
ϕˆ(−a)gˆ(−a)da
a
= 1 si suppϕ ∩ (−∞, 0) 6= ∅ (1.31)
Una funcio´n g cumpliendo estos requisitos recibe el nombre de ond´ıcula de
reconstruccio´n para ϕ. Siempre existe alguna ond´ıcula de reconstruccio´n, y
de hecho podemos tomar g ∈ C∞0 (R) que es lo que haremos a partir de ahora.
Se cumple que (ver [HT])
Teorema 1.28. Sea f una funcio´n acotada y de´bilmente oscilante alrededor
de 0, lo que viene expresado por la condicio´n
l´ım
u→∞
1
2u
t+u∫
t−u
f(y)dy = 0 uniformemente en t.
Entonces para todo t donde f es continua se cumple
f(t) = l´ım
²→0
ρ→∞
ρ∫
²
da
a
+∞∫
−∞
T (b, a)
1
a
g(
t− b
a
)db.
Para estudiar la regularidad local hasta exponente n ∈ N vamos a exigir
que tnϕ(t) ∈ L1(R) y adema´s que
∞∫
−∞
tmϕ(t)dt = 0 m = 0, 1, . . . , n− 1 (1.32)
los primeros n momentos se anulen (es un “a´tomo”). De esta forma, la regu-
laridad local de f puede caracterizarse por el decaimiento de su transformada
T (ver [HT], [Jaf1]):
Teorema 1.29. Sea f una funcio´n acotada y satisfaciendo
f ∈ Cβ(x0) β ∈ (0, n)
para un punto x0 ∈ R. Entonces se cumple
T (b, a)¿ aβ(1 + |b− x0|
a
)β,
donde T es la transformada de f con respecto a una ond´ıcula satisfaciendo
(1.32).
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Demostracio´n: Como f ∈ Cβ(x0), existe un polinomio p de grado n− 1
tal que
f(x)− p(x− x0)¿ |x− x0|β. (1.33)
Por 1.29 y (1.32) tenemos que
|T (b, a)| = |
∞∫
−∞
(f(x)− p(x− x0))ψ(x− b
a
)
dx
a
|,
y por (1.33)
T (b, a)¿
∞∫
−∞
|x− b|β|ψ(x− b
a
)|dx
a
+ |b− x0|β
∞∫
−∞
|ψ(x− b
a
)|dx
a
de donde deducimos el resultado porque tnψ(t) ∈ L1. 2
Teorema 1.30. Sea f acotada, de´bilmente oscilante y con f ∈ Cγ(R) para
algu´n γ > 0. Sean β′ < β y β ∈ (0, n), β 6∈ Z tales que
T (b, a)¿ aβ(1 + |b− x0|
a
)β
′
, (1.34)
con T la transformada con respecto a una ond´ıcula satisfaciendo (1.32) de
una funcio´n f acotada. Entonces se cumple que
f ∈ Cβ(x0).
Adema´s, si β > 1 podemos expresar la derivada de f en x0 como
f ′(x0) =
∞∫
0
da
a
∞∫
0
T (b, a)g′(
x0 − b
a
)
db
a2
Demostracio´n: Por el teorema 1.28 tenemos
f(x) =
∞∫
0
ω(a, x)
da
a
con
ω(a, x) =
∞∫
−∞
T (b, a)g(
x− b
a
)
db
a
.
De la desigualdad (1.34) deducimos
ω(a, x)¿ aβ+aβ−β′|x−x0|β′+aβ
∞∫
−∞
|b− x
a
|β′|g(x− b
a
)|db
a
¿ aβ(1+ |x− x0|
a
)β
′
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y de la misma forma para todo entero j ≥ 0 se cumple
( ∂
∂x
)j
ω(a, x) = a−j
∞∫
−∞
T (b, a)g(j)(
x− b
a
)
db
a
¿ aβ−j(1 + |x− x0|
a
)β
′
. (1.35)
Por tanto, definiendo
p(t) =
m−1∑
j=0
tj
j!
∞∫
0
( ∂
∂x
)j
ω(a, x0)
da
a
=
∞∫
0
υ(a, t)
da
a
donde m es el entero que cumple m− 1 < β < m, tenemos que
f(x)− p(x− x0) =
∞∫
0
(ω(a, x)− υ(a, x− x0))da
a
,
luego por (1.35) y la fo´rmula del desarrollo de Taylor vemos que salvo una
constante f(x)− p(x− x0) esta´ acotado por
|x− x0|β′
|x−x0|∫
0
aβ−β
′ da
a
+
m−1∑
j=0
|x− x0|j
|x−x0|∫
0
aβ−j
da
a
+ |x− x0|m
∞∫
|x−x0|
aβ−m
da
a
luego
f(x)− p(x− x0)¿ |x− x0|β.
2
Por tanto tenemos
Teorema 1.31. Sea f acotada, f ∈ Cγ(R) para algu´n γ > 0 y 0 < βf (x0) <
n. Se cumple
βf (x0) = sup{β ∈ R : T (x0 + b, a) = O((a+ |b|)β)}.
Apliquemos esta caracterizacio´n de regularidad a nuesta familia de fun-
ciones
F (x) = Fα(x) =
∞∑
n=1
n−αe(nkx).
Para esto vamos a considerar una ond´ıcula adaptada a estas funciones
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Lema 1.32. Sea r > 0 y
ϕr(t) =
1
(2pi)r+1
Γ(1 + r)
(1 + it)r+1
.
Si T es la transformada de ond´ıculas de la funcio´n
f(x) =
∞∑
m=1
ame(mx)
con
∑∞
m=1 |am| <∞, con respecto a la ond´ıcula ϕr entonces
T (b, a) = arθ(b+ ia)
con
θ(z) =
∞∑
n=1
amm
re(mz).
Demostracio´n:
T (b, a) =
∞∑
m=1
ame(mb)ϕ̂r(−ma). (1.36)
Consideramos la funcio´n
Gr(x) = e
−2pixxrI[0,∞](x).
Deformando el dominio de integrancio´n en C vemos que
Ĝr(u) = ϕr(u)
luego por la fo´rmula de inversio´n para la transformada de Fourier
ϕ̂r(−x) = Gr(x).
Sustituyendo esta fo´rmula en (1.36) finalizamos la prueba. 2
Usando el teorema 1.31 y el lema 1.32 deducimos una relacio´n entre la
regularidad de Fα,k al variar α
Corolario 1.33. Sea x0 ∈ R, 1 < α y v > 0. Se cumple que
βFα+v,k(x0) ≥ βFα,k(x0) +
v
k
.
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Demostracio´n: Sea Tα,k la transformada de Fα,k con respecto a ϕd+α/k,
para cualquier d > 0. Se cumple que
Tα,k(b, a) = a
α
k
+dθd(b+ ia)
con θd(z) =
∑∞
n=1 n
dke(nkz). Por tanto
Tα+v,k(b, a) = a
v
kTα,k(b, a).
Por el teorema 1.29 deducimos que si Fα,k ∈ Cβ(x0) entonces
Tα+v,k(b, a)¿ a vk+β(1 + |b− x0|
a
)β
y por el teorema 1.30 obtenemos el corolario. 2
Ya hemos observado que las transformada de ond´ıculas nos sirve para
manejar la regularidad de funciones. Veamos ahora que tambie´n se puede
usar para determinar la dimensio´n fractal de gra´ficos de funciones continuas.
Sea E un subconjunto acotado de R2 y Nh(E) el mı´nimo nu´mero de
conjuntos de dia´metro menor o igual que h que cubren E. Entonces se define
la dimensio´n fractal o dimensio´n de Minkowski de E como
dimM(F ) = l´ım
h→0
logNh(E)
log h−1
cuando existe el l´ımite. En cualquier caso podemos considerar las dimensiones
superior dimM e inferior dimM dadas por los l´ımites superior en inferior. Sea
f : [0, 1]→ C continua. Definiendo Γf = {(x, f(x)) ∈ R2 : 0 ≤ x ≤ 1}, se
cumple que
logNh(Γf ) ∼ log(h−1(Vh(f) + 1))
con
Vh(φ) = sup{
∑
j<h−1
|φ(xj)− φ(yj)| : xj, yj ∈ Ij,∀j < h−1}
e
Ij = [(j − 1)h, jh] j ∈ N.
Vamos a estudiar como se relaciona Vh(f) con Sh(T, a) donde T es la trans-
formada de ond´ıculas de f y
Sh(T, a) = sup{
∑
j<h−1
|T (bj, a)| : bj ∈ Ij ∀j < h−1}.
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Se cumple que
l´ım
h→0
hSh(T, a) =
1∫
0
|T (b, a)|db
y como tSt(T, a) es decreciente en t tenemos que
1∫
0
|T (b, a)|db ≤ tSt(T, a) para todo t > 0. (1.37)
Lema 1.34. Sea f : R → C una funcio´n perio´dica de per´ıodo 1. Si T (b, a)
es su transformada con respecto a una ond´ıcula ϕ que cumpla
ϕ(t) = O(t−2−²),
entonces
Sh(T, a)¿ Vh(f)
uniformemente en a < h.
Demostracio´n: Se cumple
T (b, a) =
+∞∫
−∞
1
a
ϕ(
u
a
)(f(b+ u)− f(b)) du
luego ∑
j<h−1
|T (bj, a)| ≤
+∞∫
−∞
1
a
|ϕ(u
a
)|
∑
j<h−1
|f(bj + u)− f(bj)| du
Pero ∑
j<h−1
|f(bj + u)− f(bj)| ¿ Vh(f),
y por tanto ∑
j<h−1
|T (bj, a)| ¿ Vh(f).
2
Lema 1.35. Sea f una funcio´n perio´dica de per´ıodo 1, con f ∈ Cγ(R) para
algu´n γ > 0. Si T (b, a) es su transformada de ond´ıculas, se cumple
Vh(f)¿ (log h−1)
(
sup
a<h
Sh(T, a) + sup
h<a<1
Sa(T, a)
)
.
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Demostracio´n: Podemos considerar que γ es suficientemente pequen˜o.
Entonces
T (b, a)¿ aγ a→ 0.
Por lo tanto se cumple por el teorema 1.28∑
j≤h−1
|f(xj)− f(yj)| ≤
h∫
²
I1(a)
da
a
+
ρ∫
h
I2(a)
da
a
+O(h−1²γ),
con
I1(a) =
∞∫
−∞
|g(u
a
)|1
a
∑
j<h−1
(|T (xj − u, a)|+ |T (yj − u, a)|) du,
I2(a) =
∞∫
−∞
|T (b, a)|1
a
∑
j<h−1
|g(xj − b
a
)− g(yj − b
a
)| db.
Tenemos que I1(a) ¿ Sh(T, a). Por la periodicidad de T y aplicando el
teorema del valor medio vemos que
I2(a)¿ h
a
1∫
0
|T (b, a)|db
a
sup{
∑
j∈Z
|g′(ξj
a
)| : h ≤ |ξj+1 − ξj| ≤ 2h∀j ∈ Z}
luego
I2(a)¿
1∫
0
|T (b, a)|db
a
.
Considerando (1.37) se sigue
1∫
0
|T (b, a)|db
a
≤ Sa(T, a), a < 1
luego tomando ² = h−1/γ obtenemos el lema. 2
Como consecuencia de los dos u´ltimos lemas deducimos
Proposicio´n 1.36. Sea f ∈ Cγ(R), |ϕ(t)| ¿ (1 + |t|)−2−² y
L(h) = sup
a≤h
Sh(T, a).
Entonces
dimM(Γf ) = l´ım
h→0
log
(
h−1(L(h) + 1)
)
log h−1
si existe el l´ımite. Adema´s el l´ımite existe si y so´lo si existe dimM(Γf ).
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En [CC2] se calcula la dimensio´n fractal del gra´fico Γ en [0, 1] de la funcio´n
∞∑
n=1
cne(n
kx)
nα
donde 0 < l´ımcn ≤ l´ımcn <∞
en el rango α > (k+1)/2. De hecho se prueba que la cota para la dimensio´n
inferior
dimM(Γ) ≥ 2 + 1
2k
− α
k
se cumple en todo el rango α > 1. Aqu´ı vamos a extender el calculo a un
rango mayor, aunque escribimos el resultado so´lo para el caso cn = 1. En la
prueba vamos a usar un resultado (ver [Dav2]) de tipo gran criba diferente
del lema 1.21
Lema 1.37. Sea S : [0, 1]→ R una funcio´n con derivada continua. Si x1, x2,
. . . , xR son puntos h-espaciados, se cumple
R∑
j=1
|S(xj)|2 ≤ 1
h
1∫
0
|S(x)|2dx+ (
1∫
0
|S(x)|2dx)1/2(
1∫
0
|S ′(x)|2dx)1/2.
En la prueba del resultado para la dimensio´n fractal usaremos, como se
hizo en [CC2] para calcular la dimensio´n inferior, que
(
1∫
0
|
∑
n≤N
cne(n
kx)|4 dx)1/4 ¿ N 12+². (1.38)
Esta desigualdad se deduce de que r(n) ¿ n², donde r(n) es el nu´mero de
representaciones n como suma de dos k-potencias, porque si n = ak + bk
entonces a+ b divide a n cuando k es impar y ak/2 + ibk/2 divide a n en Z[i]
cuando k es par.
Si tuvieramos el mismo resultado para la norma en L2k conseguir´ıamos
la dimensio´n fractal en todo el rango α > 1. Cotas para diferentes normas
pueden darnos cotas superiores para la dimensio´n fractal (ver [CU1]). Nuestro
resultado usando (1.38) es el siguiente
Proposicio´n 1.38. Para α > (k + 2)/4 se cumple
dimM(ΓF ) = ma´x(1, 2 +
1
2k
− α
k
).
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Demostracio´n: Tenemos que la transformada de F con respecto a ϕ1+α/k
es T (b, a) = a1+α/kθ(b+ ia) con
θ(b+ ia) =
∞∑
n=1
nke(nk(b+ ia)).
Dividimos la suma en intervalos dia´dicos
θ(b+ ia) =
∞∑
l=0
P2l(b),
con
PM(b) =
∑
M≤n<2M
nke−2pin
kae(nkb).
Por la desigualdad de Ho¨lder∑
j<h−1
|PM(bj)| ¿ h− 34 (
∑
j<h−1
|PM(bj)|4)1/4.
Usando el lema 1.37 sobre PM(x)
2 y la desigualdad (1.38) vemos que si bj
esta´n h-espaciados se cumple∑
j<h−1
|PM(bj)|4 ¿M4k+²(h−1 +Mk)e−MkaM2.
Por tanto para a < h
Sh(T, a)¿ aαk h− 34 (a−1− 2k ) 14+² = h− 34aαk− 14− 12k−²,
y como α > (k + 2)/4,
sup
a<h
Sh(T, a)¿ h−1− 12k+αk−²
y por el lema 1.35 obtenemos el resultado. 2
Esta proposicio´n se podr´ıa haber demostrado de la misma forma sin el uso
de ond´ıculas. Lo que s´ı que pueden demostrar las ond´ıculas es una relacio´n
entre las dimensio´n de las gra´ficas de las funciones Fα,k
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Proposicio´n 1.39. Sea α2 > α1 > 1. Entonces
dimΓFα2 ≤ dimΓFα1 −
α2 − α1
k
.
Demostracio´n: Si T1 y T2 son las transformadas de ond´ıculas de Fα1 y
Fα2 con respecto a ϕ1+α1/k y ϕ1+α2/k respectivamente, entonces
T2(b, a) = a
α2−α1
k T1(b, a)
luego
Sh(T2, a) = a
α2−α1
k Sh(T1, a)
y tomando supremos en a < h deducimos el resultado. 2
1.6. Regularidad en los irracionales
Decimos que una funcio´n f : R→ C es multifractal cuando la funcio´n
dH(β) = dimH{x ∈ R : βf (x) = β}
es mayor que cero en ma´s de un punto.
Hasta ahora hemos estudiado la regularidad de la funcio´n solamente cerca
de los racionales, luego no podemos decir que Fα,k sea una funcio´n multifrac-
tal. En esta seccio´n vamos a ver que como en el caso de Fα,2, toda Fα,k es
multifractal y de hecho la regularidad de un punto depende de lo bien que se
pueda aproximar por racionales. Pero, a diferencia del caso k = 2 tambie´n
va a depender de por que´ tipo de racionales es aproximable.
Vamos a comenzar obteniendo cotas inferiores y superiores para el ex-
ponente Ho¨lder de un punto. Para ello recordamos el siguiente resultado de
acotacio´n de sumas trigonome´tricas (ver [Vau])
Lema 1.40. (Desigualdad de Weyl). Si P es un polinomio de grado k con
coeficiente principal A y a/q es una fraccio´n irreducible tal que
|A− a
q
| ≤ q−2
entonces ∑
n≤N
e(P (n))¿ (Nq−1/K +N1−1/K +N1−k/Kq1/K)N ²
para todo ² > 0 con K = 2k−1.
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Esta es la cota superior que obtenemos para la regularidad de un punto
x0, que depende de a que´ espacio Er pertenezca
Proposicio´n 1.41. Para todo punto x de Er se cumple
βF (x) ≥ α− 1
k
+ 21−kmı´n(
1
k
,
1
2(r − 1)).
Demostracio´n: Por el teorema del valor medio se cumple que
F (x+ h)− F (x+ h
2
)¿ h|
∑
n≤h−1/k
2piink−αe(nkξ1)|+ |
∑
n>h−1/k
n−αe(nkξ2)|
(1.39)
para ciertos x+ h/2 ≤ ξ1, ξ2 ≤ x+ h. Consideramos las convergentes conse-
cutivas an/qn y an−1/qn−1 de x tales que
q−rnn = |x−
an
qn
| ≤ |h| ≤ |x− an−1
qn−1
| = q−rn−1n−1 .
Como
|an
qn
− an−1
qn−1
| = 1
qnqn−1
y esta´n en lados opuestos con respecto a x vemos que
1
2
q
rn−1−1
n−1 ≤ qn ≤ qrn−1−1n−1 . (1.40)
Vamos a considerar dos casos. El primero es cuando h cumple
q−rnn ≤ |h| ≤ q−2n
que podemos transformar en
h−
1
rn ≤ qn ≤ h− 12 .
En este caso dividiendo las sumas de (1.39) en intervalos dia´dicos y sumando
por partes podemos aplicar el lema 1.40 con an/qn como aproximante de ξj,
j = 1, 2, y as´ı obtenemos
F (x+ h)− F (x+ h
2
)¿ hα−1k (h 1kK + h 1rnK + h(1− 12 ) 1K ).
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El segundo caso es cuando h esta´ ma´s cerca de an−1/qn−1, es decir
q−2n ≤ |h| ≤ q−rn−1n−1 ,
que por (1.40) podemos transformar en
h
− 1
2rn−1−2 ¿ qn−1 ≤ h−
1
rn−1 .
Actuando como en el caso anterior, pero usando como aproximante al racional
an−1/qn−1 obtenemos
F (x+ h)− F (x+ h
2
)¿ hα−1k (h 1kK + h 1(2rn−1−2)K + h(1− 1rn−1 ) 1K ).
Por tanto, tomando el ma´ximo de ambos casos llegamos a
F (x+ h)− F (x+ h
2
)¿ hα−1k (h 1kK + h 1(2rn−1−2)K + h 1rnK + h(1− 1rn−1 ) 1K ).
Teniendo en cuenta que l´ım supn rn = r y que
F (x+ h)− F (x) =
∞∑
j=0
(
F (x+ h2−j)− F (x+ h2−j−1))
concluimos la prueba. 2
Tambie´n podemos ver que la funcio´n no puede ser demasiado regular en
un punto. Podemos probar
Proposicio´n 1.42. Sea α < k − 1. Para todo x tenemos que
βF (x) ≤ α
k − 1 .
Demostracio´n: Vamos a probar que
F (x+ h)− F (x) = Ω(h αk−1 | log h|−2).
Consideramos el nu´cleo de Fe´jer
fM(x) =
∑
|n|≤M
(1− |n|
M
)e(nx) =
1
M
(sen(piMx)
sen(pix)
)2
con M = Nk−1, N > 1.
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No´tese que para n 6= N se cumple |Nk − nk| ≥ Nk − (N − 1)k > M , luego
1/2∫
−1/2
e(Nkt)fM(t)(F (x− t)− F (x))dt = N−αe(Nkx).
Si |F (x− t)−F (x)| = O(tα/(k−1)(log t)−2), entonces la integral anterior ser´ıa
O(
∫ |t|α/(k−1)| log t|−2|fM(t)|dt). Subdividiendo en intervalos de longitudM−1
obtenemos que la integral es O(M−α/(k−1)(logM)−1) pero esto no es posible.
2
Las cotas que hemos obtenido esta´n lejos de la realidad, al menos para la
mayor´ıa de puntos. Como F ′k,k+1/2+² ∈ L2([0, 1]), por el Teorema fundamental
del Ca´lculo se cumple que Fk,k+1/2+² es derivable en casi todo punto, luego
Fk,k+1/2+² ∈ C1(x0)
para casi todo punto x0. Por el corolario 1.33 obtenemos que para α ≥ k+1/2,
en casi todo punto x ∈ R se cumple
βF (x) ≥ α− 1/2
k
. (1.41)
Vamos a ver que este tipo de resultado se puede generalizar para la funcio´n
F a todo α > 1 y Er con r ≥ 2. Para entenderlo, primero vamos a necesitar
controlar la medida de Hausdorff de estos conjuntos
Definicio´n 1.43. Sea E ⊂ R. Para cada s > 0 definimos su medida exterior
s-dimensional de Hausdorff como
Hs(E) = sup
δ>0
Hsδ(E) = l´ım
δ→0+
Hsδ(E)
con
Hsδ(E) = ı´nf{
∞∑
i=1
|Ui|s : E ⊂
⋃
i
Ui, |Ui| ≤ δ}.
Puede probarse (ver [Fal1]) que todo conjunto de Borel de R es Hs-
medible, y nosotros so´lo trataremos con este tipo de conjuntos. Para todo
γ > 0 y δ < 1 se tiene
Hs+γδ (E) < δγHsδ.
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Luego Hs(E) es una funcio´n no creciente y como Hs(E) = 0 si s > 1, tiene
sentido definir la dimensio´n de Hausdorff de E como
dimH(E) = ı´nf{s > 0 : Hs(E) = 0}.
Veamos el resultado ba´sico con el que controlar inferiormente la dimensio´n
de Hausdorff de un conjunto
Lema 1.44. (Ejemplo 4.6 en [Fal2]) Sea [0, 1] = G0 ⊃ G1 ⊃ G2 ⊃ . . ., donde
cada Gj es una unio´n finita de intervalos (cuya ma´xima longitud tiende a cero
con j) de tal forma que cada intervalo de Gj−1 contiene al menos mj ≥ 2
intervalos de Gj y e´stos esta´n separados por una distancia de al menos εj,
con 0 < εj < εj−1. Entonces si
sj =
log(m1 . . .mj−1)
− log(mjεj) , s = l´ım infj sj
dimH(
∞⋂
j=0
Gj) ≥ s
Si adema´s sj ≥ s para todo j suficientemente grande, entonces se cumple
Hs(∩Ej) > 0.
Lema 1.45. Para todo r ≥ 2 se cumple que dimHEr = 2/r y
H2/r(Er) > 0.
Demostracio´n: Para la dimensio´n superior, observamos que para cual-
quier r′ < r se cumple
Er ⊂
∞⋂
N=1
AN
con
AN =
⋃
n≥N
1≤a≤n
[
a
n
− 1
(n log n)r′
,
a
n
+
1
(n log n)r′
].
Pero
H2/r′(AN)¿ (logN)−1
luego H2/r′(Er) = 0 y por tanto dimHEr ≤ 2/r.
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Para la inferior, consideramos una sucesio´n (nj)j∈N definida por nj = n
j
j−1
y formamos los conjuntos
Gj =
⋃
nj<p<2nj
⋃
1≤a<p
Ir(a, p).
con
Ir(a, p) = [
a
p
− e
(log p)1/2
pr
,
a
p
− 1
pr
] ∪ [a
p
+
1
pr
,
a
p
+
e(log p)
1/2
pr
]. (1.42)
Tenemos que
Er ⊃
∞⋂
j=1
Gj
pero podemos usar el lema 1.44 conmj ³ n2j(log nj)−1 exp((log nj−1)1/2)(nj−1)−r
y ²j ³ n−2j . Por tanto para j suficientemente grande
sj ≥ 2 log nj−1 − r log nj−2 − log log nj−1
r log nj−1 − (log nj−1)1/2 + log log nj ≥
2
r
,
luego H2/r(Er) > 0.
2
Podemos ya enunciar el siguiente resultado que trata la regularidad de F
sobre casi todo punto de Er
Teorema 1.46. Para todo r ≥ 2, se cumple que
i) En casi todo punto x de Er (con la medida H2/r) se tiene
βF (x) ≥ mı´n
(α− 1/2
k
,
α− 1
k
+
1
2r
)
.
Adema´s, si α > k + 1/2 y (α− 1)/k + 1/(2r) > 1 entonces
F ′(x) = l´ım
n→∞
ζan/qn(α− k). (1.43)
ii) Si r ≥ k, existe un subconjunto Er,0 en Er de medida positiva tal que
para todo x ∈ Er,0
βF (x) ≥ α− 1/2
k
. (1.44)
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iii) Si r > k, existe un subconjunto Er,1 en Er de medida positiva tal que
para todo x ∈ Er,1
βF (x) =
α− 1
k
+
1
2r
. (1.45)
Demostracio´n: Comenzamos probando i). Sean 1 ≤ α1 < k y k+1/2 <
α2 < k + 1 tales que α1 ≤ α ≤ α2. Para cada ² > 0, tomamos
B²(q) =
⋃
j∈N
q−r−1≤2−j≤q−1
B(q², q, 2−j)
con B(q², q, 2−j) el conjunto que aparece en el enunciado de la proposicio´n
1.27. Se cumple que
|B²(q)| ¿ q1−². (1.46)
Por otra parte, definimos
C²(q) = {a ∈ Z : 1 ≤ a ≤ q, (a, q) = 1, |τ(a/q)| ≥ q1/2+²}.
Por los lemas 1.5, 1.6 y 1.7 tenemos
∑
q≤Q
q∑
a=1
(a,q)=1
|τ(a
q
)| ¿ Q2+1/2+²/2. (1.47)
Si (an/qn)n∈N es la sucesio´n de convergentes de x, entonces definimos
Mr,² = {x ∈ Er : |{an/qn : an ∈ B²(qn) ∪ C²(qn)}| =∞}.
Para todo Q0 ∈ N se tiene el contenido
Mr,² ⊂
⋃
2j=Q≥Q0
⋃
Q≤q≤2Q
⋃
a∈B²(q)∪C²(q)
[
a
q
− 1
qr−²/2
,
a
q
+
1
qr−²/2
].
Como la H2/r−medida de cada intervalo es menor o igual que q²/2−2, por
(1.46) y (1.47) obtenemos
H2/r(Mr,²)¿ Q−²/20
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y por tanto H2/r(Mr,²) = 0. Definiendo
Mr =
∞⋃
n=1
Mr,1/n
tenemos que H2/r(Mr) = 0. Si x ∈ Er \ Mr, para todo h suficientemente
pequen˜o podemos encontrar convergentes an−1/qn−1, an/qn de x tales que
2q−rnn < |h| ≤ 2q−rn−1n−1 ≤ q−1n .
As´ı, escribimos
Fα1,k(x+ h)− Fα1,k(x) = Fα1,k(x+ h)− Fα1,k(
an
qn
)− (Fα1,k(x)− Fα1,k(
an
qn
)).
Por (1.25), para cada ² > 0 obtenemos
Fα1,k(x+h)−Fα1,k(x)¿
|h|α1−1k
q
1
2
−²
n
+q²n|h|
α1−1/2
k ¿ |h|α1−1k + 12rn− ²rn + |h|α1−1/2k −².
Haciendo tender h a cero se cumple
βFα1,k(x) ≥ mı´n
(α1 − 1
k
+
1
2r
,
α1 − 1/2
k
)− ².
Pero esto se tiene para cada ² > 0, luego se cumple para ² = 0. Por el
corolario 1.33 deducimos
βFα∗,k(x) ≥ mı´n
(α∗ − 1
k
+
1
2r
,
α∗ − 1/2
k
)
(1.48)
para todo α∗ > α1, y en particular para α∗ = α. Adema´s si α > k + 1/2 y
tomamos α2 = α y por (1.26) tenemos para x ∈ Er \Mr, h = x− an/qn > 0
que
F (x)− F (an
qn
) = 2piiζan/qn(α− k)h+O(|h|
α−1
k
+ 1
2rn
− ²
rn + |h|α−1/2k −²)
pero por (1.48) sabemos que cuando (α− 1)/k + 1/(2r) > 1 se cumple
F (x)− F (an
qn
) = F ′(x)h+O(|h|α−1k + 12r−² + |h|α−1/2k −²)
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luego
(F ′(x)− 2piiζan/qn(α− k))h = o(|h|)
lo que prueba (1.43).
Para probar ii), definimos
Er,0 = (Er \Mr) ∩ {x : (qn)n∈N ⊂ P0},
donde P0 = {p ∈ N : p primo , (p, k − 1) = 1}. De la misma forma que en el
lema 1.45 se prueba H2/r(Er,0) > 0. Teniendo en cuenta que τ(a/p) = 0 si
p ∈ P0, igual que antes se tiene que
βFα∗,k(x) ≥
α∗ − 1/2
k
para todo α∗ > α1.
Por u´ltimo, para probar iii), definimos
Er,1 = (Er \Mr) ∩ {x : |(qn)n∈N ∩ P1| =∞, |τ(an/qn)| ≥ q1/2n /2}
con P1 = {p ∈ N : p primo , (p, k − 1) 6= 1}. Usando la proposicio´n 1.20
podemos probar H2/r(Er,1) > 0 siguiendo la demostracio´n del lema 1.45. Si
x ∈ Er,0 y hn = x− an/qn > 0 tenemos
Fα2,k(x)− Fα2,k(
an
qn
) = Aτ(
an
qn
)h
α2−1
k
n + 2piiζan/qn(α2 − k)hn +O(|hn|
α2−1/2
k
−²)
pero adema´s para todo h ∈ (hn/2, 2hn) se cumple
Fα2,k(
an
qn
+h)−Fα2,k(
an
qn
) = Aτ(
an
qn
)h
α2−1
k +2piiζan/qn(α2−k)h+O(|hn|
α2−1/2
k
−²)
luego si r > k existe h∗n ∈ (hn/2, 2hn) tal que
|Fα2,k(x)− Fα2,k(
an
qn
+ h∗n)| À q−
1
2
n h
α2−1
k
n À h
α2−1
k
− 1
2rn
n ,
tomando ² suficientemente pequen˜o. Por el corolario 1.33 se tiene
βFα∗,k(x) =
α∗ − 1
k
+
1
2r
para todo α∗ ∈ [α1, α2], y en particular para α∗ = α. 2
En Er hay puntos que tienen una irregularidad mucho mayor que la media.
Para controlar cual es la cantidad de estos puntos necesitamos el siguiente
lema
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Lema 1.47. Sea I un intervalo contenido en [0, 1] y N ∈ N, con |I| ≥ N−1.
Existe un entero n con N ≤ n ≤ 2N , una constante c > 0 y un subconjunto
B = Bn de
{a/pk : (a, p) = 1, 1 ≤ a ≤ pk, n ≤ p ≤ n+ n1/2}
con |B| ≥ cnk+1/2(log n)−1 tal que todo par de elementos de B esta´n distan-
ciados al menos n−k−1.
Demostracio´n: Por el teorema del nu´mero primo podemos encontrar
n con N ≤ n ≤ 2N tal que en el intervalo [n, n + n1/2] haya al menos
n1/2/(4 log n) primos. Si p, p+ d son dos primos cualesquiera en [n, n+ n1/2],
y
a
pk
− b
(p+ d)k
= θ |θ| ≤ n−k−1,
entonces
a+ j
pk
− b+ j
(p+ d)k
= θ +
kjd
p(p+ d)k
+O(jd2n−k−2),
luego
|a+ j
pk
− b+ j
(p+ d)k
| ≥ n−k−1
para 1 ≤ j ≤ c1n/d, c cierta constante. Esto implica que
|{1 ≤ a ≤ pk : ∃ b ∈ N, | a
pk
− b
(p+ d)k
| < n−k−1}| ¿ |I|dnk−1.
Esto implica la existencia de B cumpliendo el enunciado del teorema. 2
El resultado que obtenemos es
Teorema 1.48. Para todo r > 2, existe Dr ⊂ Er tal que
βF (x) =
α− 1
k
+
1
kr
(1.49)
y con
1 +
1
2k
≤ dimHDr ≤ 1 + 1
k
.
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Demostracio´n: Sean 1 ≤ α1 < k y k + 1/2 < α2 < k + 1 tales que
α1 ≤ α ≤ α2, y sea
B(q) =
⋃
j∈N
q−r−1≤2−j≤q−1
B((log q)4, q, 2−j)
con B((log q)4, q, 2−j) el conjunto del enunciado de la proposicio´n 1.27. Como
en la demostracio´n del teorema 1.46, teniendo en cuenta que τ(a/pk) = pk−1
para todo p > k y que (α− 1)/k + 1/(kr) < (α− 1/2)/k , se prueba que los
puntos de
Dr = {x ∈ Er : qn = pkn, pn primo , |{an/qn : an ∈ B(qn)}| <∞}
tienen la regularidad dada por (1.49). La cota superior para la dimensio´n de
Dr se prueba como en el lema 1.45. Para la inferior, observamos que
Dr ⊃
∞⋂
n=1
⋃
p≥n
⋃
1≤a≤pk
a 6∈B(pk)
Ir(a, p
k)
con Ir(a, p
k) definido como en (1.42). Por tanto tenemos que D∗r ⊂ Dr con
D∗r =
∞⋂
n=1
⋃
n≤p≤n+n1/2
⋃
1≤a≤pk
a 6∈B(pk)
Ir(a, p
k)
Pero D∗r = Lr \∆ con
Lr =
∞⋂
n=1
⋃
n≤p≤n+n1/2
⋃
1≤a≤pk
Ir(a, p
k)
y
∆ =
∞⋂
n=1
⋃
n≤p≤n+n1/2
⋃
1≤a≤pk
a∈B(pk)
Ir(a, p
k)
De forma sencilla podemos ver que la H(1+1/(2k))/r(∆) = 0. Para ver la di-
mensio´n inferior de Lr, usando el lema 1.47 consideramos el conjunto Bn
descrito en su enunciado y construimos
Gj =
∞⋂
n=1
⋃
a/pk∈Bnj
Ir(a, p
k)
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con nj = n
j
j−1. Por el lema 1.44 tenemos que
sj ≥ 1 + 1/2k
r
para j suficientemente grande y por tanto H(1+1/2k)/r(Lr) > 0. 2
Nota 1.49. De la misma forma que en los u´ltimos dos resultados, podr´ıamos
probar para cada 1/k < v < 1/2 y r > k existe un subconjunto de Er de
dimensio´n de Hausdorff positiva cuyos puntos tienen exponente Ho¨lder igual
a (α− 1)/k + v/r.
Sabemos que el subconjunto de Er aproximado por fracciones del tipo
a/pk tiene dimensio´n de Minkowski igual a (1 + 1/k)/r. Pensamos que esto
tambie´n se cumple para la dimensio´n de Hausdorff, lo que podr´ıa probarse
obteniendo el equivalente al lema 1.47 con p variando entre n y 2n. Este
resultado se deduce a su vez de la desigualdad
|{(a, b, p, q) ∈ Z4 : |apk−bqk| ≤ N ², |a|+|b|+|p|+|q| ≤ N, (p, q) = 1}| ¿ N2−²
para algu´n ² > 0. Por otra parte, es natural suponer que para una funcio´n f
continua e integrable se cumple∑
m6=0
τm(
a
q
)f(
m
Y
)¿ Y 12 q 12+²
para cualquier racional a/q. Esto probar´ıa entonces que
dH(β) = (k + 1)(β − α− 1
k
) β ∈ [α− 1
k
,
α− 1/2
k
).
Finalmente, si pensamos que casi todo punto tiene exponente Ho¨lder igual
a (α − 1/2)/k, podemos conjeturar que el espectro de singularidades de F
tiene la forma
dH(β) =

0 si β = (α− 1/2)/(k − 1)
1 si β = (α− 1/2)/k
(k + 1)(β − (α− 1)/k) si (α− 1)/k ≤ β < (α− 1/2)/k
−∞ en otro caso.
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Cap´ıtulo 2
Medida promedio de clases de
formas cuadra´ticas
2.1. Introduccio´n
Para cada n ∈ Z definimos
Pn = {ax2+ bxy+cy2 : a, b, c ∈ Z, (a, b, c) = 1, b2−4ac = n, n < 0⇒ a > 0},
(2.1)
el espacio de formas cuadra´ticas binarias primitivas de discriminante n. El
grupo SL(2,Z) actua de forma natural sobre este espacio y el conjunto
SL(2,Z)\Pn, que como vio Gauss tiene una estructura natural de grupo abe-
liano, juega un papel fundamental para comprender el comportamiento de
las formas y la representacio´n de e´stas de nu´meros naturales. En particular,
es de singular importancia el estudio de su cardinal
h(n) = |SL(2,Z)\Pn|,
el nu´mero de clases de formas de discriminante n.
En Art. 302 y Art. 304 de Disquisitiones Arithmeticae [Gau], Gauss con-
sidero´ el promedio del nu´mero de clases cuando var´ıa el discriminante (con
la definicio´n actual en realidad so´lo para discriminantes mu´ltiplos de 4) . En
el primero de dichos art´ıculos, trato´ el caso de discriminantes negativos y
vio que el nu´mero de clases crec´ıa de forma regular como la ra´ız cuadrada
del discriminante. De forma precisa, afirmo´ haber obtenido “mediante una
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investigacio´n teo´rica” una fo´rmula promedio que podemos escribir como∑
n≤N
h(−4n) = 4pi
21ζ(3)
N3/2 − 2
pi2
N + E−2 (N), con E
−
2 (N) = o(N). (2.2)
Es probable que Gauss probase esta afirmacio´n usando la interpretacio´n del
nu´mero de clases en te´rminos de puntos de ret´ıculo (Art. 172, Art. 174 [Gau]):
h(−n) es igual al nu´mero de puntos en el conjunto
{(a, b, c) ∈ Z3 : b2 − 4ac = −n, (a, b, c) = 1,−a < b ≤ a < c o 0 ≤ b ≤ a = c}
(2.3)
En Art. 304 investigo´ el caso de discriminantes positivos. Gauss vio que el
nu´mero de clases se comportaba de una forma muy irregular, pero se dio
cuenta que al multiplicarlo por el logaritmo de la unidad fundamental se
recuperaba la regularidad, creciendo de nuevo como la ra´ız del discriminante.
Gauss escribio´: “[. . . ] el valor promedio de este producto es aproximadamente
expresado por una fo´rmula del tipom
√
D−n. Sin embargo, todav´ıa no hemos
sido capaces de determinar los valores de las constantes m, n teo´ricamente.
Si se puede sacar alguna conclusio´n de la comparacio´n de algunos cientos de
determinantes, m parece estar muy cerca de 7/3”. El valor correcto de m
fue dado por Gauss en una de sus notas escritas a mano (ver [Gau] p. 462),
donde dice que la demostracio´n “ilustra brillantemente muchas partes de la
Aritme´tica superior y del Ana´lisis”. El valor que da para m es 2pi2/(7ζ(3)), el
cual esta´ muy cerca del anteriormente conjeturado por e´l (2pi2/(7ζ(3))−7/3 ≈
0,01). Podemos escribir esta afirmacio´n en notacio´n moderna como
∑
n≤N
h(4n) log ²4n ∼ 4pi
2
21ζ(3)
N3/2 (2.4)
donde ²n = (t+u
√
n)/2, con (t, u) la solucio´n con ma´s pequen˜a de la ecuacio´n
de Pell t2 − nu2 = 4, si n no es un cuadrado. Si lo es, definimos ²n = 1. Ma´s
tarde se comprendio´ el porque´ de este comportamiento, a trave´s de la fo´rmula
de Dirichlet (ver [Lan]) para el nu´mero de clases:
h(d) log ²d = d
1
2L(1, χd) para d > 0 (2.5)
y
h(d)w−1d = (2pi)
−1|d| 12L(1, χd) para d < 0, (2.6)
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con χd(n) = (d/n) el s´ımbolo de Kronecker-Jacobi-Legendre, y
wd =

2 si d < −4
4 si d = −4
6 si d = −3
(2.7)
el nu´mero de elementos de SL(2,Z) que dejan fija una forma de discriminante
d < 0.
En 1863 Lipschitz [Lip] y ma´s tarde Mertens [Mer] obtuvieron∑
n≤N
h(−4n) = 4pi
21ζ(3)
N3/2 +O(N logN) (2.8)
usando (2.3) y contando puntos de ret´ıculo de forma trivial, lo que proba-
ba parcialmente lo afirmado por Gauss. Pero la conjetura de Gauss para
discriminantes negativos hubo de esperar a 1917, cuando I. M. Vinogradov
[Vin1] demostro´ E−2 (N) ¿ N5/6(logN)2/3 a trave´s de una estimacio´n ma´s
precisa de puntos de ret´ıculo. Un an˜o ma´s tarde [Vin2] mejoro´ este resultado
hasta E−2 (N) ¿ N3/4(logN)2 introduciendo en el problema el ana´lisis de
Fourier mediante la fo´rmula
{x} = 1
2
− 1
pi
∞∑
n=1
sen(2pinx)
n
.
La afirmacio´n de Gauss para discriminantes positivos (2.4) fue tambie´n de-
mostrada por Vinogradov [Vin3] en 1919. Uso´ la fo´rmula de Dirichlet (2.5),
y para acotar el te´rmino de error tuvo que controlar sumas incompletas de
caracteres, empleando la importante desigualdad∑
n≤x
χd(n)¿ d 12 log d, (2.9)
que fue obtenida al mismo tiempo e independientemente por G. Po´lya [Po´l].
Con ella, Vinogradov dedujo∑
n≤N
h(4n) log ²4n =
4pi2
21ζ(3)
N3/2 +O(N logN). (2.10)
Tambie´n comprobo´ que se pod´ıa usar (2.6) para obtener (2.8), lo que no
superaba lo obtenido por e´l anteriormente. An˜os ma´s tarde Vinogradov [Vin4,
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Vin5, Vin6] y J.-R. Chen [Che1, Che2] demostraron, acotando ciertas sumas
trigonome´tricas a trave´s del me´todo de Van der Corput, que el te´rmino de
error o(N) en la fo´rmula (2.2) era en realidad O(N2/3+²).
En 1944 C. L. Siegel [Sie] redescubrio´ el uso de los caracteres para este
problema, probando (2.8) y (2.10). Todo hace suponer que no ten´ıa conoci-
miento de los art´ıculos de I. M. Vinogradov, y de hecho en su trabajo uso el
art´ıculo de Po´lya para acotar sumas cortas de caracteres. Pero lo importante
para nuestro trabajo es que Siegel tambie´n probo´ (2.10) de otra forma. En
el caso en que el discriminante es negativo, se puede identificar una forma
ax2 + bxy + cy2 con el u´nico punto del plano hiperbo´lico H solucio´n de la
ecuacio´n az2 + bz + c = 0. Adema´s, la accio´n de SL(2,Z) sobre las formas
se transforma en la accio´n habitual de SL(2,Z) sobre H. As´ı, la condicio´n
de que la forma (a, b, c) este´ en el conjunto (2.3) equivale a que z este´ en el
dominio fundamental (o en parte la mitad izquierda de su frontera)
F = {x+ iy : x2 + y2 > 1, |x| < 1
2
}. (2.11)
Cuando el discriminante es positivo, az2 + bz + c = 0 tiene dos ra´ıces rea-
les ρ− < ρ+. Lo que hizo Siegel fue considerar H provisto con la me´trica
hiperbo´lica ds2 = y−2(dx2 + dy2), y asociar a la forma ax2 + bxy + cy2 la
geode´sica gabc que pasa por los puntos ρ− y ρ+ con un sentido dado por la
desigualdad a(ρ− − ρ+) > 0. Adema´s asocio´ a esta forma una cantidad
µ(a, b, c) = `(gabc ∩ F),
la longitud hiperbo´lica del arco interseccio´n de gabc con el dominio funda-
mental.
Si A es un arco determinado por los puntos z1 y z2 en la geode´sica que
va de ρ− a ρ+, entonces es fa´cil calcular la expresio´n
`(A) =
λ2∫
λ1
dλ
λ
= log
λ2
λ1
, (2.12)
donde λj es la tangente del argumento de zj − ρ−.
De esta manera, tomando un representante gabc de una clase, tenemos que
los elementos de SL(2,Z) que dejan fijo a gabc actu´an sobre los puntos de la
geode´sica. Como este grupo esta´ generado por el elemento(
(t− bu)/2 −cu
au (t+ bu)/2
)
con ²n = (t+ u
√
n)/2
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podemos tomar como “dominio” fundamental un arco J , que por (2.12) ten-
dra´ longitud hiperbo´lica igual a log ²2n.
Por una parte, para cada punto z0 ∈ J existe un u´nico f ∈ PSL(2,Z)
tal que f(z0) ∈ F , y por tanto Az0 = f(J) ∩ F es un arco distinto de vac´ıo.
Por otra, para cada geode´sica que interseque con F existe un u´nico elemento
de PSL(2,Z) que la lleva a un arco contenido en J . De esta manera, hay un
nu´mero finito de arcos disjuntos dos a dos y cuya unio´n es J que son las u´nicas
ima´genes por un elemento de SL(2,Z) de arcos de geode´sicas contenidos en
F . Sumando sobre todas las clases de discriminante n > 0 obtenemos
h(n) log ²2n =
∑
(a,b,c)∈Z3
(a,b,c)=1
b2−4ac=n
µ(a, b, c). (2.13)
Teniendo en cuenta que µ(λa, λb, λc) = µ(a, b, c) para todo λ ∈ R no nu-
lo, esta fo´rmula permitio´ a Siegel controlar
∑
n≤x h(n) log ²n a trave´s de la
integral ∫
0<b2−4ac<1
µ(a, b, c) da db dc.
La fo´rmula (2.13) es un equivalente de la expresio´n (2.3) para discriminantes
positivos.
Adema´s, Siegel generalizo´ este procedimiento a formas cuadra´ticas en ma´s
variables. Para n ∈ N con n ≥ 2, consideramos la accio´n del grupo GL(n,R)
sobre el conjunto V (n) de matrices sime´tricas reales de dimensio´n n (es decir,
de formas cuadra´ticas con n variables) dada por (g, x) 7→ gxgt. Sea GL(n,R)x
el grupo de isotrop´ıa de x ∈ V (n)Q = V (n)∩Mn(Q) con respecto a esta accio´n.
Entonces, podemos considerar en los subgrupos Gx = GL(n,R)x ∩ SL(n,R)
y Γx = Gx ∩ SL(n,Z) las medidas de Haar naturales, que inducen en el
espacio homoge´neo Hx = Gx/Γx una medida invariante (ver [Wei]). Sea m
tal medida, entonces definimos
ν(x) = m(Hx)
cuando Hx es compacto. Hx es siempre compacto excepto cuando n = 2 y
x es una forma que descompone en producto de dos formas de grado 1 (es
decir, cuando el discriminante es un cuadrado). En este u´ltimo caso Γx es
finito y m(Hx) =∞ por lo que definimos ν(x) = 0.
Se cumple que Hx no var´ıa cuando x se mantiene en la misma clase
con respecto a SL(n,Z). En el caso n = 2 tenemos que ν(x) = 2w−1d si el
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discriminante es negativo y ν(x) = log ²2d si es positivo. Para n > 2, ν(x) en
general va a variar para distintas clases con el mismo determinante, pero se
puede obtener (como hizo Siegel) la fo´rmula promedio∑
x∈SL(n,Z)\Li
| detx|<N
ν(x) =
1
n+ 1
( n∏
k=2
ζ(k)
)
N
n+1
2 +O(N
n
2 ), (2.14)
donde Li es el ret´ıculo de formas con coeficientes enteros de signatura 0 ≤
i ≤ n. La forma de conseguirlo es similar a la usada para llegar a (2.13),
relacionando una forma cualquiera con formas definidas positivas y seleccio-
nando las que intersequen con el dominio fundamental de Minkowski (ver
[Sie]).
Esta nueva interpretacio´n del nu´mero de clases para discriminantes po-
sitivos abr´ıa la puerta al uso del ana´lisis de Fourier. Esto fue materializado
de una forma muy precisa por T. Shintani [Shi]. M. Sato y T. Shintani [SS]
desarrollaron en la decada de los 70 el concepto de espacio vectorial pre-
homoge´neo, asociando una funcio´n zeta a este tipo de espacio y obteniendo
ecuaciones funcionales. En el caso de formas cuadra´ticas, para n ≥ 3 Shintani
asocio´ a cada ret´ıculo L en V
(n)
Q invariante por el grupo SL(n,Z) la funcio´n
zeta
ξ
(n)
i (s, L) =
∑
x∈SL(n,Z)\Li
ν(x)| detx|−s, (2.15)
con Li = L∩V (n)i y V (n)i el conjunto de matrices sime´tricas de dimensio´n n y
signatura i, que converge para <s > (n+1)/2 por (2.14). Usando el ana´lisis de
Fourier sobre el espacio homogeneo V
(n)
i = GL(n,R)/GL(n,R)x probo´ que
ξ
(n)
i es una funcio´n meromorfa con posibles polos en s = (n + 1 − j)/2
(0 ≤ j ≤ n− 1), y que satisface la ecuacio´n funcional
ξ
(n)
i (
n+ 1
2
− s, L) = v(L)−1
n∑
j=0
uj,i(s)ξ
(n)
j (s, L
∗) (2.16)
donde uij(s) son productos de funciones Γ y exponenciales, v(L) es el volumen
de un paralelogramo fundamental de L, y L∗ es el ret´ıculo dual de L
L∗ = {x ∈ V (n) : tr(xy) ∈ Z∀y ∈ L}.
El caso n = 2 es ano´malo debido a que m(Hx) =∞ para las formas descom-
ponibles. Esto hace necesario un cambio de definicio´n para la funcio´n ξ
(2)
1 .
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En el caso que L sea el ret´ıculo
L = {
(
a b/2
b/2 c
)
: a, b, c ∈ Z},
se cumple que L∗ es el conjunto de matrices sime´tricas con coeficientes en Z.
En este caso Shintani definio´
ξ
(2)
1 (s, L) =
∑
x∈SL(2,Z)\L1
ν(x)| detx|−s + 4s−1B(s) (2.17)
con B(s) = ζ(2s− 1)(ζ ′(2s)ζ(2s)−1 − ζ ′(2s− 1)ζ(2s− 1)−1) y
ξ
(2)
1 (s, L
∗) =
∑
x∈SL(2,Z)\L∗1
ν(x)| detx|−s + B(s)
2
+
log 2
4
ζ(2s− 1)
1− 2−2s . (2.18)
Obtuvo que esta funcio´n es meromorfa con polos en s = 1 y s = 3/2 y se
cumplen las ecuaciones funcionales
ξ
(2)
i (s)(
3
2
− s) =
2∑
j=0
uj,i(s)ξ
(2)
j (s, L
∗) + χi(s) (2.19)
para cierta funcio´n meromorfa χi(s) que especificaremos ma´s tarde. Usando
una modificacio´n de un lema de Landau supo extraer de los polos de la
funcio´n los te´rminos principales de la suma de sus coeficientes y as´ı probo´∑
n≤N
h(4n) log ²4n =
4pi2
21ζ(3)
N
3
2 − 4
pi2
N(logN + C ′) + E+2 (N) (2.20)
con C ′ = −1 + (8/3) log 2 + log(2pi) − ζ ′(2)ζ(2)−1 y E+2 (N) ¿ N
3
4 , lo que
por una parte mostraba el fallo en la intuicio´n de Gauss para el segundo
te´rmino, y por otro que el error obtenido por Vinogradov y Siegel no se pod´ıa
mejorar. De la misma manera obtuvo una formula similar para el promedio
de h(n) log ²n.
La cota dada por Chen y Vinogradov para E−2 permanecio´ intacta hasta
que F. Chamizo y H. Iwaniec [CI1, CI2] tuvieron la gran idea de mezclar
los dos me´todos usados hasta entonces, el ana´lisis de Fourier y las sumas
de caracteres. Lo que hicieron fue primero expresar la suma en te´rminos de
sumas ∑
n≤M
N−(n) (2.21)
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donde
N−(n) = 2
∑
k2|n
h(−n/k2)w−1−n/k2 ,
que es lo que aparec´ıa como coeficiente en una de la funciones zeta de Shin-
tani. As´ı, dividieron la suma (2.21) como∑
n≤M
N−(n) =
∑
n≤M+∆
N−(n)g(n)−
∑
M≤n≤M+∆
N−(n)g(n)
con ∆ ¿ M1/2 y g ∈ C∞0 ((0,∞)) con g = 1 en [1,M ] y soporte contenido
en (0,M + ∆). Desde el trabajo de Voronoi era conocido que a partir de
cierto tipo de ecuaciones funcionales para funciones zeta, se pueden deducir
fo´rmulas de sumacio´n. Con ello, partiendo de (2.19), trataron la primera
suma. La segunda, la transformaron en una suma doble de caracteres gracias a
(2.6). La diferencia de los caracteres con respecto a las exponenciales es que al
multiplicarlos se multiplica el argumento (mientras que en las exponenciales
se suma). Esto permite, a trave´s de la desigualdad de Cauchy, “alargar” las
sumas. Para obtener el mejor resultado usaron una estimacio´n muy precisa
para sumas dobles de caracteres reales [HB1, HB2] de Heath-Brown consi-
guiendo
|E−1 (N)|+ |E−2 (N)| ¿ N
21
32
+² para todo ² > 0, (2.22)
donde E−1 (N) es el te´rmino de error que equivale a E
−
2 (N) cuando prome-
diamos sobre todos los discriminantes.
En este cap´ıtulo estudiaremos el caso de discriminantes positivos, ex-
poniendo los resultados obtenidos en [CU1] y [Ubi]. Para acotar E+1 y E
+
2
seguiremos la forma de proceder de Chamizo e Iwaniec a trave´s de la inter-
pretacio´n (2.13) para el nu´mero de clases de Siegel. Tambie´n estudiaremos el
comportamiento de los te´rminos de error en promedio.
En la primera seccio´n usamos las ecuaciones funcionales de Shintani para
obtener fo´rmulas de sumacio´n, a trave´s de la transformada de Mellin.
En la segunda, veremos como la interpretacio´n de Siegel del nu´mero de
clases para discriminantes positivos en te´rminos de longitudes de arcos de
geode´sicas nos permite controlar la sumas exponenciales que aparecen en las
fo´rmulas de sumacio´n.
En la tercera usando las secciones anteriores y el resultado para sumas
de caracteres [HB2] obtendremos
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Teorema 2.1. Para todo α > 21/32 se cumple que E+1 (N)¿ Nα, donde∑
n≤N
h(n) log ²n =
pi2
18ζ(3)
N3/2 − 3
pi2
(C + logN)N + E+1 (N)
y C = log(2pi)− ζ ′(2)/ζ(2)− 1.
De igual modo llegaremos a
Teorema 2.2. Para todo α > 21/32 se cumple que E+2 (N)¿ Nα, donde∑
n≤N
h(4n) log ²4n =
4pi2
21ζ(3)
N3/2 − 4
pi2
(C ′ + logN)N + E+2 (N)
y C ′ = log(2pi) + 8(log 2)/3− ζ ′(2)/ζ(2)− 1.
En general, este procedimiento se podr´ıa aplicar al estudio del promedio
de h(n) log ²n y h(−n) sobre cualquier progresio´n aritme´tica. Esto podr´ıa per-
mitirnos probar de otra manera la fo´rmula obtenida en [GH] para el promedio
sobre discriminanes fundamentales, es decir, sobre los cuerpos cuadra´ticos.
En la u´ltima seccio´n estudiaremos el comportamiento de los te´rminos de
error. Se conoce [Cho, GS] que
L(1, χd) ≥ eγ(log log |d| − 10) (2.23)
para infinitos discriminantes d. Por (2.5) y (2.6) deducimos que E+1 (n) =
Ω(
√
d log log d) y lo mismo para el resto de te´rminos de error. Por otra parte,
de las fo´rmulas de sumacio´n obtenidas en [CI2] (y de las que obtendremos
en la primera seccio´n) se deduce una expresio´n en te´rminos de sumas de ex-
ponenciales para el te´rmino de error en el promedio de N−(n) (y de N+(n)).
Esto ha sido utilizado [Ku¨h] (cf. [Tsa]) para estudiar la norma dos de estos
te´rminos de error, deduciendo que son Ω±((n log n)1/2). Para usar este me´to-
do en el estudio de E+j (N) primero se debe usar la fo´rmula de inversio´n de
Mo¨bius, para pasar de N+(n) a h(n) log ²n. Pero si ahora queremos hallar la
norma 2 de esta expresio´n, parece dif´ıcil controlar los te´rminos no diagona-
les que surgen. Lo que se puede hacer (ver [Pet]) es, introduciendo valores
absolutos, dar la acotacio´n
(
∑
N≤x
|E+j (N)|2)
1
2 ¿ x 12 (log x) 32 . (2.24)
En vez de seguir este camino, nosotros usaremos la fo´rmula de Dirichlet (2.5)
y trabajando con sumas de caracteres obtendremos
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Teorema 2.3. Para todo K ¿ x 14−² se cumple∑
N≤x
|E+2 (N +K)− E+2 (N)|2 = (
3P
4pi
)2x2 logK +O(x2(logK)
2
3 ),
con
P =
∏
p6=2
(1− 1
p2(p+ 1)
).
Este resultado nos permite deducir que
E+2 (N) = Ω((N logN)
1
2 ),
pero adema´s que E+2 es una funcio´n oscilante, porque sabemos que el pro-
medio
∑
n<xE
+
2 (N) es pequen˜o. Podemos probar lo mismo para E
±
j (N).
Es natural preguntarse si tenemos una fo´rmula para el promedio del nu´me-
ro de clases en el caso de discriminantes positivos. En este caso se comporta
de una forma muy irregular, sobre todo influenciada a trave´s de la ecuacio´n
(2.5) por la distribucio´n cao´tica de la solucio´n fundamental de la ecuacio´n
de Pell. Ni siquiera es conocida la existencia de infinitos cuerpos cuadra´ticos
con nu´mero de clases 1, que corresponden a dominios de factorizacio´n u´nica,
la llamada conjetura de Gauss-Hasse. En 1984 C. Hooley [Hoo] obtuvo∑
n≤x
²n≤n1/2+α
1 ∼ 4α
2
pi2
x
1
2 (log x)2 (2.25)
en el rango 0 ≤ α ≤ 1/2, de donde se deduce∑
n≤x
²n≤n1/2+α
h(n) ∼ 4
pi2
(2α− log(1 + 2α))x log x.
Adema´s, por argumentos heur´ısticos sobre la distribucio´n de ²n llego´ a la
conjetura ∑
n≤x
h(n) ∼ 25
12pi2
x(log x)2.
Por otra parte, P. Sarnak [Sar] ha obtenido como consecuencia de la fo´rmula
de la traza de Selberg una fo´rmula para el promedio en relacio´n al taman˜o
del discriminante ∑
²n≤x
h(n) = Li(x2) +O(x
3
2 (log x)2).
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2.2. Fo´rmulas de sumacio´n
Voronoi [Vor1, Vor2] uso´ la ecuacio´n funcional de ζ(s)2 =
∑∞
n=1 d(n)n
−s,
donde ζ(s) es la funcio´n zeta de Riemann, para obtener una fo´rmula para
el promedio de la funcio´n divisor. A partir de ese momento, se ha entendido
[CR] que en ciertos contextos una ecuacio´n funcional para una serie de Dirich-
let equivale a una fo´rmula de sumacio´n para sus coeficientes. Las funciones
zeta de Shintani van a tener como coeficientes los nu´meros N+(n) y N−(n).
De esta forma, a partir de la ecuacio´n funcional obtendremos fo´rmulas de
sumacio´n para estos coeficientes. Con ellas podemos recuperar los promedios
para h(−n) y h(n) log ²n por la siguiente fo´rmula de inversio´n de Mo¨bius
Lema 2.4. Para n ≥ 1
h(n) log ²n =
∑
k2|n
µ(k)N+(n/k
2)
y
h(4n) log ²4n =
∑
k2|n
2-k
µ(k)
(
N+(4n/k
2)−N+(n/k2)
)
.
Demostracio´n: La primera fo´rmula es directa. Para la segunda vemos
que
h(4n) log ²4n =
∑
k2|4n
µ(k)N+(4n/k
2) =
∑
2-k
+
∑
2|k
=
∑
k2|n
2-k
µ(k)N+(4n/k
2) +
∑
k2-n
µ(2k)N+(n/k
2)
y el resultado se obtiene porque µ(2k) = −µ(k) para k impar y µ(2k) = 0
para k par. 2
Para facilitar la exposicio´n, vamos a cambiar la notacio´n con respecto a
Shintani. En el semiplano <s > 2 definimos
ξ−2 (s) =
∞∑
n=1
N−(4n)√
4n
(
√
4n)−s ξ−1 (s) =
∞∑
n=1
N−(n)√
n
(
√
n)−s
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ξ+1 (s) =
∞∑
n=1
N+(n)√
n
(
√
n)−s + ζ(s)
(
ζ ′(s+ 1)
ζ(s+ 1)
− ζ
′(s)
ζ(s)
)
ξ+2 (s) =
∞∑
n=1
N+(4n)√
4n
(
√
4n)−s + 2−sζ(s)
(
ζ ′(s+ 1)
ζ(s+ 1)
− ζ
′(s)
ζ(s)
)
+
ζ(s) log 2
2s+1 − 1 .
La relacio´n con las funciones zeta de Shintani es
ξ
(2)
1 (s, L
∗) = ζ(2)−1ξ+2 (2s− 1) + c121−2sζ(2s− 1)
ξ
(2)
1 (s, L) = ζ(2)
−1ξ+1 (2s− 1) + c1ζ(2s− 1)
ξ
(2)
2 (s, L
∗) = ζ(2)−1piξ−2 (2s− 1)
ξ
(2)
2 (s, L) = ζ(2)
−1piξ−1 (2s− 1).
Entonces, escribiendo
~z2(s) =
(
ξ+2 (s)
ξ−2 (s)
)
y ~z1(s) =
(
ξ+1 (s)
ξ−1 (s)
)
podemos poner las ecuaciones funcionales de Shintani (Teorema 2 de [Shi])
en la forma
Teorema 2.5. Cada una de las componentes de los vectores
~z2(s)− 1
s− 2
(
pi2/12
pi/12
)
+
1
(s− 1)2
(
1/2
0
)
+
1
s− 1
(
log(2pi)/2
1/4
)
y
~z1(s)− 1
s− 2
(
pi2/6
pi/6
)
+
1
(s− 1)2
(
1
0
)
+
1
s− 1
(
log(2pi)
1/2
)
tiene extensio´n entera de orden 1 al plano complejo. Adema´s, se cumple
~z1(1− s) = (2pi)−sΓ(s)(A(s)~z2(s)− cos(pis/2)ζ(s) ~B(s)).
donde
A(s) = 2s+1
(
cos(pis/2) pi
0 − sen(pis/2)
)
, ~B(s) =
(
ψ(s/2)− ψ((s+ 1)/2)
sec(pis/2)
)
con ψ(s) = Γ′(s)/Γ(s).
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Veamos en que´ fo´rmulas de sumacio´n se transforman estas ecuaciones
funcionales. Definiendo αn y βn como los coeficientes de las series de Dirich-
let
ζ(s)
(
ζ ′(s+ 1)
ζ(s+ 1)
− ζ
′(s)
ζ(s)
)
y
2−sζ(s)
(
ζ ′(s+ 1)
ζ(s+ 1)
− ζ
′(s)
ζ(s)
)
+
ζ(s) log 2
2s+1 − 1
respectivamente, podemos expresar nuestro resultado como
Proposicio´n 2.6. Sea g ∈ C∞0
(
(0,∞)). Entonces
∞∑
n=1
N+(n)√
n
g(
√
n) =
pi2
6
∞∫
0
tg(t) dt−
∞∫
0
g(t) log(2pit) dt−
∞∑
n=1
g(n) log n
+
∞∑
d=1
Λ(d)
d
∞∑
n=1
g(dn) + 2
∞∑
n=1
N+(4n)√
4n
g˜(
√
4n) + 2
∞∑
n=1
βng˜(n)
+2pi
∞∑
n=1
N−(4n)√
4n
∞∫
0
g(t)e−pi
√
4nt dt+ 2
1∫
0
1
t(1 + t)
∞∑
n=1
g˜(2n/t) dt
donde g˜ es la transformada de Fourier coseno
∫
g(t) cos(pixt) dt.
Demostracio´n: La fo´rmula de sumacio´n del enunciado es equivalente a
∞∑
n=1
b+1ng(
√
n) =
pi2
6
∞∫
0
tg(t) dt−
∞∫
0
g(t) log(2pit) dt+ 2
∞∑
n=1
b+2ng˜(
√
n)
+ 2pi
∞∑
n=1
b−2n
∞∫
0
g(t)e−pi
√
nt dt+ 2
1∫
0
1
t(1 + t)
∞∑
n=1
g˜(2n/t) dt
donde b+in y b
−
in se definen mediante las expresiones ξ
+
i (s) =
∑
b+in(
√
n)−s y
ξ−i (s) =
∑
b−in(
√
n)−s.
Por la fo´rmula de inversio´n para la transformada de Mellin se cumple
∞∑
n=1
b+1ng(
√
n) =
1
2pii
σ+i∞∫
σ−i∞
Mg(s)ξ+1 (s)ds
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con 2 < σ < 3 y Mg(s) la transformada de Mellin de g. Por el Teorema 2.5
se tiene
ξ+1 (1− s) = pi−sΓ(s)
(
2piξ−2 (s) + 2 cos(
pi
2
s)ξ+2 (s)− 2−s cos(
pi
2
s)B1(s)ζ(s)
)
(2.26)
donde B1 es la primera coordenada de ~B. Esta ecuacio´n asegura (por con-
vexidad) que ξ+1 (s) crece como un polinomio sobre l´ıneas verticales, lue-
go por el decaimiento de Mg(s) podemos mover la l´ınea de integracio´n a
−2 < σ′ < −1. As´ı, por el teorema de los residuos y teniendo en cuenta los
polos de las funciones involucradas (ver Teorema 2.5) deducimos que
∞∑
n=1
b+1ng(
√
n) =
1
2pii
σ′+i∞∫
σ′−i∞
Mg(s)ξ+1 (s) ds+
pi2
6
Mg(2)
−M′g(1)− log(2pi)Mg(1).
Adema´s, por (2.26)
1
2pii
σ′+i∞∫
σ′−i∞
Mg(s)ξ+1 (s)ds = I1 + I2 + I3
donde
I1 = 2pi
1
2pii
σ+i∞∫
σ−i∞
Mg(1− s)pi−sΓ(s)ξ−2 (s) ds
I2 = 2
1
2pii
σ+i∞∫
σ−i∞
Mg(1− s)pi−sΓ(s) cos(pi
2
s)ξ+2 (s) ds
I3 = − 1
2pii
σ+i∞∫
σ−i∞
Mg(1− s)(2pi)−sΓ(s) cos(pi
2
s)B1(s)ζ(s)ds
Usando la expansio´n en serie de Dirichlet de ξ+2 (s) y moviendo la l´ınea de
integracio´n a 0 < σ′′ < 1 obtenemos
I2 = 2
∞∑
n=1
b+2n
1
2pii
σ′′+i∞∫
σ′′−i∞
Mg(1− s)(pi
√
n)−sΓ(s) cos(
pi
2
s) ds.
En esta zona tenemos la representacio´n Γ(s) cos(pis/2) =
∞∫
0
ts−1 cos t dt,
[GR] 17.43.3, luego
I2 = 2
∞∑
n=1
b+2n
∞∫
0
1
2pii
σ′′+i∞∫
σ′′−i∞
Mg(1− s)ts−1 ds cos(pi
√
nt) dt
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y por la fo´rmula de inversio´n para la transformada de Mellin se sigue
I2 = 2
∞∑
n=1
b+2ng˜(
√
n).
Igualmente obtenemos
I1 = 2pi
∞∑
n=1
b−2n
∞∫
0
g(t)e−pit
√
n dt.
Por otra parte, por la fo´rmula
B1(s) = −2
1∫
0
xs
1 + x
dx
x
en <s > 0 (ver [GR] 8.371.1), podemos escribir
I3 = 2
1∫
0
1
2pii
σ+i∞∫
σ−i∞
Mg(1− s)(2pix−1)−sΓ(s) cos(pi
2
s)ζ(s) ds
1
1 + x
dx
x
,
y expandiendo ζ como serie de Dirichlet llegamos a
I3 = 2
1∫
0
∞∑
n=1
g˜(2nx−1)
1
1 + x
dx
x
,
procediendo como en el caso de I2. 2
La fo´rmula de sumacio´n dual es la siguiente
Proposicio´n 2.7. Sea g ∈ C∞0
(
(0,∞)). Entonces
∞∑
n=1
N+(4n)√
4n
g(
√
4n) =
pi2
12
∞∫
0
tg(t) dt− 1
2
∞∫
0
g(t) log(2pit) dt−
∞∑
n=1
g(2n) log n
+
∞∑
d=1
Λ(d)
d
∞∑
n=1
g(2dn)− log 2
∞∑
k=1
2−k
∞∑
n=1
g(2kn) +
∞∑
n=1
N+(n)√
n
g˜(
√
n)
+
∞∑
n=1
αng˜(n) + pi
∞∑
n=1
N−(n)√
n
∞∫
0
g(t)e−pi
√
nt dt−
1∫
0
1
t(1 + t)
∞∑
n=1
g˜(n/t) dt
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Demostracio´n: Procedemos como en la prueba de la proposicio´n ante-
rior, pero partiendo de la ecuacio´n funcional
ξ+2 (1− s) = pi−sΓ(s)
(
piξ−1 (s) + cos(
pi
2
s)ξ+1 (s)−
1
2
cos(
pi
2
s)B1(s)ζ(s)
)
,
que deducimos del Teorema 2.5 por la ecuacio´n
B1(1− s) +B1(s) = −2pi csc(pis).
2
2.3. Sumas exponenciales
Hemos visto que en las fo´rmulas de sumacio´n de las proposiciones 2.6 y 2.7
aparecen unos te´rminos principales, y otros oscilatorios que van a depender
de sumas del tipo∑
N+(n)e(R
√
n) y
∑
N+(4n)e(R
√
n)
con R un cierto para´metro. Para poder tratar esta suma vamos a escribir
N+(n) como una suma sobre puntos de ret´ıculo. Para ello usamos la cantidad
definida en la introduccio´n
µ(a, b, c) = `(gabc ∩ F)
donde gabc es la geode´sica definida por la ecuacio´n a(x
2+y2)+bx+c = 0, y >
0. Sumando (2.13) para todo k2 | n y teniendo en cuenta que µ(λa, λb, λc) =
µ(a, b, c) obtenemos
Lema 2.8. Sea n ∈ Z+ distinto de un cuadrado. Entonces
N+(n) =
∑
b2−4ac=n
a>0
µ(a, b, c).
Es fa´cil ver que en esta suma so´lo hay un nu´mero finito de te´rminos
distintos de cero. E´stos pueden describirse de forma expl´ıcita
Lema 2.9. Sea ax2 + bxy + cy2, a > 0, con discriminante n no cuadrado.
Entonces µ(a, b, c) 6= 0 si y so´lo si a + c < |b|/2. Adema´s, si µ(a, b, c) 6= 0
entonces a ≤√n/3, |b| ≤ 2√n/3 y a|c| ≤ n/4.
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Demostracio´n: La primera parte del lema se deduce de que la geode´sica
gabc tiene interseccio´n no vac´ıa con el dominio fundamental F si y so´lo si
alguno de los puntos (±1 + i√3)/2 esta´ por debajo de la semicircunferencia
gabc. La desigualdades se obtienen a partir de la igualdad
1
4
(4a− |b|)2 + 3
4
b2 = n+ 4a(a+ c− 1
2
|b|).
2
Nuestro objetivo es acotar
∑
N+(n)e(R
√
n) como en [CI1]. Esto va a
ser posible porque, aunque µ(a, b, c) en algunos rangos puede tener deriva-
das muy grande, dividiendo el dominio de valores (a, b, c) en tres partes, de
acuerdo con la situacio´n geome´trica de la geode´sica gabc, la funcio´n µ(a, b, c)
va a ser el logaritmo de una funcio´n algebraica en cada una de ellas.
Proposicio´n 2.10. Para R > 1/2 y 1 ≤M < M ′ ≤ 2M se cumple∑
M≤n<M ′
N+(n)e(R
√
n)¿M5/4+² + (RM)²L
con
L = mı´n
(
R3/8M15/16 +R1/8M17/16, R7/24M49/48 +R5/24M53/48
)
,
y un resultado similar se tiene cuando N+(n) es sustituido por N+(4n).
Demostracio´n: Por los lemas 2.8 y 2.9 podemos escribir∑
M≤n<M ′
N+(n)e(R
√
n) =
∑
a+c<|b|/2
b2−4ac 6=
µ(a, b, c)E(b2 − 4ac) (2.27)
donde
E(n) =
{
e(R
√
n) if M ≤ n < M ′
0 en otro caso
Consideramos el conjunto
M =M1 ∪M2 ∪M3
donde los conjuntos disjuntos Mj se definen
M1 = {(a, b, c) ∈ Z3 : |a+ c| < −b/2, a > 0, c 6= 0}
M2 = {(a, b, c) ∈ Z3 : a+ c ≤ b/2 ≤ −a− c, a > 0, c 6= 0}
M3 = {(a, b, c) ∈ Z3 : |a+ c| < b/2, a > 0, c 6= 0}.
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Los ve´rtices 1/2 + i
√
3/2 y −1/2 + i√3/2 de F pertenecen al semic´ırculo
determinado por gabc si y so´lo si (a, b, c) ∈ M2; de la misma forma, so´lo el
primer ve´rtice o el segundo pertenecen al semic´ırculo si y so´lo si (a, b, c) ∈M1
o (a, b, c) ∈ M3, respectivamente. Por tanto, en M esta´n cubiertas todas la
posibilidades geome´tricas para las que µ(a, b, c) 6= 0.
Por (2.12), en cada Mi la funcio´n µ = µ(a, b, c) es el logaritmo de una
funcio´n algebraica, y adema´s µ(a, b, c) = O(logM) paraM ≤ b2−4ac < 2M .
No´tese que µ(a, b, c) esta´ bien definida como `(gabc ∩ F) tambie´n cuando
b2−4ac es un cuadrado. Por otra parte, el nu´mero de elementos del conjunto
{(a, b, c) : b2 − 4ac = h2, M ≤ h2 < 2M, a+ c < |b|/2, a > 0, c 6= 0}
es O(M1+²). Luego de (2.27) deducimos∑
M≤n<M ′
N+(n)e(R
√
n) ¿ M1+² +
∑
(a,b,c)∈M
µ(a, b, c)E(b2 − 4ac)
¿ M1+² +
∑
(a,b,c)∈Mi
µ(a, b, c)E(b2 − 4ac)
para algu´n i ∈ {1, 2, 3}.
Fijemos a, c y consideremos µ(a, b, c) como una funcio´n de b. Como eµ es
una funcio´n algebraica en Mi, tiene un nu´mero uniformemente acotado de
ma´ximos y mı´nimos. As´ı, dados a, c podemos escribir {b : (a, b, c) ∈ Mi}
como una unio´n finita de intervalos Ij en los que µ(a, ·, c) es mono´tona. La
cota µ(a, b, c)¿ logM y sumacio´n por partes dan∑
(a,b,c)∈Mi
µ(a, b, c)E(b2 − 4ac)¿M ²
∑
a,c
∣∣∣∣∑
b∈I′j
E(b2 − 4ac)
∣∣∣∣,
donde el intervalo I ′j ⊂ Ij depende de a, c y sera´ vac´ıo si (a, b, c) 6∈ Mi
para todo b. El lema 2.9 asegura que a|c| ≤ M/2 y |b| ≤ 2√M , luego por
el lema 7.3 de [GK] aplicado sobre [−2√M, 2√M ] y haciendo el cambio
n = 4a|c| deducimos que∑
a,c
∣∣∣∣∑
b∈I′j
E(b2 − 4ac)
∣∣∣∣¿M ² ∑
n≤2M
∣∣∣∣ ∑
|b|≤2√M
e(θb)E(b2 − n)
∣∣∣∣ (2.28)
para algu´n θ ∈ R.
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Ahora seguimos los argumentos expuestos en el lemma 4.1 de [CI2]. Di-
vidimos el rango de b en M ² intervalos de longitu O(M1/2−²). Si J es uno de
esos intervalos, por la desigualdad de Cauchy obtenemos( ∑
n≤2M
∣∣∣∣∑
b∈J
e(θb)E(b2−n)
∣∣∣∣)2 ¿M(M3/2+ ∑
|b1|<|b2|
∣∣∑
n
E(b21−n)E(b22 − n)
∣∣).
Escribiendo u = b21 − n, la u´ltima suma doble es∑
|b1|<|b2|
∣∣ ∑
M≤u≤M ′+b21−b22
e
(
R(
√
u−
√
u+ b22 − b21)
)∣∣¿
¿M ²
∑
v³D
∣∣ ∑
u³M
e(R(
√
u−√u+ v))∣∣
para algu´n D = o(M), donde hemos empleado que el nu´mero de representa-
ciones de v como b22 − b21 es O(M ²) y b22 − b21 = o(M) porque |J | = o(M1/2).
De todo lo anterior obtenemos finalmente
∑
M≤n<M ′
N+(n)e(R
√
n)¿M5/4+²+M1/2+²
(∑
v³D
∣∣ ∑
u³M
e(R(
√
u−√u+ v))∣∣) 12
Esta suma fue acotada en el lemma 3.1 de [CI1], dando el resultado buscado.
La prueba en el caso de N+(4n) es similar, teniendo en cuenta que 4|b2−
4ac equivale a 2|b y 2∑2|b f(b) =∑b f(b) +∑b e(b/2)f(b), luego la fase b/2
puede acumularse a θb en (2.28). 2
2.4. Acotacio´n del te´rmino de error
Ahora vamos a proceder como en [CI2] y [CI1]. Escribiremos la suma
como∑
n≤N
N+(n) =
∑
√
n≤N1/2+∆
N+(n)√
n
g(
√
n)−
∑
N1/2≤√n≤N1/2+∆
N+(n)√
n
g(
√
n),
(2.29)
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con ∆ > 0, y g : [0,∞] −→ R la funcio´n definida por
g(x) =

x∫
0
η(u) du si x ≤ 1
x si 1 ≤ x ≤ N1/2
N1/2∆−1(N1/2 +∆− x) si N1/2 ≤ x ≤ N1/2 +∆
0 si x ≥ N1/2 +∆,
η ∈ C∞0
(
(1/2, 1)
)
con
1∫
0
η = 1. No´tese que g ∈ C0
(
(0,∞)) y es diferenciable
a trozos.
Proposicio´n 2.11. Si N−1/2 < ∆ ≤ N−1/4 < 1, tenemos que
∞∑
n=1
N+(n)√
n
g(
√
n) =
pi2
18
N
3
2 +
pi2N∆
12
− N
2
logN +
(
1− ζ
′(2)
ζ(2)
− log(2pi))N
2
+ O(N
21
32
+² +N
1
2
+²∆−
1
2 +N
11
16
+²∆
1
8 )
y
∞∑
n=1
N+(4n)√
4n
g(
√
4n) =
pi2
36
N
3
2 +
pi2N∆
24
+
(
1− ζ
′(2)
ζ(2)
+
log 2
3
− log(2pi))N
4
− N
4
logN +O(N
21
32
+² +N
1
2
+²∆−
1
2 +N
11
16
+²∆
1
8 )
Nota 2.12. So´lo usando esta proposicio´n podemos mejorar el resultado de
Shintani, porque tomando ∆ = N−1/3 vemos que el te´rmino de error en la
suma suavizada es O(N2/3+²), y substrayendo el mismo resultado cambiando
N1/2 por N1/2 − ∆ vemos que la contribucio´n de los te´rminos con N1/2 ≤√
n ≤ N1/2 +∆ es absorbida por esta cota.
Demostracio´n: Nos restringiremos primero a la prueba de la primera
fo´rmula y despue´s indicaremos los cambios necesarios para probar la segunda.
Para x > 0 tenemos que
g˜(x) =
cos(piN
1
2x)− cos(pix)− φ(x)
pi2x2
+
2N
1
2
pi2x2∆
sen(
pi
2
∆x) sen
(pi
2
(2N
1
2 +∆)x
)
(2.30)
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donde φ(x) = pix
∫
η(t) sen(pixt) dt. Se cumple que φ(x) = O(x−α) para todo
α > 0.
Sea τ ∈ C∞0 ((−1/2, 1/2)) par, con
∫
τ = 1, y τm(x) = mτ(mx) para
todo m ∈ N. Definiendo gm = g ∗ τm, se cumple que gm ∈ C∞0 ((0,∞)) y
g˜m(x) = g˜(x)τ̂(x/2m) convergen uniformemente a g y g˜. Adema´s, por la
proposicio´n 2.10 vemos que la suma
∑
N+(n)g˜(
√
n)/
√
n converge, y por el
lema de Abel
∑
nN+(n)g˜m(
√
n)/
√
n converge uniformemente en m. Esto
justifica la aplicacio´n de la proposicio´n 2.6 para la funcio´n g.
En el rango considerado para ∆ tenemos que
pi2
6
∞∫
0
tg(t) dt =
pi2
18
N3/2 +
pi2N∆
12
+O(1).
Por otra parte
∞∫
0
g(t) log(2pit) dt =
N
4
logN +
(
2 log(2pi)− 1)N
4
+O(N1/2+²)
y por sumacio´n parcial
∞∑
n=1
g(n) log n−
∞∑
d=1
Λ(d)
d
∞∑
n=1
g(dn) =
N
4
logN − N
4
+
ζ ′(2)
2ζ(2)
N +O(N1/2+²).
Las sumas con te´rminos βn, N−(4n) y g˜(2n/t) son despreciables. Sus con-
tribuciones son O(N1/2+²), lo que se prueba usando las cotas g˜(x) ¿ x−2 +
N1/2mı´n(x−1,∆−1x−2), βn ¿ log n y N−(4n) = O(n1/2+²).
Por (2.30), la suma
∑
N+(4n)g˜(
√
4n)/
√
n, puede escribirse, salvo por
una constante, como
∞∑
n=1
N+(4n)
n3/2
(
cos(2pi
√
Nn)− cos(2pi√n)− φ(
√
4n)
)
+
2
N
1
2
∆
 ∑
n<N1/2
+
∑
N
1
2≤n<∆−2
+
∑
n≥∆−2
 N+(4n)
n3/2
sen(pi∆
√
n) sen
(
pi(2N
1
2 +∆)
√
n
)
= S0 + S1 + S2 + S3.
El decaimiento de φ y la proposicio´n 2.10 prueban que S0 ¿ logN . Para
S1, no´tese que
√
n∆ ¿ 1 y que podemos extraer el factor n−3/2 sen(pi√n∆)
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sumando por partes. Usando la proposicio´n 2.10 con el segundo valor del
mı´nimo da
S1 ¿ (N5/8 +N7/48N49/96 +N5/48N53/96)N ² ¿ N21/32+².
Para acotar S2 hacemos lo mismo pero usando el primer valor del mı´nimo,
concluyendo
S2 ¿ N21/32+² +N1/2+²∆2
(
∆−5/2 +N3/16∆−15/8 +N1/16∆−17/8
)
¿ N21/32+² +N1/2+²∆−1/2 +N11/16+²∆1/8.
Finalmente, para S3 usamos directamente la proposicio´n 2.10 como en S2
consiguiendo la misma cota.
De todas estas acotaciones deducimos
∞∑
n=1
N+(4n)
n3/2
g˜(
√
4n)¿ N21/32+² +N1/2+²∆−1/2 +N11/16+²∆1/8
lo que prueba la primera fo´rmula.
Para la segunda, tenemos en cuenta que
∞∑
n=1
g(2n) log n =
N
8
logN − N
8
− N
4
log 2 +O(N1/2+²)
y que los dos siguientes te´rminos en la proposicio´n 2.7 contribuyen
N
4
∞∑
d=1
Λ(d)
d2
− log 2
∞∑
k=1
2−2k−1N +O(N1/2+²).
Introduciendo estos ca´lculos, la prueba es similar. 2
Ahora vamos a estimar la suma corta a trave´s de sumas de caracteres
Proposicio´n 2.13. Sean g, N y ∆ como en la proposicio´n anterior. Entonces∑
N1/2<
√
n<N1/2+∆
N+(n)√
n
g(
√
n) =
pi2N∆
12
+O(E)
y ∑
N1/2<
√
4n<N1/2+∆
N+(4n)√
4n
g(
√
4n) =
pi2N∆
24
+O(E)
donde E = N11/12+²∆5/6 +N7/12+²∆−1/6 +N19/30+².
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Demostracio´n: Tenemos que h(n) log ²n 6= 0 si y so´lo si n ∈ R, donde
R = {n ∈ Z+ : n ≡ 0, 1 (mod 4), n 6= }. Adema´s en este caso se cumple
la fo´rmula de Dirichlet (2.5), luego podemos escribir el lado izquierdo de la
primera identidad en la proposicio´n como
∑
√
N<d
√
a<
√
N+∆
h(a) log ²a
g(d
√
a)
d
√
a
=
∑
d<
√
N+∆
∑
N<ad2<(
√
N+∆)2
a∈R
g(d
√
a)
d
L(1, χa)
y por la fo´rmula de sumacio´n de Abel esto es
N1/2
2∆
∑
d<N1/2+∆
1
d
2∆N1/2+∆2∫
0
C(Nd−2, xd−2)
(N + x)1/2
dx, (2.31)
donde
C(x,K) =
∑
x<n<x+K
n∈R
L(1, χn).
Pero en [HB2] tenemos la estimacio´n
C(x,K) =
ζ(2)
ζ(3)
K
2
+ x²O(K5/6 + x2/15 + x1/6mı´n(1, K−1/4))
para todo 0 < K ¿ x1/2. Sustituyendo esto en (2.31) se sigue la primera
identidad. Para la segunda procedemos de manera similar. 2
Eligiendo ∆ = N−5/16, como consecuencia de las dos proposiciones ante-
riores y de la descomposicio´n (2.29) obtenemos
Corolario 2.14. Para N > 1∑
n≤N
N+(n) =
pi2
18
N
3
2 − N
2
logN + (1− ζ
′(2)
ζ(2)
− log(2pi))N
2
+O(N
21
32
+²)
y
∑
n≤N
N+(4n) =
2pi2
9
N
3
2−N logN+(1−ζ ′(2)
ζ(2)
−5 log 2
3
−log(2pi))N+O(N 2132+²).
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Ahora, por inversio´n de Mo¨bius concluimos las pruebas de los resultados
en promedio para el nu´mero de clases
Demostracio´n del teorema 2.1: Por el lema 2.4 obtenemos la expresio´n∑
n≤N
h(n) log ²n =
∑
k≤√N
µ(k)
∑
n≤N/k2
N+(n),
y por tanto el resultado se sigue del corolario 2.14. No´tese que
∑
k−2 log k =
−ζ ′(2). 2
Demostracio´n del teorema 2.2: Igualmente, por la segunda parte del
lema 2.4,∑
n≤N
h(4n) log ²4n =
∑
k≤√N
2-k
µ(k)
( ∑
n≤N/k2
N+(4n)−
∑
n≤N/k2
N+(n)
)
,
y de nuevo el resultado es consecuencia del corolario 2.14, viendo que en este
caso∑
2-k
µ(k)
k3
=
8
7ζ(3)
,
∑
2-k
µ(k)
k2
=
8
pi2
y
∑
2-k
µ(k)
log k
k2
=
( log 2
3
+
ζ ′(2)
ζ(2)
) 8
pi2
,
(para la u´ltima igualdad, calcu´lese la derivada de
(
(2−s−1)ζ(s))−1 en s = 2).
2
2.5. Estudio del te´rmino oscilatorio
En la seccio´n anterior hemos probado que
E+2 (x)¿ x
21
32 .
pero se cree que en realidad E+2 (x) ¿ x1/2+² para cualquier ² > 0. En esta
seccio´n vamos a estudiar el te´rmino E+2 en media.
Vamos a calcular la norma 2 de la funcio´n E+2 (N +K) − E+2 (N) en un
intervalo R ≤ N ≤ 2R. Para ello vamos a aprovechar que esta funcio´n se
puede escribir como sumas cortas de caracteres lo que sera´ bueno a la hora de
controlar la integral, pero adema´s estas sumas se pueden expresar en te´rminos
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de exponenciales lo que nos va a permitir llevar a cabo la integracio´n. En esta
representacio´n sera´n relevantes las sumas de Gauss
τb(m) =
∑
a(mod m)
( a
m
)
e
(ba
m
)
.
La influencia de K quedara´ codificada en la funcio´n
f(y) =
e(−Ky)− 1
e(−y)− 1 .
En el siguiente lema vamos a ver como se consigue dicha expresio´n
Lema 2.15. Sea R > 1, R < N < 2R y K < R1/2(logR)−1. Para todo
K < M < R se cumple la expresio´n
E+2 (N +K)− E+2 (N)
(4N)
1
2
= BM(N) +
∑
N≤n≤N+K
M≤m≤R
χ4n(m)
m
− C(N) logR +O(1),
con
BM(N) =
∑
m<M,m 6=
∗ 1
m2
∑
b(mod m)
τb(m)f
( b
m
)
e
(−b
m
N
)
(donde el asterisco restringe la sumacio´n a los impares) y C(N) la funcio´n
que vale 1 si hay algu´n entero en el intervalo [N1/2, (N +K)1/2] y cero si no
lo hay.
Demostracio´n: Comenzamos deduciendo del teorema 2.2 la fo´rmula
E+2 (N +K)− E+2 (N)
(4N)
1
2
=
∑
N<n≤N+K
4n6=
L(1, χ4n)− pi
2
7ζ(3)
K +O(1) (2.32)
para todo 1 < K < N1/2(logN)−1. Por la desigualdad de Po´lya-Vinogradov,
para 4n 6=  podemos escribir
L(1, χ4n) =
∑
m<R
χ4n(m)
m
+O(R−
1
2 logR). (2.33)
Haciendo un ca´lculo vemos que∑
N<n≤N+K
∑
m<R,m=
χ4n(m)m
−1 =
pi2
7ζ(3)
K +O(1)
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luego
(4N)−
1
2 (E+2 (N +K)− E+2 (N)) =
∑
N<n≤N+K
4n6=
∑
m<R
m6=
χ4n(m)
m
+O(1).
Podemos escribir∑
N<n≤N+K
4n6=
∑
m<R
m6=
χ4n(m)
m
=
∑
m<R
m6=
1
m
∑
N<n≤N+K
χ4n(m)− C(N) logR +O(1).
Para m par tenemos (4n/m) = 0, y para m 6=  impar (4 · /m) = (·/m) es
un cara´cter no principal mo´dulo m. En el u´ltimo caso tenemos∑
x<n≤x+K
(4n
m
)
=
1
m
∑
a(mod m)
( a
m
) ∑
x<n≤x+K
∑
b(mod m)
e
(b(a− n)
m
)
=
1
m
∑
b(mod m)
τb(m)
∑
x<n≤x+k
e
(−bn
m
)
=
1
m
∑
b(mod m)
τb(m)f
( b
m
)
e
(−b
m
x
)
lo que prueba el lema. 2
Al hacer la media cuadra´tica de E+2 (N+K)−E+2 (N), el te´rmino prinicipal
va a venir de los te´rminos diagonales que aparecen al expandir BM(N), es
decir de la suma
S =
∑
m1,m2<M
m1,m2 6=
∗ 1
m21m
2
2
∑
b1m2=b2m1
τb1(m1)τb2(m2)f(
b1
m1
)f(
b2
m2
). (2.34)
Vamos a ver que es posible controlar el comportamiento de S con precisio´n
Proposicio´n 2.16. Sea 2 ≤ K ≤M ≤ R. Entonces se cumple que
S = 3(P/4pi)2 logK +O((logK)2/3)
con P =
∏
p6=2(1− 1/(p3 + p2)).
Demostracio´n: El punto de partida es la fo´rmula para las sumas de
Gauss
τλs(cs
2) = εcc
1/2s
∑
d|(λ,s)
d
(λsd−2
c
)
µ
(s
d
)
(2.35)
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para cualquir c impar libre de cuadrados [IK], con εc = 1 si c ≡ 1 (mod 4) y
εc = i si c ≡ −1 (mod 4). Vemos que τb(cs2) = 0 si s - b y podemos reescribir
S como∑
c1s21d
2
1<M
c2s22d
2
2<M
c1 6=1,c2 6=1
∗ µ
2(c1)εc1µ
2(c2)εc2
(d1d2)2(c1s21c2s
2
2)
3
2
∑
λ1<c1s1
λ2<c2s2
λ1c2s2=λ2c1s1
∣∣f( λ1
c1s1
)∣∣2(λ1s1
c1
)(λ2s2
c2
)
µ(s1)µ(s2).
Con estas restricciones podemos considerar la suma so´lo sobre los te´rminos
cumpliendo
c1(c2, s1) = c2(c1, s2), s1/(s1, c2) | λ1, s2/(s2, c1) | λ2.
Por tanto, escribiendo
c1 = cj1, s2 = q2j1, c2 = cj2, s1 = q1j2, (c, q1q2) = 1,
λ1 = λq1, λ2 = λq2,
se sigue que S es igual a∑
cj1q21j
2
2d
2
1<M
cj2q22j
2
1d
2
2<M
(q1q2,j1j2)=1
(c,q1q2)=1
∗ µ(q1)µ(q2)µ(j1j2)µ
2(c)
(d1d2)2(j1j2)
9
2 (q1q2)3
(j1j2
c
)εcj1εcj2
c3
∑
λ<cj1j2
c 6=1
∣∣f( λ
cj1j2
)∣∣2(λj1
j2
)(λj2
j1
)
.
Acotando trivialmente, tenemos que la cantidad que aportan los te´rminos
cumpliendo λ(cj1j2)
−1 < 1/K es O(1), notando que
|f(u)|2 = 1− cos(2piKu)
2pi2u2
+O(1).
Adema´s, podemos completar las sumas obteniendo
S =
1
2pi2
∑
(q1q2,j1j2)=1
j1j2≡1(4)
∗ µ(q1)µ(q2)µ(j1j2)
(d1d2)2(j1j2)
5
2 (q1q2)3
∞∑
λ=1
(λj1
j2
)(λj2
j1
)∆(λ, j1j2, q1q2)
λ2
+O(1)
(2.36)
con
∆(λ, j, q) =
∑
c<K/j
(c,q)=1
∗ 1− cos(2piKλ/(cj))
c
(j
c
)
µ2(c).
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Para j > 1, se cumple (aplicando la fo´rmula µ2(c) =
∑
d2|c µ(d) y Polya-
Vinogradov) que ∑
c<K/j
(c,q)=1
∗ 1
c
(j
c
)
µ2(c)¿ (qj)1/2 log(qj).
Por otra parte, para cualquier j podemos escribir∑
c<K/j
(c,q)=1
∗ e(
Kλj−1
c
)
(j
c
)µ2(c)
c
=
∑
d2<K/j
(d,2q)=1
µ(d)
d2
( j
d2
) ∑
c<Kj−1d−2
(c,2q)=1
(j
c
)
e(
Kλj−1d−2
c
)
1
c
y esto es ma´s pequen˜o que
2jq
∞∑
d=1
1
d2
ma´x
1≤a≤2jq
|
∑
0≤n<(Kj−1d−2−a)/(2jq)
e(
Kλj−2q−1d−2
n+ a/(2jq)
)
1
2jqn+ a
|.
Luego vemos que es necesario acotar sumas del tipo
S(N,N1) =
∑
N<n<N1
e(g(n))
para N1 < 2N < 2K˜ y g(n) = K˜/(n+α), 0 < α ≤ 1. En el rango K˜/N ≥ N4
podemos aplicar el me´todo de Vinogradov [IK] obteniendo que
S(N,N1)¿ N exp(−2−18(logN)3(log(K˜/N))−2).
Adema´s, en el rango K˜1/5 ≤ N ≤ K˜1/2 deducimos por el me´todo de pares
de exponentes (ver [IK])
S(N,N1)¿ (K˜N−6)1/62N,
y en K˜1/2 ≤ N ≤ K˜
S(N,N1)¿ (NK˜−1)1/2N.
Luego ∑
c<Kj−1
(c,q)=1
∗ e(
Kλj−1
c
)
(j
c
)µ2(c)
c
¿ jq + (log λK)2/3,
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y entoces para j 6= 1
∆(λ, j, q)¿ jq + (log λK)2/3 (2.37)
y
∆(λ, 1, q) =
∑
c<K
(c,2q)=1
µ2(c)c−1 +O(q + (log λK)2/3). (2.38)
Es posible estimar esta suma∑
c<K
(c,2q)=1
µ2(c)c−1 =
∑
d2<K
(d,2q)=1
µ(d)
d2
∑
c<Kd−2
(c,2q)=1
1
c
=
∑
d2<K
(d,2q)=1
µ(d)
d2
(
ϕ(2q)
2q
log
K
d2
+O((log q)2))
=
ϕ(2q)
2q
logK
∞∑
d=1
(d,2q)=1
µ(d)d−2 +O((log q)2)
=
1
ζ(2)
ϕ(2q)
2q
∏
p|2q(1− p−2)
logK +O((log q)2)
=
1
ζ(2)
2
3
η(q) logK +O((log q)2) (2.39)
con η(q) =
∏
p|q(1 + p
−1)−1. Por (2.36), (2.37), (2.38) y (2.39) tenemos
S =
1
18ζ(2)2
T logK +O((logK)2/3), (2.40)
con
T =
∑∗ µ(q1)µ(q2)
(d1d2)2(q1q2)3
η(q1q2)
∞∑
λ=1
1
λ2
= (1− 2−2)2ζ(2)2(
∑
q
∗ µ(q)η(q)
q3
)2ζ(2)
Usando el producto de Euler para esta suma la proposicio´n queda demostra-
da. 2
Vamos a usar este resultado para probar
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Proposicio´n 2.17. Sea R > 1. Uniformemente en 1 < L < R y K < R
1
4
−²
se cumple que∑
R≤N≤R+L
(E+2 (N +K)− E+2 (N))2
4N
= 3(P/4pi)2L logK +O(R(logK)2/3)
con
P =
∏
p6=2
(
1− 1
p3 + p2
)
.
Demostracio´n: Tenemos que∑
R≤N≤2R
C(N)2 ¿ KR1/2 ¿ R. (2.41)
Tambie´n, por la desigualdad de Cauchy∑
R≤N≤2R
|
∑
N≤n≤N+K
M≤m≤R
χ4n(m)
m
|2 ¿ K2
∑
n≤3R
|
∑
M≤m≤R
χ4n(m)
m
|2.
Escribiendo n = cs2 con µ(c) 6= 0 tenemos∑
n≤3R
|
∑
M≤m≤R
χ4n(m)
m
|2 =
∑
s2≤3R
∑
c<3Rs−2
µ(c) 6=0
|
∑
M<m<R
(m,2s)=1
χc(m)
m
|2.
Pero usando el corolario 3 de [HB1] en intervalos dia´dicos vemos que esta
suma es
¿ R²
∑
s2≤3R
(RM−1s−2 + 1)¿ R 12+²(1 +R 12M−1).
Por tanto, tomando M = R
1
2
−² se cumple∑
R≤N≤2R
|
∑
N≤n≤N+K
M≤m≤R
χ4n(m)
m
|2 ¿ K2R 12+2² ¿ R. (2.42)
Luego por (2.41), (2.42), el lema 2.15 y la desigualdad de Cauchy vemos que
probar la proposicio´n equivale a obtener la fo´rmula∑
R<N<R+L
|BM(N)|2 = 3(P/4pi)2L logK +O(R(logK)2/3). (2.43)
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Expandiendo el cuadrado vemos que
BM(N)
2 =
∑
m1,m2<M
m1,m2 6=
∗ ∑
b1(mod m1)
b2(mod m2)
τb1(m1)
m21
τb2(m2)
m22
f(
b1
m1
)f(
b2
m2
)e
(
(
b2
m2
− b1
m1
)N
)
.
Usando la fo´rmula∑
R<N≤R+L
e(Nθ) =
e((R + L)θ)
2piθ
− e(Rθ)
2piθ
+O(1) |θ| < 1/2
obtenemos ∑
R<N<R+L
|BM(N)|2 = LS +O(D(logR)2) +O(M2)
donde
D = ma´x
M1,M2≤M
|
∑
M1<m1<2M1
M2<m2<2M2
∗ ∑
b1 (modm1)
b2 (modm2)
b1m2 6=b2m1
ab2,m2ab1,m1
b2/m2 − b1/m1 |,
con ab,m = m
−2f(b/m)τb(m)e(Zb/m) para algu´n Z ∈ R. Para Mj ≤ mj ≤
2Mj se cumple
| b2
m2
− b1
m1
| ≥ 1
M1M2
,
luego por la desigualdad de Hilbert generalizada (ver [IK])
D ¿ ma´x
M1≤M
M21
∑
M1<m<2M1
b (modm)
∗|ab,m|2 ¿ ma´x
M1≤M
M−21
∑
M1<m<2M1
1≤|b|≤m/2
|τb(m)|2|f( b
m
)|2.
De (2.35) deducimos que |τλs(cs2)| ¿ c 12 s(λ, s) log log(s), luego para todo
U ≤M1 se cumple∑
M1<m<2M1
∗ ∑
U<b<2U
|τm(b)|2 ¿ (UM21 +M21 logM1) log logM1,
y como |f(t)| ¿ mı´n(K, |t|−1) para |t| ≤ 1/2 se tiene∑
M1<m<2M1
1≤|b|≤m/2
∗|τb(m)|2|f( b
m
)|2 ¿ (KM31 +K2M21 logM1) log logM1
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luego D ¿ KM log logM ¿ R y por tanto∑
R<N<R+L
|BM(N)|2 = LS +O(R), (2.44)
y teniendo en cuenta la proposicio´n 2.16 queda probada la fo´rmula (2.43). 2
Finalmente llegamos al resultado que busca´bamos
Teorema 2.18. Sea x > 1, K ≤ x1/4−². Entonces se cumple∑
N≤x
(E+2 (N +K)− E+2 (N))2 = (
3Px
4pi
)2 logK +O(x2(logK)
2
3 ).
Demostracio´n: Por el lema de Abel∑
R≤N≤2R
(E+2 (N +K)− E+2 (N))2 = 8RT (R)− 4
2R∫
R
T (u)du
con T (u) =
∑
R≤N≤u(4N)
−1(E+2 (N +K) − E+2 (N))2. Para R > x(log x)−3,
por la proposicio´n 2.17 tenemos que∑
R≤N≤2R
(E+2 (N +K)− E+2 (N))2 = 2(
3P
4pi
)2R2 +O(R2(logK)3/2).
Sumando los resultados para R = x/2j, j ∈ N, con R > x(log x)−3 y usando
(2.24) para R < x(log x)−3 deducimos el teorema. 2
Cap´ıtulo 3
Nu´mero de conjuntos suma
3.1. Introduccio´n.
Para cualesquiera A,B subconjuntos de un grupoG definimos su conjunto
suma como
A+B = {a+ b ∈ G : a ∈ A, b ∈ B}.
Diversas propiedades de estos conjuntos han sido estudiadas, comenzando
con el trabajo de Cauchy [Cau], que demostro´ la desigualdad
|A+B| ≥ mı´n(|A|+ |B| − 1, |G|), (3.1)
cuando G = Z/pZ, p primo. Este resultado fue redescubierto un siglo despue´s
por H. Davenport [Dav1]. Ma´s tarde, Vosper [Vos] probo´ que los casos en los
que se da la igualdad son muy particulares: si |A|, |B| ≥ 2, entonces A y B son
progresiones aritme´ticas con la misma diferencia o bien B es una traslacio´n
del complementario de A en Z/pZ.
En el caso G = Z ocurre algo similar. Se tiene que |A+B| ≥ |A|+ |B|−1
y, cuando son conjuntos de ma´s de un elemento, la igualdad so´lo se da en
el caso de que A y B sean progresiones aritme´ticas con la misma diferencia.
Finalmente Kemperman [Kem], usando me´todos de Kneser y van der Corput,
generalizo´ este tipo de resultado a cualquier grupo abeliano.
En vez de ser tan restrictivos, podemos preguntarnos que´ ocurre si per-
mitivos que
|A+ A| ≤ C|A| (3.2)
con C una constante positiva. Si |A + A| ≤ 3|A| − 4 en el caso G = Z y
|A + A| ≤ (12/5)|A| − 3 con |A| ≤ p/35 cuando G = Z/pZ, Freiman (ver
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[Nat]) ha probado que A esta´ contenido en una progresio´n aritme´tica de
longitud inferior a 2|A| − 2 y (7/5)|A| − 1 respectivamente. Sin embargo,
cuando la constante C es mayor hay ejemplos de conjuntos A que no estan
bien cubiertos por una progresio´n aritme´tica. Freiman entendio´ la situacio´n,
y para resolverla considero´ conjuntos del tipo
P = {y0 +
d∑
j=1
yjaj : 0 ≤ aj ≤ mj − 1}
que llamamos progresiones aritme´ticas de dimensio´n d. Si las sumas del con-
junto son todas distintas, decimos que P es propia, cumplie´ndose en este caso
que |P +P | ≤ 2d|P |. De esta forma probo´ [Fre] que ba´sicamente estos son los
u´nicos subconjuntos de Z con suma pequen˜a, esto es que si A ⊂ Z satisface
la condicio´n (3.2) entonces A esta´ contenido en una progresio´n aritme´tica de
dimensio´n d y taman˜o K|A|, donde d y K so´lo dependen de la constante C.
Este resultado ha sido usado por T. Gowers [Gow1, Gow2] para probar que
para todo k ≥ 3, cualquier subconjunto de {1, 2 . . . , N} de taman˜o mayor
que N(log logN)−2
−2k+9
contiene alguna progresio´n aritme´tica no trivial de
longitud k, mejorando substancialmente el resultado de Szemere´di [Sze].
I. Ruzsa [Ruz1] generalizo´ el teorema de Freiman al caso |A+B| < C|A|
con |A| = |B| para grupos abelianos libres de torsio´n, y ma´s tarde [Ruz2]
ha probado un resultado del mismo tipo para G grupo abeliano de torsio´n
finita: sea A ⊂ G , tal que existe B ⊂ G del mismo taman˜o que A con
|A+B| ≤ C|A|,
entonces A esta´ contenido en un subgrupo H con |H| ≤ K|A|, donde K so´lo
depende de C y del orden ma´ximo de los elementos del grupo G.
Tambie´n se sabe que si A y B son conjuntos grandes de Z/pZ, su suma
tiene mucha estructura. En particular se ha probado que contiene progresio-
nes aritme´ticas de taman˜o grande. El mejor resultado es de B. Green [Gre1]:
si |A| = αp y |B| = βp con α, β > 0, entonces A+B contiene una progresio´n
aritme´tica de taman˜o mayor que
eK
√
log p,
donde K > 0 so´lo depende de α y β.
En otra direccio´n, recientemente Green y Ruzsa [GrRu] han estudiado el
cardinal de SS(G), el conjuto de conjuntos suma de la forma A + A en un
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grupo abeliano finito G. Han obtenido que
|SS(Z/pZ)| = (2 13 )p+o(p),
extendiendo ma´s tarde este resultado a otros grupos.
En este cap´ıtulo vamos a tratar un problema relacionado, exponiendo
los resultados obtenidos en [GU]. Nos va a interesar controlar el nu´mero
de conjuntos que son suma de conjuntos grandes, es decir vamos a querer
conocer el taman˜o del conjunto
T (k,G) = {A+B : |A|, |B| ≥ k}.
En la primera seccio´n veremos que para el caso G = Z/pZ con p primo
podemos probar que
Teorema 3.1. Sea p(log p)−1/10 < k < p/8. Entonces
|T (k,Z/pZ)| = (
√
2)p+o(p).
Para demostrarlo usaremos el me´todo de Green y Ruzsa de conjuntos
granulares. Ba´sicamente, lo que ocurre es que como A y B son grandes,
tenemos que la funcio´n caracter´ıstica de A+B se puede aproximar bien por
la convolucio´n de las funciones caracter´ısticas de A y B en la mayor´ıa de
los casos. Esto nos permite tratar el problema mediante ana´lisis armo´nico en
Z/pZ.
Cuando A es pequen˜o, la estructura de los conjuntos B +A cambia fuer-
temente ante cualquier pequen˜a variacio´n del conjunto A. Esto motiva la
siguiente definicio´n: sea G un grupo y A un subconjunto de G. Llamaremos
A-conjuntos a los subconjuntos de G que pueden representarse como
B + A
para algu´n B ⊂ G. Si G es finito, estamos interesados en controlar el taman˜o
del conjunto
S(A,G) = {B + A : B ⊂ G}.
En el caso de que G sea abeliano y finitamente generado, G isomorfo a H×Zd
con H finito, querremos conocer el taman˜o de
SN(A,G) = {B + A : B ⊂ H × IdN}
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cuando N tiende a infinito, con
IN = {n ∈ Z : 1 ≤ n ≤ N}.
Este taman˜o esta´ controlado por la constante (ver lema 3.12)
c(A,G) = l´ım
N→∞
|SN(A,G)| 1N .
En la seccio´n segunda veremos que en el caso G = Z, si A es finito y `(A) =
ma´xa,a′∈A |a− a′|, se tiene que
c(A,Z) = ρA, (3.3)
donde ρA es el radio espectral de una matriz cuadrada MA de dimensio´n
22`(A)+1 que podemos expresar de forma expl´ıcita en te´rminos de A. Esta
caracterizacio´n, junto con la propiedad
c(λA,Z) = c(A,Z) para todo λ ∈ Z×,
donde λA = {λa : a ∈ A}, nos va a permitir demostrar que
Teorema 3.2. Para todo a, b ∈ Z distintos, se cumple que
c({a, b},Z) = ρ
donde ρ = 1,75488 . . . es la raiz positiva de la ecuacio´n
x3 − 2x2 + x− 1 = 0.
Tambie´n podremos calcular la constante c(A,Z) para conjuntos A con
`(A) pequen˜a y para conjuntos especiales como Ak = {0, 1 . . . , k}.
El caso |A| = 3 lo podemos controlar geome´tricamente, estableciendo la
siguiente relacio´n con el caso bidimensional
Teorema 3.3. Sean a, b ∈ Z con |a| < |b| y (a, b) = 1. Entonces
c(U2,Z2)1−1/b ≤ c({0, a, b},Z) ≤ c(U2,Z2)1+1/b.
con U2 = {(0, 0), (1, 0), (0, 1)}. En particular para todo a ∈ Z se cumple
l´ım
n→∞
c({0, a, n},Z) = c(U2,Z2).
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Tambie´n probaremos que
c(U2,Z2) < c(U1,Z)
con U1 = {0, 1}. Por el teorema 3.3 deducimos que
Teorema 3.4. Existe b∗ ∈ N tal que para todo b > b∗ y a ∈ N, (a, b) = 1 se
cumple que
c({0, a, b},Z) < c({0, 1},Z).
Definiendo
c(k,G) = sup{c(A,G) : A ∈ G, |A| = k},
por el teorema 3.4 vemos que para probar c(3,Z) < c(2,Z) so´lo resta controlar
c({0, a, b},Z) para un nu´mero finito de conjuntos {0, a, b}. Pero parece que los
casos que quedan son demasiado grandes para tratarlos computacionalmente
a trave´s de (3.3). Se necesita alguna idea nueva.
Parece razonable pensar que la sucesio´n (c(k,Z))k∈N es siempre decre-
ciente, pero no sabemos probarlo para ningu´n valor de k mayor que uno.
Considerando el conjunto A = {1, 2, 4, 6, . . . , 2k}, vemos que
c(k,Z) ≥
√
2 para todo k ∈ N.
Probaremos que esta desigualdad es en realidad estricta. La pregunta natural,
en parte motivada por el teorema 3.1, es si esta sucesio´n decrece hacia
√
2.
El teorema 3.1 nos permite demostrar el siguiente resultado parcial
Teorema 3.5. Sea λ > 0 y
cλ(k,Z) = sup{c(A,Z) : |A| = k, `(A) ≤ λ|A|}.
Entonces
l´ım
k→∞
cλ(k)(k,Z) =
√
2.
para cualquier sucesio´n (λ(k))k∈N, con 2 ≤ λ(k) ≤ (log k) 110 .
En la seccio´n tercera estudiaremos |S(A,Z/pZ)|. Para cada A ∈ Z/pZ,
con |A| ≥ 2, tenemos los contenidos
B + x ⊂ B + {x, y} ⊂ B + A,
(donde B + x denota B + {x}) para cualesquiera x, y ∈ A. A partir de ellos,
por argumentos combinatorios probaremos que
94 CAPI´TULO 3. NU´MERO DE CONJUNTOS SUMA
Teorema 3.6. Para todo A ⊂ Z/pZ de cardinal mayor o igual que dos
tenemos que
|S(A,Z/pZ)| ¿ 1,9814p.
Por supuesto, pensamos que esta cota no es adecuada, sino que debie´ra-
mos tener
|S(A,Z/pZ)| ¿ ηp con η < c({0, 1},Z)
para todo A con |A| ≥ 3. En cualquier caso, esto nos permite probar que
c(k,Z) ≤ 1,9814 para todo k ≥ 3,
y por el teorema 3.1 se puede demostrar que
c(2,Z/pZ)p+o(p) ¿ |T (2,Z/pZ)| ¿ 1,9814p+o(p).
3.2. Sumas de conjuntos grandes
En esta seccio´n queremos contar los conjuntos de la forma A+B, siendo
A y B subconjuntos de Z/pZ de taman˜o casi comparable a p. Esta cuestio´n
esta´ relacionada con contar los conjuntos de la forma A+A con A ⊂ Z/pZ,
problema resuelto exitosamente por Green y Ruzsa en [GrRu]. Despue´s de eso
B. Green uso´ el mismo me´todo y otras herramientas para probar en [Gre2] la
conjetura de Cameron y Erdo˝s sobre el nu´mero de conjuntos libres de suma
en {1, 2, . . . , N}. Nosotros usaremos su me´todo para probar el teorema 3.1.
Comenzamos dando algo de notacio´n. Sean f, g : Z/pZ→ C y n ∈ Z/pZ,
definimos la convolucio´n en Z/pZ como
f ∗ g(n) =
∑
m∈Z/pZ
f(m)g(n−m).
Tambie´n definimos los coeficientes de Fourier
f̂(n) =
∑
m∈Z/pZ
f(m)e(−nm/p).
Sea C ⊂ Z/pZ, escribimos C(n) para la funcio´n indicatriz del conjunto C.
Con estas definiciones, y siendo D ⊂ Z/pZ, tenemos que
C ∗D(n) = |{(x, y) ∈ C ×D : x+ y = n}|.
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En la prueba usaremos fundamentalmente la igualdad de Plancherel∑
n
|f(n)|2 = p−1
∑
x
|f̂(x)|2 (3.4)
y tambie´n la relacio´n entre la convolucio´n y los coeficientes de Fourier
f̂ ∗ g(x) = f̂(x)ĝ(x). (3.5)
Ahora, sea m un nu´mero natural fijo. Para cada d ∈ (Z/pZ)∗ vamos a dividir
Z/pZ en m progresiones aritme´ticas con diferencia comu´n d definidas como
Ji(d) = {λd : ip
m
≤ λ < (i+ 1)p
m
},
con 0 ≤ i ≤ m − 1. La longitud de Ji(d) es L o L − 1, donde L = dp/me.
Decimos que B ⊂ Z/pZ es un conjunto m-granular si existen d ∈ (Z/pZ)× e
I ⊂ {0, 1, . . . ,m− 1} tales que
B =
⋃
i∈I
Ji(d).
Finalmente, sea C un subconjunto de Z/pZ y ²1 > 0, y sea
T (d) = {i ∈ {0, 1, . . . ,m− 1} : |C ∩ Ji(d)| ≥ ²1|Ji(d)|} .
Entonces, definimos la (m, d)−granularizacio´n C ′ de C (con respecto al para´me-
tro ²1) como
C ′ = C ′(d) =
⋃
i∈T (d)
Ji(d).
Se cumple
|C \ C ′| =
∑
i/∈T (d)
|C ∩ Ji(d)| < ²1
∑
i/∈T (d)
|Ji(d)| ≤ ²1p, (3.6)
teniendo en cuenta que los conjuntos Ji(d) son disjuntos.
El resultado fundamental que se obtiene por el me´todo de Green y Ruzsa
es el siguiente
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Lema 3.7. Sea C un subconjunto de Z/pZ. Existe d ∈ (Z/pZ)× tal que se
cumple
ma´x
x∈Z/pZ
hd(x)|Ĉ(x)| ≤ (log((2/3)
1/2piL))1/2
(log p)1/2
|C|1/2p1/2
donde
hd(x) =
2
2L− 1
L−1∑
j=1
(
1− cos (2pijdx
p
))
.
Llamaremos “buena longitud para C” al d satisfaciendo estas condiciones.
Demostracio´n: Sea ² > 0. Supongamos que queremos probar que se
cumple la desigualdad
hd(x)|Ĉ(x)| ≤ ²|C| (3.7)
para todo x ∈ Z/pZ. Por supuesto, se cumple para x = 0 o |Ĉ(x)| ≤ ²|C|
(porque 0 ≤ hd(x) ≤ 1). Sea R el conjunto de x restantes, esto es
R = {x ∈ Z/pZ : x 6= 0, |Ĉ(x)| > ²|C|}.
Nos queda demostrar que (3.7) se cumple para todo x ∈ R. Escribiendo
‖t‖ para la distancia de t al entero ma´s cercano, se cumple la desigualdad
1− cos 2pit ≤ 2pi2‖t‖2. Por tanto
hd(x) ≤ 4pi
2
2L− 1
L−1∑
j=1
‖jdx
p
‖2 ≤ 4pi
2
2L− 1‖
dx
p
‖2
L−1∑
j=1
j2 ≤ 2pi
2L2
3
‖dx
p
‖2.
Luego, para que se cumpla (3.7) es suficiente que
‖dxi
p
‖ ≤ bi (3.8)
para todo 1 ≤ i ≤ k, donde R = {x1, x2, . . . , xk} y
bi =
√
3√
2piL
(
²|C|
|Ĉ(xi)|
)1/2.
Pero esto equivale a la siguiente condicio´n: Sean M =
∏k
i=1[−bip, bip] ⊂ Rk
y Λ ⊂ Rk el ret´ıculo generado por los vectores ~x, p~e1, p~e2, . . . , p~ek, con ~ei los
vectores de la base esta´ndar de Rk y ~x = (x1, x2, . . . , xk). Existe un elemento
y ∈ Λ, y 6= ~0 tal que y esta´ tambie´n en M .
3.2. SUMAS DE CONJUNTOS GRANDES 97
Por el primer teorema de Minkowski esta u´ltima condicio´n se sigue de la
ecuacio´n |M | ≥ 2k|Λ|. Como |M | = 2kpk∏ bi y como podemos comprobar
que |Λ| ≤ pk−1, obtenemos que (3.8) se sigue de
k∏
i=1
bi ≥ 1
p
,
o puesto de otra forma
w(k) ≤ p (3.9)
con
w(k) = (
21/2piL
31/2²1/2|C|1/2 )
k(
∏
x∈R
|Ĉ(x)|)1/2.
Ahora podemos usar la desigualdad aritme´tica-geome´trica para decir que se
cumple
(
∏
x∈R
|Ĉ(x)|)1/k ≤ (1
k
∑
x∈R
|Ĉ(x)|2)1/2.
Adema´s, por (3.4) ∑
x∈R
|Ĉ(x)|2 ≤ p|C|, (3.10)
y por tanto w(k) ≤ w1(k), con
w1(k) = ((2/3)
2pi4L4
p
k²2|C|)
k/4.
De (3.10) tambie´n obtenemos que k < p²−2|C|−1 y como w1(k) es una funcio´n
creciente en este rango tenemos que
w1(p²
−2|C|−1) ≤ p (3.11)
implica (3.7). Pero (3.11) se cumple con
² ≥ ( log((2/3)
1/2piL)p
log p|C| )
1/2,
luego deducimos el enunciado del lema. 2
El siguiente resultado equivale a la proposicio´n 3 en [GrRu], y sera´ fun-
damental en la prueba del teorema.
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Proposicio´n 3.8. Sean A,B dos subconjuntos de Z/pZ, y sea ²1, ²2 > 0, m ∈
N. Si d es una buena longitud para A entonces las (m, d)-granularizaciones
A′ y B′ (con respecto a ²1) cumplen que A+B contiene todos los x para los
que A′ ∗B′(x) ≥ ²2p, con a lo sumo
324 log((2/3)1/2piL)
²41²
2
2 log p
|A||B|
p
excepciones.
Demostracio´n: Sea C un subconjunto de Z/pZ. Definimos la funcio´n
fC,d : Z/pZ→ R como
fC,d(n) =
1
|dP |(C ∗ dP )(n) =
1
|dP | |C ∩ (dP + n)|,
donde P = {−(L− 1), . . . ,−2,−1, 0, 1, 2, . . . , (L− 1)}. No´tese que f̂C,d(x) =
Ĉ(x)gd(x), con gd(x) = (|dP |)−1dP (x). Aplicando la identidad de Plancherel
(3.4) dos veces∑
n
|(A ∗B)(n)− (fA,d ∗ fB,d)(n)|2 = p−1
∑
x
|Â(x)B̂(x)− f̂A,d(x)f̂B,d(x)|2
= p−1
∑
x
|B̂(x)|2|Â(x)|2(1− gd(x)2)2
≤ (ma´x
x
|Â(x)||1− gd(x)2|)2
∑
x
|B̂(x)|2
p
≤ |B|(ma´x
x
|Â(x)||1− g(x)2|)2.
Como |1 − gd(x)2| = |(1 + gd(x))(1 − gd(x))| ≤ 2|1 − gd(x)|, usando el lema
3.7 para el conjunto A (porque 1− gd(x) = hd(x)) obtenemos∑
n
|(A ∗B)(n)− (fA ∗ fB)(n)|2 ≤ 4log((2/3)
1/2piL)
log p
|A||B|p. (3.12)
Adema´s, si n ∈ A′ existe una progresio´n aritme´tica de diferencia d y longitud
L conteniendo a n y al menos ²1(L−1) puntos de A. A su vez, esta progresio´n
esta´ contenida en dP+n. Luego fA,d(n) es como mı´nimo ²1(L−1)/(2L−1) ≥
²1/3, y por tanto fA,d(n) ≥ ²1A′(n)/3 para todo n ∈ Z/pZ. Por razones
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similares se sigue que fB,d(n) ≥ ²1B′(n)/3. As´ı, obtenemos para todo n las
desigualdad (fA,d ∗ fB,d)(n) ≥ ²21(A′ ∗B′)(n)/9.
Ahora consideremos el conjunto M = {x ∈ Z/pZ; (A′ ∗ B′)(x) ≥ ²2p, x /∈
A+B}. Se cumple que
|(A ∗B)(n)− (fA ∗ fB)(n)|2 ≥ ²
4
1²
2
2p
2
34
para todo n ∈M.
Sustituyendo en (3.12) obtenemos
|M | ≤ 4 log((2/3)
1/2piL)(log p)−1|A||B|p
²41²
2
2p
2/34
=
324 log((2/3)1/2piL)
²41²
2
2 log p
|A||B|
p
.
2
A grandes rasgos esta proposicio´n dice que, bajo algunas condiciones,
podemos dividir el conjunto de pares (A,B) en unos pocas partes de forma
que en cada una de ellas las sumas A + B son muy similares. E´sta es la
manera en la que vemos el solapamiento que se produce al sumar conjuntos.
Ahora necesitamos una generalizacio´n debida a Pollard [Pol] del teorema
de Cauchy-Davenport (desigualdad (3.1))
Proposicio´n 3.9. Sean C,D ⊂ Z/pZ, y para cada i ∈ Z sea Ri = Ri(C,D) =
{n ∈ Z/pZ : (C ∗D)(n) ≥ i}. Entonces para todo r ≤ mı´n(|C|, |D|) tenemos
que
|R1|+ |R2|+ . . .+ |Rr| ≥ r(mı´n(p, |C|+ |D|)− r).
Vamos a usarlo para ver que el conjunto de elementos que son represen-
tables de muchas formas como sumas de elementos de C y D no tiene un
taman˜o muy pequen˜o
Proposicio´n 3.10. Sean C,D subconjuntos de Z/pZ. Sea k un entero po-
sitivo. Entonces, si los taman˜os de C y D son ma´s grandes que
√
kp, se
cumple
|Rk| ≥ mı´n(|C|+ |D|, p)− 2
√
kp.
Demostracio´n: Tenemos que |Rj| ≤ |Rk| para j ≥ k. Por tanto, si r ≥ k
tenemos
r(mı´n(|C|+ |D|, p)− r) ≤ |R1|+ . . .+ |Rr| ≤ (k − 1)p+ |Rk|r.
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de donde
|Rk| ≥ mı´n(|C|+ |D|, p)− r − (k − 1)p/r.
Ahora, tomando r = [
√
kp ] en la proposicio´n 3.9 (esto es posible porque
[
√
kp ] ≤ mı´n(|C|, |D|)) obtenemos el resultado. 2
Ya estamos preparados para demostrar el resultado principal
Teorema 3.11. Sea p un primo. Para todo γ(p) < k < p/8 tenemos que
|T (k,Z/pZ)| = 2 p2+O(γ(p))
donde p(log log p)2/3(log p)−1/9 ¿ γ(p)¿ p(log log p)2/3(log p)−1/9.
Demostracio´n: Sean N,M dos conjuntos m-granulares. Definimos
F(N,M) = {A+B : A,B ⊂ Z/pZ, |A|, |B| ≥ γ(p) y existe
d buena longitud para A tal que N = A′(d),M = B′(d)(con respecto a ²1)}.
Entonces
|{B + A;B,A ⊂ Z/pZ, |A|, |B| > γ(p)}| ≤
∑
N,Mconjuntos
m−granulares
|F(N,M)|.
Pero
|{(N,M) : N,M subconjuntos m-granulares de Z/pZ}| ≤ (p2m)2. (3.13)
Ahora vamos a acotar |F(N,M)| para cualquier par de conjuntosm-granulares
N,M . Por (3.6) tenemos que si A + B esta´ en F(N,M) entonces A es un
subconjunto de N unio´n un conjunto de a lo sumo ²1p puntos, y B es un
subconjunto de M unio´n un conjunto de a lo sumo ²1p puntos. As´ı
|F(N,M)| ≤ no posibilidades para (A,B) ≤ 2|M |+|N | exp(C1 log(1/²1)²1p)
(3.14)
para alguna constante C1 > 0. Adema´s, la proposicio´n 3.8 nos dice que si
A + B esta´ en F(N,M) entonces A + B contiene al conjunto R²2p(N,M)
menos un conjunto de a lo ma´s ²3p puntos (con ²3 = 324 log((2/3)
1/2piL)
(log p)−1²−41 ²
−2
2 ), o equivalentemente el complementario de A + B esta con-
tenido en la unio´n de el complementario de R²2p(N,M) con un conjunto de
menos de ²3p puntos.
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Sean ²1, ²2 con ²1+ ²
1/2
2 ≤ γ(p). Como los taman˜os de A y B son mayores
que γ(p) y |N | ≥ |A| − ²1p, |M | ≥ |B| − ²1p, tenemos que mı´n(|N |, |M |) ≥
γ(p)− ²1p ≥ ²1/22 p. Luego podemos aplicar el teorema 3.9 a los conjuntos N
y M , obteniendo
|R²2p(N,M)| ≥ mı´n(|N |+ |M |, p)− 2²1/22 p.
Por lo tanto
|F(N,M)| = |{(A+B)c;A+B ∈ F(N,M)}| ≤ 2p−(|N |+|M |−2²
1
2
2 p)e
C2 log(
1
²3
)²3p
(3.15)
De las acotaciones (3.14) y (3.15) deducimos
|F(N,M)| ≤ 2p/2 exp(C3p(²
1
2
2 + log(1/²1)²1 + log(1/²3)²3)),
luego por (3.13) tomando 1/L = ²
1/2
2 = ²1 log(1/²1), ²1 = (log p)
− 1
9 (log log p)−
1
3
obtenemos la cota superior del teorema.
La cota inferior es trivial. Sean A,B subconjuntos cualesquiera de Z/pZ,
con |A|, |B| > p/8, y sea y = 0, x = p−1
2
. Si A ⊂ [1, [p−1
4
]] y B ⊂ [[p−1
4
] +
1, p−1
2
], entonces
(A ∪ x) + (B ∪ y) = ((A+B) ∪ {x+ y}) ∪ (A+ y) ∪ (B + x),
donde las uniones son disjuntas, y por tanto
|{B + A;B,A ⊂ Z/pZ, |A| , |B| > p/8}| À
(
p/4
p/8
)2
= 2
p
2
+O(γ(p)).
2
3.3. A-conjuntos
En esta seccio´n vamos a estudiar los A-conjuntos de G un grupo abeliano
finitamente generado, centra´ndonos en el caso G = Z y en particular en
|A| ≤ 3. Primero vemos la existencia de la constante c(A,G) asociada a los
A-conjuntos
Lema 3.12. Sea G = H×Zl, H finito y A subconjunto de G. Existe el l´ımite
c(A,G) = l´ım
N→∞
|SN(A,G)| 1N .
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Demostracio´n: Consideramos el caso G = Zl. Para todo j,N ∈ N tene-
mos que
SjN(A,G) ≤ SN(A,G)jl
y si j ≤ N
SN+j(A,G) ≤ 2l2jN l−1SN(A,G).
Por tanto, para todo a, b,N ∈ N con b ≤ N se tiene
SaN+b(A,G)
(aN+b)−l ≤ 4l2a−1SN(A,G)N−l ,
luego
l´ım sup
M
SM(A,G)
M−l ≤ SN(A,G)N−l ,
y por tanto
l´ım sup
M
SM(A,G)
M−l ≤ l´ım inf
M
SM(A,G)
M−l ,
lo que implica el resultado para G = Zl. El resto de los casos se prueba de
manera similar. 2
En el caso G = Z, podemos obtener c(A,Z) de una forma ma´s expl´ıcita:
c(A,Z) = l´ım
N→∞
|UA(N)|1/N ,
con
UA(N) = {C ⊂ IN : C ⊂
⋃
x∈A
⋂
y∈A,y 6=x
C + x− y}.
La definicio´n de UA(N) nos permite ver el problema como algo local, en
realidad a trave´s de una recurrencia. Si A ⊂ Id, d ∈ N, sea
EA = {D ⊂ {−d, . . . , d} : 0 ∈ D ⇒ 0 ∈
⋃
x∈A
⋂
y∈A,y 6=x
D + x− y}.
Para todo D ⊂ {−d, . . . , d} definimos
v(D) = (D − 1) ∩ {−d, . . . , d}
y
u(D) = v(D) ∪ {d}.
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Entonces definimos MA = (mD,C) como la matriz cuadrada indexada en
P({−d, . . . , d})× P({−d, . . . , d}) con
mD,u(D) = mD,v(D) = 1 si D ∈ EA
y mD,C = 0 en otro caso. Como la matriz es no negativa, por la teor´ıa de
Perron-Frobenius (ver [MeyC]) podemos decir que su radio espectral ρA es
un autovalor real de MA y se cumple que
c(A,Z) = l´ım
N∈N
(
∥∥MNA w∥∥)1/N = ρA,
donde w = (wD) con wD = 1 para todo D ∈ P({−d, . . . , d}).
Cuando A = {0, 1}, tenemos que
EA = {D ⊂ {−1, 0, 1} : 0 ∈ D ⇒ 0 ∈ (D − 1) ∪ (D + 1)}
y
MA =

1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

.
Calculando el polinomio caracter´ıstico de esta matriz vemos que ρA es la ra´ız
real de la ecuacio´n
x3 − 2x2 + x− 1 = 0.
Por tanto
Proposicio´n 3.13. Se cumple que
c(2,Z) = c({0, 1},Z) = ρ
con ρ = 1,75488 . . . la ra´ız real de la ecuacio´n
x3 − 2x2 + x− 1 = 0.
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De la misma forma podemos calcular (usando el ordenador cuando la
matriz es grande) el polinomio mı´nimo pA(t) de ρA sobre Z para diferentes
conjuntos A de longitud pequen˜a:
A = {0, 1, 2} ρA = 1,6180 . . . pA(t) = −1− t+ t2
A = {0, 1, 2, 3} ρA = 1,5000 . . . pA(t) = −1 + t3 − 2t4 + t5
A = {0, 1, 3} ρA = 1,6822 . . . pA(t) = 1−2t4+t5−t6+t7−t8+t9−2t10+t11
A = {0, 1, 2, 3, 4} ρA = 1,4655 . . . pA(t) = −1− t2 + t3
A = {0, 1, 2, 4} ρA = 1,5750 . . .
pA(t) = 1− 2t5 + t6 − t7 + t8 − t9 + t11 − 2t12 + t13
A = {0, 1, 4} ρA = 1,6863 . . .
pA(t) = 1 + 3t
5 + 2t8 − t9 − t10 + 2t11 − 6t12 + t13 + t16 − t18 + t19 − 2t20 + t21
A = {0, 1, 5} ρA = 1,6825 . . .
pA(t) = −1−2t3−t4−t6−3t7+t8+2t9−4t10−2t11+t12−6t13+8t14+t15−9t16
+13t17−4t18−2t19−3t20+13t21+11t22−3t23+20t24+12t25−5t26−2t27+10t28
−t29−10t30−t31+t32−11t33+t34−t35+4t36−2t37+t38+t39−2t40+t42−2t43+t44
A = {0, 2, 5} ρA = 1,6827 . . . pA(t) = 1+t+3t2+3t3+3t4+4t5+t6+2t7+
2t8−t9+2t10−2t11+9t12−t13+7t14+12t15−11t16+17t17−12t18+6t19−12t20+
12t21−20t22+12t23−6t24+2t25−2t26+3t27−2t28+ t29− t30+ t31−2t32+ t33
Para conjuntos A con una estructura sencilla podemos calcular c(A,Z) =
ρA. Por ejemplo, tenemos que
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Proposicio´n 3.14. Sea Ak = {0, 1, . . . , k − 1}. Tenemos que
pAk(t) | tk+1 − 2tk + tk−1 − 1
y por tanto
ρAk = 1 +
2 log(k − 1)
k − 1 (1 + o(1)).
Demostracio´n: Podemos probarlo hallando la matrizMAk , pero de forma
equivalente vemos que
|UAk(N)| = |UAk(N −1)|+(|UAk(N −1)|− |UAk(N −2)|+ |UAk(N −k−1)|),
de donde deducimos el resultado para pAk(t). De esto se sigue trivialmente
la afirmacio´n sobre ρAk . 2
Pero no sabemos controlar ρA en el caso general. Tomando
Ak = {1, 2, 4, 6, . . . , 2k}
vemos que para todo k ∈ N se tiene
c(k,Z) ≥
√
2.
Podemos probar un resultado algo ma´s fuerte
Proposicio´n 3.15. Se cumple que
c(k,Z) ≥ 2 12+3−k .
Demostracio´n: Sea A subconjunto finito de Z y A′ = 1∪3A. Escribiendo
B = 3B0 ∪ (3B1 + 1) ∪ (3B2 + 2)
vemos que
B + A′ = 3(B0 + A ∪B2 + 1) ∪ [3(B1 + A ∪B0) + 1] ∪ [3(B2 + A ∪B1) + 2]
y tomando B2 = ∅ probamos que
c(A′,Z) ≥ 2 13 c(A,Z) 13
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Comenzando con A0 = {0} y definiendo Aj+1 = 1 ∪ 3Aj, por la desigualdad
que acabamos de demostrar se prueba que
c(Ak,Z) ≥ 2 12+3−k .
2
Teniendo en cuenta el teorema 3.11 parece razonable pensar que
l´ım
k→∞
c(k,Z) =
√
2.
Como consecuencia de este teorema podemos probar un resultado parcial.
Definiendo `(A) = supa,a′∈A |a− a′| tenemos
Proposicio´n 3.16. Sea A, con |A| = k y `(A) = d ≤ (1/2)k(log k)1/10.
Entonces
c(A,Z) ≤ 2 12+2dk−1(log k)−1/10+o(1)
Demostracio´n: Sea p un primo en el intervalo [k(log k)10, 2k(log k)10].
Tenemos que |A| = k ³ p(log p)−1/10, luego aplicando el teorema 3.11 dedu-
cimos
c(A,Z)p−d ≤ Sp−d(A,Z) ≤ S(A,Z/pZ) ≤ 2
p
2
+o(p),
y por tanto se sigue que
c(A,Z) ≤ 2
1
2
+ d
k(log k)1/10−d+o(1).
2
Corolario 3.17. Sea λ > 0 y
cλ(k,Z) = sup{c(A,Z) : |A| = k, `(A) ≤ λ|A|}.
Entonces
l´ım
k→∞
cλ(k,Z) =
√
2.
En el resto de la seccio´n vamos a tratar el caso k = 3. Para ello comen-
zamos generalizando el concepto de conjunto suma.
Sea H un grupo abeliano finito, l ∈ N y G = Zl ×H. Sea C(G) = {B ⊂
G : B finito}, y f : G → P(G) una funcio´n tal que f(·, h) es constante
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para todo h ∈ H. A partir de f construimos la funcio´n f˜ : P(G) → P(G)
definida por f˜(B) =
⋃
b∈B(b + f(b)). Para cualquier D ⊂ G, D = Zs × J y
J ⊂ Zl−s×H un conjunto finito definimos (la existencia del l´ımite se prueba
como en el lema 3.12)
c(f,D,G) = l´ım
x→∞
|{f˜(B) : B ⊂ Isx × J}|1/|I
s
x×J |,
donde Ix = {m ∈ Z : 1 ≤ m ≤ x}. Cuando f es constantemente igual a A
tenemos que f˜(B) = B + A y escribimos c(f,D,G) = c(A,D,G); adema´s
abreviamos c(f,G,G) como c(f,G). Con estas notaciones tenemos el resul-
tado siguiente:
Teorema 3.18. Sean a, b ∈ Z, 0 < a < b con (a, b) = 1. Se cumple que
c(U2,Z× Ib−1,Z2)1−1/b ≤ c({0, a, b},Z) ≤ c(U2,Z× Ib,Z2),
con U2 = {(0, 0), (1, 0), (0, 1)}.
Demostracio´n: Considerando la biyeccio´n
w : Z→ Z× Z/bZ
definida por w(m) = ([m/b],m+ bZ) (el cociente y el resto al dividir por b),
deducimos que
c({0, a, b},Z) = c(f,Z× Z/bZ)
con
f(m,λ) =
{ {(0, 0), (1, 0), (0, a)} if 0 ≤ λ ≤ b− a− 1
{(0, 0), (1, 0), (1, a)} if b− a ≤ λ ≤ b− 1.
Adema´s, por el automorfismo a−1 : Z/bZ→ Z/bZ se sigue que
c(f,Z× Z/bZ) = c(g,Z× Z/bZ)
con
g(m,λ) =
{ {(0, 0), (1, 0), (0, 1)} if 0 ≤ aλ ≤ b− a− 1
{(0, 0), (1, 0), (1, 1)} if b− a ≤ aλ ≤ b− 1.
Es directo que
c(g′,Z× Ib−1,Z2)1−1/b ≤ c(g,Z× Z/bZ) ≤ c(g′,Z× Ib,Z2),
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donde g′ es la funcio´n inducida por g en el grupo Z2. Finalmente, las bi-
yecciones dj : Z2 → Z2 definidas por dj(n,m) = (n,m) para m ≤ j y
dj(n,m) = (n+ 1,m) para m > j nos llevan a probar que
c(g′,Z× Ib,Z2) = c(U2,Z× Ib,Z2).
2
Corolario 3.19. Con las hipo´tesis del teorema 3.18 se cumple que
c(U2,Z2)1−1/b ≤ c({0, a, b},Z) ≤ c(U2,Z2)1+1/b
y en particular
l´ım
b→∞
c({0, a, b},Z) = c(U2,Z2).
Demostracio´n: Esto es una consecuencia del teorema 3.18 y de las desi-
gualdades
c(U2,Z2) ≤ c(U2,Z× Ib,Z2) ≤ c(U2,Z2)1+1/b.
2
Nota 3.20. Si supie´semos que c(U2,Z × Ib,Z2) decrece cuando b aumenta,
podr´ıamos probar usando el teorema 3.18 que
c(3,Z) < c({0, 1},Z),
pero con el uso de un ordenador para obtener varios polinomios caracter´ısti-
cos.
Nota 3.21. Hasta ahora no hemos sido capaces de encontrar el valor c(U2,Z2).
No sabemos incluso como resolver un problema ma´s sencillo: calcular el nu´me-
ro de subconjuntos de I2n (para n grande) no teniendo puntos a distancia uno.
El u´nico problema relacionado que conocemos es calcular el nu´mero de ma-
neras de rellenar I2n con fichas de domino, que esta´ resuelto en la seccio´n 4
de [Lov].
Sin embargo, podemos probar que
Teorema 3.22. Se cumple que
c({(0, 0), (1, 0), (0, 1)},Z2) < c({0, 1},Z).
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Demostracio´n: Tenemos que c({0, 1},Z) = c({(0, 0), (1, 0)},Z2). Para
todo N ∈ N, vamos a dividir cada
D ∈ SN({(0, 0), (1, 0), (0, 1)},Z2)
de la siguiente manera: primero en dos conjuntos disjuntos
D = Dn ∪De,
con
De = {x ∈ D : x+ {(1, 0), (−1, 0)} ⊂ Dc}.
Despue´s, dividimos De en otros dos conjuntos
De = D1 ∪D2,
donde
D1 = {x ∈ De : x+ A 6⊂ D}
y
D2 = {x ∈ De : x+ A ⊂ D}
con
A = {(0,−1), (0,−2), (1,−1), (1,−2), (2,−2)}.
As´ı, vamos a establecer una inyeccio´n
w : SN({(0, 0), (1, 0), (0, 1)},Z2) −→ SN({(0, 0), (1, 0)},Z2).
definida por
w(D) = Dn ∪ [De \D1] ∪ D˜2,
donde D˜2 se define de una forma ma´s complicada (ver [GU]). Se puede ver
que w es una inyeccio´n, lo que prueba que c({(0, 0), (1, 0), (0, 1)},Z2) ≤
c({(0, 0), (1, 0)},Z2). Pero adema´s se va a cumplir que cualquier conjunto
perteneciente a la imagen de w no va a contener cierto patro´n que s´ı existe
en SN({(0, 0), (1, 0)},Z2), lo que demuestra la desigualdad estricta entre las
constantes. 2
Corolario 3.23. Existe b0 ∈ N tal que para todo b ≥ b0 y (a, b) = 1 se
cumple
c({0, a, b},Z) < c({0, 1},Z).
Nota 3.24. La inyeccio´n del teorema 3.22 nos hace pensar que es posible
hacer algo similar para los restantes conjuntos {0, a, b}.
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3.4. A-conjuntos mo´dulo p
En esta seccio´n estudiaremos el nu´mero de A conjuntos mo´dulo p, con p
primo, donde A es un conjunto de cardinal mayor o igual que dos, probando
el teorema 3.6.
Sean a, b, c ∈ Z, cumpliendo 0 ≤ b/2 ≤ c ≤ b ≤ a ≤ p. Definimos los
siguientes conjuntos:
G(b, c) = {B ⊂ Z/pZ : |B| = c, |B + {0, 1}| = b}.
F (b, a) = {E : B + {0, 1} ⊂ E,B ⊂ Z/pZ, |E| = a, |B + {0, 1}| = b}.
Para probar el teorema 3.6 vamos a estudiar el comportamiento el estos
conjuntos cuando a, b y c var´ıan
Lema 3.25. Sea 0 < α/2 < λ < α < 1, con αp, λp enteros. Entonces
i) Se cumple que
|G(αp, λp)| ¿ pg(α, λ)p,
donde
g(α, λ) =
λλ
(α− λ)(α−λ)(2λ− α)(2λ−α)
(1− λ)1−λ
(α− λ)(α−λ)(1− α)(1−α)
.
ii) Sea g1(α) = ma´xα/2≤λ≤α g(α, λ). Entonces g1 es creciente ∀α, 0 ≤ α <
3/4.
Demostracio´n: Observamos que
G(αp, λp) = {B ⊂ Z/pZ : |B| = λp,B es la unio´n de (α− λ)p intervalos},
donde intervalo significa una sucesio´n {a, a + 1, a + 2, . . . , a + k − 1} ⊂ B
(con k ≥ 1) tal que a− 1 /∈ B y a+ k /∈ B. Entonces, podemos escribir B =
∪(α−λ)pr=1 Ir con Ir un intervalo. Luego podemos identificar, salvo traslacio´n,
un conjunto B con un elemento (i1, j1, i2, j2, . . . , i(α−λ)p, j(α−λ)p) de N(α−λ)p
satisfaciendo las condiciones ir, jr ≥ 1,
i1 + i2 + . . .+ i(α−λ)p = αp
y
j1 + j2 + . . .+ j(α−λ)p = (1− α)p.
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(ir es el taman˜o de Ir y jr es el nu´mero de elementos de Z/pZ entre Ir e
Ir+1). Por tanto, el nu´mero de elementos en G(αp, λp) esta´ acotado por
p
(
λp− 1
(α− λ)p− 1
)(
(1− λ)p− 1
(α− λ)p− 1
)
,
(el factor p viene de las posibles traslaciones). Usando la fo´rmula de Stirling
obtenemos i).
Para ii), derivando g con respecto a λ, obtenemos que g es creciente en
λ si y so´lo si se cumple que r(λ) > 0, donde
r(λ) = λ(α− λ)2 − (2λ− α)2(1− λ).
Pero r(α/2) > 0, r(α) < 0 y hay so´lo una ra´ız (que llamaremos λmax(α))
de la ecuacio´n r(λ) = 0 en el intervalo α/2 < λ < α. Esta´ claro que
g(α, λmax(α)) = g1(α). Luego si g es creciente en α para λ = λmax(α) enton-
ces g1 es tambie´n creciente debido a las ecuaciones
g1(α) = g(α, λmax(α)) ≤ g(α+∆, λmax(α)) ≤ g1(α+∆)
(para ∆ > 0 suficientemente pequen˜o). Calculando ∂g/∂α nos damos cuenta
que g es creciente en α para todo α que cumpla la ecuacio´n
α− λ < λ(1− λ), (3.16)
que bajo nuestras condiciones equivale a
λ > λ0(α) (3.17)
con λ0(α) = 1 −
√
1− α. As´ı, si λmax(α) > λ0(α) entonces g1 es creciente
para este α. Pero esto ocurre si y so´lo si r(λ0(α)) > 0. Como λ0(α) satisface
la ecuacio´n (3.16), tenemos
r(λ0(α)) = λ0(α)
3(1− λ0(α))(1− 2λ0(α)),
y entonces
r(λ0(α)) > 0⇔ λ0(α) = 1−
√
1− α < 1/2⇔ α < 3/4.
2
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Lema 3.26. Sea 0 < α < δ < 1, p primo y αp, δp ∈ N. Se cumple
|F (αp, δp)| ¿ p3( ma´x
0≤α0≤1
0≤α1≤δ−α
f(δ, α0, α1))
p
donde f(δ, α0, α1) es la funcio´n
(1− δ)(1−δ)(2δ − 1 + α0)2δ−1+α0
αα00 α
α1
1 (1− δ − α0 − α1)2(1−δ−α0−α1)(3δ − 2 + α1 + 2α0)3δ−2+α1+2α0
.
Demostracio´n: Sea ni el nu´mero de intervalos de longitud i en E ∀i ≥ 1,
y n0 el nu´mero de elementos s ∈ Z/pZ tales que s /∈ E y s−1 /∈ E. Entonces
se cumple que
∑
i ini = δp y
∑
i(i+1)ni = p. Adema´s, como B+ {0, 1} ⊂ E
y B+{0, 1} no tiene elementos aislados, se cumple que 2n2+3n3+ . . . ≥ αp.
Por tanto
∑
ni = (1 − δ)p y n1 ≤ (δ − α)p. As´ı, el nu´mero de conjuntos E
con las condiciones del lema sera´, salvo traslacio´n, menor o igual que
((1−δ)p)!× coeficiente de x(1−δ)pyδp en
∞∑
n0=0
xn0
n0!
(δ−α)p∑
n1=0
(xy)n1
n1!
∞∑
n2=0
(xy2)
n2
n2!
. . .
=
(δ−α)p∑
n1=0
∞∑
n0=0
((1− δ)p)!
n0!n1!
× coeficiente de x(1−δ)p−n0−n1yδp−n1
en exp(xy2 + xy3 + . . .),
y expandiendo exp( xy
2
1−y ) esto es igual a
(δ−α)p∑
n1=0
∑
n0=0
((1− δ)p)!
n0!n1!((1− δ)p− n1 − n0)! × coeficiente de y
(3δ−2)p+n1+2n0
en (1− y)−((1−δ)p−n0−n1) =
=
(δ−α)p∑
n1=0
∑
n0=0
(
(1− δ)p
n0, n1, (1− δ)p− n1 − n0
)(
(2δ − 1)p+ n0
(1− δ)p− n1 − n0
)
.
Usando la fo´rmula de Stirling para n0 = α0p y n1 = α1p, y an˜adiendo el
factor p debido a las traslaciones, obtenemos el resultado. 2
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Teorema 3.27. Sea A un subconjunto de Z/pZ, |A| ≥ 2. Entonces
|S(A,Z/pZ)| ¿ 1,9184p
Demostracio´n: Tomemos dos elementos en A ⊂ Z/pZ, x e y. Se cumple
que
S(A,Z/pZ) ⊂
⋃
0≤b/2≤c≤b≤a≤p
DA(a, b, c)
donde
DA(a, b, c) = {B + A : B ⊂ Z/pZ, |B + A| = a, |B + {x, y}| = b, |B| = c}.
Entonces
|S(A,Z/pZ)| ≤ (p+ 1)3 ma´x
0≤c≤b≤a≤p
|DA(a, b, c)|. (3.18)
Como para todo d ∈ (Z/pZ)× las aplicaciones M 7→ dM y M 7→ M + d
son biyecciones de P(Z/pZ), tenemos que |DA(a, b, c)| = |DA′(a, b, c)|, don-
de A′ = (y − x)−1A y DA′(a, b, c) = {B + A′ : B ⊂ Z/pZ, |B + A′| =
a, |B + {0, 1}| = b, |B| = c}. Adema´s, se tiene que DA′(a, b, c) ⊂ F (b, a) y
|DA′(a, b, c)| ≤ |G(b, c)|. Por tanto,
|DA(a, b, c)| ≤ mı´n(|F (b, a)|, |G(b, c)|),
y finalmente por los lemas 3.25i) y 3.26 y la ecuacio´n (3.18), tomando a =
δp, b = αp, c = λp, obtenemos
|S(A,Z/pZ)| ¿ p6( ma´x
0<λ<α<δ<1
(mı´n( ma´x
0≤α0≤1,0≤α1≤δ−α
f(δ, α0, α1), g(α, λ))))
p
¿ p6( ma´x
0<α<1
mı´n(f1(α), g1(α)))
p
con
f1(α) = ma´x
(δ,α0,α1)
δ−α1≥α
f(δ, α0, α1)
y g1(α) definido como en el lema 3.25. Notamos que f1(α) es decreciente, y
por el lema 3.25ii) g1(α) es creciente si 0 ≤ α < 3/4.
Sea α˜ un nu´mero real con 0 ≤ α˜ < 3/4. Si α < α˜, entonces g1(α) < g1(α˜).
Si α > α˜, entonces f1(α) < f1(α˜). Por tanto,
mı´n(f1(α), g1(α)) ≤ ma´x(f1(α˜), g1(α˜))
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para todo α, y entonces
|S(A,Z/pZ)| ¿ p6(ma´x(f1(α˜), g1(α˜)))p
para cualquier α˜, 0 ≤ α˜ ≤ 3/4. Elegimos α˜ = 0,57402. Usando los multipli-
cadores de Lagrange vemos que el ma´ximo de la funcio´n f(δ, α0, α1) en la
regio´n δ − α1 ≥ α˜ se da para δ ra´ız de la ecuacio´n
−1−15α˜−49α˜2−51α˜3−9α˜4+23δ+201α˜δ+415α˜2δ+233α˜3δ+24α˜4δ−178δ2
−955α˜δ2−1158α˜2δ2−347α˜3δ2−16α˜4δ2+635δ3+2023α˜δ3+1333α˜2δ3+169α˜3δ3
−1130δ4 − 1965α˜δ4 − 547α˜2δ4 + 975δ5 + 715α˜δ5 − 325δ6 = 0
y en α0 =
√
(1− δ)(δ − α˜), α1 = δ − α˜. Como sabemos por la prueba del
lema 3.25ii), el ma´ximo de g(α˜, λ) en la regio´n 0 ≤ λ ≤ α˜ se da para λ ra´ız
de la ecuacio´n r(λ) = 0. Finalmente obtenemos δ ≈ 0,634563, λ ≈ 0,36603 y
|S(A,Z/pZ)| ¿ 1,9184p.
2
Corolario 3.28. Se cumple
c(2,Z/pZ)p+o(p) ≤ |T (2,Z/pZ)| ¿ 1,9184p+o(p)
con c(2,Z/pZ) = 1,75488 . . . la ra´ız positiva de la ecuacio´n x3−2x2+x−1 = 0.
Demostracio´n: La cota inferior es trivial, teniendo en cuenta la propo-
sicio´n 3.13. Para la superior, por el teorema 3.11 sabemos que
|T (γ(p),Z/pZ)| = 2p/2+o(p).
Luego so´lo queda estudiar el caso 3 ≤ |A| ≤ γ(p). Aqu´ı tenemos que
|{B + A : A,B ⊂ Z/pZ, 3 ≤ |A| ≤ γ(p)}| ≤ p
(
p
γ(p)
)
ma´x
3≤|A|≤γ(p)
|S(A,Z/pZ)|.
Como
p
(
p
γ(p)
)
= exp(o(p)),
por el teorema 3.27 obtenemos el resultado. 2
Nota 3.29. Pensamos que |T (2,Z/pZ)| = | ∪|A|=2 S(A,Z/pZ)| + O(αp) para
algu´n α < c(2,Z/pZ), esto es que la cota inferior es la correcta, pero no
sabemos como probarlo. Esto es debido en parte al hecho de que cuando
|A| ≥ 3, realmente en la prueba so´lo usamos que |A| ≥ 2. Para conseguirlo
habr´ıa que encontrar la manera de usar la suposicio´n |A| ≥ 3 adecuadamente.
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Notacio´n
f ¿ g := f = O(|g|).
f ∼ g := l´ım f
g
= 1.
f ³ g := g ¿ f ¿ g.
f = O(g) := l´ım sup
|f |
g
<∞.
f = o(g) := l´ım sup
f
g
= 0.
f = Ω(g) := l´ım sup
|f |
g
> 0.
IA := Funcio´n caracter´ıstica del conjunto A.
|A| := Cardinal del conjunto A si es finito, y medida de Lebesgue de
A si es infinito.
(a1, a2, . . . , ak) := Ma´ximo comu´n divisor de a1, a2, . . . , ak.
d(n) := Nu´mero de divisores de n.
ω(n) := Nu´mero de factores primos de n.
χ := Cara´cter de Dirichlet.
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d
n
)
:= S´ımbolo de Legendre-Jacobi-Kronecker.
f̂ := Transformada de Fourier, f̂(ξ) =
∫∞
−∞ f(x) e
−2piiξx dx.
Mf := Transformada de Mellin, Mf (s) =
∫∞
0
f(x) xs−1 dx.
e(x) := e2piix.
C∞0 (M) := Funciones derivables de cualquier orden con soporte com-
pacto en M .
pk||n := pk|n y pk+1 6 |n.
dimHA := Dimensio´n de Hausdorff de A.
dimMA := Dimensio´n de Minkowski de A.
Hs(A) := Medida exterior s-dimensional de Hausdorff de A.
GL(n,A) := Grupo de matrices no singulares n × n con coeficientes
en A.
SL(n,A) := Grupo de matrices n×n con determinante 1 y coeficientes
en A.
L(s, χ) := Funcio´n L de Dirichlet asociada al cara´cter χ.
{x} := Parte fraccionaria de x.
‖x‖ := Distancia al entero ma´s cercano si x ∈ R, y norma eucl´ıdea si
es un vector.
Li(x) := Logaritmo integral, Li(x) =
x∫
2
dt
log t
.
µ(n) := Funcio´n µ de Mo¨bius, µ(1) = 1, µ(n) = 0 si n no es libre de
cuadrados y µ(n) = (−1)k si n es producto de k factores primos distintos.
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Λ(n) := S´ımbolo de von Magoldt, Λ(n) = log p si n = pk con p primo,
y Λ(n) = 0 si n 6= pk.
ζ(s) := Funcio´n ζ de Riemann.
A× := Unidades del anillo A.
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