In the process of satellite attitude determination, satellites or sensors themselves often encounter a variety of turbulence influences due to the complexity of space environments. Such influences can lead to the mutation and non-Gaussian noises for the attitude determination system. To solve these problems, in this paper, we construct a unified error model for the turbulence influences, which is a non-Gaussian noise model, and propose an improved attitude filter method to restrict the turbulence noises and the system mutation to enhance attitude determination accuracy and robustness. The unified error model combined with jitters and vibrations in the actual process of satellite attitude determination is firstly designed. Then an Improved Adaptive Kalman filter (IAKF) based on both the Strong Tracking Filter (STF) and the Maximum Correntropy Filter (MCKF) is put forward. By using of the optimization principle with both of fading factor and Maximum Correntropy Criterion (MCC), this proposed filter algorithm can suppress the influences of system mutations and non-Gaussian noises at the same time. It can eliminate the system mutations and the turbulence errors, and achieve excellent robustness and the attitude determination accuracy for the nonlinear system. Extensive simulations of the proposed filter are conducted under the conditions of the Gaussian noises, system mutation with large outliers, non-Gaussian noise with turbulence noises, and both the mutation and non-Gaussian turbulence error. The results demonstrate that our filter outperforms the existing attitude filter algorithms significantly.
I. INTRODUCTION
Satellite attitude determination system is an important part of satellite attitude control system. Satellite attitude determination is a process that adopts one attitude determination algorithm to determine attitude parameters relative to a designated reference coordinate system, based on the measure data provided by attitude sensors. High-performance of satellite attitude determination is an essential basis for The associate editor coordinating the review of this manuscript and approving it for publication was Venkata Ratnam Devanaboyina . satellite applications such as high-resolution imaging and high-accuracy mapping [1] , [2] . The performance of attitude determination is not only dependent on the performance of hardware configurations of the attitude sensors, but also associated with the adopted attitude filter algorithms [3] .
In the traditional attitude determination process, the system noises are assumed as zero-mean Gaussian white noise sequences. However, in the actual attitude determination, on one hand, significant attitude determination errors may be caused if noises themselves are strong correlated [4] ; on the other hand, the satellites or sensors are usually subject to various interferences in the complex space environment, e.g., sunlight pressure, atmospheric drag, uneven spherical symmetry, uneven mass distribution of the earth, and gravitational forces of other celestial bodies like the sun and moon, etc. These will make the sun panel vibrating with a medium or low frequency. Besides, the flywheel of inertial sensors (e.g., gyro) may jitter at a high frequency. There are also other unavoidable factors, such as gyro's drift, temperature, humidity, influence of the amplifier circuit, time delay for sensor to search the reference orientation, and so on [5] , [6] . All these phenomena can lead to serious errors for attitude determination system models. Such error sources are collectively referred to as turbulence errors in this paper. This turbulence error is a classical type of non-Gaussian noise. The filter algorithms, such as EKF (Extended Kalman filter), UKF (Unscented Kalman Filter), CKF (Cubature Kalman filter), GSFs (Gaussian sum filters), STF (Strong Tracking Filter), used in the existing satellite determination systems, can only suppress white noise effectively but turbulence errors poorly [7] - [9] . Therefore, it is necessary to seek other types of filters to restrict turbulence error and to enhance the attitude determination accuracy. Besides, the system mutation, such as large outlier in the attitude determination system equation, which is another error factor to influence the stability of the attitude determination.
In this paper, we propose an improved adaptive attitude filter algorithm based on both the maximum correntropy criterion and the fading factor, to suppress the non-Gaussian noises and the system mutations to improve the accuracy and the robustness of satellite attitude determination. Firstly, the error sources of a satellite determination system are analyzed, and an error model is established for turbulence influence caused by various jitters and vibrations in the actual attitude determination process, which shows that the turbulence error is really a non-Gaussian noise. Secondly, system equations are constructed for satellite attitude determination, the suppression to system mutations by STF is analyzed, and the STF-based attitude determination filter algorithm is provided. Thirdly, we propose an improved adaptive Kalman filter based on both of MCC and fading factor for the nonlinear satellite attitude determination system to restrict the non-Gaussian noise and the system mutation at the same time. The cost function of the proposed method is derived based on both the maximum correntropy criterion and the fading factor. A filter algorithm is designed to facilitate the use of our filter. Finally, extensive simulations are conducted, which show the effectiveness of the proposed algorithm for restricting the system mutations and non-Gaussian noises. Superiority of our algorithm is demonstrated through comparisons with the conventional EKF, STF and Maximum Correntropy Extended Filter (MCEKF).
The contributions of this paper include three parts: 1) Discuss the modelling process for turbulence errors: Combined with the actual complex situation of the satellite on-orbit operation, some common turbulences errors are modelled. And then a unified error model for the turbulence influences is advanced. Seen from The turbulence error is a classical type of non-Gaussian noise. This contribution is novel and original.
2) Design the improved attitude filter algorithm: According to the turbulence error and the system mutations in the system equation of the nonlinear system, by using of the optimization principle both with MCC and fading factor, an improved attitude filter algorithm is designed to suppress the influences of non-Gaussian noise and system mutation at the same time. This contribution is only the combination innovation of existing techniques.
3) Apply this improved algorithm to satellite attitude determination system, and the superiority of the proposed filter is demonstrated through simulation comparisons with the conventional EKF, STF and MCEKF under the conditions of the Gaussian noises, large outliers, and turbulence noises. This work can provide some technical support to optimize the design schemes for high-accuracy satellite attitude measurement and attitude determination. This contribution is the application innovation for satellite attitude determination.
The organization of this paper proceeds as follows. Section II introduces the related works about satellite attitude determination methods. In Section III, a variety of turbulence error models for the actual satellite attitude determination are established. The system equations for attitude determination are constructed in Section IV. And then the STF-based attitude filter algorithm is proposed in Section V. We propose an improved adaptive attitude filter method combining with maximum correntropy criterion and fading factor in Section VI. In Section VII, simulations are conducted under the conditions of different kinds of noises. Finally, we draw conclusions in Section VIII.
II. RELATED WORKS
Satellite attitude determination systems mainly consist of attitude sensors and attitude determination algorithms. The accuracy of attitude determination relies on that of attitude sensors and attitude determination algorithms [2] , [3] .
For attitude sensors, star tracker has the highest attitude measurement precision at present [10] . Due to the limitation of sensor bandwidth, however, it is impossible to obtain more accurate dynamic changes of satellite attitude using only star trackers. A high-accuracy gyro is usually applied to continuously measure angular velocity for estimating the attitude, but its precision of attitude measurement is affected by gyro drift. Therefore, a commonly used method is to use gyro as a benchmark and star tracker to correct gyro drift. The integrated attitude determination system consisting of star tracker and gyro has become popular for higher-accuracy satellite attitude determination at present [11] , [12] .
For attitude determination algorithms, KF (Kalman filter) and EKF are most widely used. In 1982, Lefferts et al. [13] developed the classical Kalman filter algorithm for attitude determination, in which the attitude information is described by error quaternion, and error quaternion and gyro drift are taken as state variables. This algorithm has been applied in a number of flight missions. Since then, satellite attitude determination algorithms based on KF theory have been widely developed. Shuster [14] proposed a more accurate observation model for KF design in 1990. Li and Chen [15] put forward a constant-gain information filter algorithm in 1996, in order to simplify the calculation and improve the reliability of attitude determination algorithm. Zanetti et al. [16] proposed the norm-constrained KF algorithm in 2009 to apply the following constraint condition in attitude determination, which is that the sum of attitude quaternion squares is 1. In addition to error quaternion, satellite attitude information is expressed in other forms, such as Euler angle, Rodrigues parameters and modified Rodrigues parameters. In 2003, Markley [17] validated that EKF filter algorithm derived from the above expression is essentially identical to the typical KF algorithm for attitude determination.
EKF algorithm itself has the defects of model linearization and dependence on the accuracy of system model [18] . Accordingly, other nonlinear filters have been applied to satellite attitude determination. It is mainly divided into two categories. The first category, which typically includes UKF, is also based on the accurate system model and it can further reduce the model linearization error [8] ; and the second category is represented by predictive filter [19] , [20] , H ∞ filter [21] , [22] , adaptive filter [23] and multiple model adaptive estimation [24] , which can reduce or suppress the uncertainty influence in the system model. Besides, in order to ensure algorithm stability, nonlinear observer [25] and STF are put forward.
Lots of works have been carried out on high-accuracy attitude determination and some achievements have been obtained in the actual satellites. However, satellites are affected by various environment factors (e.g., vibration, jitter, temperature change and star deformation) during their in-orbit motion. The form and the accuracy of attitude measurement are interfered by internal and external errors greatly, and the error characteristics of attitude measurement data also change significantly. This is rarely covered in the present research [26] . These turbulence errors, as a type of non-Gaussian noise, inevitably affect the design of satellite attitude determination algorithms [27] . The EKF, UKF, CKF, GSFs and STF are applied, provided that the system noises are Gaussian white noise sequence or the noises themselves are not correlated [7] , [9] , so these filters cannot suppress non-Gaussian turbulence errors. It is necessary to design an algorithm that can fundamentally improve attitude filter performance in the presence of turbulence influence, to solve the attitude filter problems during satellite's in-orbit motion, such as the nonlinearity and uncertainty of attitude determination model, non-Gaussian noises and measurement outliers and so on.
Among the existing filter algorithms, STF based on fading factor is suitable for state estimation under the condition of system mutation [28] , [29] . MCKF and its improved forms are developed in recent years to process non-Gaussian noise of system models [30] - [33] . For example, based on a cost function obtained by a combination of weighted least square (WLS) and MCC, Literature [31] derived maximum correntropy unscented Kalman filter (MCUKF) and the corresponding maximum correntropy unscented information filter (MCUIF) to process the state estimation problem of nonlinear systems with large measurement outliers. And Literature [32] gave an iterated maximum correntropy unscented Kalman filter (IMCUKF) to process nonlinear systems with non-Gaussian noise. Besides, different from Particle Filter (PF) [34] , MCKF, MCUKF, and IMCUKF do not need random particles to approximate probability density, which greatly reduces the algorithm complexity.
In order to restrict the non-Gaussian noise with the turbulence error and the system mutation with large outlier in the actual satellite attitude determination, in this paper, an improved attitude filter method based on the maximum correntropy criterion and the fading factor is designed to improve the accuracy and robustness of attitude determination.
III. TURBULENCE ERROR MODEL
The sensor measurement errors of satellite attitude determination are often regarded as Gaussian white noises over the past few decades. This seems reasonable and effective for low-accuracy attitude determination. However, in recent years, with continuous improvement in the accuracy of satellite attitude control, the approximation of sensor measurement errors as Gaussian white noises cannot fully meet the accuracy requirement for attitude determination and control. Therefore, the models of sensor measurement errors need to be refined.
Actually, satellite runs at high speeds along quasi-circular orbits around the earth, and the complicated environment is a huge challenge in satellite attitude determination. This requires high-accuracy attitude sensors. Additionally, the interferences encountered, especially the noises arising from jitter and vibration, can lead to serious attitude determination errors [4] , [27] , [35] . In this paper, the abovementioned noises are collectively referred to as turbulence influence. The turbulence influence may significantly reduce the accuracy and stability of in-orbit measurement data of sensors to far below than that of the ground test, thereby greatly decreasing the accuracy and robustness of attitude determination and control during in-orbit movement of satellite. Therefore, it is necessary to make in-orbit suppression and compensation for the turbulence influence.
In order to eliminate or reduce the impact of turbulence influence, its distribution should be modeled firstly. According to the on-orbit environment and the operation principle of sensors, analysis results show that the type and number of the turbulence influence are complicated and diversified, which commonly includes phase and frequency modulation noises, mainly caused by the sources below. 1) As time goes by, the noise will gradually become Flickering Lamp of Phase Modulation (FLPM), due to the time delay for benchmark search by star trackers, or the impact of the amplifier circuit, etc., which is described as follows:
where U 1 is the amplitude of the turbulence error; ω 1 =2πf 1 , and f 1 is the center frequency of the turbulence error; u 1 (t) is a phase deviation coefficient, which is a random variable with the uniform distribution in [0, 1], i.e., 2π · u 1 (t) is the uniform distribution in [0, 2π]; ϕ 1 is the initial phase of the turbulence error.
2) High-frequency jitter of flywheels: the flywheels of the inertial sensors may jitter at a high frequency as a result of friction and shaft swinging during high-speed rotation, which leads to White Noise of Frequency Modulation (WHFM), which is described as follows:
where U 2 is the amplitude of the FM (Frequency Modulation) error; ω 2 = 2πf 2 , and f 2 is the center frequency of the turbulence error; K FM is mutual derivative of FM, which is the slope of FM characteristic curve; u 2 (t) is a stable process with zero mean; ϕ 2 is the initial phase, which is also a random variable with the uniform distribution in [0, 2π], and is independent with u 2 (t).
3) Medium/Low-frequency vibration of panels: the satellite panels may vibrate at a medium/low frequency when the satellite jitters, due to sunlight pressure, atmospheric drag, non-spherical symmetry and uneven mass distribution of the earth, and so on. This generates Flickering Lamp of Frequency Modulation (FLFM), whose expression is similar with Eq. (2), and the difference is that u 2 (t) is a random variable with the uniform distribution in [0, 1]. 4) Gyro drift of inertial sensors (such as gyroscope) causes Random Walk of Frequency Modulation (RwFM), whose expression is also similar with Eq. (2), and the difference is that u 2 (t) and ϕ 2 are the independent Gaussian noise with zero mean.
The turbulence inference may greatly reduce the accuracy of in-orbit measurement data, which significantly reduces the accuracy of attitude determination and control.
Because the correlation function and the power spectral density function are a pair of Fourier transforms, it is necessary to calculate their statistical characteristics in order to obtain the power spectral density function of each turbulence error above.
Next, we calculate the power spectral density function for the FLPM. Seen from Eq. (1), it can know that the mean of J 1 (t) is zero, and the average power P J 1 is U 2 2 /2. The auto correlation function of J 1 (t) is expressed as follows:
When u 1 (t + τ ) and u 1 (t) are in the same code unit [36] , i.e., u 1 (t + τ ) = u 1 (t), and then we have
Otherwise, while u 1 (t +τ ) and u 1 (t) are in different code unit, we know that u 1 (t + τ ) and u 1 (t) are two random variables with independent and identical distribution. Based on the expression of the uniform distribution, we have [36] :
And then the auto correlation function can be obtained as follows:
where T J 1 is the code period of the FLPM. Besides, the power spectral density function for this FLPM is as follows:
, h a = 2πT J 1 , and then we have:
Similarly, the corresponding power spectral density function for WHFM, FLFM and RwFM, respectively can also be obtained by calculating their own auto correlation function.
These types of turbulence inference can be expressed by power spectrum noise model in a unified expression as follows:
where α = 0, 1, 2, 3, 4 is Gaussian white noise, FLPM, WHFM, FLFM and RwFM, respectively; A(U ) is the power spectrum model parameter, which is relative with the noise amplitude U , h α is a power spectrum model parameter relative with the noise code period T J ; f is noise signal frequency; and h h is the upper limit of signal frequency. α = 0 corresponds to Gaussian white noise The time domain and log spectrum charts of the four main noises are shown in Figs. 1 to 4, in which the curve slope of log spectrum are −0.5, −1, −1.5, −2, respectively. The actual environment of satellite attitude determination is affected by these turbulences. The above four types of noises may be regarded present simultaneously. The total error model is shown in Fig. 5a ).
Remark 1: The above-mentioned turbulence error model does not conform to Gaussian distribution, and its normalized power spectrum density is shown in Fig. 5b ). It can be seen from Fig. 5b ) that the power spectrum density of turbulence error is obviously not a constant within the bandwidth. Therefore, the turbulence error is not Gaussian white noise, but a kind of non-Gaussian noise, which will influence the attitude determination accuracy, and should be restricted by attitude determination algorithm.
Pay attention to that the improved adaptive Kalman filter (IAKF) proposed in this paper can be aimed at all non-Gaussian noises, and does not involve the specific form of FLPM, WHFM, FLFM and RwFM; the specific form of the turbulence error modeling in this section is to show that it is a classical non-Gaussian noise.
IV. ATTITUDE DETERMINATION SYSTEM A. STATE MODEL
In the satellite attitude kinematic equation, state parameters change during attitude maneuvering. It is usually represented by attitude quaternion or Euler angle. In this paper, we study the small attitude angle. Given that there are no singular values obtained by solving a trigonometric function and because the attitude angle has a clear physical meaning, Euler angle for state parameters is adopted in this paper.
Assume that the three-dimensional rotational angle speed of satellite in the space is ω(t) = [ ω x (t) ω y (t) ω z (t) ] T at time t, satellite attitude, i.e., the roll angle, pitch angle and yaw angle are ( ϕ(t) θ(t) ψ(t) ) T , respectively, the corresponding attitude angular rates are (φ (t)θ(t)ψ(t) ) T , then the motion equation of attitude angle is as follows [37] :
T is the process noise of satellite attitude determination system.
B. MEASUREMENT MODEL
In the satellite attitude determination system, the gyro output can provide high-accuracy angular velocity, and the continuous state can be obtained by means of integration, but its drift error increases as time goes by. The star tracker can output a high-accuracy attitude but no continuous attitude information is provided. As a result, a combination of gyro and star tracker becomes popular [11] and can obtain a high-accuracy continuous attitude. Next, we introduce the modelling process for gyro and star sensor, respectively.
1) GYRO MODEL
The gyro, as an attitude sensor, is used for measuring the angular velocity of the satellite. Usually, the time-dependent drift can be simplified as the sum of constant drift and random noise, expressed by the observation equation below:
where
The model for constant drift error of gyro can be constructed as follows:
where η d (t) is the zero-mean noise for the drift error.
With the relationship between the rotational angle speed of satellite in the space and the attitude angle, as well as the angular rate, the gyro attitude measurement model can be established based on Eq. (11) [37] :
2) STAR TRACKER MODEL Star tracker directly measures the starlight vector. Starlight is focused on the CCD via the optical system, with the geometric relationship shown in Fig. 6 .
Where O−x s y s z s is the sensor coordinate system (i.e., s system), (x c , y c ) is the coordinate of the star image center on the CCD array, it can be measured, and then we have:S
whereS s is the starlight vector (i.e., Ss) in the sensor coordinate system (i.e., s system) and f is the focal length of the optical system, and it is known. SoS s can be measured. Let S I is the starlight vector in the inertial coordinate system (i.e., i system), which can be obtained from the stars library, and is showed as follows:
where α and δ are the right ascension and declination of the star, and they are known parameters.
The transformation matrix C o I from the inertial coordinate system to the orbital coordinate system (i.e., o system) can be obtained with the known satellite orbit parameters, which is obtained as follows:
where i, , U are the known satellite orbit parameters, i.e., i is the inclination of the satellite orbit, is the right ascension of the ascending node, and U is the angular distance of the ascending node at the specific time. By the transformation matrix C o I , S I can be converted to S o , i.e., the starlight vector in the orbital coordinate system.
The transformation matrix C b o from the orbital coordinate system to the satellite body coordinate system (i.e., b system), which includes the to-be estimated attitude angle ( ϕ θ ψ ) T , can be obtained according to the satellite attitude, which is expressed as follows:
where ( ϕ θ ψ ) T are the satellite attitude, i.e., the roll angle, pitch angle and yaw angle, respectively, they are to be estimated. By the transformation matrix C b o , S o can be converted to S b , i.e., the starlight vector in the satellite body coordinate system.
Finally, the installation matrix A s can be determined with the known installation angle of the star trackers, and the installation matrix of the star tracker can be expressed as:
where γ is the known installation angle. Thus the transformation relationship between S I andS s can also be obtained. The above transformation process can be expressed by the following equation:
where S b is the starlight vector in the satellite body coordination system: The derivation determines the relationship between ( ϕ θ ψ ) T andS s . In order to obtain the three-dimension attitude angles of the satellite, at least two star trackers are needed. Two corresponding sensor coordinate systems s1 and s2 can be obtained according to the installation angles of the star trackers. The transformation matrixes of the two sensor coordinate systems into the satellite body coordinate system (b system) are recorded as A s1 and A s2 , respectively. The measurement equation of the star tracker can be established by substituting Eqs. (15)- (18) into Eq. (19):
whereS s1 ,S s2 are the starlight vector of s1, s2 in the sensor coordinate system, respectively; (x c1 , y c1 ) and (x c2 , y c2 ) are the coordinate of the star image center on the corresponding CCD array; S b1 , S b2 are the starlight vector of s1, s2 in the satellite body coordination system, respectively; v is the measurement noise of the star trackers, and [S b1 ×] is a matrix, which is defined as follows:
where l x , l y , l z are three components of S b1 , i.e., S b1 = [l x , l y , l z ] T . , the discrete state space model of the nonlinear system for satellite attitude determination below is obtained:
where X(k) and Y (k) are the state and the measurement at time k, respectively; f (·) and h(·) are the state equation and the measurement equation, as indicated by Eqs. (10), (12) and Eqs. (13) , (20) , respectively; and W (k)= (w T (k), η T d (k)) T and V (k)= (v T (k), η T ω (k)) T are the process noise and the measurement noise, respectively, whose definition can be seen in Eqs. (10)- (13) and (20) .
V. STF FILTER ALGORITHM FOR MEASUREMENT OUTLIER
In the actual attitude determination process, satellite jitter, external interference and other factors often lead to the mutation of the attitude determination system expressed as Eq. (21) and (22) . For the conventional filter, the Kalman gain tends to the minimum when the system reaches a stable state. If the system state changes suddenly, the predicted residual will increase, but the Kalman gain obtained by the conventional filter will remain the minimum instead of increasing simultaneously with the predicted residual [38] . In this case, the conventional EKF and UKF are unable to track the sudden change, which reduces the accuracy of attitude determination.
The strong tracking filter (STF) is a robust filter based on the orthogonality principle of residual sequence. The fading factor is introduced in the state filter process to gradually eliminate the previous information, thereby reducing its influence on the current state estimation. In addition, the covariance matrix P(k +1|k) of the predicted state and the corresponding Kalman gain K(k + 1) are adjusted to ensure the stability of state estimation in the case of the mutation in the attitude determination system.
A. ORTHOGONALITY PRINCIPLE
The STF is designed based on the orthogonality principle. One sufficient condition for the STF is to select a timevarying Kalman gain matrix K (k), which satisfies
E[Ỹ (k)Ỹ T (k + j)] =0 k = 1, 2, . . . , j = 1, 2, . . . (24) whereX(k|k) is the filtered state at time k, andỸ (k) is the measurement residual. Eq. (24) requires that the measurement residual sequencesỸ (k) are kept orthogonal to each other, while Eq. (23) is the performance optimization criterion of the conventional filters. The orthogonality principle is essentially to add another performance index keeping the measurement residual sequences orthogonal to each other based on the minimum covariance. This is because when the model parameters of the satellite attitude determination system match the process parameters, the output measurement residual of Kalman filter is Gaussian white noise sequence, in which case Eq. (24) is correct. On the contrary, when the state estimate of the filter deviates from the system state as a result of uncertainties, mutations or other factors, this should be reflected on the output measurement residual sequence. With the adjustment of the Kalman gain matrix K (k + 1), the measurement residual sequences remain orthogonal to each other again, and this maintains the properties similar to those of Gaussian white noise. At this time, the filter is forced to track the actual system state to keep the filter stability.
B. STF FILTER ALGORITHM
For the discrete system model consisting of Eqs. (21) and (22), the STF with the fading factor is applied for state estimation. The STF algorithm is as follows.
Update time and calculate the predicted statê
X(k + 1|k)X (k + 1|k) = f (X(k|k), k)(25)
Update time and calculate the predicted measure-
3. Introduce the fading factor and adjust the covariance matrix P(k + 1|k) of the predicted state P(k +1|k) = λ(k +1)F(X(k|k), k)P(k|k)F T (X(k|k), k)+Q(k) (27) where λ(k + 1) is the specific time-varying fading factor of the STF, P(k|k) is the covariance matrix of the filtered state, Q(k) is the covariance matrix of the process noise, and F(X(k|k), k) = ∂f (X(k),k) 
7. Update measurement and calculate the covariance matrix P(k + 1|k + 1) of the filtered state
C. FADING FACTOR DETERMINATION
With the adjustment of the Kalman gain matrix K(k + 1), the measurement residual sequences of STF can be kept orthogonal or approximately orthogonal. The Kalman gain matrix K(k + 1) is determined by the fading factor λ(k + 1) in Eq. (27) . The fading factor is a key parameter in STF and VOLUME 7, 2019 its solution can be derived from Eq. (24) . The approximate solution is as follows:
where λ 0 = tr[N(k+1)] tr[M(k+1)] , tr(·) represents the matrix trace. The matrixes N(k + 1) and M(k + 1) are expressed as follows:
where the real value of the mean square error matrix L(k + 1) is unknown when solving λ(k + 1). It can be solved by the following equation:
where 0 < ρ ≤ 1 is the forgetting factor, generally ρ = 0.95, and β ≥ 1 is the weakening factor which is introduced to smooth the state estimation. Remark2: In the framework of STF, the fading factor λ 0 is a single fading factor. For complicated multivariable systems in the actual attitude determination applications, it is not sufficient to use a fading factor. In order to solve this problem, the fading matrix LMD(k + 1) should be introduced, i.e., LMD(k + 1)= diag[λ 1 (k+1),λ 2 (k+1), . . . , λ n (k+1)] (36) where λ i (k+1) ≥ 1, (j = 1, 2, . . . , n) is the ith fading factor, and then Eq. (27) in the STF algorithm should be changed as:
×P(k|k)F T (X(k|k), k) + Q(k) (37) Compared with the conventional Kalman filter, STF has better ability to track the dynamic system under the mutation condition, and also has low sensitivity to system noise and initial state. It is highly suitable for suppressing the potential mutations in the actual attitude determination system.
VI. IMPROVED ADAPTIVE KALMAN FILTER BASED ON FADING FACTOR AND MCC
The STF can maintain the filter stability, and is suitable for the attitude determination under the condition of the system mutations, such as large outlier. However, the application assumption for EKF, UKF or STF is that the process or measurement noise is Gaussian white noise or that the noise itself is not correlated [7] , [9] . As described in Section III, the turbulence error model of attitude determination is established based on the actual vibrations, jitters and other factors, so the error is a classical non-Gaussian noise instead of Gaussian white noise. The EKF, UKF and STF are not competent for suppressing the turbulence noise with non-Gaussian distribution. Maximum correntropy criterion (MCC) is an information theoretic method proposed in recent years. It has been applied to the Bayesian estimation and the error analysis [31] - [33] , [39] , [40] . The maximum correntropy Kalman filter (MCKF), which is an improved Kalman filter algorithm using the MCC theory, is one of the latest designed estimators for the purpose of solving non-Gaussian noises. In this section, we adopt MCKF to suppress the turbulence error, as the non-Gaussian noise in the satellite attitude determination system.
A. MAXIMUM CORRENTROPY CRITERION
Given any random variables x, y and their joint probability density function p(a, b), the correntropy [41] is defined as follows: (38) where E[ · ] is the expectation, and κ(·, ·) is a positive continuous kernel function. In theory, various kernel functions can be used. In general, the Gaussian kernel function is used, as defined below:
where e = a − b, σ is the kernel bandwidth of correntropy. Actually, the joint density function p(a, b) is unknown, and only limited sample data is available. Therefore, correntropy can be calculated by the following discrete equation:
where e i = a i − b i , and {a i , b i } N i=1 represents N samples from to the joint probability density function p (a, b).
Assuming σ = 0.5, a i ∈ [0, 5], b i ∈ [0, 5], and p(a, b) = 1 2 e −(a 2 +b 2 ) . The current correntropy value is depicted in Fig. 7 .
From Fig. 7 , we can know that MCC represents a local similarity criterion that reflects the maximum error probability density from the view of probabilistic meaning [41] , [42] . The turbulence error, as a non-Gaussian noise, can be handled effectively on the basis of the property. That is to say, MCC reaches the maximum value on the joint space's bisector because the value of Gaussian kernel maximizes on the line, which is different from the mean square error (MSE) estimation [43] .
Obviously, the correntropy can be used as a similarity scale in the joint space. It reaches the maximum when a i = b i , i.e. e i = 0. The maximum correntropy criterion is expressed as follows:
MCC has a probabilistic meaning of maximizing the error probability density at the origin [41] , and it has the advantages that it is a local criterion of similarity and it is very useful for non-Gaussian noise, such as the turbulence errors in Section III. In other words, compared with the mean square error (MSE), MCC is local along the bisector of the joint space, which means that the maximum correntropy value is mainly decided by the kernel function along the line a = b [44] .
B. COST FUNCTION FOR NOVEL ADAPTIVE FILTER
For the discrete system with Eqs. (21) and (22), in order to obtain the optimal state estimationX(k|k), the conventional Kalman filters, such as KF, EKF, UKF, CKF [7] , [9] , [13] , [17] , utilize the Bayesian maximum likelihood, and the posterior mean estimate is derived by minimizing the following function: h(X(k|k − 1) , k)|| 2 R −1 (k) ) (42) where P(k|k − 1) is the covariance matrix of the predicted state, R(k) is the covariance matrix of the measurement noise, and ||X|| 2 R = X T RX is the quadratic form with respect to the matrix R. From Eq. (42), the cost function in the conventional Kalman filters is designed with mean square error (MSE). When the noises of the process noise and the measurement noise are both Gaussian noise, it is appropriate. However, if the noises are non-Gaussian, the estimate accuracy and stability will decrease because of non-robustness of LSE [40] . Let
Combined with the maximum correntropy criterion in Eq. (41), the cost function in Eq. (42) can be changed as follows: (44) where m is the dimension of the measurement model. The second item criterion in Eq. (44) is adopted by MCC instead of MSE, which is used to restrict the non-Gaussian noise, such as the turbulence error in the attitude determination system.
Obviously, for calculating the Gaussian kernel in Eq. (44), the kernel bandwidth σ is an important parameter in MCC-based algorithm. In the MCC-based algorithms, or the same input data, different kernel sizes lead to different filter results. If the kernel size is too large, the filter system will degrade into linear regression. If the kernel size is too small, all the data will look distinct and the system cannot infer on unseen samples falling between the training points. Therefore, the kernel size can be adaptively adjusted as other parameters.
There are not many accessible values to the problem for us. However, the system model and the noise parameters are accessible. It is a new thought to make use of this information in the adaption of the kernel size selection. In fact, Literate [40] , [45] proposed that the best kernel sizes are in the range of the measurement errors and half of the cost function has the measurement error as the argument and a similar kernel size will get a better result. Based on this idea, in this paper, we proposed that the kernel size selection can be adjusted to the following equation:
Remark 3: Eq. (45) reflects the Mahalanobis distance, which is an adaptive e kernel size selection method, can overcome the influence of the covariance due to the advantages of Mahalanobis distance. It is much more sensitive to the small change of data. Therefore, it can select the measurements with smaller error and remove more inappropriate measurements from the estimation processes.
Furthermore, in order to adapt to the mutations of the system model, the fading factor of the STF in Section V-C is introduced into the above cost function, to obtain the cost function of the improved adaptive Kalman filter (IAKF) proposed in this paper, as described below:
Remark 4: P(k|k −1) in Eqs. (42) and (44) is the covariance matrix of the predicted state without introducing the fading factor, and P λ (k|k − 1) in Eq. (46) is the covariance matrix modified with the fading factor. Their specific forms are given in Eq. (27) or (37) .
Remark 5: For the combined cost function in Eq. (46), it can be seen that both the fading factor and the maximum correntropy criterion are applied in the cost function of the proposed filter. The first part is mainly used to suppress the state filter instability arising from the mutations, such as large outlier, and the second part to process non-Gaussian noises, such as the turbulence errors in the system model. Therefore, the improved filter derived from the cost function is more adaptive and robust. The obtained estimate stateX(k|k) should be more accurate than that by using other filters such as EKF, UKF and other common filters, etc.
C. FILTER STRUCTURE AND ALGORITHM STEP
For the nonlinear system with Eqs. (21) and (22) , this section provides a novel attitude filter based on the solution to the cost function in Eq. (46) and the Kalman filter framework.
Differencing Eq. (46) with respect toX(k|k), we can obtain
Substituting Eq. (39) into the above equation, then:
and combined with Eq. (43), the optimal state of Eq. (47) can be presented as follows:
) (50) whereR (k)= (R 1/2 (k)) T ϒ(k)(R 1/2 (k)) (51) Remark 6: Comparing Eq. (50) with Eq. (42), it can be seen that covariance matrixes of them are different, and others are identical. Thus, the novel adaptive filter can still be derived from the time update and measurement update, in combination with the existing Kalman filter frame.
Finally, the algorithm procedure of the proposed novel adaptive Kalman filter based on fading factor and MCC for the nonlinear satellite attitude determination system is described as follows:
Step 1: Choose a proper kernel bandwidth σ by Eq. (45); the initial estimate stateX(0|0)= E(X(0)) and its covariance matrix P(0|0)= E(X(0)−X(0|0))(X(0) −X(0|0)) T ; let k = 1.
Step 2: Calculate the predicted stateX(k|k − 1) by Eq. (25) with the state model (21) of the satellite attitude determination system.
Step 3: Calculate the predicted measurementŶ (k|k − 1) by Eq. (26) with the measurement model (22) , and moreover calculate the modified measurement covarianceR(k) by Eqs. (43) , (49) and (51).
Step 4: Calculate the measurement residualỸ (k) =Y (k) − Y (k|k −1) and then obtain the time-varying fading factor λ(k) by Eqs. (32) to (35) . The forgetting factor ρ in Eq. (35) is set as 0.95 and the weakening factor β in Eq. (33) is set as 1.
Step 5: Calculate the adjusted covariance matrix P λ (k|k − 1) by Eq. (27), and then obtain the covariance matrix P YY (k) of the measurement residual by Eq. (28) based on the modified measurement covarianceR(k). Note that R(k) in Eq. (28) is replaced withR(k).
Step 6: Calculate the Kalman gain matrix K(k) by Eq. (29), and then obtain the filtered stateX(k|k) by Eq. (30).
Step 7: Calculate the covariance matrix of the filtered state P(k|k) by Eq. (31), i.e., P(k|k)= [I − K(k)H(X(k|k − 1), k)]P λ (k|k − 1).
Remark 7: For the nonlinear attitude determination system with Eqs. (21) and (22) , both EKF and UKF framework can be used, which depends on the nonlinearity and calculation efficiency of the system model. The EKF filter framework is adopted in this paper, mainly because the measurement equation of star tracker described by Eq. (20) is an approximate linear equation.
D. COMPUTATIONAL COMPLEXITY
For the future implementation on real hardware, it is necessary to analyze the computational complexity of the proposed IAKF in this paper. In the term of the floating points operations, based on the filter structure and algorithm step above, the computational complexity of the basic equations of the IAKF is analyzed in Table 1 .
Note that n, m in Table 1 are the dimension of state vector and observation vector, respectively.
Remark 8: Here, the complexity of calculating the inverse of the diagonal matrix P(k|k − 1) and R(k) is taken as n and m respectively. The complexity of multiplying P(k|k − 1) by the fading factor is taken as n.
According to Table 1 , we can get one-time state estimation computational complexity of EKF, STF, MCEKF and IAKF as follows, respectively: 
Remark 9: Though there is exponential operation described in Eq.(49), which is appeared in the Gaussian kernel, fortunately, it is computed independently, i.e., the dimension of the exponential operational parameter is only d = 1, that is the computational complexity of the exponential operation is O(2 d ), i.e., O (2) , which is similar to the constant operation. So it is very small computational complexity of the exponential operation in the Gaussian kernel.
According to Eqs. (52)-(55), the computational complexity of each filter is in the same degree. In contrast, EKF has the lowest computational complexity and IAKF has the highest computational complexity.
VII. SIMULATION RESULTS
In order to verify the advantages of the proposed improved adaptive attitude filter in suppressing the system mutations and the non-Gaussian noises of actual attitude determination systems, this paper provides a set of numerical simulations under the condition of Gaussian white noise, large outliers, turbulence errors in Section III, and both the mutation and turbulence errors. The simulation results obtained by the conventional EKF, STF, MCEKF and the proposed filter are also compared. where N represents the total sample number in each simulation, and L represents the number of Monte-Carlo simulation. Simulation parameters are shown in Table 2 . The satellite attitude determination is simulated with Matlab. The simulation process is shown in Fig. 8 .
The attitude angle and attitude angular velocity of the satellite are small in the steady-state period. Their simulation data obtained by the satellite kinematic equation (10) are shown in Figs. 9 and 10 .
Next, we compare the IAKF performance with other algorithms under the conditions of the Gaussian stable system, the large outliers, and the turbulence errors for satellite attitude determination system.
B. GAUSSIAN STABLE SYSTEM
For this case, the satellite attitude determination system is stable and the errors both for the process noise and the measurement noise are Gaussian white noises. Under this condition, Fig. 11 shows the attitude determination performance of EKF, STF, MCEKF and IAKF. Table 3 summarizes the corresponding RMSE of attitude angle and gyro drift and time cost with different filters under the condition of Gaussian stable system.
As shown in Fig. 11 , the four filters have equivalent accuracies of attitude estimation in the Gaussian stable system, and their accuracy is about 3''. Although the statistical accuracy of EKF is similar to that of STF, MCEKF and IAKF, the overall curve obtained by the EKF involves some jitters, and the smoothness of the EKF is poorer than that of other filters, according to the attitude determination curves in Fig. 11 .
In terms of real-time performance, the time cost is different from each other. The EKF needs 8.75s, followed by STF and MCEKF (10.23s and 11.34s, respectively), and then IAKF (15.45s), which is accordant with the theoretical analysis in Section VI-D. Therefore, the EKF may be preferred in the case where the precision is not critical. It should be noted that the smaller error achieved by EKF is because of a smaller Euler angle; otherwise, a greater error may be introduced due to the linearization of the system equations. Taking into account the above factors, priority should be given to the EKF filter in the case of high requirements for real-time performance and small Euler angle in the satellite attitude determination system, while STF, MCEKF and IAKF are applicable when there are high requirements for accuracy.
C. LARGE OUTLIERS
For this case, we set the large outliers for the star trackers. The outliers are added at the 401 st to 410 th sample points of the star image center on the CCD array, and a constant error of 30 is generated. Under this condition, Fig. 12 shows the attitude determination performance of EKF, STF, MCEKF and the proposed IAKF.
It can be seen in Fig. 12 that the EKF has the worst stability, followed by MCEKF and STF, while IAKF achieves the best. In the presence of measurement outliers, the amplitude of the attitude determination curve of the EKF is largest, and the suppression for the outliers is limited. The suppression level of the MCEKF is higher than that of the EKF. Despite some jitters in the curve, and the STF has slightly higher suppression ability than EKF and MCEKF. The accuracy of these three filters is basically identical. However, the IAKF has the smoothest curve and the highest accuracy of attitude estimation. The statistical results including the divergence time and their respective accuracy for various filters during the existence of the large outliers can be seen in Table 4 .
Finally, the RMSE of the attitude angle and the gyro drift is shown in Table 5 , which shows that the presented novel filter has better performance both in the estimation of satellite attitude and gyro drift errors than other filters under the large outliers. 
D. TURBULENCE NOISES
In order to compare the abilities of various filters to suppress the turbulence errors in the actual satellite attitude determination process, the turbulence error model in Section III is adopted for measurement noise under the simulation conditions in Table 2 .
Based on the actual satellite attitude determination system in the stable condition, we set the turbulence noises of the star tracker including FLPM and FLFM, while the turbulence noises of the gyro including WHFM and RwFM. Besides, the parameters are set commonly, which can be seen in Table 6 .
Under this condition, Fig. 13 shows the attitude determination performance of EKF, STF, MCEKF and IAKF.
As can be seen from Fig. 13 , the EKF still has the poorest stability and limited ability to suppress the turbulence noise, and its attitude determination curve contains some significant vibrations; the STF has a higher level of the turbulence error suppression than the EKF; the suppression ability of the MCEKF is slightly higher than EKF and STF, in spite of jitters in the curve; however, the IAKF has the highest suppression ability, with the smoothest curve and the highest accuracy of the attitude estimation. The RMSE of the satellite attitude is shown in Table 7 , which indicates that the presented filter has better performance in the attitude estimation than other filters under the turbulence errors.
Different parameters set in the turbulence errors will influence the attitude determination accuracy and stability greatly. Obviously, if the amplitudes of various FM and PM noises become larger, or there are more multiple noises at the same time, it can be predicted that the advantages of the proposed filter algorithm will be more obvious both in accuracy and stability. Table 8 gives the comparison for different parameters (mainly for the amplitudes) with turbulence noises on the attitude determination accuracy and stability.
From Table 8 , we can see that the presented filter has better performance in the attitude estimation than other filters under different amplitude of turbulence noises. The attitude determination can be controlled within 5 arc seconds, which can satisfy the requirement of high accuracy attitude application.
E. BOTH LARGE OUTLIERS AND TURBULENCE NOISES
In order to compare the abilities of various filters to suppress both the system mutations and non-Gaussian noises in the actual satellite attitude determination process. We apply both of the conditions into simulation. The large outliers are set similarly with Section VII-C, and the parameters of turbulence error are set similarly in Table 3 and Table 6 . Under this condition, the accuracy statistical results for various filters can be seen in Table 9 .
Remark 10: From Table 9 , we can draw the conclusion that STF with the fading factor can suppress the outliers and has better robust property than MCEKF, while MCEKF with MCC can suppress the turbulence noises and has the better performance than STF. Taking into account both of the fading factor and the maximum correntropy criterion, the proposed IAKF has the best performance in attitude estimation under the condition of both the system mutations and non-Gaussian noises.
VIII. CONCLUSION
In this paper, we have analyzed the turbulence influence on the attitude determination performance. An improved adaptive Kalman filter is obtained by combining both the maximum correntropy criterion and the fading factor with the nonlinearity of EKF. The modeling process for the turbulence noises is derived and presented in detail. The system model satellite attitude determination is constructed. Furthermore, the cost function for the proposed filter is analyzed, which includes both the fading factor to the large outliers and the maximum correntropy criterion to the turbulence noises. Besides, the filter algorithm is designed. Finally, four numerical cases are given to illustrate the effectiveness of the proposed filter. EKF, STF and MCEKF are selected for comparison with the proposed filter algorithm in simulations. From the numerical simulation results, it can be concluded that the proposed filter achieves better performance when compared with existing filters in both of the robustness and the accuracy for satellite attitude determination.
