ABSTRACT Nowadays, people are overwhelmingly exposed to various kinds of information from different information networks. In order to recommend users with the information entities that match their interests, many recommendation methods have been proposed so far. And some of these methods have explored different ways to utilize different kinds of auxiliary information to deal with the information sparsity problem of user feedbacks. However, as a special kind of information sparsity problem, the ''cold start'' problem is still a big challenge not well-solved yet in the recommendation problem. In order to tackle the ''cold start'' challenge, in this paper, we propose a novel recommendation model, which integrates the auxiliary information in multiple heterogeneous information networks (HINs), namely the Cross-HIN Recommendation System (CHRS). By utilizing the rich heterogeneous information from meta-paths, the CHRS is able to calculate the similarities of information entities and apply the calculated similarity scores in the recommendation process. For the information entities shared among multiple information networks, CHRS transfers item latent information from other networks to help the recommendation task in a given network. During the information transfer process, CHRS applies a domain adaptation matrix to tackle the domain difference problem. We conduct experiments to compare our CHRS method with several widely employed or the state-of-art recommendation models, and the experimental results demonstrate that our method outperforms the baseline methods in addressing the ''cold start'' recommendation problem.
I. INTRODUCTION
Nowadays people are engaged in different kinds of online information networks, e.g., academic bibliographic network [1] and online social networks [2] . And people can easily be overwhelmed by a vast amount of information entities, like movies, books and music, in these networks [3] . In order to recommend users with the information entities matching their interests, many recommendation methods have been proposed so far. However, traditional recommendation methods usually suffer from the information sparsity problem a lot, especially the sparsity of user feedback information [4] . For instance, in IMDb, 1 most of the users only post a 1 www.imdb.com very small number of review comments for the movies they have watched. Based on such limited information, it is very challenging for the service provider to provide high quality recommendation services for these users.
Fortunately, besides the users' feedback information (e.g., review or user-item rating information) in the network, on which the recommendation task is executed, there also exists some other auxiliary information that can be used to help solve the information sparsity problem in the recommendation systems [4] . In this paper, we use the target network to denote the network on which the recommendation task is executed, and use the source network to denote the network without any recommendation task executed on it but is used as the auxiliary information data source for the recommendation task of the target network. According to the source of the auxiliary information, we can categorize the auxiliary information into two types:
• The auxiliary information in the target network besides the users' feedback information.
• The auxiliary information from the source networks that can be transferred to the target network. Online networks are usually Heterogeneous Information Networks (HINs), which contain different types of nodes or links [5] . If the target network is a HIN, besides the users' feedback information, there could be other useful information implicitly presented in this network that could be exploited for better recommendation performance. For instance, the social connections among the users [6] , the genres that the items belong to [5] , and the correlation among these items [5] . Some of these information is proved to be very effective to the recommendation problem [3] , [5] - [7] . For example: friends are likely to show their interests on the same items [7] , and thus it is of great value to recommend items according to people's social relationships. Meanwhile, as proposed in [8] , a person may show his/her favorite genre(s) of books on the Internet, and thus it makes sense to consider the genre information when recommending books to certain persons.
The auxiliary information from the external source networks can also be transferred to the target network to provide complimentary knowledge for the recommendation task. For example, assuming that the target network brings in an item from a given source network, based on the known set of users who like the item in the source network, we can recommend the item to users who share common interest with these known users in the target network as well. There are several methods can be applied to transfer information across networks for recommendation [9] - [13] . However, some of these methods are usually suffered from the ''negative transfer problem [14] , which is caused by transferring information between the domains that are not related enough, and results in bad recommendation performances. Because these methods implicitly assume that the source and target domains are highly-related to each other, but in the real world, such an assumption can hardly be met. For example, when recommending topics to the Chinese history fans in Sina Weibo 2 according to the popular topics of the American history fans in Twitter, the recommendation task may not perform well. Because the American history fans are familiar with the big history events happened in the USA, while the Chinese history fans mainly focus on Chinese history events.
One way to solve the ''negative transfer'' problem is to apply anchor links to the cross-network information transfer. Anchor links are the inter-network links that connect information entities of the same users or items in different network sources [15] . Different from most of the other network links, anchor links normally follow the one-to-one constraint [16] , i.e., each item/user can have at most one information entity to 2 weibo.sina.com represent it in each network. We note the case that items/users have multiple information entities in one network is a different problem [17] , and can be resolved with techniques like the Mx t models that are proposed in [18] . By using these techniques, the duplicated entities in each network can be aggregated in advance to form one unique entity, and the constraint on anchor links connecting these aggregated entities will still be ''one-to-one''. Since anchor links connect entities across two different network sources, and follow the one-to-one constraint, the information of two different sources/domains can be directly transferred via these links. As a result, how to apply anchor links to cross-network applications becomes a new problem, and is explored by several works recently, which include: cross-network user alignment [16] , [19] - [23] , alignment of multi-source networks [24] , [25] , cross-network social link prediction [26] , [27] , cross-network recommendation [9] - [11] . However, when transferring information across networks by the anchor links, most of the existing cross network transfer learning methods are base on the user anchor links [10] , [11] , [26] , [27] . But in most cases, due to privacy concerns, many users' profile information is usually anoymized [24] , [28] . Besides, different network sources may have different user groups. So collecting enough user anchor links between some network sources is usually infeasible, which makes these transfer learning methods hard to adapt to many application circumstances. As a result, exploring the transfer learning methods based on the anchor links that are usually sufficient and easy to acquire become important.
Many existing recommendation methods based on auxiliary information have tried to alleviate the information sparsity problem. However, the ''cold start'' problem is still a big challenge which hasn't been effectively solved by most of the existing methods. The ''cold start'' issue originates from the data sparsity problem, and it is ubiquitously observed in recommendation systems when a network newly imports some items that are associated with no user feedback. A similar problem is the ''semi-cold start'' problem, in which the newly imported items receive a few user feedbacks, but the amount of these feedbacks is too small to be useful for recommendation.
In order to better solve the ''cold-start'' and ''semi-cold start'' problem, in this paper we propose our Cross-HIN Recommendation System (CHRS), which integrates the auxiliary information in both of the source and target networks for recommendation. Figure 1 shows the basic idea of CHRS on solving the ''cold start'' and ''semi-cold start'' issues in a movie network. From it we can see that CHRS firstly extracts the movie similarity information from multiple types of relations that connect the movie items in the target network, and the movie item information from the source network, and then integrates these two kinds of information in the process of movie recommendation to get better results. The main contributions of our approach are as follows:
• Integrating auxiliary information from different sources to solve the ''cold-start'' problem: unlike most of the existing recommendation approaches [6] , [9] - [13] , [29] , [30] which only focus on using the auxiliary information from only one source to solve the data sparsity problem, CHRS utilizes the auxiliary information not only from the target network, but also from the source network. By integrating these auxiliary information together, CHRS can predict the preferences of each user according to more perspectives, in this way to achieve better recommendation results and deal with the ''cold-start'' problem more easily.
• Transferring information across networks via the item anchor links: Firstly, CHRS adopts a proper way to transfer item information via the item anchor links, which directly connect items among different networks, and thus the ''negative transfer'' problem is avoided. Secondly, most of the existing transfer learning methods are based on user anchor links [10] , [11] , [26] , [27] , which make them hard to adapt to many application circumstances due to the hardship of acquiring enough user anchor links. However, CHRS are based on the item anchor links which can be collected more easily than user anchor links. In this way, CHRS can adapt to more application environments.
• Designing a proper way to bridge the domain differences among different networks: Although there exist a few recommendation methods which transfer information across multiple networks via the item anchor links [9] , [31] . However, these methods neglect to deal with the domain differences, which are very important to the cross-network information transference in most circumstances. For example, the language used in Douban 3 is mainly Chinese, while the IMDb is dominated by English contents. Thus when transferring the movie information between these networks, we should explore a proper way to deal with the language difference. Unlike these existing transfer learning methods 3 www.douban.com base on item anchor links [9] , [31] , CHRS implies a domain adaptation matrix, which can be automatically adjusted according to the extracted item information from the source and target networks during the training process, in this way to bridge the domain differences. This paper is organized as follows. We introduce the related works in Section II. The background and preliminaries of our problem are presented in Section III. In Section IV, we introduce our CHRS approach. In Section V, we conduct different experiments to test the recommendation performances of CHRS, and analyze the experimental results. Finally, we conclude in Section VI.
II. RELATED WORKS
In order to recommend to online users with the information entities that match their interests, a lot of recommendation methods have been proposed so far. Among them, collaborative filtering methods are widely used in many recommendation systems, and can be classified into two types of approaches: memory-based methods and modelbased methods [32] . Memory-based methods make automatic predictions on the new interests of a user by the user-item rating values on his/her other interested items, or the rating values from the other similar users [33] . Different from the menory-based collaborative filtering methods which directly use the rating values, model-based methods establish a model using the observed ratings that can interpret the given data and predict the unknown ratings [33] . Many learning models have been used for modeling the rating process, among them, matrix factorization methods, such as Singular Value Decomposition (SVD) [34] and the Low Rank Matrix Factorization (LMF) [35] , are perhaps the most popular ones in recent years. And many works have explored the ways of modifying these matrix factorization models to get better performances. For example, [36] integrates a Social Regularization into the matrix factorization model, in this way to utilize the user similarity information to improve the recommendation performances. Reference [37] incorporates the user-item subgroup analysis into the SVD model, to make the recommendation process distinguish the variation of users interests across different domains.
However, in some networks, user-item rating information is usually very sparse, which makes many traditional recommendation methods can't perform very well. In order to alleviate the information sparse problem, several methods have been proposed recently [3] , [5] - [7] , [9] - [13] , [38] to apply some auxiliary information to the recommendation process. Among them, [3] , [5] - [7] , [39] , [40] explore the way of integrating some additionally available heterogeneous information besides the users' feedback information in the target network into the matrix factorization process, in this way to have sufficient information for recommendation. For example, Yu et al. [5] propose the way of extracting item similarities from multiple types of relation information and applying these similarities to the matrix factorization process, in this way to get sufficient information for recommendation. Shi et al. [6] propose a flexible regularization framework, which integrates different types of the user relation information and item relation information into the recommendation process. References [39] and [40] utilize the trust relations among users to improve the recommendation performances.
Nevertheless, some works also explore the way of transferring the information from the source network to the target network to alleviate the information sparse problem. For example, [12] and [13] try to recommend items to the users in the target network according to the preferences of users in the source network. Because anchor links can connect different networks together, via anchor links, the information closely related to the target network information can be transferred directly from the source network to the target network. But only a very few works have been done to explore the anchor link based recommendation methods. Yan et al. [10] , [11] explore the way of recommending videos for YouTube users by transferring users' social and content information from Twitter network via user anchor links. However, since user anchor links are usually much harder to be collected than the item anchor links, how to properly apply item anchor links to transfer information across networks in this way to improve the recommendation performances remains to be studied. Pan et al. [9] propose a matrix factorization framework CST which integrates information from different networks for recommendation via the user and item anchor links, however, the entity similarity information is not considered by their work.
Although many existing recommendation methods based on auxiliary information have tried to alleviate the information sparsity problem, however, the ''cold start'' problem is still a big challenge which hasn't been effectively solved by most of these methods [41] . Several works have tried to deal with the ''cold start'' problem in recommendation system recently [41] - [43] . For example, Li et al. [41] propose a trustbased recommendation model to recommend new items in newly opened shops for social network users, according to the related information of the similar shops. In this way, their method can solve the ''cold start'' problem. However, their method cannot be used on the network that has no shop on it, such as IMDb and Douban. Lu et al. [31] propose an Amp-MF method which transfers the information between different networks for recommendation via the anchor links, and integrates the similarity information which is computed from different auxiliary information to the regulation process to get better performances. Their experiments prove that Amp-MF can outperform some existing works [5] , [7] on dealing with the ''cold start'' problem. Although the idea of Amp-MF looks very similar to our CHRS method, there are several important differences between them: 1) For Amp-MF the information transference between two networks is bidirectional, while for CHRS the information can only be transferred from the source network to the target network in the process of crossnetwork information transference.
2) The information used by Amp-MF to compute the user/item similarities in one networks includes the user-item rating information in the other network, however, CHRS extract the item similarities in one network only from the multiple heterogeneous information in this network. 3) Amp-MF never consider the domain difference problem when transferring information across networks, while CHRS applies proper way to deal with the domain differences. For better understanding the novelties of our CHRS method, we will explain the reasons of these differences between it and the Amp-MF when illustrating its technique details in Section III-B and Section IV, and conduct experiments to compare the performances of CHRS and Amp-MF in Section V.
Since anchor links directly connect two networks, and have great values to many cross network applications, several works on anchor link prediction have been published in the past seven years. And most of these works aim at connecting the user accounts of common users across different networks [16] , [19] - [23] , [44] , among them: Zafarani and Liu [44] first introduce a methodology for connecting identities across social networks by usernames. Liu et al. [19] propose a framework to connect user accounts across heterogeneous social media platforms by using multiple user features. Kong et al. [16] explore the way of extracting heterogeneous features from multiple heterogeneous networks for anchor link prediction. And Zhang et al. [20] develop a general cross-network user alignment model which can support the integration of a number of networks.
III. BACKGROUND AND PRELIMINARIES
In this section, we illustrate the background and preliminaries of this study. However, before the illustration, we summarize the main notations used in this paper in Table 1 .
A. HETEROGENEOUS INFORMATION NETWORK
A Heterogeneous Information Network (HIN) is a special type of information network, which either contains multiple types of objects or multiple types of links. Suppose S = (A, R) is a network schema which consists of a set of entity types A = {A i } and a set of relations R = {R j }, where A i and R j are the ith type of entities in A and the jth type of relations in R respectively. Thus an information network is defined as G = (V, E) with an entity type mapping function ϕ 1 : V → A and a link type mapping function: ϕ 2 : E → R, where V is the set of all entities in this network, and E is the set of all relations in this network. If the number of entity types |A| > 1 or the number of relation types |R| > 1 , the network is called heterogeneous information network; otherwise, it is a homogeneous information network. Figure 2 shows the schema of a typical heterogeneous movie network. This heterogeneous network contains objects from multiple types of entities: user (U), movie (M), genre (G), writer (W), actor (A), director (D), and tag (T). And it also contains multiple types of relations. For example, in Figure 2 , the link exists between user and movie denoting the user-item rating relation, between movie and actor denoting the role relation, between movie and genre denoting the movie classification relation. 
B. META-PATH-BASED ITEM SIMILARITY
Two entity types in a network schema of HIN can be connected via different paths, which can be called meta-path [45] . A meta path P is a path defined on the graph of a network schema S = (A, R). It is denoted in the form of A 1
, where • denotes the composition operator on relations. As an example shown in Figure 1 , movies can be connected via ''Movie-ActorMovie'' (MAM) path, ''Movie-Genre-Movie'' (MGM) path, ''Movie-Director-Movie'' (MDM) and so on. It is obvious that semantics underneath these paths are different. The MAM path means movies having common actor(s), the MGM path means movies that are in the same genre, while the MDM path means movies directed by the same director.
Several meta-path based similarity measures to quantitatively evaluate the similarities of entities in HIN have been prosed so far [30] , [31] , [45] , [46] . Among them, the recommendation method Amp-MF [31] applies a method named AmpSim to utilize user-item rating information from different networks to compute the similarities. However, we notice that users in different domains may have different tastes [37] , and any two items that are similar for the users in one network may be totally different for the users in the other network. So when the heterogeneous information is sufficient for us to extract good enough similarity information, it is not proper for us to use AmpSim to compute the item similarities. And since HeteSim [30] aims at effectively evaluating the relatedness of entities in HIN, and is proved to outperform many conventional measures in tasks like query, clustering and recommendation [6] , [30] . In this paper, we employ HeteSim to evaluate the similarity of movie items. Specifically, suppose I = {v 1 , v 2 , ...} is the set of items that are rated or to be rated by the users in G, S ijk is the similarity between two movie items v i and v j under the given meta path P k . Thus the movie similarity matrix S is determined by the given meta-path set P = {P 1 , P 2 , · · · , P K }, which contains K different types of meta-path. Since the similarities computed from different types of meta-paths are different and are incomparable to VOLUME 5, 2017 each other, a Sigmoid function is used to normalize them as follows [6] :
whereS k denotes the average value of all S ijk under the given meta path P k and β is set to 1. By using this function, we can confine all the movie similarity values into [0, 1] without changing their rankings, at the same time reduce the similarity difference of different paths.
Since two given movies can have different similarity values under different meta-paths, we calculate their similarity by assigning weights on the similarity values computed from different paths, and add them together. As follows:
where K is the number of selected meta-path types, S k = {S ijk } denotes the normalized similarity matrix of movie items on path P k . And ω k represents the weight of metapath P k , the larger ω k is, the more important P k is. For all v i ∈ I, v j ∈ I and P k ∈ P, according to [30] , we know that S ijk ≤ 1.0 and S iik = S jjk = 1.0. Thus we can infer that S ijk < 1.0, and S iik = S jjk < 1.0 according to Equation (1). Then we can further figure out that S ij < 1.0 and S ii = S jj < 1.0 according to Equation (2) . However, in real world, for all v i ∈ I the similarity of item v i to itself should be 1.0 (i.e., ∀iS ii = 1.0). But since S ii < 1.0, it is not reasonable for us to directly use S to be the item similarity matrix S as what [6] did. And from Equation (1) and (2), we know that S denotes the normalized similarity matrix of movie items on all paths, then for each S ij we can regard it as the normalized form of S ij . So according to Equation (1), we formulize the relation between S ij and S ij as follows:
where β is set to 1, and γ is a constant which is similar toS k in Equation (1). Since we already know S 11 = 1.0 and the value of S 11 , we can infer that γ = ln(1 − S 11 ) − ln S 11 + S 11 . Then we can calculate our item similarity matrix S = {S ij } as follows:
C. RECOMMENDATION CROSS HINs
Suppose there are two different HINs, where G (1) = (V (1) , E (1) ) represents the source network and G (2) = (V (2) , E (2) ) represents the target network. Let V (i) and E (i) denote the set of entities in G (i) and the set of relations in G (i) respectively, i ∈ {1, 2}. Suppose U (1) = {u
2 , ..., u
a } is the set of users in G (1) , and I (1) = {v
2 , ..., v
b } is the set of items that are rated or to be rated by the users (in the following part of this paper, we directly use items to represent this kind of items) in G (1) , we have U (1) ∪
denote the set of ratings between users and items in G (1) , we have E (1) r ⊆ U (1) × I (1) . G (2) is defined in a similar way, where (2) . Since each user may assign a group of rating values to a group of items, there exists an user-item rating mapping function φ 1 , which maps E (1) r and E (2) r to the user-item rating matrices R (1) and R (2) , where R (1) = [R (1) i,j ] a×b is an a × b matrix that refers to a users' ratings on b items in G (1) . Similarly, R (2) = [R (2) i,j ] c×d is an c × d matrix that refers c users' ratings on d items in G (2) . Here, R (1) i,j and R (2) i,j ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, ?}, where the question mark ''?'' denotes a missing (unobserved) rating value.
Supposing that L ⊆ I (1) × I (2) is the set of anchor links, which connect the items in G (1) and G (2) . Thus there must exist an anchor link mapping function φ 2 : L → T , where
j ) ∈ L is an anchor link that connects the ith item in I (1) with the jth item in I (2) . Thus if l(v
j ) exists, T i,j is set to 1; otherwise, T i,j is set to 0. Since all of the anchor links in A follow the one-to-one constraint, to all of the T i,j ∈ T , we have:
The goal of Recommendation Cross HINs is to utilize different types of information from different HINs to improve the effects of predicting the missing rating values in the target network user-rating matrix R (2) . The utilized information includes: 1)the heterogeneous information that can be used to evaluate the similarities between all the items 2) the item information transferred from the source network user-rating matrix R (2) via T .
IV. CHRS: OUR TWO-STEP SOLUTION FOR RECOMMENDATION CROSS HINs
As we discussed in Section II, the recently proposed Amp-MF method uses a bidirectional way to transfer information between two networks. However, the bidirectional information transference may not adapt to the ''cold start'' problem discussed in this paper. For example, if the target network G (2) newly imports some items which are very popular and have sufficient user feedbacks in the source network G (1) , there is very little or no user feedback information of these items in G (2) . So from the user feedback information in G (2) , it is hard for us to extract the information which can precisely represent the latent semantic distribution of these newly imported items (i.e., these extracted latent semantic distribution information has poor quality). However, from the sufficient user feedbacks in G (1) , we can extract the information that can precisely represent these items' latent semantic distribution (i.e., these extracted latent semantic distribution information has good quality). let V (1) and V (2) denote the extracted latent semantic distribution information of these items in G (1) and G (2) respectively. Through the bidirectional information transference of Amp-MF, which makes V (1) and V (2) be as similar as possible when extracting them at the same time, the good quality of V (1) will decline according to V (2) . Then the improvement of V (2) 's quality will be limited by the declined quality of V (1) . So in order to avoid the quality declining of the information which is extracted from the source network and then transfered to the target network, we propose our Cross-HIN Recommendation System (CHRS). It applies a two steps process to ensure only the information in the source network can be transferred to the target network as follows:
• Step 1: utilize matrix factorization framework to incorporate item similarity information in the source network G (1) , in this way to extract the latent factors of the items in G (1) .
• Step 2: Transfer the extracted item latent factors from G (1) to the target network G (2) via the item anchor links, and integrate them with the item similarity information and user-item rating information to conduct recommendation for the users in G (2) .
The main framework of CHRS is illustrated in Figure 3 , and the details will be shown in the following subsections.
A. STEP 1: ITEM LATENT FACTOR EXTRACTION IN THE SOURCE NETWORK
The Low-Rank Matrix Factorization [35] has been widely studied in recommendation systems. The basic idea of it in recommendation system is to factorize the user-item rating matrix R into two matrices (U and V ), representing user and item distributions on latent semantic, respectively. Then, the rating prediction can be made through these two specific matrices. This approach mainly minimizes the objective function:
where W = [W i,j ] is a corresponding nonnegative weight matrix, if user i has rated item j, then W i,j = 1; otherwise, W i,j = 0. And to a given matrix R (R can be U , V , W , or R, etc.), R k represents the row vector derived from the kth row of R.
λ 2 U 2 + V 2 is the quadratic regularization term which aims to avoid overfitting, while λ represents the regularization parameter that is used to adjust the importance of the quadratic regularization term.
Since similar items have similar features and are easy to get similar ratings by the same user. That is, two items v i and v j with high similarity value S i,j are more likely to have similar latent factor representations V i and V j . Based on this assumption, several recommendation approaches have explored the ways to integrate Item Similarity Regularization to the matrix factorization [5] , [6] . According to the theories in [5] and [6] , we propose the objective function L (1) for the source network G (1) as follows:
In this function, we factorize the G (1) 's user-item rating matrix
where m is the dimension of latent factors in U (1) and V (1) , and m min(a, b). W (1) = [W (1) i,j ] is the corresponding nonnegative weight matrix of G (1) , and S (1) ∈ R b×b is the extracted item similarity matrix of G (1) .
2 is the Item Similarity Regularization term, which makes sure that for any two items v i and v j with high similarity value S i,j , the difference between their latent factor representations V i and V j should be small enough. And similar to Equation (5), λ represents the regularization parameter that is used to adjust the importance of the quadratic regularization term. α represents the regularization parameter that is used to adjust the importance of Item Similarity Regularization, and if we think that the Item Similarity Regularization process is more important than the matrix factorization process, we can assign α with a value which is bigger than 1.0.
In order to simplify the optimization process, we rewrite the Item Similarity Regularization term in Equation (6) (i.e., α term) into trace form. Suppose M (1) = D (1) − S (1) and D (1) is a diagonal matrix with elements D (1) 
i,j . The trace form of the Item Similarity Regularization term in Equation
As we discussed before, S (1) can be calculated from the heterogeneous information of G (1) by Equation (2) . To solve this equation, [5] uses a supervised weight learning method to automatically determine the weights of meta paths. Different from [5] , the approach in [6] firstly uses Equation (1) to normalize the similarity values evaluated from each meta-path, and then sets all the meta-path weights with the equal value. In this way, [6] can calculate good enough item similarities for the recommendation systems and at the same time save the cost of training the meta-path weights. So we consider the way in [6] , and use Equations 1-4 to compute the meta-path based similarity matrix S (1) . However, we notice that [6] considers the item similarities not only from the relations without any values on them (e.g., the relations between movies and actors, the relations among users), but also the relations which have their own values (e.g., the user-item rating relations). Thus it can result in unreasonable similarity values. For example, MUM is an important meta-path used by [6] to compute item similarities, and a MUM path is formed by two useritem rating relations (each of which has its own rating value) and represents two movie items rated by the same user(s). Suppose there are two movie item v i and v j , both of which are rated by only one user u k , where the rating values assigned to v i and v j by u k are 1 and 9 respectively. Thus we can infer that v i and v j are likely to be different types of movies, since the same user u k shows totally different preferences on them. But by using the method in [6] , the computed similarity value between v i and v j through meta-path MUM is 1, which means v i and v j are almost the same to u k , that is in contradiction to the fact. So in our approach, the relations which have their own values will not be considered when computing the item similarities (i.e., meta-paths like MUM will not be considered).
Since the objective function in Equation (6) is non-convex, we adopt an iterative optimization algorithm that alternatively optimizes each variable while fixing others until convergence [47] . Specifically, by calculating the partial derivatives of the objective L (1) with respect to U (1) and V (1) respectively, and setting them to 0, we have:
By transforming all the equations in Equation (8) into their corresponding linear system forms, we can solve them directly. For example, supposing that the vec operator reshapes a matrix A = [a 1 , a 2 , ..., a n ] to its column vector form vec(A) = [a T 1 , a T 2 , ..., a T n ] T by stacking the column vectors of A below one another. And using vec(ABC T ) = (C ⊗ A)vec(B), where A, B and C are 3 matrices, ⊗ is the Kronecker product. We can rewrite ∂L (1) ∂U (1) = 0 as a linear system:
where (1) ) vec(R (1) ), and I 1 is an a × a identity matrix. Then, since A is invertible, we have the solution in the vector form as vec(U (1) ) = A −1 B. Thus U (1) can be updated according to the value of A (−1) B. Similarly, we can update V (1) by solving its corresponding AX = B forms in the same way. However, for each of U (1) and V (1) , the computation of its related A −1 is usually time consuming. Alternatively, we can solve Equation (8) iteratively by using the conjugate gradient(CG) method [48] , which only needs to perform matrix multiplications on the equations in Equation (8) respectively without rewriting them to their linear system forms. In this way, the explicit representations of matrix A −1 for all the five matrix variables are not needed.
Thus the whole procedure of Step 1 is summarized in Algorithm 1. Via this algorithm, we can extract the items' latent semantic distribution matrix in G (1) and transfer it to the target network G (2) , in this way to improve the recommendation performance in G (2) .
Algorithm 1 Algorithm Framework of Step 1 of CHRS
Input: G (1) : the source heterogeneous information network; α, λ:controlling parameters defined above; P: the set of given meta-paths used to calculate item similarities; φ 1 : the mapping function defined above; Output: U (1) : the users' latent semantic distribution matrix in G (1) ; V (1) : The items' latent semantic distribution matrix in G (1) ; 1: Use φ 1 to create the user-item rating matrices R (1) according to the rating information in G (1) 2: Create the weight matrix W (1) according to the rating information in G (1) 3: Create the item similarity matrix S (1) according to P and the related relation information in G (1) by the method in Section III-B 4: Calculate M (1) by S (1) 5: Initialize U (1) and V (1) 6: repeat 7: Update U (1) by solving
∂U (1) = 0 in Eq. (8) 8:
Update V (1) by solving
∂V (1) = 0 in Eq. (8) 9: until Eq. (6 converges)
B. STEP 2: RECOMMENDATION PROCESS IN THE TARGET NETWORK
In Setp 2, we transfer the extracted item latent factors from G (1) to the target network G (2) via the item anchor links, and integrate them with the item similarity information and useritem rating information to conduct recommendation.
Since if there exists an anchor link that connects v
and v (2) j must represent the same item. Suppose that V (1) and V (2) are in the same domain, the latent factor vectors V ( 
1) i
and V (2) j should also be the same. However, because some items only have entities in G (1) or G (2) (i.e., the row dimensions of V (1) and V (2) can be different), we can't directly set V (1) = V (2) . Instead, we set T T V (1) = T T TV (2) , where T is used to ensure only the two latent factor vectors of the same item are restricted to be the same. We also notice that although V (1) and V (2) are in the same domain, the latent user tastes and item factors in G (1) and G (2) can still be a bit different due to each network's specific contexture, e.g., advertisements or promotions on the service provider's website [9] . So we relax this requirement and only require T T V (1) and T T TV (2) to be similar, i.e., require T T V (1) − T T TV (2) 2 to be as small as possible. Moreover, in most case V (1) and V (2) are in different domains. And most of the traditional cross-network recommendation methods that are based on anchor links deal with the information transference in this way. E.g., the CST method [9] and the Amp-MF method [31] . However, since there may exist some domain differences between two networks (e.g., different user cultures, different user tastes, and different languages), a given item may have different latent factors in different networks, and the column dimensions of V (1) and V (2) can also be different (i.e., m and n can have different values). So our CHRS approach novelly applies an item latent domain adaptation matrix H ∈ R m×n to bridge the domain differences between G (1) and G (2) , in this way to make T T V (1) H and T T TV (2) be as similar as possible. So the regularization term on the transfer of item latent factors between G (1) and G (2) is as follows:
Similar to Equation (6), the objective function L (2) for the recommendation task in the target network G (2) should also integrate item similarity information to the matrix factorization. By adding Equation (10), which is the regularization term on the item latent factors transfer, to the objective function L (2) , we have:
where R (2) ∈ R c×d , U (2) ∈ R c×n and V (2) ∈ R d×n . n is the dimension number of latent factors in U (2) and V (2) , and n min(c, d). W (2) = {W (2) k,l } is the corresponding nonnegative weight matrix of G (2) , and S (2) ∈ R d×d is the item similarity matrix of G (2) which is computed in the same way as computing S (1) . M (2) = D (2) − S (2) and D (2) is a diagonal matrix with elements D (2) i,i = j S (2) i,j . α and λ have similar roles to their roles in Equation (6), while β is the regulation parameter relates to the importance of the regularization term on the transfer of item latent factors. And if we think that the transfer of item latent factors is more important than the matrix factorization process, we can assign β with a value which is bigger than 1.0.
Since the objective function in Equation (11) is nonconvex, we adopt an iterative optimization algorithm that alternatively optimizes each variable while fixing others until convergence as we did in Step 1. Specifically, by calculating the partial derivatives of the objective L (2) with respect to U (2) , V (2) and H respectively, and setting them to 0, we have: (2) + λH = 0 (12) VOLUME 5, 2017 Similar to solve Equation (8), we can solve the equations in Equation (12) iteratively by the conjugate gradient method, in this way to update U (2) , V (2) and H . Thus the whole procedure of Step 2 is summarized in Algorithm 2. Via this algorithm, the domain difference between the G (1) and G (2) is bridged by the domain adaptation matrix H , and item similarities in G (2) are calculated from the heterogeneous information in G (2) by the method in Section III-B. Then the extracted items' latent semantic distribution matrix in G (1) and item similarity matrix in G (2) are properly applied to help computing the items' latent semantic distribution matrix in G (2) . And since the information transference between G (1) and G (2) follows the two step rule: firstly, extract information from G (1) , then use the extracted information to help the recommendation task in G (2) ; the information extracted from the limited user feedbacks in the target network G (2) cannot affect the extracted information in the source network.
Algorithm 2 Algorithm Framework of
Step 2 of CHRS Input: V (1) : the computed item latent semantic distribution matrix in the setp 1 of CHRS; G (2) : the source heterogeneous information network; α, β, λ:controlling parameters defined above; P: the set of given metapaths used to calculate item similarities; L: the set of given anchor links; φ 1 ,φ 2 : mapping functions defined above; Output: U (2) : the users' latent semantic distribution matrix in G (2) ; V (2) : The items' latent semantic distribution matrix in G (2) ; 1: Use φ 1 to create the user-item rating matrices R (2) according to the rating information in G (2) 2: Use φ 2 to create matrix T according to L 3: Create the weight matrix W (2) according to the rating information in G (2) 4: Create the item similarity matrix S (2) according to P and the related relation information in G (2) by the method in Section III-B 5: Calculate M (2) by S (2) 6: Initialize U (2) , V (2) and H 7: repeat 8: Update U (2) by solving
∂U (2) = 0 in Eq. (12) 9:
Update V (2) by solving
∂V (2) = 0 in Eq. (12) 10:
Update H by solving ∂L (2) ∂H = 0 in Eq. (12) 11: until Eq. (11 converges)
V. EXPERIMENT
In this section, we conduct several experiments to compare the proposed CHRS approach with several state-of-art recommendation methods, in this way to verify the superiority of our approach.
A. DATA PREPARATION
We crawl our experimental datasets from two HINs G (a) and G (b) . G (a) denotes Douban Movie. 4 Douban is a Chinese SNS website allowing registered users to record information and create contents related to film, books, music, and recent events and activities in Chinese cities. As one of the most successful service branch of Douban, Douban Movie provides comprehensive knowledge about recent and past movies across the world together with the user reviews. G (b) represents IMDb (short for the Internet Movie Database), which is owned by Amazon.com, and is an international online database of information related to films, television programs and video games. The anchor links for our experiment are the inter-network links which connect the movie entities across I (a) ⊂ G (a) and I (b) ⊂ G (b) . These links are crawled by tracing the property of ''IMDb Link'' on the homepage of each movie in Douban Movie. So in total, we have crawled the related heterogeneous information of 14, 831 movies and 808, 322 users from Douban Movie, together with the heterogeneous information of 14, 485 movies and 557, 821 users from IMDb. We also collect 25, 065 item anchor links between movies in these two networks.
In our experiment, in order to make sure that each user and each item have enough rating information, we select our experimental data from the crawled datasets as follows: Firstly, in the crawled data set of each network, we randomly select 800 active users who have rated more than 80 films, and form the experimental user sets U (a) ⊂ G (a) and U (b) ⊂ G (b) respectively. Then we select 800 movies, each of which is rated by more than 25 users in U (a) and U (b) simultaneously, and form the experimental item entities sets I (a) ⊂ G (a) and I (b) ⊂ G (b) (here, I (a) and I (b) share the same items), as well as the corresponding movie anchor link set A. Moreover, we collect the heterogeneous information shown in Fig. 2 for each selected movie. Finally, we can generate the user rating set E (k) according to I (k) and U (k) as well as the related ratings, and map E (k) to the original user rating matrixṘ (k) by the user-item rating mapping function φ 1 (φ 1 is defined in Section III-C), where k ∈ a, b. However, since theṘ 
And R (a) and R (b) are finally used as the user rating matrices by the recommendation methods in our experiments. A more detailed comparison of our selected experimental datasets are shown in Table. 2. 
B. COMPARED METHODS
In order to analyze the performances of the proposed approaches, we compare our methods with five baseline methods, so in total, there are six methods to be compared. The compared methods are summarized as follows:
One of the most famous collaborative filtering methods, which recommends each item according to the rating information of its top-k nearest items [32] . And different from the traditional ways which extract item similarities from the user feedback information, by using the HeteSim method [30] to compute the item similarities from the HIN information, this method is believed to achieve better results on the ''cold-start'' problem. According to the previous work [32] , the Adjusted Cosine Similarity is chosen to compute the user and item similarities in this way to get better results.
• Low-rank Matrix Factorization (LMF): The method proposed by Nathan Srebro and Tommi Jaakkola [35] and has been widely studied in many recommendation systems.
• The SimMF-I(i) method: A state-of-art recommendation framework proposed in [6] , which is based on the matrix factorization method and combines user ratings as well as item similarities for recommendation.
• The CST method: This is a recommendation framework, which is based on the matrix factorization method and can transfer item latent factors across different networks. Different from our CHRS method, this method doesn't consider item similarities, and doesn't apply the domain adaptation matrix to deal with the domain difference [29] . Since the user relation information and user anchor links are unavailable
• The Amp-MF method: A state-of-art recommendation cross-network framework proposed in [31] , which uses anchor links as well as some heterogeneous information to help the recommendation to achieve better performances. The main three differences between it and our method are listed in Section II. And since the user relation information and user anchor links are unavailable in our problems, Amp-MF's regulations that are based on user similarities and user alignment constraint [31] will not be considered in our experiments.
• The CHRS method: This is our proposed Cross-HIN Recommendation System approach. To make fair comparisons, for LMF, SimMF-I(i), CST, Amp-MF and CHRS, we set all the dimensions of latent factors as 20 and set all the parameters used to avoid overfitting as 1.0. For other parameters, we do experiments to find their approximately optimal values for each method, and use these approximately optimal parameter values in the performance comparison experiments. For Amp-MF, the item similarities are generated according to the way in [31] . And for Ik-NN, SimMF-I(i), CST and CHRS, we ensure that they use the same meta-path based item similarities, which are generated by HeteSim from five meaningful meta-paths of movie. These five meta-paths include: MAM, MGM, MTM, MDM and MWM, and the length of each meta-path is smaller than 4.
C. EVALUATION METRICS
In order to evaluate the effectiveness of these compared methods, we select two different metrics in terms of Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). Both of them are used to evaluate the total difference between the predicted user ratings and the user ratings in the test set. Thus the metric MAE is defined as:
where R
(k)
i,j is the actual rating value that user u
in our model. Moreover, T E is the test set of user ratings, and N t is the number of ratings in T E .
RMSE is defined as:
From the definitions, we can see that a smaller value of MAE or RMSE means a better performance.
D. PERFORMANCE COMPARISONS ON THE ''COLD START'' PROBLEMS
In this subsection, we conduct two group of experiments to compare the performances of the experimental methods on the ''cold start'' problem.
In the first group of experiments, we assume the target network G (2) newly imports a certain amount of movie items from the source network G (1) (these imported items have no related user feedbacks in G (2) ), and the sparsity of the existed user feedbacks in G (1) changes in difference circumstances. Thus in order to improve recommendation performances on recommending the newly imported items in G (2) , different kinds of auxiliary information should be utilized. So in this group of experiments, we firstly partition the collected movie items in the target network G (2) with 5 folds cross validation: one fold as I x which denotes the set of the newly imported movie items, the rest 4 folds to form I y which is the set of the old items that already exist in G (2) for a time. And we use the observed ratings in G (2) which relate to the items in I x to form the test set T E . Secondly, we set a training ratio r t (r t denotes the degree of information sparsity in the target network, the smaller it is, the sparser the existed useritem ratings in G (2) are.). We then randomly sample r t of the ratings relate to the items in I y to form the set T T . Thirdly, we combine T T with the set of all the observed ratings in the source network G (1) to form the training set T R . The value of r t is selected from {0.2, 0.4, 0.6, 0.8, (2) , and if G (a) is G (2) then G (b) is G (1) . The results are shown in Table 3 , in which the best performances on each of the evaluation criteria are listed in bold.
In the second group of experiments, we assume the original target network G (2) is a network old enough (i.e., most of the items in G (2) are old items, each of which has existed in G (2) for sufficient time and has enough related user-item ratings for recommendation), and G (2) newly imports some items from the source network G (1) . The number of these imported items varies in different experiments. And since these new items in G (2) have no related user-item ratings, different kinds of auxiliary information should be utilized to improve the recommendation performances for these new items. So in each of these experiments, we firstly set a sample ratio r a (r a denotes the ratio of the newly imported movie items in all the movie items of G (2) ), and randomly sample r a of the collected movie items in G (2) . Then we use all of the collected user-item ratings in G (2) that related to these sample items to form the test set T E . The remaining user-item ratings in G (2) and all the user-item ratings in G (1) are used to form the training set T R . The value of r a is selected from {0.2, 0.4, 0.6, 0.8}. If G (a) is G (1) then G (b) is G (2) , and if G (a) is G (2) then G (b) is G (1) . The random sampling was carried out 5 times independently, and the average results are shown in Table 4 , in which the best performances on each of the evaluation criteria are listed in bold.
According to the results in Tables 3 and 4 , we can conclude that:
• The traditional LMF method can't solve the ''cold start'' problem, for the lack of important user feedback information.
• By utilizing the auxiliary information in the recommendation process, Ik-NN, Amp-MF, SimMF-I(i), CST and CHRS can deal with the ''cold start'' problem better.
• By properly integrating different kinds of auxiliary information from different sources, our CHRS approach significantly outperforms the Ik-NN, LMF, SimMF-I(i) and CST methods on solving the ''cold start'' problem in different experimental circumstances.
• By making that only the information from the source network can be transferred to the target network, adopting a more reasonable way to compute the item similarities, and applying the domain adaptation matrix to deal with the domain difference problem, our CHRS can outperform Amp-MF in almost all the experimental ''cold start'' circumstances.
E. PERFORMANCE COMPARISONS ON THE ''SEMI-COLD START'' PROBLEM
In this subsection, we conduct experiments to investigate the performances of these experimental methods on dealing with the ''semi-cold start'' problem, where the target network G (2) newly brings in some items from the source network G (1) , thus these imported items should be recommended to some users in G (2) as soon as possible. However, the newly generated user feedback information in G (2) that relate to these imported items may not be enough for recommendation, thus different kinds of auxiliary information should be utilized to improve the recommendation performances for these new items. So in this group of experiments, we firstly partition all the items in G (2) with 5 folds cross validation: one fold as I x , which denotes the set of the newly imported items in G (2) ; the other 4 folds form the set I y , which is the set of the old items that already exist in G (2) and have enough related user feedback information. Secondly, a sparsity ratio r s is selected to denote the information sparsity degree of ratings for all the newly imported items in G (2) . The smaller r s is, the sparser the rating information of the newly imported movies is. And to all the observed ratings in G (2) that relate to the items in I x , 1 − r s of them are randomly selected out to form the test set T E , the rest of the observed ratings in G (2) together with all the observed ratings in G (1) are used to form the training set 1) . To the target network, since the imported items are very new, the ratings of these items can be very sparse, as a result, the value of r s is selected from {0.05, 0.10, 0.15, 0.2}. The results are shown in Fig. 4 , in which the title of each subgraph is formed by the name of target network and the metric.
From the results we can analyze:
• When the user feedback information of the recommended items is very sparse (i.e., r s = 0.05), the methods integrating auxiliary information in the recommendation process can significantly outperform the traditional LMF methods.
• Our CHRS method outperforms all of the other base-line methods in different data sets. That may because CHRS not only applies a proper way to deal with the domain differences when transferring the information from the source network to the target network, but also integrates many important information in the recommendation process.
F. PARAMETER STUDY ON α AND β
In this subsection, we conduct parameter study for our CHRS on α and β, which relate to the importances of the two kinds of utilized auxiliary information respectively. On one hand, if the user-item matrices for recommendation are factorized with a very small value of α and β, CHRS will ignore the item similarities (i.e., the auxiliary information in the target network) and item information transfer (i.e., the auxiliary information in the source network). On the other hand, if α and β have very large values, the item similarity information and the process of item information transfer will dominate the model learning process. Intuitively, we need to set moderate values for α and β to achieve good performances.
As a result, we will analyze how the changes of α and β effect the final recommendation accuracy in this section. Choosing Douban Movie as the target network, we firstly set the training ratio r t as 0.2 or 1.0, and partition the collected movie items in the target network G (a) with 5 folds cross validation: one fold as I x which denotes the set of the newly imported movie items, the rest 4 folds to form I y which is the set of the old items that already exist in G (1) for a time. And use the observed ratings relate to the items in I x to form the test set T E . Secondly, we randomly sample r t of the ratings in G (a) that relate to the items in I y to form the set T T . Thirdly, we combine T T with the set of all the observed ratings in the source network G (b) to form the training set T R . Here, r t = 0.2 denotes that the target network is very new and only contains a small amount of ratings, while r t = 1.0 denotes that the target network is old enough and has a certain amount of ratings. Figure 5 shows the impacts of α and β on MAE and RMSE in CHRS model. We can find that with the same r t , the performances of CHRS on MAE and RMSE have very similar trend. Moreover, the values of α and β affect recommendation results significantly, which demonstrates that incorporating the multi-source item latent information and the item similarity information can greatly affect the recommendation accuracy. And the results prove that α and β should be set with moderate values to make CHRS perform well: for r t = 0.2, CHRS can achieve its best performance when α = 500 and β = 0.1; while for r t = 1.0, CHRS can achieve its best performance when α = 1000 and β = 0.5. And for very small α and β, CHRS will degrade to the traditional LMF model, which makes its MAE and RSME increase to higher and stable values (i.e., bad performance). For very large α and β, the item similarity information and the process of item information transfer will dominate model learning process, which also makes the MAE and RSME values of CHRS increase.
VI. CONCLUSIONS
In this paper, we propose a Cross-HIN Recommendation System(CHRS), which uses a two-step approach to integrate the auxiliary information in both of the source and target networks for recommendation. By utilizing the rich information from meta-paths, CHRS is able to calculate the movie similarities from multiple types of relation information. These calculated item similarities are used by the Item Similarity Regulation terms of CHRS to improve recommendation performances. And basing on item anchor links, CHRS adopt an unidirectional way to transfer item latent information from the source network to the target network. During the transfer process, a domain adaptation matrix is used to overcome the domain difference problem. In this way, our CHRS can solve the ''cold start'' problem, which can hardly well solved by many existing recommendation methods. We conduct experiments to compare our CHRS method with several widely employed or state-of-the-art recommendation methods, and the experimental results reflect that our method outperforms the other base-line methods in different ''cold start'' and ''semi-cold start'' circumstances. We also design experiments to study the effects of the parameters of CHRS on its performances. The results show that it is desirable to design clever strategy to learn the parameters for the combination of item similarities and cross-network information to further improve recommendation performances.
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