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Abstract In single-obligor default risk modeling, using a background filtration in
conjunction with a suitable embedding hypothesis (generally known as H-hypothesis
or immersion property) has proven a very successful tool to separate the actual default
event from the model for the default arrival intensity. In this paper we analyze the
conditions under which this approach can be extended to the situation of a portfolio
of several obligors, with a particular focus on the so-called top-down approach. We
introduce the natural H-hypothesis of this setup (the successive H-hypothesis) and
show that it is equivalent to a seemingly weaker one-step H-hypothesis. Furthermore,
we provide a canonical construction of a loss process in this setup and provide closed-
form solutions for some generic pricing problems.
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1 Introduction
In single-obligor default risk modeling, using a background filtration in conjunction
with an embedding hypothesis (H-hypothesis) has proven a very successful tool to
separate the actual default event from the model for the default arrival intensity (see
e.g. [19], or [11]). In particular, this approach allows to express the prices of all
credit sensitive securities in terms of the default intensity alone, without reference
to the actual default arrival process. This approach has become the de facto standard
modeling approach for single-obligor intensity models.
For portfolio credit risk, there are two alternative approaches to set up intensity-
based models. In the top-down approach, only the aggregate loss process of a given
credit portfolio is modeled and the individual obligors are not referenced or identified.
In the bottom-up approach, on the other hand, the default events of every individual
obligor are modeled.
Top-down models have advantages in certain situations when the individual
obligor in the portfolio “does not matter much”: either—as in the case of the stan-
dard credit index reference portfolios1—in cases when there is a liquid and important
market for CDOs on the portfolio whose importance dwarfs the individual oblig-
ors, or—as in the case of retail portfolios or portfolios of small and medium-sized
enterprises—in cases where the individual obligor is very small compared to the en-
tire reference portfolio. In these cases, the simplification of the problem that is in-
curred in the top-down approach is outweighed by the gain in flexibility and tractabil-
ity.
The strong growth of the markets for credit derivatives on standard index reference
portfolios has increased the interest in the top-down credit models. Recent papers
include [22–24] or [10], who use a forward-modeling approach similar to [15], and
also [12, 14] or [13], who do not use a forward-modeling approach but directly model
the intensity of the portfolio’s cumulative loss process. In the context of the theme
of this paper it is particularly interesting that Sidenius et al. [23, 24] explicitly build
their model around a setup with a background filtration, albeit without considering the
details of the corresponding H-hypothesis and its implications. Later on, we comment
on the approach taken in [23, 24] in more detail.
Even more than in the single-obligor case, it is of great advantage for portfolio
credit risk models if one can simplify the pricing problem to a problem which does
not reference the loss process itself any more through an extension of the background
filtration/H-embedding approach. We only mention the aspects of the numerical im-
plementation of these models: Monte Carlo based methods will converge significantly
faster if it is not necessary to simulate discrete events with extremely low probabili-
ties (like the occurrence of large losses), and in Markov diffusion setups, the absence
of jumps (i.e., the absence of the loss process) allows the use of standard solvers for
the associated partial differential equations. For some pricing problems, even closed-
form solutions may become available.
In this paper we investigate possible extensions of the modeling approach with
background filtrations and an embedding via an H-hypothesis to the problem of port-
1The most liquid standard credit index portfolios are the iTraxx portfolio for European obligors and the
CDX.NA portfolio of North-American obligors.
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folio credit risk modeling, with a specific focus on the top-down approach. It is well
known that the implications of hypothesis H on the modeling of the credit risk of
multiple obligors are stronger than the implications for single-obligor default models.
For example (as observed by Kusuoka [18]) the most common setup for bottom-up
models precludes the possibility of default contagion, i.e., the empirically observed
phenomenon that at the default of an obligor, the default intensities of the other oblig-
ors jump up. We show in this paper that—as opposed to the bottom-up approach—in
a top-down approach default contagion is compatible with the background filtration
modeling approach. This is because the generalization of the H-hypothesis proposed
here is different from the one usually used in typical bottom-up setups like [5]: In a
top-down approach we can exploit the fact that the event arrival times are ordered,
while in a bottom-up approach one cannot make an a priori statement about the order
in which the obligors will default. If one wanted to impose a similar “conditional
Markov chain” structure (see Assumption 5.4) on a bottom-up model with N oblig-
ors, the state space would be very large ({0,1}N ) with many possible transitions,
while in the top-down approach the state space is {0, . . . ,N} with only one possible
transition from each state. The only case where both approaches coincide is when
the underlying portfolio is composed of N exchangeable obligors (which remain ex-
changeable at all times).
The rest of the paper is structured as follows:
In Sect. 2, the mathematical framework of this paper is set up and we give a further
illustration of the advantages of an H-based pricing approach. Next, we introduce two
different H-type embedding assumptions: a successive H-property and a (seemingly
weaker) one-step H-property, and show that in the setup of top-down portfolio credit
risk modeling, the two assumptions actually are equivalent. This and related results
on H-embedding can be found in Sect. 3.
In Sect. 4, we construct a canonical loss process such that the successive H-
property holds. This can be regarded as the portfolio analog of the well-known con-
struction of default times with exponential random variables in the single-obligor
case. Furthermore, we are also able to give some pricing formulae for defaultable
claims which do not explicitly reference the loss process any more. As a complement
to the canonical construction, we show in Sect. 4.2 that (under weak regularity con-
ditions) the assumption of the H-property is actually equivalent to the existence of a
canonically constructed loss process so that the canonical construction indeed carries
its name with justification.
One important special case (including e.g. the Sidenius et al. [23, 24] model) in
which the complete conditional transition probabilities can be computed in closed
form is the conditional Markov model which is treated in Sect. 5. In this situation
the canonical loss process is a Markov chain when conditioned on the background
filtration.
2 Setup and conditional loss probabilities
In pricing applications, the probability measure P should be viewed as spot mar-
tingale measure. For a vector x := (x1, . . . , xN)′ ∈ RN+ , we denote by xk ∈ Rk the
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sub-vector of its first k components, i.e., xk := (x1, . . . , xk)′. Comparisons between
vectors are understood componentwise.
Assumption 2.1
(i) The model is set up in a probability space (Ω, F ,P), which is equipped with an
initial filtration/background filtration F0 = (F 0t )t≥0 satisfying the usual condi-
tions (completeness and right-continuity).
(ii) On (Ω, F ,P), there is an increasing sequence of N random times
0 < τ1 < · · · < τN < ∞.
Our main object of investigation is a given portfolio of N defaultable obligors.
The random times τ1 < · · · < τN denote the ordered times of defaults in the portfolio,
i.e., τn is the time of the nth default, and not necessarily the time of default of the
nth obligor. For convenience we set τ0 := 0. The loss process L associated with the
τn counts the number of defaults in the reference portfolio. Normalizing all losses in
default to one, it is defined as
Lt :=
N∑
n=1
1{τn≤t}.
2.1 Motivation of the pricing approach
Synthetic CDOs are the most important2 portfolio credit derivatives on any given
reference portfolio. In recent years, the markets for synthetic CDOs have gained
significant liquidity and rather than being viewed as assets that have to be priced,
index CDOs are now viewed as assets whose market prices are to be fitted by any
model. CDOs also frequently serve as underlying assets for more exotic portfolio
credit derivatives. Examples of such exotic portfolio credit derivatives are options on
portfolio CDS, options on CDOs, forward-starting CDOs and in particular leveraged
super-senior tranches (which are barrier options on CDOs).
Introducing CDOs as underlying assets to an exotic portfolio credit derivatives
poses new challenges. Many classical models for portfolio credit risk (in particular
the copula models) only model default arrivals. But in order to determine the exotic
credit derivative’s payoff, we need to value the (underlying) CDOs at the payoff date
t > 0, and for this it is necessary to have knowledge of the loss distribution at time t ,
i.e.,
{
Pn(t, T ) := P
[
LT = n | Ft
] | n = 0, . . . ,N;T > t}.
It is well known that knowledge of the loss distribution is necessary and sufficient
to determine the prices of all synthetic CDOs at time t , i.e., to price CDOs for all
attachment points and maturity dates.
As an example of a generic exotic portfolio credit derivative, we consider a con-
tingent claim with maturity t > 0 and payoff X which can be written as a function
X = G(Lt ,Pn(t, T ),Z) of:
2We regard portfolio CDS as synthetic CDOs with attachment point 0% and detachment point 100%.
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(i) losses Lt up to time t
(ii) one representative component Pn(t, T ) of the loss distribution
(iii) other (not directly default-related) market variables Z such as interest rates or
exchange rates.
To shorten notation, we simplified the dependence on CDO prices from a dependence
on the whole loss distribution {Pn(t, T ) | n = 0, . . . ,N;T > t} to a dependence on
just one Pn(t, T ) alone. The argument would remain valid for any number of future
loss probabilities Pnk (t, Tk), k = 1, . . . ,K , in the payoff function.
Let us consider two filtrations: a market filtration F = (Ft )t≥0, and a background
filtration F0 = (F 0t )t≥0, with the inclusion F0  F so that the background filtration
contains less information than the market filtration. In particular, the loss process L
and the default times τn, n > 0, are F-adapted, but not F0-adapted. The variable Z,
on the other hand, is in the background information, i.e., F 0t -measurable.
We can now rewrite the payoff function G(·) as
X = G(Lt ,Pn(t, T ),Z
) =
N∑
m=0
1{Lt=m}G
(
m,Pn(t, T ),Z
)
=
N∑
m=0
1{Lt=m}G
(
m,1{Lt=m}Pn(t, T ),Z
)
.
As we show in detail later on (Corollary 5.7 to Lemma 5.6 and (5.4)), under suitable
assumptions, we have that
1{Lt=k}Pn(t, T ) = 1{Lt=k}P˜n,k(t, T ), (2.1)
where the variables P˜n,k(t, T ) are only F0-adapted, i.e., they do not directly reference
the loss process any more. The payoff decomposition becomes
X =
N∑
m=0
1{Lt=m}G
(
m,1{Lt=m}P˜n,m(t, T ),Z
) =
N∑
m=0
1{Lt=m}G
(
m, P˜n,m(t, T ),Z
)
,
and the problem of pricing the generic contingent claim reduces to the evaluation of
E[X] =
N∑
m=0
E
[
1{Lt=m}G
(
m, P˜n,m(t, T ),Z
)]
=
N∑
m=0
E
[
E
[
1{Lt=m}G
(
m, P˜n,m(t, T ),Z
) ∣∣ F 0t
]]
=
N∑
m=0
E
[
P
[
Lt = m
∣∣ F 0t
]
G
(
m, P˜n,m(t, T ),Z
)]
. (2.2)
In the last equation all variables are F 0t -measurable; thus all reference to the loss
process has been removed and the pricing problem has been reduced to a problem
under the background filtration F0.
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A numerical scheme to evaluate (2.2) using Monte Carlo simulation would involve
the following steps for each scenario of the background variables:
(i) evaluate P[Lt = m | F 0t ]
(ii) evaluate P˜n,m(t, T ), and
(iii) repeat and average the results.
(Of course, based upon the concrete specification of the processes, one may find more
efficient algorithms.)
Step (i) requires integrating a set of integrals (given in Lemma 5.6) which can be
done quite efficiently. It is here where the numerical advantage of the background
approach lies. In the market filtration, one would have to average over a very large
number of simulated paths for the loss process L to reach the same “weights” that
are reached here with one integration: Large losses typically have very low probabil-
ities (≈10−3), yet the payoffs in these states are usually highly relevant to the credit
derivative’s value. Thus, a very large number of simulations is required to accurately
capture the probabilities of these states of nature.
Step (ii) is probably numerically the most expensive step. It can be achieved by
either using projection methods similar to the Longstaff and Schwartz [20] least-
squares approach, by running a second “simulation within the simulation,” or by ex-
ploiting possible additional structure in the model specification (e.g. Markovianity
with a low-dimensional state space).
The numerical effort for the evaluation of the future price of the underlying CDO
in step (ii) is not specific to the background filtration approach. It will pose the same
numerical problems in almost all models; in particular it will still be present (and
even more important, because it has to be performed in many more scenarios) if the
background approach is not used.
The following questions were left open in the argument above and will be an-
swered in this paper:
– What assumptions are necessary (and/or sufficient) for (2.1) to hold?
– Under these assumptions, can we give closed-form expressions for P˜n,k(t, T )?
– Under these assumptions, can we give closed-form expressions for P[Lt = m|F 0t ]?
2.2 Filtrations
Filtrations are abbreviated with math blackboard letters and the σ -algebras that make
up the filtration with math calligraphic letters (e.g. G stands for (Gt )t≥0). M2(G)
denotes the space of square-integrable G-martingales, and all processes are assumed
to be càdlàg (unless explicitly specified otherwise).
Definition 2.2 (Filtrations)
(i) For each n, Fn is the smallest filtration which contains F0, satisfies the usual
hypotheses, and makes τ1, . . . , τn stopping times. In other words,
F nt =
⋂
>0
(F 0t+ ∨ T 1t+ ∨ · · · ∨ T nt+
)
,
where Tn is given by T nt = σ({{τn > u};u ≤ t}).
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(ii) The market filtration is the filtration F := FN containing information about all
default times in the portfolio.
Clearly, L is FN -adapted and F0 ⊆ F1 ⊆ · · · ⊆ FN . F0 can be thought of as the
flow of default-free market information to which all assets that are insensitive to
credit portfolio losses are adapted, and F = FN is the full market filtration, including
information about all defaults.
In order to avoid trivialities, we assume that Fn does not contain “too much” in-
formation about the next loss time τn+1:
Assumption 2.3 P[τn+1 > t | F nt ] > 0 a.s. for every n = 0, . . . ,N − 1 and t ≥ 0.
Then, since also τn+1 < ∞ a.s., τn+1 is in particular not an Fn-stopping time.
Remark 2.4 Fn is not equal to Gn := F0 ∨T1 ∨ · · ·∨Tn, the minimal enlargement of
F
0 which makes τ1, . . . , τn stopping times: Gn is in general not right-continuous (see
e.g. [21], p. 370), while Fn is. We chose to use Fn as we find it more convenient to
work with the minimal enlargements that do satisfy the usual conditions. Neverthe-
less, almost all results obtained in this paper remain valid if Fn is replaced with Gn
for all n.
Also note that Fn+1 can be characterized equivalently in recursive fashion as the
smallest filtration which contains Fn, makes τn+1 a stopping time, and satisfies the
usual conditions, i.e.,
F n+1t =
⋂
>0
(F 0t+ ∨ T 1t+ ∨ · · · ∨ T n+1t+
) =
⋂
>0
(F nt+ ∨ T n+1t+
)
.
An explicit generator πnt of the σ -field F 0t ∨ T 1t ∨ · · · ∨ T nt is
πnt :=
{
F 0 ∩ {τn > un};F 0 ∈ F 0t , u ∈ [0, t]N
}
, (2.3)
and the σ -field F n−1t ∨ T nt is generated by the π -system
π˜nt :=
{
F ∩ {τn > un};F ∈ F n−1t , u ∈ [0, t]N
}
.
3 The successive H-property
Definition 3.1 (i) below is the standard definition of the martingale preserving prop-
erty/embedding property (H-hypothesis) in the case when the enlargement of the
filtration is done in one step, i.e. if only two filtrations are involved. In the top-
down credit loss setup, on the other hand, a succession of N filtration enlargements
F
0 ⊆ F1 ⊆ · · · ⊆ FN exists. We define two extensions of the H-hypothesis:
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Definition 3.1 (H-hypothesis)
(i) Let F be a subfiltration of G. The enlargement G ⊇ F satisfies the H-property
and we write F H−→ G iff
M2(F) ⊆ M2(G). (H)
(ii) F0 ⊆ F1 ⊆ · · · ⊆ FN satisfies the successive H-property iff
F
n H−→ Fn+1 for every n = 0, . . . ,N − 1. (∗)
(iii) F0 ⊆ F1 ⊆ · · · ⊆ FN satisfies the one-step H-property iff
F
0 H−→ FN. (∗∗)
Remark 3.2 In general, the successive H-property (∗) is a stronger assumption
than the one-step H-property (∗∗), i.e., in an arbitrary successive enlargement
G
I ⊆ GII ⊆ GIII , GI H−→ GIII does in general not imply GII H−→ GIII although it
does of course imply GI H−→ GII .
As a simple counterexample take an enlargement GII ⊆ GIII which does not sat-
isfy the H-hypothesis3 and let GI be trivial. Then GI H−→ GIII holds, but of course
by construction we do not have GII H−→ GIII .
The following theorem is the main result of this section. It states that in the case of
a successive enlargement by an increasing sequence of stopping times, the one-step
H-property is actually already sufficient for the successive H-property:
Theorem 3.3 The following assertions are equivalent in our enlargement setup:
(i) F0 H−→ FN : The one-step H property (∗∗) holds.
(ii) Fn H−→ Fn+1 for every n = 0, . . . ,N − 1: The successive H-property (∗) holds.
(iii) Fn H−→ FN for every n = 0, . . . ,N − 1.
Proof See Sect. 3.1 below. 
Remark 3.4 Theorem 3.3 can be extended in a straightforward manner to the case
N = ∞. For an increasing sequence of random times τn, n ∈ N, let F∞ be the min-
imal filtration satisfying the usual hypotheses, which contains F0 and makes all τn
stopping times; in other words, F ∞t :=
⋂
>0(F 0t+ ∨
∨∞
n=0 T nt+). Then the follow-
ing assertions are equivalent:
(i′) F0 H−→ F∞.
3E.g. let GII be the natural filtration of a Brownian motion W on [0,1], and let GIII be generated by
adding information about its final value, i.e., G IIIt = σ(W1) ∨ G IIt for all t ≤ 1.
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(ii′) Fn H−→ Fn+1 for all n ∈ N.
(iii′) Fn H−→ F∞ for all n ∈ N.
Noting that F 0t ∨
∨∞
n=0 T nt is generated by sets of the form F 0 ∩ {τN > uN } with
F 0 ∈ F 0t , uN ∈ [0, t]N and N ∈ N, the proof is analogous to that of Theorem 3.3.
Theorem 3.3 states that if (i) adding the full running loss information ∨Nn=1 Tn to
the default-free market information F0 “at once” preserves the martingale property,
then (ii) “nothing can go wrong” any more in the intermediate steps; the successive
H-assumption already holds.
It is hard to argue directly why the successive H-assumption (∗) would hold in
real markets. This would require several arguments for each of the successive default
times τn and their corresponding enlargements of filtrations Fn
H−→ Fn+1, moving
from one hypothetical situation (“if we could only observe the first n defaults . . . ”) to
another hypothetical situation (“if we could only observe the first n+1 defaults . . . ”).
Both of these hypothetical situations are rather contrived. (Why do we only observe
the first n defaults? Why not more? Why not less? Why any defaults at all? Which
N −n obligors out of all N obligors do we not observe—what are their names?) Thus,
forming an opinion about the differences between them (i.e., validating Fn H−→ Fn+1
with an economic argument) seems almost impossible.
Fortunately, Theorem 3.3 relieves us from this task and tells us that it is suffi-
cient to motivate (∗∗), i.e., F0 H−→ FN . This is much easier. First, there is only one
hypothesis to support, and not N . Second, that hypothesis is about the difference be-
tween the situation when we observe no defaults (i.e., F0), and the situation when
we observe all defaults (i.e., FN ). The situation FN is the market filtration; it is the
information that is available in reality, not a hypothetical situation. And information
F
0
, i.e., not observing any defaults, is also a clearly defined situation that one can
imagine without difficulty in a thought experiment.
Nevertheless, Theorem 3.3 does not do all the work for us. It does not in itself
provide a “proof” of the one-step H-hypothesis (∗∗). The condition (∗∗) is still an
assumption which has to be justified from economic arguments outside the mathe-
matical model.
Furthermore, it was noticed by Kusuoka [18] that the H-hypothesis is in gen-
eral not invariant under an equivalent change of probability measure. Hence, for
derivatives pricing, assumption F0 H−→ FN has to be made directly under the/an
equivalent martingale (pricing) measure. There are some interesting related results,
e.g. it can be shown that if the defaultable/loss FN -market is arbitrage-free and the
default-free/initial F0-market is complete, then F0 H−→ FN is satisfied under every
F
N
-equivalent martingale measure (see [3], p. 150).
While the one-step H-property (∗∗) is much easier to justify, it is unfortunately
less convenient to work with (otherwise we should not need Theorem 3.3). For con-
crete calculations, the successive H-property has the advantage of allowing a reduc-
tion of the pricing problems to an iterative sequence of problems, where the nth
problem only involves one stopping time τn.
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Problems involving one stopping time under H have already been treated exten-
sively in the literature. The main workhorse for such problems is the following well-
known lemma (see e.g. [4] or [11]) which summarizes the key properties of expecta-
tions under filtration enlargements satisfying H:
Lemma 3.5 The following statements are equivalent to F H−→ G.
(i) E[F | Ft ] = E[F | Gt ] for every F ∈ L2(F∞) for any t .
(ii) E[G | F∞] = E[G | Ft ] for every G ∈ L2(Gt ) for any t .
(iii) E[FG | Ft ] = E[F | Ft ]E[G | Ft ] for every F ∈ L2(F∞) and G ∈ L2(Gt ) for
any t , i.e., F∞ and Gt are conditionally independent given Ft for any t .
Proof See the references in [11]. 
3.1 Proof of Theorem 3.3
The proof, apart from some technical details, is based on the monotonicity of the
random times τ1, . . . , τN and the explicit generator π˜nt of F n−1t ∨ T nt as given in (2.3).
We need an auxiliary lemma concerning general enlargements (starting from fil-
trations which satisfy the usual hypotheses).
Lemma 3.6 Let G be any filtration and G+ be the minimal right-continuous filtration
containing G.
(i) Every bounded G-martingale with a càdlàg version is also a G+-martingale.
(ii) Let F satisfy the usual conditions and F ⊆ G. Then F H−→ G implies F H−→ G+.
Proof (i) can be found in [6], Chap. IV, Theorem 2, and (ii) follows directly
from (i). 
Proof of Theorem 3.3 It is clear that “(iii) ⇒ (ii)” and “(ii) ⇒ (i)”. To show
“(i) ⇒ (iii)”, we shall prove that F0 H−→ · · · H−→ Fk−1 H−→ FN implies
F
k−1 H−→ Fk H−→ FN for every k = 1, . . . ,N − 1. Then the claim will follow by
induction in k.
So let F0 H−→ · · · H−→ Fk−1 H−→ FN hold for some 0 < k < N . Since Fk ⊆ FN , it
remains to show Fk H−→ FN . By virtue of Lemma 3.5 and Lemma 3.6 (ii), we must
only prove
E
[
Xk
∣∣ F kt ∨ T k+1t ∨ · · · ∨ T Nt
] = E[Xk ∣∣ F kt
]
for all Xk ∈ L2(F k∞
)
,
and hence by Dynkin’s lemma, it is sufficient to show that for any uN ∈ [0, t]N and
Fk ∈ F kt ,
E
[
Xk1{τN>uN }1Fk
] = E[E[Xk ∣∣ F kt
]
1{τN>uN }1Fk
]
.
We first take Xk of the form Xk = Xk−11{τk>T } where Xk−1 ∈ L2(F k−1∞ ) and T ≥ 0.
By assumption, it holds E[Xk−1 | F Nt ] = E[Xk−1 | F k−1t ] = E[Xk−1 | F kt ]. Thus, if
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T < t , we have
E
[
Xk1{τN>uN }1Fk
] = E[E[Xk−1 ∣∣ F Nt
]
1{τk>T }1{τN>uN }1Fk
]
H= E[E[Xk−1 ∣∣ F kt
]
1{τk>T }1{τN>uN }1Fk
]
= E[E[Xk−11{τk>T }
∣∣ F kt
]
1{τN>uN }1Fk
]
= E[E[Xk ∣∣ F kt
]
1{τN>uN }1Fk
]
.
On the other hand, if T ≥ t , we notice that thanks to the monotonicity of τ1, . . . , τN
we have 1{τk>T } = 1{τk>T }1{τk>t} and 1{τk>t}1{τN>uN } = 1{τk>t}1{τk>uk}. Hence
E
[
Xk1{τN>uN }1Fk
] = E[Xk−11{τk>T }1{τk>t}1{τk>uk}1Fk
]
= E[E[Xk−11{τk>T }
∣∣ F kt
]
1{τk>t}1{τk>uk}1Fk
]
= E[E[Xk−11{τk>T }
∣∣ F kt
]
1{τk>t}1{τN>uN }1Fk
]
= E[E[Xk ∣∣ F kt
]
1{τN>uN }1Fk
]
.
Then the claim follows because {Xk = Xk−11{τk>T } | Xk−1 ∈ L2(F k−1∞ ), T ≥ 0} is
dense in L2(F k∞). 
4 The canonical loss process
The aim of this section is to provide a concrete situation in which the successive
H-property holds: the canonical construction of a loss process. Proposition 4.9 will
show that this construction is indeed the stochastic representation of the successive
H-property: Up to regularity, assuming the successive H-property (∗) is equivalent to
assuming the construction below.
4.1 The canonical construction
As we want to construct random times τ1, . . . , τN satisfying (∗) (they are not given
a priori), we need some “construction material”:
Assumption 4.1 On (Ω, F ,P ) there are N random variables E1, . . . ,EN which are
i.i.d. unit-exponentially distributed and independent of F 0∞.
Definition 4.2 (Canonical construction) Let Assumption 4.1 hold.
(A) For each n = 0, . . . ,N − 1, successively
(n1) choose λn ≥ 0, Fn-adapted with ∫ t0 λns ds < ∞ a.s. for all t < ∞ and∫ ∞
0 λ
n
s ds = ∞ a.s.
(n2) define τn+1 := inf{t > τn|
∫ t
τn
λns ds ≥ En+1}
(n3) let Fn+1 be as in Definition 2.2.
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(B) Define the loss process Lt := ∑Nn=1 1{τn≤t} and let FN be the market filtration
(C) We call L the canonical loss process with respect to λn; A denotes the pre-
dictable FN -compensator of L.
For the one-obligor case (N = 1) this is the Cox process construction by Lando
[19]. Here, L can be interpreted as a generalization of the Cox process construc-
tion because λn may vary across different values of n, and furthermore we allow
λn to depend on (a part of) the history of L, namely the “truncated” loss history
σ({Lu ∧ n,u ≤ t}). Nevertheless, as in [19], also here the “intensity” λnt is well-
defined even after τn.
Here are some elementary properties of the canonically constructed loss process.
Proposition 4.3 The canonical loss process has the following properties.
P1. τ0 < τ1 < · · · < τN < ∞ a.s.
P2. P[τn+1 > t | F n∞] = e−
∫ t
t∧τn λ
n
s ds
.
P3. The successive H-property (∗) holds.
P4. At = ∑N−1n=0
∫ t
0 1{Ls=n}λ
n
s ds.
P5. τn+1 avoids the Fn-stopping times, i.e., for every Fn-stopping time Θ ,
P[τn+1 = Θ] = 0.
Proof See Appendix A. 
Properties P1 and P2 ensure that Assumption 2.3 holds and by P4 the canonical
loss process admits the FN -intensity
λt :=
N−1∑
n=0
1{Lt=n}λnt .
This shows that τn is FN - (and hence Fn-) totally inaccessible for each n and that
contagion, usually referred to as the ability of the loss intensity to jump (up) at the
occurrence of defaults, is a natural feature of the canonical model. The size of the
jump of the loss intensity at the nth default is 	λτn = λnτn − λn−1τn− for all n.
Remark 4.4 Enlargements by (a sequence of) ordered random times were also studied
in [16], Chap. 5.1. They let Ψ 1 ≤ Ψ 2 be nonincreasing F0-adapted processes and
define
τn := inf
{
t ≥ 0 ∣∣ e−Ψ nt ≥ E}, n = 1,2,
where E is one unit exponential random variable independent of F 0∞. This construc-
tion is evidently different from ours. In particular, in their setup F 2∞ is generated by
F 0∞ and E, whereas in our case F 2∞ contains F 0∞, σ(E1) and σ(E2). Also, their τ2
does not avoid the F1-stopping times (cf. Proposition 4.3).
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4.2 Property (∗) and the canonical model
In Sect. 4.1 we saw that the canonical construction yields a loss process L such that
the successive H-property (∗) holds and τ1, . . . , τN are FN -totally inaccessible. In
this part we prove a converse result: If τ1, . . . , τN are FN -totally inaccessible and (∗)
holds, then, under some additional regularity, L must be a canonical loss process.
Thus we are back in the general setup of Sect. 2 (i.e., Assumption 4.1 is not made).
Note that if a general loss process L admits a predictable compensator of the form
At = ∑N−1n=0
∫ t
0 1{Ls=n}λ
n
s ds for some Fn-adapted λn ≥ 0 with
∫ t
0 1{Ls=n}λ
n
s ds < ∞
a.s. for all t < ∞ and ∫ ∞0 1{Ls=n}λns ds = ∞ a.s., n = 0, . . . ,N − 1, then it is a
canonical loss process if (and only if) the random variables
En+1 :=
∫ τn+1
τn
λns ds, n = 0, . . . ,N − 1 (4.1)
are i.i.d. unit-exponentially distributed and independent of F 0∞ (here, these
E1, . . . ,EN are not given a priori). To see this, one can check that by nonnegativ-
ity of the λn and since τn < τn+1 a.s., we have indeed
τn+1 = inf
{
t > τn
∣∣∣∣
∫ t
τn
λns ds ≥
∫ τn+1
τn
λns ds
}
= inf
{
t > τn
∣∣∣∣
∫ t
τn
λns ds ≥ En+1
}
for all n = 0, . . . ,N − 1. In other words, every canonical loss process can be recon-
structed using its E1, . . . ,EN as given in (4.1) in the explicit construction of Defini-
tion 4.2.
The processes λn in (4.1) are only Fn-adapted. Thus they “live” beyond τn+1 be-
cause τn+1 is not Fn-adapted, unlike the predictable compensator of 1{τn+1≤t} which
remains constant after τn+1.
The first step is to show existence of the required processes λn, which is estab-
lished in the following Proposition 4.5 without any assumptions beyond absolute
continuity and Assumption 2.3.
Proposition 4.5 There exist Fn-predictable processes Λn for n = 0, . . . ,N − 1, such
that the predictable compensator A of L satisfies
At =
N−1∑
n=0
Λnτn+1∧t − Λnτn∧t . (4.2)
Moreover, under Assumption 2.3, the Λn above are unique.
If A is absolutely continuous, i.e., At =
∫ t
0 λs ds, then for each n = 0, . . . ,N − 1,
there exists a unique Fn-adapted λn such that
At =
N−1∑
n=0
∫ t
0
1{Ls=n}λns ds. (4.3)
Proof See Appendix B. 
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The idea of the proof of Proposition 4.5 is based upon a remark in [8], p. 186, that
on the set {τn+1 ≥ t}, every Fn+1-predictable process is equal to an Fn-predictable
process, and this process is unique if and only if P[τn+1 ≤ t | F nt ] < 1 for all t ≥ 0.
The standing assumption for the rest of this section is the following:
Assumption 4.6 It holds:
(i) F0 H−→ FN .
(ii) τn+1 avoids the Fn-stopping times for all n = 0, . . . ,N − 1, i.e.,
P[τn+1 = Θ] = 0 for every Fn-stopping time Θ.
(iii) A is absolutely continuous and λn in (4.3) satisfies ∫ t0 λns ds < ∞ a.s. for all
t < ∞ and ∫ ∞0 λns ds = ∞ a.s., for all n = 0, . . . ,N − 1.
Intuitively, (ii) means that when passing from Fn to Fn+1, the added random time
τn+1 is “something completely new.” Also note that
∫ t
0 λ
n
s ds < ∞ a.s. in (iii) does
not follow from E[At ] = E[Lt ] ≤ N < ∞; it is indeed an additional condition on λn.
A useful equivalence to further understand the implications of (ii) is the following:
Lemma 4.7 Let F be any filtration satisfying the usual conditions and τ a random
time, and let G be the minimal right-continuous filtration containing F and making
τ a stopping time. If τ is G-totally inaccessible, then the following assertions are
equivalent:
(i) τ avoids the F-stopping times, i.e., P[τ = Θ] = 0 for all F-stopping times Θ .
(ii) The F-martingales do not jump at τ , i.e., 	Mτ = 0 a.s. for all F-martingales M .
Proof (i) ⇒ (ii): Let (i) hold and M be an F-martingale. We recall that M is càdlàg
(has a càdlàg version), hence the stopping times Θk denoting the times of the kthjump of M larger than  satisfy limk→∞ Θk = ∞ a.s. for all  > 0. Thus
P[	Mτ = 0] = lim
m→∞ P
[|	Mτ | > 1/m
] = lim
m→∞
∞∑
k=1
P
[
τ = Θ1/mk
] = 0.
(ii) ⇒ (i): Conversely, assume there exists an F-stopping time Θ with P[τ = Θ] > 0.
Without loss of generality we may assume that Θ is F-totally inaccessible.4 Then
there exists an F-martingale M with exactly one jump, of size one and occurring
at Θ (see [21], Chap. III, Theorem 22, p. 124), and hence
P[	Mτ = 0] = P[τ = Θ] > 0. 
Remark 4.8 It is not possible to directly apply the above Lemma 4.7 to the enlarge-
ment from F0 ∨ T1 ∨ · · · ∨ Tn to F0 ∨ T1 ∨ · · · ∨ Tn+1 (Gn to Gn+1) because, as we
4By Protter [21] (Chap. III, Theorem 3, p. 104), there exist unique F-stopping times Θa and Θi such that
Θa is F-accessible and Θi is F-totally inaccessible, P[Θa < ∞,Θi < ∞] = 0 and Θ = Θa ∧Θi . τ < ∞
a.s. implies P[Θ = τ ] = P[Θa = τ ] + P[Θi = τ ]. Since τ is G-totally inaccessible, it avoids the G- and
hence the F-accessible stopping times. Therefore P[Θa = τ ] = 0 and P[Θi = τ ] > 0.
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mentioned, F0 ∨ T1 ∨ · · · ∨ Tn (Gn) in general does not satisfy the usual conditions
(unless n = 0 or F0 is trivial, see e.g. [21], p. 370). This is one of the reasons why we
prefer to work with Fn instead of F0 ∨ T1 ∨ · · · ∨ Tn (Gn).
In the rest of this section, we show that every loss process satisfying Assump-
tion 4.6 is a canonical loss process. Given the results above, it remains to show that
the En of (4.1) are indeed i.i.d. unit-exponentially distributed and independent of F 0∞.
Theorem 4.9 Under Assumption 4.6, L is a canonical loss process.
Proof It is well known that under Fn H−→ Fn+1, the Fn-supermartingale
Gnt := P
[
τn+1 > t | F nt
] H= P[τn+1 > t | F n∞
]
is nonincreasing and Fn-predictable. Due to “the key lemma” 3.5 in [2] (see also
Lemma 5.2 below for a generalization), the relationship between Gnt and Λnt , respec-
tively λnt , is that
dGnt
Gnt−
= −dΛnt∧τn = −1{τn≤t}λnt dt.
Then
∫ t
0 λ
n
s ds < ∞ a.s. for all t < ∞ implies Γ nt := −logGnt = Λnt − Λnt∧τn =∫ t
t∧τn λ
n
s ds. See e.g. [3] and the references therein for these results.
It has to be noted next that under Fn H−→ Fn+1, Gn is continuous if and only if
τn+1 avoids the Fn-stopping times. Hence, according to the proof of Lemma 2 in
[3], since Gn is continuous and ∫ ∞0 λns ds = ∞ a.s., En+1 := Γ nτn+1 is indeed unit-
exponentially distributed and independent of F n∞ for each n = 1, . . . ,N .
Further, since En is F n∞-measurable for every n = 1, . . . ,N , the variables
E1, . . . ,EN are also independent. A direct proof of this result can be found in Theo-
rem 44 of [9]. 
5 The conditional Markov loss model
Now that we have a concrete stochastic representation of the loss process, we can
tackle some of the pricing problems that were motivated in Sect. 2.1. There, one im-
portant step was in (2.1) which tried to express 1{Lt=k}Pn(t, T ) = 1{Lt=k}P˜n,k(t, T )
for some suitably defined, F0-adapted P˜n,k(t, T ). The ultimate goal was to be able to
move from expressions conditional on the market filtration FN to expressions condi-
tional only on the background filtration F0.
5.1 A general Bayes-type rule
Definition 5.1 The F nt -conditional transition probabilities are defined as
P̂n,m(t, T ) := 1{Lt≥n}
E[1{Lt=n}1{LT =m} | F nt ]
E[1{Lt=n} | F nt ]
.
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By Bayes’ rule, P̂n,m(t, T ) can be regarded as the probability of going to LT = m,
conditionally on Lt = n and F nt . Note that {Lt = n} = {Lt ≥ n}∩{Lt ≤ n} is not F nt -
measurable. Indeed, on Fn, we observe τn but we do not know if L has moved on in
the meantime; more precisely 1{Lt≥n} = 1{τn≤t} is Fn-adapted, but 1{Lt≤n} = 1{τn+1>t}
is not. Thus
E
[
1{Lt=n}
∣∣ F nt
] = 1{Lt≥n}E
[
1{τn+1>t}
∣∣ F nt
]
,
and by Assumption 2.3 the conditional expectation on the right-hand side is (strictly)
positive on the set {Lt ≥ n}.
The following lemma holds irrespective of any H-assumption on the consecutive
enlargement F0 ⊆ · · · ⊆ FN and tells how close we can get to (2.1).
Lemma 5.2 For any X ∈ L1(F nT ) we have
1{Lt=n}E
[
X1{LT =m}
∣∣ F Nt
] = 1{Lt=n}
E[X1{Lt=n}1{LT =m} | F nt ]
E[1{Lt=n} | F nt ]
. (5.1)
In particular,
1{Lt=n}Pm(t, T ) = 1{Lt=n}P̂n,m(t, T ). (5.2)
Proof See Appendix C. 
For the pure conditional survival probability, the difference of (5.2) to our aim
of (2.1) is that P̂n,m(t, T ) is F nt -measurable, while we desired P˜n,m(t, T ) which are
F 0t -measurable, i.e., purely background-measurable.
Remark 5.3 For m = n = 1, (5.2) is already well known; it can be found e.g. in [3],
Lemma 1 (p. 147).
5.2 The conditional Markov model, a special case
Note that if L is a canonical loss process, then for m = n, since 1{Lt=n}1{LT =n} =
1{Lt≥n}1{τn+1>T } for all T ≥ t , we have by Proposition 4.3, P2 that
1{Lt=n}P̂n,n(t, T ) = 1{Lt=n}
E[E[1{τn+1>T } | F nT ] | F nt ]
E[1{τn+1>t} | F nt ]
= 1{Lt=n}E
[
e−
∫ T
t λ
n
s ds
∣∣ F nt
]
.
Using in addition that a canonical loss process has the successive H-property, we
observe that if λn were F0-adapted, then on the set {Lt = n}, P̂n,n(t, T )—and so
Pn(t, T )—would indeed be equal to the F 0t -measurable variable
E
[
e−
∫ T
t λ
n
s ds
∣∣ F nt
] H= E[e−
∫ T
t λ
n
s ds
∣∣ F 0t
]
,
which is what we are after. Therefore, in order to find a decomposition (2.1) we make
the following assumption.
Background filtrations for top-down models 95
Assumption 5.4 The loss process is a canonical loss process, and the processes λn
in (4.1) are F0-adapted for all n = 0, . . . ,N − 1.
In this case, L can be interpreted as a finite-state Markov chain if it is conditioned
on F 0∞. This assumption does not rule out contagion, as the intensity of L still can
depend on the level of L itself. Assumption 5.4 should not be confused with the
alternative assumption that the loss process and its intensity (L,λ) jointly form a
Markov process. The latter assumption is made e.g. in [14] and [13].
Definition 5.5 The F 0∞- and F 0t -conditional transition probabilities are defined by
P˜n,m(t, T ) := E[1{Lt=n}1{LT =m} | F
0
t ]
E[1{Lt=n} | F 0t ]
,
P˜∞n,m(t, T ) :=
E[1{Lt=n}1{LT =m} | F 0∞]
E[1{Lt=n} | F 0∞]
, (5.3)
P˜n(t) := E[1{Lt=n} | F 0t ] H= E[1{Lt=n} | F 0∞].
We begin with an intuitive result, which is due to the interpretation of L as an
F 0∞-conditional Markov chain.
Lemma 5.6 The F 0∞-conditional transition probabilities can be represented as
P˜∞n,m(t, T ) = 1{m=n}e−
∫ T
t λ
n
s ds +
∫ T
t
e−
∫ T
u λ
m
s ds P˜∞n,m−1(t, u)λm−1u du,
and
1{Lt≥n}P˜∞n,m(t, T ) = 1{Lt≥t}
E[1{Lt=n}1{LT =m} | F n∞]
E[1{Lt=n} | F n∞]
.
Proof See Appendix D. 
The formulae for P̂n,m(t, T ) now follow directly:
Corollary 5.7 It holds
P˜n,m(t, T ) = E
[
P˜∞n,m(t, T )
∣∣ F 0t
]
= 1{m=n}E
[
e−
∫ T
t λ
n
s ds
∣∣ F 0t
]
+
∫ T
t
E
[
e−
∫ T
u λ
m
s ds P˜∞n,m−1(t, u)λm−1u
∣∣ F 0t
]
du,
and we have the relationship
P̂n,m(t, T ) = 1{Lt≥n}P˜n,m(t, T ).
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Lemma 5.6 and its corollary also show that P˜∞n,m(t, T ) is continuous and
P˜n,m(t, T ) is right-continuous in T a.s.
Proof of Corollary 5.7 The formula for P˜n,m(t, T ) follows immediately from
Lemma 5.6 and
P˜n,m(t, T ) = E
[
E[1{Lt=n}1{LT =m} | F 0∞]
E[1{Lt=n} | F 0t ]
∣∣∣∣ F 0t
]
H= E
[
E[1{Lt=n}1{LT =m} | F 0∞]
E[1{Lt=n} | F 0∞]
∣∣∣∣ F 0t
]
= E[P˜∞n,m(t, T )
∣∣ F 0t
]
,
and then the relationship P̂n,m(t, T ) = 1{Lt≥n}P˜n,m(t, T ) is due to
P̂n,m(t, T )
H= E
[
1{Lt≥t}
E[1{Lt=n}1{LT =m} | F n∞]
E[1{Lt=n} | F n∞]
∣∣∣∣ F nt
]
= 1{Lt≥n}E
[
P˜∞n,m(t, T )
∣∣ F nt
]
H= 1{Lt≥n}E
[
P˜∞n,m(t, T )
∣∣ F 0t
] = 1{Lt≥n}P˜n,m(t, T ). 
A consequence of Lemma 5.6 and its corollary is that in the conditional Markov
setup we can represent the market-filtration loss probabilities Pm as initially indicated
in (2.1), or
Pm(t, T ) =
N∑
n=0
1{Lt=n}P˜n,m(t, T ). (5.4)
This means that restricted to any set {Lt = n}, the loss probabilities Pm depend only
on the “default-free” information F 0t .
Remark 5.8 As an aside of Lemma 5.6 we also observe the F 0∞-conditional Kol-
mogorov forward ODE
∂T P˜
∞
(t, T ) = P˜∞(t, T )λ(T ), P˜∞(t, t) = idN+1, (5.5)
where P˜∞(t, T ) is the matrix with P˜∞(t, T )n,m := P˜∞n,m(t, T ), λ(T ) is the generator
matrix with λ(T )n,m = −1{n=m}λnT + 1{m=n+1}λnT , and idk is an identity matrix of
dimension k.
Finally, we give a formal proof that L is indeed a Markov chain if conditioned
on F 0∞.
Lemma 5.9 For every k > 0 and every 0 ≤ u1 ≤ · · · ≤ uk < t and n1 ≤ · · · ≤ nk ≤ n,
it holds that
E[1{LT =m}1{Lt=n}1{Luk=nk} · · ·1{Lu1=n1} | F 0∞]
E[1{Lt=n}1{Luk=nk} · · ·1{Lu1=n1} | F 0∞]
=P˜∞n,m(t, T ).
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Proof We distinguish the cases nk < n and nk = n. For nk < n, the numerator on the
left-hand side simplifies to
E
[
1{LT =m}1{Lt=n}1{Luk=nk} · · ·1{Lu1=n1}
∣∣ F 0∞
]
= E[E[1{LT =m}1{Lt=n}
∣∣ F n∞
]
1{Luk=nk} · · ·1{Lu1=n1}
∣∣ F 0∞
]
= P˜∞n,m(t, T )E
[
E
[
1{Lt=n}
∣∣ F n∞
]
1{Luk=nk} · · ·1{Lu1=n1}
∣∣ F 0∞
]
,
and the denominator satisfies
E
[
1{Lt=n}1{Luk=nk} · · ·1{Lu1=n1}
∣∣ F 0∞
]
= E[E[1{Lt=n}
∣∣ F n∞
]
1{Luk=nk} · · ·1{Lu1=n1}
∣∣ F 0∞
]
.
In the case nk−1 < nk = n, we notice that on the set {Lt = n}, we have
1{Luk=nk} = 1{Luk≥n} which is F nt -measurable. Then the proof is analogous. We
do not need to consider the case nk−1 = nk = n since 1{Luk−1=n}1{Luk=n}1{Lt=n} =
1{Luk−1=n}1{Lt=n}. 
5.3 Conclusion
We can now give answers to the questions that were raised at the end of Sect. 2.1.
The convenient representation of the loss probabilities given in (2.1), which al-
lowed the payoff decomposition and the transformation of the pricing problem, holds
under Assumption 5.4, i.e., if the loss process satisfies the successive H-property and
if the intensity processes in its canonical representation are all F0-adapted.
Then, Corollary 5.7 gives the expressions that must be evaluated in order to derive
P˜n,m(t, T ) and of course also P˜n,m(0, t). For this, the Kolmogorov-type ordinary
differential equations given in Remark 5.8 may also be helpful, but concrete values
for P˜n,m(t, T ) will of course always depend on the specification of the dynamics
of the λnt . Nevertheless, none of the resulting pricing expressions contains a direct
reference to the loss process L itself.
Appendix A: Proof of Proposition 4.3
Proof of Proposition 4.3 P1: Since τ0 = 0 a.s., we may assume we have shown
τn < ∞ a.s. Then
P[τn < τn+1 < ∞] = lim
m→∞ P[τn + 1/m < τn+1 ≤ m]
= lim
m→∞ P
[∫ τn+1/m
τn
λns ds < En+1 ≤
∫ 1/m
τn∧m
λns ds
]
= P[0 < En+1 < ∞] = 1
which implies P1.
We continue with an auxiliary result. Its proof can be found below.
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Lemma A.1 En+1, . . . ,EN are independent of F n∞ for each n = 0, . . . ,N − 1.
Proof of Proposition 4.3 (continued). P2: Using Lemma A.1, we find first
P
[
τn+1 > t
∣∣ F n∞
] = P
[
En+1 >
∫ t
t∧τn
λns ds
∣∣∣∣ F n∞
]
= e−
∫ t
t∧τn λ
n
s ds .
P3: Second, since P[τn+1 > t |F n∞] is F nt -measurable, it is equal to
P[τn+1 > t |F nt ] and it is well known that in our setup this is equivalent to
F
n H−→ Fn+1 (see e.g. [7], p. 71, or [1], Sect. 6.1.1).5
P4: By property P3 it is sufficient to show that An+1t :=
∫ t
0 1{Ls=n}λ
n
s ds is the
predictable Fn+1-compensator of 1{τn+1≤t}. Using localization, we may assume with-
out restriction that An+1t is bounded. Further, due to Lemma 3.6 (i) and since
1{τn+1≤t} − An+1t is càdlàg (and locally bounded), it is sufficient to show that An+1
is the predictable (Fn ∨ Tn+1)-compensator of 1{τn+1≤t}. Obviously, An+1 is non-
decreasing and Fn+1-predictable (continuous and Fn+1-adapted). It remains to show
the martingale property. Take s < t and F := Fn ∩ {τn+1 > u} for some Fn ∈ F ns and
u ≤ s. Then 1F 1{τn+1>s} = 1Fn1{τn+1>s}. Using repeatedly P2, we deduce
E
[
1F (1{τn+1≤t} − 1{τn+1≤s})
] = E[1Fn(1{τn+1>s} − 1{τn+1>t})
]
= E[1Fn
(
e
− ∫ ss∧τn λnv dv − e−
∫ t
t∧τn λ
n
v dv
)]
= E
[
1Fn
∫ t
s
e
− ∫ yy∧τn λnv dv1{τn≤y}λny dy
]
=
∫ t
s
E
[
1Fn1{τn+1>y}1{τn≤y}λny
]
dy
= E
[
1Fn1{τn+1>s}
∫ t
s
1{Ly=n}λny dy
]
= E[1F
(
An+1t − An+1s
)]
.
By Dynkin’s lemma, this holds for every F ∈ F ns ∨ T n+1s because F ns ∨ T n+1s is
generated by sets of the form Fn ∩ {τn+1 > u} with Fn ∈ F ns and u ≤ s.
P5: Let Θ be an Fn-stopping time; then Θ = τn+1 implies
∫ Θ
τn
λns ds = En+1.
Hence
P[τn+1 = Θ] ≤ P
[∫ Θ
Θ∧τn
λns ds = En+1
]
= E
[
P
[∫ Θ
Θ∧τn
λns ds = En+1
∣∣∣ F n∞
]]
= 0
because En+1 has a diffuse law and is independent of F n∞ (again by Lemma A.1). 
5Bielecki and Rutkowski [1] only show equivalence to Fn H−→ Fn ∨ Tn+1. One can then pass from
F
n ∨ Tn+1 to Fn+1 by the right-continuity of Fn as in Lemma 3.6 (ii).
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Proof of Lemma A.1 For n = 0 the claim is trivially satisfied. We (may) continue
assuming the claim holds for n < N − 1, i.e.,
P
[
N⋂
k=n+1
{Ek > xk} ∩ F
]
= P[F ]
N∏
k=n+1
e−xk
for all xn+1, . . . , xN ≥ 0 and F ∈ F n∞. We want to show that the claim holds for
n + 1. To that end, let F := {τn+1 > un+1} ∩ F 0 with u ∈ [0,∞)N and F 0 ∈ F 0∞
and define Sy :=
∫ y
y∧τn λ
n
s ds, y ≥ 0. Then {τn+1 > un+1} = {En+1 > Sun+1} and,
since Sun+1 is nonnegative and F n∞-measurable, there exist xm1 , . . . , xmm ≥ 0 and dis-
joint Fm1 , . . . ,Fmm ∈ F n∞, for each m ∈ N, such that
∑m
j=1 xmj 1Fmj ↑ Sun+1 .6 Note that
Fn := {τn > un} ∩ F 0 ∈ F n∞. Thus
P
[
N⋂
k=n+2
{Ek > xk} ∩ F
]
= P
[
N⋂
k=n+2
{Ek > xk} ∩ {En+1 > Sun+1} ∩ Fn
]
= lim
m→∞
m∑
j=1
P
[
N⋂
k=n+2
{Ek > xk} ∩
{
En+1 > xmj
} ∩ Fmj ∩ Fn
]
= lim
m→∞
m∑
j=1
P
[
Fmj ∩ Fn
]
e
−xmj
N∏
k=n+2
e−xk
= lim
m→∞
m∑
j=1
P
[{
En+1 > xmj
} ∩ Fmj ∩ Fn
] N∏
k=n+2
e−xk
= P[{En+1 > Sun+1} ∩ Fn
] N∏
k=n+2
e−xk = P[F ]
N∏
k=n+2
e−xk ,
i.e., the claim holds for n+1 because F n+1∞ is generated by sets of the form like F . 
Appendix B: Proof of Proposition 4.5
Proof of Proposition 4.5 By [8], p. 186, there exists an FN−1-predictable process
ΛN−1 with
1{t≤τN }
(
ΛN−1t − Λt
) = 0.
6See e.g. the proof of Theorem 4.13 in [25].
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In particular, this shows also that ΛN−1τN = ΛτN on {τN < ∞}. Clearly, Λt = ΛτN∧t(because Lt = LτN∧t ) and thus
Λt = 1{t≤τN }Λt + 1{t>τN }ΛτN = 1{t≤τN }ΛN−1t + 1{t>τN }ΛN−1τN = ΛN−1τN∧t ,
which proves the claim for N = 1. For N > 1 we may continue by induction, as-
suming we have shown that there exist Fn-predictable Λn for n = k, . . . ,N − 1 such
that
Λt = Λkτk+1∧t +
N−1∑
n=k+1
Λnτn+1∧t − Λnτn∧t .
Then the FN -compensator of Lτk∧t is Λτk∧t = Λkτk∧t . Again, by the argument stated
above, there exists an Fk−1-predictable process Λk−1 with 1{t≤τk}(Λ
k−1
t − Λkt ) = 0
and hence Λk−1τk = Λkτk on {τk < ∞}, which implies
Λt = Λkτk+1∧t +
N−1∑
n=k+1
Λnτn+1∧t − Λnτn∧t
= 1{t≤τk}Λkτk∧t + 1{t>τk}Λkτk +
(
Λkτk+1∧t − Λkτk∧t
) +
N−1∑
n=k+1
Λnτn+1∧t − Λnτn∧t
= Λk−1τk∧t +
N−1∑
n=k
Λnτn+1∧t − Λnτn∧t .
Repeating this step until k = 1 proves existence. Further, as shown in [8], p. 186, each
Λk−1 is unique if (and only if) P[τk ≤ t |F k−1t ] < 1 for all t ≥ 0. Equation (4.3) now
follows directly. 
Appendix C: Proof of Lemma 5.2
Proof of Lemma 5.2 Without restriction we may assume n < N (for n = N the
claim is trivial). Since the σ -fields F nt do not have an explicit generator, we con-
sider filtrations which are a bit larger than Fn. For each n and each m ≥ n let
F
n,τm := (F n,τmt )t≥0 where F n,τnt := F nt and
F n,τm+1t :=
{
F ∈ F m+1∞
∣∣ ∃Ft ∈ F n,τmt : F ∩ {τm+1 > t} = Ft ∩ {τm+1 > t}
}
.
(For m = n, these filtrations were introduced in [17], p. 81.) The filtration Fn,τm auto-
matically satisfies the usual conditions, and by construction F mt ⊆ F n,τmt ⊆ F n−1,τmt
for every n ≤ m. Indeed, for n = m, the first inclusion is trivial and the second can be
found in [17], p. 81. We (may) hence continue assuming the second inclusion holds
for all n ≤ m ≤ M for some M . Then F n,τMt ⊆ F n−1,τMt and hence
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F n,τM+1t =
{
F ∈ F M+1∞
∣∣ ∃Ft ∈ F n,τMt : F ∩ {τM+1 > t} = Ft ∩ {τM+1 > t}
}
⊆ {F ∈ F M+1∞
∣∣ ∃Ft ∈ F n−1,τMt : F ∩ {τM+1 > t} = Ft ∩ {τM+1 > t}
}
= F n−1,τM+1t .
To prove (5.1), it is thus sufficient to show that 1{Lt=n}E[X1{LT =m} | F n,τNt ] is equal
to the right-hand side of (5.1); then the result follows by the law of iterated expecta-
tions. Let F ∈ F n,τNt . We first note that for n < N ,
F ∩ {Lt = n} = F ∩ {τn+1 > t} ∩ · · · ∩ {τN > t} ∩ {Lt = n}.
By definition of F n,τNt , . . . , F n,τn+1t , there exist FN−1t ∈ F n,τN−1t , . . . ,
F nt ∈ F n,τnt = F nt with F ∩ {Lt = n} = FN−1t ∩ {Lt = n} = · · · = Fnt ∩ {Lt = n}.
Therefore,
E[1FX1{Lt=n}1{LT =m}] = E[1Fnt X1{Lt=n}1{LT =m}]
= E[1Fnt E
[
X1{Lt=n}1{LT =m}
∣∣ F nt
]]
= E
[
1Fnt 1{Lt=n}E
[
X
1{Lt=n}1{LT =m}
E[1{Lt=n} | F nt ]
∣∣∣∣ F nt
]]
= E
[
1F 1{Lt=n}
E[X1{Lt=n}1{LT =m} | F nt ]
E[1{Lt=n} | F nt ]
]
.
Equation (5.2) now follows by setting X ≡ 1. 
Appendix D: Proof of Lemma 5.6
Proof We use the notations of Lemma 5.6, so
P̂∞n (t) := E
[
1{Lt=n}
∣∣ F n∞
]
,
P̂∞n,m(t, T ) := 1{Lt≥n}
E[1{Lt=n}1{Lt=m} | F n∞]
E[1{Lt=n} | F n∞]
.
Note that P̂∞n (t) = 1{Lt≥n}e−
∫ t
τn
λns ds follows from P2 in Proposition 4.3.
Let n be fixed. The proof proceeds by induction over m. For m = n, note first that
1{Lt=n}1{LT =n} = 1{Lt≥n}1{τn+1>T }; hence with P2 it is easy to see that
P̂∞n,n(t, T ) = 1{Lt≥n}e−
∫ T
t λ
n
s ds . (D.1)
Now the result follows from
P˜∞n,n(t, T ) =
E[P̂∞n (t)P̂∞n,n(t, T ) | F 0∞]
E[P̂∞n (t) | F 0∞]
= E[P̂
∞
n (t)e
− ∫ Tt λns ds | F 0∞]
E[P̂∞n (t) | F 0∞]
= e−
∫ T
t λ
n
s ds .
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For m > n, we notice that E[1{Lt=n}1{LT ≤m−1} | F n∞] is continuous in T . Indeed, it is
right-continuous by the right-continuity of L, and left-continuous because L− exists
and
E
[
1{Lt=n}(1{LT −≤m−1} − 1{LT ≤m−1})1F
] ≤ E[1{τm=T }] = E
[
	AmT
] = 0
for all F ∈ F n∞ since the predictable compensator Am of 1{τm≤t} is continuous a.s.
Now we let M > n. We may assume the result holds for m = n, . . . ,M − 1. Then
the random variable 1{Lt=n}τM admits a right-continuous density conditional on F n∞
because the right derivative
∂T E
[
1{Lt=n}1{τM≤T }
∣∣ F n∞
] = −∂T E
[
1{Lt=n}1{LT ≤M−1}
∣∣ F n∞
]
= −P̂∞n (t)
M−1∑
m=n
∂T P̂
∞
n,m(t, T )
= −P̂∞n (t)
M−1∑
m=n
∂T P˜
∞
n,m(t, T )
= P̂∞n (t)P˜∞n,M−1(t, T )λM−1T
exists and is right-continuous (simply apply the right derivative operator ∂T to
P˜∞n,m(t, T ) for m = n, . . . ,M −1). Together with the fact that Lt = n implies τM > t ,
we obtain
E
[
1{Lt=n}1{LT =M}
∣∣ F n∞
] = E[1{Lt=n}E
[
1{LT =M}
∣∣ F M∞
] ∣∣ F n∞
]
= E[1{Lt=n}1{LT ≥M}e−
∫ T
τM
λMs ds
∣∣ F n∞
]
= E[1{Lt=n}1{t<τM≤T }e−
∫ T
τM
λMs ds
∣∣ F n∞
]
=
∫ T
t
e−
∫ T
u λ
M
s ds∂uE
[
1{Lt=n}1{τM≤u}
∣∣ F n∞
]
du
= P̂∞n (t)
∫ T
t
e−
∫ T
u λ
M
s dsP˜∞n,M−1(t, u)λM−1u du.
This implies that on the set {Lt ≥ n}, P̂∞n,M(t, T ) is equal to the F 0T -measurable ran-
dom variable ZM :=
∫ T
t
e−
∫ T
u λ
M
s dsP˜∞n,M−1(t, u)λM−1u du. Finally, we must show that
indeed ZM = P˜∞n,M(t, T ). By definition, we have
P˜∞n,M(t, T ) =
E[P̂∞n (t)P̂∞n,M(t, T ) | F 0∞]
E[P̂∞n (t) | F 0∞]
= E[P̂
∞
n (t)ZM | F 0∞]
E[P̂∞n (t) | F 0∞]
= ZM.
Then the claim follows by induction in M . 
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