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Abstract
We study the regularity of Fourier integral operators, by allowing their symbols to
satisfy certain multi-parameter characteristics. As a result, we prove a sharp Lp-estimate
obtained by Seeger, Sogge and Stein on product spaces.
1 Introduction
Let f be a Schwartz function. We consider a Fourier integral operator F defined by(
F f
)
(x) =
∫
Rn
f (y)Ω(x, y)dy (1. 1)
whose kernel is given by an oscillatory integral
Ω(x, y) =
∫
Rn
e2pii(Φ(x,ξ)−y·ξ)σ(x, y, ξ)dξ. (1. 2)
Symbol function σ(x, y, ξ) ∈ C∞(Rn × Rn × Rn) has a compact support in x and y. Phase
function Φ(x, ξ) is real, homogeneous of degree 1 in ξ and smooth for every x and ξ , 0.
Moreover, it satisfies the nondegeneracy condition
det
(
∂2Φ
∂xi∂ξ j
)
(x, ξ) , 0, ξ , 0 (1. 3)
on the support of σ(x, y, ξ).
Let C denote a generic constant with subindices indicating its dependence. We say σ ∈ Sm if∣∣∣∣∂αξ∂βx,yσ(x, y, ξ)∣∣∣∣ ≤ Cα β (1 + |ξ|)m ( 11 + |ξ|)|α| (1. 4)
for every multi-indices α, β.
Fourier integral operatorFdefined in (1. 1)-(1. 3) has been extensively studied since the 1970’s
for its own right of interest found in harmonic analysis. Let σ ∈ S0. The L2-boundedness
of F and also its generalization associated to some appropriate local canonical graph, was
shown by Eskin [9] and Ho¨rmander [10]. In contrast to this L2-estimate, it is well known that
Fourier integral operator of order zero is not bounded on Lp-spaces for p , 2. The optimal
Lp-result was first investigated by Ho¨rmander [10], then Duistermaat and Ho¨rmander [11]
and eventually proved by Seeger, Sogge and Stein [1].
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Theorem A: Seeger, Sogge and Stein, 1991
Let σ ∈ Sm as (1. 4) for −(n − 1)/2 < m ≤ 0. Fourier integral operator F defined in (1. 1)-(1. 3)
extends to a bounded operator ∥∥∥F f∥∥∥Lp(Rn) ≤ Cp σ Φ ∥∥∥ f∥∥∥Lp(Rn) (1. 5)
whenever ∣∣∣∣∣12 − 1p
∣∣∣∣∣ ≤ −mn − 1 . (1. 6)
Remark 1.1 Theorem A is sharp: Let a(x)b(y) ∈ C∞o (Rn × Rn) where a(x) , 0 for |x| = 1 and
b(y) ≡ 1 for |y| < 1. Observe that σ(x, y, ξ)  a(x)b(y) (1 + |ξ|)m ∈ Sm. Suppose Φ(x, ξ) = x · ξ + |ξ|.
Fourier integral operatorF is not bounded onLp(Rn) for
∣∣∣1/2 − 1/p∣∣∣ > −m/(n−1), (1−n)/2 ≤ m ≤ 0.
A regarding estimate of Remark 1.1 is given by 6.13, chapter IX of Stein [7] whereas the result
is obtained by using the asymptotic of Bessel functions. Note that Fourier integral operator
with phase function Φ(x, ξ) = x · ξ ± |ξ| arose to solve the wave equation, as was investigated
by Colin de Verdie´re and Frisch [13], Beals [14], Brenner [15], Peral [16] and Miyachi [17].
In this paper, we give an extension of the sharp Lp-estimate in Theorem A, by studying
Fourier integral operator whose symbol satisfies a multi-parameter differential inequality.
We say σ ∈ Sm if ∣∣∣∣∂αξ∂βx,yσ(x, y, ξ)∣∣∣∣ ≤ Cα β (1 + |ξ|)m n∏
i=1
( 1
1 + |ξi|
)αi
(1. 7)
for every multi-indices α and β.
Study of certain operators that commute with a multi-parameter family of dilations dates
back to the time of Jessen, Marcinkiewicz and Zygmund. Over the past several decades,
a number of pioneering results have been accomplished, for example by Robert Fefferman
[20]-[22], Chang and Fefferman [25], Cordoba and Fefferman [24], Fefferman and Stein [23],
Mu¨ller, Ricci and Stein [26], Journe´ [27] and Pipher [28]. Our main result is the following.
Theorem A* Let σ ∈ Sm as (1. 7) for −(n − 1)/2 < m ≤ 0. Fourier integral operator F defined in
(1. 1)-(1. 3) extends to a bounded operator∥∥∥F f∥∥∥Lp(Rn) ≤ Cp σ Φ ∥∥∥ f∥∥∥Lp(Rn) (1. 8)
whenever ∣∣∣∣∣12 − 1p
∣∣∣∣∣ ≤ −mn − 1 . (1. 9)
The result in Theorem A* has been conjectured by professor Elias M. Stein during a weekly
meeting with the author in 2015. Some preliminary results were developed in the mean time.
However, the proof is completed only after a new framework established, now named as
cone decomposition. A regularity theorem of 2-parameter Fourier integral operators was first
obtained by Wang [34]. More recent works in the direction of multi-parameter harmonic
analysis refer to Tanaka and Yabuta [29], Sawyer and Wang [30]-[31] and Wang [32]-[33].
Historical background of Fourier integral operators can be found in the books by Sogge [8]
and Duistermaat [12].
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2 Cone decomposition
We introduce a new framework where the frequency space is decomposed into an infinitely
many dyadic cones. Every partial operator whose symbol is supported on a dyadic cone
essentially is a one-parameter Fourier integral operator, satisfying the desired regularity.
Moreover, its norm decays exponentially as the eccentricity of the cone getting large.
Let ϕ be a smooth bump-function on R such that
ϕ(t) ≡ 1 for |t| ≤ 1 and ϕ(t) = 0 for |t| > 2. (2. 1)
Let ξ = (τ,λ) ∈ R ×Rn−1. Consider
δ`i(ξ) = ϕ
(
2`i
λi
|τ|
)
− ϕ
(
2`i+1
λi
|τ|
)
(2. 2)
for `i ∈ Z, i = 1, 2, . . . ,n − 1. Let ` denote the (n − 1)-tuple (`1, `2, . . . , `n−1). We define
δ`(ξ) =
n−1∏
i=1
δ`i(ξ) (2. 3)
which is supported on the dyadic cone
Λ` =
n−1⊗
i=1
{
(τ,λi) ∈ R ×R : 2−`i−1 < |λi||τ| < 2
−`i+1
}
. (2. 4)
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Figure 1: (τ,λ) ∈ R ×R, λ is in the vertical direction and τ is in the horizontal direction.
By symmetry, we denote τ to be the largest component of ξ, i.e: |τ| = max{|ξi|, i = 1, 2, . . . ,n}.
Therefore, it is suffice to consider `i, i = 1, 2, . . . ,n − 1 as nonnegative integers. Without lose
of the generality, we fix τ = ξn.
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Define (
F` f
)
(x) =
∫
Rn
f (y)Ω`(x, y)dy,
Ω`(x, y) =
∫
Rn
e2pii(Φ(x,ξ)−y·ξ)σ(x, y, ξ)δ`(ξ)dξ.
(2. 5)
Recall that Φ(x, ξ) is real, homogeneous of degree 1 in ξ and smooth for every x and ξ , 0,
satisfying the nondegeneracy condition in (1. 3).
TheoremA** Let σ ∈ Sm as (1. 7) for −(n−1)/2 < m ≤ 0. Every F` defined in (2. 3)-(2. 5) extends
to a bounded operator ∥∥∥F` f∥∥∥Lp(Rn) ≤ Cp σ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn) (2. 6)
whenever ∣∣∣∣∣12 − 1p
∣∣∣∣∣ ≤ −mn − 1 . (2. 7)
It is clear that TheoremA** implies TheoremA* for p , 2 by applying Minkowski inequality.
Sketch of Proof: First, in section 3, we prove F ( also F` ) bounded on L2(Rn) and show
F`:Lp(Rn) −→ L2(Rn) for −m/n = 1/p − 1/2 and F`:L2(Rn) −→ Lq(Rn) for −m/n = 1/2 − 1/q
with desired operator norms. Then, at every partial operator F`, we develop our analysis
in the same spirt of Seeger, Sogge and Stein [1]. In particular, we study its regularity on
H1-Hardy space, by considering separately for F` restricted to the so-called region of influence,
denoted by Qr, and its complement subset cQr = Rn \Qr.
In section 4, by using the L2-estimates obtained in section 3, we prove F`:H1(Rn) −→ L1(Qr)
for σ ∈ S− n−12 and then give an heuristic estimate of (2. 6)-(??) by an interpolation argument.
In section 5, we show F`:H1(Rn) −→ L1(cQr) provided that the kernel of F` in (2. 5) satisfies
certain majorization properties, accumulated in the lemma named as Principal Lemma.
From section 6, we begin to construct a second dyadic decomposition where the frequency
space is decomposed into finitely many geometric cones Γνj for j ≥ 0 fixed whose central
direction ξνj are almost equally distributed on the unit sphere S
n−1 (as ν varies). Their
intersection with the dyadic annuli {2 j−1 ≤ |ξ| ≤ 2 j+1} form a collection of thin rectangles.
The corresponding partial operators having their symbols supported on these thin rectangles
are essentially the non-isotropic Caldero´n-Zygmund operators. Furthermore, their norms
can be added up for σ ∈ S− n−12 . A similar idea was used by Fefferman [4], Co´rdoba [2] and
Christ and Sogge [3] in study of Bochner-Riesz multipliers.
On the other hand, note that F` itself defined in (2. 3)-(2. 5) has a symbol whose support is
restricted to the dyadic cone Λ` in (2. 4). The crucial part of our analysis is to study those
partial operators having symbols supported on the intersection Γνj ∩ Λ` ∩ {2 j−1 ≤ |ξ| ≤ 2 j+1}.
We prove Principal Lemma in section 7.
Remark 2.1 The proof will be self-contained, except for (3. 6) and (7. 9), which are given explicitly
in 3.1.1, chapter IX and 4.5, chapter IX of the book by Stein [7].
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We like to emphasize that both (3. 6) and (7. 9) are only associated to the phase function Φ(x, ξ)
satisfying those essential conditions given in section 1, as required by Seeger, Sogge and Stein [1] but
has no further restriction added in this paper.
3 L2-boundedness of Fourier integral operators
We first show that F defined in (1. 1)-(1. 2) can be written as a finite sum of(
F f
)
(x) =
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ) f̂ (ξ)dξ (3. 1)
where f̂ is the Fourier transform of f and σ(x, ξ) ∈ C∞(Rn ×Rn) has a compact support in x.
Recall that σ(x, y, ξ) ∈ C∞(Rn × Rn × Rn) has a compact support in x and y. On the y-space,
we can construct a smooth partition of unity
{
φν
}
ν
such that every φν is supported on a ball
Br(yν) centered on yν ∈ Rn with radius r ≤ 1/2n. Moreover, there are only finitely many ν s,
depending on the size of y-support of σ(x, y, ξ).
For each σ(x, y, ξ)φν(y), we write its Taylor expansion w.r.t y centered on yν. Let 1ν(y) denote
the indicator function on Br(yν). Observe that∫
Rn
f (y)
{∫
Rn
e2pii(Φ(x,ξ)−y·ξ)σ(x, y, ξ)φν(y)dξ
}
dy
=
∫
Br(yν)
(
f1ν
)
(y)
{∫
Rn
e2pii(Φ(x,ξ)−y·ξ)σ(x, y, ξ)φν(y)dξ
}
dy
=
∞∑
k=0
∑
|α|=k
∫
Rn
e2piiΦ(x,ξ)σα(x, ξ) f̂α(ξ)dξ
(3. 2)
where σα(x, ξ) = ∂αyσ(x, yν, ξ)φν(yν)/k! and fα(y) =
(
f1ν
)
(y)
∏n
i=1(yi− yνi )αi for y ∈ B1/2n(yν) and
|α| = α1 + α2 + · · · + αn = k. In particular, we have ∑|α|=k ‖ fα‖Lp(Rn) ≤ C2−k‖ f ‖Lp(Rn).
Theorem 3.1 Let σ ∈ S0 as (1. 7). Fourier integral operator F defined in (1. 1)-(1. 3) extends to a
bounded operator ∥∥∥F f∥∥∥L2(Rn) ≤ Cσ Φ ∥∥∥ f∥∥∥L2(Rn) . (3. 3)
Proof: First, it is suffice to consider F defined in (3. 1). Furthermore, by Plancherel theorem,
our estimates are reduced to a similar assertion for(
S f
)
(x) =
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ) f (ξ)dξ (3. 4)
and its adjoint operator (
S∗ f
)
(ξ) =
∫
Rn
e−2piiΦ(x,ξ)σ(x, ξ) f (x)dx. (3. 5)
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Let c be a small positive constant. We define an narrow cone as follows: whenever ξ and η
belong to a same narrow cone and |η| ≤ |ξ|, by writing η = ρξ + η† for 0 ≤ ρ ≤ 1 and η†
perpendicular to ξ, we require |η†| ≤ cρ|ξ|. The value of c depends on the phase function Φ.
It is clear that every S or S∗ can be written as a finite sum of partial operators, whereas each
one of them has a symbol supported on an narrow cone.
Recall the estimate given in 3.1.1, chapter IX of Stein [7]. We have∣∣∣∣∇x(Φ(x, ξ) −Φ(x, η))∣∣∣∣ ≥ CΦ |ξ − η| (3. 6)
whenever ξ and η belong to a same narrow cone.
From direct computation, we have(
S∗S f
)
(ξ) =
∫
Rn
f (η)S](ξ, η)dη,
S](ξ, η) =
∫
Rn
e2pii(Φ(x,η)−Φ(x,ξ))σ(x, η)σ(x, ξ)dx.
(3. 7)
Since σ(x, ξ) has a x-compact support, S(ξ, η) in (3. 7) is uniformly bounded for σ(x, ξ) ∈ S0.
On the other hand, we assume σ(x, ξ) is supported on a narrow cone in the frequency space,
with respect to a sufficiently small constant c.
Recall from (3. 6). An N-fold integration by parts w.r.t x gives∣∣∣S](ξ, η)∣∣∣ ≤ CΦ N ∣∣∣ξ − η∣∣∣−N ∣∣∣∣∣∫
Rn
e2pii(Φ(x,η)−Φ(x,ξ))∇Nx
(
σ(x, η)σ(x, ξ)
)
dx
∣∣∣∣∣ (3. 8)
for ξ , η belong to a same narrow cone.
The estimate in (3. 8) together with the differential inequality in (1. 7) imply∣∣∣S](ξ, η)∣∣∣ ≤ Cσ Φ N ( 11 + |ξ − η|
)N
, N ≥ 1. (3. 9)
By applying Minkowski integral inequality, we have
∥∥∥S∗S f∥∥∥L2(Rn) = {∫
Rn
∣∣∣∣∣∫
Rn
f (η)S](ξ, η)dη
∣∣∣∣∣2 dξ}
1
2
=
{∫
Rn
∣∣∣∣∣∫
Rn
f (ξ − ζ)S](ξ, ξ − ζ)dζ
∣∣∣∣∣2 dξ}
1
2
( ζ = ξ − η )
≤ C
∫
Rn
{∫
Rn
∣∣∣ f (ξ − ζ)∣∣∣2 ∣∣∣∣S](ξ, ξ − ζ)∣∣∣∣2dξ} 12 dζ
≤ Cσ Φ N
∫
Rn
{∫
Rn
∣∣∣ f (ξ − ζ)∣∣∣2 ( 1
1 + |ζ|
)2N
dξ
} 1
2
dζ by (3. 9)
= Cσ Φ N
∥∥∥ f∥∥∥L2(Rn) ∫
Rn
( 1
1 + |ζ|
)N
dζ ≤ Cσ Φ
∥∥∥ f∥∥∥L2(Rn)
(3. 10)
provided that N is sufficiently large. 
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Remark 3.1 It can be easily seen that F` defined in (2. 3)-(2. 5) satisfies (3. 3) as well.
Note that F` can be written as a finite sum of(
F` f
)
(x) =
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)δ`(ξ) f̂ (ξ)dξ (3. 11)
whose L2-boundedness can be proved by carrying out same estimates in (3. 4)-(3. 10) with
S f and S∗ f replaced by (
S` f
)
(x) =
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)δ`(ξ) f (ξ)dξ. (3. 12)
and (
S∗` f
)
(ξ) =
∫
Rn
e−2piiΦ(x,ξ)σ(x, ξ)δ`(ξ) f (x)dx (3. 13)
respectively.
Theorem 3.2 Let σ ∈ Sm for −n/2 < m < 0. For every ` ≥ 0, F` defined in (2. 3)-(2. 5) extends to a
bounded operator ∥∥∥F` f∥∥∥L2(Rn) ≤ Cp σ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn) (3. 14)
for
−m
n
=
1
p
− 1
2
(3. 15)
and ∥∥∥F` f∥∥∥
L
p
p−1 (Rn)
≤ Cp σ Φ
n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥L2(Rn) (3. 16)
for
−m
n
=
1
2
− p − 1
p
. (3. 17)
Proof: From (3. 11)-(3. 13), it is suffice to estimate F` instead. We have(
F` f
)
(x) =
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)δ`(ξ) f̂ (ξ)dξ
=
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)|ξ|−m
(
δ`(ξ) f̂ (ξ)|ξ|m
)
dξ
=
n−1∏
i=1
2(
m
n )`i
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)|ξ|−m
δ`(ξ) f̂ (ξ) n−1∏
i=1
2−(
m
n )`i |ξ|m
 dξ

n−1∏
i=1
2(
m
n )`i
∫
Rn
e2piiΦ(x,ξ)σ(x, ξ)|ξ|−m
(
T̂` f
)
(ξ)dξ.
(3. 18)
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By taking the inverse Fourier transform of
(
T̂` f
)
(ξ) defined implicitly in (3. 18), we have(
T` f
)
(x) =
∫
Rn
f (y)K`(x − y)dy,
K`(x) =
∫
Rn
e2piix·ξδ`(ξ)
n−1∏
i=1
2−(
m
n )`i |ξ|mdξ.
(3. 19)
Let ϕ be the smooth bump-function given in (2. 1). Define
φ j(ξ) = ϕ
(
2− j|ξ|
)
− ϕ
(
2− j+1|ξ|
)
, j ∈ Z. (3. 20)
Let x = (z,w) ∈ R ×Rn−1. From (3. 19)-(3. 20), we have
K`(x) =
n−1∏
i=1
2−(
m
n )`i
∫
Rn
e2piix·ξδ`(ξ)|ξ|mdξ
=
n−1∏
i=1
2−(
m
n )`i
∑
j∈Z
∫
Rn
e2piix·ξδ`(ξ)φ j(ξ)|ξ|mdξ
=
n−1∏
i=1
2−(
m
n )`i
∑
j∈Z
"
R×Rn−1
e2pii(zτ+w·λ)δ`(τ,λ)φ j(τ,λ)
(
τ2 + |λ|2
)m
2 dτdλ.
(3. 21)
Note that φ j(ξ) is supported on the dyadic annuli 2 j−1 ≤ |ξ| ≤ 2 j+1.
On the other hand, recall that δ`(ξ) defined in (2. 3) is supported on the dyadic cone Λ`
given in (2. 4). We have |τ| = C2 j−` and |λi| = C2 j−`i , i = 1, 2, . . . ,n − 1. Observe that
every ∂τ acting on δ`(τ,λ)φ j(τ,λ)
(
τ2 + |λ|2
)m
2 gains a factor of C2− j and every ∂λi acting on
δ`(τ,λ)φ j(τ,λ)
(
τ2 + |λ|2
)m
2 gains a factor of C2− j+`i .
Moreover, the volume of suppδ`(τ,λ)φ j(τ,λ) is bounded by C2 j
n−1∏
i=1
2 j−`i .
Let N = N1 + N2 + · · · + Nn−1. An M + N-fold integration by parts w.r.t ξ = (τ,λ) gives∣∣∣∣∣∣∣
n−1∏
i=1
2−(
m
n )`i
"
R×Rn−1
e2pii(zτ+w·λ)δ`(τ,λ)φ j(τ,λ)
(
τ2 + |λ|2
)m
2 dτdλ
∣∣∣∣∣∣∣
≤ CM N
n−1∏
i=1
2−(
m
n )`i
2 jm2 j n−1∏
i=1
2 j−`i
 (2 j|z|)−M n−1∏
i=1
(
2 j−`i |wi|
)−Ni
= CM N 2 j(
n+m
n )
(
2 j|z|
)−M n−1∏
i=1
2( j−`i)(
n+m
n )
(
2 j−`i |wi|
)−Ni
.
(3. 22)
We choose
M = 0 if |z| ≤ 2− j or M = 1 if |z| > 2− j;
Ni = 0 if |wi| ≤ 2− j+`i or Ni = 1 if |wi| > 2− j+`i , i = 1, 2, . . . ,n − 1.
(3. 23)
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From (3. 19) and (3. 22), we have
|K`(z,w)| ≤
∑
j
∣∣∣∣∣∣∣
n−1∏
i=1
2−(
m
n )`i
"
R×Rn−1
e2pii(zτ+w·λ)δ`(τ,λ)φ j(τ,λ)
(
τ2 + |λ|2
)m
2 dτdλ
∣∣∣∣∣∣∣
≤ CM N
∑
j
2 j(
n+m
n )
(
2 j|z|
)−M n−1∏
i=1
2( j−`i)(
n+m
n )
(
2 j−`i |wi|
)−Ni
≤ CM N

∑
j
2 j(
n+m
n )
(
2 j|z|
)−M
n−1∏
i=1

∑
j
2( j−`i)(
n+m
n )
(
2 j−`i |wi|
)−Ni
= C

∑
|z|≤2− j
2 j(
n+m
n ) +
∑
|z|>2− j
2 j(
n+m
n )
(
2 j|z|
)−1
n−1∏
i=1

∑
|wi|≤2− j+`i
2( j−`i)(
n+m
n ) +
∑
|wi|>2− j+`i
2( j−`i)(
n+m
n )
(
2 j−`i |wi|
)−1 by (3. 23)
≤ C

( 1
|z|
) n+m
n
+
( 1
|z|
) ∑
|z|>2− j
2 j(
m
n )

n−1∏
i=1

( 1
|wi|
)( n+mn )
+
( 1
|wi|
) ∑
|wi|>2− j+`i
2( j−`i)(
m
n )

( m < 0 )
≤ C
( 1
|z|
) n+m
n
n∏
i=1
( 1
|wi|
)( n+mn )
.
(3. 24)
Recall T` f = f ∗ K` from (3. 19). Let −mn = 1p − 12 . By applying Hardy-Littlewood-Sobolev
theorem [18]-[19] on every coordinate subspace, we have
∥∥∥T` f∥∥∥L2(Rn) ≤ C

"
R×Rn−1

"
R×Rn−1
∣∣∣ f (u, v)∣∣∣ ( 1|z − u|)
n+m
n
n−1∏
i=1
( 1
|wi − vi|
) n+m
n
dudv

2
dzdw

1
2
by (3. 24)
≤ C

∫
Rn−1

∫
R

∫
Rn−1
∣∣∣ f (z, v)∣∣∣ n−1∏
i=1
( 1
|wi − vi|
) n+m
n
dv

p
dz

2
p
dw

1
2
≤ C

∫
Rn

∫
RN−1

∫
Rn−1
∣∣∣ f (z, v)∣∣∣ n−1∏
i=1
( 1
|wi − vi|
) n+m
n
dv

2
dw

p
2
dz

1
p
by Minkowski integral inequality
...
≤ Cp
∥∥∥ f∥∥∥Lp(Rn) .
(3. 25)
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Recall from (3. 18). Note that σ(x, ξ)|ξ|−m ∈ S0. By applying the L2-boundedness of F` and
using (3. 25), we have
∥∥∥F` f∥∥∥L2(Rn) ≤ Cσ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥T` f∥∥∥L2(Rn)
≤ Cp σ Φ
n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn) for −mn = 1p − 12 .
(3. 26)
From direct computation, its adjoint operator(
F ∗` f
)
(x) =
∫
Rn
f (y)
{∫
Rn
e2pii(x·ξ−Φ(y,ξ))σ(y, ξ)δ`(ξ)dξ
}
dy
=
∫
Rn
e2piix·ξ
{∫
Rn
e−2piiΦ(y,ξ)σ(y, ξ)δ`(ξ) f (y)dy
}
dξ
=
∫
Rn
e2piix·ξ
(
S∗` f
)
(ξ)dξ.
(3. 27)
We aim to show F`:L2(Rn) −→ L
p
p−1 (Rn) for −mn =
1
2 − p−1p by proving F∗`:Lp(Rn) −→ L2(Rn)
for −mn =
1
p − 12 . By Plancherel theorem, our assertion can be reduced to S∗` given in (3. 13).
Observe that ∥∥∥S∗` f∥∥∥2L2(Rn) = ∫
Rn
(
S`S∗` f
)
(x) f (x)dx
≤
∥∥∥S`S∗` f∥∥∥L pp−1 (Rn) ∥∥∥ f∥∥∥Lp(Rn) by Ho¨lder inequality.
(3. 28)
We prove S∗`:Lp(Rn) −→ L2(Rn) for −mn = 1p − 12 by showing that S`S∗`:Lp(Rn) −→ L
p
p−1 (Rn) for
−2mn = 1p − p−1p with the desired operator norm depending on `.
From direct computation, we have(
S`S∗` f
)
(x) =
∫
Rn
f (y)S[`(x, y)dy,
S[`(x, y) =
∫
Rn
e2pii(Φ(x,ξ)−Φ(y,ξ))σ(x, ξ)δ`(ξ)σ(y, ξ)δ`(ξ)dξ.
(3. 29)
Note that
∇ξ (Φ(x, ξ) −Φ(y, ξ)) = Φxξ(x, ξ)(x − y) + O (|x − y|2) . (3. 30)
We momentarily assume that σ ∈ Sm has a sufficiently small support in x.
From (3. 30) and keeping in mind that Φ(x, ξ) satisfies the nondegeneracy condition in (1. 3),
we have ∣∣∣∇ξ (Φ(x, ξ) −Φ(y, ξ))∣∣∣ ≥ CΦ |x − y|. (3. 31)
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By changing dilations
x = L−1x′ 
(
z, 2`1w′1, . . . , 2
`n−1w′n−1
)
, y = L−1y′ 
(
u, 2`1v′1, . . . , 2
`n−1v′n−1
)
and ξ = Lξ′ 
(
τ, 2−`1λ′1, . . . , 2
−`n−1λ′n−1
)
.
(3. 32)
Observe that δ`(Lξ′) = δo(ξ′) by definition of δ`(ξ) in (2. 3). Let φ j(ξ) be defined in (3. 20).
We write
S[`
(
x, y
)
= S[`
(
L−1x′,L−1y′
)
=
n−1∏
i=1
2−`i
∫
Rn
e2pii(Φ(L
−1x′,Lξ′)−Φ(L−1 y′,Lξ′))σ(L−1x′,Lξ′)δo(ξ′)σ(L−1y′,Lξ′)δo(ξ′)dξ′
=
n−1∏
i=1
2−`i
∑
j∈Z
∫
Rn
e2pii(Φ(L
−1x′,Lξ′)−Φ(L−1 y′,Lξ′))σ(L−1x′,Lξ′)δo(ξ′)σ(L−1y′,Lξ′)δo(ξ′)φ j(ξ′)dξ′.
(3. 33)
Recall 2 j−1 ≤ |ξ′| ≤ 2 j+1 for ξ′ in the support of φ j(ξ′). Observe that every ∂ξ′ acting on
σ(L−1x′,Lξ′)δo(ξ′)σ(L−1y′,Lξ′)δo(ξ′)φ j(ξ′) gains a factor of C2− j.
Let Φxξ(x, ξ) denote the n × n-matrix
(
∂2Φ
∂xi∂ξ j
)
(x, ξ) in (1. 3). We have
det Φxξ(x, ξ) = det Φx′ξ′(L−1x′,Lξ′). (3. 34)
Indeed, 2`i appears at the i-th column of Φx′ξ′(L−1x′,Lξ′) and 2−`i appears at every i-th row
of Φx′ξ′(L−1x′,Lξ′) respectively.
From (3. 31), we thus have∣∣∣∣∇ξ′ (Φ(L−1x′,Lξ′) −Φ(L−1y′,Lξ′))∣∣∣∣ ≥ CΦ |x′ − y′|. (3. 35)
Note that σ ∈ Sm and the support of φ j(ξ) has a volume bounded by C2 jn. An M + N-fold
integration by parts w.r.t ξ gives
n−1∏
i=1
2−`i
∣∣∣∣∣∫
Rn
e2pii(Φ(L
−1x′,Lξ′)−Φ(L−1 y′,Lξ′))σ(L−1x′,Lξ′)δo(ξ′)σ(L−1y′,Lξ′)δo(ξ′)φ j(ξ′)dξ′
∣∣∣∣∣
≤ CΦ
n−1∏
i=1
2−`i
(
22mj2 jn
) (
2 j|x′ − y′|
)−M−N
≤ CΦ
(
22mj
) 2 j n−1∏
i=1
2 j−`i
 (2 j|z − u|)−M n−1∏
i=1
(
2 j|w′i − v′i |
)−Ni
= CΦ
n−1∏
i=1
2(
2m
n )`i
{
2 j(
n+2m
n )
(
2 j|z − u|
)−M} n−1∏
i=1
{
2( j−`i)(
n+2m
n )
(
2 j−`i |wi − vi|
)−Ni}
.
(3. 36)
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We choose
M = 0 if |z − u| ≤ 2− j or N = 1 if |z − u| > 2− j,
Ni = 0 if |wi − vi| ≤ 2− j+` or Ni = 1 if |wi − vi| > 2− j+`i , i = 1, 2, . . . ,n − 1.
(3. 37)
From (3. 33) and (3. 36), we have
∣∣∣S[` (x, y)∣∣∣ ≤ CΦ M N ∑
j∈Z
n−1∏
i=1
2(
2m
n )`i
{
2 j(
n+2m
n )
(
2 j|z − u|
)−M} n−1∏
i=1
{
2( j−`i)(
n+2m
n )
(
2 j−`i |wi − vi|
)−Ni}
≤ CΦ M N
n−1∏
i=1
2(
2m
n )`i

∑
j∈Z
2 j(
n+2m
n )
(
2 j|z − u|
)−M
n−1∏
i=1

∑
j∈Z
2( j−`i)(
n+2m
n )
(
2 j−`i |wi − vi|
)−Ni
= CΦ
n−1∏
i=1
2(
2m
n )`i

∑
|z−u|≤2− j
2 j(
n+2m
n ) +
∑
|z−u|>2− j
2 j(
n+2m
n )
(
2 j|z − u|
)−1
n−1∏
i=1

∑
|wi−vi|≤2− j+`i
2( j−`i)(
n+2m
n ) +
∑
|wi−vi|>2− j+`i
2( j−`i)(
n+2m
n )
(
2 j−`i |wi − vi|
)−1 by (3. 37)
≤ CΦ
n−1∏
i=1
2(
2m
n )`i

( 1
|z − u|
) n+2m
n
+
( 1
|z − u|
) ∑
|z−u|>2− j
2 j(
2m
n )

n−1∏
i=1

( 1
|wi − vi|
) n+2m
n
+
( 1
|wi − vi|
) ∑
|wi−vi|>2− j+`i
2( j−`i)(
2m
n )
 (m < 0)
≤ CΦ
n−1∏
i=1
2(
2m
n )`i
( 1
|z − u|
) n+2m
n
n−1∏
i=1
( 1
|wi − vi|
) n+2m
n
.
(3. 38)
Recall that σ(x, ξ) is assumed to have a sufficiently small x-support, through (3. 31)-(3. 38).
Because σ(x, ξ) has a compact support in x, it can be written as a finite sum of symbols having
this extra restriction.
Let −2mn =
1
p − p−1p . Recall from (3. 29) and the estimate in (3. 38). By carrying out the iteration
argument given in (3. 25) and taking into account that the implied constants depend also on
the support of σ(x, ξ) in x, we have
∥∥∥S`S∗` f∥∥∥L pp−1 (Rn) =

∫
Rn
∣∣∣∣∣∫
Rn
f (y)S[`(x, y)dy
∣∣∣∣∣ pp−1 dx

p−1
p
≤ Cp σ Φ
n−1∏
i=1
2(
2m
n )`i
∥∥∥ f∥∥∥Lp(Rn) .
(3. 39)
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By putting together (3. 28) and (3. 39), we find
∥∥∥S∗` f∥∥∥L2(Rn) ≤ Cp σ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn) (3. 40)
as desired. 
4 An heuristic argument
Let Br(xo) ⊂ Rn be a ball centered on xo ∈ Rn with radius r > 0 and a denote an H1-atom
associated to Br(xo). We aim to show that for σ ∈ S− n−12 ,∫
Rn
∣∣∣∣(F`a)(x)∣∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i . (4. 1)
The region of influence, denoted by Qr = Qr(xo), satisfies
|Qr(xo)| ≤ Cσ r. (4. 2)
The actual set of Qr(xo) will be explicitly constructed in section 6.
By applying Schwartz inequality, we have∫
Qr(xo)
∣∣∣∣(F`a)(x)∣∣∣∣ dx ≤ |Qr(xo)| 12 ‖F`a‖L2(Rn) ≤ Cσ r 12 ‖F`a‖L2(Rn) . (4. 3)
On the other hand, the H1-atom a associated to the ball Br(xo) satisfies
‖a‖Lp(Rn) =
{∫
Br(xo)
|a(x)|p dx
} 1
p
≤ |Br(xo)|−1+ 1p , 1 ≤ p < ∞. (4. 4)
Let σ ∈ S− n−12 . By applying Theorem 3.1, the estimate in (3. 14)-(3. 15) implies
‖F`a‖L2(Rn) ≤ Cp σ Φ
n−1∏
i=1
2−(
n−1
2n )`i ‖a‖Lp(Rn) (4. 5)
for 1p =
1
2 +
n−1
2n . From (4. 3)-(4. 5), we have∫
Qr(xo)
∣∣∣∣(F`a)(x)∣∣∣∣ dx ≤ Cp σ Φ n−1∏
i=1
2−(
n−1
2n )`i ‖a‖Lp(Rn)
≤ Cp σ Φ r 12 rn
(
−1+ 1p
) n−1∏
i=1
2−(
n−1
2n )`i = Cσ Φ
n−1∏
i=1
2−(
n−1
2n )`i
(4. 6)
where −1 + 1p = −12 + n−12n = −12n .
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Suppose that we can show∫
cQr(xo)
∣∣∣∣(F`a)(x)∣∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i . (4. 7)
Together with (4. 6), we obtain (4. 1) for ` ≥ 0. Recall the characterization of Hardy spaces
given by Fefferman and Stein [6]. For f ∈ H1 (Rn), it can be written as ∑∞k=1 ckak of which
every ak is an H1-atom and
∑∞
k=1 |ck| ≤ C. Therefore, (4. 1) further implies∫
Rn
∣∣∣∣(F` f )(x)∣∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i
∥∥∥ f∥∥∥H1(Rn) . (4. 8)
Recall from (2. 5). Consider the adjoint operator(
F∗` f
)
(x) =
∫
Rn
f (y)Ω∗`(x, y)dy,
Ω∗`(x, y) =
∫
Rn
e2pii(x·ξ−Φ(y,ξ))δ`(ξ)σ(x, y, ξ)dξ.
(4. 9)
By duality between H1 and BMO spaces, as investigated by Fefferman [5], (4. 8) implies
∥∥∥F∗` f∥∥∥BMO(Rn) ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i
∥∥∥ f∥∥∥L∞(Rn) . (4. 10)
The region of influence associated to F∗`, denoted by Q
∗
r(xo), satisfies∣∣∣Q∗r(xo)∣∣∣ ≤ C r. (4. 11)
The actual set of Q∗r(xo) will be defined explicitly in section 6.
By using the estimate in (3. 16)-(3. 17), we have
‖F`a‖L2(Rn) ≤ Cp σ Φ
n−1∏
i=1
2−(
n−1
2n )`i ‖a‖Lp(Rn) for 12 =
p − 1
p
+
n − 1
2n
⇐⇒∥∥∥F∗`a∥∥∥L2(Rn) ≤ Cp σ Φ n−1∏
i=1
2−(
n−1
2n )`i ‖a‖Lp(Rn) for 1p =
1
2
+
n − 1
2n
.
(4. 12)
By carrying out same estimates in (4. 3)-(4. 7), with F` and Qr(xo) replaced by F∗` and Q
∗
r(xo)
respectively, we have ∫
Rn
∣∣∣∣(F∗` f )(x)∣∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i
∥∥∥ f∥∥∥H1(Rn) . (4. 13)
Hence that the duality between H1 and BMO spaces implies
∥∥∥F` f∥∥∥BMO(Rn) ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i
∥∥∥ f∥∥∥L∞(Rn) . (4. 14)
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We now proceed to an interpolation argument set out in 5.2 chapter IV of [7].
Consider an analytic family of operators F` z defined on the strip {z ∈ C: 0 < Re(z) < 1} by(
F` z f
)
(x) = e(z−ϑ)2
"
Rn×Rn
e2pii(Φ(x,ξ)−y·ξ)σ(x, y, ξ)
(
1 + |ξ|2
) γ(z)
2 δ`(ξ) f (y)dydξ (4. 15)
where σ ∈ Sm and
γ(z) = −m − z(n − 1)
2
, ϑ = − 2m
n − 1 . (4. 16)
Note that e(z−ϑ)2 decays rapidly as |Im(z)| −→ ∞.
For every z in the strip, we have e(z−ϑ)2σ(x, y, ξ)
(
1 + |ξ|2
) γ(z)
2 ∈ S0. Remark 3.1 implies∥∥∥F` z f∥∥∥L2(Rn) ≤ Cσ Φ ∥∥∥ f∥∥∥L2(Rn) , 0 < Re(z) < 1, −∞ < Im(z) < ∞. (4. 17)
When Re(z) = 0, we have e(z−ϑ)2σ(x, y, ξ)
(
1 + |ξ|2
) γ(z)
2 ∈ S0 and∥∥∥F` Im(z)i f∥∥∥L2(Rn) ≤ Cσ Φ ∥∥∥ f∥∥∥L2(Rn) , −∞ < Im(z) < ∞. (4. 18)
When Re(z) = 1, we have e(z−ϑ)2σ(x, y, ξ)
(
1 + |ξ|2
) γ(z)
2 ∈ S− n−12 . The estimate in (4. 14) implies
∥∥∥F` 1+Im(z)i f∥∥∥BMO(Rn) ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i
∥∥∥ f∥∥∥L∞(Rn) , −∞ < Im(z) < ∞. (4. 19)
By applying the complex interpolation theorem of Fefferman and Stein [6], we obtain
∥∥∥F` ϑ f∥∥∥Lp(Rn) ≤ Cp σ Φ n−1∏
i=1
2−ϑ(
n−1
2n )`i
∥∥∥ f∥∥∥Lp(Rn) , 1p = 12(1 − ϑ)
= Cp σ Φ
n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn)
(4. 20)
where ϑ = − 2mn−1 from (4. 16). Observe that F` ϑ = F` and 12 − 1p = −mn−1 .
On the other hand, consider F∗` z defined on the strip {z ∈ C: 0 < Re(z) < 1} by(
F∗` z f
)
(x) = e(z−ϑ)2
"
Rn×Rn
e2pii(x·ξ−Φ(y,ξ))σ(x, y, ξ)
(
1 + |ξ|2
) γ(z)
2 δ`(ξ) f (y)dydξ (4. 21)
where σ ∈ Sm and γ(z), ϑ are defined in (4. 16).
Note that same estimates hold in (4. 17)-(4. 19) for F∗` z. In particular, we use (4. 10) instead
of (4. 14) to show that F∗` z satisfies the norm inequality in (4. 19).
By applying the desired complex interpolation, we obtain
∥∥∥F∗` ϑ f∥∥∥Lp(Rn) ≤ Cp σ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn) , 1p = 12(1 − ϑ). (4. 22)
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Recall ϑ = − 2mn−1 . We have F∗` ϑ = F∗` and 12 − 1p = −mn−1 . By duality, this implies
∥∥∥F` f∥∥∥
L
p
p−1 (Rn)
≤ Cp σ Φ
n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥
L
p
p−1 (Rn)
for
p − 1
p
− 1
2
=
−m
n − 1 =
1
2
− 1
p
.
(4. 23)
By using (4. 20) and (4. 23) and taking into account that σ ∈ Sm implies σ ∈ Sm1 for m ≤ m1,
we have ∥∥∥F` f∥∥∥Lp(Rn) ≤ Cp σ Φ n−1∏
i=1
2(
m
n )`i
∥∥∥ f∥∥∥Lp(Rn)
whenever
∣∣∣∣∣12 − 1p
∣∣∣∣∣ ≤ −mn − 1 .
(4. 24)
5 Majorization of kernels
Let δ`(ξ) be defined in (2. 3) for every ` ∈ Z and φ j(ξ) be defined in (3. 20) for every j ∈ Z.
Recall from (2. 5). We define
Ω` j(x, y) =
∫
Rn
e2pii(Φ(x,ξ)−y·ξ)δ`(ξ)φ j(ξ)σ(x, y, ξ)dξ. (5. 1)
Note that σ(x, y, ξ) has a compact support in both x and y. Let suppσ denote the support of
σ(x, y, ξ) in x and y.
In order to prove (4. 7), we write∫
cQr(xo)
∣∣∣∣(F`a)(x)∣∣∣∣ dx = ∫
cQr(xo)∩suppσ
∣∣∣∣∣∫
Rn
a(y)Ω`(x, y)dy
∣∣∣∣∣ dx
=
∫
cQr(xo)∩suppσ
∣∣∣∣∣∣∑
j∈Z
∫
Rn
a(y)Ω` j(x, y)dy
∣∣∣∣∣∣dx
≤
∫
cQr(xo)∩suppσ

∫
Rn
|a(y)|
∣∣∣∣∣∣∑
j≤0
Ω` j(x, y)
∣∣∣∣∣∣dy
 dx
+
∑
j≥0
∫
cQr(xo)∩suppσ
∣∣∣∣∣∫
Rn
a(y)Ω` j(x, y)dy
∣∣∣∣∣ dx
(5. 2)
where a is an H1-atom associated to the ball Br(xo).
Observe that
∑
j≤0 φ j(ξ) has a compact support ( |ξ| ≤ 2 ) whereas |suppδ`(ξ)| ≤ C2
n−1∏
i=1
2(1−`i).
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For σ ∈ S0, we have∣∣∣∣∣∣∑
j≤0
Ω` j(x, y)
∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
∫
Rn
e2pii(Φ(x,ξ)−y·ξ)δ`(ξ)

∑
j≤0
φ j(ξ)
 σ(x, y, ξ)dξ
∣∣∣∣∣∣∣∣
≤
∫
Rn
|δ`(ξ)|
∣∣∣∣∣∣∑
j≤0
φ j(ξ)
∣∣∣∣∣∣ ∣∣∣σ(x, y, ξ)∣∣∣ dξ
≤ C 2
n−1∏
i=1
2(1−`i) = C
n−1∏
i=1
2−`i .
(5. 3)
By using (5. 3), we have ∫
cQr(xo)∩suppσ

∫
Rn
|a(y)|
∣∣∣∣∣∣∑
j≤0
Ω` j(x, y)
∣∣∣∣∣∣dy
 dx
≤ C
∫
suppσ
n−1∏
i=1
2−`i
∫
Rn
|a(y)|dy
 dx
≤ Cσ
n−1∏
i=1
2−`i ‖a‖L1(Rn) .
(5. 4)
Our main objective in the remaining of the paper is show that Ω` j(x, y) in (5. 1) satisfies the
following majorization properties.
Principal Lemma Let Ω` j(x, y) be defined in (5. 1) and σ ∈ S− n−12 . For every j ≥ 0, we have∫
Rn
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i , (5. 5)
∫
Rn
∣∣∣Ω` j(x, y) −Ω` j(x, xo)∣∣∣ dx ≤ Cσ Φ 2 j|y − xo| n−1∏
i=1
2−(
n−1
2n )`i (5. 6)
and ∫
cQr(xo)
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ Cσ Φ 2− jr
n−1∏
i=1
2−(
n−1
2n )`i , y ∈ Br(xo) (5. 7)
whenever 2 j > r−1.
Let j ≥ 0. For 2 j ≤ r−1, we write∫
Rn
a(y)Ω` j(x, y)dy =
∫
Br(xo)
a(y)
(
Ω` j(x, y) −Ω` j(x, xo)
)
dy. (5. 8)
Note that
∫
Br(xo)
a(y)dy = 0 whenever a is an H1-atom.
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By using (5. 6), we have∫
cQr(xo)
∣∣∣∣∣∣
∫
Br(xo)
a(y)
(
Ω` j(x, y) −Ω` j(x, xo)
)
dy
∣∣∣∣∣∣ dx
≤
∫
Br(xo)
|a(y)|
{∫
Rn
∣∣∣Ω` j(x, y) −Ω` j(x, xo)∣∣∣ dx} dy
≤ Cσ Φ 2 j|y − xo|
n−1∏
i=1
2−(
n−1
2n )`i‖a‖L1(Rn)
≤ Cσ Φ 2 jr
n−1∏
i=1
2−(
n−1
2n )`i‖a‖L1(Rn), y ∈ Br(xo).
(5. 9)
By summing over all such j s, we have∑
2 j≤r−1
∫
cQr(xo)
∣∣∣∣∣∫
Rn
a(y)Ω` j(x, y)dy
∣∣∣∣∣ dx
≤ Cσ Φ
( ∑
2 j≤r−1
2 j
)
r
n−1∏
i=1
2−(
n−1
2n )`i‖a‖L1(Rn) by (5. 8)-(5. 9)
≤ Cσ Φ
n−1∏
i=1
2−(
n−1
2n )`i‖a‖L1(Rn).
(5. 10)
For 2 j > r−1, by using (5. 7), we have∫
cQr(xo)
∣∣∣∣∣∫
Rn
a(y)Ω` j(x, y)dy
∣∣∣∣∣ dx
≤
∫
Br(xo)
|a(y)|
{∫
cQr(xo)
∣∣∣Ω` j(x, y)∣∣∣ dx} dy
≤ Cσ Φ 2
− j
r
n−1∏
i=1
2−(
n−1
2n )`i ‖a‖L1(Rn) .
(5. 11)
By summing over all such j s, we have∑
2 j>r−1
∫
cQr(xo)
∣∣∣∣∣∫
Rn
a(y)Ω` j(x, y)dy
∣∣∣∣∣ dx
≤ Cσ Φ
( ∑
2 j>r−1
2− j
)
r−1
n−1∏
i=1
2−(
n−1
2n )`i ‖a‖L1(Rn)
≤ Cσ Φ
n−1∏
i=1
2−(
n−1
2n )`i ‖a‖L1(Rn) .
(5. 12)
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On the other hand, consider∫
cQ∗r(xo)
∣∣∣∣(F∗`a)(x)∣∣∣∣ dx = ∫
cQ∗r(xo)
∣∣∣∣∣∫
Rn
a(y)Ω∗`(x, y)dy
∣∣∣∣∣ dx (5. 13)
where Ω∗`(x, y) is defined in (4. 9) and Q
∗
r(xo) is the region of influence associated to F∗`.
Define
Ω∗` j(x, y) =
∫
Rn
e2pii(x·ξ−Φ(y,ξ))δ`(ξ)φ j(ξ)σ(x, y, ξ)dξ. (5. 14)
Observe that same estimates hold in (5. 2)-(5. 4) for Ω∗`(x, y) and Ω
∗
` j(x, y), j ≤ 0. Moreover,
Principal Lemma is true for Ω∗` j(x, y).
Let σ ∈ S− n−12 . For every j ≥ 0, we have∫
Rn
∣∣∣∣Ω∗` j(x, y)∣∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
n−1
2n )`i , (5. 15)
∫
Rn
∣∣∣∣Ω∗` j(x, y) −Ω∗` j(x, xo)∣∣∣∣ dx ≤ Cσ Φ 2 j|y − xo| n−1∏
i=1
2−(
n−1
2n )`i (5. 16)
and ∫
cQ∗r(xo)
∣∣∣∣Ω∗` j(x, y)∣∣∣∣ dx ≤ Cσ Φ 2− jr
n−1∏
i=1
2−(
n−1
2n )`i , y ∈ Br(xo) (5. 17)
whenever 2 j > r−1.
We obtain (4. 13) by carrying out same estimates in (5. 8)-(5. 12) with Ω` j(x, y) replaced by
Ω∗` j(x, y) and applying (5. 15)-(5. 17) instead.
6 A second dyadic decomposition
Let j ≥ 0 be fixed. We construct a set of points, denoted by
{
ξνj
}
ν
, that are almost equally
distributed on the unit sphere Sn−1 ⊂ Rn with grid length equal to B2− j/2 for 1/2 ≤ B ≤ 2.
Remark 6.1 For every given ξ ∈ Rn, there exists a ξνj in
{
ξνj
}
ν
such that
∣∣∣∣ ξ|ξ| − ξνj ∣∣∣∣ ≤ 2− j/2.
We denote
Sn−20 = S
n−1 ∩
{
(τ,λ) ∈ R ×Rn−1 : τ = 0
}
,
Sn−21 = S
n−1 ∩
{
(τ,λ) ∈ R ×Rn−1 : λ1 = 0
}
,
...
Sn−2n−1 = S
n−1 ∩
{
(τ,λ) ∈ R ×Rn−1 : λn−1 = 0
}
.
(6. 1)
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( 1 ) Every unit vector (ξi, ξ†i ) = (±1, 0) ∈ R ×Rn−1, i = 1, 2, . . . ,n belong to the collection
{
ξνj
}
.
( 2 ) For each k = 1, 2, . . . ,n, a subset of
{
ξνj
}
are equally distributed on Sn−2k ⊂ Rn−1 with grid
length equal to B2− j/2 for some 1/
√
2 ≤ B ≤ 1.
Let
{
ξνj
}
ν
to be a set of point satisfying conditions ( 1 ) and ( 2 ) that are almost equally
distributed on Sn−1 with grid length equal to B2− j/2 for some 1/2 ≤ B ≤ 2. It is clear that
there are at most C2 j(
n−1
2 ) such elements . In particular, (τ,λ) = (±1, 0) ∈ R × Rn−1 belong to
the collection
{
ξνj
}
ν
.
Let ϕ be defined in (2. 1). Define
ϕνj (ξ) = ϕ
(
2 j/2
(
ξ
|ξ| − ξ
ν
j
))
(6. 2)
which is supported on the geometric cone
Γνj =
{
ξ ∈ Rn :
∣∣∣∣∣ ξ|ξ| − ξνj
∣∣∣∣∣ ≤ 2 · 2− j/2} (6. 3)
whose central direction is ξνj .
On the other hand, recall the dyadic cone Λ` defined in (2. 4). Consider ξ = (τ,λ) ∈ Λ` ∩Sn−1.
For `i > j/2 + 3, we have
|λi| < 21−`i+1 < 2− j/2−1, i = 1, 2, . . . ,n − 1. (6. 4)
By definition of Γνj in (6. 3) and the estimates in (6. 4), we can verify the following.
Remark 6.2 Let `i > j/2 + 3 for some i = 1, 2, . . . ,n − 1. We have
Λ` ⊂
⋃
ν : ξνj∈Sn−2i
Γνj . (6. 5)
For every ξ ∈ Λ`, there is a ξνj ∈ Sn−2i such that
∣∣∣∣ ξ|ξ| − ξνj ∣∣∣∣ ≤ 2− j/2.
In particular, if `i > j/2 + 3 for every i = 1, 2, . . . ,n − 1. We have
Λ` ⊂
⋃
ν : ξνj =(±1,0)
Γνj . (6. 6)
Let I ∩ J = {1, 2, . . . ,n − 1} such that
0 ≤ `i ≤ j/2 + 3, i ∈ I,
`i > j/2 + 3, i ∈ J.
(6. 7)
Their cardinalities are denoted by I and J respectively. Hence that I +J = n − 1.
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Let ϕνj (ξ) be defined in (6. 2). We define
χν` j(ξ) = ϕ
ν
j (ξ)
/ ∑
ν : ξνj∈
⋂
i∈JSn−2i , Γ
ν
j∩Λ`,∅
ϕνj (ξ), ξ ∈ Λ` (6. 8)
for every ξνj in
{
ξνj
}
ν
such that ξνj ∈
⋂
i∈JS
n−2
i and Γ
ν
j ∩Λ` , ∅.
Observe that χν` j(ξ) defined respectively in (6. 8) gives a smooth partition of unity on the
dyadic cone Λ`.
Let φ j(ξ) be defined in (3. 20) which is supported on the dyadic annuli
{
2 j−1 ≤ |ξ| < 2 j+1
}
.
Later we shall consider the partial operator with symbol δ`(ξ)χν` j(ξ)φ j(ξ) whose support is
the intersection Γνj ∩Λ` ∩
{
2 j−1 ≤ |ξ| < 2 j+1
}
.
From (6. 3), it is clear that∣∣∣∣Γνj ∩Λ` ∩ {2 j−1 ≤ |ξ| < 2 j+1}∣∣∣∣ ≤ ∣∣∣∣Γνj ∩ {2 j−1 ≤ |ξ| < 2 j+1}∣∣∣∣
≤ C 2 j2 j( n−12 ).
(6. 9)
On the other hand, by definition of Λ` in (2. 4), we have∣∣∣∣Λ` ∩ {2 j−1 ≤ |ξ| < 2 j+1}∣∣∣∣ ≤ C 2 j n−1∏
i=1
2 j−`i . (6. 10)
Recall I ∩ J = {1, 2, . . . ,n − 1} defined in (6. 7). By putting together (6. 9) and (6. 10), we find∣∣∣∣Γνj ∩Λ` ∩ {2 j−1 ≤ |ξ| < 2 j+1}∣∣∣∣ ≤ C 2 j2( n−1−J2 ) j ∏
i∈J
2 j−`i . (6. 11)
Note that a subset of
{
ξνj
}
ν
are equally distributed on Sn−2i , i = 1, 2, . . . ,n − 1 with grid length
B2− j/2 for 1/
√
2 ≤ B ≤ 1. There are at most
C 2 j
(
n−1−J
2
)
(6. 12)
many elements in
{
ξνj
}
ν
such that ξνj ∈
⋂
i∈JS
n−2
i . On the other hand, we have∣∣∣∣∣Λ` ∩⋂i∈JSn−1i
∣∣∣∣∣ ≤ C ∏
i∈I
2−`i . (6. 13)
From (6. 12) and (6. 13), there are at most
C 2 j
(
n−1−J
2
) ∏
i∈I
2−`i (6. 14)
many elements in
{
ξνj
}
ν
such that ξνj ∈
⋂
i∈JS
n−2
i and Γ
ν
j ∩Λ` , ∅.
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Next, for computational purposes, we introduce a linear isometry. For every ν, consider
ξ = Lνη (6. 15)
where Lν is an n × n-matrix of rotations with detLν = 1.
In particular, we require that the ı-th coordinate of η is in the same direction of ξνj for some
ı ∈ {1, 2, . . . ,n}. Namely,
ξνj = Lνη
ν
j , η
ν
j 
(
ηı
|ηı| , 0
)
∈ R ×Rn−1. (6. 16)
For every ξνj ∈
⋂
i∈JS
n−2
i , after permutation on indices, we further require
Lν =

1
. . .
1
L′ν
 , detL′ν = 1 (6. 17)
where ηi = ξi for every i ∈ J and L′ν is an (n − J) × (n − J)-matrix. Note that we have
ı ∈ {1, 2, . . . ,n} \ J.
In the special case of J = {1, 2, . . . ,n − 1}, we choose Lν to be the identity matrix where
ηı = ηn = ξn = τ.
Let χν` j(ξ) be defined in (6. 8). Observe that∣∣∣∣∣∣
(
∂
∂η
)α
χν` j
(
Lνη
)∣∣∣∣∣∣ ≤ Cα 2|α|( 12 ) j|η|−|α| (6. 18)
for every multi-index α.
Denote r = |ξ| = |η|. For every Lνη = ξ ∈ Γνj , the angle between η and ηı is bounded by
arcsin(2 · 2− j/2). From direct computation, we have
∂
∂ηı
=
(
∂r
∂ηı
)
∂
∂r
+ O
(
2− j/2
)
· ∇η†ı . (6. 19)
Note that χν` j(ξ) = χ
ν
` j
(
Lνη
)
is homogeneous of degree zero in η. Hence that ∂rχν` j ≡ 0.
Together with the estimate in (6. 18), we have∣∣∣∣∣∣
(
∂
∂ηı
)α
χν` j
(
Lνη
)∣∣∣∣∣∣ ≤ Cα |η|−|α|,
∣∣∣∣∣∣
(
∂
∂η†ı
)β
χν` j
(
Lνη
)∣∣∣∣∣∣ ≤ Cβ 2|β|( 12 ) j|η|−|β| (6. 20)
for every multi-indices α, β.
Now, we explicitly construct our region of influence Qr(xo) discussed earlier in section 4.
Recall that σ(x, y, ξ) has a compact support in both x and y. Let
Rνj (xo) =
x ∈ suppσ :
∣∣∣∣(LTνxo − ∇ηΦ (x,Lνηνj ))ı∣∣∣∣ ≤ 4 · 2− j,

∑
i,ı,i<J
(
LTνxo − ∇ηΦ
(
x,Lνηνj
))2
i

1
2
≤ 4 · 2− j/2

(6. 21)
for every ξνj = Lνη
ν
j ∈
⋂
i∈JS
n−2
i . Note that Lν is defined in (6. 17) and ı ∈ {1, 2, . . . ,n} \ J.
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Remark 6.3 There are exactly I many terms in the sum
∑
i,ı, i<J
where {1, 2, . . . ,n} \ J = I ∩ {n}.
Observe that Rνj (xo) in (6. 21) has no restriction on
(
LTνxo − ∇ηΦ
(
x,Lνηνj
))
i
, i ∈ J.
The set Qr(xo) is defined by
Qr(xo) =
⋃
2− j≤r
( ⋃
ν : ξνj∈
⋂
i∈JSn−2i
Rνj (xo)
)
. (6. 22)
For ξνj ∈
⋂
i∈JSn−2i , there are at most C2
j
(
n−J−1
2
)
such elements in
{
ξνj
}
ν
. We have
|Qr(xo)| ≤
∑
2− j≤r
∑
ν : ξνj∈
⋂
i∈JSn−2i
∣∣∣∣Rνj (xo)∣∣∣∣
≤ Cσ
∑
2− j≤r
∑
ν : ξνj∈
⋂
i∈JSn−2i
2− j
(
n−J−1
2
)
2− j
≤ Cσ
∑
2− j≤r
2− j
≤ Cσ r.
(6. 23)
On the other hand, for the adjoint operator F∗`, we define the associated Q
∗
r(xo) as follows.
Let
∗Rνj (xo) =
x ∈ suppσ :
∣∣∣∣(LTνx − ∇ηΦ (xo,Lνηνj ))ı∣∣∣∣ ≤ 4 · 2− j,

∑
i,ı,i<J
(
LTνx − ∇ηΦ
(
xo,Lνηνj
))2
i

1
2
≤ 4 · 2− j/2

(6. 24)
for every ξνj = Lνη
ν
j ∈
⋂
i∈JS
n−2
i . Observe that
∗Rνj (xo) in (6. 21) has no restriction on(
LTνx − ∇ηΦ
(
xo,Lνηνj
))
i
, i ∈ J.
The set Q∗r(xo) is defined by
Q∗r(xo) =
⋃
2− j≤r
( ⋃
ν : ξνj∈
⋂
i∈JSn−2i
∗Rνj (xo)
)
. (6. 25)
It is easy to verify that same estimates in (6. 23) hold forQ∗r(xo) defined in (6. 25). We therefore
have (4. 11) as desired.
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7 Proof of Principal Lemma
Let Ω` j(x, y) be defined in (5. 1). For every j ≥ 0, we aim to show∫
Rn
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ Cσ Φ n−1∏
i=1
2−(
1
2 )`i , (7. 1)
∫
Rn
∣∣∣Ω` j(x, y) −Ω` j(x, xo)∣∣∣ dx ≤ Cσ Φ 2 j|y − xo| n−1∏
i=1
2−(
1
2 )`i (7. 2)
and ∫
cQr(xo)
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ Cσ Φ 2− jr
n−1∏
i=1
2−(
1
2 )`i , y ∈ Br(xo) (7. 3)
whenever 2 j ≥ r−1.
Note that (7. 1)-(7. 3) implies (5. 5)-(5. 7) respectively since (n − 1)/2n ≤ 1/2 for every n ≥ 2.
Recall from (6. 7). We partition the set I ∪ J = {1, 2, . . . ,n − 1} where 0 ≤ `i ≤ j/2 + 3 for i ∈ I
and `i > j/2 + 3 for i ∈ J.
Let χν` j(ξ) be defined in (6. 8). We write
Ω` j(x, y) =
∑
ν : ξνj∈
⋂
i∈JSn−2i , Γ
ν
j∩Λ`,∅
Ων` j(x, y) (7. 4)
where
Ων` j(x, y) =
∫
Rn
e2pii(Φ(x,ξ)−y·ξ)χν` j(ξ)δ`(ξ)φ j(ξ)σ(x, y, ξ)dξ. (7. 5)
Let Lν be the n × n-matrix defined in (6. 17). We have ξ = Lνη and detLν = 1. In particular,
ξνj = Lνη
ν
j where η
ν
j =
(
ηı/|ηı|, 0
)
∈ R ×Rn−1 as (6. 16).
Consider
Φ(x,Lνη) − y · Lνη =
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)
· η + Ψ(x, η),
Ψ(x, η) = Φ(x,Lνη) − ∇ηΦ
(
x,Lνηνj
)
· η.
(7. 6)
From (7. 4), we rewrite
Ων` j(x, y) =
∫
Rn
e
2pii
(
∇ηΦ
(
x,Lνηνj
)
−LTν y
)
·η
Θν` j(x, y, η)dη,
Θν` j(x, y, η) = e
2piiΨ(x,η)χν` j(Lνη)δ`(Lνη)φ j(Lνη)σ(x, y,Lνη).
(7. 7)
It is clear that for σ ∈ S− n−12 , we have
∣∣∣∣Θν` j(x, y, η)∣∣∣∣ ≤ C ( 11 + |η|
) n−1
2
≤ C 2− j( n−12 ). (7. 8)
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Moreover, Θν` j(x, y, η) has a compact support in both x and y. ( suppσ )
Let Ψ(x, η) be defined in (7. 6). Recall from 4.5, chapter IX of Stein [7]. We have∣∣∣∣∣∣
(
∂
∂ηı
)α
Ψ(x, η)
∣∣∣∣∣∣ ≤ Cα 2−α j,
∣∣∣∣∣∣
(
∂
∂η†ı
)β
Ψ(x, η)
∣∣∣∣∣∣ ≤ Cβ 2−|β|( 12 ) j (7. 9)
for every multi-indices α, β whenever 2 j−1 ≤ |η| ≤ 2 j+1.
Let Γνj be defined in (6. 3) and Λ` be defined in (2. 4). Essentially, we require
Γνj ∩ Λ` ∩
{
2 j−1 ≤ |ξ| = |η| ≤ 2 j+1
}
, ∅. (7. 10)
For Lνη ∈ Γνj ∩
{
2 j−1 ≤ |η| ≤ 2 j+1
}
, we have
2 j−1 ≤ |ηı| ≤ 2 j+1, |η†ı | ≤ C 2 j/2. (7. 11)
For ξ = (τ,λ) ∈ Λ` ∩
{
2 j−1 ≤ |ξ| ≤ 2 j+1
}
, we have
2 j−1 ≤ |τ| ≤ 2 j+1, |λi| ≤ C 2 j−`i , i = 1, 2, . . . ,n − 1. (7. 12)
Let δ`(ξ) = δ`(Lνη) be defined in (2. 3) and σ(x, y, ξ) = σ(x, y,Lνη) ∈ S− n−12 satisfying the
differential inequality in (1. 7).
Remark 7.1 Every ∂τ acting on δ`(ξ)σ(x, y, ξ) gains a factor of |ξ|−1 = C2`|τ|−1 and every ∂λi acting
on δ`(ξ)σ(x, y, ξ) gains a factor of 2`i |ξ|−1 = C2`i |τ|−1 = C|λi|−1 for i = 1, 2, . . . ,n − 1.
Consider ξ = Lνη ∈ Γνj ∩Λ` ∩
{
2 j−1 ≤ |ξ| = |η| ≤ 2 j+1
}
. Recall Lν is an n × n-matrix of rotations
with detLν = 1. We have
τ = anıηı + O(1) · η†ı , (ξn = τ)
λi = aiıηı + O(1) · η†ı , i = 1, 2, . . . ,n − 1
(7. 13)
where aiı denote the entry on the i-th row and ı-th column of Lν.
By putting together (7. 11)-(7. 12) and (7. 13), we necessarily have
|anı| ≤ C, |aiı| ≤ C2−`i , i ∈ I. (7. 14)
Recall that `i ≤ j/2 + 3 for i ∈ I and |η†ı | ≤ C2 j/2.
By applying the chain rule of differentiation and using (7. 14), we have∣∣∣∣∣∣
(
∂
∂ηı
)α
δ`(Lνη)σ(x, y,Lνη)
∣∣∣∣∣∣ ≤ Cα
(
1
1 + |η|
) n−1
2
(
1
1 + |η|
)|α|
(7. 15)
for every multi-index α.
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On the other hand, for every i ∈ I, we have∣∣∣∣∣∣
(
∂
∂ηi
)βi
δ`(Lνη)σ(x, y,Lνη)
∣∣∣∣∣∣ ≤ Cβ
(
1
1 + |η|
) n−1
2
2βi`i
(
1
1 + |η|
)βi
≤ Cβ
(
1
1 + |η|
) n−1
2
2βi(
1
2 ) j
(
1
1 + |η|
)βi (7. 16)
for every multi-index β.
Now, we further denote
J] =
{
i ∈ J : `i > j + 3} , J[ = {i ∈ J : j/2 + 3 < `i ≤ j + 3} . (7. 17)
Consider the differential operator
D = I + 22 j
(
∂
∂ηı
)2
+ 2 j
∑
i,ı,i<J
(
∂
∂ηi
)2
+
∑
i∈J[
22( j−`i)
(
∂
∂ηi
)2
. (7. 18)
Recall from Remark 6.3. There are rxactly Imany terms in the sum
∑
i,ı, i<J
.
Let Θν` j(x, y, η) be defined in (7. 7). Recall the estimate in (6. 20), together with (7. 8), (7. 9)
and (7. 15). We have ∣∣∣∣DNΘν` j(x, y, η)∣∣∣∣ ≤ CN 2− j( n−12 ), N ≥ 1. (7. 19)
Moreover, by (6. 11), the support of Θν` j(x, y, η) inηhas a volume bounded byC2
j2
(
n−1−J
2
)
j
J∏
i=1
2 j−`i .
Let Ων` j(x, y) be defined in (7. 7). By using (7. 19), an N-fold integration by parts associated to
D shows that∣∣∣∣Ων` j(x, y)∣∣∣∣ ≤ CN 2− j( n−12 ) 2 j2( n−1−J2 ) j J∏
i=1
2 j−`i
{
1 + 4pi222 j
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
ı
+ 4pi22 j
∑
i,ı,i∈I
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
i
+4pi2
∑
i∈J[
22( j−`i)
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
i
}−N
.
(7. 20)
Note that Ων` j(x, y) has the same compact support of σ(x, y, ξ) in both x and y.
Recall the local diffeomorphismXΦ: x −→
(
LTν
)−1 ∇ηΦ (x,Lνηνj ) whose Jacobian has an absolute
value strictly greater than zero. Let XΦsuppσ denote the image of the x-support of σ(x, y, ξ)
and X = X(x) =
(
LTν
)−1 ∇ηΦ (x,Lνηνj ).
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By using (7. 20), we have∫
Rn
∣∣∣∣Ων` j(x, y)∣∣∣∣ dx
≤ CΦ N
∫
XΦsuppσ
2− j(
n−1
2 ) 2 j2
(
n−1−J
2
)
j
∏
i∈J
2 j−`i
1 + 22 j(X − y)2ı + 2 j
∑
i,ı,i∈I
(X − y)2i +
∑
i∈J[
22( j−`i)(X − y)2i

−N
dX
≤ CΦ N
∫
XΦsuppσ
2− j(
n−1
2 )
∏
i∈J]
2 j−`i
1 +Z2ı +
∑
i,ı,i<J
Z2i +
∑
i∈J[
Z2i

−N
dZ
Zı = 2 j(X − y)ı, Zi = 2 j/2(X − y)i, i , ı, i < J and Zi = 2 j−`i (X − y)i, i ∈ J[
≤ Cσ Φ 2− j( n−12 )
∏
i∈J]
2 j−`i , N ≥ n/2.
(7. 21)
Recall from (6. 14). There are at most C 2 j
(
n−1−J
2
) ∏
i∈I
2−`i many elements in
{
ξνj
}
ν
such that
ξνj ∈
⋂
i∈JSn−2i and Γ
ν
j ∩Λ` , ∅.
We thus have∫
Rn
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ ∑
ν : ξνj∈
⋂
i∈JSn−2i ,Γ
ν
j∩Λ`,∅
∫
Rn
∣∣∣∣Ων` j(x, y)∣∣∣∣ dx by (7. 4)
≤ Cσ Φ 2 j
(
n−1−J
2
) ∏
i∈I
2−`i 2− j(
n−1
2 )
∏
i∈J]
2 j−`i
≤ Cσ Φ
∏
i∈I
2−`i
∏
i∈J[
2−(
1
2 ) j
∏
i∈J]
2(
1
2 ) j−`i
≤ Cσ Φ
∏
i∈I
2−`i
∏
i∈J
2−(
1
2 )`i , by (7. 17).
(7. 22)
Observe that every ∂y acting on Ων` j(x, y) defined in (7. 5) or (7. 7) gains a factor of C2
j
whenever 2 j−1 ≤ |ξ| = |η| ≤ 2 j+1. By carrying out the same estimates in (7. 8)-(7. 22), we find∫
Rn
∣∣∣∇yΩ` j(x, y)∣∣∣ dx ≤ Cσ Φ 2 j ∏
i∈I
2−`i
∏
i∈J
2−(
1
2 )`i (7. 23)
which further implies∫
Rn
∣∣∣Ω` j(x, y) −Ω` j(x, xo)∣∣∣ dx ≤ Cσ Φ 2 j|y − xo|∏
i∈I
2−`i
∏
i∈J
2−(
1
2 )`i . (7. 24)
27
Recall Qr(xo) defined in (6. 21)-(6. 22). Let 2k ≤ r−1 ≤ 2k+1. For x ∈ cQr(xo), we must have∣∣∣∣(LTνxo − ∇ηΦ (x,Lνηνj ))ı∣∣∣∣ ≥ 2 · 2−k
or

∑
i,ı,i<J
(
LTνxo − ∇ηΦ
(
x,Lνηνj
))2
i

1
2
≥ 2 · 2−k/2.
(7. 25)
If y ∈ Br(xo), then |y − xo| ≤ 2−k. For every 2 j ≥ r−1, we have
22 j
(
LTν y − ∇ηΦ
(
x,Lνηνj
))2
ı
+ 2 j
∑
i,ı,i<J
(
LTν y − ∇ηΦ
(
x,Lνηνj
))2
i
≥ 2 j−k. ( j ≥ k) (7. 26)
By carrying out the same estimates in (7. 8)-(7. 22), except for (7. 20) replaced with
∣∣∣∣Ων` j(x, y)∣∣∣∣ ≤ CN 2− j+k 2− j( n−12 ) 2 j2( n−1−J2 ) j J∏
i=1
2 j−`i
{
1 + 4pi222 j
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
ı
+ 4pi22 j
∑
i,ı,i∈I
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
i
+4pi2
∑
i∈J[
22( j−`i)
(
∇ηΦ
(
x,Lνηνj
)
− LTν y
)2
i
}1−N
by (7. 26)
(7. 27)
we find ∫
cQr(xo)
∣∣∣Ω` j(x, y)∣∣∣ dx ≤ Cσ Φ 2− jr ∏
i∈I
2−`i
∏
i∈J
2−(
1
2 )`i (7. 28)
for every y ∈ Br(xo) whenever 2 j ≥ r−1.
Upon to this end, we have obtained the desired estimates in (7. 1)-(7. 3).
On the other hand, we prove that Ω∗` j(x, y) defined in (5. 14) satisfies (7. 1), (7. 2) and (7. 3)
with Qr(xo) replaced by Q∗r(xo) defined in (6. 24)-(6. 25), by carrying out the same estimates
given above with some necessary changes.
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