Non-uniform multivariate subdivision schemes are constructed, which generate limit functions interpolating some of the initial control points. Our schemes di er from the known interpolatory subdivision schemes, in that only some of the original control points are interpolated, and not the control points in every level. These new schemes are combinations of a non-interpolatory schemes with di erent local schemes near some of the original control points. They generate smooth surfaces interpolating given points, using stencils of small support.
Introduction
Subdivision Schemes have been studied extensively, as a tool for curve/surface design 1, 3, 5] Interpolatory Subdivision Schemes are constructed and analyzed in 4, 6, 9] and are of great interest, since every control point generated by such a subdivision process, lies on the limit surface, which is very intuitive to the designer. However, the basis functions generated by applying interpolatory subdivision schemes to the Kronecker initial data, exhibit bad behavior, such as an innite number of in ection points! Moreover, experience shows that the stencils of interpolatory subdivision schemes, have large support with respect to the smoothness of their limit functions.
In this paper, we construct new non-uniform subdivision schemes, that generate limit surfaces interpolating some of the original control points only. This is done by applying a non-interpolatory subdivision scheme almost everywhere, except for areas around special control points, where another local stencil is used. Our schemes use simpler stencils of smaller support and increased smoothness, in comparison with interpolatory subdivision schemes. For the simplicity of the analysis, we construct schemes that interpolate only the control point at the origin. The same local schemes that work near the origin, can be used in the neighborhood of any initial control point, providing the interpolation property to initial control points.
Section 2 gives the notations and background on subdivision schemes. Section 3 de nes nitely non-uniform subdivision schemes and presents a construction of such schemes. An example for this construction is given in section 4.
Section 5 provides a su cient condition for the limit surfaces to be C m for a given nitely non-uniform scheme. In section 6 we use this su cient condition to construct families of C 2 nitely non-uniform schemes. In section 7 we present a method for the construction of nitely non-uniform schemes that can also interpolate given normal vectors. Section 8 depicts some surfaces that were generated by our schemes.
Subdivision Schemes
Given X Z s , let l(X) denote all the functions P : X ! R, let l 1 (X) denote the Banach space of all the functions P : X ! R such that kPk 1 < 1, where kPk 1 is the supremum of jPj on X. Let l 0 (X) l 1 (X) denote the space of all the functions P 2 l 1 (X) with nite support.
A Subdivision Operator is a linear operator S : l(Z s ) ! l(Z s ) which is based on a mask a 2 l 0 (Z s ) and is de ned by (SP )( ) = X 2Z s a( ? 2 )P ( ); 8 2 Z s : (1) S is also referred to as a subdivision scheme, when it is repeatedly applied to data from l(Z s ). S is called an interpolatory scheme, if (SP )(2 ) = P( ); 8 2 Z s ; 8P 2 l(Z s ): (2) A subdivision scheme S is termed uniformly convergent, if for every P 2 l 0 (Z s ), there exists a compactly supported function F 2 C(R s ) (called the limit function) such that lim n!1 kS n P ? F(2 ?n )k 1;Z s = 0:
We denote S 1 P = F. It 3 A method for constructing nitely non-uniform interpolating schemes
In this section, we show that for a large family of subdivision schemes S, it is easy to construct a non-uniform schemeS that coincides with S away from the origin, has the interpolatory property at the origin, and generates limit functions from the same shift invariant space of functions generated by S.
De nition: A linear operatorS : l(Z s ) ! l(Z s ) is called a nitely non uniform subdivision operator if there exists a subdivision operator S and a nite set T Z s such that the support of (S ?S)P is contained in T for all P 2 l(Z s ), and such that P jT = 0 )SP jT = 0 for all P.
In other words, a nitely non-uniform subdivision operator di ers from a uniform subdivision operator only on a nite set T, and the values ofSP in T depend only on the values of P in T. We also refer toS as a nitely non-uniform subdivision scheme. We will now show that the limit functions generated bỹ S belong to the same shift-invariant space of functions generated by S. Let P 0 = P, Q 0 = L ?1 P, and de ne P n+1 =SP n ; n > 0; (9) Q n+1 = SQ n ; n > 0:
Then P n = LQ n ; n 0:
Thus P n coincides with Q n everywhere except for the origin. Moreover, we have P n (0) = P(0) for all n 0, since (4) yields P n+1 (0) = LQ n+1 (0) = S 1 Q n+1 (0) = S 1 SQ n (0) = S 1 Q n (0) = LQ n (0) = P n (0):
Because F(0) = P(0), and P n ( ) = Q n ( ) for 6 = 0, we get from (13) that
showing that the subdivision schemeS is uniformly convergent. The smoothness of its limit functions, is the same as the smoothness of the limit functions generated by S. The structure ofS is simple: It operates exactly like S everywhere, except on a nite neighborhood of the origin, whose size is determined by the support of . In particular (12) means thatS does not change the value of its operand at the origin, which provides the interpolation property.
4 A nitely non-uniform C 2 interpolating scheme from a Box-Spline scheme A 3 directional box-spline with multiplicities 2 is generated by the subdivision scheme S de ned by the following mask supported on f? 
It can be shown that S generates C 2 limit surfaces 2]. The extension of this subdivision scheme to general triangulations is also known as Loop's scheme We represent L and L ?1 at the origin by the two stencils shown in gure 1. An implementation of the schemeS = LSL ?1 can be done by rst applying L ?1 , then S, and then set the value at the origin to its original value, which corresponds to an application of L. Both L ?1 and S consist of 'one-ring' stencils, i.e. new controls points depend on rst-order neighbors only. However,S is a 'two-ring' scheme, i.e. a new control point depends on second-order neighbors. We aim to construct 'one-ring' stencils knowing that the locality of a scheme a ects signi cantly the complexity of the computations involved in it. 5 Conditions for convergence and smoothness of the limit functions Given a nitely non-uniform subdivision schemeS, we formulate conditions for S to converge and for its limit functions to be C m . First, here are some notations and de nitions for nitely non-uniform schemes.
Let T Z s denote a nite set that contains the origin. Let M T denote a square matrix representing a linear operator M T : R T ! R T . Let S denote a uniform subdivision scheme that is known to generate limit functions in C m (R s ).
A nitely non-uniform operatorS has the form
We call the matrix M T a re nement matrix, as it represents the operation ofS on the re nement set T. Let P 0 = P 2 l(Z s ) denote initial control points, and de ne the subdivision scheme by P n+1 =SP n ; n 0:
We say that the schemeS converges uniformly to a limit function F over the open set D R s if
We denote that limit functionS 1 P. For every x 2 R s n f0g, the schemeS coincides with S in the neighborhood of 2 n x when n is big enough, therefore the limit function is well de ned everywhere except maybe at the origin. In particular, far away from the origin, only the scheme S operates. Therefore,
there exists an open and bounded set R s that contains the origin, with the property that x 2 R s n )S 1 P(x) = S 1 P(x) = X 2Z s nf0g P( ) (x ? ); 8P: (21) Due to the locality of S, T can be enlarged (and M T modi ed accordingly) without changing the operatorS, so that (18) remains valid, and so that the values of S 1 P inside 2 n depend only on values of P in T n f0g. Therefore, together with (21) this yields x 2 2 n )S 1 P(x) = X 2Tnf0g P( ) (x ? ); 8P; 8n 0; (22) Observing thatS 1 P =S 1 P n (2 n ); 8P; (23) we get that x 2 2 ?n+1 n 2 ?n )S 1 P(x) = X 2Tnf0g P n ( ) (2 n x ? ); (24) For every P, and for every n 0. A su cient condition for the convergence of P n to a continuous limit function is provided by Theorem 1. If M T has a simple eigenvalue 1 with the corresponding eigenvector (1; : : : ; 1) , and all the other eigenvalues of modulus less than 1, thañ S n P converges to a continuous limit function, for all P. The value of the limit function at the origin is the Euclidean inner product (w; P jT ) where w is the eigenvector of M t T with eigenvalue 1, normalized such that its coordinates sum up to 1.
Proof. From the assumption that S is uniformly convergent, we know that it reproduces constants 1]. By the conditions of the theorem, we deduce thatS also reproduces constants. It is known that for any 0 < < 1 that has modulus greater than the second eigenvalue of M T , M n T P jT = (w; P jT )(1; : : : ; 1) + o( n ); n ! 1:
Let Q( ) = P( ) ? (w; P jT ); 2 Z s :
We already know thatS n (P ? Q) converges to the constant function with constant value (w; P jT ). We also know from (25) and (26) 
We only have to show thatS n Q converge to a continuous function with value 0 at the origin. From (24) and (27) we get that x 2 2 ?n+1 n 2 ?n )S 1 Q(x) C n ; 
De ne Q by
We know from the polynomial reproduction condition of the theorem that
Since by (24), S 1 P 2 C m (R s n f0g) for all P, we only need to show that D jS1 Q(x) ! 0 as x ! 0; 8P; 80 jjj m: The following corollary can be used to calculate the rst order partial derivatives of the limit function at the origin, and speci cally to establish the regularity of limit surfaces in case s = 2. 
In section 7 we make use of schemes that satisfy the condition of corollary 4, to prescribe normal vectors of the limit surfaces. 
6 Examples: Finitely non-uniform C 2 interpolating schemes.
In section 4, we have shown a construction of a C 2 interpolating scheme which coincides with a Box-Spline scheme S away from the origin. However, as pointed out in the last paragraph of that section, this results in a two-ring scheme. Using the su cient condition given by Theorem 2, we construct a one-ring nitely nonuniform interpolating scheme which is C 2 :
We seek the values of the weights that correspond to a stencil near the origin, and set up the equations for them to satisfy the smoothness conditions. Figure 2 depicts the stencil that is used to calculateSP (1; 0). The choice of coe cients is made such that three-directional symmetry is kept (with respect 
with the necessary and su cient condition for C 2 smoothness: j j; j j < 1 24 :
Due to the three-directional symmetry, this scheme can be used near regular vertices of a triangulation (i.e. vertices with valency 6). The stencil with = = 0 is depicted in gure 3.
We can use the two degrees of freedom ; to improve the shape of the limit surfaces. It seems good practice to seek such values ; that minimize a certain fairness measure of a limit surface of the subdivision process, starting with certain initial control points. There are many possible choices of fairness criteria and of the initial control points. We chose a fairness measure that considers third order derivatives of the function: Therefore, we focus on three sets of initial control points: (0;0) ; (1;0) ; (1;1) . We search for ; that minimize the following quantity: E(S 1 (0;0) ) + E(S 1 (1;0) ) + E(S 1 (1;1) ):
We use a nite di erence approximation for E(S 1 P), taken from the values of S 4 P. Finally, we round the values of ; to rational numbers which are useful for exact arithmetic. Figure 4 depicts the resulting stencil.
In a similar way, we construct a scheme that is suitable for subdivision of quadrilateral meshes near a regular vertex (i.e. with valency 4). As the scheme S away from the origin, we use Catmull-Clark's scheme, which generates the tensor product cubic B-splines. This time, two stencils need to be calculated: One, for the edges emanating from the interpolatory vertex, and the other -for the faces near the interpolatory vertex. This time, we require our schemes to reproduce the polynomials 1; x; y; x 2 ? y 2 ; xy that are reproduced by S. We use the remaining degrees of freedom to minimize the fairness measure (51), and then round the results to rational numbers. The resulting stencils are depicted in gure 5. 
Subdivision schemes interpolating normal vectors
In this section, we use the notion of nitely non-uniform subdivision schemes for interpolation of points with given normal vectors. We construct subdivision schemes that are uniform away from the origin, whose limit surfaces interpolate a given point, and have a prescribed normal vector at the origin of the parametric domain. The basic idea is demonstrated by the following example: LetS andS 0 denote two nitely non-uniform bivariate subdivision schemes that coincide with a uniform subdivision scheme S away from the boundary. Assume that both schemes generate C 1 limit functions, interpolating the control point at the origin, and thatS 0 has the property mentioned in corollary 4, namely that its limit functions have zero gradient at the origin. Given three dimensional control points P = P 0 : Z 2 ! R 3 , we de ne a new nitely non-uniform subdivision scheme by P n+1 1 =SP n 1 ; P n+1 2 =SP n 2 ; P n+1 3 =S 0 P n 3 ; n = 0; 1; : : :
where P n i ( ) denotes the i-th component of the three dimensional vector P n ( ). Note thatS 0 operates on the third coordinate of P n whileS operates on the rst two coordinates. As a result, if the limit surface has a normal vector at the origin, it must be exactly (0; 0; 1). In case a di erent normal vector is given, we can rotate the given control points, and then follow the same construction.
In the following, we extend the above construction for the s-dimensional case. Our nitely non-uniform subdivision schemes operate on s+1 dimensional control points P : Z s ! R s+1 . We assume that we have two s-variate nitely non-uniform subdivision schemesS andS 0 that coincide away from the origin, which are known to generate C 1 limit functions that interpolate the control point at the origin. Moreover we assume thatS 0 has the property mentioned in corollary 4, namely that its limit functions always have zero gradient at the origin, and thatS satis es the conditions in corollary 3.
Given a unit vector N 2 R s+1 , which stands for the prescribed normal at the origin, the rst stage in our construction consists of nding any orthogonal 
In the above notation,S andS 0 are elements in a matrix of subdivision operators. Thus the operation of the scheme R is represented by a (s + 1) (s + 1) matrix of subdivision operators, and it operates on (s + 1)-dimensional control points.
The geometric interpretation of R is the following: First we rotate the control points, so that the vector N is mapped to the vector (0; 0; : : : ; 0; 1), then we applyS on every coordinate, except for the last one whereS 0 is applied. Finally, we rotate the control points back to their original coordinate system.
It is easy to see that R is interpolatory at the origin, since bothS andS 0 are interpolatory at the origin.
The regularity of the limit surfaces, for almost every set of initial control points, follows from corollary 3. It follows from the construction that the last coordinate of any partial derivative of QR 1 P is zero at the origin, therefore the partial derivatives of R 1 P at the origin are all perpendicular to N. It is also simple to show that R is invariant to the speci c choice of Q and to inverting the sign of the vector N, since two (s + 1) (s + 1) orthogonal matrices Q 1 ; Q 2 that share the same last row (up to a sign change), satisfy the following relation It follows from our construction that the scheme R is invariant to orthogonal transformations, in the following sense: If we transform the initial control points P as well as the given normal vector N by left multiplication by an orthogonal (s + 1) (s + 1) matrix A, and then calculate Q and apply the scheme R, the resulting control points are the same as if we rst apply the scheme R, and then apply A.
One application of such schemes is to prescribe local and global minima and maxima of the limit surface, with respect to a given direction. This leads to the following questions: How should we choose the scheme S 0 in order to prescribe local extremes of the limit surface? What are the conditions on P that guarantee a local/global extremum? We will answer this questions in the restricted case where the uniform scheme away from the origin, S, has positive stencil coe cients (which is the case for B-spline and box spline subdivision schemes, for example), which yields (x) 0; 8x 2 R s : (56) An analysis of shape preserving properties of subdivision schemes with positive coe cients is given in 10].
It is easy to see that the problem of prescribing an extremum of the limit surface of R at the origin, with respect to a given direction, is equivalent to the problem of requiring the limit function generated byS 0 to have a local/global minimum at the origin.
Let P : Z s ! R denote initial scalar control points such that P(0) = 0. We seek conditions onS 0 and on P, which guarantee that S 0 1 P(x) 0; 8x 2 R s : 
and denote P 0 = P; P n+1 =S 0 P n ; n > 0: The following theorem provides a su cient condition for the existence of a global minimum of the limit functionS 0 1 P at the origin. Theorem 6. Under (56), if P 0 jZ s nf0g > 0 and P n jTnf0g > 0 for all n 0, theñ S 0 1 P has a strict global minimum at the origin.
Proof. SinceS 0 is interpolatory at the origin we have that P n (0) = 0 for all n 0, thereforeS 0 1 P(0) = 0. From (60) and (61) it follows thatS 0 1 P jR s nf0g > 0.
The main condition of this theorem concerns the positivity of P n jTnf0g , which is non-trivial since the schemeS 0 does not necessarily have positive coe cients. However the analysis is simpler if we only want a local minimum at the origin:
Since P n jT = M n 0 P jT , as n tends to in nity the signi cant part of the vectors P n jT consists of the eigenvectors of M 0 that correspond to the leading eigenvalues (excluding the eigenvalue 1). Therefore, a key requirement in the construction of the schemeS 0 , is the existence of a leading eigenvector that is strictly positive 1 P has a strict local minimum at the origin whenever P jT 2 L.
In the following, we construct such a schemeS 0 in the bivariate setting. We seek a scheme that is suitable for triangular subdivision, and coincides with Loop's scheme away from the origin. Taking the same steps as in section 6, we set up the following constraints on the stencil ofS 0 near the origin:
1. The weights must sum up to 1. 2. The weight of the value at the origin should be 3 4 .
3. The leading eigenvalue of the corresponding matrix M 0 (excluding the eigenvalue 1) should be 1 4 . Conditions 1 and 2 guarantee that the sum of all the weights excluding the weight at the origin, is 1 4 , meaning that M 0 has an eigenvector (corresponding to the eigenvalue 1 4 ), which has the value 0 at the origin, and 1 at the points (1; 0), (1; 1), (0; 1), (?1; 0), (?1; ?1), (0; ?1). This suggests the existence of a combinations of the leading eigenvectors that is strictly positive on T nf0g, which is important if we want to prescribe a local extremum at the origin. Condition 3 suggests that according to Theorem 5,S 0 will generate limit functions that are C 1 with bounded second derivatives.
Under the above constraints, we minimize the fairness measure (51), and once again -round the resulting weights to rational values. Figure 6 depicts the resulting stencil forS 0 :
Note that the weights in this stencil are positive, and therefore the entire schemeS 0 is a non-negative scheme. In particular, it follows that the condition for a global minimum at the origin is very simple: Lemma 7. LetS 0 denote a nitely non-uniform interpolating scheme which is convergent and non-negative. If P( ) > P(0) for all 2 Z s n f0g, thenS 0 1 P has a strict global minimum at the origin.
Implementation
In this section, we demonstrate surfaces generated by locally interpolating schemes, from initial triangular meshes.
In the rst example, we prescribe a single point-interpolation conditions and two normal-vector interpolation conditions. We use Loop's scheme 8] away from the interpolation points, and near the interpolation points, we use the stencils shown in gure 4. Near interpolation points where a normal vector is given, we use the stencils shown in gures 4 and 6, combined as described in section 7. Figure 7 shows the resulting surfaces. In the second example, we prescribe two point-interpolation conditions and a single normal-vector interpolation condition, and apply a similar scheme. Figure 8 shows the resulting surfaces. In the third example, we design surfaces that have a single smooth boundary, and a prescribed extremum point, with a prescribed normal vector. We use Loop's scheme away from the extremum point, and away from the boundary. Near the boundary we use the schemes developed in 7], and near the extremum point, we use the stencils shown in gure 4 and 6, combined as described in section 7. Figure 9 shows the resulting surfaces. The prescribed normal vector is shown by a black line segment. 
