













【プライバシ定義：local differential privacy】 
本研究では，プライバシ定義としてlocal differential privacy (LDP) [1,2]を採用し，それに基づいてプライバシの議論を行う． 
LDPは「データを収集する実体 (収集者)は全能でもないし，悪意を持ってデータを取り扱うかもしれない」という考えのもと， 
レコードを提供する実体 (提供者) が提供前にレコードをランダムに撹乱することを要請する． 
その撹乱が撹乱前のレコードの特定をどの程度難しくするかを定量的に定義するのがLDPである． 
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【疑問2への回答：ロジスティック回帰の係数推定のMinimax Excess Risk解析】　 
撹乱される前のデータを ，撹乱されたデータを とする． 
は 人の提供者のレコードの集合で，レコードはそれぞれ 個の説明変数と1つの目的変数からなる． 
は -LDPである撹乱ルール によって撹乱されたものとする． 
でパラメトライズされたロジスティックモデルからデータが生成されたとして， 
ある推定アルゴリズム のexcess riskを次のように定義する： 
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Pr(Yi = yi |Xi = xi) =
1
exp(−yiβ*⊤xi) + 1
を生成Xi 確率的に非協力的に
