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A PROOF OF THE LOCAL Tb THEOREM FOR STANDARD
CALDER ´ON-ZYGMUND OPERATORS
STEVE HOFMANN
Abstract. We give a proof of a so-called “local Tb” Theorem for singular integrals whose
kernels satisfy the standard Caldero´n-Zygmund conditions. The present theorem, which
extends an earlier result of M. Christ [Ch], was proved in [AHMTT] for “perfect dyadic”
Caldero´n-Zygmund operators. The proof in [AHMTT] essentially carries over to the case
considered here, with some technical adjustments.
1. Introduction
Following Coifman and Meyer, we say that an operator T , initially defined as a mapping
from test functions C∞0 (Rn) to distributions, is a singular integral operator if it is associated
to a kernel K(x, y) in the sense that for all φ, ψ ∈ C∞0 with disjoint supports, we have
〈Tφ, ψ〉 =
"
Rn×Rn
K(x, y)φ(y)ψ(x)dydx,
and if the kernel satisfies the standard “Caldero´n-Zygmund” bounds
(1.1a) |K(x, y)| ≤ C
|x − y|n
(1.1b) |K(x, y + h) − K(x, y)| + |K(x + h, y) − K(x, y)| ≤ C |h|
α
|x − y|n+α
,
where the later inequality holds for some α > 0 whenever |x − y| > 2|h|.
For future reference, we note that, for any kernel K(x, y) satisfying (1.1)(a), and for
1 < p < ∞, we have
(1.2)
∫
Q
∣∣∣∣∣
∫
K(x, y)16Q\Q(y) f (y)dy
∣∣∣∣∣p dx ≤ Cp
∫
6Q\Q
| f |p.
We omit the proof.
The following theorem is an extension of a local Tb Theorem for singular integrals
introduced by M. Christ [Ch] in connection with the theory of analytic capacity. See
also [NTV], where a non-doubling versions of Christ’s local Tb Theorem is given. A
1-dimensional version of the present result, valid for “perfect dyadic” Caldero´n-Zygmund
kernels, appears in [AHMTT]. In the sequel, we use the notation T tr to denote the transpose
of the operator T .
Theorem 1.3. Let T be a singular integral operator associated to a kernel K satisfying
(1.1), and suppose that K satisfies the generalized truncation condition K(x, y) ∈ L∞(Rn ×
Rn). Suppose also that there exist pseudo-accretive systems {b1Q}, {b2Q} such that b1Q and b2Q
are supported in Q, and
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(i)
∫
Q
(
|b1Q|q + |b2Q|q
)
≤ C|Q|, for some q > 2
(ii)
∫
Q
(
|Tb1Q|2 + |T trb2Q|2
)
≤ C|Q|
(iii) 1C |Q| ≤ min
(
ℜe
∫
Q b
1
Q,ℜe
∫
Q b
2
Q
)
.
Then T : L2(Rn) → L2(Rn), with bound independent of ‖K‖∞.
The theorem in [Ch] is similar, except that the L2 (or L2+ǫ ) control in conditions (i) and
(ii) is replaced by L∞ control. The proof of the present theorem follows that of [AHMTT],
except for some technical adjustments related to the presence of the Caldero´n-Zygmund
tails in condition (1.1b). These tails do not appear in the perfect dyadic setting considered
in [AHMTT], and their absence allows one to take q = 2 in condition (i); moreover,
Auscher and Yang [AY] have extended the present result to the case q = 2, by reducing to
[AHMTT]. At present, we do not know a direct proof of our theorem without taking q > 2,
nor (in contrast to the perfect dyadic case) any proof with q < 2.
The present version of the theorem has been applied in [AAAHK] to establish L2 bound-
edness of layer potentials associated to certain divergence form elliptic operators with
bounded measurable coefficients.
2. Preliminaries
We begin by setting some notation, and recalling some familiar facts. In particular, we
discuss adapted averages and difference operators following [CJS]. We define the standard
dyadic conditional expectation and martingale difference operators
Ek f (x) =
∑
Q∈Dk
1Q(x) 1
|Q|
∫
Q
f ,
where Dk, k ∈ Z, denotes the standard grid of dyadic cubes in Rn having side length 2−k,
and
∆k ≡ Ek+1 − Ek.
Then
E jEk = Ek, j ≥ k
and thus also
∆ j∆k = 0, j , k
∆2k = ∆k
(2.1)
Moreover, the operators Ek and ∆k are self-adjoint. Consequently, we have the square
function identity
(2.2)
∫
Rn
∞∑
k=−∞
|∆k f |2 = ‖ f ‖22,
as well as the discrete Caldero´n reproducing formula
(2.3)
∑
∆2k =
∑
∆k = I,
where the convergence is in the strong operator topology on L2, as well as point-wise a.e.
for f ∈ L2, as may be seen by the telescoping nature of the sum, and the fact that
(2.4) lim
k→∞
Ek f = f a.e., f ∈ Lploc , 1 ≤ p ≤ ∞
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(by Lebesque’s Differentiation Theorem), and
(2.5) lim
k→−∞
Ek f = 0, f ∈ Lp, 1 ≤ p < ∞.
Details may be found in [St]. As a consequence of (2.2), we have the standard dyadic
Carleson measure estimate.
Proposition 2.6. There exists a constant C such that for every dyadic cube Q,
1
|Q|
∫
Q
∑
k:2−k≤ℓ(Q)
|∆kh(x)|2dx ≤ C‖h‖2BMO.
Remark. The well-known proof is the same as that in the continuous parameter case
[FS], and is omitted.
Suppose now that b is dyadically pseudo-accretive, i.e.
(DψA) b ∈ L∞, |Ekb| ≥ δ,
for some δ > 0, and for all k ∈ Z, or more generally that
(2.7)
∣∣∣∣∣∣ 1|Q|
∫
Q
b
∣∣∣∣∣∣ ≥ δ ,
∫
Q
|b|2 ≤ C|Q|
for all Q in some “good” subset of Dk. Then we can define the adapted expectation opera-
tors
Ebk f =
Ek( f b)
Ek(b)
(at least on the good cubes), and we can also define the martingale difference operators
∆bk = E
b
k+1 − E
b
k ,
at least on cubes Q ∈ Dk which are not only “good”, but whose dyadic children are also
“good” (in the sense of (2.7)). The following result is well known (see, e.g. [Ch2, p. 45])
Proposition 2.8. Suppose b ∈ DψA. Then we have the following square function estimate∫
Rn
∑
|∆bk f |2 ≤ C‖ f ‖22.
We omit the proof.
It is routine to check that for b ∈ DΨA, Ebk , ∆
b
k also satisfy
a) Ebk Ebj = Ebj Ebk = Ebk , j ≥ k
b) ∆bj∆bk = 0 j , k
c) (∆bk)2 = ∆k
d) lim
k→∞
Ebk f = f a.e., f ∈ Lploc , p ≥ 1
e) lim
k→∞
Ebk f = 0, f ∈ Lp, 1 ≤ p < ∞
f)
∑
(∆bk)2 =
∑
∆bk = I.
(2.9)
We shall also find it useful to consider the transposes of the operators Ebk , ∆
b
k , which we
denote as follows:
Abk ≡ (Ebk)tr = b
Ek
Ek(b) , D
b
k = A
b
k+1 − A
b
k = (∆bk)tr.
One may readily verify that for b ∈ DψA the operators Abk , D
b
k satisfy the properties enjoyed
by Ebk , ∆
b
k in (2.9). Moreover, we have
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Proposition 2.10. If b ∈ DψA then∑
k
‖Dbk f ‖22 ≤ C‖ f ‖22.
Proof. Observe that Abk f = bEk f /Ekb. Hence
|Dbk f | ≤ |b|
∣∣∣∣∣Ek+1 fEk+1b − Ek fEkb
∣∣∣∣∣ ≤ ‖b‖∞
(
|∆k f |
|Ek+1b|
+
|Ek f ||∆kb|
|Ek+1b||Ekb|
)
.
The conclusion of the proposition now follows from (2.2), Proposition 2.6, dyadic pseudo-
accretivity, and the dyadic version of Carleson’s Lemma. We omit the details. 
Next, we introduce some further terminology.
Definition 2.11. Given a dyadic cube Q ⊆ Rn, a “discrete Carleson region” is the collection
RQ ≡ {dyadic Q′ such that Q′ ⊆ Q}.
We shall refer to Q as the “top” of RQ. We remark that in using the term “discrete Carleson
region” in this fashion, we are implicitly identifying a cube Q′ with its associated “Whitney
box” Q′ × [ℓ(Q′)/2, ℓ(Q′)].
Definition 2.12. Given a dyadic cube Q ⊆ Rn, a “discrete sawtooth region” is the collection
Ω ≡ RQ\(∪RP j),
where {P j} is a family of non-overlapping dyadic sub-cubes of Q.
Definition 2.13. We say that b is “q-dyadically pseudo accretive on a sawtooth domainΩ”
(b ∈ q − DψA(Ω)), if there exist constants δ > 0 and C0 < ∞ such that for every Q′ ∈ Ω
(i)
∣∣∣∣ 1|Q′ | ∫Q′ b∣∣∣∣ ≥ δ
(ii) 1
|Q′ |
∫
Q′ |b|
q ≤ C0.
We now introduce some alternative notation, which we shall find useful when working
with discrete sawtooth regions. For Q ∈ Dk, we set
DbQ f (x) ≡ 1Q(x)Dbk f (x)
and we adapt the analogous convention for Abk(AbQ), ∆bk(∆bQ) and Ebk (EbQ). Since the cubes
in a given dyadic scale are non-overlapping, we have, for example∑
Q
‖DbQ f ‖22 =
∞∑
k=−∞
‖Dbk f ‖22,
where the first sum runs over all dyadic cubes.
We also describe a convenient splitting of a discrete sawtooth region as follows. Given
a dyadic cube Q1, and a discrete sawtooth
Ω ≡ RQ1\(∪RP j),
we split
Ω ≡ Ω1 ∪ Ωbuffer,
where
Ωbuffer ≡ {Q ∈ Ω : Q has at least one child not in Ω}.
Thus, if Q ∈ Ω1, then every child of Q belongs to Ω. We have the following extension of
Proposition 2.10:
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Lemma 2.14. Let Ω ≡ RQ1\(∪RP j) be a discrete sawtooth region corresponding to a
dyadic cube Q1, and let Ω1 ∪ Ωbuffer be the splitting of Ω described above. Suppose also
that b ∈ 2 − DψA(Ω). Then ∑
Q∈Ω1
‖DbQ f ‖22 ≤ C‖ f ‖2L2 (Q1).
Proof. Fix Q ∈ Dk ∩Ω1. By definition,
‖DbQ f ‖22 =
∫
Q
|Dbk f |2 =
∫
Q
∣∣∣∣∣∣b
(
Ek+1 f
Ek+1b
−
Ek f
Ekb
)∣∣∣∣∣∣
2
=
∑
Q′∈Dk+1
Q′⊆Q
∫
Q′
∣∣∣∣∣∣b
(
EQ′ f
EQ′b
−
EQ f
EQb
)∣∣∣∣∣∣
2
=
∑
Q′∈Dk+1
Q′⊆Q
∣∣∣∣∣∣EQ′ fEQ′b −
EQ f
EQb
∣∣∣∣∣∣
2 ∫
Q′
|b|2
=
∑
Q′∈Dk+1
Q′⊆Q
∫
Q′
∣∣∣∣∣∣ ∆Q fEQ′b −
EQ f∆Qb
EQ′b EQb
∣∣∣∣∣∣
2 1
|Q′|
∫
Q′
|b|2,
where in the last two steps we have used that EQ′ , EQ are constant on Q′. But if Q ∈ Ω1,
then its children Q′ all belong to Ω. Since b ∈ 2− DψA(Ω), the last expression is therefore
bounded by
C
∫
Q
(
|∆Q f |2 + |EQ f |2|∆Qb|2
)
.
Summing over Q ∈ Ω1 yields the desired estimate, once we have proved the following
analogue of the discrete Fefferman-Stein Carleson measure estimate Proposition 2.6. 
Lemma 2.15. Let Q1, Ω = Ω1 ∪ Ωbuffer be as in the previous Lemma, and suppose that
b ∈ 2 − DψA(Ω). Then
sup 1
|Q˜|
∑
Q∈Ω1 ,Q⊆Q˜
‖∆Qb‖22 ≤ CC0,
where C0 is the constant in Definition 2.13, and where the supreme runs over all dyadic
Q˜ ⊆ Q1.
Proof. We observe that ∑
Q∈Ω1
Q⊆Q˜⊆Q1
‖∆Qb‖22 =
∑
Q∈Ω1
Q⊆Q˜⊆Q1
‖∆Q(1Q˜ b)‖22
is non-zero only if Q˜ ∈ Ω. But b ∈ 2 − DψA(Ω), so by (2.2) we have that∑
Q dyadic
‖∆Q(1Q˜ b)‖22 ≤ C
∫
Q˜
|b|2 ≤ CC0|Q˜|.
This concludes the proof of Lemma 2.15 and hence also that of Lemma 2.14. 
3. Proof of Theorem 1.3 (Local Tb Theorem for singular integrals)
We now proceed to give the proof of Theorem 1.3. The proof follows that of Theorem
6.8 in [AHMTT], which for the sake of expository simplicity treated only the case of
“perfect dyadic” Caldero´n-Zygmund kernels in one dimension. The more general version
given here, in which the “perfect dyadic” cancellation condition is replaced by (1.1)(b),
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will entail dealing with a moderate amount of purely technical complication, but the gist
of the proof is unchanged.
By the T1 theorem, plus a localization argument, it is enough to show that there is a
constant C, depending only on dimension, the kernel bounds in (1.1), and the constants in
hypotheses (i), (ii) and (iii) of the Theorem, such that for every dyadic cube Q,
(a) ‖T1Q‖L1(Q) ≤ C|Q|(T1loc)
(b) ‖T tr1Q‖L1(Q) ≤ C|Q|
Indeed, it is well known that one may deduce both the weak boundedness property, and
that T1, T tr1 ∈ BMO, from (T1loc), (1.1) and (1.2). We omit the details. In the sequel we
shall use the generic C to denote a constant depending only on the benign parameters listed
above.
Now, by the symmetry of our hypotheses, it will suffice to establish only (T1loc)(b), and
we do this for Q contained in same fixed cube Qbig. Since Qbig is arbitrary, the general case
follows, as long as our constants are independent of Qbig (as they will be).
We thus fix Qbig, and define
B1 ≡ sup
1
|Q| ‖T
tr1Q‖L1(Q),
where the supremum runs over all dyadic Q ⊆ Qbig. By our qualitative hypothesis that K ∈
L∞, we see that B1 < ∞, although apparently it may depend on ‖K‖∞ and Qbig. However,
we shall show that there exists ǫ > 0, depending only on the allowable parameters, such
that for every Q ⊆ Qbig, and for every f ∈ L∞(Q) with ‖ f ‖∞ ≤ 1, we have the estimate
(3.1) |
∫
Q
T f | ≤ (1 − ǫ)B1|Q| +C|Q|.
By duality, this proves that B1 ≤ (1 − ǫ)B1 +C, and (T1loc)(b) follows.
In the sequel, we shall use the following convenient notational convention:
1
|Q|
∫
Q
f = [ f ]Q.
By renormalizing, we may assume that hypothesis (iii) of the Theorem reads
(3.2) [b1Q]Q = 1 = [b2Q]Q.
Lemma 3.3. Suppose that {bQ} satisfies (as in the hypotheses of Theorem 1.3)
(i)
∫
Q |bQ|
q ≤ C|Q|, for some q > 2
(ii)
∫
Q |TbQ|
2 ≤ C|Q|
(iii) [bQ]Q = 1,
and that supp bQ ⊆ Q. Then there exists ǫ > 0, and for each fixed Q1 a partition of RQ1
into
RQ1 = Ω1 ∪ Ωbuffer ∪ (∪RP j ),
where the tops {P j} are non-overlapping dyadic sub-cubes of Q1, such that if b ≡ bQ1 , then
∑
|P j| ≤ (1 − ǫ)|Q1|(3.4)
b ∈ q − DψA(Ω1 ∪Ωbuffer)(3.5)
sup
Q⊆ ˜Q⊆2Q
[(Mb)2]
˜Q ≤ C,(3.6)
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for all Q ∈ Ω1 ∪Ωbuffer (here, 2Q denotes the concentric double of Q);
[|Tb|2]Q ≤ C, ∀Q ∈ Ω1 ∪Ωbuffer(3.7) ∑
Q∈Ωbuffer
|Q| ≤ C|Q1|(3.8)
(3.9) f = [ f ]Q1 b +
∑
Q∈Ω1
DbQ f +
∑
j
( f 1P j − [ f ]P j bP j) +
∑
Q∈Ωbuffer
ζQ,
where
ζQ ≡ S bQ f +
∑
P j children of Q
[ f ]P j bP j ,
and, for x ∈ Q′, and Q′ a child of Q ∈ Ωbuffer,
S bQ f (x) ≡
D
b
Q f (x), x ∈ Q′ ∈ (Ω1 ∪ Ωbuffer)
−AbQ f (x), x ∈ Q′ < (Ω1 ∪ Ωbuffer)
.
Furthermore
∫
ζQ = 0, and ‖ζQ‖2 ≤ C|Q|1/2.
Proof of the lemma. We begin by verifying the claimed properties of ζQ, for Q ∈ Ωbuffer,
assuming (3.5). By definition of S bQ,
ζQ =
∑
Q′∈Ω
Q′child of Q
b
[b]Q′
[ f ]Q′1Q′ +
∑
Q′<Ω
Q′child of Q
[ f ]Q′bQ′ − b[b]Q [ f ]Q1Q,
where in the middle term we have used that [bQ′]Q′ = 1, and that if Q′ is a child of
Q ∈ Ωbuffer, with Q′ < Ω ≡ Ω1∪Ωbuffer, then Q′ = P j for some j. It is now routine to verify
that
∫
ζQ = 0, since [bQ′ ]Q′ = 1. Clearly, supp ζQ ⊆ Q. Also, the bound
‖ζQ‖2 ≤ C‖ f ‖∞ |Q| 12 ≤ C|Q| 12
follows from (3.5) and Ho¨lder’s inequality.
We now turn to the main part of the proof. By hypothesis (i) of the Lemma, applied to
b in Q1, and by the Lq boundedness of the maximal function, we have that
(3.10)
∫
Rn
(Mb)q ≤ C
∫
Q1
|b|q ≤ C|Q1|
where we have used that b is supported in Q1. We now perform a standard stopping time
argument, subdividing Q1 dyadically to extract a collection of sub-cubes {P j} which are
maximal with respect to the property that for some δ > 0 to be chosen, at least one of the
following holds:
(1) |[b]P j | ≤ δ
(2) sup
˜Q:P j⊆ ˜Q⊆2P j
[(Mb)q]
˜Q + [|Tb|2]P j ≥
C
δ2
(3.11)
As usual, we then set Ω ≡ RQ1\(∪RP j), and we further decomposeΩ = Ω1 ∪Ωbuffer, where
as above
Ωbuffer = {Q ∈ Ω : Q has at least one child not in Ω}.
Then (3.5), (3.6) and (3.7) hold by construction. The representation (3.9) holds by defini-
tion of DbQ and S bQ, by the normalization [bQ]Q = 1, and by the telescoping nature of sums
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involving the Dbk operator. Furthermore, since each Q ∈ Ωbuffer contains at least one bad
child P j, we have that ∑
Q∈Ωbuffer
|Q| ≤ 2n
∑
|P j| ≤ 2n|Q1|,
which is (3.8). It therefore remains only to verify (3.4). To this end, we assign each “bad”
cube P j to a family S 1 or S 2, according to whether P j satisfies property (1) or (2) of (3.11).
If it happens to satisfy both of these inequalities, then we assign it arbitrarily to S 1. We
then define
Bad1 = ∪P j∈S 1 P j, Bad2 = ∪P j∈S 2 P j
and
Good = Q1\(Bad1 ∪Bad2).
Then by hypothesis (iii) of the lemma,
|Q1| =
∫
Q1
b =
∫
Good
b +
∫
Bad1
b +
∫
Bad2
b
≤ |Good | 12 ‖b‖L2(Q1) + δ
∑
|P j| + |Bad2 |
1
2 ‖b‖L2(Q1),
where we have used (3.11)(1) to control the middle term. Now, by hypothesis (i) of the
Lemma and Ho¨lder’s inequality, we have that ‖b‖2 ≤ C|Q1| 12 , whence
(3.12) (1 − δ)|Q1| ≤ C|Good | 12 |Q1| 12 + |Bad2 | 12 |Q1| 12 .
Choosing δ > 0 sufficiently small, we will obtain the conclusion of the Lemma once we
show that
|Bad2 | ≤ Cδ2|Q1|.
To this end, we observe that by (3.11)(2) and the Hardy-Littlewood Theorem,
|Bad2 | ≤
∣∣∣∣∣{M(Mb)q) > C2δ2
}∣∣∣∣∣ +
∣∣∣∣∣{M(|Tb|21Q1 ) > C2δ2
}∣∣∣∣∣
≤ Cδ2
(∫
Rn
(Mb)q +
∫
Q1
|Tb|2
)
≤ Cδ2|Q1|,
as desired. This concludes the proof of Lemma 3.3. 
We now return to the proof of (3.1). Fix a cube Q1, and let f be supported in Q1, with
‖ f ‖∞ ≤ 1. We apply Lemma 3.3 in the cube Q1, with bQ = b1Q, b = b1Q1 ≡ b1, so that we
have a decomposition RQ1 = Ω1 ∪ Ωbuffer ∪ (∪P j), for which (3.4)-(3.8) are satisfied, and
furthermore f may be decomposed as in (3.9). We need to estimate
∣∣∣∣∫Q1 T f
∣∣∣∣, so by (3.9) it
is enough to consider
|[ f ]Q1 |
∫
Q1
|Tb1| +
∣∣∣∣∣∣∣∣
∑
Q∈Ω1
T Db1Q f
∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣
∑
j
∫
Q1
T ( f 1P j − [ f ]P j b1P j )
∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣
∑
Q∈Ωbuffer
∫
Q1
TζQ
∣∣∣∣∣∣∣∣ ≡ | I | + | II | + | III | + | IV |.
By hypothesis (ii) of Theorem 1.3 and Cauchy-Schwarz, we have that
| I | ≤ C‖ f ‖∞ |Q1| ≤ C|Q1|.
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Term II is the main term, and we defer its treatment momentarily. Next, we consider term
III. For notational convenience, we set
f j ≡ f 1P j − [ f ]P j b1P j .
Since [b1P j]P j = 1, we have that
∫
f j = 0. Moreover, supp f j ⊆ P j, and
(3.13) ‖ f j‖2 ≤ C‖ f ‖∞ |P j|1/2.
We now claim that
(3.14) III =
∑
j
∫
P j
T f j + 0(‖ f ‖∞|Q1|).
Indeed,
(3.15)
∫
Q1\P j
T f j =
∫
Q1\2P j
T f j +
∫
(Q1∩2P j)\P j
T f j.
The second term is dominated in absolute value by
C|P j|
1
2
∫
2P j\P j
|T f j|2

1
2
≤ C|P j|
1
2 ‖ f j‖2 ≤ C‖ f ‖∞ |P j|,
where the first inequality is essentially dual to (1.2), by the kernel condition (1.1)(a) and
the fact that supp f j ⊆ P j, and the second inequality is just (3.13). The first term in (3.15)
may be handled by the classical Caldero´n-Zygmund estimate, using (1.1)(b) and the fact
that
∫ f j = 0, and we obtain the bound
C
"
|x−y|>Cℓ(P j)
ℓ(P j)α
|x − y|n+α
| f j(y)|dxdy
≤ C‖ f j‖1 ≤ C|P j| 12 ‖ f j‖2 ≤ C‖ f ‖∞ |P j|.
Summing in j, we obtain (3.14).
Thus, to finish our treatment of term III, we need only observe that∣∣∣∣∣∣∣∣
∑
j
∫
P j
T f j
∣∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣∣
∑
j
∫
P j
T ( f 1P j )
∣∣∣∣∣∣∣∣ +
∣∣∣∣∣∣∣∣
∑
j
∫
P j
Tb1P j
 [ f ]P j
∣∣∣∣∣∣∣∣
≤ B1‖ f ‖∞
∑
j
|P j| +C‖ f ‖∞
∑
|P j|,
where we have used the definition of B1 and hypothesis (ii) of Theorem 1.3. From (3.4)
and the normalization ‖ f ‖∞ ≤ 1, we obtain the bound
| III | ≤ B1(1 − ǫ)|Q1| +C|Q1|.
We now consider term IV. By Lemma 3.3 and the definition of ζQ, we have that
supp ζQ ⊆ Q,
∫
ζQ = 0, and ‖ζQ‖2 ≤ C|Q|1/2.
Thus, from the same argument used to establish (3.14), we obtain
(3.16) IV =
∑
Q∈Ωbuffer
∫
Q
TζQ + O(|Q1|),
10 S. HOFMANN
where in the “big O” term we have used (3.8). We recall that
ζQ = S b1Q f +
∑
P j children of Q
[ f ]P j b1P j ,
where for x ∈ Q′, with Q′ a child of Q ∈ Ωbuffer, we have either that
S b1Q f (x) = −b1(x)
∫
Q f∫
Q b1
,
if Q′ < Ω ≡ (Ω1 ∪Ωbuffer) (in which case we say that Q′ is a “bad” child of Q) or
S b1Q f (x) = b1(x)

∫
Q′ f∫
Q′ b1
−
∫
Q f∫
Q b1
 ,
if Q′ ∈ Ω (Q′ is a “good” child of Q).
Now, by (3.5), b1 ∈ q − DψA(Ω) (Definition 2.13), so that
(3.17)
∣∣∣∣∣∣
∫
Q
TζQ
∣∣∣∣∣∣ ≤ Cδ
 ∑
Q′ good child of Q
∣∣∣∣∣∣
∫
Q
T (b11Q′ )
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫
Q
T (b11Q)
∣∣∣∣∣∣

+
∑
Q′ bad child of Q
∣∣∣∣∣∣
∫
Q
Tb1Q′
∣∣∣∣∣∣ ,
where in the last term we have used that the bad children of Q are precisely those P j which
are children of Q.
We shall estimate this last expression via the following
Lemma 3.18. Suppose that Q ⊆ Q1. Then with b1 ≡ b1Q1 , we have∫
3Q
|T (b11Q)|2 ≤ C
∫
Q
|Tb1|2 +
∫
2Q
|b1|2 +
∫
Q
(M(b1))2
and similarly for b2Q1 , T tr.
Let us take the lemma for granted momentarily. In (3.17), Q′ is a child of Q, hence the
concentric triple 3Q′ contains Q. Moreover, the “good” children, being in Ω, satisfy (3.6)
and (3.7), with b = b1. Consequently, we may apply the lemma to Q′ ⊆ Q1 or to Q ⊆ Q1
in the first two terms on the right side of (3.17) to obtain the bound
C
δ
(∫
Q
|Tb1|2 +
∫
2Q
|b1|2 +
∫
Q
(M(b1))2
)
≤
C
δ
|Q|.
In addition, the last term in (3.17) is no larger then∑
Q′
(∣∣∣∣∣∣
∫
Q\Q′
Tb1Q′
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫
Q′
Tb1Q′
∣∣∣∣∣∣
)
≤ C
∑
Q′
|Q′| ≤ C|Q|,
by the dual estimate to (1.2), plus hypotheses (i) and (ii) of Theorem 1.3. Since δ > 0 is
fixed, summing over Q in Ωbuffer yields that
| IV ‖ ≤ C|Q1|,
by (3.8).
Combining our estimates for I, III and IV, we have therefore proved that
(3.19)
∣∣∣∣∣∣
∫
Q1
T f
∣∣∣∣∣∣ ≤ | II | +C|Q1| + B1(1 − ǫ)|Q1|,
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modulo the proof of Lemma 3.18, which we shall give now, before embarking on our
treatment of the math term II.
Proof of Lemma 3.18. The proof is based on another Lemma.
Lemma 3.20. For all dyadic Q, and for every f ∈ L2(Q), we have that
‖ f ‖L2 (Q) ≤ C
(
‖ f − [ f ]Q‖L2(Q) + |Q|− 12 |〈 f , b2Q〉|
)
,
and similarly for b1Q.
We first show that this lemma yields Lemma 3.18. By the dual estimate to (1.2), we
have that ∫
3Q\Q
|T (b11Q)|2 ≤ C
∫
Q
|b1|2.
Thus, it suffices to show that
∫
Q |T (b11Q)|2 ≤ β, where
β ≡
∫
Q
|Tb1|2 +
∫
2Q
|b1|2 +
∫
Q
M(b1)2.
We note that
|〈T (b11Q), b2Q〉| = |〈b11Q, T trb2Q〉| ≤ ‖b1‖L2(Q) ‖T trb2Q‖L2(Q) ≤ C|Q|1/2 ‖b1‖L2(Q),
by hypothesis (ii) of Theorem 1.3. Thus, by Lemma 3.20, with f = T (b11Q), it suffices to
show that
(3.21) ‖ f − [ f ]Q‖L2(Q) ≤ C
√
β.
In turn, (3.21) will follow if we can show that, for all h ∈ L2(Q) with
∫
Q h = 0, we have
|〈 f , h〉| ≤ C‖h‖2
√
β.
But
〈 f , h〉 = 〈b11Q, T trh〉 = 〈b1, T trh〉 − 〈b11(2Q\Q), T trh〉 − 〈b11(2Q)cT trh〉 ≡ U + V +W.
Now
|U | ≤ ‖Tb1‖L2(Q)‖h‖L2(Q) ≤ C
√
β‖h‖2.
Moreover, we have that
|V | ≤ ‖b1‖L2(2Q)‖T trh‖L2(2Q\Q) ≤ C
√
β‖h‖2,
where we have used the dual estimate to (1.2) in the last step. Finally, since
∫
h = 0, we
have by the standard Caldero´n-Zygmund estimate that
|W | ≤
∫
(2Q)c
|b1(y)|
∫
Q
|h(x)| ℓ(Q)
α
|x − y|n+α
dxdy ≤
∫
Q
|h(x)| M(b1)(x) dx ≤ C‖h‖2
√
β.
Thus, Lemma 3.20 implies Lemma 3.18. 
We now give the
Proof of Lemma 3.20. Let h ∈ L2(Q), with ‖h‖2 = 1. Then
〈 f , h〉 = 〈 f , h − [h]Qb2Q〉 + [h]Q〈 f , b2Q〉 = 〈 f − [ f ]Q, h − [h]Qb2Q〉 + [h]Q〈 f , b2Q〉,
where we have used that
∫
Q(h − [h]Qb2Q) = 0, since [b2Q]Q = 1. Thus, by Cauchy-Schwarz,
|〈 f , h〉| ≤ ‖ f − [ f ]Q‖L2(Q)
(
1 + |[h]Q| ‖b2Q‖2
)
+ |[h]Q| |〈 f , b2Q〉|.
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But
|[h]Q| ≤
(
1
|Q|
∫
Q
|h|2
)1/2
≤ |Q|− 12 ,
and by hypothesis (i), ‖b2Q‖2 ≤ C|Q|1/2. The conclusion of the lemma now follows readily.

Next, we return to (3.19), and more precisely, to the term
II =
∑
Q∈Ω1
∫
Q1
T Db1Q f ,
where f is supported in Q1, and ‖ f ‖∞ ≤ 1. Having established (3.19), we must now show
that | II | ≤ C|Q1|, whence (3.1) follows, since Q1 is arbitrary. But
II =
∑
Q∈Ω1
〈∆
b1
Q T
tr1Q1 , D
b1
Q f 〉,
because (Db1Q )2 = Db1Q , and (Db1Q )tr = ∆b1Q . Thus
(3.22) | II | ≤
∑
Q∈Ω1
‖Db1Q f ‖2L2(Q)

1
2
∑
Q∈Ω1
‖∆
b1
Q T
tr1Q1‖2L2(Q)

1
2
.
Since b1 satisfies (3.5), we have by Lemma 2.14 that the first factor on the right side of
(3.22) is bounded by C‖ f ‖L2 (Q1) ≤ C|Q1|1/2. It is therefore enough to show that the second
factor is also dominated by C|Q1|1/2. More generally, setting
B2 ≡ sup
Q2⊆Q1
1
|Q2|
∑
Q∈Ω1∩RQ2
‖∆
b1
Q T
tr1Q1‖2L2(Q),
we shall show that B2 ≤ C. More precisely, for Q2 ⊆ Q1 now fixed, we shall show that
(3.23)
∑
Q∈Ω1∩RQ2
‖∆
b1
Q T
tr1Q1‖2L2(Q) ≤ (1 − ǫ)B2|Q2| + C|Q2|.
Once (3.23) is established, we shall be done. To this end, we decompose RQ2 as in
Lemma 3.3, with respect to b = b2Q2 ≡ b2. In particular, RQ2 = Ω2 ∪ Ω2,buffer ∪ (∪RP2i ),
where ∑
|P2i | ≤ (1 − ǫ)|Q2|,
∑
Q∈Ω2,buffer
|Q| ≤ C|Q2|,
and b2 ∈ q − DψA on Ω2 ∪Ω2,buffer. The left hand side of (3.23) then splits into∑
Q∈Ω1∩Ω2
+
∑
Q∈Ω1∩Ω2,buffer
+
∑
i
∑
Q∈Ω1∩RP2i
≡ Σ1 + Σ2 + Σ3.
Now, by definition of B2,
Σ3 ≡
∑
i
∑
Q∈Ω1∩RP2i
‖∆
b1
Q T
tr1Q1‖2L2(P2i ) ≤ B2
∑
i
|P2i | ≤ B2(1 − ǫ)|Q2|.
Next, we consider Σ2. For Q ∈ Ω1 ∩ Ω2,buffer, we write 1Q1 = 1Q1\2Q + 1(Q1∩2Q)\Q + 1Q.
Since b1 ∈ q − DψA(Ω1 ∪ Ωbuffer), we have that ∆b1Q : L2(Q) → L2(Q). Thus, using also
(1.2), we obtain
‖∆
b1
Q T
tr1(Q1∩2Q)\Q‖22 ≤ C‖12Q\Q‖
2
2 ≤ C|Q|.
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Summing this term over Q ∈ Ω2,buffer yields the bound C|Q2| as desired. Also ∆b1Q 1 = 0.
Thus, if we denote by ϕb1Q (x, y) the kernel of ∆b1Q , we have by (1.1)(b) that
|∆
b1
Q T
tr1Q1\2Q(x)| ≤ C
∫
|ϕ
b1
Q (x, y)| dy
∫
|z−yQ |>cℓ(Q)
ℓ(Q)α
|z − yQ|n+α
dz ≤ C,
where yQ is the center of Q. Therefore
‖∆
b1
Q T
tr1Q1\2Q‖2L2(Q) ≤ C|Q|,
and we can again sum over Q ∈ Ω2,buffer to obtain the bound C|Q2|.
To finish our treatment of Σ2, it remains to consider the contribution of 1Q. By definition,
ϕ
b1
Q (x, y) = −1Q(x)1Q(y)
1
|Q|
b1(y)
[b1]Q
+
∑
Q′ children of Q
1Q′ (x)1Q′(y) 1
|Q′|
b1(y)
[b1]Q′
≡ λ
b1
Q (x, y) b1(y).
Then,
∆
b1
Q T
tr1Q(x) = 〈λb1Q (x, ·)b1, T tr1Q〉 =
∫
Q
T (b1λb1Q (x, ·)).
Since x ∈ Q (otherwise λb1Q = 0), we have that by definition of λb1Q , the last expression
equals ∑
Q′ children of Q
1Q′ (x)
(∫
Q
T (b11Q′ )
)
1
|Q′|
1
[b1]Q′
−
(∫
Q
T (b11Q)
)
1
|Q|
1
[b1]Q
.
Since Q ∈ Ω1, we have that b1 ∈ q − DψA on Q and all of its children, so that
|[b1]Q|, |[b1]Q′ | ≥ δ.
Consequently,
‖∆
b1
Q T
tr1Q‖L∞(Q) ≤ C
∑
Q′ children of Q
(
1
|Q|
∫
Q
|T (b11Q′ )|2
) 1
2
+ C
(
1
|Q|
∫
Q
|T (b11Q)|2
) 1
2
≤ C|Q|− 12
(
‖Tb1‖L2(Q) + ‖b1‖L2(2Q) + ‖Mb1‖L2(Q)
)
≤ C,
where we have used Lemma 3.18, and then estimates (3.6) and (3.7), in the last two in-
equalitities. Thus, ‖∆b1Q T
tr1Q‖2L2(Q) ≤ C|Q|, and summation over Q ∈ Ω2,buffer completes the
estimate
Σ2 ≤ C|Q2|.
This leaves Σ1. That is, we need to prove
(3.24)
∑
Q∈Ω1∩Ω2
‖∆
b1
Q T
tr1‖22 ≤ C|Q2|,
where we have replaced 1Q1 by 1 in the definition of Σ1. Indeed, the error may be controlled
by a well-known argument of Fefferman and Stein [FS], since ∆b1Q 1 = 0, and the kernel of
T tr obeys (1.1). Combining (3.24) with our estimates for Σ2 and Σ3, we obtain (3.23), and
thus also the conclusion of Theorem 1.3.
We now proceed to prove (3.24). We fix k such that Q ∈ Dk. We begin by observing
that for Q ∈ Ω2 ∩Dk, we have that
|∆
b1
Q T
tr1| ≤ 1
δ
|(∆b1Q T tr1)[b2]Q | =
1
δ
|∆
b1
Q T
tr1Ekb2|
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where in the last step we have used that ∆b1Q T tr1 is supported in Q, by definition of ∆b1Q . We
now use a variant of a trick of Coifman and Meyer [CM], to write
(∆b1Q T tr1)Ek =
{
(∆b1Q T tr1)Ek − ∆b1Q T trEk
}
+ ∆
b1
Q T
tr(Ek − I) + ∆b1Q T tr
≡ TQ,1 + TQ,2 + TQ,3.
(3.25)
It is therefore enough to establish (3.24) with ∆b1Q T tr1 replaced by each of TQ,1b2, TQ,2b2
and TQ,3b2.
The contribution of the latter term is easy to handle. To this end, we define an operator
Λ
b1
Q by the relationship
Λ
b1
Q (b1g) ≡ ∆b1Q g,
i.e. if ϕb1Q (x, y) denotes the kernel of ∆b1Q , and, as above
ϕ
b1
Q (x, y) = λb1Q (x, y) b1(y),
then
Λ
b1
Q g(x) =
∫
λ
b1
Q (x, y)g(y) dy.
We shall prove the following.
Lemma 3.26. Suppose that Q2 ⊆ Q1. Let b1, b2 ∈ q − DψA on dyadic sawtooth regions
Ω1 ∪ Ωbuffer,Ω2 ∪Ω2,buffer, respectively. Define C2 ≡ supQ∈Ω2∪Ω2,buffer [|b2|2]Q. Then∑
Q∈Ω2∩Ω1
‖Λ
b1
Q (b2g)‖22 ≤ CC2‖g‖2L2(Q2).
We momentarily defer the proof of Lemma 3.26.
Applying this lemma with b1 = b2, Ω1 = Ω2, we obtain
(3.27)
∑
Q∈Ω1
‖∆
b1
Q g‖
2
2 ≤ C‖g‖
2
2.
Thus, ∑
Q∈Ω1∩Ω2
‖TQ,3b2‖22 ≤
∑
Q∈Ω1
‖∆
b1
Q (1Q2 T trb2)‖22 ≤ C
∫
Q2
|T trb2|2 ≤ C|Q2|,
as desired, where in the last step we have used hypothesis (ii) of Theorem 1.3.
Let us now prove Lemma 3.26. By (3.5), and Lebesque’s Differentiation Theorem,
b2 ∈ L∞(F2), where F2 ≡ Q2\(∪P2i ), with
‖b2‖2L∞(F2 ) ≤ C2.
We decompose
(3.28) b2g = b2g1F2 +
∑
i
(b2g)1P2i .
By definition, for Q ∈ Dk, and x ∈ Q,
Λ
b1
Q h(x) =
Ek+1h(x)
Ek+1b1(x) −
Ekh(x)
Ekb1(x) =
∆kh(x)
Ek+1b1(x) −
Ekh(x)∆kb(x)
Ek+1b1(x) Ekb1(x) .
Since Q ∈ Ω1, we have that |Ek+1b1(x)|, |Ekb1(x)| ≥ δ, so by a familiar argument involving
(2.2), Carleson’s Lemma and Lemma 2.15, we have that
(3.29)
∑
Q∈Ω1
‖Λ
b1
Q h‖
2
2 ≤ C‖h‖
2
2.
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Consequently ∑
Q∈Ω2∩Ω1
‖Λ
b1
Q (b2g1F2 )‖22 ≤ C
∫
F2
|b2g|2 ≤ CC2‖g‖2L2(Q2).
To treat the second term in (3.28), we note that if P2i ⊆ Q ∈ Ω2, then P2i ( Q, so that
λ
b1
Q (x, y) is constant on P2i . Also, ∫
P2i
(b2g − [b2g]P2i ) = 0,
so therefore we may replace
∑
i(b2g)1P2i by
∑
i[b2g]P2i 1P2i . This leads to
∑
Q∈Ω2∩Ω1
∥∥∥∥∥∥∥Λb1Q
∑
i
1P2i [b2g]P2i

∥∥∥∥∥∥∥
2
L2
≤ C
∥∥∥∥∥∥∥
∑
i
1P2i [b2g]P2i
∥∥∥∥∥∥∥
2
L2(Q2)
= C
∑
i
|P2i |[b2g]2P2i ≤ CC2
∑
i
∫
P2i
|g|2,
where we have used (3.29) and then Cauchy-Schwarz and the estimate
1
|P2i |
∫
P2i
|b2|2 ≤
C
|2DP2i |
∫
2DP2i
|b2|2 ≤ CC2.
In turn, the latter bound holds because 2DP2i , the dyadic double of P2i , belongs to Ω2 ∪
Ω2,buffer. This concludes the proof of Lemma 3.26, and hence also our treatment of the
term TQ,3 in (3.25).
Next, we consider the term TQ,1 in (3.25). By definition, for Q ∈ Dk
1QEkb2 = 1Q[b2]Q.
Thus, since for any g, ∆b1Q g is supported in Q, we have
TQ,1b2 = ∆b1Q T
tr (1Qc ([b2]Q − Ekb2)) ≡ T ′Q,1b2 + T ′′Q,1b2,
where
T ′Q,1b2 = ∆
b1
Q T
tr (13Q\Q([b2]Q − Ekb2)) , T ′′Q,1b2 = ∆b1Q T tr (1(3Q)c ([b2]Q − Ekb2)) .
Now, for Q ∈ Ω1, ∆b1Q : L2(Q) → L2(Q). Moreover, T tr : L2(3Q\Q) → L2(Q), by (1.2).
Thus
‖T ′Q,1b2‖2 ≤ C‖[b2]Q − Ekb2‖2L2(3Q\Q) ≤ C
3n−1∑
m=1
‖ ˜∆mk b2‖
2
L2 (Q),
where ˜∆mk is defined as follows. Given Q ∈ Dk, we enumerate the 3n − 1 cubes in Dk which
are adjacent to Q (i.e., which are contained in 3Q\Q), and we do this in some canonical
fashion so that the enumeration does not depend upon Q, but only on position relative to
Q. Then for any x ∈ Q, and for Qm one of these enumerated neighbors of Q, we set
˜∆mk g(x) = [g]Q − [g]Qm ≡ ˜∆mQg(x)
We leave it to the reader to verify that for each m = 1, 2, 3, . . .3n − 1, we have the square
function estimate ∑
Q dyadic
‖ ˜∆mQg‖
2
2 =
∞∑
k=−∞
‖ ˜∆mk g‖
2
2 ≤ C‖g‖
2
2.
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Consequently, ∑
Q∈Ω1∩Ω2
‖T ′Q,1b2‖
2
2 ≤ C‖b2‖
2
2 = C‖b2‖
2
L2(Q2) ≤ C|Q2|.
We now turn to the term T ′′Q,1b2. LetψQ(x, z) denote the kernel of∆b1Q T tr. Since∆b1Q 1 = 0,
we have that for Q ∈ Ω1 and z ∈ (3Q)c,
|ψQ(x, z)| =
∣∣∣∣∣
∫
ϕ
b1
Q (x, y)[Ktr(y, z) − Ktr(x, z)]dy
∣∣∣∣∣
≤ C1Q(x)1(3Q)c (z) (ℓ(Q))
α
|x − z|n+α
1
|Q|
∫
Q
|b1| ≤ C1Q
∞∑
i=1
2−iα(2iℓ(Q))−n12iQ\2i−1Q(z),
so that
(3.30) |T ′′Q,1b2| ≤ C1Q
∞∑
i=1
2−iα 1
|2iQ|
∫
2iQ
|[b2]Q − Ekb2|.
We note that the concentric dilate 2iQ is covered by a purely dimensional number of dyadic
cubes of the same side length 2iℓ(Q) = 2i−k, namely the dyadic ancestor (2D)iQ (here
2DQ denotes the dyadic double of Q), along with its neighbors of the same generation
Dk−i. Enumerating these neighbors in the same canonical fashion as above (i.e., as in the
definition of ˜∆mk ), we denote them by Qm(i), 1 ≤ m ≤ 3n − 1. We then write
[b2]Q = [b2]Q − [b2]2DQ + [b2]2DQ − [b2](2D)2Q + · · · − [b2](2D)iQ + [b2](2D)iQ
=
i∑
ℓ=1
∆k−ℓb2(x) + [b2](2D)i Q,
(3.31)
for any x ∈ Q. Similarly,
(3.32) Ekb2 = Ekb2 − Ek−1b2 + · · · − Ek−ib2 + Ek−ib2 =
i∑
ℓ=1
∆k−ℓb2 + Ek−ib2.
By definition, Ek−ib2(x) = [b2]Qm(i), if x ∈ Qm(i), and Ek−ib2(x) = [b2](2D)iQ, if x ∈ (2D)iQ.
Thus, plugging (3.31) and (3.32) into (3.30), we obtain that
|T ′′Q,1b2| ≤ C1Q
∞∑
i=1
2−iα

i∑
ℓ=1
(|∆k−ℓb2| + M(∆k−ℓb2)) +
3n−1∑
m=1
| ˜∆mk−ib2|
 .
Consequently,
 ∑
Q∈Ω1∩Ω2
‖T ′′Q,1b2‖22

1
2
≤ C
∞∑
i=1
2−iα
i∑
ℓ=1
∑
k
‖∆k−ℓb2‖22

1
2
+ C
3n−1∑
m=1
∞∑
i=1
2−iα
∑
k
‖ ˜∆mk−ib2‖
2
2

1
2
≤ C‖b2‖2 ≤ C|Q2| 12 .
This completes our treatment of TQ,1 in (3.25).
It remains now to consider the term TQ,2, and this will be a more delicate matter. We
note that by (2.4) and the definition of ∆ j,
Ek − I = −
∞∑
j=k
∆ j
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We therefore have that
(3.33) TQ,2b2 = −∆b1Q T tr
1Qc ∑
j≥k
∆ jb2

+
{
∆
b1
Q T
tr (1Q([b2]Q − b2)) − Λb1Q (([b2]Q − b2)Tb1)}
+ Λ
b1
Q
(([b2]Q − b2)Tb1) ≡ Error1 + GQ + ΦQ.
where we have used that 1QEkb2 = 1Q[b2]Q.
We first turn our attention to Error1. We fix
δ ≡ C2− jǫ2−k(1−ǫ),
with C a fixed large number and ǫ > 0 to be chosen. For each µ > 0, we let Qµ denote the
“µ-neighborhood of Q”, i.e.
Qµ ≡ {x : dist(x, Q) < µ}.
We also define the µ-ring around Q by
Rµ ≡ Qµ\Q.
We choose a smooth cut-off function ηδ ∈ C∞0 (Q2δ), with ηδ ≡ 1 on Qδ, ‖∇ηδ‖∞ ≤ C/δ,
and supp∇ηδ ⊆ R2δ\Rδ. We write
1Qc = 1 − ηδ + ηδ − 1Q.
We treat the contribution of 1 − ηδ first; that is, we consider
Error′1 ≡ −
∑
j≥k
∆
b1
Q T
tr
(
(1 − ηδ)∆2jb2
)
,
where we have used that ∆ j ≡ ∆2j . We denote by h(y, v) the kernel of the operator H =
T tr(1 − ηδ)∆ j; i.e.
h(y, v) =
∫
Ktr(y, z) (1 − ηδ(z))ϕ j(z, v)dz,
where the kernel ϕ j(z, v) of ∆ j satisfies
∫
ϕ j(z, v)dz = 0 and
∫
|ϕ j(z, v)|dz ≤ C for every v.
We set
Ktrδ (y, z) = Ktr(y, z) (1 − ηδ(z)) .
Then for y ∈ Q, we have
|h(y, v)| ≤
∫
|y−z|>cδ, |z−v|≤C2− j<<δ
|Ktrδ (y, z) − Ktrδ (y, v)| |ϕ j(z, v)|dz
≤ C 2
− jα
|y − v|n+α
1{|y−v|>cδ} + C
2− j
δ
1
|y − v|n
1{cδ<|y−v|<Cℓ(Q)}
≡ h′(y, v) + h′′(y, v).
We define operators H′, H′′ by
H′g(y) ≡
∫
h′(y, v)g(v)dv, H′′g(y) ≡
∫
h′′(y, v)g(v)dv.
Recall that j ≥ k and that δ ≡ C2− jǫ2−k(1−ǫ) = C2− jǫℓ(Q)1−ǫ , so that
|h′(y, v)| ≤ C2−( j−k)α(1−ǫ) δ
α
(δ + |y − v|)n+α .
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Furthermore,
|H′′g(y)| ≤ C2−( j−k)(1−ǫ)δ−n
∫
|y−v|≤Cℓ(Q)
|g|dv
≤ C2−( j−k)(1−ǫ)
(
ℓ(Q)
δ
)n
Mg(y) = C2−( j−k)(1−ǫ−ǫn)Mg(y).
Combining these estimates, we have that for ǫ chosen small enough, depending only on n,
that
Hg(y) ≤ C2−( j−k)βMg(y),
for some β > 0. Now, for Q ∈ Ω1, we have that ∆b1Q : L2(Q) → L2(Q). Consequently,
‖∆
b1
Q T
tr
(
(1 − ηδ)∆2jb2
)
‖2 = ‖∆
b1
Q H∆ jb2‖2 ≤ C2
−( j−k)β‖M∆ jb2‖L2(Q).
Moreover, summing over Q ∈ Dh ∩Ω1 ∩Ω2, for each fixed k we obtain∑
Q∈Dk∩Ω1∩Ω2
‖∆
b1
Q H∆ jb2‖
2
2 ≤ C2
−2( j−k)β‖M∆ jb2‖2L2(Rn).
Therefore, by a variant of Schur’s Lemma, we obtain∑
Q∈Ω1∩Ω2
‖Error′1 ‖
2
2 ≤ C‖b2‖
2
2 ≤ C|Q2|,
as desired.
We now consider the rest of Error1, namely,
Error′′1 ≡ −
∑
j≥k
∆
b1
Q T
tr
(
(ηδ − 1Q)∆ jb2
)
.
By (1.2), T tr : Lp(6Q\Q) → Lp(Q), 1 < p < ∞. We choose p so that 1p + 1q = 1, where q
is the exponent in hypothesis (i) of Theorem 1.3. Then, by definition of ∆b1Q , we have that
for Q ∈ Ω1,
|∆
b1
Q T
tr
(
(ηδ − 1Q)∆ jb2
)
| ≤ C
1
|Q|
∫
Q
|b1| |T tr
(
(ηδ − 1Q)∆ jb2
)
|
≤ C[|b1|q]
1
q
Q
(
1
|Q|
∫
Q
|T tr
(
(ηδ − 1Q)∆ jb2
)
|p
) 1
p
≤ C
(
1
|Q|
∫
R2δ
|∆ jb2|p
) 1
p
≤ C
(
|R2δ|
|Q|
) r−p
pr
(
1
|Q|
∫
2Q
|∆ jb2|r
) 1
r
≤ C2−( j−k)β
(
M(|∆ jb2|r)
) 1
r (x),
for some β > 0, and for all x ∈ Q, where we have used (3.5) in the third inequality, and
where p < r < 2. Thus,
‖∆
b1
Q T
tr
(
(ηδ − 1Q)∆ jb2
)
‖2 ≤ C2−( j−k)β‖
(
M(|∆ jb2|r)
) 1
r
‖L2(Q),
so as above we obtain via Schur’s Lemma that∑
Q∈Ω1∩Ω2
‖Error′′1 ‖
2
2 ≤ C‖b2‖
2
2 ≤ C|Q2|.
This completes our treatment of Error1.
A PROOF OF THE LOCAL Tb THEOREM FOR STANDARD CALDER ´ON-ZYGMUND OPERATORS 19
Next, we discuss ΦQ in (3.33). Since [b2]Q ≤ C2, for all Q ∈ Ω2, we have by (3.29) that∑
Q∈Ω1∩Ω2
‖Λ
b1
Q
([b2]QTb1) ‖22 ≤ CC2
∫
Q2
|Tb1|2 ≤ CC2|Q2|,
where in the last step we have used that the left hand side is zero unless Q2 ∈ Ω1∪Ωbuffer, so
that (3.7) applies to Tb1 in Q2. Moreover, the remaining part of ΦQ, namely −Λb1Q (b2Tb1),
may be handled similarly via Lemma 3.26. We omit the routine details.
It remains now to treat GQ in (3.33). To this end, we set
gQ ≡ 1Q([b2]Q − b2),
so that
GQ = ∆b1Q T
trgQ − Λb1Q (gQ Tb1).
Suppose that Q ∈ Dk. We write
GQ =
{
∆
b1
Q T
trEk+1gQ − Λb1Q (Ek+1gQ Tb1)
}
+
{
∆
b1
Q T
tr(gQ − Ek+1gQ) − Λb1Q
((gQ − Ek+1gQ)Tb1)}
≡ G′Q + Error2 .
We consider G′Q first. Since Q ∈ Dk, we have that EkgQ = 0. Thus,
Ek+1gQ = (Ek+1 − Ek)gQ = ∆kgQ = −∆Qb2,
because gQ is supported in Q, and ∆Q1 = 0. We therefore have that
G′Q = −∆
b1
Q T
tr∆Qb2 + Λb1Q
((∆Qb2)(Tb1))
= IQ + IIQ,
and we treat these terms separately. Since ∆b1Q f = Λb1Q (b1 f ) = 〈λb1Q b1, f 〉, we have that
IQ(x) = 〈λb1Q (x, ·)b1, T tr(∆Qb2)〉 = 〈T (λb1Q (x, ·)b1),∆Qb2〉.
We recall that by definition
λ
b1
Q (x, y) =
∑
Q′
1
[b1]Q′
1
|Q′|1Q′ (x)1Q′(y) −
1
[b1]Q
1
|Q|1Q(x)1Q(y),
where the sum runs over the children Q′ of Q. Thus,
| IQ(x)| ≤ C1Q(x)
|Q|−1|〈T (1Qb1),∆Qb2〉| +∑
Q′
|Q′|−1|〈T (1Q′b1),∆Qb2〉|
 ,
where we have used that Q ∈ Ω1 to control [b1]Q and [b1]Q′ from below (again, the sum
runs over the children Q′ of Q). But by Cauchy-Schwarz, Lemma 3.18, and (3.6) and (3.7),
this last expression is no longer that
C
(
1
|Q|
∫
Q
|∆Qb2|2
) 1
2
.
Similarly, but more simply, the term IIQ(x) is dominated by
C
(
1
|Q|
∫
Q
|∆Qb2|2
) 1
2
(
1
|Q|
∫
Q
|Tb1|2
) 1
2
≤ C
(
1
|Q|
∫
Q
|∆Qb2|2
) 1
2
,
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by (3.7). Altogether then,∑
Q∈Ω1∩Ω2
‖G′Q‖22 ≤
∑
Q
‖∆Qb2‖22 ≤ C‖b2‖22 ≤ C|Q2|,
as desired.
Finally, we consider the term Error2. For Q ∈ Dk, the children Q′ of Q belong to Dk+1,
so that for each such child Q′, ∫
Q′
(gQ − Ek+1gQ) = 0.
We set g′Q ≡ gQ − Ek+1gQ. Now ∆
b1
Q f = Λb1Q (b1 f ), so that for x ∈ Q, we have
Error2(x) = Λb1Q (b1T trg′Q)(x) − Λb1Q (g′QTb1)(x)
= 〈λ
b1
Q (x, ·)b1, T trg′Q〉 − 〈λb1Q (x, ·), g′QTb1〉
= 〈T (λb1Q (x, ·)b1), g′Q〉 − 〈Tb1, λb1Q (x, ·)g′Q〉
=
∑
Q′
(
〈T (λb1Q (x, ·)b1), g′Q1Q′〉 − 〈Tb1, λb1Q (x, ·)g′Q1Q′〉
)
=
∑
Q′
(
〈T (λb1Q (x, ·)b1), g′Q1Q′〉 − 〈T (1Q′λb1Q (x, ·)b1), g′Q1Q′〉
)
,
where the sum runs over the children Q′ of Q, and where, in the last step, we have used
that λb1Q (x, ·) is constant on each child Q′ of Q. Thus,
Error′2(x) =
∑
Q′
〈
1(Q′)Cλb1Q (x, ·)b1, T tr(g′Q1Q′)
〉
=
∑
Q′
∆
b1
Q
(
1Q\Q′T tr(g′Q1Q′ )
)
(x).
Now, by definition,
g′Q1Q′ = (gQ − Ek+1gQ)1Q′
=
{
1Q([b2]Q − b2) − Ek+1 (1Q([b2]Q − b2))} 1Q′
= (Ek+1b2 − b2)1Q′ ,
since 1Q′Ek+1(1Q[b2]Q) = [b2]Q1Q′ , for each child of Q′ of Q. We expand
b2 =
∑
j≥k
∆ jb2 + Ekb2,
and note that since Ek+1Ek − Ek = 0, we have that
Ek+1b2 − b2 =
∞∑
j=k
(Ek+1∆ jb2 − ∆ jb2).
Moreover,
Ek+1∆ j = Ek+1(E j+1 − E j) =
Ek+1 − Ek+1 = 0, if j ≥ k + 1Ek+1 − Ek = ∆k, if j = k.
Thus,
Ek+1b2 − b2 = −
∞∑
j=k+1
∆ jb2
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and consequently,
Error2 = −
∑
Q′ children of Q
∆
b1
Q
1Q\Q′T tr

∞∑
j=k+1
∆ jb21Q′

 .
Since ∆ j = ∆2j , it again suffices to show that, for some β > 0, we have
(3.34) ‖∆b1Q
(
1Q\Q′T tr(1Q′∆ jh)
)
‖2 ≤ C2−β( j−k)‖h‖L2(Q′),
for every j > k and each child Q′ of Q. Now, the kernel of 1Q′∆ j is a sum∑
ℓ
ϕQ j
ℓ
(z, v),
where ℓ(Q j
ℓ
) = 2− j, Q j
ℓ
⊆ Q′,
(3.35) |ϕQ j
ℓ
(z, v)| ≤ C
|Q j
ℓ
|
1Q j
ℓ
(z)1Q j
ℓ
(v),
and
(3.36)
∫
ϕQ j
ℓ
(z, v)dz = 0,
for each fixed v. We split
1Q\Q′ = 1Q\Q′
δ
+ 1R′
δ
∩Q,
where as before Q′
δ
is the δ neighborhood of Q′, and R′
δ
= Q′
δ
\Q′. In the present situation,
we choose δ = 2− j/22−k/2. We let J(y, v) denote the kernel of T tr1Q′∆ j, and observer that
for y ∈ Q\Q′
δ
, and by (3.35) and (3.36), we have
|J(y, v)| =
∣∣∣∣∣∣∣
∑
ℓ
1Q j
ℓ
(v)
∫ (
Ktr(y, z) − Ktr(y, v)
)
ϕQ j
ℓ
(z, v)dz
∣∣∣∣∣∣∣
≤ C
∑
ℓ
1Q j
ℓ
(v)
∫
2− jα
|y − v|n+α
|ϕQ j
ℓ
(z, v)| dz 1{|y−v|>Cδ}
≤ C1Q′(v)2−( j−k)α/2 δ
α
(δ + |y − v|)n+α .
Since ∆b1Q : L2(Q) → L2(Q), for Q ∈ Ω1, we have that (3.34) holds for the contribution of
1Q\Q′
δ
.
It remains now only to treat the contribution of 1R′
δ
∩Q. To this end, we recall that
ϕ
b1
Q (x, y), the kernel of ∆b1Q , satisfies
|ϕ
b1
Q (x, y)| ≤
C
|Q|1Q(x)1Q(y)b1(y).
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Then for x ∈ Q ∈ Ω1∩Dk, q as in hypothesis (i) of Theorem 1.3 (and also (3.5)), 1p + 1q = 1,
and p < r < 2, we have
|∆
b1
Q 1R′δ∩QT
tr(1Q′∆ jh)(x)| ≤ C 1
|Q|
∫
R′
δ
∩Q
|b1| |T tr(1Q′∆ jh)|
≤ C
(
1
|Q|
∫
Q
|b1|q
) 1
q
 1
|Q|
∫
R′
δ
∩Q
|T tr(1Q′∆ jh)|p

1
p
≤ C
(
|R′
δ
∩ Q|
|Q|
) r−p
rp
 1
|Q|
∫
Q′
δ
\Q′
|T tr(1Q′∆ jh)|r

1
r
≤ C2−( j−k)β
(
1
|Q|
∫
Q′
|∆ jh|r
) 1
r
,
for some β > 0, where in the last step we have used the dual of the Lr version of (1.2).
Since Q′ is a child of Q, the last expression is bounded by
C2−( j−k)β
(
M(|1Q′∆ jh|r)
) 1
r (x),
for every x ∈ Q. Since 1Q′∆ jh = 1Q′∆ j(1Q′h), for j ≥ k + 1, (3.34) follows.
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