Uniform finite difference methods are constructed via nonstandard finite difference methods for the numerical solution of singularly perturbed quasilinear initial value problem for delay differential equations. A numerical method is constructed for this problem which involves the appropriate Bakhvalov meshes on each time subinterval. The method is shown to be uniformly convergent with respect to the perturbation parameter. A numerical example is solved using the presented method, and the computed result is compared with exact solution of the problem.
Introduction
Delay differential equations are used to model a large variety of practical phenomena in the biosciences, engineering and control theory, and in many other areas of science and technology, in which the time evolution depends not only on present states but also on states at or near a given time in the past see, e.g., 1-4 . If we restrict the class of delay differential equations to a class in which the highest derivative is multiplied by a small parameter, then it is said to be a singularly perturbed delay differential equation. Such problems arise in the mathematical modeling of various practical phenomena, for example, in population dynamics 4 , the study of bistable devices 5 , description of the human pupil-light reflex 6 , and variational problems in control theory 7 . In the direction of numerical study of singularly perturbed delay differential equation, much can be seen in [8] [9] [10] [11] [12] [13] [14] [15] [16] .
The numerical analysis of singular perturbation cases has always been far from trivial because of the boundary layer behavior of the solution. Such problems undergo rapid changes within very thin layers near the boundary or inside the problem domain. It is well known that standard numerical methods for solving singular perturbation problems do not give a satisfactory result when the perturbation parameter is sufficiently small. Therefore, it is important to develop suitable numerical methods for these problems, whose accuracy does not depend on the perturbation parameter, that is, methods that are uniformly convergent with respect to the perturbation parameter 17-20 . In order to construct parameter-uniform numerical methods for singularly perturbed differential equations, two different techniques are applied. Firstly, the fitted operator approach 20 which has coefficients of exponential type adapted to the singular perturbation problems. Secondly, the special mesh approach 19 , which constructs meshes adapted to the solution of the problem.
The work contained in this paper falls under the second category. We use the nonstandard finite difference methods originally developed by Bakhvalov for some other problems. One of the simplest ways to derive such methods consists of using a class of special meshes such as Bakhvalov meshes; see, e.g., 18-24 , which is constructed a priori and depend on the perturbation parameter, the problem data, and the number of corresponding mesh points.
In this paper, we study the following singularly perturbed delay differential problem in the interval I 0,T :
and r s sr, for 0 ≤ s ≤ m and I 0 −r, 0 . 0 < ε ≤ 1 is the perturbation parameter, and r > 0 is a constant delay, which is independent of ε. a t , ϕ t , and f t, v are given sufficiently smooth functions satisfying certain regularity conditions in I and I × R, respectively moreover
The solution, u t , displays in general boundary layers on the right side of each point t r s 0 ≤ s ≤ m for small values of ε.
In the present paper we discretize 1.1 -1.2 using a numerical method which is composed of an implicit finite difference scheme on special Bakhvalov meshes for the numerical solution on each timesubinterval. In Section 2, we state some important properties of the exact solution. In Section 3, we describe the finite difference discretization and introduce Bakhvalov-Shishkin mesh and Bakhvalov mesh. In Section 4, we present the error analysis for the approximate solution. Uniform convergence is proved in the discrete maximum norm. In Section 5, a test example is considered and a comparison of the numerical and exact solutions is presented.
In the works of Amiraliyev and Erdogan 9 , special meshes Shishkin mesh have been used. The method that we propose in this paper uses Bakhvalov-type meshes.
Throughout the paper, C denotes a generic positive constant independent of ε and the mesh parameter. Some specific, fixed constants of this kind are indicated by subscripting C.
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The Continuous Problem
Before defining the mesh and the finite difference scheme, we show some results about the behavior with respect to the perturbation parameter of the exact solution of problem 1.1 -1.2 and its derivatives, which we will use in later section for the analysis of an appropriate numerical solution. For any continuous function g t , g ∞ denotes a continuous maximum norm on the corresponding closed interval I; in particular we will use g ∞,p
Lemma 2.1. The solution u t of the problem 1.1 -1.2 satisfies the following estimates:
where
2.5
Proof. The quasilinear equation 1.1 can be written in the form
εu t a t u t b t u t − r F t , t ∈ I, 2.6
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Applying the maximum principle on I p gives
which implies the first-order difference inequality
with
From the last inequality, it follows that
which proves 2.1 . Now we prove 2.3 . The proof is verified by induction. For p 1. it is known that
Now, let 2.3 hold true for p k. 
Furthermore, using now 2.3 for p k, we get
2.18
Taking into account 2.17 and 2.18 in 2.15 , we have
which proves 2.3 .
Discretization and Mesh
Let ω N 0 be any nonuniform mesh on I
which contains by N mesh point at each subinterval
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To simplify the notation, we set g i g t i for any function g t ; moreover, y i denotes an approximation of u t at t i . For any mesh function {w i } defined on ω N 0 , we use
3.4
For the difference approximation to 1. 
with the local truncation error
3.7
As a consequence of 3.6 , we propose the following difference scheme for approximation to 1.1 -1.2 :
3.8
We consider two special discretization meshes, both dense in the boundary layer. We illustrate that the essential idea of Bakhvalov 21 by constructing special nonuniform meshes and has been combined with various difference schemes in numerous papers 22, 23 .
Bakhvalov-Shishkin Mesh
Let us introduce a non-uniform mesh ω N,p which will be generated as follows. For the even number N, the non-uniform mesh ω N,p divides each of the interval r p−1 , σ p and σ p , r p into N/2 subintervals, where the transition point σ p , which separates the fine and coarse portions of the mesh is defined by
where θ 1 ≥ 1 and θ p > 1 2 ≤ p ≤ m are some constants. We will assume throughout the paper that ε ≤ N −1 , as is generally the case in practice. Hence, if τ p denote the step sizes in σ p , r p , we have
The corresponding mesh points are
3.11
Bakhvalov Mesh
In order the difference scheme 3.8 , to be ε-uniform convergent, we will use the fitted form of ω N,p . This is a special non-uniform mesh which is condensed in the boundary layer. The fitted special non-uniform mesh ω N,p on the interval r p−1 , r p is formed by dividing the interval into two subintervals r p−1 , σ p and σ p , r p , where
In practice one usually has σ p ≤ r p . So, the mesh is fine on r p−1 , σ p and coarse on σ p , r p . The corresponding mesh points are
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Stability and Convergence Analysis
To investigate the convergence of the method, note that the error function 
Proof. The proof follows easily by induction in p, by analogy with differential case.
Lemma 4.2. Let z i be the solution of 4.1 . Then, the following estimate holds:
Proof. It evidently follows from 4.2 by taking ϕ ≡ 0 and f ≡ R.
Lemma 4.3. Under the above assumptions of Section 1 and Lemma 2.1, for the error function R i , the following estimate holds:
Proof. From explicit expression 3.7 for R i , on an arbitrary mesh, we have
This inequality together with 2.1 enables us to write
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From here, in view of 2.3 , it follows that 
4.8
Applying the inequality x k e −x ≤ Ce −γx , 0 < γ < 1, x ∈ 0, ∞ to 4.7 , we deduce
Combining 4.7 and 4.9 , we can write
At each submesh ω N,p , we estimate the truncation error R i for Bakhvalov-Shishkin mesh as follows. We estimate R i on r p−1 , σ p and σ p , r p separately. We consider that t i ∈ σ p , r p . We obtain from 4.10 that
4.12
This implies that
On the other hand, in the layer region r p−1 , σ p , 4.10 becomes
4.14
Hereby, since
4.15
We estimate the truncation error R i for Bakhvalov mesh as follows. We consider first t i ∈ σ p , r p . In σ p , r p ; that is, outside the layer |u t | ≤ C and |u t − r | ≤ C ε −p e −αt/ε ≤ 1 by 2.1 and 4.7 . Hereby, we get from 4.7 and 4.10 that
Hence,
Next, we estimate R i for r p−1 , σ p . Since
4.20
recalling that ε ≤ N −1 , it then follows from 4.12 that
Thus, the proof is completed.
Combining the previous lemmas gives us the following convergence result. 
where C is a constant independent of N and ε.
Numerical Results
We begin with an example from Driver 2 for which we possess the exact solution
5.1
The exact solution for 0 ≤ t ≤ 2 is given by The values of ε for which we solve the test problem are ε 2 −i , i 2, 4, . . . , 16. Tables 1, 2 , 3, and 4 verify the ε-uniform convergence of the numerical solution on both subintervals, and computed rates are essentially in agreement with our theoretical analysis.
5.2
