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Preface
The present thesis entitled “Solvability of certain classes of mixed equilibrium problems,
variational-like inequality problems and fixed point problems” is an outcome of the
studies made by the author at Department of Mathematics, Aligarh Muslim University,
Aligarh, India.
Theory of variational inequalities and theory of equilibrium problems both have played
fundamental and important roles in the study of a wide range of unrelated problems
arising in optimization, transportation, economics equilibrium and other problems of
practical interest.
The theory of variational inequalities was initiated independently by Fichera [57] and
Stampacchia [148] in the early 1960’s to study the boundary value problems arising in
the elasticity and potential theory, respectively. Since then variational inequalities have
been extended and generalized in several directions, using new powerful and innovative
techniques, to study a wide class of unrelated problems arising in physics, mechan-
ics, optimization, control theory, management science, operations research, economics,
transportation and other branches of mathematical and engineering sciences, in a unified
and general framework.
Variational inclusion is an important generalization of variational inequality, introduced
and studied by Bre´zis [18]. It includes quasi-variational inequality [11] and variational-
like inequality [131] as special cases. A large number of books and research monographs
for the applications of variational inequalities and variational inclusions are available in
the literature.
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Theory of equilibrium problems was introduced by Zuhovickii et al. [170] and Fan [54,55],
perhaps motivated by minimax problems appearing in economic equilibrium. But, in
1994, the terminology of equilibrium problem was adopted by Blum and Oettli [14].
Since then various extensions and generalizations of equilibrium problem have been
studied by many authors. The theory of equilibrium problems provides a natural, novel
and unified framework for several problems arising in nonlinear analysis, optimization,
economics, game theory, physics, operation research and engineering. The equilibrium
problem includes many mathematical problems as particular cases for examples, math-
ematical programming problems, complementary problems, variational inequality prob-
lems, saddle point problems, Nash equilibrium problems in noncooperative games, min-
imax inequality problems, minimization problems and fixed point problems.
In recent years, much attention has been given for developing efficient and implementable
iterative methods including projection method and its variant forms, extragradient
method, linear approximation, auxiliary principle method, descent and Newton meth-
ods, Helpern iterative method, Mann and Ishikawa iterative methods, viscosity approxi-
mation method, hybrid iterative method for the variational inequalities and equilibrium
problems.
There is a vast literature is available on iterative methods for studying variational in-
equalities, equilibrium problems and fixed point problems for nonlinear mappings, sep-
arately, and on iterative methods to approximate common solutions of these problems.
But to develop and study the iterative methods for approximating common solutions
of new generalizations of these problems in the settings of Hilbert spaces and Banach
spaces, is still an unexplored field.
The objective of this thesis is to develop and study some iterative methods for split
equality monotone variational inclusion, split equality generalized equilibrium problem,
Combination of split general variational-like inequality problem, split monotone varia-
tional inclusion, mixed equilibrium problem, and fixed point problems for a (family of)
nonlinear mapping(s) in the setting of Hilbert spaces; and to develop and study some
iterative methods for the mixed equilibrium problem, system of unrelated generalized
xii
mixed variational-like inequality problem, and fixed point problems for a (family of)
nonlinear mapping(s) in the setting of Banach space.
The thesis comprises of seven chapters.
In Chapter 1, we review various notations, known definitions and results which are re-
quired in carrying out the research work presented in the thesis. Further, we give brief
survey of some classes of variational inequalities and equilibrium problems. Further-
more, we give brief survey of some iterative methods for solving fixed point problems,
variational inequalities and equilibrium problems.
In Chapter 2, we suggest and analyze an iterative method based on hybrid iterative
method without extrapolating step for solving mixed equilibrium problem. Further,
we obtain a strong convergence theorem for the sequences generated by the proposed
iterative algorithm. Furthermore, we derive a consequence from the main result. The
result and method presented in this chapter extend and generalize some known results
and iterative methods.
In Chapter 3, we suggest and analyze an iterative method without extrapolating step
for finding a common solution of equilibrium problem and a fixed point problem for
an asymptotically quasi-φ-nonexpansive mapping in intermediate sense in a uniformly
smooth and strictly convex Banach space. We prove a strong convergence theorem for
this method. The method and result presented here generalize and unify the previously
known related methods and results.
In Chapter 4, we consider a generalized mixed variational-like inequality problem and
prove a Minty-type lemma for its related auxiliary problems in real Banach space. We
prove the existence of solution of these auxiliary problems. Further, we prove some
properties of solution set of generalized mixed variational-like inequality problem. Fur-
thermore, we use a hybrid projection method to find a common solution of a system
of unrelated generalized mixed variational-like inequality problems for generalized re-
laxed α-monotone mappings and a common fixed point problem for a family of general-
ized asymptotically quasi-φ-nonexpansive mappings in reflexive, uniformly smooth and
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strictly convex Banach space. The results presented here generalize and extend some
known results in the literature.
In Chapter 5, we suggest and analyze an iterative method to approximate a common
solution of a combination of split general variational-like inequality problems and a
common fixed point problem for a family of generalized asymptotically nonexpansive
nonself mappings by using a specific way of choosing the indexes of the involved map-
pings. Further, we prove that sequences generated by the proposed iterative method
converges strongly to a common solution to combination of split general variational-like
inequality problem and fixed point problem for a family of generalized asymptotically
nonexpansive nonself mappings.
In Chapter 6, we suggest and analyze a hybrid-extragradient iterative method to ap-
proximate a common solution of split monotone variational inclusion, mixed equilibrium
problem and fixed-point problem for a nonexpansive mapping. Further, we establish a
strong convergence theorem for the sequences generated by the proposed iterative al-
gorithm. Furthermore, we derive some consequences from our main result. Finally, a
preliminary numerical example is given to support our main result.
In Chapter 7, we suggest and analyze a viscosity iterative method for a split equality
monotone variational inclusion problem, a split equality generalized equilibrium problem
and a split equality common fixed point problem in real Hilbert spaces. Further, we
prove that the sequences generated by the proposed algorithm converge strongly to a
common solution of these problems, which also solves the system of variational inequality
problems. Finally, we derive a consequence from the main result.
A comprehensive list of references of books, monographs, proceedings and research pa-
pers is provided at the end of the thesis.
It has been observed that, in some particular cases our results reduce to some of the
existing work available in the literature, which shows that our results and methods are
more general than the existing results.
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Chapter 1
Preliminaries
1.1 General introduction
Theory of variational inequalities and theory of equilibrium problems both have played
fundamental and important roles in the study of a wide range of unrelated problems
arising in optimization, transportation, economics equilibrium and other problems of
practical interest.
The theory of variational inequalities was initiated independently by Fichera [57] and
Stampacchia [148] in the early 1960’s to study the boundary value problems arising in
the elasticity and potential theory, respectively. In 1967, Lions and Stampacchia [97]
proved the first general theorem for the existence and uniqueness of solution of varia-
tional inequality. Since then variational inequalities have been extended and generalized
in several directions, using new, powerful and innovative techniques, to study a wide
class of unrelated problems arising in physics, mechanics, optimization, control theory,
management science, operations research, economics, transportation and other branches
of mathematical and engineering sciences, in a unified and general framework.
In 1968, Bre´zis [18] initiated the study of the existence theory of a new class of varia-
tional inequalities later known as variational inclusions, using proximal mappings due to
Moreau [108]. Variational inclusion is an important generalization of variational inequal-
ity. It includes quasi-variational inequality [11,121] and variational-like inequality [131]
as special cases. A large number of books and research monographs for the applica-
tions of variational inequalities and variational inclusions are available in the literature;
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See for example Aubin et al. [7,8], Baiocchi and Capelo [9], Bensoussan and Lions [12],
Crank [44], Duvaut and Lions [52], Ekland and Temam [53], Giannessi and Maugeri [59],
Glowinski et al. [61], Kikuchi and Oden [92], Kinderlehrer and Stampacchia [93] and
Konnov [94].
Theory of equilibrium problems was initially introduced by Zuhovickii, Poljak and Pri-
mak [170], Fan [54,55], perhaps motivated by minimax problems appearing in economic
equilibrium. A more general theorem than that in [55] was given by Bre´zis, Nirenberg
and Stampacchia [19]. But, in 1994, the terminology of equilibrium problem was adopted
by Blum and Oettli [14]. Since then various extensions and generalizations of equilibrium
problem [14] have been studied by many authors. The theory of equilibrium problems
provides a natural, novel and unified framework for several problems arising in non-
linear analysis, optimization, economics, game theory, physics, operation research and
engineering. The equilibrium problem includes many mathematical problems as particu-
lar cases for examples, mathematical programming problems, complementary problems,
variational inequality problems, saddle point problems, Nash equilibrium problems in
noncooperative games, minimax inequality problems, minimization problems and fixed
point problems, see [14, 46, 60, 90,100,110].
The remaining part of this chapter is organized as follows:
In Section 1.2, we review notations, known definitions and results which are essential
for the presentation of the problems and results in subsequent chapters.
In Section 1.3, we give brief survey of variational inequalities and equilibrium problems.
Further, we give brief survey of some iterative methods for solving fixed point problems,
variational inequalities and equilibrium problems.
1.2 Basic definitions and results
Throughout the chapter unless otherwise stated, H denotes a real Hilbert space with
its dual space H∗. We denote the induced norm and inner product of H by ‖ · ‖ and
〈·, ·〉, respectively. Let K be a nonempty closed and convex subset of H.
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Let {xn} be a sequence in H, then xn → x (respectively, xn ⇀ x) will denote strong
(respectively, weak) convergence of the sequence {xn} and R denotes the set of all real
numbers.
Definition 1.2.1. [35] A mapping T : H → H is said to be:
(i) continuous at a point x0 ∈ H, if for each ǫ > 0 there is a real number δ > 0 such
that
x ∈ H, ‖x− x0‖ < δ ⇒ ‖Tx− Tx0‖ ≤ ǫ;
(ii) Lipschitz continuous if there exists a real constant k > 0 such that
‖Tx− Ty‖ ≤ k‖x− y‖, ∀ x, y ∈ H;
(iii) contraction if it is Lipschitz continuous with k ∈ (0, 1);
(iv) nonexpansive if it is Lipschitz continuous with k = 1.
Definition 1.2.2. [143] Let T : K → K be a mapping. A point x0 is called a fixed point
of T , if Tx0 = x0, i.e., a point which remains invariant under the transformation T.
The fixed point problem (in short, FPP) for a mapping T : K → K is to find x ∈ K
such that
x = Tx. (1.2.1)
We denote Fix(T ), the set of solutions of FPP(1.2.1).
Definition 1.2.3. A mapping T : K → K is said to be closed if for any sequence
{xn} ⊂ K such that lim
n→∞
xn = x0 and lim
n→∞
Txn = y0, then Tx0 = y0.
Lemma 1.2.1. [137] Let K be a closed convex subset of H, and let T be a closed and
nonexpansive mapping from K into itself. Then Fix(T ) is a closed convex subset of K.
Remark 1.2.1. It is well known that every nonexpansive operator T : H → H satisfies,
for all (x, y) ∈ H ×H, the inequality
〈(x− Tx)− (y − Ty), T y − Tx〉 ≤
1
2
‖(Tx− x)− (Ty − y)‖2, (1.2.2)
3
and therefore, we get, for all (x, y) ∈ H × Fix(T ),
〈x− Tx, y − Tx〉 ≤
1
2
‖Tx− x‖2, (1.2.3)
see Theorem 2.1 [45].
Definition 1.2.4. [10] A mapping T : H → H is said to be:
(i) monotone, if
〈Tx− Ty, x− y〉 ≥ 0, ∀x, y ∈ H;
(ii) α-strongly monotone, if there exists a constant α > 0 such that
〈Tx− Ty, x− y〉 ≥ α‖x− y‖2, ∀x, y ∈ H;
(iii) β-inverse strongly monotone (in short, β-ism), if there exists a constant β > 0
such that
〈Tx− Ty, x− y〉 ≥ β‖Tx− Ty‖2, ∀x, y ∈ H;
(iv) firmly nonexpansive, if it is β-inverse strongly monotone with β = 1.
It is easy to observe that every β-inverse strongly monotone mapping T is monotone
and 1
β
-Lipschitz continuous.
Definition 1.2.5. [10] For every point x ∈ H, there exists a unique nearest point in K
denoted by PKx such that
‖x− PKx‖ ≤ ‖x− y‖, ∀y ∈ K, (1.2.4)
where PK is called the metric projection of H onto K.
Remark 1.2.2. [10] It is well known that PK is nonexpansive mapping and satisfies
〈x− y, PKx− PKy〉 ≥ ‖PKx− PKy‖
2, ∀x, y ∈ H. (1.2.5)
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Moreover, PKx is characterized by the fact PKx ∈ K and
〈x− PKx, y − PKx〉 ≤ 0, (1.2.6)
and
‖x− y‖2 ≥ ‖x− PKx‖
2 + ‖y − PKx‖
2, ∀x ∈ H, y ∈ K. (1.2.7)
Definition 1.2.6. [10] A multi-valued mapping M : H → 2H is called monotone if for
all x, y ∈ H, u ∈Mx and v ∈My such that
〈x− y, u− v〉 ≥ 0.
Definition 1.2.7. [10] A multi-valued monotone mapping M : H → 2H is maximal
if the Graph(M), the graph of M , is not properly contained in the graph of any other
monotone mapping.
Remark 1.2.3. It is known that a multi-valued monotone mapping M is maximal if
and only if for (x, u) ∈ H ×H, 〈x− y, u− v〉 ≥ 0, for every (y, v) ∈ Graph(M) implies
that u ∈Mx.
Definition 1.2.8. Let M : H → 2H be a multi-valued maximal monotone mapping.
Then, the resolvent mapping JMλ : H → H associated with M , is defined by
JMλ (x) := (I + λM)
−1(x), ∀x ∈ H.
Remark 1.2.4. (i) For all λ > 0, the resolvent operator JMλ is single-valued, nonex-
pansive and firmly nonexpansive.
(ii) If we take M = ∂IK, the subdifferential of the indicator function IK of K, where
IK is defined by
IK(x) =
 0, x ∈ K+∞, x /∈ K,
then
y = J∂IKλ (x) = (I + λ∂IK)
−1x⇔ y = PKx.
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Lemma 1.2.2. [20] (Demiclosed principle) Let H be a real Hilbert space, K be a closed
and convex subset of H and let T : K → H be a nonexpansive mapping. Then I − T (I
is the identity operator on H) is demiclosed at y ∈ H, i.e., for any sequence {xn} in K
such that xn ⇀ x¯ ∈ K and (I − T )xn → y, we have (I − T )x¯ = y.
Definition 1.2.9. [10] A mapping T : H → H is said to be averaged if and only if (in
short, iff) it can be written as the average of the identity mapping and a nonexpansive
mapping, i.e.,
T = (1− α)I + αS,
where α ∈ (0, 1) and S : H → H is nonexpansive and I is the identity operator on H.
We note that the firmly nonexpansive mappings (in particular, projections on nonempty
closed and convex subsets and resolvent operators of maximal monotone operators) are
averaged. Obviously, averaged mapping is a nonexpansive mapping.
The following are some key properties of averaged mappings.
Lemma 1.2.3. [113]
(i) If T = (1−α)S+αV , where S : H → H is averaged, V : H → H is nonexpansive
and α ∈ (0, 1), then T is averaged;
(ii) The composite of finitely many averaged mappings is averaged;
(iii) If the mappings {Ti}
N
i=1 are averaged and have a common fixed point, then
N⋂
i=1
Fix(Ti) = Fix(T1T2...TN);
(iv) If T is τ -ism, then for γ > 0, γT is τ
γ
-ism;
(v) T is averaged if and only if, its complement I − T is τ -ism for some τ > 1
2
.
Lemma 1.2.4. [62, 124] In real Hilbert space H, the following hold:
(i)
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H; (1.2.8)
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(ii)
‖λx+ (1− λ)y‖2 = λ‖x‖2 + (1− λ)‖y‖2 − λ(1− λ)‖x− y‖2, (1.2.9)
for all x, y ∈ H and λ ∈ (0, 1);
(iii) (Opial’s condition) For any sequence {xn} with xn ⇀ x the inequality
lim inf
n→∞
‖xn − x‖ < lim inf
n→∞
‖xn − y‖, (1.2.10)
holds for every y ∈ H with y 6= x;
(iv) (Kadec-Klee property) If {xn} be a sequence in H which satisfies xn ⇀ x and
‖xn‖ → ‖x‖ as n→∞, then ‖xn − x‖ → 0 as n→∞.
Definition 1.2.10. [63] A mapping T : K → K is said to be asymptotically nonex-
pansive if there exists a sequence {kn} ⊂ [1,∞) satisfying kn → 1 as n → ∞ such
that
‖T nx− T ny‖ ≤ kn‖x− y‖, ∀x, y ∈ C, n ≥ 1.
Definition 1.2.11. [36] Let P : H → K be the projection mapping of H onto K. A
nonself mapping T : K → H is said to be asymptotically nonexpansive if there exists a
sequence {µn} ⊂ [0,∞) with µn → 0 as n→∞ such that
‖T (PT )n−1x− T (PT )n−1y‖ ≤ (1 + µn)‖x− y‖, ∀x, y ∈ K, n ≥ 1.
Definition 1.2.12. [142] A mapping T : K → H is said to be generalized asymptotically
nonexpansive if there exist sequences {µn}, {νn} ⊂ [0,∞) with µn, νn → 0 as n → ∞
such that,
‖(PT )nx− (PT )ny‖ ≤ ‖x− y‖+ µn‖x− y‖+ νn, ∀x, y ∈ K, n ≥ 1.
Remark 1.2.5. It is clear from the definition that the class of generalized asymptotically
nonexpansive mappings include the class of asymptotically nonexpansive mappings.
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Remark 1.2.6. For x ∈ K, the inward set of x, IK(x) is defined by IK(x) = {x+λ(u−
x) : u ∈ K,λ ≥ 1}. A mapping T : K → H is said to be weakly inward if Tx ∈ cl[IK(x)]
for all x ∈ K, where cl[IK(x)] denotes the closure of the inward set. We note that every
self mapping is trivially weakly inward.
Lemma 1.2.5. [165] Let H be a Hilbert space. Then for all x, y ∈ H and αi ∈ [0, 1] for
i = 0, 1, 2, ..., n such that
n∑
i=0
αi = 1, the following holds:
∥∥∥∥∥
n∑
i=0
αixi
∥∥∥∥∥
2
≤
n∑
i=0
αi‖xi‖
2 −
∑
0≤i,j≤n
αiαj‖xi − xj‖
2.
Lemma 1.2.6. [155] Let P be a metric projection of H onto K. Let T : K → H be a
mapping satisfying weakly inward condition. Then Fix(PT ) = Fix(T ).
Lemma 1.2.7. [105] For all x, y ∈ H, we have
‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2〈x− y, y〉, (1.2.11)
and
2〈x, y〉 = ‖x‖2 + ‖y‖2 − ‖x− y‖2 = ‖x+ y‖2 − ‖x‖2 − ‖y‖2, ∀x, y ∈ H. (1.2.12)
Lemma 1.2.8. [58] Let H be a Hilbert space, K be a closed and convex subset of H,
and T : K → K be a nonexpansive mapping such that Fix(T ) 6= ∅. Then
‖Tx− x‖2 ≤ 2〈x− Tx, x− x
′
〉, ∀x
′
∈ Fix(T ), x ∈ K.
Let product space of H1 and H2 is defined as H = H1 × H2 and the inner product
≪ ·, · ≫ is defined on H by
≪ x, y ≫:= 〈x1, y1〉+ 〈x2, y2〉, ∀x = (x1, x2), y = (y1, y2) ∈ H.
Then, the inner product space (H,≪ x, y ≫) becomes a real Hilbert space. We intro-
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duce as the second norm on H the maximum norm, which is defined as follows:
‖x‖∞ := max{‖x1‖, ‖x2‖}, ∀x = (x1, x2) ∈ H.
Then, the normed space (H, ‖x‖∞) becomes a real Banach space, see [154].
Definition 1.2.13. A mapping V : H → H is said to be block-contractive if there exists
τ ∈ (0, 1) such that
‖V x− V y‖∞ ≤ τ‖x− y‖∞, ∀x, y ∈ H.
Lemma 1.2.9. [154] Let F be a mapping of nonempty closed convex set K ⊂ H into
H. Let PK be the metric projection of H onto K and let µ > 0. Then, a point x ∈ K is
a solution of variational inequality problem (VIP(K,F)): Find x ∈ K s.t.
≪ F(x), y − x≫≥ 0, ∀y ∈ K
if and only if x is a fixed point of the mapping PK(ℑ−µF) : K → K. In addition, if K
is the Cartesian product of nonempty closed convex sets Ki ⊂ Hi (i = 1, 2), the mapping
ℑ − µF : K → H is block-contractive on K, then there exists the unique solution of
V I(K,F).
Let E be a real Banach space with its dual space E∗ and let 〈·, ·〉, ‖·‖ denote the duality
pairing between E and E∗ and norm on E as well as on E∗, respectively.
Definition 1.2.14. [35] The normalized duality mapping J : E → 2E
∗
is defined by
J(x) = {x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2},
for every x ∈ E.
Definition 1.2.15. [35] A Banach space E is said to be:
(i) strictly convex if
‖x+ y‖
2
< 1 for x, y ∈ E with ‖x‖ = ‖y‖ = 1 and x 6= y;
(ii) uniformly convex if for each ǫ ∈ (0, 2], there exists δ > 0 such that
‖x+ y‖
2
≤ 1−δ
for x, y ∈ E with ‖x‖ = ‖y‖ = 1 and ‖x− y‖ ≥ ǫ;
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(iii) smooth if lim
t→0
‖x+ ty‖ − ‖x‖
t
exists for all x, y ∈M(E) = {z ∈ E : ‖z‖ = 1};
(iv) uniformly smooth if the limit given in (iii) exists uniformly in x, y ∈M(E).
Remark 1.2.7. [35]
(i) It follows from Hahn-Banach theorem that J(x) is nonempty.
(ii) If E is smooth, strictly convex and reflexive, then the normalized duality mapping
J is single-valued, one-to-one and onto. The normalized duality mapping J is said
to be weakly sequentially continuous if xn ⇀ x implies that Jxn ⇀ Jx.
(iii) It is well known that if E is uniformly smooth, then J is uniformly norm-to-norm
continuous on each bounded subset of E. It is also well known that E is uniformly
smooth if and only if E∗ is uniformly convex. It is well known that if E is a
uniformly convex Banach space then E enjoys the Kadec-Klee property.
Definition 1.2.16. [3] Let E be a smooth Banach space. The Lyapunov functional
φ : E × E → R+ is defined by
φ(x, y) = ‖x‖2 − 2〈x, Jy〉+ ‖y‖2, ∀x, y ∈ E.
Observe that in a Hilbert space H, equality is reduced to φ(x, y) = ‖x−y‖2, ∀x, y ∈ H.
We note that if K is a nonempty closed convex subset of a Hilbert space H and PK :
H → K is the metric projection of H onto K, then PK is nonexpansive. This fact
actually characterizes Hilbert spaces and, consequently, it is not available in more general
Banach spaces. In this connection, Alber [3] recently introduced a generalized projection
operator ΠK in a Banach space E which is an analogue of the metric projection PK in
Hilbert space.
Definition 1.2.17. [3] The generalized projection ΠK : E → K is a mapping that
assigns to an arbitrary point x ∈ E the minimum point of the functional φ(x, y), that
is, ΠKx = x¯, where x¯ is the solution to the minimization problem
φ(x¯, x) = min
y∈K
φ(y, x).
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Remark 1.2.8. [3]
(i) The existence and uniqueness of the operator ΠK follow from the properties of the
functional φ(x, y) and strict monotonicity of the mapping J , see, for example, [3].
In Hilbert space, ΠK = PK. It is obvious from the definition of φ, that
φ(x, y) = φ(x, z) + φ(z, y) + 2〈x− z, Jz − Jy〉, (1.2.13)
and
(‖x‖ − ‖y‖)2 ≤ φ(x, y) ≤ (‖x‖+ ‖y‖)2, ∀x, y ∈ E. (1.2.14)
(ii) If E is a reflexive, strictly convex and smooth Banach space, then φ(x, y) = 0 if
and only if x = y.
Let E be a smooth, strictly convex and reflexive Banach space. Let K be a nonempty
subset of E.
Definition 1.2.18. [153] Let T : K → K be a mapping. A point p ∈ K is said to be an
asymptotic fixed point of T iff C contains a sequence {xn} which converges weakly to p
so that lim
n→∞
‖xn − Txn‖ = 0.
The set of asymptotic fixed points of T is denoted by F̂ix(T ).
Definition 1.2.19. [134,153,168] A mapping T : K → K is said to be:
(i) relatively nonexpansive if
F̂ix(T ) = Fix(T ) 6= ∅, φ(p, Tx) ≤ φ(p, x), ∀x ∈ K, ∀p ∈ Fix(T );
(ii) relatively asymptotically nonexpansive if
F̂ix(T ) = Fix(T ) 6= ∅, φ(p, T nx) ≤ (1+µn)φ(p, x), ∀x ∈ K, ∀p ∈ Fix(T ), ∀n ≥ 1,
where {µn} ⊂ [0,∞) is a sequence such that µn → 0 as n→∞;
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(iii) quasi φ-nonexpansive if
Fix(T ) 6= ∅, φ(p, Tx) ≤ φ(p, x), ∀x ∈ K, ∀p ∈ Fix(T );
(iv) asymptotically quasi φ-nonexpansive if there exists a sequence {µn} ⊂ [0,∞) with
µn → 0 as n→∞ such that
Fix(T ) 6= ∅, φ(p, T nx) ≤ (1 + µn)φ(p, x), ∀x ∈ K, ∀p ∈ Fix(T ), ∀n ≥ 1;
(v) generalized asymptotically quasi φ-nonexpansive if Fix(T ) 6= ∅ and there exist two
nonnegative sequences {µn} ⊂ [0,∞) with µn → 0 and {ξn} ⊂ [0,∞) with ξn → 0
as n→∞ such that
φ(p, T nx) ≤ (1 + µn)φ(p, x) + ξn, ∀x ∈ K, ∀p ∈ Fix(T ), ∀n ≥ 1.
(vi) asymptotically quasi-φ-nonexpansive in intermediate sense if Fix(T ) 6= ∅ and
lim sup
n→∞
sup
p∈Fix(T ),x∈K
(φ(p, T nx)− φ(p, x)) ≤ 0;
(vii) asymptotically regular on K if for any bounded subset C of K,
lim
n→∞
sup
x∈C
{
‖T n+1x− T nx‖
}
= 0;
Remark 1.2.9. The class of asymptotically quasi-φ-nonexpansive mappings in inter-
mediate sense was first introduced by Qin and Wang in [133].
Remark 1.2.10. [74] If we put ξn = max
{
0, sup
p∈Fix(T ),x∈K
(φ(p, T nx)− φ(p, x))
}
then
from the definition of asymptotically quasi-φ-nonexpansiveness in intermediate sense, it
is obvious that ξn → 0 as n→∞ and
φ(p, T nx) ≤ φ(p, x) + ξn, ∀p ∈ Fix(T ), x ∈ K.
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Lemma 1.2.10. [3] Let E be a smooth, strictly convex and reflexive Banach space, and
K be a nonempty closed and convex subset of E. Then, the following conclusions hold:
(i) φ(x,ΠKy) + φ(ΠKy, y) ≤ φ(x, y), ∀x ∈ K, y ∈ E;
(ii) Let x ∈ E and z ∈ K then z = ΠK(x)⇔ 〈z − y, Jx− Jz〉 ≥ 0, ∀y ∈ K.
Lemma 1.2.11. [62] Let K be a nonempty closed and convex subset of a strictly convex
Banach space E and let T be a nonexpansive mapping from K into itself with Fix(T ) 6= ∅.
Then Fix(T ) is closed and convex.
Lemma 1.2.12. [65] Let E be reflexive, strictly convex and smooth Banach space such
that both E and E∗ have the Kadec-Klee property. Let K be a nonempty closed convex
subset of E. Let T : K → K be a closed and asymptotically quasi-φ-nonexpansive
maping in intermediate sense. Then Fix(T ) is closed convex subset of K.
The following Lemma can be deduced from Theorem 3.1 due to Qin et al. [135].
Lemma 1.2.13. [135] Let K be a nonempty closed and convex subset of a smooth,
strictly convex and reflexive Banach space E and let T be a closed and generalized
asymptotically quasi-φ-nonexpansive mapping from K into itself. Then Fix(T ) is closed
and convex.
Lemma 1.2.14. [75] Let E be a smooth and uniformly convex Banach space and let {xn}
and {yn} be sequences in E such that either {xn} or {yn} is bounded. If lim
n→∞
φ(xn, yn) =
0 then lim
n→∞
‖xn − yn‖ = 0.
Lemma 1.2.15. [160] Let E be a uniformly convex Banach space and let r > 0. Then
there exists a strictly increasing, continuous and convex function g : [0, 2r] → R such
that g(0) = 0 and
‖tx+ (1− t)y‖2 ≤ t‖x‖2 + (1− t)‖y‖2 − t(1− t)g(‖x− y‖),
for all x, y ∈ Br and t ∈ [0, 1], where Br = {z ∈ E : ‖z‖ ≤ r}.
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Lemma 1.2.16. [38] Let E be a uniformly convex Banach space and let r > 0. Then
there exists a strictly increasing, continuous and convex function g : [0,∞) → [0,∞)
such that g(0) = 0 and
‖λx+ µy + γz‖2 ≤ λ‖x‖2 + µ‖y‖2 + γ‖z‖2 − µγg(‖y − z‖),
for all x, y, z ∈ Br(0) and λ, µ, γ ∈ [0, 1], where Br(0) = {z ∈ E : ‖z‖ ≤ r}.
Lemma 1.2.17. [75] Let E be a smooth and uniformly convex Banach space and let
r > 0. Then there exists a strictly increasing, continuous and convex function g :
[0, 2r]→ [0, 2r] such that g(0) = 0 and
g(‖x− y‖) ≤ φ(x, y), ∀x, y ∈ Br.
Lemma 1.2.18. [149] (Suzuki lemma) Let {xn} and {yn} be bounded sequences in a
Banach space E and {βn} be a sequence in [0, 1] with 0 < lim inf
n→∞
βn ≤ lim sup
n→∞
βn < 1.
Suppose xn+1 = (1 − βn)yn + βnxn, for all integers n ≥ 0 and lim sup
n→∞
(‖yn+1 − yn‖ −
‖xn+1 − xn‖) ≤ 0. Then lim
n→∞
‖yn − xn‖ = 0.
Definition 1.2.20. A mapping T : E → E∗ is demicontinuous at x0 if for any sequence
{xn} converging to x0, the sequence {Txn} converges weakly to Tx0, i.e., xn → x0 ⇒
Txn ⇀ Tx0.
Definition 1.2.21. [143] A mapping T : E → E∗ is hemicontinuous at x0 if for any
sequence {xn} converging to x0 along a line, the sequence {Txn} converges weakly to
Tx0, i.e., Txn = T (x0 + tnx)⇀ Tx0 as tn → 0 and n→∞ for all x ∈ E.
Definition 1.2.22. [5] A bifunction φ : E × E → R is said to be skew-symmetric if
φ(x, x)− φ(x, y)− φ(y, x) + φ(y, y) ≥ 0, ∀x, y ∈ H.
The skew-symmetric bifunctions have the properties which can be considered an ana-
log of monotonicity of gradient and nonnegativity of second derivative for the convex
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function. For properties and applications of the skew-symmetric bifunction, we refer to
see [5].
Definition 1.2.23. [54] Let K be a nonempty subset of a Hausdorff topological vector
space X and conv(K) denote the convex hull of K. Then a multi-valued mapping G :
K → 2X is said to be a KKM map if, for every finite subset {x1, x2, x3, ..., xn} ⊆ K,
conv(x1, x2, x3, ..., xn) ⊆
n⋃
i=1
G(xi).
Lemma 1.2.19. [54] Let K be a nonempty subset of a Hausdorff topological vector space
X and let G : K → 2X be a KKM map. If G(x) is closed for all x ∈ K and is compact
for at least one x ∈ K, then
⋂
x∈K
G(x) 6= ∅.
Lemma 1.2.20. [161] Let {an} be a sequence of nonnegative real numbers such that
an+1 ≤ (1− αn)an + δn, n ≥ 0,
where {αn} is a sequence in (0, 1) and {δn} is a sequence in R such that
(i)
∞∑
n=1
αn =∞;
(ii) lim sup
n→∞
δn
αn
≤ 0 or
∞∑
n=1
|δn| <∞.
Then lim
n→∞
an = 0.
Lemma 1.2.21. [103] Let {an}, {bn} and {cn} are nonnegative real sequences, α, β ∈ R
and for all n ∈ N the following inequality holds
an ≤ bn − αcn+1 + βcn.
If
∞∑
n=1
bn < +∞ and α > β ≥ 0 then lim
n→∞
an = 0.
Lemma 1.2.22. [125] Let {an}, {δn}, {bn} be sequences of nonnegative real numbers
satisfying
an+1 ≤ (1 + δn)an + bn; ∀n ≥ 1.
If
∞∑
n=1
δn <∞ and
∞∑
n=1
bn <∞, then lim
n→∞
an exists.
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Lemma 1.2.23. [69] Assume that Sn is a sequence of nonnegative real numbers such
that
Sn+1 ≤ (1− λn)Sn + λnδn, n ≥ 0,
Sn+1 ≤ Sn − ηn + µn, n ≥ 0,
 (1.2.15)
where {λn} is a sequence in (0, 1), {ηn} is a sequence of nonnegative real numbers and
{δn} and {µn} are two sequences in R such that
(i)
∞∑
n=1
λn =∞;
(ii) lim
n→∞
µn = 0;
(iii) lim
i→∞
ηni = 0 implies that lim sup
i→∞
δni ≤ 0 for any subsequence {ni} ⊂ {n}.
Then lim
n→∞
Sn = 0.
1.3 Variational inequalities, equilibrium problems and
iterative methods
We give brief survey of some classes of variational inequalities and equilibrium problems.
Further, we give brief survey of some iterative methods for solving fixed point problems,
variational inequalities and equilibrium problems.
1.3.1 Variational inequalities
Let K be a nonempty closed and convex subset of a real Hilbert space H and let
a(·, ·) : H ×H → R be a bilinear form,
Problem 1.3.1. For given g ∈ H∗, find x ∈ K such that
a(x, y − x) ≥ 〈g, y − x〉, ∀y ∈ K. (1.3.1)
The inequality (1.3.1) is termed as variational inequality which characterizes the classical
Signorini problem of elasto-statistics. This problem was investigated and studied by
Lions and Stampacchia [97] by using the projection technique.
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If the bilinear form is continuous, by Riesz-Fre´chet theorem, we have
a(x, y) = 〈Tx, y〉, ∀x, y ∈ H,
where T : H → H∗ is a continuous linear operator and hence Problem 1.3.1 is equivalent
to the following problem:
Problem 1.3.2. Find x ∈ K such that
〈Tx, y − x〉 ≥ 〈g, y − x〉, ∀y ∈ K. (1.3.2)
If g ≡ 0 ∈ H∗, Problem (1.3.2) is reduced to the following classical variational inequality
problem introduced by Hartmann and Stampacchia [66].
Problem 1.3.3. Find x ∈ K such that
〈Tx, y − x〉 ≥ 0, ∀y ∈ K. (1.3.3)
The solution set of classical variational inequality problem (in short,VIP) (1.3.3) is
denoted by Sol(VIP (1.3.3)). Since then various generalizations of VIP(1.3.3) have been
introduced and studied by many authors.
The system of variational inequalities is one of the important generalizations of varia-
tional inequality. In 1971, Caffarelli [24] studied the system of variational inequalities
arising in membrane problem. Later, the Nash equilibrium problem [119] for differen-
tiable functions can be formulated in the form of a variational inequality problem over
product of sets [6]. A number of problems arising in operation research, economics,
game theory, mathematical physics and other areas can also be uniformly modelled
as a variational inequality problem over product of sets. In 1985, Pang [126] decom-
posed the original variational inequality problem defined on the product of sets into
a system of variational inequalities. Later, it was found that these two problems are
equivalent. Since then a number of authors studied the existence and iterative ap-
proximations of solutions of various systems of abstract variational inequalities, see for
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example [4, 37, 77, 79,112,156].
Now, we give some classes of systems of variational inequalities.
Ceng et al. [27] considered and studied the following system of variational inequalities
(in short, SVIP):
Problem 1.3.4. Find (x, y) ∈ K ×K such that 〈ρ1T1y + x− y, z − x〉 ≥ 0, ∀z ∈ K,〈ρ2T2x+ y − x, z − y〉 ≥ 0, ∀z ∈ K, (1.3.4)
where Ti : K → K is a nonlinear mapping and ρi > 0 for each i = 1, 2.
The solutions set of SVIP(1.3.4) is denoted by Sol(SVIP(1.3.4)).
For each i = 1, 2, let Ki be a nonempty closed and convex subset of Hilbert space Hi
and Ti : H1 ×H2 → Hi be a nonlinear mapping.
Problem 1.3.5. Find (x1, x2) ∈ K1 ×K2 such that 〈T1(x1, x2), y1 − x1〉 ≥ 0, ∀y1 ∈ K1,〈T2(x1, x2), y2 − x2〉 ≥ 0, ∀y2 ∈ K2. (1.3.5)
Problem 1.3.5 has been introduced and studied by Kassay and Kolumban [77] for multi-
valued mappings.
For each i = 1, 2, ..., N , let Ti : Hi → Hi be a nonlinear mapping.
Problem 1.3.6. Find x ∈
N⋂
i=1
Ki such that
〈Tix, yi − x〉 ≥ 0, ∀yi ∈ Ki, (1.3.6)
for i = 1, 2, ..., N . Problem 1.3.6 is called the system of unrelated variational inequalities
which has been introduced and studied by Censor et al. [33] for multi-valued mappings.
We also observe that if Ti = 0, for all i, then Problem 1.3.6 is reduced to the problem
of finding a point x ∈
N⋂
i=1
Ki which is well known convex feasibility problem. If the set
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Ki are fixed sets of family of operators Si : H → H then the convex feasibility problem
is the the common fixed point problem (in short, CFPP).
In 2010, Censor, Gibali and Reich [32] introduced and studied the following split vari-
ational inequality problem (in short, SPVIP):
Problem 1.3.7. Find x∗ ∈ C such that
〈f(x∗), x− x∗〉 ≥ 0, ∀x ∈ C, (1.3.7)
and such that
y∗ = Ax∗ ∈ Q solves 〈g(y∗), y − y∗〉 ≥ 0, ∀y ∈ Q, (1.3.8)
where C and Q are nonempty closed and convex subsets of H1 and H2, respectively;
f : H1 → H1 and g : H2 → H2 are nonlinear mappings and A : H1 → H2 is a bounded
linear operator.
When looked separately, (1.3.7) is the variational inequality problem (VIP). The SPVIP
(1.3.7)-(1.3.8) constitutes a pair of variational inequality problems which have to be
solved so that the image y∗ = Ax∗ under a given bounded linear operator A, of the
solution x∗ of VIP(1.3.7) in H1 is the solution of another VIP(1.3.8) in another space
H2.
The special cases of SPVIP(1.3.7)-(1.3.8) are split zero problem and split feasibility
problem which have already been studied and used in practice as a model in intensity-
modulated radiation therapy treatment planning, see [29, 30]. This formalism is also
at the core of modeling of many inverse problems arising for phase retrieval and other
real-world problems; for instance, in sensor networks in computerized tomography and
data compression; see, for example, [21, 22, 41]. For further generalizations of Problem
(1.3.7)-(1.3.8), see, for example, Moudafi [113], Kazmi [81–84].
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1.3.2 Equilibrium problems
Equilibrium problems were initially introduced by Zuhovickii et al. [170], Fan [55], Brezis
et al. [19], motivated by minimax problems appearing in economic equilibrium. But, in
1994, Blum and Oettli [14] adopted the notion of equilibrium problem, and introduced
the following abstract equilibrium problem (in short, EP):
Problem 1.3.8. Find x ∈ K such that
F (x, y) ≥ 0, ∀ y ∈ K, (1.3.9)
where F : K ×K → R be a bifunction.
The solution set of EP(1.3.9) is denoted by Sol(EP(1.3.9)). Since then various general-
izations of EP(1.3.9) have been introduced and studied by many authors.
In 1999, Moudafi and The`ra [115] introduced and studied the following mixed equilib-
rium problem (in short, MEP):
Problem 1.3.9. Find x ∈ K such that
F (x, y) + 〈Ax, y − x〉 ≥ 0, ∀y ∈ K, (1.3.10)
where A : K → H be a nonlinear mapping. The solution set of MEP(1.3.10) is denoted
by Sol(MEP(1.3.10)).
Equilibrium problems have potential and useful applications in nonlinear analysis and
mathematical economics. For example, if we set F (x, y) = sup
ζ∈Mx
〈ζ, y − x〉 with M :
K → 2K a multi-valued maximal monotone operator. Then MEP(1.3.10) reduces to the
following variational inclusion:
(1) Variational inclusion: Find x ∈ K such that
0 ∈ A(x) +M(x), ∀ y ∈ K. (1.3.11)
For further related work, see [1, 78, 80].
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Set F (x, y) = ψ(y) − ψ(x), ∀ x, y ∈ K, where ψ : K → R is a real function and
A = 0, then MEP(1.3.10) reduces to the following minimization problem subject
to the implicit constraints.
(2) Minimization problem: Find x¯ ∈ K such that
ψ(x¯) ≤ ψ(y), ∀y ∈ K. (1.3.12)
(3) Saddle point problem: Let ψ : K1 ×K2 → R. Then (x¯1, x¯2) is called saddle point
of ψ if and only if
(x¯1, x¯2) ∈ K1 ×K2, ψ(x¯1, y2) ≤ ψ(y1, x¯2), ∀ (y1, y2) ∈ K1 ×K2. (1.3.13)
Set K = K1×K2 and define F : K ×K → R by f((x1, x2), (y1, y2)) = ψ(y1, x2)−
ψ(x1, y2) then x¯ = (x¯1, x¯2) is a solution of (1.3.13) if and only if (x¯1, x¯2) satisfies
(1.3.9).
(4) Nash equilibria: Let I be the index set (the set of players). For every i ∈ I let
there be given a set Ki (the strategy set of i
th player). Let K =
∏
i∈I
Ki. For
every i ∈ I let there be given a function fi : K → R (the loss function of the ith
player depending on the strategies of all players). For x = (xi)i∈I ∈ K, we define
xi := (xj)j∈I , j 6= i. The point x¯ = (x¯i)i∈I ∈ K is called Nash equilibrium if and
only if, for all i ∈ I, there holds
fi(x¯i) ≤ fi(x¯
i, yi), ∀ yi ∈ Ki, (1.3.14)
(i.e., no player can reduce his loss by varying his strategy alone). Define F :
K ×K → R by
F (x, y) =
∑
i∈I
(fi(x
i, yi)− fi(x)).
Then x¯ ∈ K is a Nash equilibrium if and only if x¯ fulfills (1.3.9).
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Indeed if (1.3.14) holds for all i ∈ I we choose y ∈ K in such a way that x¯i = yi,
then F (x¯, y) = fi(x¯
i, yi)− fi(x¯). Hence (1.3.9) implies (1.3.14) for all i ∈ I.
(5) Variational inequality: Let T : K → H∗ be a given mapping. The problem is to
find x¯ ∈ H such that x¯ ∈ K,
〈T x¯, y − x¯〉 ≥ 0 ∀ y ∈ K. (1.3.15)
We set F (x, y) = 〈Tx, y − x〉. Clearly (1.3.9)⇒ (1.3.15).
(6) Complementarity problem: This is special case of previous example. Let K be a
closed and convex cone with K∗ = {x∗ ∈ H∗ : 〈x∗, y〉 ≥ 0, ∀ y ∈ K} denotes the
polar cone. Let T : K → H∗ be a given mapping. The problem is to find x¯ ∈ H
such that T x¯ ∈ K∗,
〈T x¯, x¯〉 = 0. (1.3.16)
It is easily seen that (1.3.16) is equivalent with (1.3.15).
EP(1.3.9) and MEP(1.3.10) have been generalized by many authors. Some generaliza-
tions of these problems are given below.
Problem 1.3.10. Find x ∈ K such that
F (x, y) + ψ(y)− ψ(x) ≥ 0, ∀y ∈ K, (1.3.17)
where ψ : H → R ∪ {+∞} is a nonlinear functional. Problem 1.3.10 has been studied
by Ceng and Yao [28].
Problem 1.3.11. Find x ∈ K such that
F (x, y) + 〈Ax, y − x〉+ ψ(y)− ψ(x) ≥ 0, ∀y ∈ K, (1.3.18)
where A : K → H is a nonlinear mapping. Problem 1.3.11 has been studied by Peng
and Yao [127].
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Let F : K×K → R, ψ : H×H → R∪{+∞} be nonlinear bifunctions. The generalized
equilibrium problem (in short, GEP) is:
Problem 1.3.12. Find x ∈ K such that
F (x, y) + ψ(y, x)− ψ(x, x) ≥ 0, ∀y ∈ K, (1.3.19)
which has been studied by Noor [123].
For each i = 1, 2, ..., N , let Ki be a nonempty, closed and convex subset of a real
Hilbert space H with
N⋂
i=1
Ki 6= ∅; let Fi : Ki × Ki → R be a bifunction such that
Fi(xi, xi) = 0, ∀xi ∈ Ki and let Ai : H → H be a nonlinear mapping.
Problem 1.3.13. Find x ∈
N⋂
i=1
Ki such that
Fi(x, yi) + 〈Aix, yi − x〉 ≥ 0, ∀yi ∈ Ki, i = 1, 2, ..., N. (1.3.20)
Problem (1.3.20) is called system of unrelated mixed equilibrium problems (in short,
SUMEP), and has been introduced and studied by Behzad, Kazmi and Rizvi [48]. We
note that for each i = 1, 2, ...., N, the mixed equilibrium problem (in short, MEP) [115]
is to find xi ∈ Ki such that
Fi(xi, yi) + 〈Aixi, yi − xi〉 ≥ 0, ∀yi ∈ Ki, i = 1, 2, ..., N. (1.3.21)
We denote by Sol(MEP(1.3.21)), the solution set of MEP(1.3.21) corresponding to the
mappings Fi, Ai and the set Ki. Then the solution set of SUMEP(1.3.20) is given by
N⋂
i=1
Sol(MEP(1.3.21)). If N = 1, then SUMEP(1.3.20) is the mixed equilibrium problem
MEP(1.3.10).
Problem 1.3.14. Find x∗ ∈ C such that
F1(x
∗, x) ≥ 0, ∀x ∈ C, (1.3.22)
and such that
y∗ = Ax∗ ∈ Q solves F2(y∗, y) ≥ 0, ∀y ∈ Q. (1.3.23)
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where C and Q are nonempty closed convex subset of H1 and H2, respectively, F1 :
C × C → R and F2 : Q × Q → R be nonlinear bifunctions and A : H1 → H2 be a
bounded linear operator,
Problem (1.3.22)-(1.3.23) is called split equilibrium problem (in short, SPEP) which has
been introduced by Moudafi [113] and studied by Kazmi and Rizvi [85].
When looked separately, (1.3.22) is the classical equilibrium problem (EP) and we de-
note its solution set by Sol(EP(1.3.22)). The SPEP(1.3.22)-(1.3.23) constitutes a pair
of equilibrium problems which have to be solved so that the image y∗ = Ax∗ un-
der a given bounded linear operator A, of the solution x∗ of the EP(1.3.22) in H1
is the solution of another EP(1.3.23) in another space H2, we denote the solution
set of EP(1.3.23) by Sol(EP(1.3.23)). The solution set of SPEP(1.3.22)-(1.3.23) is de-
noted by Sol(SPEP(1.3.22)-(1.3.23)) = {p ∈ Sol(EP(1.3.22)) : Ap ∈ Sol(EP(1.3.23))}.
SPEP(1.3.22)-(1.3.23) is a natural generalization of split variational inequality problem.
Since then various generalizations of this problem have been studied by a number of
authors, see for example [15, 17, 85,86,88,89].
1.3.3 Iterative methods
We give a brief survey of some iterative methods for solving fixed point problems, vari-
ational inequalities and equilibrium problems.
Let S be a self-mapping defined on a nonempty closed subset K of a complete metric
space E, which has at least one fixed point p ∈ Fix(S). For a given x0 ∈ E, the Picard
iterative method generates the sequence {xn} defined by
xn = S(xn−1) = Sn(x0), n = 1, 2, ... . (1.3.24)
The sequence {xn} converges strongly to the unique fixed points of S when S is a
contraction mapping.
When the contractive conditions are slightly weaker, for example nonexpansive, firmly
nonexpansive, then the Picard iterations need not converge to a fixed point of the
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operator S, and some other iteration procedures must be considered.
Let K be a nonempty closed and convex subset of a real Banach space E.
In 1955, Krasnosel’ski˘i [96] introduced and studied the following iteration method so
called Krasnosel’ski˘i iteration method for a self mapping S on K : The sequence {xn}
given by
x0 ∈ K; xn+1 = (1− λ)xn + λSxn, n = 1, 2, ... , (1.3.25)
where λ ∈ [0, 1].
The study of iterative methods for approximating fixed points of a nonexpansive map-
ping S has yielded a host of works in the last decades. The most relevant progresses
are mainly based on two types of iterative algorithms: Mann and Halpern iterative
algorithms. Both algorithms have extensively been studied for decades.
Mann iterative algorithm, initially due to Mann [104], is essentially an averaged algo-
rithm which generates a sequence recursively
xn+1 = αnxn + (1− αn)Sxn, n ≥ 0, (1.3.26)
where the initial guess x0 ∈ K and {αn} is a sequence in (0, 1). Later, Krasnosel’ski˘i [96]
studied the iterative algorithm (1.3.26) in the particular case when αn = λ.
In 1974, Ishikawa [71] enlarged and improved Mann iterative algorithm to a new iterative
algorithm which generates the sequence {xn} defined by
xn+1 = αnxn + (1− αn)S[βnxn + (l − βn)Txn], (1.3.27)
where 0 ≤ αn ≤ βn ≤ 1, lim
n→∞
βn = 0,
∑
n≥1
αnβn =∞. However, the iterative algorithms
of both Mann and Ishikawa converge weakly in Banach space. As a matter of fact,
Mann’s iterative algorithm may fail to converge while Ishikawa iterative algorithm can
still converge for a Lipschitz pseudocontractive mapping in a Hilbert space.
25
On the other hand, Halpern [64] was the first in introducing the explicit iterative algo-
rithm which generates a sequence via the recursive formula
xn+1 = αnu+ (1− αn)Sxn, n ≥ 0, (1.3.28)
where the initial guess x0 ∈ K and anchor u ∈ K are arbitrary (but fixed) and the
sequence {αn} is contained in [0, 1], for finding a fixed point of a nonexpansive mapping
S : K → K with Fix(S) 6= ∅, where K is a nonempty, closed and convex subset of a
Hilbert space H. This iterative method is now commonly known as Halpern iterative
method although Halpern initially considered the case where K is the unit closed ball
and u = 0.
Now we discuss viscosity approximation method. Given a nonexpansive self-mapping S
on a nonempty, closed and convex subset K, a real number t ∈ (0, 1] and a contraction
mapping f on K, define the mapping St : K → K by
Stx = tf(x) + (1− t)Sx, x ∈ K.
It is easily seen that St is a contraction and hence St has a unique fixed point which is
denoted by xt. That is, xt is the unique solution to the fixed point equation
xt = tf(xt) + (1− t)Sxt, t ∈ (0, 1]. (1.3.29)
The explicit iterative discretization of (1.3.29) is
xn+1 = αnf(xn) + (1− αn)Sxn, n ≥ 0, (1.3.30)
where {αn} ⊂ [0, 1]. Note that these two iterative processes (1.3.29) and (1.3.30) gen-
eralize the results of Browder [20] and Halpern [64] in another direction. The viscosity
approximation method of selecting a particular fixed point of a given nonexpansive
mapping was proposed by Moudafi [109] in the framework of a Hilbert space. The con-
vergence of the implicit (1.3.29) and explicit (1.3.30) algorithms has been the subject
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of many papers because under suitable conditions these iterations converge strongly to
the unique solution q ∈ Fix(S) of the variational inequality
〈(I − f)q, x− q〉 ≥ 0, ∀x ∈ Fix(S). (1.3.31)
This fact allows us to apply this method to convex optimization, linear programming
and monotone inclusions. In 2004, Xu [162] extended the result of Moudafi [109]to
uniformly smooth Banach spaces and obtained strong convergence theorem. For related
work, see [13, 35, 106,163].
The hybrid iterative method is also known as outer-approximation method. This type
of method was originally introduced by Haugazeau [67] in 1968 and was successfully
generalized and extended by Combettes [42], Nakajo and Takahashi [118], Kikkawa and
Takahashi [91].
In 2003, Nakajo and Takahashi [118] introduced and studied the following iterative
method for a nonexpansive mapping S over a Hilbert space:
Fix(S) 6= ∅,
x0 = x ∈ K ⊆ H,
yn = αnxn + (1− αn)Sxn,
Cn = {z ∈ K : ‖yn − z‖ ≤ ‖xn − z‖},
Qn = {z ∈ K : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx.
(1.3.32)
They proved that the sequence {xn} generated by (1.3.32) converges strongly to PFix(S)x0,
where PFix(S) denotes the metric projection from H onto Fix(S).
In 1967, Lions and Stampacchia [97] proved the first general theorem for the existence
and uniqueness of solution of variational inequality problem in Hilbert space using pro-
jection mapping. The variational inequality of finding x ∈ K such that
〈Tx, y − x〉 ≥ 0, ∀y ∈ K,
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where S : K → H be a nonlinear mapping, is equivalent to finding a fixed point x of
the equation x = PK(x − λTx), where λ > 0. Using this fixed point formulation, one
can have an iterative algorithm which generates the sequence {xn} given by xn+1 =
PK(xn − λT (xn)), where x0 ∈ K is given and λ > 0, see Baiocchi and Capelo [9],
Glowinski, Lions and Tremolieres [61].
In 2003, Takahashi and Toyoda [152] introduced the following iteration method for
finding a common element of the set of fixed points of a nonexpansive self mapping S
on K and the set of solution of variational inequality problem for an α-inverse strongly-
monotone mapping T on K, and then obtain a weak convergence theorem.
Γ := Fix(S)
⋂
Sol(VIP(1.3.3)) 6= ∅,
x0 = x ∈ K,
xn+1 = αnxn + (1− αn)SPK(xn − λnTxn),
(1.3.33)
for every n = 0, 1, 2, ..., where {λn} ⊂ [a, b] for some a, b ∈ (0, 2α), α > 0 and {αn} ⊂
[c, d] for some c, d ∈ (0, 1). They proved that {xn} converges weakly to z ∈ Γ, where
z = lim
n→∞
PΓxn.
In 2004, Iiduka and Takahashi [70] introduced the following iterative method for finding
a common element of the set of fixed points of a nonexpansive nonself-mapping S on K
into Hilbert space H and the set of solution of variational inequality for an α-inverse-
strongly monotone mapping in H:
Γ := Fix(S)
⋂
Sol(VIP(1.3.3)) 6= ∅,
x0 = x ∈ K,
xn+1 = PK(αnx+ (1− αn)SPK(xn − λnTxn)),
(1.3.34)
for every n = 0, 1, 2, ..., where {λn} is a sequence in [0, 2α]. If {αn} and {λn} are
chosen so that λn ∈ [a, b] for some a, b with 0 < a < b < 2α, lim
n→0
αn = 0,
∞∑
n=0
αn = ∞,
∞∑
n=0
|αn+1−αn| <∞,
∞∑
n=0
|λn+1−λn| <∞. They proved that {xn} converges strongly to
PΓx.
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In 1976, Korpelevich [95] proposed an extragradient method with iterative scheme:
x1 = x ∈ K,
yn = PK(xn − λTxn),
xn+1 = PK(xn − λTyn),
(1.3.35)
for every n = 0, 1, 2, ..., and λ > 0, where PK is an orthogonal projection onto K in
the finite dimensional Euclidean space. The idea of the extragradient iterative process
introduced by Korpelevich was successfully generalized and extended not only in Eu-
clidean but also in Hilbert and Banach spaces; see, for example, He et al. [68], Iusem
and Svaiter [72], Solodov and Svaiter [146], Wang et al. [157].
In 2006, by combining a hybrid iterative method with an extragradient method, Nadezhk-
ina and Takahashi [117] introduced the following iterative method:

Γ := Fix(S)
⋂
Sol(VIP(1.3.3)) 6= ∅,
x0 = x ∈ K,
yn = PK(xn − λnTxn),
zn = βnxn + (1− βn)SPK(xn − λnTyn),
Cn = {z ∈ K : ‖zn − z‖
2 ≤ ‖xn − z‖
2},
Qn = {z ∈ K : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
(1.3.36)
for every n = 0, 1, 2, ... . They proved that under certain appropriate conditions on {βn}
and {λn}, the sequences {xn}, {yn} and {zn} generated by (1.3.36) converge strongly to
z ∈ Γ. Ceng et al. [26] introduced the extragradient-like iterative method, an extension
of method given by Nadezhkina and Takahashi [116, 117], for approximating common
solution of FPP(1.2.1) for a nonexpansive mapping S and VIP(1.3.3) for a monotone,
Lipschitz-continuous mapping.
In 2008, Ceng et al. [27] introduced and studied the following iterative method so called
relaxed extragradient method for approximating a common solution of SVIP(1.3.4) with
α-inverse strongly monotone mappings Ti (i = 1, 2) and FPP(1.2.1) for a nonexpansive
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mapping S: 
Γ := Fix(S)
⋂
Sol(SVIP(1.3.4)) 6= ∅,
x0 ∈ K,
yn = PK(xn − µT2xn),
xn+1 = αnx0 + βnxn + γnSPK(yn − λT1yn),
(1.3.37)
where {αn}, {βn}, {γn} are sequences in [0, 1], and λ, µ > 0. For further related work,
see Ceng et al. [25], Yao et al. [164].
On the other hand, Takahashi and Takahashi [151] in 2007, proposed an iterative method
based on viscosity approximation method which improves the result of Moudafi [109]
for approximating the common solution of EP(1.3.9) and FPP(1.2.1) for a nonexpansive
mapping S in Hilbert space.

Ω := Fix(S)
⋂
Sol(EP(1.3.9)) 6= ∅,
F (un, y) +
1
rn
(y − un, un − xn) ≥ 0 ∀y ∈ K,
xn+1 = αnf(xn) + (1− αn)Sun.
(1.3.38)
They proved that under certain appropriate conditions on control sequences {αn}, {rn}
and {λn}, the sequences {xn} and {un} generated by (1.3.38) converge strongly to z ∈ Ω,
where z = PΩf(z). For related work, see [40, 73, 102,129,138].
Further, Tada and Takahashi [150] introduced a hybrid method for approximating a
common solution of EP(1.3.9) and FPP(1.2.1) for a nonexpansive mapping S in a Hilbert
space. Starting with an arbitrary x1 ∈ H, define sequences {xn} and {un} by
Ω := Fix(S)
⋂
Sol(EP(1.3.9)) 6= ∅, ,
F (un, y) +
1
rn
(y − un, un − xn) ≥ 0 ∀y ∈ C,
wn = (1− αn)xn + αnSun,
Cn = {z ∈ H : ‖wn − z‖ ≤ ‖xn − z‖},
Qn = {z ∈ H : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx.
(1.3.39)
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They proved that under certain appropriate conditions on control sequences {αn} and
{rn}, the sequences {xn} and {un} generated by (1.3.39) converge strongly to PΩx.
Using the idea of Takahashi and Takahashi [151], Plubtieng and Punpaeng [129] in-
troduced the general iterative method for finding a common solution of EP(1.3.9),
VIP(1.3.3) and FPP(1.2.1) for a nonexpansive mapping S. For further related work, see
for instance [34, 39, 76,98, 127,141,144,158] and the relevant references cited therein.
In 2013, Kazmi and Rizvi [85] proved a strong convergence theorem based on the fol-
lowing Halpern-type iterative method for computing an approximate common solution
of SPEP(1.3.22)-(1.3.23), VIP(1.3.3) and FPP for a nonexpansive mapping T in real
Hilbert spaces:
Let H1 and H2 be two real Hilbert spaces and K1 ⊆ H1 and K2 ⊆ H2 be nonempty,
closed and convex sets. Let A : H1 → H2 be a bounded linear operator; let T : K1 → H1
be a τ -inverse strongly monotone mapping and let F1 : K1×K2 → R and F2 : K2×K2 →
R be bifunctions. The iterative sequences {un}, {xn} and {yn} are generated by
Υ := Fix(S)
⋂
Sol(SPEP(1.3.22)− (1.3.23))
⋂
Sol(VIP(1.3.3)) 6= ∅,
x0 = v ∈ K, un = T
F1
rn
(xn + δA
∗(T F2rn − I)Axn),
yn = PK(un − λnTun),
xn+1 = αnv + βnxn + γnSyn,
(1.3.40)
where rn ⊂ (0,∞), λn ∈ (0, 2τ) and δ ∈ (0, 1/L), L is the spectral radius of the operator
A∗A and A∗ is the adjoint of A and {αn}, {βn} and {γn} are the control sequences in
(0, 1). They proved that under some mild conditions on control sequences {αn}, {βn}
and {γn}, and on Fi, the sequence {xn} converges strongly to z ∈ Υ, where z = PΥv.
Recently, Behzad, Kazmi and Rizvi [48] proved the strong convergence of the following
iterative method based on hybrid method, extragradient method and convex approxi-
mation method which solves the problem of finding the common element to the solution
set of SUMEP(1.3.20) and CFPP involving a family of nonexpansive mappings:
For each i = 1, 2, ..., N , let Ki be a nonempty, closed and convex subset of a real Hilbert
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space H with
N⋂
i=1
Ki 6= ∅. Let Fi : Ki × Ki → R be a 2-monotone bifunction and the
mapping Ai : H → H be σi-inverse strongly monotone, Si : Ki → Ki be a nonexpansive
mapping. Then the iterative sequences {xn}, {yni } and {z
n
i } be generated by the iterative
schemes such that:
Ω :=
N⋂
i=1
(Fix(Si))
⋂( N⋂
i=1
Sol(MEP(1.3.21))
)
6= ∅,
x0 = x ∈ H,
yni = Trni (x
n − rni Aix
n),
zni = α
n
i x
n + (1− αni )SiTrni (x
n − rni Aiy
n
i ),
Cni = {z ∈ H : ‖z
n
i − z‖
2 ≤ ‖xn − z‖2},
Cn =
⋂N
i=1C
n
i ,
Qn = {z ∈ H : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn ⋂Qnx,
(1.3.41)
for n = 1, 2, ..., and for each i = 1, 2, ..., N , where {rni } ⊂ [a, b] for some a, b ∈ (0, σ) and
{αni } ⊂ [0, c] for some c ∈ [0, 1), where σ = min
1≤i≤N
σi. They proved that under some mild
conditions on Fi, the sequences {x
n}, {yni } and {z
n
i } converge strongly to d = PΩx. For
the further related work, see [49, 56, 140].
The idea to generalize the hybrid iterative method (1.3.32) of Nakajo and Takahashi [118]
from Hilbert space to Banach space has been given by Matsushita and Takahashi [107]
in 2005. They proved a strong convergence theorem with generalized projection for a
relatively nonexpansive mapping S on nonempty closed convex subset of a uniformly
convex and uniformly smooth Banach space E: The sequence {xn} is generated by the
iterative scheme 
Fix(S) 6= ∅, x0 = x ∈ K,
yn = J
−1(αnJxn + (1− αn)JSxn),
Hn = {z ∈ K : φ(z, yn) ≤ φ(z, xn)},
Wn = {z ∈ K : 〈xn − z, Jx− Jxn〉 ≥ 0},
xn+1 =
∏
Hn
⋂
Wn
x, n = 0, 1, 2, ...,
(1.3.42)
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where αn ∈ (0, 1) is a sequence and J is normalized mapping from E into E
∗ with its
inverse J−1.
In 2007, Plubtieng and Ungchittrakool [130] proved the strong convergence theorem to
obtain the common fixed points a pair of relatively nonexpansive mappings in Banach
space, see [2] for related work.
In 2009, Takahashi and Zembayashi [153] generalized Tada and Takahashi [150] itera-
tive method (1.3.39) for EP(1.3.9) and FPP(1.2.1) by considering relative nonexpansive
mapping in Banach space: The sequence {xn} is denoted by iterative scheme
Ω := Fix(S)
⋂
Sol(EP(1.3.9)) 6= ∅,
x0 = x ∈ K,
yn = J
−1(αnJxn + (1− αn)JSxn),
un ∈ K such that f(un, y) +
1
rn
(y − un, Jun − Jxn) ≥ 0 ∀y ∈ K,
Hn = {z ∈ K : φ(z, yn) ≤ φ(z, xn)},
Wn = {z ∈ K : 〈xn − z, Jx− Jxn〉 ≥ 0},
xn+1 =
∏
Hn
⋂
Wn
x, n = 0, 1, 2, ... .
(1.3.43)
In 2009, Qin et al. [136] introduced a hybrid iterative method to find a common element
of the solution set of EP(1.3.9) and the set of common fixed points of two quasi φ-
nonexpansive mappings T and S in Banach space:
x0 = x ∈ K, chosen arbitrary,
K1 = K,
x1 =
∏
K1
x0
yn = J
−1(αnJxn + βnJTxn + γnJSxn),
un ∈ K such that f(un, y) +
1
rn
(y − un, Jun − Jyn) ≥ 0 ∀y ∈ C,
Kn+1 = {z ∈ K : φ(z, un) ≤ φ(z, xn)},
xn+1 =
∏
Kn+1
x0.
(1.3.44)
They proved strong convergence theorems for hybrid iterative method for two families
of quasi φ-nonexpansive mappings in the framework of Banach space.
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Zhang [167] proved a strong convergence theorem for the sequence generated by hybrid
iterative method for EP(1.3.9) and FPP(1.2.1) for a finite family of quasi φ-nonexpansive
mappings. For related work, see Petrot et al. [128].
In 2010, Qin [134] investigated hybrid iterative methods for a pair of asymptotically quasi
φ-nonexpansive mappings in Banach space. For related work, see Zhou et al. [168], Qin
et al. [135], Song and Chen [147].
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Chapter 2
Hybrid iterative method without extrapolating step
for solving mixed equilibrium problem
2.1 Introduction
Throughout the chapter unless otherwise stated, let H be a real Hilbert space with inner
product 〈·, ·〉 and norm ‖ · ‖. Let K be a nonempty closed and convex subset of H.
In this chapter, we propose and analyze a new iterative method finding the approximate
solution of the following mixed equilibrium problem (in short, MEP) [115] in H: Find
x ∈ K such that
F (x, y) + 〈Ax, y − x〉 ≥ 0, ∀y ∈ K, (2.1.1)
where F : K × K → R is a bifunction and A : K → H is a nonlinear mapping. The
solution set of MEP(2.1.1) is denoted by Sol(MEP(2.1.1)).
In 2006, Nadezhkina and Takahashi [117] introduced a hybrid extragradient method to
approximate a solution of VIP(1.3.3) for a monotone and Lipschitz-continuous mapping
T in real Hilbert space H, which is given by:
x0 = x ∈ K,
un = PK(xn − λTxn),
yn = PK(xn − λTun),
Cn = {z ∈ K : ‖yn − z‖
2 ≤ ‖xn − z‖
2},
Qn = {z ∈ K : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx.
(2.1.2)
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They proved that under some conditions on control parameter, the sequences generated
by (2.1.2) converge strongly to a solution of VIP(1.3.3). A lot of efficient generalizations
and modifications of iterative method (2.1.2) exist at this moment, for instance, see
[25–27,31,48] and references therein.
Very recently, Malitsky and Semenov [103] showed that with some other choice of sets
Cn it is possible to throw out in (2.1.2) the step of extrpolation which consist in yn =
PK(xn − λTxn), and introduced a new hybrid iterative method without extrapolating
step for solving VIP(1.3.3), which is given by:

x0, z0 ∈ K,
zn+1 = PK(xn − λTzn),
Cn = {z ∈ H : ‖zn+1 − z‖
2 ≤ ‖xn − z‖
2 + k‖xn − xn−1‖2
−
(
1− 1
k
− λL
)
‖zn+1 − zn‖
2 + λL‖xn − xn−1‖2},
Qn = {z ∈ H : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
(2.1.3)
where λ ∈
(
0,
1
2L
)
, k >
1
1− 2λL
are parameters and L is Lipschitz constant of T .
They proved that the sequence generated by (2.1.3) converges strongly to a solution of
VIP(1.3.3).
We note that iterative method (2.1.3) on every iteration needs only one computation of
projection [as in (2.1.2)] and only one value of T . For example, very often varaitional
inequality problem which arises from optimal control, provided a very complicated op-
erator such that only computation of the latter is very sophisticated problem. Further
related work, see [51].
Therefore, motivated and inspired by the work of Malitsky and Semenov [103], we sug-
gest and analyze an iterative method based on hybrid iterative method without extrap-
olating step for solving MEP(2.1.1). Further, we obtain strong convergence theorem for
the sequences generated by the proposed iterative algorithm. Furthermore, we derive a
consequence from our main result. The result and method presented here extend and
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generalize some known results and iterative methods, see for instance [103,117].
2.2 Preliminaries
We have the following assumptions:
Assumption 2.2.1. [43] The bifunction F : K × K −→ R satisfies the following
assumptions:
(i) F (x, x) = 0, ∀x ∈ K;
(ii) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0, ∀x ∈ K;
(iii) For each x, y, z ∈ K, lim sup
t→0
F (tz + (1− t)x, y) ≤ F (x, y);
(iv) For each x ∈ K, y → F (x, y) is convex and lower semicontinuous.
Assumption 2.2.2. [48] The bifunction F : K ×K → R holds the following relation:
F (x, y) + F (y, z) + F (z, x) ≤ 0, ∀x, y, z ∈ K. (2.2.1)
We easily observe that, for y = z, Assumption 2.2.1(i) and Assumption 2.2.2 implies
Assumption 2.2.1 (ii).
Now, we recall the following lemma.
Lemma 2.2.1. [43] Let K be a nonempty closed convex subset of H. Assume that
F : K ×K −→ R satisfying Assumption 2.2.1. For r > 0 and for all x ∈ H, define a
mapping Tr : H → K as follows:
Tr(x) = {z ∈ K : F (z, y) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ K}. (2.2.2)
Then the following results hold:
(i) For each x ∈ H, Tr(x) 6= ∅;
(ii) Tr is single-valued;
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(iii) Tr is firmly nonexpansive, i.e.,
‖Trx− Try‖
2 ≤ 〈Trx− Try, x− y〉, ∀x, y ∈ H; (2.2.3)
(iv) Fix(Tr) = Sol(EP(1.3.9));
(v) Sol(EP(1.3.9)) is closed and convex.
Remark 2.2.1. It follows from Lemma 2.2.1 (i)-(ii) that
rF (Trx, y) + 〈Trx− x, y − Trx〉 ≥ 0, ∀y ∈ K, x ∈ H. (2.2.4)
Further Lemma 2.2.1 (iii) implies the nonexpansivity of Tr, i.e.,
‖Trx− Try‖ ≤ ‖x− y‖, ∀x, y ∈ H. (2.2.5)
Furthermore (2.2.4) implies the following inequality
‖Trx− y‖
2 ≤ ‖x− y‖2 − ‖Trx− x‖
2 + 2rF (Trx, y), ∀y ∈ K, x ∈ H. (2.2.6)
2.3 Hybrid iterative method
We prove a strong convergence theorem for an iterative algorithm based on a hybrid
iterative method without extrapolating step for solving MEP(2.1.1).
Theorem 2.3.1. Let H be a real Hilbert space and K ⊆ H be a nonempty, closed and
convex subset. Let F : K ×K → R be a bifunction satisfying Assumption 2.2.1 ((i),(iii)
and (iv)), and Assumption 2.2.2, and let A : K → H be a σ-inverse strongly monotone
such that Sol(MEP(2.1.1)) 6= ∅. Let the iterative sequences {xn} and {zn} be generated
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by the following iterative algorithm:
x0, z0 ∈ K, C0 = K,
zn+1 = Trn(xn − rnAzn),
Cn =
{
z ∈ K : ‖zn+1 − z‖
2 ≤ ‖xn − z‖
2 + k‖xn − xn−1‖2
−
(
1−
1
k
−
rn
σ
)
‖zn+1 − zn‖
2 +
rn
σ
‖zn − zn−1‖2
}
,
Qn = {z ∈ K : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
(2.3.1)
for n = 1, 2, ..., where {rn} ⊂ [a, b] for some a, b ∈ (0,
σ
2
) and k > σ
σ−2rn . Then the
sequences {xn} and {zn} converge strongly to z = PSol(MEP(2.1.1))x.
Proof. Let x¯ ∈ Sol(MEP(2.1.1)). From iterative algorithm (2.3.1), we have
zn+1 = Trn(xn − rnAzn), ∀n. (2.3.2)
Now, applying (2.2.6) with xn − rnAzn and x¯, we have
‖zn+1 − x¯‖
2 ≤ ‖xn − rnAzn − x¯‖
2 − ‖zn+1 − (xn − rnAzn)‖
2 + 2rnF (zn+1, x¯)
= ‖xn − x¯‖
2 − ‖zn+1 − xn‖
2 + 2rn〈Azn, x¯− zn+1〉+ 2rnF (zn+1, x¯)
= ‖xn − x¯‖
2 − ‖zn+1 − xn‖
2 + 2rn
[
〈Azn − Ax¯, x¯− zn〉
+〈Ax¯, x¯− zn〉 − 〈Azn, zn+1 − zn〉
]
+ 2rnF (zn+1, x¯). (2.3.3)
Since A is σ-inverse strongly monotone, then A is monotone and
1
σ
-Lipschitz continuous.
Further, since x¯ ∈ Sol(MEP(2.1.1)) and zn ∈ K, then
F (x¯, zn) + 〈Ax¯, zn − x¯〉 ≥ 0, ∀zn ∈ K. (2.3.4)
Using (2.3.4) and monotonicity of A in (2.3.3), we have
‖zn+1 − x¯‖
2 ≤ ‖xn − x¯‖
2 − ‖zn+1 − xn‖
2 + 2rn〈Azn, zn − zn+1〉
+2rn
[
F (x¯, zn) + F (zn+1, x¯)
]
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= ‖xn − x¯‖
2 − ‖xn − xn−1‖2 − ‖xn−1 − zn+1‖2 − 2〈xn − xn−1, xn−1 − zn+1〉
+2rn〈Azn, zn − zn+1〉+ 2rn
[
F (x¯, zn) + F (zn+1, x¯)
]
= ‖xn − x¯‖
2 − ‖xn − xn−1‖2 − 2〈xn − xn−1, xn−1 − zn+1〉 − ‖xn−1 − zn‖2
−‖zn − zn+1‖
2 − 2〈xn−1 − zn, zn − zn+1〉 − 2rn〈Azn − Azn−1, zn+1 − zn〉
−2rn〈Azn−1, zn+1 − zn〉+ 2rn
[
F (x¯, zn) + F (zn+1, x¯)
]
= ‖xn − x¯‖
2 − ‖xn − xn−1‖2 − 2〈xn − xn−1, xn−1 − zn+1〉 − ‖xn−1 − zn‖2
−‖zn − zn+1‖
2 − 2rn〈Azn − Azn−1, zn+1 − zn〉
+2〈xn−1 − rnAzn−1 − zn, zn+1 − zn〉+ 2rn
[
F (x¯, zn) + F (zn+1, x¯)
]
.(2.3.5)
As zn = Trn(xn−1 − rnAzn−1) and zn+1 ∈ K, we have from (2.2.4)
〈xn−1 − rnAzn−1 − zn, zn+1 − zn〉 ≤ F (zn, zn+1).
This implies that
‖zn+1 − x¯‖
2 = ‖xn − x¯‖
2 − ‖xn − xn−1‖2 − 2〈xn − xn−1, xn−1 − zn+1〉
−‖xn−1 − zn‖2 − ‖zn − zn+1‖2 − 2rn〈Azn − Azn−1, zn+1 − zn〉
+2rn
[
F (x¯, zn) + F (zn, zn+1) + F (zn+1, x¯)
]
. (2.3.6)
Now, using the triangle, the Cauchy-Schwarz and the Cauchy inequalities, we get
−2〈xn − xn−1, xn−1 − zn+1〉 ≤ 2‖xn − xn−1‖‖xn−1 − zn‖+ 2‖xn − xn−1‖‖zn − zn+1‖
≤ ‖xn − xn−1‖2 + ‖xn−1 − zn‖2 + k‖xn − xn−1‖2
+
1
k
‖zn+1 − zn‖
2. (2.3.7)
Since A is σ-inverse strongly monotone, we get
−2rn〈Azn − Azn−1, zn+1 − zn〉 ≤ 2rn
1
σ
‖zn − zn−1‖‖zn+1 − zn‖
≤
rn
σ
(‖zn+1 − zn‖
2 + ‖zn − zn−1‖2). (2.3.8)
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Combining inequalities (2.3.6)-(2.3.8) and using Assumption 2.2.2, we get
‖zn+1 − x¯‖
2 ≤ ‖xn − x¯‖
2 + k‖xn − xn−1‖2 −
(
1−
1
k
−
rn
σ
)
‖zn+1 − zn‖
2
+
rn
σ
‖zn − zn−1‖2, (2.3.9)
which implies that x¯ ∈ Cn and hence Sol(MEP(2.1.1)) ⊆ Cn, ∀n. Further, it is easily
observed that the sets Cn and Qn is closed and convex for each n = 0, 1, 2, ... . Next,
by mathematical induction method, we show that Sol(MEP(2.1.1)) ⊆ Qn, ∀n. For
n = 0, evidently Sol(MEP(2.1.1)) ⊆ C0 and Sol(MEP(2.1.1)) ⊆ Q0 = K, it follows
that Sol(MEP(2.1.1)) ⊆ C0
⋂
Q0 and hence C0
⋂
Q0 is nonempty, closed and convex
set. Therefore x1 = PC0
⋂
Q0x is well defined. Now, we suppose that Sol(MEP(2.1.1)) ⊆
Cn−1
⋂
Qn−1, for some n > 1. Let xn = PCn
⋂
Qnx. Since Sol(MEP(2.1.1)) ⊆ Cn and
for any x¯ ∈ Sol(MEP(2.1.1)), it follows from (1.2.6) that 〈x − xn, xn − x¯〉 = 〈x −
PCn−1
⋂
Qn−1x, PCn−1
⋂
Qn−1x− x¯〉 ≥ 0, and hence x¯ ∈ Qn. Therefore Sol(MEP(2.1.1)) ⊆
Cn
⋂
Qn for every n = 0, 1, 2, ... and hence xn+1 = PCn
⋂
Qnx is well defined for every
n = 0, 1, 2, ... . Thus the sequence {xn} is well defined.
Since A is σ-inverse strongly monotone and Sol(MEP(2.1.1)) 6= ∅ then Trn(I − rnA) is
nonexpansive and hence Sol(MEP(2.1.1)) = Fix(Trn(I − rnA)) is closed and convex
where I denotes the identity operator on H.
Let w = PSol(MEP(2.1.1))x. From xn+1 = PCn
⋂
Qnx and w ∈ Sol(MEP(2.1.1)) ⊂ Cn
⋂
Qn,
we have
‖xn+1 − x‖ ≤ ‖w − x‖, (2.3.10)
for every n = 0, 1, 2, ... . Therefore {xn} is bounded. From (2.3.1), we have respectively
xn+1 ∈ Cn
⋂
Qn and xn = PQnx, and hence, we have
‖xn − x‖ ≤ ‖xn+1 − x‖, (2.3.11)
for every n = 0, 1, 2, ... . It follows from (2.3.10) and (2.3.11) that the sequence {‖xn−x‖}
is monotonically increasing and bounded, and hence convergent. Therefore lim
n→∞
‖xn−x‖
exists.
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Since xn = PQnx and xn+1 ∈ Qn, using (1.2.7), we have
‖xn+1 − xn‖
2 ≤ ‖xn+1 − x‖
2 − ‖xn − x‖
2, (2.3.12)
for every n = 0, 1, 2, ... . Hence, it follows from (2.3.12) that
lim
n→∞
‖xn+1 − xn‖ = 0. (2.3.13)
Since xn+1 ∈ Cn, we obtain
‖zn+1 − xn+1‖
2 ≤ ‖xn+1 − xn‖
2 + k‖xn − xn−1‖2 −
(
1−
1
k
−
rn
σ
)
‖zn+1 − zn‖
2
+
rn
σ
‖zn − zn−1‖2. (2.3.14)
Set an = ‖zn+1 − xn+1‖
2, bn = ‖xn+1 − xn‖
2 + k‖xn − xn−1‖2, cn = ‖zn − zn−1‖2,
α =
(
1−
1
k
−
rn
σ
)
, β =
rn
σ
.
Since
∞∑
n=1
bn < +∞ and α > β, it follows from Lemma 1.2.21 that
lim
n→∞
‖zn − xn‖ = 0. (2.3.15)
Since {xn} is bounded sequence in K, there exists a subsequence {xnk} of {xn} such that
xnk ⇀ xˆ, say, and xˆ ∈ K. Further, it follows from (2.3.15) that the sequences {xn} and
{zn} both have the same asymptotic behavior. Therefore, there exists a subsequence
{znk} of {zn} such that znk ⇀ xˆ. Next, we show that xˆ ∈ Sol(MEP(2.1.1)). It follows
from (2.2.4) and (2.3.1) that
F (znk+1, y) +
1
rnk
〈znk+1 − (xnk − rnkAznk), y − znk+1〉 ≥ 0, ∀y ∈ C,
which implies
〈
znk+1 − xnk
rnk
, y − znk+1
〉
≥ F (y, znk+1)− 〈Aznk , y − znk+1〉, ∀y ∈ C, (2.3.16)
using monotonicity of F .
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For t with 0 < t ≤ 1, let yt = ty + (1− t)xˆ ∈ C. So, from (2.3.16), we have
〈Ayt, yt − znk+1〉 ≥ 〈Ayt, yt − znk+1〉 − 〈Aznk , yt − znk+1〉
−
〈
znk+1 − xnk
rnk
, yt − znk+1
〉
+ F (yt, znk+1)
= 〈Ayt − Aznk+1, yt − znk+1〉+ 〈Aznk+1 − Aznk , yt − znk+1〉
−
〈
znk+1 − xnk
rnk
, yt − znk+1
〉
+ F (yt, znk+1).
Since A is Lipschitz continuous, we have lim
k→∞
‖Aznk+1 − Aznk‖ = 0. Further, from the
monotonicity of A and the convexity and lower semicontinuity of F ,
znk+1 − xnk
rnk
→ 0
and znk+1 ⇀ xˆ, we have
〈Ayt, yt − xˆ〉 ≥ F (yt, xˆ), (2.3.17)
as k →∞. Further, we have
0 ≤ F (yt, yt)
≤ tF (yt, y) + (1− t)F (yt, xˆ)
≤ tF (yt, y) + (1− t)〈Ayt, yt − xˆ〉
= tF (yt, y) + (1− t)t〈Ayt, y − xˆ〉
and hence
0 ≤ F (yt, y) + (1− t)〈Ayt, y − xˆ〉.
Letting t→ 0+, we have, for each y ∈ C,
F (xˆ, y) + 〈Axˆ, y − xˆ〉 ≥ 0.
This implies that xˆ ∈ Sol(MEP(2.1.1)). From w = PSol(MEP(2.1.1))x and (2.3.10), we have
‖w − x‖ ≤ ‖xˆ− x‖ ≤ lim inf
k→∞
‖xnk − x‖ ≤ lim sup
k→∞
‖xnk − x‖ ≤ ‖w − x‖.
Thus, we have lim
k→∞
‖xnk − x‖ = ‖xˆ− x‖.
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Since xnk−x ⇀ xˆ−x and from Kadec-Klee property of Hilbert space, we have xnk−x→
xˆ − x and hence xnk → xˆ. Since by definition of Qn, we obtain xn = PQnx and
w ∈ Sol(MEP(2.1.1)) ⊂ Cn
⋂
Qn, we have
−‖w − xnk‖
2 = 〈w − xnk , xnk − x〉+ 〈w − xnk , x− w〉 ≥ 〈w − xnk , x− w〉.
As k → ∞, we obtain −‖w − xˆ‖2 ≥ 〈w − xˆ, x − w〉 ≥ 0 by w = PSol(MEP(2.1.1))x and
xˆ ∈ Sol(MEP(2.1.1)). Hence we have xˆ = w. This implies that xn → w. It is easy to
see that zn → w. This completes the proof.
2.4 Consequence
Finally, we derive the following strong convergence theorem which gives the approximate
solution of variational inequality problem (VIP(1.3.3)).
Corollary 2.4.1. [103] Let H be a real Hilbert space and K ⊆ H be a nonempty,
closed and convex subset. Let T : K → H be a σ-inverse strongly monotone such that
Sol(VIP(1.3.3)) 6= ∅. Let the iterative sequences {xn} and {zn} be generated by the
following iterative algorithm:
x0, z0 ∈ K,
zn+1 = PK(xn − rTzn), C0 = K,
Cn =
{
z ∈ K : ‖zn+1 − z‖
2 ≤ ‖xn − z‖
2 + k‖xn − xn−1‖2
−
(
1−
1
k
−
rn
σ
)
‖zn+1 − zn‖
2 +
rn
σ
‖zn − zn−1‖2
}
,
Qn = {z ∈ K : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
(2.4.1)
for n = 1, 2, ..., where r ∈ [a, b] for some a, b ∈ (0, σ
2
) and k > σ
σ−2rn . Then the sequences
{xn} and {zn} converge strongly to z = PSol(VIP(1.3.3))x.
Proof. Set F = 0 then Trn = PK in Theorem 2.3.1 with A = T .
Remark 2.4.1. It is further research efforts to extend the iterative method presented in
this paper for mixed equilibrium problem (MEP(2.1.1)) for multi-valued mapping A.
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Chapter 3
Common solution of an equilibrium problem and a
fixed point problem for an asymptotically
quasi-φ-nonexpansive mapping in intermediate sense
3.1 Introduction
In this chapter, we extend the iterative method discussed in Chapter 2 to find the com-
mon solution of an equilibrium problem and a fixed point problem for an asymptotically
quasi-φ-nonexpansive mapping in intermediate sense in real Banach space.
Throughout the chapter unless otherwise stated, let E be a real Banach space with its
dual space E∗ and let 〈·, ·〉 denote the duality pairing between E and E∗ and ‖·‖ denote
the norm of E as well as E∗. Let K be nonempty closed convex subset of E and 2E
denote the set of all nonempty subset of E.
We consider the following equilibrium problem (in short, EP) [14]: Find x ∈ K such
that
F (x, y) ≥ 0, ∀y ∈ K, (3.1.1)
where F : K ×K → R be a bifunction and R is the set of all real numbers. The set of
solutions of EP(3.1.1) is denoted by Sol(EP(3.1.1)).
In 2013, Hao [65] introduced the following iterative method for approximating a fixed
point of an asymptotically quasi-φ-nonexpansive mapping S in the intermediate sense
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(see, Definition 1.2.19(vi)) in reflexive, strictly convex and smooth Banach space E:
x0 ∈ E, C1 = K, x1 = ΠC1x0
un = J
−1(αnJxn + (1− αn)JSnxn),
Cn+1 = {z ∈ K : φ(z, un) ≤ φ(z, xn) + ξn},
xn+1 = ΠCn+1x1, n = 1, 2, ...,
(3.1.2)
where ξn = max
{
0, sup
p∈Fix(S),x∈K
(φ(p, Snx)− φ(p, x))
}
.
Recently, Jeong [74] extended the iterative method (3.1.2) for finding a common element
of the set of fixed points of asymptotically quasi-φ-nonexpansive mappings in the inter-
mediate sense and the solution set of generalized equilibrium problem in a uniformly
smooth and strictly convex Banach space with the Kadec-Klee property.
Motivated by the work given in [74,103,120], we suggest and analyze an iterative method
without extrapolating step for finding a common solution of EP(3.1.1) and a fixed point
problem for an asymptotically quasi-φ-nonexpansive mapping in intermediate sense in
a uniformly smooth and strictly convex Banach space. We prove a strong convergence
theorem for this method. The method and result presented here generalize and unify the
previously known related methods and results, see for instance [153], in Banach space.
3.2 Preliminaries
We have the following assumption on the bifunction F : K ×K → R.
Assumption 3.2.1. [43] The bifunction F : K × K −→ R satisfies the following
assumptions:
(i) F (x, x) = 0, ∀x ∈ K;
(ii) F is monotone, i.e., F (x, y) + F (y, x) ≤ 0, ∀x ∈ K;
(iii) For each x, y, z ∈ K, lim sup
t→0
F (tz + (1− t)x, y) ≤ F (x, y);
(iv) For each x ∈ F , y → F (x, y) is convex and lower semicontinuous.
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Now, we recall the following Lemma.
Lemma 3.2.1. [153] Let K be a closed convex subset of a uniformly smooth, strictly
convex, and reflexive Banach space E and let F : K×K −→ R be a bifunction satisfying
Assumption 3.2.1. For all r > 0 and x ∈ E, define a mapping Tr : E → K as follows:
Trx =
{
z ∈ K : F (z, y) +
1
r
〈y − z, Jz − Jx〉 ≥ 0, ∀y ∈ K
}
, ∀x ∈ E. (3.2.1)
Then the following holds:
(a) Tr is single valued;
(b) Tr is firmly nonexpansive type mapping, i.e., for all x, y ∈ E,
〈Trx− Try, JTrx− JTry〉 ≤ 〈Trx− Try, Jx− Jy〉;
(c) Fix(Tr) = Sol(EP(3.1.1)) is closed and convex;
(d) Tr is quasi-φ-nonexpansive;
(e) φ(q, Trx) + φ(Trx, x) ≤ φ(q, x), ∀ q ∈ Fix(Tr).
3.3 Iterative method
We prove a strong convergence theorem based on proposed iterative method for comput-
ing an approximate common solution of EP(3.1.1) and fixed point problem for an asymp-
totically quasi-φ-nonexpansive mapping in intermediate sense in a uniformly smooth and
strictly convex Banach space.
Theorem 3.3.1. Let E be a uniformly smooth and strictly convex Banach space such
that both E and E∗ have the Kadec-Klee property. Let K be a nonempty closed convex
subset of E. Let F : K ×K → R be a bifunction satisfying Assumption 3.2.1. Let T :
K → K be a closed and asymptotically quasi-φ-nonexpansive mapping in intermediate
sense. Assume that T is asymptotically regular on K, Γ := Sol(EP(3.1.1))
⋂
Fix(T ) 6= ∅,
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and Fix(T ) is bounded. Let {xn} and {zn} be the sequences generated by the iterative
schemes:
x0, z0 ∈ K, C0 := K,
un = J
−1(αnJzn + (1− αn)JT nxn),
zn+1 = Trnun,
Cn = {z ∈ K : φ(z, zn+1) ≤ αnφ(z, zn) + (1− αn)φ(z, xn) + ξn},
Qn = {z ∈ K : 〈xn − z, Jxn − Jx0〉 ≤ 0},
xn+1 = ΠCn
⋂
Qnx0,
(3.3.1)
where ξn = max
{
0, sup
p∈Fix(T ),x∈K
(φ(p, T nx)− φ(p, x))
}
and {αn} is a sequence in [0, 1]
such that lim
n→∞
αn = 0 and {rn} is real sequence in [a,∞) for some a > 0. Then {xn}
converges strongly to ΠΓx0.
Proof. We divide the proof into several steps.
Step 1. We first show that Γ is closed and convex. It follows from Lemma 1.2.12 and
Lemma 3.2.1 that Γ is a nonempty closed and convex set and hence ΠΓx0 is well defined.
Step 2. We show that Cn
⋂
Qn is closed and convex. From the definition of Qn, it is
evident that Qn is closed and convex. Next, we show that Cn is closed and convex for
all n ≥ 0. Evidently, C0 = K is closed and convex. Further, the closedness of Cn is also
obvious. We only prove the convexness of Cn. For a, b ∈ Cn, we see that a, b ∈ K. It
follows that ta+ (1− t)b ∈ K where t ∈ (0, 1), and hence
φ(a, zn+1) ≤ αnφ(a, zn) + (1− αn)φ(a, xn) + ξn, (3.3.2)
φ(b, zn+1) ≤ αnφ(b, zn) + (1− αn)φ(b, xn) + ξn. (3.3.3)
The above two inequalities are equivalent to
2αn〈a, Jzn〉 + 2(1− αn)〈a, Jxn〉 − 2〈a, Jzn+1〉
≤ αn‖zn‖
2 + (1− αn)‖xn‖
2 − ‖zn+1‖
2 + ξn (3.3.4)
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and
2αn〈b, Jzn〉 + 2(1− αn)〈b, Jxn〉 − 2〈b, Jzn+1〉
≤ αn‖zn‖
2 + (1− αn)‖xn‖
2 − ‖zn+1‖
2 + ξn. (3.3.5)
Multiplying t and (1− t) on both sides of (3.3.4) and (3.3.5), respectively, we obtain
2αn〈ta+ (1− t)b, Jzn〉+ 2(1− αn)〈ta+ (1− t)b, Jxn〉 − 2〈ta+ (1− t)b, Jzn+1〉
≤ αn‖zn‖
2 + (1− αn)‖xn‖
2 − ‖zn+1‖
2 + ξn. (3.3.6)
Hence, we have
φ(ta+(1− t)b, zn+1) ≤ αnφ(ta+(1− t)b, zn)+ (1−αn)φ(ta+(1− t)b, xn)+ ξn. (3.3.7)
This implies that ta + (1 − t)b ∈ Cn and hence Cn is closed and convex for all n ≥ 0.
This shows that Cn
⋂
Qn for all n ≥ 0 is closed and convex.
Step 3. We show that Γ ⊂ Cn
⋂
Qn, ∀n ≥ 0. Let p ∈ Γ then
φ(p, zn+1) = φ(p, Trnun)
≤ φ(p, un)
= φ(p, J−1(αnJzn + (1− αn)JT nxn))
= ‖p‖2 − 2〈p, αnJzn + (1− αn)JT
nxn)〉+ ‖αnJzn + (1− αn)JT
nxn‖
2
≤ ‖p‖2 − 2αn〈p, Jzn〉 − 2(1− αn)〈p, JT
nxn〉+ αn‖zn‖
2 + (1− αn)‖T
nxn‖
2
≤ αn(‖p‖
2 − 2〈p, Jzn〉+ ‖zn‖
2) + (1− αn)(‖p‖
2 − 2〈p, JT nxn〉+ ‖T
nxn‖
2)
≤ αnφ(p, zn) + (1− αn)φ(p, T
nxn)
≤ αnφ(p, zn) + (1− αn)(φ(p, xn) + ξn)
≤ αnφ(p, zn) + (1− αn)φ(p, xn) + ξn, (3.3.8)
which shows that p ∈ Cn. Therefore Γ ⊂ Cn, ∀n ≥ 0. Next, we show by induction that
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Γ ⊂ Cn
⋂
Qn, ∀n ≥ 0. From Q0 = K, we have Γ ⊂ C0
⋂
Q0. Suppose that Γ ⊂ Ck
⋂
Qk,
for some k > 0. Then there exists xk+1 ∈ Ck
⋂
Qk such that xk+1 = ΠCk
⋂
Qkx0. From
the definition of xk+1, we have, for all z ∈ Ck
⋂
Qk, that 〈xk+1 − z, Jx0 − Jxk+1〉 ≥ 0.
Since Γ ⊂ Ck
⋂
Qk, we have
〈xk+1 − p, Jx0 − Jxk+1〉 ≥ 0, ∀p ∈ Γ (3.3.9)
and hence p ∈ Qk+1. Thus, we have Γ ⊂ Ck+1
⋂
Qk+1, since Γ ⊂ Cn, ∀ n. Therefore,
we have Γ ⊂ Cn
⋂
Qn, ∀n ≥ 0 and hence xn+1 = ΠCn
⋂
Qnx0 is well defined for all n ≥ 0.
Thus {xn} is well defined.
Step 4. We prove that {xn} is bounded and lim
n→∞
φ(xn, x0) exists. From the definition
of Qn, we have xn = ΠQnx0. Using xn = ΠQnx0, and from Lemma 1.2.10(i), we have
φ(xn, x0) = φ(ΠQnx0, x0)
≤ φ(u, x0)− φ(u,ΠQnx0) ≤ φ(u, x0), ∀u ∈ Γ ⊂ Qn.
This implies that {φ(xn, x0)} is bounded and hence, it follows from (1.2.14) that the
sequence {xn} is bounded. Therefore the sequence {Txn} is also bounded.
Step 5. We show that xn → x¯, un → x¯ and zn+1 → x¯ as n→∞, where x¯ is some point
in K. Since the space E is reflexive and {xn} is bounded then, without loss of generality,
we may assume that xn ⇀ x¯. Since Cn ∩ Qn is closed and convex then x¯ ∈ Cn ∩ Qn.
Next, it follows from the weakly lower semicontinuity of ‖ · ‖2 that
φ(x¯, x0) = ‖x¯‖
2 − 2〈x¯, Jx0〉+ ‖x0‖
2
≤ lim inf
n→∞
(‖xn‖
2 − 2〈xn, Jx0〉+ ‖x0‖
2)
= lim inf
n→∞
φ(xn, x0)
≤ lim sup
n→∞
φ(xn, x0)
≤ φ(x¯, x0),
which implies that lim
n→∞
φ(xn, x0)→ φ(x¯, x0). Hence, we have lim
n→∞
‖xn‖ → ‖x¯‖.
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Further, it follows from Kadec-Klee property of E, we have xn → x¯ as n → ∞. Since
xn+1 = ΠCn
⋂
Qnx0 ∈ Qn and xn ∈ ΠQnx0, we get
φ(xn, x0) ≤ φ(xn+1, x0), ∀n ≥ 0.
This shows that {φ(xn, x0)} is nondecreasing. It follows from boundedness of {φ(xn, x0)}
that lim
n→∞
φ(xn, x0) exists. Further, we have
φ(xn+1, xn) = φ(xn+1,ΠQnx0)
≤ φ(xn+1, x0)− φ(ΠQnx0, x0)
= φ(xn+1, x0)− φ(xn, x0), ∀n ≥ 0,
which implies that
lim
n→∞
φ(xn+1, xn) = 0. (3.3.10)
Since xn+1 = ΠCn∩Qnx0 ∈ Cn, we have
φ(xn+1, zn+1) ≤ αnφ(xn+1, zn) + (1− αn)φ(xn+1, xn) + ξn. (3.3.11)
By (3.3.10), (3.3.11), Remark 1.2.10 and assumption lim
n→∞
αn = 0, we have
φ(xn+1, zn+1) = 0,
and hence it follows from (1.2.14) that
lim
n→∞
(‖xn+1‖ − ‖zn+1‖) = 0,
which implies that on using lim
n→∞
‖xn‖ = ‖x¯‖,
lim
n→∞
‖zn+1‖ = ‖x¯‖. (3.3.12)
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Hence, we have
lim
n→∞
‖Jzn+1‖ = lim
n→∞
‖zn+1‖ = ‖x¯‖ = ‖Jx¯‖. (3.3.13)
This implies that {‖Jzn+1‖} is bounded. Since E and E
∗ are reflexive, we may assume
that Jzn+1 ⇀ x
∗ ∈ E∗. In view of reflexivity of E, we see that J(E) = E∗, i.e., there
exists x ∈ E such that Jx = x∗. It follows that
φ(xn+1, zn+1) = ‖xn+1‖
2 − 2〈xn+1, Jzn+1〉+ ‖zn+1‖
φ(xn+1, zn+1) = ‖xn+1‖
2 − 2〈xn+1, Jzn+1〉+ ‖Jzn+1‖.
Taking lim inf
n→∞
on both sides of the above equality, we have
0 ≥ ‖x¯‖2 − 2〈x¯, x∗〉+ ‖x∗‖2
= ‖x¯‖2 − 2〈x¯, Jx〉+ ‖Jx‖2
= ‖x¯‖2 − 2〈x¯, Jx〉+ ‖x‖2
= φ(x¯, x),
i.e., x¯ = x, which in turn implies that x∗ = Jx¯. Hence, we have Jzn+1 ⇀ Jx¯ ∈ E∗.
Since (3.3.13) and E∗ satisfies the Kadec-Klee property, we have
lim
n→∞
‖Jzn+1 − Jx¯‖ = 0.
Since J−1 : E∗ → E is demi-continuous, it follows that zn+1 ⇀ x¯. It follows from
(3.3.12) and E satisfies the Kadec-Klee property that
lim
n→∞
zn+1 = x¯. (3.3.14)
On the other hand, it follows from the weakly lower semicontonuity of ‖ · ‖2 that
φ(p, x¯) = ‖p‖2 − 2〈p, Jx¯〉+ ‖x¯‖2
≤ lim inf
n→∞
(‖p‖2 − 2〈p, Jzn+1〉+ ‖zn+1‖
2)
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= lim inf
n→∞
φ(p, zn+1)
≤ lim sup
n→∞
φ(p, zn+1)
= lim sup
n→∞
(‖p‖2 − 2〈p, Jzn+1〉+ ‖zn+1‖
2)
≤ φ(p, x¯),
which implies that
lim
n→∞
φ(p, zn+1) = φ(p, x¯). (3.3.15)
As xn → x¯, n→∞ and (3.3.14), we have
lim
n→∞
‖xn − zn+1‖ = 0. (3.3.16)
Since J is uniformly continuous on bounded sets, we have
lim
n→∞
‖Jxn − Jzn+1‖ = 0. (3.3.17)
Now, using the definition φ, we have, for all p ∈ Γ,
φ(p, xn)− φ(p, zn+1) = ‖xn‖
2 − ‖zn+1‖
2 − 2〈p, Jxn − Jzn+1〉
≤ ‖xn − zn+1‖(‖xn‖+ ‖zn+1‖) + 2‖p‖‖Jxn − Jzn+1‖.
From (3.3.16) and (3.3.17), we obtain
lim
n→∞
{φ(p, xn)− φ(p, zn+1)} = 0. (3.3.18)
From (3.3.15) and (3.3.18), it follows that
lim
n→∞
φ(p, xn) = φ(p, x¯). (3.3.19)
Hence, for any p ∈ Γ ⊂ Cn, it follows from (3.3.8) that
φ(p, un) ≤ φ(p, J
−1(αnzn + (1− αn)JT nxn))
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≤ αnφ(p, zn) + (1− αn)φ(p, xn) + ξn. (3.3.20)
From (3.3.15), (3.3.19), (3.3.20) and the assumption lim
n→∞
αn = 0, we obtain
lim
n→∞
φ(p, un) = φ(p, x¯). (3.3.21)
By Lemma 3.2.1(e), we have, for any p ∈ Γ and zn+1 = Trnun,
φ(zn+1, un) = φ(Trnun, un)
≤ φ(p, un)− φ(p, Trnun)
= φ(p, un)− φ(p, zn+1).
Now, using (3.3.15) and (3.3.21), and taking n→∞ on both sides of the above inequal-
ity, we have
lim
n→∞
φ(zn+1, un) = 0,
and hence from (1.2.14), we have
lim
n→∞
(‖zn+1‖ − ‖un‖) = 0.
By relation (3.3.12), we have
lim
n→∞
‖un‖ = ‖x¯‖, (3.3.22)
and hence
lim
n→∞
‖Jun‖ = ‖Jx¯‖, (3.3.23)
i.e., {‖Jun‖} is bounded in E
∗. Since E∗ is reflexive, we can assume that Jun ⇀ u∗ ∈ E∗
as n→∞. In view of J(E) = E∗, there exist u ∈ E such that Ju = u∗. It follows that
φ(zn+1, un) = ‖zn+1‖
2 − 2〈zn+1, Jun〉+ ‖un‖
2
= ‖zn+1‖
2 − 2〈zn+1, Jun〉+ ‖Jun‖
2.
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Taking lim infn→∞ on the both sides of the equality above, it follows that
0 ≥ ‖x¯‖2 − 2〈x¯, u∗〉+ ‖u∗‖2
= ‖x¯‖2 − 2〈x¯, Ju〉+ ‖Ju‖2
= ‖x¯‖2 − 2〈x¯, Ju〉+ ‖u‖2
= φ(x¯, u).
By Remark1.2.8(ii), we have x¯ = u, i.e., u∗ = Jx¯. Hence Jun ⇀ Jx¯ ∈ E∗. From (3.3.23)
and Kadec-Klee property of E∗, we have
lim
n→∞
‖Jun − Jx¯‖ = 0.
Since J−1 is demicontinuous and above relation implies, un ⇀ x¯. From (3.3.22) and the
Kadec-Klee property of E, we have
lim
n→∞
un = x¯.
Step 6. We show that x¯ ∈ Γ. Since lim
n→∞
φ(zn+1, un) = 0, it follows from Lemma 1.2.14
that
lim
n→∞
‖zn+1 − un‖ = 0.
The uniform continuity of J on bounded sets gives
lim
n→∞
‖Jzn+1 − Jun‖ = 0. (3.3.24)
From rn ≥ a and (3.3.24), we have
lim
n→∞
‖Jzn+1 − Jun‖
rn
= 0. (3.3.25)
By zn+1 = Trnun, we have
F (zn+1, y) +
1
rn
〈y − zn+1, Jzn+1 − Jun〉 ≥ 0, ∀y ∈ K.
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By making use of Assumption 3.2.1(ii), we have
1
rn
〈y − zn+1, Jzn+1 − Jun〉 ≥ −F (zn+1, y) ≥ F (y, zn+1).
Letting n→∞, from (3.3.25) and the lower semicontinuity of y → F (y, ·), we have
F (y, x¯) ≤ 0, ∀y ∈ K.
Setting yt := ty + (1 − t)x¯, ∀t ∈ (0, 1] and y ∈ K. Then, we get yt ∈ K and hence
f(yt, x¯) ≤ 0. Therefore, from Assumption 3.2.1(i)-(iv), we obtain
0 = F (yt, yt) ≤ tF (yt, y) + (1− t)F (yt, x¯) ≤ tF (yt, y).
Since t > 0, we have
F (yt, y) ≥ 0, ∀y ∈ K.
Letting t ↓ 0+, we have from Assumption 3.2.1(iii),
F (x¯, y) ≥ 0, ∀y ∈ K.
Therefore x¯ ∈ Sol(EP(3.1.1)).
Next, we show that x¯ ∈ Fix(T ). In view of un = J
−1(αnJzn+ (1−αn)JT nxn), we have
Jzn+1 − Jun = αn(Jzn+1 − Jzn) + (1− αn)(Jzn+1 − JT
nxn).
Hence, we have
(1− αn)‖Jzn+1 − JT
nxn‖ ≤ ‖Jzn+1 − Jun‖+ αn‖Jzn+1 − Jzn‖. (3.3.26)
From assumption lim
n→∞
αn = 0, (3.3.24) and (3.3.26), we have
lim
n→∞
‖Jzn+1 − JT
nxn‖ = 0. (3.3.27)
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Further, using (3.3.27) and lim
n→∞
‖Jzn+1 − Jx¯‖ = 0, the inequality
‖JT nxn − Jx¯‖ ≤ ‖JT
nxn − Jzn+1‖+ ‖Jzn+1 − Jx¯‖
implies
lim
n→∞
‖JT nxn − Jx¯‖ = 0. (3.3.28)
Since J−1 : E∗ → E is demicontinuous, then (3.3.28) implies that T nxn ⇀ x¯ as n→∞.
Next,
|‖T nxn‖ − ‖x¯‖| = |‖JT
nxn‖ − ‖Jx¯‖| ≤ ‖JT
nxn − Jx¯‖
implies
lim
n→∞
‖T nxn‖ = ‖x¯‖.
Since E enjoys the Kadec-Klee property, we obtain
lim
n→∞
‖T nxn − x¯‖ = 0. (3.3.29)
Since T is asymptotic regular on C then from (3.3.29), the inequality
‖T n+1xn − x¯‖ ≤ ‖T
n+1xn − T
nxn‖+ ‖T
nxn − x¯‖
implies
lim
n→∞
‖T n+1xn − x¯‖ = 0,
i.e., TT nxn− x¯→ 0 as n→∞. Further, it follows from the closedness of T that x¯ = T x¯,
i.e., x¯ ∈ Fix(T ). Then x¯ ∈ Sol(EP(3.1.1))
⋂
Fix(T ).
Step 7. Finally, we show x¯ ∈ ΠΓx0. Taking k →∞ in (3.3.9), we have
〈x¯− p, Jx0 − Jx¯〉 ≥ 0, ∀p ∈ Γ.
Now, by Lemma 1.2.10(ii), we have x¯ ∈ ΠΓx0.
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3.4 Consequence
Finally, we get the following consequence of Theorem 3.3.1.
Corollary 3.4.1. Let E be a uniformly smooth and strictly convex Banach space such
that both E and E∗ have the Kadec-Klee property. Let K be a nonempty closed con-
vex subset of E. Let F : K × K → R be a bifunction satisfying Assumption 3.2.1.
Let T : K → K be a closed and quasi-φ-nonexpansive mapping. Assume that Γ :=
Sol(EP(3.1.1))
⋂
Fix(T ) 6= ∅. Let {xn} and {zn} be the sequences generated by the
iterative schemes:
x0, z0 ∈ K, C0 := K,
un = J
−1(αnJzn + (1− αn)JTxn),
zn+1 = Trnun,
Cn = {z ∈ K : φ(z, zn+1) ≤ αnφ(z, zn) + (1− αn)φ(z, xn)},
Qn = {z ∈ K : 〈xn − z, Jxn − Jx0〉 ≤ 0},
xn+1 = ΠCn
⋂
Qnx0,
(3.4.1)
for all n ≥ 0, {αn} is a sequence in [0, 1] such that lim
n→∞
αn = 0 and {rn} is real sequence
in [a,∞) for some a > 0. Then {xn} converges strongly to ΠΓx0.
Remark 3.4.1. On comparing Theorem 3.3.1 with Theorem 3.1 of Takahashi and Zem-
bayashi [153], we have the following:
(i) extend the mapping from the relatively nonexpansive mapping to the asymptotically
quasi-φ-nonexpansive mapping in intermediate sense;
(ii) extend the space from a uniformly smooth and uniformly convex Banach space E
to a uniformly smooth and strictly convex Banach space E such that both E and
E∗ have the Kadec-Klee properety;
(iii) iterative algorithm (3.3.1) is different from the iterative algorithm given in Theo-
rem 3.1 [153].
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Chapter 4
Hybrid projection method for a system of unrelated
generalized mixed variational-like inequality
problems and a common fixed point problem
4.1 Introduction
Throughout the chapter unless otherwise stated, let E be a real Banach space with its
dual space E∗ and let 〈·, ·〉 denote the duality pairing between E and E∗ and ‖·‖ denote
the norm of E as well as E∗. Let K be nonempty closed convex subset of E and 2E
denote the set of all nonempty subset of E.
In this chapter, we introduce and study the following system of unrelated generalized
mixed variational-like inequality problems (in short, SUGMVLIP). Let ∆ be an index
set. For each i ∈ ∆, letKi be a nonempty closed and convex subset of E with
⋂
i∈∆
Ki 6= ∅,
let ψi : Ki×Ki×Ki → R, bi : Ki×Ki → R be nonlinear mappings. Then SUGMVLIP
is to find x ∈ K =
⋂
i∈∆
Ki such that
ψi(yi, x; x) + bi(x, yi)− bi(x, x) ≥ 0, ∀yi ∈ Ki. (4.1.1)
For each i, SUGMVLIP(4.1.1) reduces to the generalized mixed variational-like inequal-
ity problem (in short, GMVLIP): Find x ∈ Ki such that
ψi(yi, x; x) + bi(x, yi)− bi(x, x) ≥ 0, ∀yi ∈ Ki, (4.1.2)
The solution set of GMVLIP(4.1.2) is denoted by Γi. Further, the solution set of SUG-
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MVLIP(4.1.1) is denoted by Ω =
⋂
i∈∆
Γi.
If E = H, Hilbert space with inner product 〈·, ·〉, bi = 0 and ψi(yi, x; x) = Fi(x, yi) +
〈Aix, yi − x〉, where Fi : Ki × Ki → R and Ai : H → H then SUGMVLIP (4.1.1) re-
duces to the system of unrelated mixed equilibrium problem (in short, SUMEP (1.3.20))
introduced and studied by Djafari-Rouhani, Kazmi and Rizvi [48].
When i = 1 and b1(x, y) = 0, ∀x, y ∈ K1, then GMVLIP(4.1.2) reduces to the general
variational-like inequality problem of finding x ∈ K1 such that
ψ1(y1, x; x) ≥ 0, ∀y1 ∈ K1, (4.1.3)
which is studied by Preda et al. [132]. For iterative approximation of (4.1.3), see Mahato
and Nahak [101].
We also observe that if ψi = 0 and bi = 0 for all i, then SUGMVLIP(4.1.1) reduces to
the convex feasibility problem (CFP).
Recently, Qin and Agarwal [134] proved a strong convergence to common fixed points
of the pair of asymptotically quasi-φ-nonexpansive mappings in Banach space. Very
recently Qin et al. [135] proved a strong convergence to common fixed points of a family
of generalized asymptotically quasi-φ-nonexpansive mappings in Banach space.
Motivated by the work of Qin et al. [134, 135] and Mahato and Nahak [101], we con-
sider a generalized mixed variational-like inequality problem (GMVLIP) and prove a
Minty-type lemma for its related auxiliary problems in real Banach space. We prove
the existence of solution of these auxiliary problems. Further, we prove some properties
of solution set of GMVLIP. Furthermore, we use a hybrid projection method to find a
common solution of SUGMVLIP(4.1.1) for generalized relaxed α-monotone mappings
and the common fixed point problem (CFPP) for a family of generalized asymptotically
quasi-φ-nonexpansive mappings in reflexive, uniformly smooth and strictly convex Ba-
nach space. The results presented here generalize and extend the results of Mahato and
Nahak [101].
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4.2 Preliminaries
We have the following assumption and definition:
Assumption 4.2.1. Let b : K × K → R be a bifunction satisfying the following as-
sumptions:
(i) b is skew-symmetric, i.e., b(x, x)− b(x, y)− b(y, x) + b(y, y) ≥ 0, ∀x, y ∈ K;
(ii) b is convex in the second argument;
(iii) b is continuous.
Definition 4.2.1. [132] A function ψ : K×K×K → R is said to be generalized relaxed
α-monotone if for any x, y ∈ K, we have
ψ(y, x; y)− ψ(y, x; x) ≥ α(x, y), (4.2.1)
where
lim
t→0
α(x, ty + (1− t)x)
t
= 0.
Remark 4.2.1. [101]
(i) If ψ(y, x; z) = 〈Az, η(y, x)〉, where η : K ×K → E, we say that the mapping A is
called generalized η-α monotone;
(ii) In the Definition 4.2.1, let ψ(y, x; z) = 〈Az, η(y, x)〉 and α(x, y) = β(y−x), where
β : K → R with β(tz) = tpβ(z), for t > 0, p > 1, then we say that A is called
relaxed η-α monotone mapping;
(iii) In case (ii), if η(y, x) = y − x, ∀x, y ∈ K, then the Definition 4.2.1 reduces to
〈Ay − Ax, y − x〉 ≥ β(y − x), ∀x, y ∈ K, and A is called relaxed α- monotone
mapping;
(iv) In case (iii), if β(z) = k‖z‖p,where k > 0 is a constant, then Definition 4.2.1
reduces to 〈Ay−Ax, y− x〉 ≥ k‖y− x‖p, ∀x, y ∈ K, and A is called p-monotone
mapping;
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(v) If α ≡ 0, then (iii) reduces to 〈Ay − Ax, y − x〉 ≥ 0, ∀x, y ∈ K, and A is called
a monotone mapping.
The following is an example of generalized relaxed α-monotone mapping.
Example 4.2.1. Let E = E∗, K = (−∞,∞), and the function
ψ(y, x; z) =
−cz(y − x), y < xcz(y − x), y ≥ x,
where c > 0 is a constant, then ψ is generalized relaxed α-monotone with
α(x, y) =
−c(y − x)
2, y < x
c(y − x)2, y ≥ x.
4.3 Generalized mixed variational-like inequality problem
For the sake of simplicity, if we set i = 1, bi = b, ψi = ψ, Ki = K and yi = y in (4.1.2).
Then GMVLIP(4.1.2) is rewritten as follows: Find x ∈ K such that
ψ(y, x; x) + b(x, y)− b(x, x) ≥ 0, ∀y ∈ K. (4.3.1)
The solution set of GMVLIP(4.3.1) is denoted by Γ.
For r > 0 and z ∈ K, consider the following auxilary problems (AP) related to
GMVLIP(4.3.1): Find x ∈ K such that
ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ 0, ∀y ∈ K; (4.3.2)
and find x ∈ K such that
ψ(y, x; y) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ α(x, y), ∀y ∈ K. (4.3.3)
The following Minty-type lemma shows that the AP(4.3.2) and AP(4.3.3) are equivalent.
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Lemma 4.3.1. Let K be a nonempty closed, convex and bounded subset of a smooth
strictly convex and reflexive Banach space E, and let b : K×K → R satisfies Assumption
4.2.1(ii). Assume ψ : K ×K ×K → R be such that
(i) ψ(y, x; .) is hemicontinuous;
(ii) ψ(., x; z) is convex;
(iii) ψ(x, x; z) = 0;
(iv) ψ is generalized relaxed α-monotone.
Then AP(4.3.2) and AP(4.3.3) are equivalent.
Proof. Let x ∈ K be a solution of AP(4.3.2). Then from the generalized relaxed α-
monotonicity of ψ, we have
ψ(y, x; y) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x)
≥ ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) + α(x, y)
≥ α(x, y)
which shows that x ∈ K is a solution of AP(4.3.3).
Conversely, assume that x ∈ K is a solution of AP(4.3.3), i.e.,
ψ(y, x; y) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ α(x, y), ∀y ∈ K. (4.3.4)
Let y ∈ K be an arbitrary point. Letting yt = ty+(1− t)x, t ∈ (0, 1], we have yt ∈ K.
From (4.3.4) it follows that
ψ(yt, x; yt) +
1
r
〈yt − x, Jx− Jz〉+ b(x, yt)− b(x, x) ≥ α(x, yt). (4.3.5)
By conditions (ii) and (iii), we have
ψ(yt, x; yt) ≤ tψ(y, x; yt) + (1− t)ψ(x, x; yt) = tψ(y, x; yt) . (4.3.6)
63
Moreover, using Assumption 4.2.1(ii), we observe that
1
r
〈yt − x, Jx− Jz〉 =
t
r
〈y − x, Jx− Jz〉. (4.3.7)
and
b(x, yt) ≤ tb(x, y) + (1− t)b(x, x). (4.3.8)
From (4.3.5), (4.3.6), (4.3.7) and (4.3.8), it follows that
tψ(y, x; yt) +
t
r
〈y − x, Jx− Jz〉 + tb(x, y) + (1− t)b(x, x)− b(x, x)
≥ ψ(yt.x; yt) +
1
r
〈yt − x, Jx− Jz〉+ b(x, yt)− b(x, x)
tψ(y, x; yt) +
t
r
〈y − x, Jx− Jz〉+ tb(x, y)− tb(x, x) ≥ α(x, yt).
Hence
ψ(y, x; yt) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥
α(x, yt)
t
.
By condition (i) and taking t→ 0, we get
ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ 0.
Hence x ∈ K is a solution of AP(4.3.2).
Next, using Lemm 4.3.1, we prove the existence of solution of AP(4.3.2).
Theorem 4.3.1. Let K be a nonempty closed, convex and bounded subset of a smooth
strictly convex and reflexive Banach space E, let b : K×K → R be satisfies Assumption
4.2.1 (ii)-(iii) and let α : K ×K → R be a bifunction. Let ψ : K ×K ×K → R; z ∈ K
and r > 0. Assume that:
(i) ψ(y, x; .) is hemicontinuos;
(ii) ψ(., x; z) is convex and lower semicontinuous;
(iii) ψ(x, y; z) + ψ(y, x; z) = 0;
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(iv) ψ is generalized relaxed α-monotone;
(v) α(., y) is lower semicontinuous.
Then AP(4.3.2) has solution.
Proof. Let z ∈ K. Consider the two multi-valued mappings Fz, Gz : K → 2
K such that
Fz(y) =
{
x ∈ K : ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ 0
}
, ∀y ∈ K,
Gz(y) =
{
x ∈ K : ψ(y, x; y) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ α(x, y)
}
, ∀y ∈ K.
It is easy to see that x¯ ∈ K solves AP(4.3.2) if and only if x¯ ∈
⋂
y∈K
Fz(y). Thus, it suffices
to prove
⋂
y∈K
Fz(y) 6= ∅. Now, we claim that Fz is a KKM mapping. Assume that Fz is
not a KKM mapping, then there exists {y1, y2, ..., ym} ⊂ K such that co{y1, y2, ..., ym} *
m⋃
i=1
Fz(yi), that means there exists a x0 ∈ co{y1, y2, ..., ym}, x0 =
m∑
i=1
tiyi where ti ≥
0, i = 1, 2, ...m,
m∑
i=1
ti = 1, but x0 /∈
m⋃
i=1
Fz(yi). Then,
ψ(yi, x0; x0) +
1
r
〈yi − x0, Jx0 − Jz〉+ b(x0, yi)− b(x0, x0) < 0, ∀i = 1, 2, ...,m.
From conditions (ii)-(iii), we have
0 = ψ(x0, x0; x0) +
1
r
〈x0 − x0, Jx0 − Jz〉+ b(x0, x0)− b(x0, x0)
≤
m∑
i=1
tiψ(yi, x0; x0) +
1
r
m∑
i=1
ti〈yi − x0, Jx0 − Jz〉+
m∑
i=1
tib(x0, yi)−
m∑
i=1
tib(x0, x0)
=
m∑
i=1
ti[ψ(yi, x0, x0) +
1
r
〈yi − x0, Jx0 − Jz〉+ b(x0, yi)− b(x0, x0)]
< 0,
which is a contradiction. Hence Fz is a KKM mapping.
Next, we show that Fz(y) ⊂ Gz(y), ∀y ∈ K. For any given y ∈ K, let x ∈ Fz(y), then
ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) ≥ 0.
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Since ψ is generalized relaxed α-monotone, we have
ψ(y, x; y) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x)
≥ ψ(y, x; x) +
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x) + α(x, y)
≥ α(x, y).
Therefore, Fz(y) ⊂ Gz(y), for all y ∈ K, which implies that Gz(y) is also a KKM
mapping. Further let {xn} be any sequence in Gz(y) such that x
n → x as n→∞. Then
from xn ∈ Gz(y), it follows that
ψ(y, xn; y) +
1
r
〈y − xn, Jxn − Jz〉+ b(xn, y)− b(xn, xn) ≥ α(xn, y), (4.3.9)
By conditions (ii)-(iii), the continuity of J and lower semicontinuity of α, we get
α(x, y) + ψ(x, y; y) ≤ lim
n→∞
inf α(xn, y) + lim
n→∞
inf ψ(xn, y; y)
≤ lim
n→∞
inf{α(xn, y) + ψ(xn, y; y)}
≤ lim
n→∞
sup{α(xn, y) + ψ(xn, y; y)}
= lim
n→∞
sup{α(xn, y)− ψ(y, xn, y)}
≤
1
r
〈y − x, Jx− Jz〉+ b(x, y)− b(x, x),
which implies that ψ(y, x; y) + 1
r
〈y − x, Jx − Jz〉 + b(x, y) − b(x, x) ≥ α(x, y). Hence
x ∈ Gz(y), and Gz(y) is closed subset ofK for all y ∈ K. SinceK is closed, bounded, and
convex subset in a reflexive Banach space E, it is weakly compact. Hence Gz(y) is also
compact. Hence all the conditions of Lemma 1.2.19 are satisfied. Therefore, by Lemma
1.2.19 and Lemma 4.3.1, we get
⋂
y∈K
Fz(y) =
⋂
y∈K
Gz(y) 6= ∅. Hence, the AP(4.3.2) has
solution. This complete the proof.
For a given r ≥ 0, define a mapping Tr : E → K as follows:
Trx =
{
z ∈ K : ψ(y, z; z) +
1
r
〈y − z, Jz − Jx〉+ b(z, y)− b(z, z) ≥ 0, ∀y ∈ K
}
, ∀x ∈ E.
(4.3.10)
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Now, we study some properties of the mapping Tr.
Lemma 4.3.2. Let K be a nonempty closed, bounded and convex subset of a smooth
strictly convex and reflexive Banach space E. Let ψ : K ×K ×K → R satisfy the all
conditions of Theorem 4.3.1 and let b : K ×K → R satisfy Assumption 4.2.1. Suppose
the mapping Tr : E → K be defined as in (4.3.10). Then the following holds:
(a) Tr is single valued;
(b) 〈Trx− Try, JTrx− Jx〉 ≤ 〈Trx− Try, JTry − Jy〉;
(c) Fix(Tr) = Γ;
(d) φ(q, Trx) + φ(Trx, x) ≤ φ(q, x), ∀ q ∈ Fix(Tr), x ∈ E;
(e) Γ is closed and convex.
Proof. By Theorem 4.3.1, Trx is nonempty for each x ∈ E.
(a) For x ∈ E, let z1, z2 ∈ Trx. Then z1, z2 ∈ K and hence
ψ(z2, z1; z1) +
1
r
〈z2 − z1, Jz1 − Jx〉+ b(z1, z2)− b(z1, z1) ≥ 0
and
ψ(z1, z2; z2) +
1
r
〈z1 − z2, Jz2 − Jx〉+ b(z2, z1)− b(z2, z2) ≥ 0.
Adding these two inequalities, we have
ψ(z2, z1; z1) + ψ(z1, z2; z2) +
1
r
〈z2 − z1, (Jz1 − Jx− Jz2 + Jx〉
+ b(z1, z2)− b(z1, z1) + b(z2, z1)− b(z2, z2) ≥ 0.
Using condition (iii) of Theorem 4.3.1, we have
−ψ(z1, z2; z1) + ψ(z1, z2; z2) +
1
r
〈z2 − z1, Jz1 − Jz2〉
+ b(z1, z2)− b(z1, z1) + b(z2, z1)− b(z2, z2) ≥ 0.
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Since ψ is generalized relaxed α-monotone and b is skew symmetric, then we have
α(z2, z1)−
1
r
〈z2 − z1, Jz1 − Jz2〉 ≤ 0
〈z2 − z1, Jz1 − Jz2〉 ≥ rα(z2, z1). (4.3.11)
By interchanging the position of z1 and z2 in (4.3.11), we get
〈z1 − z2, Jz2 − Jz1〉 ≥ rα(z1, z2). (4.3.12)
Adding (4.3.11) and (4.3.12), we have
2〈z2 − z1, Jz1 − Jz2〉 ≥ r{α(z1, z2) + α(z2, z1)}.
Since α(x, y) + α(y, x) ≥ 0, ∀y ∈ K, then we have
〈z2 − z1, Jz1 − Jz2〉 ≥ 0.
Since J is monotone maping and E is strictly convex, we get z1 = z2. Hence Tr is single
valued.
(b) For x, y ∈ K, we have
ψ(Try, Trx;Trx) +
1
r
〈Try − Trx, JTrx− Jx〉+ b(Trx, Try)− b(Trx, Trx) ≥ 0,
and
ψ(Trx, Try;Try) +
1
r
〈Trx− Try, JTry − Jy〉+ b(Try, Trx)− b(Try, Try) ≥ 0.
Adding the above two inequalities, we have
ψ(Try, Trx;Trx) + ψ(Trx, Try;Try) +
1
r
〈Try − Trx, (JTrx− Jx)− (JTry − Jy)〉
+b(Trx, Trx)− b(Trx, Try)− b(Try, Trx) + b(Try, Try) ≥ 0,
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which implies on using skew symmetric of b and generalized relaxed α-monotonicity of
ψ,
1
r
〈Try − Trx, (JTrx− Jx)− (JTry − Jy)〉 ≥ −{ψ(Try.Trx;Trx) + ψ(Trx, Try;Try)}
= ψ(Try, Trx;Try)− ψ(Try, Trx;Trx)
≥ α(Trx, Try) (4.3.13)
In (4.3.13), interchanging the position of Trx and Try, we get
1
r
〈Trx− Try, (JTry − Jy)− (JTrx− Jx)〉 ≥ α(Try, Trx). (4.3.14)
Adding (4.3.13) and (4.3.14), we have
2〈Try − Trx, (JTrx− Jx)− (JTry − Jy)〉 ≥ r{α(Try, Trx) + α(Trx, Try)}
〈Try − Trx, (JTrx− Jx)− (JTry − Jy)〉 ≥ 0. (4.3.15)
Hence
〈Trx− Try, JTrx− Jx〉 ≤ 〈Trx− Try, JTry − Jy〉.
(c) Let u ∈ Fix(Tr), then
u ∈ Fix(Tr)⇔ u = Tru
⇔ ψ(y, u; u) +
1
r
〈y − u, (Ju− Ju)〉+ b(u, y)− b(u, u) ≥ 0, ∀y ∈ K
⇔ ψ(y, u; u) + b(u, y)− b(u, u), ∀y ∈ K
⇔ u ∈ Γ. (4.3.16)
Hence Fix(Tr) = Γ.
(d) From (b), we have, for x, y ∈ K,
〈Trx− Try, JTrx− Jx〉 ≤ 〈Trx− Try, JTry − Jy〉.
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〈Trx− Try, JTrx− JTry〉 ≤ 〈Trx− Try, Jx− Jy〉.
Moreover, we have
φ(Trx, Try) + φ(Try, Trx) = 2‖Trx‖
2 − 2〈Trx, JTry〉+ 2‖Try‖
2
= 2〈Trx, JTrx− JTry〉+ 2〈Try, JTry − JTrx〉
= 2〈Trx− Try, JTrx− JTry〉,
and
φ(Trx, y) + φ(Try, x) − φ(Trx, x)− φ(Try, y)
= ‖Trx‖
2 − 2〈Trx, Jy〉+ ‖y‖
2 + ‖Try‖
2 − 2〈Try, Jx〉+ ‖x‖
2
−‖Trx‖
2 − 2〈Trx, Jx〉 − ‖x‖
2 − ‖Try‖
2 − 2〈Try, Jy〉 − ‖y‖
2
= 2〈Trx, Jx− Jy〉 − 2〈Try, Jx− Jy〉
= 2〈Trx− Try, Jx− Jy〉.
Hence we have
φ(Trx, Try) + φ(Try, Trx ≤ φ(Trx, y) + φ(Try, x)− φ(Trx, x)− φ(Try, y). (4.3.17)
Letting y = q ∈ Fix(Tr), we have φ(q, Trx) + φ(Trx, x) ≤ φ(q, x).
(e) From (4.3.17)
φ(Trx, Try) + φ(Try, Trx) ≤ φ(Trx, y) + φ(Try, x)− φ(Trx, x)− φ(Try, y).
So we have, for x, y ∈ K, φ(Trx, Try) + φ(Try, Trx ≤ φ(Trx, y) + φ(Try, x).
Taking y = u ∈ Fix(Tr), we have φ(u, Trx) ≤ φ(u, x), which shows that Tr is a quasi-φ-
nonexpansive mapping. Therefore from Lemma 1.2.13, it follows that Fix(Tr) is closed
and convex. This implies from Part (c) that Γ is closed and convex.
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We observe that the solution set Ω =
⋂
i∈∆
Γi of SUGMVLIP(4.1.1) is closed and convex
since for each i, Γi is closed and convex.
4.4 Strong convergence theorem
We prove a strong convergence theorem for finding a common solution of SUGMVLIP(4.1.1)
and common fixed point problem (CFPP) for a family of closed, asymptotically regular
and generalized asymptotically quasi-φ-nonexpansive mappings in a reflexive, uniformly
smooth and strictly convex Banach space.
Theorem 4.4.1. Let E be a reflexive, strictly convex, and uniformly smooth Banach
space such that both E and E∗ have Kadec-Klee property. Let ∆ be an index set. For
each i ∈ ∆, let Ki be a nonempty, closed and convex subset of E such that
⋂
i∈∆
Ki 6= ∅.
For each i ∈ ∆, suppose ψi : Ki ×Ki ×Ki → R satisfies all the conditions of Theorem
4.3.1 with ψi(yi, .; yi) is continuous, and bi : Ki × Ki → R satisfies Assumption 4.2.1.
Let Tij : Ki → Ki be a closed, asymptotically regular and generalized asymptotically
quasi-φ-nonexpansive mapping with the sequences {µnij} and {ξ
n
ij}, for each i, j. Assume
that Θ =
⋂
i∈△
(
N⋂
j=1
Fix(Tij)
)⋂
Ω 6= ∅, and bounded. Let {xn} be a sequence generated
by iterative schemes:
x0 = x ∈ K =
⋂
i∈∆
Ki, K
0
i = Ki ;K
0 = K,
zni = J
−1(αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n),
yni = J
−1(δni Jx
n + (1− δni )Jz
n
i ),
uni = Trni y
n
i ,
Kni = {z ∈ Ki : φ(z, u
n
i ) ≤ φ(z, x
n) + µnijMn + ξ
n
ij},
Kn =
⋂
i∈△
Kni ,
Qn = {z ∈ K : 〈xn − z, Jx − Jxn〉 ≥ 0}
xn+1 = ΠKn ⋂Qnx,
(4.4.1)
where Mn = sup {φ(z, x
n) : z ∈ Θ} and J : E → E∗ is the normalized duality mapping
with inverse J−1, {δni } and {α
n
ij}, (j = 0, 1, 2, ..., N) are sequences in [0, 1] such that, for
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each i,
(a)
N∑
j=0
αnij = 1, ∀n ≥ 0;
(b) lim sup
n→∞
δni < 1;
(c) lim inf
n→∞
αni0α
n
ij ≥ 0, j = 1, 2, ..., N ;
(d) {rni } ⊂ [ǫ,∞) for some ǫ > 0.
Then {xn} converges strongly to ΠΘx, where ΠΘ is the generalized projection of E into
Θ.
Proof. We first show that Kn ∩ Qn is closed and convex for each n ∈ N ∪ {0}. From
the definition of Qn, it is clear that Qn is closed and convex for each n ∈ N ∪ {0}.
Next we show that Kn is closed and convex for all n ≥ 0. It suffices to show that, for
any fixed but arbitrary i ∈ △, Kni is closed and convex for every n ≥ 0. It is obvious
that K0i = Ki is closed and convex. We next prove that K
m
i is closed and convex for
m ≥ 1. The closedness of Kmi is clear. We only prove the convexness K
m
i . Indeed, for
any a, b ∈ Kmi , we see that a, b ∈ Ki and
φ(a, umi ) ≤ φ(a, x
m) + µmijMm + ξ
m
ij , (4.4.2)
and φ(b, umi ) ≤ φ(b, x
m) + µmijMm + ξ
m
ij . (4.4.3)
Observe that (4.4.2) and (4.4.3) are equivalent to the following inequalities, respectively:
2〈a, Jxm − Jumi 〉 ≤ ‖x
m‖2 − ‖umi ‖
2 + µmijMm + ξ
m
ij , (4.4.4)
and 2〈b, Jxm − Jumi 〉 ≤ ‖x
m‖2 − ‖umi ‖
2 + µmijMm + ξ
m
ij . (4.4.5)
These implies that
2〈ta+ (1− t)b, Jxm − Jumi 〉 ≤ ‖x
m‖2 − ‖umi ‖
2 + µmijMm + ξ
m
ij , ∀ t ∈ (0, 1). (4.4.6)
Since Ki is convex, we see that ta+ (1− t)b ∈ Ki. Observe that (4.4.6) is equivalent to
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the inequality
φ(ta+ (1− t)b, umi ) ≤ φ(ta+ (1− t)b, x
m) + µmijMm + ξ
m
ij ,
which implies that Kmi is convex. Thus K
n is closed and convex.
Next, we show that Θ ⊂ Kn ∩Qn, n ∈ N ∪ {0}. Let p ∈ Θ then
φ(p, uni ) = φ(p, Trni y
n
i )
≤ φ(p, yni )
= φ(p, J−1(δni Jx
n + (1− δni )Jz
n
i ))
= ‖p‖2 − 2〈p, δni Jx
n + (1− δni )Jz
n
i 〉+ ‖δ
n
i Jx
n + (1− δni )Jz
n
i ‖
2
≤ ‖p‖2 − 2〈p, δni Jx
n〉 − 2(1− δni )〈p, Jz
n
i 〉+ δ
n
i ‖x
n‖2 + (1− δni )‖z
n
i ‖
2
= δni (‖p‖
2 + ‖xn‖2 − 2〈p, Jxn〉) + (1− δni )(‖p‖
2 − 2〈p, Jzni 〉+ ‖z
n
i ‖
2)
= δni φ(p, x
n) + (1− δni )φ(p, z
n
i ), (4.4.7)
φ(p, zni ) = φ(p, J
−1(αnijJx
n +
N∑
j=1
αnijJT
n
ijx
n))
= ‖p‖2 − 2〈p, αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n〉+ ‖αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n‖2
≤ ‖p‖2 − 2〈p, αni0Jx
n〉 − 2〈p,
N∑
j=1
αnijJT
n
ijx
n〉+ αni0‖x
n‖2 +
N∑
j=1
αnij‖T
n
ijx
n‖2
= αni0(‖p‖
2 − 2〈p, Jxn〉+ ‖xn‖2) +
N∑
j=1
αnij(‖p‖
2 − 2〈p, JT nijx
n〉+ ‖T nijx
n‖2)
= αni0φ(p, x
n) +
N∑
j=1
αnijφ(p, T
n
ijx
n)
≤ αni0φ(p, x
n) +
N∑
j=1
αnij[(1 + µ
n
ij)φ(p, x
n) + ξnij]
= αni0φ(p, x
n) +
N∑
j=1
αnijφ(p, x
n) +
N∑
j=1
αnijµ
n
ijφ(p, x
n) +
N∑
j=1
αnijξ
n
ij
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=
N∑
j=0
αnijφ(p, x
n) +
N∑
j=1
αnijµ
n
ijφ(p, x
n) +
N∑
j=1
αnijξ
n
ij
= φ(p, xn) +
N∑
j=1
αnijµ
n
ijφ(p, x
n) +
N∑
j=1
αnijξ
n
ij. (4.4.8)
Substituting (4.4.8) into (4.4.7), we have
φ(p, uni ) = δ
n
i φ(p, x
n) + (1− δni ){φ(p, x
n) +
N∑
j=1
αnijµ
n
ijφ(p, x
n) +
N∑
j=1
αnijξ
n
ij}
= φ(p, xn) + (1− δni )
N∑
j=1
αnijµ
n
ijφ(p, x
n) + (1− δni )
N∑
j=1
αnijξ
n
ij
≤ φ(p, xn) +Mnµ
n
ij + ξ
n
ij,
where Mn = sup {φ(z, x
n) : z ∈ Θ}. This shows that p ∈ Kni . Hence p ∈ K
n. Therefore
Θ ⊂ Kn, ∀n ∈ N ∪ {0}.
Next, we show that, by induction, that Θ ⊂ Kn ∩Qn, ∀n ∈ N ∪ {0}. From Q0 = K,
we have Θ ⊂ K0 ∩Q0. Suppose that Θ ⊂ ∩Kk ∩Qk for some k ∈ N ∪ {0}. Then there
exists xk+1 ∈ Kk ∩Qk such that xk+1 = ΠKk∩Qkx. From the definition of xk+1 we have,
for all z ∈ Kk ∩Qk, that 〈xk+1 − z, Jx − Jxk+1〉 ≥ 0. Since Θ ⊂ Kk ∩Qk, we have
〈xk+1 − p, Jx − Jxk+1〉 ≥ 0, ∀p ∈ Θ, (4.4.9)
and hence p ∈ Qk+1. So, we have Θ ⊂ Qk+1. Therefore, we have that Θ ⊂ Kk+1 ∩Qk+1.
Therefore, we have that Θ ⊂ Kn ∩ Qn, ∀n ∈ N ∪ {0}. This shows that {xn} is well
defined. From the definition of Qn, we have xn = ΠQnx. Using x
n = ΠQnx, and from
Lemma 1.2.10(i), we have
φ(xn, x) = φ(ΠQnx, x)
≤ φ(u, x)− φ(u,ΠQnx) ≤ φ(u, x), ∀u ∈ Θ ⊂ Q
n and xn ∈ ΠQnx.
Then φ(xn, x) is bounded and hence, from (1.2.14), the sequence {xn} is bounded.
Therefore, the sequences {Tijx
n} (j = 1, 2, ..., N) are also bounded. Since {xn} is
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bounded and the space E is reflexive, we may assume that xn ⇀ x¯. Since Kn ∩ Qn is
closed and convex, then x¯ ∈ Kn ∩Qn. On the other hand, we see from the weakly lower
semicontinuity of ‖ · ‖ that
φ(x¯, x) = ‖x¯‖2 − 2〈x¯, Jx〉+ ‖x‖2
≤ lim
n→∞
inf(‖xn‖2 − 2〈xn, Jx〉+ ‖x‖2)
= lim
n→∞
inf φ(xn, x)
≤ lim
n→∞
supφ(xn, x)
≤ φ(x¯, x),
which implies that lim
n→∞
φ(xn, x) → φ(x¯, x). Hence, we have lim
n→∞
‖xn‖ → ‖x¯‖. Since
E enjoys the Kadec-Klee property, we have that xn → x¯ as n → ∞. Now, we show
that x¯ ∈
⋂
i∈△
(
N⋂
j=1
Fix(Tij)
)⋂
Ω. In view of construction of xn+1 = ΠKn∩Qnx ∈ Qn and
xn ∈ ΠQnx, we find that
φ(xn, x) ≤ φ(xn+1, x), ∀n ∈ N ∪ {0},
which implies that {φ(xn, x)} is nondecreasing. Hence, we obtain that lim
n→∞
φ(xn, x)
exists. Further, it follows that
φ(xn+1, xn) = φ(xn+1,ΠQnx)
≤ φ(xn+1, x)− φ(ΠQnx, x)
= φ(xn+1, x)− φ(xn, x), ∀n ∈ N ∪ {0},
which implies that lim
n→∞
φ(xn+1, xn) = 0. From, xn+1 = ΠKn∩Qnx ∈ Kn, we have
φ(xn+1, uni ) ≤ φ(x
n+1, xn) + µnijMn + ξ
n
ij, ∀ n ∈ N ∪ {0}.
Therefore we have
lim
n→∞
φ(xn+1, uni ) = 0. (4.4.10)
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From (1.2.14), we see that
lim
n→∞
‖xn+1‖ − ‖uni ‖ = 0,
which implies that
lim
n→∞
‖uni ‖ = ‖x¯‖. (4.4.11)
Hence, it follows that
lim
n→∞
‖Juni ‖ = lim
n→∞
‖uni ‖ = ‖Jx¯‖, (4.4.12)
which implies that {Juni } is bounded. Since E and E
∗ are reflexive, then we may assume
that Juni ⇀ x
∗ ∈ E∗. By the reflexivity of E, we see that J(E) = E∗, i.e., there exists
an x ∈ E such that Jx = x∗. It follows that
φ(xn+1, uni ) = ‖x
n+1‖2 − 2〈xn+1, Juni 〉+ ‖u
n
i ‖
φ(xn+1, uni ) = ‖x
n+1‖2 − 2〈xn+1, Juni 〉+ ‖Ju
n
i ‖.
Taking lim inf
n→∞
on both sides of the above equality yields that
0 ≥ ‖x¯‖2 − 2〈x¯, x∗〉+ ‖x∗‖2
= ‖x¯‖2 − 2〈x¯, Jx〉+ ‖Jx‖2
= ‖x¯‖2 − 2〈x¯, Jx〉+ ‖x‖2
= φ(x¯, x),
i.e., x¯ = x, which in turn implies that x∗ = Jx¯. Hence, it follows that Juni ⇀ Jx¯ ∈ E
∗.
Since (4.4.12) and E∗ satisfies the Kadec-Klee property, we obtain that
lim
n→∞
‖Juni − Jx¯‖ = 0.
Since J−1 : E∗ → E is demi-continuous, it follows that uni ⇀ x¯. Since (4.4.11) and E
satisfies the Kadec-Klee property, we obtain that
lim
n→∞
uni = x¯.
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Since
‖xn − uni ‖ ≤ ‖x
n − x¯‖+ ‖x¯− uni ‖,
then it follows that
lim
n→∞
‖xn − uni ‖ = 0.
Again, since J is uniformly norm-to-norm continuous on any bounded sets, we have
lim
n→∞
‖Jxn − Juni ‖ = 0. (4.4.13)
Now, let r = sup
j∈N∪{0}
{‖xn‖, ‖T ni1x
n‖, ‖T ni2x
n‖, ...‖T niNx
n}. Taking T ni0 = I (the identity
mapping), we have, from Lemma 1.2.10(i), that
φ(p, zni ) = φ(p, J
−1(αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n))
= ‖p‖2 − 2〈p, αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n〉+ ‖αni0Jx
n +
N∑
j=1
αnijJT
n
ijx
n‖2
≤ ‖p‖2 −
N∑
j=0
〈p, JT nijx
n〉+
N∑
j=0
αnij‖JT
n
ijx
n‖2 − αnijα
n
ikg(‖JT
n
ijx
n − JT nikx
n‖)
=
N∑
j=0
αnijφ(p, T
n
ijx
n)− αnijα
n
ikg(‖JT
n
ijx
n − JT nikx
n‖)
≤ (1 + µnij)φ(p, x
n) + ξnij − α
n
ijα
n
ikg(‖JT
n
ijx
n − JT nikx
n‖). (4.4.14)
Substituting (4.4.14) into (4.4.7), we have
φ(p, uni ) = δ
n
i φ(p, x
n) + (1− δni )φ(p, z
n
i )
≤ δni φ(p, x
n) + (1− δni ){(1 + µ
n
ij)φ(p, x
n)
+ξnij − α
n
ijα
n
ikg(‖JT
n
ijx
n − JT nikx
n)‖}
≤ φ(p, xn) + (1− δni )µ
n
ijφ(p, x
n) + (1− δni )ξ
n
ij
−(1− δni )α
n
ijα
n
ikg(‖JT
n
ijx
n − JT nikx
n‖). (4.4.15)
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Therefore
(1− δni )α
n
ijα
n
ikg(‖JT
n
ijx
n − JT nikx
n‖) ≤ φ(p, xn)− φ(p, uni )
+(1− δni )µ
n
ijφ(p, x
n) + (1− δni )ξ
n
ij.
Taking j = 0 and k = 1, 2, ..., N, we have
(1− δni )α
n
i0α
n
ikg(‖Jx
n − JT nikx
n‖) ≤ φ(p, xn)− φ(p, uni )
+(1− δni )µ
n
i0φ(p, x
n) + (1− δni )ξ
n
i0.(4.4.16)
Since
φ(p, xn)− φ(p, uni ) = ‖x
n‖2 − ‖uni ‖
2 − 2〈p, Jxn − Juni 〉
≤ ‖xn − uni ‖(‖x
n‖+ ‖uni ‖) + 2‖p‖‖Jx
n − Juni ‖, (4.4.17)
as ‖xn − uni ‖ → 0 and ‖Jx
n − Juni ‖ → 0, as n→∞, it follows from (4.4.17) that
lim
n→∞
{φ(p, xn)− φ(p, uni )} = 0. (4.4.18)
Hence, from (4.4.16) and the conditions (b),(c) in Theorem 4.4.1, it yields that
lim
n→∞
g(‖Jxn − JT nikx
n‖) = 0. (4.4.19)
Since g is continuous and strictly increasing with g(0) = 0, and J is uniformly continuous
on any bounded subset of E, we have
lim
n→∞
‖xn − T nikx
n‖ = 0, ∀ k ∈ {1, 2, ..., N}. (4.4.20)
Since xn → x¯ as n → ∞ and J : E → E∗ is demicontinuous, we obtain that Jxn ⇀
Jx¯ ∈ E∗. The relation
|‖Jxn‖ − ‖Jx¯‖| = |‖xn‖ − ‖x¯‖| ≤ ‖xn − x¯‖,
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implies that
lim
n→∞
‖Jxn‖ = ‖Jx¯‖. (4.4.21)
Since E∗ enjoys the Kadec-Klee property, we see that
lim
n→∞
‖Jxn − Jx¯‖ = 0. (4.4.22)
It follows from (4.4.20), (4.4.22) and relation
‖JT nikx
n − Jx¯‖ ≤ ‖JT nikx
n − Jxn‖+ ‖Jxn − Jx¯‖
that
lim
n→∞
‖JT nikx
n − Jx¯‖ = 0. (4.4.23)
Since J−1 : E → E∗ is demi-continuous, it follows that T nikx
n ⇀ x¯. On the other hand,
we have
|‖T nikx
n‖ − ‖x¯‖| = |‖JT nikx
n‖ − ‖Jx¯‖| ≤ ‖JT nikx
n − Jx¯‖.
In view of (4.4.23), we obtain that ‖T nikx
n‖ → ‖x¯‖ as n → ∞. Since E enjoys the
Kadec-Klee property, we obtain that
lim
n→∞
‖T nikx
n − x¯‖ = 0. (4.4.24)
Since
‖T n+1ik x
n − x¯‖ ≤ ‖T n+1ik x
n − T nikx
n‖+ ‖T nikx
n − x¯‖,
it follows from the asymptotic regularity of T and (4.4.20) that
lim
n→∞
‖T n+1ik x
n − x¯‖ = 0, (4.4.25)
that is, TT nikx
n− x¯→ 0 as n→∞. Further, it follows from the closedness of Tik, ∀k ∈
{1, 2, ..., N} that x¯ = Tikx¯, i ∈ ∆, i.e., x¯ ∈
⋂
i∈∆
N⋂
j=1
Fix(Tij).
Next, we show that x¯ ∈ Ω = Fix(Tr). It follows from u
n
i = Trni y
n
i and Lemma 4.3.2(d)
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that
φ(uni , y
n
i ) = φ(Trni y
n
i , y
n
i )
≤ φ(p, yni )− φ(p, Trni y
n
i )
≤ φ(p, xn)− φ(p, Trni y
n
i )
≤ φ(p, xn)− φ(p, uni )→ 0 as n→∞, (4.4.26)
which implies from Lemma 1.2.14 that lim
n→∞
‖uni − y
n
i ‖ = 0 and lim
n→∞
‖Juni − Jy
n
i ‖ = 0.
Further, the relation uni = Trni y
n
i
implies
ψi(yi, u
n
i ; u
n
i ) +
1
rni
〈yi − u
n
i , Ju
n
i − Jy
n
i 〉+ bi(u
n
i , yi)− bi(u
n
i , u
n
i ) ≥ 0, ∀yi ∈ Ki.
Using generalized relaxed αi-monotonicity of ψi, we have
‖yi − u
n
i ‖
‖Juni − Jy
n
i ‖
rni
≥
1
rni
〈yi − u
n
i , Ju
n
i − Jy
n
i 〉
≥ −ψi(yi, u
n
i ; u
n
i ) + bi(u
n
i ; u
n
i )− bi(u
n
i , yi)
≥ αi(u
n
i , yi)− ψi(yi, u
n
i ; yi) + bi(u
n
i ; u
n
i )− bi(u
n
i , yi).
Since αi is lower semicontinuous in the first argument, ψi is continuous in the second
argument, bi is continuous and lim
n→∞
inf rni > 0, then on taking limit n→∞ in the above
inequality, we get
αi(x¯, yi)− ψi(yi, x¯; yi) + bi(x¯, x¯)− bi(x¯, yi) ≤ 0, ∀yi ∈ Ki. (4.4.27)
For t ∈ (0, 1) and yi ∈ Ki, letting yi,t = tyi + (1− t)x¯. Since yi,t ∈ Ki, then we have
αi(x¯, yi,t)− ψi(yi,t, x¯; yi,t) + bi(x¯, x¯)− bi(x¯, yi,t) ≤ 0, (4.4.28)
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which implies that
αi(x¯, yi,t) ≤ ψi(yi,t, x¯; yi,t)− bi(x¯, x¯) + bi(x¯, yi,t)
≤ tψi(y, x¯; yi,t) + (1− t)ψi(x¯, x¯; yi,t)− bi(x¯, x¯) + tbi(x¯, yi) + (1− t)bi(x¯, x¯)
≤ t[ψi(yi, x¯; yi,t) + bi(x¯, yi)− bi(x¯, x¯)]. (4.4.29)
Since ψi(yi, x¯; .) is hemicontinuous, we have
lim
t→0
{ψi(yi, x¯; yi,t) + bi(x¯, yi)− bi(x¯, x¯)} ≥ lim
t→0
αi(x¯, yi,t)
t
, (4.4.30)
which implies
ψi(yi, x¯; x¯) + bi(x¯, yi)− bi(x¯, x¯) ≥ 0. (4.4.31)
Hence x¯ ∈ Ω. Therefore x¯ ∈
⋂
i∈△
(
N⋂
j=1
Fix(Tij)
)⋂
Ω. Finally, we show that x¯ ∈ ΠΘx.
Taking k →∞ in (4.9), we have
〈x¯− p, Jx − Jx¯〉 ≥ 0, ∀p ∈ Θ.
Now by Lemma 1.2.10(ii), we have x¯ ∈ ΠΘx. This complete the proof of Theorem
4.4.1.
4.5 Consequence
Finally, we get the following consequence of Theorem 4.4.1.
Corollary 4.5.1. Let E be a reflexive, strictly convex, and uniformly smooth Banach
space such that both E and E∗ have Kadec-Klee property. Let ∆ be an index set. For
each i ∈ ∆, let Ki be a nonempty, closed and convex subset of E such that
⋂
i∈∆
Ki 6= ∅.
For each i ∈ ∆, suppose ψi : Ki × Ki × Ki → R satisfies conditions (i),(ii),(iii) of
Theorem 4.3.1, and ψi is monotone, i.e.,
ψi(yi, xi; yi)− ψi(yi, xi; xi) ≥ 0, for any xi, yi ∈ Ki.
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Let, for each i ∈ ∆, bi : Ki × Ki → R satisfy Assumption 4.2.1 and let Ti1, Ti2 be
closed asymptotically regular and generalized asymptotically quasi-φ-nonexpansive map-
pings with the sequences {µnij} and {ξ
n
ij}. Assume that Θ =
⋂
i∈△
(
2⋂
j=1
Fix(Tij)
)⋂
Ω 6= ∅
and bounded. Let {xn} be a sequence generated by iterative schemes:


x0 = x ∈ K =
⋂
i∈∆
Ki, K
0
i = Ki K
0 = K,
zni = J
−1(αni0Jx
n + αni1JT
n
i1x
n + αni2JT
n
i2x
n)),
yni = J
−1(δni Jx
n + (1− δni )Jz
n
i ),
uni = Trni y
n
i ,
Kni = {z ∈ Ki : φ(z, u
n
i ) ≤ φ(z, x
n) +Mnµ
n
ij + ξ
n
ij},
Kn =
⋂
i∈△
Kni ,
Qn = {z ∈ K : 〈xn − z, Jx − Jxn〉 ≥ 0}
xn+1 = ΠKn ⋂Qnx
(4.5.1)
where Mn = sup {φ(z, x
n) : z ∈ Θ} and J : E → E∗ is the normalized duality mapping
with inverse J−1, {δni },{α
n
i0},{α
n
i1} and {α
n
i2} are sequences in [0, 1] such that for each
i,
(a) αni0 + α
n
i1 + α
n
i2 = 1, ∀ n ≥ 0;
(b) lim sup
n→∞
δni < 1;
(c) lim inf
n→∞
αni0α
n
i1 ≥ 0 and lim inf
n→∞
αni0α
n
i2 ≥ 0.
(d) {rni } ⊂ [ǫ,∞) for some ǫ > 0.
Then {xn} converges strongly to ΠΘx, where ΠΘ is the generalized projection of E into
Θ.
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Chapter 5
Combination of a split general variational-like
inequality problems and a family of generalized
asymptotically nonexpansive mappings
5.1 Introduction
Throughout the chapter unless otherwise stated, Let H1 and H2 be two real Hilbert
spaces and their inner product and induced norms are respectively denoted by the same
notations 〈·, ·〉 and ‖ · ‖. Let C and Q be nonempty, closed and convex subsets of H1
and H2, respectively.
In this chapter, we introduce and study the following combination of split general
variational-like inequality problems (in short, CSpGVLIP). For every i = 1, 2, ..., N ,
let Fi : C × C × C → R and Gi : Q × Q × Q → R be nonlinear trifunctions; let
the real numbers ai, bi ∈ (0, 1) with
N∑
i=1
ai = 1 and
N∑
i=1
bi = 1 and let A : H1 → H2
be a bounded linear operator. Define the mappings
N∑
i=1
aiFi : C × C × C → R and
N∑
i=1
biGi : Q×Q×Q→ R. The CSpGVLIP is to find x ∈ C such that
(
N∑
i=1
aiFi
)
(y, x; x) ≥ 0, ∀y ∈ C (5.1.1)
and such that z = Ax ∈ Q solves
(
N∑
i=1
biGi
)
(w, z; z) ≥ 0, ∀w ∈ Q. (5.1.2)
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When looked separately, (5.1.1) is the general variational-like inequality problem for the
mapping
N∑
i=1
aiFi (in short, GVLIP) and we denote its solution set by Sol
(
GVLIP(
N∑
i=1
aiFi)
)
.
The CSpGVLIP(5.1.1)-(5.1.2) constitutes a pair of general variational-like inequality
problems which have to be solved so that the image z = Ax under a given bounded
linear operator A, of the solution x of GVLIP(5.1.1) in H1 is the solution of another
GVLIP(5.1.2) in another space H2, we denote the solution set of GVLIP(5.1.2) by
Sol
(
GVLIP(
N∑
i=1
biGi)
)
. The solution set of CSpGVLIP(5.1.1)-(5.1.2) is denoted by
Ω =
{
x ∈ C : x ∈ Sol
(
GVLIP(
N∑
i=1
aiFi)
)
and Ax ∈ Sol
(
GVLIP(
N∑
i=1
biGi)
)}
.
(5.1.3)
For the related work, see [16, 145].
Some special cases:
(i) If, we take N = 1, then CSpGVLIP(5.1.1)-(5.1.2) reduces to the split general
variational-like inequality problem (in short, SPGVLIP): Find x ∈ C such that
F1(y, x; x) ≥ 0, ∀y ∈ C (5.1.4)
and such that z = Ax ∈ Q solves
G1(w, z; z) ≥ 0, ∀w ∈ Q, (5.1.5)
which appears to be new.
(ii) If, we take N = 1, F1(y, x; x) = 〈f(x), η1(y, x)〉 and G1(w, z; z) = 〈g(z), η2(w, z)〉,
where f : H1 → H1, η1 : H1×H1 → H1, g : H2 → H2 and η2 : H2×H2 → H2, then
CSpGVLIP(5.1.1)-(5.1.2) reduces to the split variational-like inequality problem
(in short, SPVLIP): Find x ∈ C such that
〈f(x), η1(y, x)〉 ≥ 0, ∀y ∈ C (5.1.6)
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and such that z = Ax ∈ Q solves
〈g(z), η2(w, z)〉 ≥ 0, ∀w ∈ Q, (5.1.7)
which appears to be new.
(iii) If, we take N = 1, F1(y, x; x) = 〈f(x), y − x〉 and G1(w, z; z) = 〈g(z), w − z〉,
CSpGVLIP(5.1.1)-(5.1.2) reduces to the split variational inequality problem (in
short, SPVIP(1.3.7)-(1.3.8) which is studied by Censor et al. [32].
(iv) If, we take N = 1, H1 = H2, C = Q and F1 = G1 then CSpGVLIP(5.1.1)-(5.1.2)
reduces to the general variational-like inequality problem (in short, GMVLIP(4.1.2))
studied by Preda et al. [132].
Recall that Mann [104] iterative method generates the iteration sequence {xn} which is
defined by
xn+1 = αnxn + (1− αn)Txn, (5.1.8)
where x0 ∈ C is arbitrarily chosen and {αn} ⊆ [0, 1]. Construction of fixed points of
nonexpansive mappings via Mann iterative method has extensively been investigated in
the literature.
Attempts to modify the Mann iterative method (5.1.8) so that the strong convergence is
guaranteed have recently been made; for instance, see [118] and the references therein,
but in all of the results for asymptotically nonexpansive mappings T , either compactness
assumption is imposed on the map T or the convergence is weak convergence.
Chidume et al. [36] proved that, if T : C → H1 is a completely continuous and asymp-
totically nonexpansive mapping with a sequence {µn} ⊂ [0,∞) satisfying
∞∑
n=1
µn < ∞,
Fix(T ) 6= ∅ and {αn} ⊂ (0, 1) is a sequence such that ǫ ≤ 1 − αn ≤ 1 − ǫ for all n ≥ 1
and some ǫ > 0, then for an arbitrary point x1 ∈ C, the sequence {xn} defined by
xn+1 = P ((1− αn)xn + αnT (PT )
n−1xn), ∀n ≥ 1, (5.1.9)
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converges strongly to some fixed point of T , where P is the metric projection of H onto
C. For related work, see Zhou et al. [169].
Recently, Zegeye and Shahzad [165] proved the a strong convergence theorem of Mann’s
type algorithm to a common fixed point of a finite family of generalized asymptotically
nonexpansive mappings without the compactness assumption imposed either on at least
one of the mappings or on C provided that the interior of common fixed points is
nonempty.
Very recently, Deng [47] extended the work of Zegeye and Shahzad [165] for an infi-
nite family of generalized asymptotically nonexpansive mappings and proved a strong
convergence theorem for this family in real Hilbert space.
Motivated by the above mentioned work, we introduce and analyze a general iterative
method to approximate a common solution of CSpGVLIP(5.1.1)-(5.1.2) and common
fixed point problem (CFPP) for a family of generalized asymptotically nonexpansive
nonself mappings and prove a strong convergence in real Hilbert spaces. The result
presented here generalizes and unifies some known results in the literature, see for ex-
ample [36, 47, 165,169].
5.2 Technical lemmas
We prove some technical lemmas which are used in proving the main result. First, we
have the following assumptions on trifunction Fi for each i ∈ {1, 2, ..., N}.
Assumption 5.2.1. For each i ∈ {1, 2, ..., N}, let the trifunction Fi : C × C × C → R
satisfying the following assumptions:
(i) Fi(x, y; z) = 0⇒ x = y;
(ii) Fi is generalized relaxed αi-monotone, i.e., for any x, y ∈ C, we have
Fi(y, x; y)− Fi(y, x; x) ≥ αi(x, y),
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where αi : H1 ×H1 → R such that αi(x, y) + αi(y, x) ≥ 0 and
lim
t→0
αi(x, ty + (1− t)x)
t
= 0;
(iii) Fi(y, x; .) is hemicontinuous;
(iv) Fi(., x; z) is convex;
(v) Fi(x, y; z) + Fi(y, x; z) = 0.
It is remarked that Assumption 5.2.1(i) and (v) imply that Fi(x, x; z) = 0.
Lemma 5.2.1. For each i = 1, 2, ..., N , let Fi : C×C×C → R be satisfying Assumption
5.2.1 with
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
6= ∅. Then
Sol
(
GVLIP
( N∑
i=1
aiFi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
.
where ai ∈ (0, 1) for every i = 1, 2, ..., N and
N∑
i=1
ai = 1.
Proof. It is easy to show that
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
⊆ Sol
(
GVLIP
( N∑
i=1
aiFi
))
. On the
other hand, let x0 ∈ Sol
(
GVLIP
( N∑
i=1
aiFi
))
and x∗ ∈
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
. Then we
get ( N∑
i=1
aiFi
)
(y, x0; x0) ≥ 0, ∀y ∈ C (5.2.1)
and
Fj(y, x
∗; x∗) ≥ 0, ∀j = 1, 2, ..., N and y ∈ C. (5.2.2)
From (5.2.2) and x0 ∈ C, we get
Fj(x0, x
∗; x∗) ≥ 0, ∀j = 1, 2, ..., N. (5.2.3)
From (5.2.3) and using definition of generalized relaxed αj-monotonicity of Fj, we get
Fj(x0, x
∗; x0) ≥ Fj(x0, x∗; x∗) + αj(x∗, x0) ≥ αj(x∗, x0). (5.2.4)
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By interchanging the position of x0 and x
∗ in (5.2.4), we get
Fj(x∗, x0; x∗) ≥ αj(x0, x∗). (5.2.5)
Adding (5.2.4) and (5.2.5), we get
Fj(x
∗, x0; x∗) + Fj(x0, x∗; x0) ≥ αj(x0, x∗) + αj(x∗, x0). (5.2.6)
Since αj(x, y) + αj(y, x) ≥ 0 and using Assumption 5.2.1(v), we get
− Fj(x0, x
∗; x∗) + Fj(x0, x∗; x0) ≥ 0. (5.2.7)
From (5.2.2) and (5.2.7), we get
Fj(x0, x
∗; x0) ≥ 0. (5.2.8)
Since x∗ ∈ C and (5.2.1), we obtain
N∑
i=1
aiFi(x
∗, x0; x0) ≥ 0. (5.2.9)
For each i = 1, 2, ..., N and (5.2.9) and using Assumption 5.2.1(v)
0 ≤ −
N∑
i=1
aiFi(x0, x
∗; x0)
≤ −
j−1∑
i=1
aiFi(x0, x
∗; x0)− ajFj(x0, x∗; x0)−
N∑
i=j+1
aiFi(x0, x
∗; x0)
ajFj(x0, x
∗; x0) ≤ −
j−1∑
i=1
aiFi(x0, x
∗; x0)−
N∑
i=j+1
aiFi(x0, x
∗; x0). (5.2.10)
Now since ai ∈ (0, 1), then from (5.2.8) and (5.2.10), we get
Fj(x0, x
∗; x0) ≤ 0. (5.2.11)
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Hence, from (5.2.8) and (5.2.11), we get
Fj(x0, x
∗; x0) = 0. (5.2.12)
which implies that x0 = x
∗. Hence x0 ∈
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
.
It follows that
Sol
(
GVLIP
( N∑
i=1
aiFi
))
⊆
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
.
Hence we have
Sol
(
GVLIP
( N∑
i=1
aiFi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
.
For a given r ≥ 0, for each i ∈ {1, 2, ..., N}, we define a mapping JFir : H1 → C as
follows:
JFir (x) =
{
z ∈ C : Fi(y, z; z) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C
}
, ∀x ∈ H1. (5.2.13)
The following lemma is a special case of Lemma 3.1-3.3 due to [101] in real Hilbert
space.
Lemma 5.2.2. For each i ∈ {1, 2, ..., N}, assume that Fi : C × C × C → R satisfying
Assumption 5.2.1. Suppose the mapping JFir : H1 → C be defined as in (5.2.13). Then
the following holds:
(a) JFir (x) 6= ∅ for each x ∈ H1;
(b) JFir is single valued;
(c) JFir is firmly nonexpansive, i.e.,
‖JFir x− J
Fi
r y‖
2 ≤ 〈JFir x− J
Fi
r y, x− y〉, ∀x, y ∈ H1;
(d) Fix(JFir ) = Sol
(
GVLIP
(
Fi
))
;
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(e) Sol
(
GVLIP
(
Fi
))
is closed and convex.
Remark 5.2.1. It is easy to observe that
N∑
i=1
aiFi satisfies Assumption 5.2.1. Further
we observe that Lemma 5.2.2 holds for
N∑
i=1
aiFi. Furthermore, it follows from Lemma
5.2.1 and Lemma 5.2.2 that
Fix
(
J
( N∑
i=1
aiFi
)
r
)
= Sol
(
GVLIP
( N∑
i=1
aiFi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
, ∀ai ∈ (0, 1).
Further, for each i ∈ {1, 2, ..., N}, we assume that Gi : Q × Q × Q → R satisfying
Assumption 5.2.1. For s ≥ 0 and for all w ∈ H2, we define a mapping J
Gi
s : H2 → Q as
follows
JGis (w) =
{
d ∈ Q : Gi(d, e; e) +
1
s
〈e− d, d− w〉 ≥ 0, ∀e ∈ Q
}
. (5.2.14)
Then, we easily observe that JGis is single-valued and firmly nonexpansive such that
JGis (w) 6= ∅ for each w ∈ H2; Sol
(
GVLIP(Gi, Q)
)
is closed and convex and Fix(JGis ) =
Sol
(
GVLIP(Gi, Q)
)
, where Sol
(
GVLIP(Gi, Q)
)
is the solution set of the following prob-
lem:
Find z ∈ Q such that Gi(w, z; z) ≥ 0, ∀w ∈ Q.
Further, we observe that GVLIP(Gi) ⊂ GVLIP(Gi, Q). Furthermore, it is easy to prove
that Ω is closed and convex set. Similarly,
N∑
i=1
biGi satisfies Assumption 5.2.1 and hence,
we observe that
Fix
(
J
( N∑
i=1
biGi
)
r
)
= Sol
(
GVLIP
( N∑
i=1
biGi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Gi
))
, ∀bi ∈ (0, 1).
Finally, we observe that the solution set of CSpGVLIP(5.1.1)-(5.1.2) given by (5.1.3)
can be rewritten as
Ω :=
{
x ∈ C : x ∈
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
and Ax ∈
N⋂
i=1
Sol
(
GVLIP
(
Gi
))}
. (5.2.15)
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5.3 Iterative method
We prove the following strong convergence theorem to find the common solution of
CSpGVLIP(5.1.1)− (5.1.2) and common fixed point problem for a family of generalized
asymptotically nonexpansive nonself mappings {Tk}
∞
k=1.
Theorem 5.3.1. Let H1 and H2 be two real Hilbert spaces and C ⊆ H1 and Q ⊆ H2 be
nonempty, closed and convex subsets. Let A : H1 → H2 be bounded linear operator. For
each i = {1, 2, ..., N}, assume that Fi : C × C × C → R and Gi : Q × Q × Q → R
are trifunctions satisfying Assumption 5.2.1 and Gi is continuous in the first argu-
ment. Let {Tk}
∞
k=1 be a sequence of weakly inward continuous generalized asymptoti-
cally nonexapansive mappings Tk : C → H1 with sequences {µ
(k)
n } and {ν
(k)
n } such that
∞∑
k=1
∞∑
n=1
{µ
(k)
n } < ∞ and
∞∑
k=1
∞∑
n=1
{ν
(k)
n } < ∞ and the interior Γ :=
∞⋂
k=1
Fix(Tk)
⋂
Ω 6= ∅
with ν
(k)
1 = 0. For a given x0 ∈ C arbitrary, let the iterative sequences {un} and {xn}
be generated by

 un = J
F
rn
(xn + γA
∗(JGrn − I)Axn);
xn+1 = αnxn + (1− αn)(PT
∗
n)
mnun
(5.3.1)
where F :=
N∑
i=1
aiFi, G :=
N∑
i=1
biGi, rn ⊂ (0,∞) with lim
n→∞
rn = η > 0, γn ∈ (0, 1/L), L is
the spectral radius of the operator A∗A and A∗ is the adjoint of A and {αn} ⊂ [ǫ, 1− ǫ]
for some ǫ > 0 and T ∗n = Tkn with kn and mn being the solution to the positive integer
equation: n = k + (m− 1)m/2 (m ≥ k, n = 1, 2, ..., ) that is, for each n ≥ 1, there exist
unique kn and mn such that
k1 = 1, k2 = 1, k3 = 2, k4 = 1, k5 = 2, k6 = 3, k7 = 1, k8 = 2, ...;
m1 = 1,m2 = 2,m3 = 2,m4 = 3,m5 = 3,m6 = 3,m7 = 4,m8 = 4, ....
Then {xn} converges strongly to z ∈ Γ, where z = PΓx0.
Proof. Let p ∈ Γ, i.e., p ∈ Ω, we have p = JFrnp and Ap = J
G
rn
Ap. We estimate
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‖un − p‖
2 = ‖JFrn(xn + γA
∗(JGrn − I)Axn)− p‖
2
= ‖JFrn(xn + γA
∗(JGrn − I)Axn)− J
F
rn
p‖2
≤ ‖xn + γA
∗(JGrn − I)Axn − p‖
2
≤ ‖xn − p‖
2 + γ2‖A∗(JGrn − I)Axn‖
2 + 2γ〈xn − p, A
∗(JGrn − I)Axn〉.
Thus, we have
‖un − p‖
2 ≤ ‖xn − p‖
2 + γ2〈(JGrn − I)Axn, AA
∗(JGrn − I)Axn〉
+2γ〈xn − p, A
∗(JGrn − I)Axn〉. (5.3.2)
Since
γ2〈(JGrn − I)Axn, AA
∗(JGrn − I)Axn〉 ≤ Lγ
2〈(JGrn − I)Axn, (J
G
rn
− I)Axn〉
= Lγ2‖(JGrn − I)Axn‖
2, (5.3.3)
2γ〈xn − p, A
∗(JGrn − I)Axn〉
= 2γ〈A(xn − p), (J
G
rn
− I)Axn〉
= 2γ〈A(xn − p) + (J
G
rn
− I)Axn − (J
G
rn
− I)Axn, (J
G
rn
− I)Axn〉
= 2γ
{
〈JGrnAxn − Ap, (J
G
rn
− I)Axn〉 − ‖(J
G
rn
− I)Axn‖
2
}
≤ 2γ
{1
2
‖(JGrn − I)Axn‖
2 − ‖(JGrn − I)Axn‖
2
}
≤ −γ‖(JGrn − I)Axn‖
2. (5.3.4)
Now, using (5.3.3) and (5.3.4) in (5.3.2), we obtain
‖un − p‖
2 ≤ ‖xn − p‖
2 + γ(Lγ − 1)‖(JGirn − I)Axn‖
2. (5.3.5)
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Since γ ∈ (0, 1/L), (5.3.2) and (5.3.5) imply that
‖un − p‖
2 ≤ ‖xn + γA
∗(JGrn − I)Axn − p‖
2 ≤ ‖xn − p‖
2. (5.3.6)
Now, for any p ∈ Γ, we obtain
‖xn+1 − p‖ = ‖αnxn + (1− αn)(PT
∗
n)
mnun − p‖
= ‖αnxn + (1− αn)(PT
∗
n)
mn(un − p)‖
≤ αn‖xn − p‖+ (1− αn)‖(PT
∗
n)
mn(un − p)‖
≤ αn‖xn − p‖+ (1− αn)[(1 + µ
(kn)
mn
)‖un − p‖+ ν
(kn)
mn
]. (5.3.7)
Using (5.3.6) in (5.3.7), we get
‖xn+1 − p‖ ≤ αn‖xn − p‖+ (1− αn)[(1 + µ
(kn)
mn
)‖xn − p‖+ ν
(kn)
mn
]
≤ (1 + µ(kn)mn )‖xn − p‖+ ν
(kn)
mn
. (5.3.8)
Since
∞∑
n=1
µ
(kn)
mn =
∞∑
k=1
∞∑
n=k
µ
(k)
n ≤
∞∑
k=1
∞∑
n=1
µ
(k)
n <∞ and
∞∑
n=1
ν
(kn)
mn =
∞∑
k=1
∞∑
n=k
ν
(k)
n ≤
∞∑
k=1
∞∑
n=1
ν
(k)
n <
∞. So by Lemma 1.2.22, (5.3.8) implies that lim
n→∞
‖xn − p‖ exists. Hence {xn} is
bounded and consequently, we deduce from (5.3.6) and continuity of (PT ∗n)
mn that {un}
and {(PT ∗n)
mnun} are bounded.
Next, using Lemma 1.2.5, we estimate that
‖xn+1 − p‖
2 = ‖αnxn + (1− αn)(PT
∗
n)
mn(un − p)‖
2
= αn‖xn − p‖
2 + (1− αn)‖(PT
∗
n)
mn(un − p)‖
2
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ αn‖xn − p‖
2 + (1− αn)[(1 + µ
(kn)
mn
)‖un − p‖+ ν
(kn)
mn
]2
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ αn‖xn − p‖
2 + (1− αn)[(1 + µ
(kn)
mn
)‖xn − p‖+ ν
(kn)
mn
]2
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
= αn‖xn − p‖
2 + (1− αn)[(1 + µ
(kn)
mn
)2‖xn − p‖
2
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+2ν(kn)mn (1 + µ
(kn)
mn
)‖xn − p‖+ (ν
(kn)
mn
)2]− αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ (1 + µ(kn)mn )
2‖(xn − p)‖
2 + 2ν(kn)mn (1 + µ
(kn)
mn
)‖xn − p‖+ (ν
(kn)
mn
)2
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
= (1 + ξn)‖xn − p‖
2 + ζn − αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ (1 + ξn)‖xn − p‖
2 + ζn, (5.3.9)
where ξn = (µ
(kn)
mn )
2 + 2µ
(kn)
mn , ζn = 2ν
(kn)
mn (1 + µ
(kn)
mn ) sup ‖xn − p‖ + (ν
(kn)
mn )
2, and so
∞∑
n=1
ξ <∞,
∞∑
n=1
ζn <∞. From (1.2.13), we have
φ(q, xn) = φ(xn+1, xn) + φ(q, xn+1) + 2〈xn+1 − q, xn − xn+1〉, ∀q ∈ H1,
which can be rewritten as
〈xn+1 − q, xn − xn+1〉+
1
2
φ(xn+1, xn) =
1
2
(φ(q, xn)− φ(q, xn+1)). (5.3.10)
Further, since the interior of Γ is nonempty, there exist a p ∈ Γ and r > 0 such that
(p+ rh) ∈ Γ whenever h ∈ Γ with ‖h‖ ≤ 1. It follows from (5.3.9) and (5.3.10) that
0 ≤ 〈xn+1 − p, xn − xn+1〉+
1
2
φ(xn+1, xn) +
1
2
(Mξn + ζn) (5.3.11)
for any p ∈ Γ and for some M ≥ 0. Hence, from (p+ rh) ∈ Γ and (5.3.11), we have
0 ≤ 〈xn+1 − (p+ rh), xn − xn+1〉+
1
2
φ(xn+1, xn) + (Mξn + ζn). (5.3.12)
It follows from (5.3.10) and (5.3.12) that
r〈h, xn − xn+1〉 ≤ 〈xn+1 − p, xn − xn+1〉+
1
2
φ(xn+1, xn) +
1
2
(Mξn + ζn)
=
1
2
[φ(p, xn)− φ(p, xn+1)] +
1
2
(Mξn + ζn),
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and hence
〈h, xn − xn+1〉 ≤
1
2r
[φ(p, xn)− φ(p, xn+1)] +
1
2r
(Mξn + ζn).
Since h with ‖h‖ ≤ 1 is arbitrary, we have
‖xn − xn+1‖ ≤
1
2r
(φ(p, xn)− φ(p, xn+1)) +
1
2r
(Mξn + ζn).
So if n > m, then we have that
‖xm − xn‖ ≤
n−1∑
j=m
‖xj − xj+1‖
≤
1
2r
n−1∑
j=m
[φ(p, xj)− φ(p, xj+1)] +
1
2r
n−1∑
j=m
(Mξj + ζj)
=
1
2r
[φ(p, xm)− φ(p, xn)] +
1
2r
n−1∑
j=m
(Mξj + ζj). (5.3.13)
Now, since {φ(p, xn)} converges and
∞∑
n=1
ξn < ∞,
∞∑
n=1
ζn < ∞, then it follows from
(5.3.13) that {xn} is a Cauchy sequence, and hence there exists x
∗ ∈ H1 such that
xn → x
∗ ∈ H1 (n→∞). (5.3.14)
Thus, since C is closed and {xn} ⊂ C, we have x
∗ ∈ C.
Further, it follows from (5.3.9) and ǫ ≤ αn ≤ 1− ǫ for all n ≥ 1, that
ǫ2‖xn − (PT
∗
n)
mnun‖
2 ≤ ‖xn − x
∗‖2 − ‖xn+1 − x∗‖2 + (Mξn + ζn), (5.3.15)
and hence
ǫ2
∞∑
n=1
‖xn − (PT
∗
n)
mnun‖
2 ≤ ‖x1 − x
∗‖2 +
∞∑
n=1
(Mξn + ζn) ≤ ∞. (5.3.16)
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Thus, we obtain
lim
n→∞
‖xn − (PT
∗
n)
mnun‖ = 0. (5.3.17)
Furthermore, we show that ‖xn+1− xn‖ → 0 as n→∞. In fact, it follows from (5.3.15)
that
‖xn+1 − xn‖ = (1− αn)‖(PT
∗
n)
mnun − xn‖. (5.3.18)
Hence, it follows from (5.3.17) that
lim
n→∞
‖xn+1 − xn‖ = 0. (5.3.19)
By induction, for any positive integer p, we also have
‖xn+p − xn‖ → 0 as n→∞. (5.3.20)
Next, we show that ‖un − xn‖ → 0 as n→∞. It follows from Lemma 1.2.5 that
‖xn+1 − p‖
2 = ‖αnxn + (1− αn)(PT
∗
n)
mn(un − p)‖
2
= αn‖xn − p‖
2 + (1− αn)‖(PT
∗
n)
mn(un − p)‖
2
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ αn‖xn − p‖
2 + (1− αn)[(1 + µ
(kn)
mn
)2‖un − p‖
2 + 2ν(kn)mn (1 + µ
(kn)
mn
)‖un − p‖
+(ν(kn)mn )
2]− αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ αn‖xn − p‖
2 + (1− αn)‖un − p‖
2 + (1− αn)((µ
(kn)
mn
)2 + 2µ(kn)mn )‖un − p‖
2
+(1− αn)(ν
(kn)
mn
)2 + 2(1− αn)ν
(kn)
mn
(1 + µ(kn)mn )‖un − p‖
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2. (5.3.21)
Now, using (5.3.5), we get
‖xn+1 − p‖
2 ≤ ‖xn − p‖
2 + (1− αn)γ(Lγ − 1)‖(J
G
rn
− I)Axn‖
2 + (1− αn)((µ
(kn)
mn
)2
+2µ(kn)mn )‖un − p‖
2 + (1− αn)(ν
(kn)
mn
)2 + 2(1− αn)ν
(kn)
mn
(1 + µ(kn)mn )‖un − p‖
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2. (5.3.22)
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Therefore, using the fact ǫ ≤ αn ≤ 1− ǫ, we have
ǫγ(1 − Lγ)‖(JGrn − I)Axn‖
2
≤ (‖xn − p‖
2 − ‖xn+1 − p‖
2) + (1− αn)((µ
(kn)
mn
)2 + 2µ(kn)mn )‖un − p‖
2
+(1− αn)(ν
(kn)
mn
)2 − αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2
≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖
+(1− αn)((µ
(kn)
mn
)2 + 2µ(kn)mn )‖un − p‖
2
+(1− αn)(ν
(kn)
mn
)2 + 2(1− αn)ν
(kn)
mn
(1 + µ(kn)mn )‖un − p‖
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2. (5.3.23)
Since ǫγ(1 − Lγ) ≥ 0, µ
(kn)
mn → 0, ν
(kn)
mn → 0 as n → ∞ and using (5.3.16) and (5.3.18),
we get
lim
n→∞
‖(JGrn − I)Axn‖ = 0. (5.3.24)
Since p ∈ Γ then using firmly nonexpansivity of JFrn and (5.3.6), we estimate
‖un − p‖
2 = ‖JFrn(xn + γA
∗(JGrn − I)Axn)− p‖
2
≤ 〈un − p, xn + γA
∗(JGrn − I)Axn − p〉
=
1
2
{
‖un − p‖
2 + ‖xn + γA
∗(JGrn − I)Axn − p‖
2
−
∥∥(un − p)− [xn + γA∗(JGrn − I)Axn − p]‖2}
=
1
2
{
‖un − p‖
2 + ‖xn − p‖
2 −
∥∥un − xn − γA∗(JGrn − I)Axn‖2}
=
1
2
{
‖un − p‖
2 + ‖xn − p‖
2 −
[
‖un − xn‖
2
+γ2‖A∗(JGrn − I)Axn‖
2 − 2γ〈un − xn, A
∗(JGrn − I)Axn〉
]}
.
Hence, we obtain
‖un − p‖
2 ≤ ‖xn − p‖
2 − ‖un − xn‖
2 + 2γ‖A(un − xn)‖‖(J
G
rn
− I)Axn‖. (5.3.25)
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It follows from (5.3.21), and (5.3.25) that
‖xn+1 − p‖
2 ≤ ‖xn − p‖
2 − (1− αn)‖un − xn‖
2
+2γ(1− αn)‖A(un − xn)‖‖(J
G
rn
− I)Axn‖
+(1− αn)((µ
(kn)
mn
)2 + 2µ(kn)mn )‖un − p‖
2
+(1− αn)(ν
(kn)
mn
)2 + 2(1− αn)ν
(kn)
mn
(1 + µ(kn)mn )‖un − p‖
−αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2,
which implies that
ǫ‖un − xn‖
2 ≤ (‖xn − p‖+ ‖xn+1 − p‖)‖xn − xn+1‖
+2γ(1− αn)‖A(un − xn)‖‖(J
G
rn
− I)Axn‖
+(1− αn)(µ
(kn)
mn
)2 + 2µ(kn)mn )‖un − p‖
2 + (1− αn)(ν
(kn)
mn
)2
+2(1− αn)ν
(kn)
mn
(1 + µ(kn)mn )‖un − p‖ − αn(1− αn)‖xn − (PT
∗
n)
mnun‖
2.
Since µ
(kn)
mn → 0, ν
(kn)
mn → 0 as n → ∞ then using (5.3.17),(5.3.19) and (5.3.24) in the
above inequality, we have
lim
n→∞
‖un − xn‖ = 0. (5.3.26)
Further, it follows from (5.3.17) and (5.3.26) that
‖un − (PT
∗
n)
mnun‖ ≤ ‖un − xn‖+ ‖xn − (PT
∗
n)
mnun‖ → 0 as n→∞. (5.3.27)
Now, for any k ∈ N , we consider the corresponding subsequences {x
(k)
n }n∈Nk of {xn}
and {u
(k)
n }n∈Nk of {un} where Nk = {n ∈ N : n = k + (m − 1)m/2, m ≥ k, m ∈ N}.
For example, by the definition of N1, we have N1 = {1, 2, 4, 7, 11, 16, ...} and k1 = k2 =
k4 = k7 = k11 = k16 = ... = 1. For simplicity, {x
(k)
n }n∈Nk , {u
(k)
n }n∈Nk , {(T
∗
n)
(k)}n∈Nk and
{m
(k)
n }n∈Nk are written as {x
′
n}, {u
′
n}, {T
′
n} and {mn}, respectively. For each n ∈ Nk,
we have
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‖x
′
n − (PT
′
n)x
′
n‖ ≤ ‖x
′
n+1 − x
′
n‖+ ‖x
′
n+1 − (PT
′
n+1)
mn+1u
′
n+1‖
+‖(PT
′
n+1)
mn+1u
′
n+1 − (PT
′
n+1)
mnu
′
n‖
+‖(PT
′
n+1)
mn+1u
′
n − (PT
′
n)x
′
n‖
≤ ‖x
′
n+1 − x
′
n‖+ ‖x
′
n+1 − (PT
′
n+1)
mn+1u
′
n+1‖
+(1 + µ(i)mn+1)‖u
′
n+1 − un
′‖
+ν(k)mn+1 + ‖(PT
′
n+1)
mn+1u
′
n − (PT
′
n)x
′
n‖. (5.3.28)
Note that {mn}n∈Nk = {k, k + 1, k + 2, ...}; µ
(kn)
1 = µ
(k)
1 and T
′
n = Tk = T
′
n+1 whenever
n ∈ Nk. Further, it follows from (5.3.17) and assumption ν
(k)
1 = 0 that, as Nk ∋ n→∞,
‖(PT
′
n+1)
mn+1u
′
n − (PT
′
n)x
′
n‖ = ‖(PT
′
n+1)((PT
′
n+1)
mn+1−1u
′
n)− (PT
′
n)x
′
n‖
≤ (1 + µ
(k)
1 )‖(PT
′
n+1)
mn+1−1u
′
n − x
′
n‖+ ν
(k)
1
≤ (1 + µ
(k)
1 )‖(PT
′
n)
mnu
′
n − x
′
n‖ → 0. (5.3.29)
Since, we can write
‖un+1 − un‖ = ‖un+1 − xn+1 + xn+1 − xn + xn − un‖
≤ ‖un+1 − xn+1‖+ ‖xn+1 − xn‖+ ‖un − xn‖ (5.3.30)
Now using (5.3.19) and (5.3.26) we get
lim
n→∞
‖un+1 − un‖ = 0. (5.3.31)
Then it follows from (5.3.17),(5.3.19),(5.3.20),(5.3.30) and (5.3.31) that
lim
Nk∋n→∞
‖x
′
n − (PT
′
n)x
′
n‖ = 0. (5.3.32)
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That is, for each k ≥ 1, there exists a subsequence {x
(k)
n }n∈Nk of {xn} such that
lim
Nk∋n→∞
‖x(k)n − (PT
∗
n)x
(k)
n ‖ = 0. (5.3.33)
Since (T ∗n)
(k) = Tk as n ∈ Nk, we have, for each k ≥ 1,
lim
Nk∋n→∞
‖x(k)n − (PTk)x
(k)
n ‖ = 0. (5.3.34)
Since for any k ≥ 1, x
(k)
n → x∗ as Nk ∋ n → ∞ and PTk is continuous, it follows from
(5.3.14) that x∗ ∈ Fix(PTk). Further, by Lemma 1.2.6, we have x∗ ∈ Fix(Tk) for each
k ≥ 1. Thus, we have x∗ ∈
∞⋂
k=1
Fix(Tk).
Next, we show that x∗ ∈ Ω.
Since ‖un − xn‖ → 0 as n→∞ and xn → x
∗ so that un → x∗. Now, we first show that
x∗ ∈ Sol
(
GVLIP(F )
)
. Since un = J
F
rn
xn, we have
N∑
i=1
aiFi(y, un; un) +
1
rn
〈y − un, un − xn〉 ≥ 0, ∀y ∈ C.
It follows from generalized relaxed
N∑
i=1
aiαi-monotonicity of
N∑
i=1
aiFi that
1
rn
〈y − un, un − xn〉 ≥ −
N∑
i=1
aiFi(y, un; y) +
N∑
i=1
aiαi(un, y). (5.3.35)
Since xn → x
∗ and un → x∗ then
uni − xni
rn
→ 0. For any 0 < t ≤ 1 and y ∈ C, let
yt = ty + (1− t)x
∗ then yt ∈ C. It follows follows from (5.3.35) that
0 ≥ −
〈
yt − un ,
un − xn
rn
〉
−
N∑
i=1
aiFi(yt, un ; yt) +
N∑
i=1
aiαi(un , yt).
Again, since un → x
∗, we have
0 ≥ −
N∑
i=1
aiFi(yt, x
∗; yt) +
N∑
i=1
aiαi(x
∗, yt). (5.3.36)
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Since
N∑
i=1
aiFi satisfies Assumption 5.2.1, it follows from (5.3.36) that
0 ≤
N∑
i=1
aiFi(yt, x
∗; yt)−
N∑
i=1
aiαi(x
∗, yt)
0 ≤
N∑
i=1
aiFi(ty + (1− t)x
∗, x∗; yt)−
N∑
i=1
aiαi(x
∗, ty + (1− t)x∗)
0 ≤ t
N∑
i=1
aiFi(y, x
∗; yt) + (1− t)
N∑
i=1
aiFi(x
∗, x∗; yt)
−
N∑
i=1
aiαi(x
∗, ty + (1− t)x∗).
Using Assumption 5.2.1(i), we have
0 ≤ t
N∑
i=1
aiFi(y, x
∗; yt)−
N∑
i=1
aiαi(x
∗, ty + (1− t)x∗)
0 ≤
N∑
i=1
aiFi(y, x
∗; yt)−
N∑
i=1
ai
αi(x
∗, ty + (1− t)x∗)
t
Since Fi(y, x
∗; .) is hemicontinuous and letting t→ 0, we have
N∑
i=1
aiFi(y, x
∗; x∗) ≥
N∑
i=1
ai lim
t→0
αi(x
∗, ty + (1− t)x∗)
t
, ∀y ∈ C.
N∑
i=1
aiFi(y, x
∗; x∗) ≥ 0, ∀y ∈ C.
Therefore, x∗ ∈ Sol
(
GVLIP
( N∑
i=1
aiFi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Fi
))
.
Next, we show that Ax∗ ∈
N⋂
i=1
Sol
(
GVLIP
(
Gi
))
. Since xn → x
∗ and A is bounded
linear operator, then Axn → Ax
∗. Setting vn = Axn − JGrnAxn . Then it follows that
from (5.3.24) that lim
n→∞
vn = 0 and Axn − vn = J
G
rn
Axn . Therefore, it follows from
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Lemma 5.2.2 that
N∑
i=1
biGi(Axn − vn , e; e) +
1
rn
〈z − (Axn − vn), (Axn − vn)− Axn〉 ≥ 0, ∀e ∈ Q.
Since Gi is continuous in the first argument and lim
n→∞
rn = η > 0, we have
N∑
i=1
biGi(Ax
∗, e; e) ≥ 0, ∀e ∈ Q,
which implies that Ax∗ ∈ Sol
(
GVLIP
( N∑
i=1
biGi
))
=
N⋂
i=1
Sol
(
GVLIP
(
Gi
))
. Conse-
quently, x∗ ∈ Ω. This completes the proof.
5.4 Consequence
Now, we give the following consequence of Theorem 5.3.1, which finds the common
solution of split general variational-like inequality problem (SPGVLIP)(5.1.4)-(5.1.5)
and common fixed point problem for a family of generalized asymptotically nonexpansive
nonself mappings {Tk}
∞
k=1.
Corollary 5.4.1. Let H1 and H2 be two real Hilbert spaces and C ⊆ H1 and Q ⊆ H2
be nonempty, closed and convex subsets. Let A : H1 → H2 be bounded linear operator.
Assume that F1 : C×C×C → R and G1 : Q×Q×Q→ R are trifunctions satisfying As-
sumption 5.2.1 and G1 is continuous in the first argument. Let {Tk}
∞
k=1 be a sequence of
weakly inward continuous generalized asymptotically nonexapansive mappings Tk : C →
H1 with sequences {µ
(k)
n } and {ν
(k)
n } such that
∞∑
k=1
∞∑
n=1
{µ
(k)
n } <∞ and
∞∑
k=1
∞∑
n=1
{ν
(k)
n } <∞
and the interior Γ :=
∞⋂
k=1
Fix(Tk)
⋂
Sol(SPGVLIP)(5.1.4)−(5.1.5)) 6= ∅ with ν
(k)
1 = 0.
For a given x0 ∈ C arbitrary, let the iterative sequences {un} and {xn} be generated by

 un = J
F1
rn
(xn + γA
∗(JG1rn − I)Axn);
xn+1 = αnxn + (1− αn)(PT
∗
n)
mnun
(5.4.1)
where rn ⊂ (0,∞) with lim
n→∞
rn = η > 0, γn ∈ (0, 1/L), L is the spectral radius of
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the operator A∗A and A∗ is the adjoint of A and {αn} ⊂ [ǫ, 1 − ǫ] for some ǫ > 0
and T ∗n = Tkn with kn and mn being the solution to the positive integer equation: n =
k+ (m− 1)m/2 (m ≥ k, n = 1, 2, ..., ) that is, for each n ≥ 1, there exist unique kn and
mn such that
k1 = 1, k2 = 1, k3 = 2, k4 = 1, k5 = 2, k6 = 3, k7 = 1, k8 = 2, ...;
m1 = 1,m2 = 2,m3 = 2,m4 = 3,m5 = 3,m6 = 3,m7 = 4,m8 = 4, ...
Then {xn} converges strongly to z ∈ Γ, where z = PΓx0.
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Chapter 6
Common solution of a split monotone variational
inclusion, a mixed equilibrium problem and a fixed
point problem for a nonexpansive mapping
6.1 Introduction
In 2011, Moudafi [113] introduced and studied the following split monotone variational
inclusion problem (in short, SPMVIP): Find x
∗ ∈ H1 such that
0 ∈ f(x∗) +M1(x∗), (6.1.1)
and such that
y∗ = Bx∗ ∈ H2 solves 0 ∈ g(y∗) +M2(y∗), (6.1.2)
where f : H1 → H1, g : H2 → H2 be nonlinear single-valued mappings, M1 : H1 → 2
H1 ,
M2 : H2 → 2
H2 are multi-valued maximal monotone mappings and B : H1 → H2 is a
bounded linear operator with its adjoint B∗.
Moudafi [113] introduced and studied the following iterative method for solving Sp-
MVIP(6.1.1)-(6.1.2), which can be seen an important generalization of an iterative
method given by Censor et al. [32] for SPVIP(1.3.7)-(1.3.8): For a given x0 ∈ H1,
compute iterative sequence {xn} generated by the iterative algorithm:
xn+1 = J
M1
λ (I − λf)(xn + γB
∗(JM2λ (I − λg)− I)Bxn),
where γ ∈ (0, 1
L
) with L being the spectral radius of the operator B∗B, JM1λ is defined
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in Definition 1.2.8 for λ > 0.
When looked separately, (6.1.1) is the monotone variational inclusion problem (in short,
MVIP) and we denoted its solution set by Sol(MVIP(6.1.1)). The SPMVIP(6.1.1)-(6.1.2)
constitutes a pair of monotone variational inclusion problems which have to be solved
so that the image y∗ = Bx∗ under a given bounded linear operator B, of the solution
x∗ of MVIP(6.1.1) in H1 is the solution of another MVIP(6.1.2) in another space H2.
We denote the solution set of MVIP(6.1.2) by Sol(MVIP(6.1.2)).
The solution set of SPMVIP(6.1.1)-(6.1.2) is denoted by Sol(SPMVIP(6.1.1)-(6.1.2)) =
{x∗ ∈ H1 : x∗ ∈ Sol(MVIP(6.1.1)) and Bx∗ ∈ Sol(MVIP(6.1.2))}.
If f ≡ 0 and g ≡ 0 then SPMVIP(6.1.1)-(6.1.2) reduces to the following split null point
problem (in short, SPNPP): Find x
∗ ∈ H1 such that
0 ∈M1(x
∗), (6.1.3)
and such that
y∗ = Bx∗ ∈ H2 solves 0 ∈M2(y∗). (6.1.4)
In 2012, Byrne et al. [23] introduced an iterative method and studied the weak and
strong convergence theorems for SPNPP(6.1.3)-(6.1.4). For a given x0 ∈ H1, compute
iterative sequence {xn} generated by the following scheme:
xn+1 = J
M1
λ (xn + γB
∗(JM2λ − I)Bxn), for λ > 0.
Recently, Kazmi and Rizvi [87] introduced and studied an iterative method based on
viscosity approximation method to approximate a common solution of SPNPP(6.1.3)-
(6.1.4) and fixed point problem of a nonexpansive mapping in the framework of real
Hilbert spaces. 
 un = J
M1
λ (xn + γB
∗(JM2λ − I)Bxn),
xn+1 = αnh(xn) + (1− αn)Sun,
where h : H1 → H1 is a contraction mapping and λ > 0.
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Very recently, Sitthithakerngkiet et. al [144] extended the work of Kazmi and Rizvi [87]
and Byrne et al. [23] for SPVIP(6.1.3)-(6.1.4).
Further, it is stressed in [144] that to establish the strong convergence theorem for the
sequences generated by iterative algorithm for SPVIP(1.3.7)-(1.3.8), SPMVIP(6.1.1)-
(6.1.2) need further research affords. As Moudafi notes in [113] that SPMVIP(6.1.1)-
(6.1.2) includes as special cases, SPVIP(1.3.7)-(1.3.8), SPNPP(6.1.3)-(6.1.4), the split
common fixed point problem and split feasibility problem [29, 30, 32]. This formulation
is also at the core of modeling of many inverse problems arising from phase retrieval and
other real-world problems; for instance, in sensor networks in computerized tomography
and data compression; see for example, [21–23, 41, 43, 159]. Therefore, it is worth to
study the iterative methods for SPVIP(1.3.7)-(1.3.8) and SPMVIP(6.1.1)-(6.1.2).
Motivated by the work mentioned above, we investigate an iterative method based on
hybrid iterative method and extragradient iterative method to approximate a common
solution of SPMVIP(6.1.1)-(6.1.2), MEP(2.1.1) and FPP for a nonexpansive mapping.
Further, we establish a strong convergence theorem for the sequences generated by the
proposed iterative algorithm. Furthermore, we derive some consequences from our main
result. Finally, we justify our main result through a numerical example. The iterative
method and result presented here extend and unify the iterative methods and results
due to Nadezhkina and Takahashi [117] and Djafari-Rouhani, Kazmi and Rizvi [48].
6.2 Hybrid-extragradient iterative method
We prove a strong convergence theorem for the sequences generated by an iterative
algorithm based on hybrid-extragradient iterative method which finds the approximate
common solution of SPMVIP(6.1.1)-(6.1.2), mixed equilibrium problem (MEP(2.1.1))
and FPP for a nonexpansive mapping S.
Theorem 6.2.1. Let H1 and H2 are real Hilbert spaces and B : H1 → H2 be a bounded
linear operator with its adjoint operator B∗. Let F : C × C → R be a 2-monotone
bifunction satisfying Assumption 2.2.1 ((i),(iii) and (iv)); let M1 : H1 → 2
H1, M2 : H2 →
2H2 be the multi-valued maximal monotone mappings; let the mappings A : C → H1,
107
f : H1 → H1 and g : H2 → H2 be, respectively, σ, θ1, θ2-inverse strongly monotone
and let S : C → C be a nonexpansive mapping such that Ω = Sol(SPMVIP(6.1.1)-
(6.1.2))
⋂
Sol(MEP(2.1.1))
⋂
Fix(S) 6= ∅. Let the iterative sequences {xn}, {yn}, {ln},
{zn}, {wn} and {un} be generated by the following iterative algorithm:
x0 = x ∈ H1,
yn = J
M1
λ (I − λf)xn, (6.2.1)
ln = J
M2
λ (I − λg)Byn, (6.2.2)
zn = PC [yn + γB
∗(ln − Byn)], (6.2.3)
wn = Trn(I − rnA)zn, (6.2.4)
un = αnxn + (1− αn)STrn(zn − rnAwn), (6.2.5)
Cn = {z ∈ H1 : ‖un − z‖
2 ≤ ‖xn − z‖
2}, (6.2.6)
Qn = {z ∈ H1 : 〈xn − z, x− xn〉 ≥ 0}, (6.2.7)
xn+1 = PCn∩Qnx, (6.2.8)
for n = 1, 2, ..., where {rn} ⊂ [a, b] for some a, b ∈ (0, σ), λ ⊂ [a
′, b′] for some a′, b′ ∈
(0, θ), where θ := min{θ1, θ2} and {αn} ⊂ [0, c] for some c ∈ [0, 1) and γ ∈
(
0,
1
‖B∗‖2
)
.
Then the sequences {xn}, {yn} and {zn} converge strongly to z = PΩx.
We divide the proof of Theorem 6.2.1 into the following propositions.
Proposition 6.2.1. PΩ(x) and {xn} are well defined. Further, the sequences {xn},
{yn}, {ln}, {zn}, {wn}, {tn} and {un} are bounded where tn := Trn(zn − rnAwn).
Proof. First, we show that PΩ(x) is well defined. Since f , g are inverse strongly mono-
tone then JM1λ (I−λf) and J
M2
λ (I−λg) are nonexpansive and hence Sol(MVIP(6.1.1)) =
Fix(JM1λ (I − λf)) and Sol(MVIP(6.1.2))=Fix(J
M2
λ (I − λg)) are closed and convex sets.
Further, it is easy to observe that Sol(SPMVIP(6.1.1)-(6.1.2)) is closed and convex set.
Since A is inverse strongly monotone then Trn(I − rnA) is nonexpansive and hence
Sol(MEP(2.1.1))=Fix(Jrn(I − rnA)) is closed and convex. Since Ω 6= ∅, Ω is closed and
convex set in H1 and thus PΩ(x) is well defined.
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Next, we show that {xn} is well defined. Indeed, let x¯ ∈ Ω then x¯ ∈ Sol(SPMVIP(6.1.1)-
(6.1.2)) and hence x¯ = JM1λ (I − λf)x and Bx¯ = J
M2
λ (I − λg)Bx¯. We estimate
‖yn − x¯‖
2 = ‖JM1λ (xn − λfxn)− J
M1
λ (x¯− λfx¯)‖
2
≤ ‖(xn − x¯)− λ(fxn − fx¯)‖
2
= ‖xn − x¯‖
2 + λ2‖fxn − fx¯‖
2 + 2λ〈xn − x¯, fxn − fx¯〉
≤ ‖xn − x¯‖
2 − λ(2θ1 − λ)‖fxn − fx¯‖
2 (6.2.9)
≤ ‖xn − x¯‖
2; (6.2.10)
‖ln − Bx¯‖
2 = ‖JM2λ (I − λg)Byn − J
M2
λ (I − λg)Bx¯‖
2
≤ ‖Byn − Bx¯‖
2 − λ(2θ2 − λ)‖gByn − gBx¯‖
2 (6.2.11)
≤ ‖Byn − Bx¯‖
2; (6.2.12)
‖zn − x¯‖
2 = ‖PC [yn + γB
∗(ln − Byn)]− x¯‖2
≤ ‖yn + γB
∗(ln − Byn)− x¯)‖2
= ‖yn − x¯‖
2 + ‖γB∗(ln − Byn)‖2 + 2γ〈yn − x¯, B∗(ln − Byn)〉
≤ ‖yn − x¯‖
2 + γ2‖B∗‖2‖ln − Byn‖2
+2γ〈B(yn − x¯) + (ln − Byn)− (ln − Byn), ln − Byn〉
= ‖yn − x¯‖
2 + γ2‖B∗‖2‖ln − Byn‖2 + 2γ
[1
2
‖ln − Bx¯‖
2 +
1
2
‖ln − Byn‖
2
−
1
2
‖Byn − Bx¯‖
2 −
1
2
‖ln − Byn‖
2
]
= ‖yn − x¯‖
2 − γ(1− γ‖B∗‖2)‖ln − Byn‖2 (6.2.13)
≤ ‖yn − x¯‖
2 ≤ ‖xn − x¯‖
2; (6.2.14)
‖wn − x¯‖
2 = ‖Trn(zn − rnAzn)− Trn(x¯− rnAx¯)‖
2
≤ ‖(zn − x¯)− rn(Azn − Ax¯)‖
2
= ‖zn − x¯‖
2 + r2n‖Azn − Ax¯‖
2 + 2rn〈zn − x¯, Azn − Ax¯〉
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≤ ‖zn − x¯‖
2 − rn(2σ − rn)‖Azn − Ax¯‖
2 (6.2.15)
≤ ‖zn − x¯‖
2 ≤ ‖xn − x¯‖
2. (6.2.16)
Now, evidently Qn is closed and convex for every n = 0, 1, 2, ... . Further, since
Cn := {z ∈ H1 : ‖un − xn‖
2 + 2〈un − xn, xn − z〉 ≤ 0} (6.2.17)
then we observe that Cn is closed and convex for every n = 0, 1, 2, ... . Hence Cn ∩ Qn
are closed and convex for all n. Further, we claim that Cn ∩ Qn is nonempty for all n.
For this, it is enough to show that Ω ⊂ Cn
⋂
Qn for every n = 0, 1, 2, ... . Let x¯ ∈ Ω
then x¯ is a solution of MEP(2.1.1) and hence
F (x¯, wn) + 〈Ax¯, wn − x¯〉 ≥ 0, ∀wn ∈ C. (6.2.18)
Applying (2.2.6) with zn − rnAwn and x¯, we have
‖tn − x¯‖
2 ≤ ‖zn − rnAwn − x¯‖
2 − ‖tn − (zn − rnAwn)‖
2 + 2rnF (tn, x¯)
= ‖zn − x¯‖
2 − ‖tn − zn‖
2 + 2rn〈Awn, x¯− tn〉+ 2rnF (tn, x¯)
= ‖zn − x¯‖
2 − ‖tn − zn‖
2 + 2rn
[
〈Awn − Ax¯, x¯− wn〉
+〈Ax¯, x¯− wn〉 − 〈Awn, tn − wn〉
]
+ 2rnF (tn, x¯). (6.2.19)
Since A is σ-inverse strongly monotone, then A is monotone and 1
σ
-Lipschitz continuous.
Using (2.2.4), (6.2.18) and monotonicity of A in (6.2.19), we have
‖tn − x¯‖
2 ≤ ‖zn − x¯‖
2 − ‖tn − zn‖
2 + 2rn〈Awn, wn − tn〉
+2rn
[
F (x¯, wn) + F (tn, x¯)
]
≤ ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 − 2〈zn − wn, wn − tn〉
+2rn〈Awn, wn − tn〉+ 2rn
[
F (x¯, wn) + F (tn, x¯)
]
= ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 − 2〈wn − (zn − rnAzn), tn − wn〉
+2rn〈Azn − Awn, tn − wn〉+ 2rn
[
F (x¯, wn) + F (tn, x¯)
]
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= ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 + 2rn〈Azn − Awn, tn − wn〉
+2rn
[
F (x¯, wn) + F (wn, tn) + F (tn, x¯)
]
.
Now, using Assumption 2.2.1 in the above inequality, we have
‖tn − x¯‖
2 ≤ ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 + 2rn
1
σ
‖zn − wn‖‖tn − wn‖(6.2.20)
≤ ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 + ‖wn − tn‖
2 +
(rn
σ
)2
‖zn − wn‖
2
≤ ‖zn − x¯‖
2 −
(
1−
(rn
σ
)2)
‖zn − wn‖
2. (6.2.21)
Since rn ∈ [a, b], we obtain
‖tn − x¯‖
2 ≤ ‖zn − x¯‖
2 ≤ ‖yn − x¯‖
2 ≤ ‖xn − x¯‖
2. (6.2.22)
Since x¯ ∈ Ω then x¯ = Sx¯ and we have the following
‖un − x¯‖
2 = ‖αnxn + (1− αn)Stn − x¯‖
2
= ‖αn(xn − x¯) + (1− αn)(Stn − x¯)‖
2
= αn‖xn − x¯‖
2 + (1− αn)‖Stn − x¯‖
2 − αn(1− αn)‖Stn − x¯‖
2
≤ αn‖xn − x¯‖
2 + (1− αn)‖Stn − x¯‖
2
≤ αn‖xn − x¯‖
2 + (1− αn)‖tn − x¯‖
2 (6.2.23)
≤ αn‖xn − x¯‖
2 + (1− αn)‖xn − x¯‖
2
= ‖xn − x¯‖
2. (6.2.24)
This implies that x¯ ∈ Cn and hence Ω ⊆ Cn for every n = 0, 1, 2, ... . Further, since
Ω ⊆ C0 and Ω ⊆ Q0 = H1, it follows that Ω ⊂ C0
⋂
Q0 and hence C0
⋂
Q0 is nonempty
closed and convex set. Therefore x1 = PC0
⋂
Q0x is well defined. Now, suppose that
Ω ⊆ Cn−1
⋂
Qn−1 for some n > 1. Let xn = PCn−1
⋂
Qn−1x. Again, since Ω ⊆ Cn and for
any x¯ ∈ Ω, it follows from (1.2.6) that 〈x−xn, xn−x¯〉 = 〈x−PCn−1
⋂
Qn−1x, PCn−1
⋂
Qn−1x−
x¯〉 ≥ 0, and hence x¯ ∈ Qn. Therefore Ω ⊆ Cn
⋂
Qn for every n = 0, 1, 2, ... and hence
xn+1 = PCn
⋂
Qnx is well defined for every n = 0, 1, 2, ... . Thus the sequence {xn} is well
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defined. Let l = PΩx. From xn+1 = PCn
⋂
Qnx and l ∈ Ω ⊂ Cn
⋂
Qn, we have
‖xn+1 − x‖ ≤ ‖l − x‖, (6.2.25)
for every n = 0, 1, 2, ... . Therefore {xn} is bounded. Further, it follows from (6.2.10),
(6.2.12), (6.2.14), (6.2.16), (6.2.22) and (6.2.24) that the sequences {yn}, {ln}, {zn},
{wn}, {tn} and {un} are bounded.
Proposition 6.2.2. lim
n→∞
‖xn+1 − xn‖ = lim
n→∞
‖zn − xn‖ = lim
n→∞
‖un − xn‖ = lim
n→∞
‖xn −
yn‖ = lim
n→∞
‖xn − tn‖ = lim
n→∞
‖Stn − tn‖ = 0.
Proof. It follows from (6.2.7) and (6.2.8) that xn = PQnx, and xn+1 ∈ Cn
⋂
Qn. Hence,
we have
‖xn − x‖ ≤ ‖xn+1 − x‖, (6.2.26)
for every n = 0, 1, 2, ... . Further, it follows from (6.2.25) and (6.2.26) that the sequence
{‖xn − x‖} is monotonically increasing and bounded, and hence convergent. Therefore
lim
n→∞
‖xn − x‖ exists. Now, applying (1.2.7) with xn = PQnx and xn+1 ∈ Qn, we have
‖xn+1 − xn‖
2 ≤ ‖xn+1 − x‖
2 − ‖xn − x‖
2,
for every n = 0, 1, 2, ... . This implies that
lim
n→∞
‖xn+1 − xn‖ = 0. (6.2.27)
Since xn+1 ∈ Cn, it follows from (6.2.17) that
‖un − xn‖
2 ≤ 2〈un − xn, xn+1 − xn〉
≤ 2‖un − xn‖‖xn+1 − xn‖.
Therefore
‖un − xn‖ ≤ 2‖xn+1 − xn‖,
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and hence, using (6.2.27), we have
lim
n→∞
‖un − xn‖ = 0. (6.2.28)
It follows from (6.2.21) and (6.2.23) that
‖zn − wn‖
2 ≤
[
(1− αn)
(
1−
(rn
σ
)2)]−1 (
‖xn − x¯‖
2 − ‖un − x¯‖
2
)
=
[
(1− αn)
(
1−
(rn
σ
)2)]−1
(‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖+ ‖un − x¯‖)
≤
[
(1− αn)
(
1−
(rn
σ
)2)]−1
‖xn − un‖ (‖xn − x¯‖+ ‖un − x¯‖) .
Since {xn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0, therefore above inequality
implies that
lim
n→∞
‖zn − wn‖ = 0. (6.2.29)
By the same arguments used as in (6.2.20), we have
‖tn − x¯‖
2 ≤ ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 +
2rn
σ
‖zn − wn‖‖tn − wn‖
≤ ‖zn − x¯‖
2 − ‖zn − wn‖
2 − ‖wn − tn‖
2 + ‖zn − wn‖
2
+
(rn
σ
)2
‖tn − wn‖
2
= ‖zn − x¯‖
2 −
[
1−
(rn
σ
)2]
‖wn − tn‖
2.
≤ ‖xn − x¯‖
2 −
[
1−
(rn
σ
)2]
‖wn − tn‖
2. (6.2.30)
Further, using (6.2.30) in (6.2.23), we have
‖un − x¯‖
2 ≤ ‖xn − x¯‖
2 − (1− αn)
(
1−
(rn
σ
)2)
‖wn − tn‖
2,
which implies that
‖tn − wn‖
2 ≤
[
(1− αn)
(
1−
(rn
σ
)2)]−1 (
‖xn − x¯‖
2 − ‖un − x¯‖
2
)
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=[
(1− αn)
(
1−
(rn
σ
)2)]−1
(‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖+ ‖un − x¯‖)
≤
[
(1− αn)
(
1−
(rn
σ
)2)]−1
(‖xn − x¯‖+ ‖un − x¯‖) ‖xn − un‖. (6.2.31)
Again, since {xn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0, therefore (6.2.31)
implies that
lim
n→∞
‖tn − wn‖ = 0. (6.2.32)
Next, it follows from (6.2.9), (6.2.22) and (6.2.23) that
‖un − x¯‖
2 ≤ ‖xn − x¯‖
2 − (1− αn)λ(2θ1 − λ)‖fxn − fx¯‖
2,
which implies that
‖fxn − fx¯‖
2 ≤ [(1− αn)λ (2θ1 − λ)]
−1 (‖xn − x¯‖2 − ‖un − x¯‖2)
= [(1− αn)λ (2θ1 − λ)]
−1 (‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖+ ‖un − x¯‖)
≤ [(1− αn)λ (2θ1 − λ)]
−1 (‖xn − x¯‖+ ‖un − x¯‖) ‖xn − un‖. (6.2.33)
Since {xn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0, therefore (6.2.33) implies
that
lim
n→∞
‖fxn − fx¯‖ = 0. (6.2.34)
Further, it follows from (6.2.13), (6.2.22) and (6.2.23) that
‖un − x¯‖
2 ≤ ‖xn − x¯‖
2 − (1− αn)γ(1− γ‖B
∗‖2)‖ln − Byn‖2,
which implies that
‖ln − Byn‖
2 ≤
[
(1− αn)γ(1− γ‖B
∗‖2)
]−1 (
‖xn − x¯‖
2 − ‖un − x¯‖
2
)
=
[
(1− αn)γ(1− γ‖B
∗‖2)
]−1
(‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖
+‖un − x¯‖)
≤
[
(1− αn)γ(1− γ‖B
∗‖2)
]−1
(‖xn − x¯‖+ ‖un − x¯‖) ‖xn − un‖.(6.2.35)
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Since {xn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0, therefore (6.2.35) implies
that
lim
n→∞
‖ln − Byn‖ = 0. (6.2.36)
Next, the inequality (6.2.11), i.e.,
‖ln − Bx¯‖
2 ≤ ‖Byn − Bx¯‖
2 − λ(2θ2 − λ)‖gByn − gBx¯‖
2,
implies that
‖gByn − gBx¯‖
2 ≤ [λ(2θ2 − λ)]
−1 (‖Byn − Bx¯‖2 − ‖ln − Bx¯‖2)
= [λ(2θ2 − λ)]
−1 (‖Byn − Bx¯‖ − ‖ln − Bx¯‖) (‖Byn − Bx¯‖2
+‖ln − Bx¯‖)
≤ [λ(2θ2 − λ)]
−1 (‖Byn − x¯‖+ ‖ln − Bx¯‖) ‖Byn − ln‖. (6.2.37)
Since {yn} and {ln} are bounded and lim
n→∞
‖ln − Byn‖ = 0, therefore (6.2.37) implies
that
lim
n→∞
‖gByn − gBx¯‖ = 0. (6.2.38)
Next, by using the firmly nonexpansivity of JM1λ and arguments used in (6.2.10), we
estimate
‖yn − x¯‖
2 = ‖JM1λ (I − λf)xn − J
M1
λ (I − λf)x¯)‖
2
≤ 〈(I − λf)xn − (I − λf)x¯, yn − x¯〉
=
1
2
[
‖(I − λf)xn − (I − λf)x¯‖
2 + ‖yn − x¯‖
2 − ‖xn − yn − λ(fxn − fx¯)‖
2
]
≤
1
2
[
‖xn − x¯‖
2 + ‖yn − x¯‖
2 − ‖xn − yn‖
2 + 2λ〈xn − yn, fxn − fx¯〉
−λ2‖fxn − fx¯‖
2
]
≤
1
2
[
‖xn − x¯‖
2 + ‖yn − x¯‖
2 − ‖xn − yn‖
2 + 2λ‖xn − yn‖‖fxn − fx¯‖
]
,
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which in turns yields
‖yn − x¯‖
2 ≤ ‖xn − x¯‖
2 − ‖xn − yn‖
2 + 2λ‖xn − yn‖‖fxn − fx¯‖. (6.2.39)
It follows from (6.2.22), (6.2.23) and (6.2.39) that
‖un − x¯‖
2 ≤ ‖xn − x¯‖
2 − (1− αn)‖xn − yn‖
2 + 2λ‖xn − yn‖‖fxn − fx¯‖,
which implies that
‖xn − yn‖
2 ≤ (1− αn)
−1 [‖xn − x¯‖2 − ‖un − x¯‖2 − 2λ(1− αn)‖xn − yn‖‖fxn − fx¯‖]
= (1− αn)
−1[ (‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖+ ‖un − x¯‖)
−2λ(1− αn)‖xn − yn‖‖fxn − fx¯‖
]
≤ (1− αn)
−1[ (‖xn − x¯‖+ ‖un − x¯‖) ‖xn − un‖
−2λ(1− αn)‖xn − yn‖‖fxn − fx¯‖
]
. (6.2.40)
Since {xn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0 and lim
n→∞
‖fxn − fx¯‖ = 0,
therefore (6.2.40) implies that
lim
n→∞
‖xn − yn‖ = 0. (6.2.41)
Further, using the firmly nonexpansivity of PC , we estimate
‖zn − x¯‖
2 = ‖PC [yn + γB
∗(ln − Byn)]− x¯‖2
≤ 〈yn + γB
∗(ln − Byn)− x¯, zn − x¯〉
=
1
2
[
‖(yn − x¯) + γB
∗(ln − Byn)‖2 + ‖zn − x¯‖2
−‖yn + γB
∗(ln − Byn)− x¯− zn + x¯‖2
]
=
1
2
[
‖yn − x¯‖
2 + ‖zn − x¯‖
2 + ‖γB∗(ln − Byn)‖2
+2γ〈Byn − Bx¯, ln − Byn〉 − ‖(yn − zn) + γB
∗(ln − Byn)‖2
]
≤
1
2
[
‖yn − x¯‖
2 + ‖zn − x¯‖
2 + ‖γB∗(ln − Byn)‖2
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+2γ‖Byn − Bx¯‖‖ln − Byn‖ − ‖yn − zn‖
2
−‖γB∗(ln − Byn)‖2 − 2γ〈yn − zn, B∗(ln − Byn)〉
]
,
which in turns yields
‖zn − x¯‖
2 ≤ ‖yn − x¯‖
2 − ‖yn − zn‖
2 + 2γ‖Byn − Bx¯‖‖ln − Byn‖
+2γ‖yn − zn‖‖B
∗‖‖ln − Byn‖
≤ ‖yn − x¯‖
2 − ‖yn − zn‖
2 + 2γ‖ln − Byn‖(‖Byn − Bx¯‖
+‖B∗‖‖yn − zn‖) (6.2.42)
It follows from (6.2.22), (6.2.23) and (6.2.42) that
‖un − x¯‖
2 ≤ ‖xn − x¯‖
2 − (1− αn)‖yn − zn‖
2
+2γ(1− αn)[‖ln − Byn‖(‖Byn − Bx¯‖+ ‖B
∗‖‖yn − zn‖)],
which implies that
‖yn − zn‖
2 ≤ (1− αn)
−1[‖xn − x¯‖2 − ‖un − x¯‖2
+2γ(1− αn)‖ln − Byn‖(‖Byn − Bx¯‖+ ‖B
∗‖‖yn − zn‖)
]
= (1− αn)
−1[ (‖xn − x¯‖ − ‖un − x¯‖) (‖xn − x¯‖+ ‖un − x¯‖)
+2γ(1− αn)‖ln − Byn‖(‖Byn − Bx¯‖+ ‖B
∗‖‖yn − zn‖)
]
≤ (1− αn)
−1[ (‖xn − x¯‖+ ‖un − x¯‖) ‖xn − un‖
+2γ(1− αn)‖ln − Byn‖(‖Byn − Bx¯‖+ ‖B
∗‖‖yn − zn‖)
]
.(6.2.43)
Since {xn}, {yn}, {zn} and {un} are bounded and lim
n→∞
‖un − xn‖ = 0, and lim
n→∞
‖ln −
Byn‖ = 0, therefore (6.2.43) implies that
lim
n→∞
‖yn − zn‖ = 0. (6.2.44)
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Since
‖xn − zn‖ ≤ ‖xn − yn‖+ ‖yn − zn‖,
then using (6.2.41) and (6.2.44), we have
lim
n→∞
‖xn − zn‖ = 0. (6.2.45)
Since
‖wn − xn‖ ≤ ‖wn − zn‖+ ‖zn − xn‖,
then using (6.2.29) and (6.2.45), we have
lim
n→∞
‖wn − xn‖ = 0. (6.2.46)
Since
‖tn − xn‖ ≤ ‖tn − wn‖+ ‖wn − xn‖,
then using (6.2.32) and (6.2.46), we have
lim
n→∞
‖tn − xn‖ = 0. (6.2.47)
Next, we show that lim
n→∞
‖Stn − tn‖ = 0. Since zn = αnxn + (1− αn)Stn, therefore
zn − xn = αnxn + (1− αn)Stn − xn
= (1− αn)Stn − xn,
which implies that
(1− αn)‖Stn − xn‖ ≤ ‖zn − xn‖.
Since αn ∈ [0, c] and c ∈ [0, 1), it follows from above inequality that
(1− c)‖Stn − xn‖ ≤ (1− αn)‖Stn − xn‖
≤ ‖zn − xn‖.
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Since lim
n→∞
‖zn − xn‖ = 0, we have
lim
n→∞
‖Stn − xn‖ = 0.
Further, it follows from
‖Stn − tn‖ ≤ ‖Stn − xn‖+ ‖xn − tn‖,
lim
n→∞
‖Stn − xn‖ = 0 and lim
n→∞
‖xn − tn‖ = 0 that
lim
n→∞
‖Stn − tn‖ = 0. (6.2.48)
Proposition 6.2.3. The weak limit of weakly convergent sequence of {xn} belongs to
Ω.
Proof. Since {xn} is bounded, there exists a subsequence {xnk} of {xn} such that xnk ⇀
xˆ, say. It follows from (6.2.41) and (6.2.47) that the sequences {xn}, {yn} and {tn} have
the same asymptotic behavior, therefore there exist subsequences {ynk} of {yn} and
{tnk} of {tn} such that ynk ⇀ xˆ and tnk ⇀ xˆ.
Now, we show that xˆ ∈ Fix(S). On contrary, we assume that xˆ /∈ Fix(S). Since Sxˆ 6= xˆ,
then from Opial’s condition (1.2.10) and (6.2.24), we have
lim inf
k→∞
‖tnk − xˆ‖ < lim inf
k→∞
‖tnk − Sxˆ‖
≤ lim inf
k→∞
{
‖tnk − Stnk‖+ ‖Stnk − Sxˆ‖
}
≤ lim inf
k→∞
‖tnk − xˆ‖,
which is a contradiction. Thus, xˆ ∈ Fix(S). On the other hand ynk = J
M1
λ (xnk−λf(xnk))
can be rewritten as
(xnk − ynk)− λf(xnk)
λ
∈M1ynk . (6.2.49)
By passing to the limit k →∞ in (6.2.49) and by taking account (6.2.41) and the fact
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that f is 1
θ1
-Lipschitz continuous and the graph of maximal monotone operator is weakly-
strongly closed, we obtain 0 ∈M1(xˆ) + f(xˆ), i.e., xˆ ∈ Sol(MVIP(6.1.1)). Further, again
since {xn} and {yn} have the same asymptotical behavior, {Byn} weakly converges to
Bxˆ. By (6.2.36) and the fact that the mapping JM2λ (I−λg) is nonexpansive and Lemma
1.2.2 that 0 ∈M2(Bxˆ) + g(Bxˆ), i.e., Bxˆ ∈ Sol(MVIP(6.1.2)).
Next, we show xˆ ∈ Sol(MEP(2.1.1)). The relation wn = Trn(zn − rnAzn) implies
F (wn, y) + 〈Azn, y − wn〉+
1
rn
〈y − wn, wn − zn〉 ≥ 0, ∀y ∈ C.
Since F is monotone, the above inequality implies
〈Azn, y − wn〉+
1
rn
〈y − wn, wn − zn〉 ≥ F (y, wn), ∀y ∈ C.
Hence,
〈Aznk , y − wnk〉+
〈
y − wnk ,
wnk − znk
rnk
〉
≥ F (y, wnk), ∀y ∈ C. (6.2.50)
For t with 0 < t ≤ 1, let yt = ty + (1− t)xˆ ∈ C. So, from (6.2.50), we have
〈yt − wnk , Ayt〉 ≥ 〈yt − wnk , Ayt〉 − 〈yt − wnk , Aznk〉
−
〈
yt − wnk ,
wnk − znk
rnk
〉
+ F (yt, wnk)
= 〈yt − wnk , Ayt − Awnk〉+ 〈yt − wnk , Awnk − Aznk〉
−
〈
yt − wnk ,
wnk − znk
rnk
〉
+ F (yt, wnk).
Since lim
k→∞
‖wnk−znk‖ = 0 and A is Lipschitz continuous, we have lim
k→∞
‖Awnk−Aznk‖ =
0. Further, from the monotonicity of A and the convexity and lower semicontinuity of
F ,
wnk − znk
rnk
→ 0 and wnk ⇀ xˆ, we have
〈yt − xˆ, Ayt〉 ≥ F (yt, xˆ), (6.2.51)
as k →∞.
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Furthermore, we have
0 ≤ F (yt, yt)
≤ tF (yt, y) + (1− t)F (yt, xˆ)
≤ tF (yt, y) + (1− t)〈yt − xˆ, Ayt〉
= tF (yt, y) + (1− t)t〈y − xˆ, Ayt〉
and hence
0 ≤ F (yt, y) + (1− t)〈y − xˆ, Ayt〉.
Letting t→ 0+ then, for each y ∈ C, we have
F (xˆ, y) + 〈y − xˆ, Axˆ〉 ≥ 0.
This implies that xˆ ∈ Sol(MEP(2.1.1)). Hence xˆ ∈ Ω.
Proof of Theorem 3.1:
Proof. It follows from l = PΩx, xˆ ∈ Ω, (6.2.25) and (6.2.26) we have
‖l − x‖ ≤ ‖xˆ− x‖ ≤ lim inf
k→∞
‖xnk − x‖ ≤ lim sup
k→∞
‖xnk − x‖ ≤ ‖l − x‖.
Thus, we have lim
k→∞
‖xnk − x‖ = ‖xˆ− x‖.
Since xnk−x ⇀ xˆ−x and from Kadec-Klee property of Hilbert space, we have xnk−x→
xˆ−x and hence xnk → xˆ. Since xn = PQnx and l ∈ Ω ⊂ Cn
⋂
Qn ⊂ Qn, on using (6.2.7),
we have
−‖l − xnk‖
2 = 〈l − xnk , xnk − x〉+ 〈l − xnk , x− l〉 ≥ 〈l − xnk , x− l〉.
As k → ∞, we obtain −‖l − xˆ‖2 ≥ 〈l − xˆ, x − l〉 ≥ 0 by l = PΩx and xˆ ∈ Ω. Hence
we have xˆ = l. This implies that xn → l. It is easy to see un → l, yn → l, zn → l and
tn → l. This completes the proof.
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6.3 Consequences
We derive some consequences from Theorem 6.2.1. First, we derive the following strong
convergence theorem for the sequences generated by an iterative algorithm which finds
the approximate common solution of (SPVIP(1.3.7)-(1.3.8)), mixed equilibrium problem
(MEP(2.1.1)) and FPP for a nonexpansive mapping S.
Corollary 6.3.1. Let H1 and H2 are real Hilbert spaces and B : H1 → H2 be a bounded
linear operator with its adjoint operator B∗. Let F : C×C → R be a 2-monotone bifunc-
tion satisfying Assumption 2.2.1 ((i),(iii) and (iv)); and let the mappings A : C → H1,
f : H1 → H1 and g : H2 → H2 be respectively, σ, θ1, θ2-inverse strongly monotone
and let S : C → C be a nonexpansive mapping such that Ω = Sol(SPVIP(1.3.7)-
(1.3.8))
⋂
Sol(MEP(2.1.1))
⋂
Fix(S) 6= ∅. Let the iterative sequences {xn}, {yn}, {ln},
{zn}, {wn} and {un} be generated by the following iterative algorithm:
x0 = x ∈ H1,
yn = PC(I − λf)xn,
ln = PC(I − λg)Byn,
zn = PC [yn + γB
∗(ln − Byn)],
wn = Trn(I − rnA)zn,
un = αnxn + (1− αn)STrn(zn − rnAwn),
Cn = {z ∈ H1 : ‖un − z‖
2 ≤ ‖xn − z‖
2},
Qn = {z ∈ H1 : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
for n = 1, 2, ..., where {rn} ⊂ [a, b] for some a, b ∈ (0, σ), λ ⊂ [a
′, b′] for some a′, b′ ∈
(0, θ), where θ := min{θ1, θ2} and {αn} ⊂ [0, c] for some c ∈ [0, 1) and γ ∈
(
0,
1
‖B∗‖2
)
.
Then the sequences {xn}, {yn} and {zn} converge strongly to z = PΩx.
Proof. Take M1 = ∂IC and M2 = ∂IQ in Theorem 6.2.1.
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Finally, we derive the following strong convergence theorem for the sequences generated
by an iterative algorithm which finds the approximate common solution of (SPNPP(6.1.3)-
(6.1.4)), mixed equilibrium problem (MEP(2.1.1)) and FPP for a nonexpansive mapping
S.
Corollary 6.3.2. Let H1 and H2 are real Hilbert spaces and B : H1 → H2 be a bounded
linear operator with its adjoint operator B∗. Let F : C × C → R be a 2-monotone
bifunction satisfying Assumption 2.2.1 ((i),(iii) and (iv)); let M1 : H1 → 2
H1, M2 : H2 →
2H2 be the multi-valued maximal monotone mappings; and let the mapping A : C → H1
be σ-inverse strongly monotone and let S : C → C be a nonexpansive mapping such
that Ω = Sol(SPNPP(6.1.3)-(6.1.4))
⋂
Sol(MEP(2.1.1))
⋂
Fix(S) 6= ∅. Let the iterative
sequences {xn}, {yn}, {ln}, {zn}, {wn} and {un} be generated by the following iterative
algorithm:
x0 = x ∈ H1,
yn = J
M1
λ xn,
ln = J
M2
λ Byn,
zn = PC [yn + γB
∗(ln − Byn)],
wn = Trn(I − rnA)zn,
un = αnxn + (1− αn)STrn(zn − rnAwn),
Cn = {z ∈ H1 : ‖un − z‖
2 ≤ ‖xn − z‖
2},
Qn = {z ∈ H1 : 〈xn − z, x− xn〉 ≥ 0},
xn+1 = PCn
⋂
Qnx,
for n = 1, 2, ..., where {rn} ⊂ [a, b] for some a, b ∈ (0, σ), λ ⊂ [a
′, b′] for some a′, b′ ∈
(0, θ), where θ := min{θ1, θ2} and {αn} ⊂ [0, c] for some c ∈ [0, 1) and γ ∈
(
0,
1
‖B∗‖2
)
.
Then the sequences {xn}, {yn} and {zn} converge strongly to z = PΩx.
Proof. Take f = 0 and g = 0 in Theorem 6.2.1.
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6.4 Numerical example
Now, we give a numerical example which justify Theorem 6.2.1.
Example 6.4.1. Let H1 = H2 = R with the inner product defined by 〈x, y〉 = xy, ∀x, y ∈
R, and induced norm | · |. Let C = [0, 1] and Q = (−∞, 0]; let F : C × C → R be a
bifunction defined by F (x, y) = x(y − x), ∀x, y ∈ C; let M1,M2 : R → R be defined
by M1(x) = 2x and M2(x) = 4x, ∀x ∈ R; let the mappings A : C → R, B : R → R
and S : C → C be defined by A(x) = 2x, B(x) = −2x and S(x) = x, ∀x ∈ R and let
f : R → R and g : R → R be defined by f(x) = 0, ∀x ∈ R and g(y) = 0, ∀y ∈ H2.
Then it is easy to prove that F is a bifunction and satisfying Assumption 2.2.1 and
Assumption 2.2.2; M1,M2 are maximal monotone; A is
1
2
-inverse strongly monotone;
S is nonexpansive and B is a bounded linear operator with its adjoint B∗ such that
‖B‖ = ‖B∗‖ = 2. The iterative sequences {xn}, {yn} {ln}, {zn}, {wn}, {un} generated
by (6.2.1)-(6.2.8) are then reduced to the following iterative schemes:
yn =
(
1
3
)
xn; ln =
(
1
4
)
yn;
zn =


0, if x < 0,
1, if x > 1,
[yn − 0.4(ln + 2yn)] otherwise;
wn =
(
−1
2
)
zn; un =
(
1
n+ 1
)
xn −
4
3
(
1−
1
n+ 1
)
wn
Cn =
[
un + xn
2
,∞
)
, Qn = [xn,∞);
xn+1 = PCn
⋂
Qnx,
where αn =
1
n+1
and rn = 1. Then {xn} converges strongly to 0 ∈ Ω = {0}.
Next, using the software Matlab 7.0, we have the following Figures 6.4.1-6.4.2 which
show that {xn} converges strongly to 0.
124
0 10 20 30 40 50
−0.8
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
x
(n
+
1
)
No. of iteration for the initial values x(0}=−1
Figure 6.4.1: Convergence of {xn}
.
0 10 20 30 40 50
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
x
(n
+
1
)
No. of iteration for the initial values x(0}=1
Figure 6.4.2: Convergence of {xn}
.
125
126
Chapter 7
Common solution of a split equality monotone
variational inclusion problem, a split equality
generalized equilibrium problem and a split equality
common fixed point problem
7.1 Introduction
Throughout the chapter unless otherwise stated, let H1, H2 and H3 be real Hilbert
spaces and their inner products and induced norms are respectively denoted by the
notations 〈·, ·〉 and ‖ · ‖. Let C and Q be nonempty, closed and convex subsets of H1
and H2, respectively.
Recently Moudafi [114] introduced and studied the split equality problem (in short,
SpEP) which is defined as follows: Find
x∗ ∈ C, y∗ ∈ Q such that Ax∗ = By∗, (7.1.1)
where A : H1 → H3, B : H2 → H3 are two bounded linear operators. This allows
asymmetric and partial relations between the variables x and y. If we set H3 = H2
and B = I, identity operator on H2, then SpEP(7.1.1) is reduced to the split feasibility
problem (in short, SpFP): Find a point
x ∈ C such that Ax ∈ Q. (7.1.2)
The SpFP(7.1.2) in finite dimensional Hilbert space was first introduced by Censor and
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Elfving [30] for modeling inverse problem which arise from retrievals and in medical
image reconstruction [21]. Very recently, Ma et al. [99] introduced and studied the split
equality equilibrium problem (in short, SpEEP): Find x
∗ ∈ C and y∗ ∈ Q such that
F (x∗, x) + φ(x)− φ(x∗) ≥ 0, ∀x ∈ C, (7.1.3)
G(y∗, y) + ψ(y)− ψ(y∗) ≥ 0, ∀y ∈ Q (7.1.4)
and Ax∗ = By∗,
where F : C ×C → R and G : Q×Q→ R are nonlinear bifunctions; A : H1 → H3 and
B : H2 → H3 are bounded linear operators and φ : C → R∪{+∞}, ψ : Q→ R∪{+∞}
are proper lower semi continuous and convex functions. If we set H3 = H2 and B = I
then SpEEP(7.1.3)-(7.1.4) is reduced to the scalar version of the split vector equilibrium
problem studied by Kazmi et al. [88].
We introduce the following split equality generalized equilibrium problem (in short,
SpEGEP): Find x
∗ ∈ C and y∗ ∈ Q such that
F (x∗, x) + φ(x, x∗)− φ(x∗, x∗) ≥ 0, ∀x ∈ C, (7.1.5)
G(y∗, y) + ψ(y, y∗)− ψ(y∗, y∗) ≥ 0, ∀y ∈ Q (7.1.6)
and Ax∗ = By∗.
Solution set of SpEGEP(7.1.5)-(7.1.6) is denoted by Sol(SpEGEP(7.1.5)-(7.1.6))={(x
∗, y∗)
∈ H1×H2 : x
∗ ∈ Sol(GEP(7.1.5)), y∗ ∈ Sol(GEP(7.1.6)) andAx∗ = By∗}. SpEGEP(7.1.5)-
(7.1.6) generalizes SpEEP(7.1.3)-(7.1.4) [99] and split equilibrium problem [17,85].
Further, we introduce the following split equality monotone variational inclusion prob-
lem (in short, SpEMVIP): Find x
∗ ∈ H1, y∗ ∈ H2 such that
0 ∈ U(x∗) +M(x∗), (7.1.7)
0 ∈ V (y∗) +N(y∗), (7.1.8)
and Ax∗ = By∗.
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whereM : H1 → 2
H1 and N : H2 → 2
H2 are multi-valued maximal monotone mappings.
Solution set of SpEMVIP(7.1.7)-(7.1.8) is denoted by Sol(SpEMVIP(7.1.7)-(7.1.8)). SpE
MVIP(7.1.7)-(7.1.8) generalizes SPMVIP(6.1.1)-(6.1.2).
If we set U = 0 and V = 0, then SpEMVIP(7.1.7)-(7.1.8) reduced to the following
problem: Find x∗ ∈ H1 and y∗ ∈ H2 such that
0 ∈M(x∗), (7.1.9)
0 ∈ N(y∗), (7.1.10)
and Ax∗ = By∗.
Problem (7.1.9)-(7.1.10) is called the split equality null point problem (in short, SpENPP)
which appears to be new. Solution set of SpENPP(7.1.9)-(7.1.10) is denoted by Sol(SpEN
PP(7.1.9)-(7.1.10)). SpENPP(7.1.9)-(7.1.10) generalizes SPNPP(6.1.3)-(6.1.4) studied
by [23,87].
Let {Ri}
∞
i=1 : C → C and {Ti}
∞
i=1 : Q→ Q be countable families of nonlinear mappings
then we consider the following fixed point problem: Find (x∗, y∗) ∈ C ×Q such that
x∗ ∈
∞⋂
i=1
Fix(Ri), y
∗ ∈
∞⋂
i=1
Fix(Ti) and Ax
∗ = By∗. (7.1.11)
Problem (7.1.11) is called split equality common fixed point problem (in short, SpECFPP)
and its solution set is denoted by Ω.
Very recently, Zhao and He [166] introduced and studied an viscosity iterative method
and proved a strong convergence of theorem for SpECFPP(7.1.11) for two directed op-
erators.
Motivated by the work mentioned above and on going research in this direction, we intro-
duce and study a viscosity iterative method for SpEMVIP(7.1.7)-(7.1.8), SpEGEP(7.1.5)-
(7.1.6) and SpECFPP(7.1.11) for the two families of nonexpansive mappings and prove a
strong convergence of proposed algorithm to find the common solution of SpEMVIP(7.1.7)-
(7.1.8), SpEGEP(7.1.5)-(7.1.6) and SpECFPP(7.1.11) which is also a solution of a system
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of variational inequality problems. Further, we derive a consequence from the main re-
sult. The result presented here unifies some known results in the literature, see for
instance, [99].
7.2 Preliminaries
We have the following assumption.
Assumption 7.2.1. Let φ : C × C → R satisfy the following conditions:
(i) φ(·, ·) is weakly continuous and φ(.·, y) is convex;
(ii) φ is skew-symmetric.
Now, we recall the following lemma.
Lemma 7.2.1. [50] Let C be a nonempty closed and convex subset of a Hilbert space
H1. Let F be a bifunction from C × C to R , φ : C × C → R satisfying Assumption
2.2.1 and Assumption 7.2.1. For r ≥ 0 and x ∈ H1 define a mapping T
F
r : H1 → C as
follows:
T Fr x =
{
z ∈ C : F (z, y) + φ(y, z)− φ(z, z) +
1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C
}
. (7.2.1)
Then
(i) For each x ∈ H1, T
F
r (x) 6= ∅;
(ii) T Fr is single-valued;
(iii) T Fr is firmly nonexpansive, that is, ∀x, y ∈ H1,
‖T Fr x− T
F
r y‖
2 ≤ 〈T Fr x− T
F
r y, x− y〉;
(iv) Fix(T Fr ) = Sol(GEP(7.1.5));
(v) Sol(GEP(7.1.5)) is closed and convex.
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Assume that G : Q × Q → R, ψ : Q × Q → R satisfying Assumption 2.2.1 and
Assumption 7.2.1, for s ≥ 0 and u ∈ H2, define a mapping T
G
s : H2 → Q as follows
TGs u =
{
v ∈ Q : G(v, w) + ψ(w, v)− ψ(v, v) +
1
s
〈w − v, v − u〉 ≥ 0, ∀w ∈ Q
}
.
(7.2.2)
Then it follows from Lemma 7.2.1 that TGs satisfies (i)-(v) of Lemma 7.2.1, and Fix(T
G
s ) =
Sol(GEP(7.1.6)).
7.3 Strong convergence theorem
We prove a strong convergence theorem to find the common solution of SpEMVIP(7.1.7)-
(7.1.8), SpEGEP(7.1.5)-(7.1.6) and SpECFPP (7.1.11) for the two families of nonexpan-
sive mappings which is also a solution of a system of variational inequality problems.
Theorem 7.3.1. Let H1, H2 and H3 be real Hilbert spaces, C ⊆ H1 and Q ⊆ H2 be
nonempty closed and convex sets. Assume that F : C × C → R, G : Q × Q → R
and φ : C × C → R, ψ : Q × Q → R are bifunctions satisfying Assumption 2.2.1 and
Assumption 7.2.1. Let the mappings f : C → C and g : Q → Q be contraction with
constants β1, β2 ∈ [0, 1). Let A : H1 → H3, B : H2 → H3 be two bounded linear operators.
Let U : C → H1 be an γ-inverse strongly monotone mapping and let M : H1 → 2
H1
be a maximal monotone mapping. Let V : Q → H2 be an η-inverse strongly monotone
mapping and let N : H2 → 2
H2 be a maximal monotone mapping. Let (x1, y1) ∈ C ×Q
and the iteration scheme {(xn, yn)} be defined as follows:


F (un, u) + φ(u, un)− φ(un, un) +
1
sn
〈
u− un, un − J
M
rn
(xn − rnUxn)
〉
≥ 0, ∀u ∈ C;
G(vn, v) + ψ(v, vn)− ψ(vn, vn) +
1
sn
〈
v − vn, vn − J
N
rn
(yn − rnV yn)
〉
≥ 0, ∀v ∈ Q;
zn = PC(un − ρnA
∗(Aun − Bvn));
xn+1 = αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn;
wn = PQ(vn + ρnB
∗(Aun − Bvn));
yn+1 = αng(xn) +
n∑
i=1
(αi−1 − αi)Tiwn,
(7.3.1)
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where {Ri}
∞
i=1 : C → C and {Ti}
∞
i=1 : Q → Q be countable families of nonexpansive
mappings; {ρn} is a positive real sequence such that ρn ∈
(
ǫ,
2
λA + λB
− ǫ
)
for ǫ > 0
(small enough); λA and λB stand for the spectral radii of A
∗A and B∗B, respectively;
α0 = 1, {αn} is a strictly decreasing sequence in (0, 1) and {rn}, {sn} ⊂ (0,∞). Assume
that the control sequences {αn}, {rn} and {sn} satisfying the following conditions:
(i) lim
n→∞
αn = 0 and
∞∑
n=0
αn =∞;
(ii) 0 < r ≤ rn ≤ r
′
< 2min{γ, η} and lim
n→∞
|rn+1 − rn| = 0;
(iii) lim infn→∞ sn > 0 and lim
n→∞
|sn+1 − sn| = 0.
If Γ = Sol(SpEMVIP(7.1.7)− (7.1.8))
⋂
Sol(SpEGEP(7.1.5)− (7.1.6))
⋂
Ω 6= ∅, then
{(xn, yn)} converges strongly to a point (x
∗, y∗) of Γ which also solves the system of
variational inequality problems:
〈(I − f)x∗, x− x∗〉 ≥ 0,
〈(I − g)y∗, y − y∗〉 ≥ 0,

 ∀ (x, y) ∈ Γ. (7.3.2)
Proof. Since U : C → H1 be an γ-inverse strongly monotone mapping and rn ≤ r
′
< 2γ,
then for any x, y ∈ C, we have
‖(I − rnU)x− (I − rnU)y‖
2 = ‖(x− y)− rn(Ux− Uy)‖
2
≤ ‖x− y‖2 − rn(2γ − rn)‖Ux− Uy‖
2
≤ ‖x− y‖2
which shows that (I − rnU) is nonexpansive. Similarly, we can show that (I − rnV )
is nonexpansive. Hence JMrn (I − rnU), J
N
rn
(I − rnV ) are nonexpansive. Since Γ 6= ∅,
it is easily observed that Fix(JMrn (I − rnU)) = (U +M)
−1(0) and Fix(JNrn(I − rnV )) =
(V +N)−1(0) are closed and convex. Further, it follows from Lemma 7.2.1 that T Fsn and
TGsn are nonexpansive and hence Fix(T
F
sn
) and Fix(TGsn) are closed and convex sets. Thus
Γ is nonempty closed and convex.
Setting F := (I−f, I−g), we have ℑ−F : Γ→ H is block-contractive by the conditions
on f and g. It follows from Lemma 1.2.9 that there exists the unique solution of the
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variational inequality (7.3.2). Let (x, y) ∈ Γ, it follows from Lemma 7.2.1 that x = T Fsnx
and y = TGsny, x = J
M
rn
(I − rnU)x and y = J
N
rn
(I − rnV )y. Since T
F
sn
JMrn (I − rnU) is
nonexpansive, we have
‖un − x‖ = ‖T
F
sn
JMrn (xn − rnUxn)− T
F
sn
JMrn (I − rnU)x‖
≤ ‖xn − x‖. (7.3.3)
Similarly, we obtain
‖vn − y‖ ≤ ‖yn − y‖. (7.3.4)
Since (x, y) ∈ Γ, then x ∈ C and hence PCx = x. Now, we estimate
‖zn − x‖
2 = ‖PC(un − ρnA
∗(Aun − Bvn))− PCx‖2
≤ ‖un − ρnA
∗(Aun − Bvn)− x‖2
≤ ‖un − x‖
2 − 2ρn〈un − x,A
∗(Aun − Bvn)〉+ ρ2n‖A
∗(Aun − Bvn)‖2
≤ ‖un − x‖
2 + 2ρn‖Aun − Ax‖‖Aun − Bvn‖
+ρ2n‖A
∗(Aun − Bvn)‖2. (7.3.5)
It follows from the definition of λA that
ρ2n‖A
∗(Aun − Bvn)‖2 = ρ2n〈A
∗(Aun − Bvn), A∗(Aun − Bvn)〉
= ρ2n〈Aun − Bvn, AA
∗(Aun − Bvn)〉
≤ λAρ
2
n〈Aun − Bvn, Aun − Bvn〉
= λAρ
2
n‖Aun − Bvn‖
2. (7.3.6)
Now, from equation (1.2.12), we have
−2〈un − x,A
∗(Aun − Bvn)〉 = −2〈Aun − Ax,Aun − Bvn〉
= −‖Aun − Ax‖
2 − ‖Aun − Bvn‖
2
+‖Bvn − Ax‖
2. (7.3.7)
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Now, using (7.3.6) and (7.3.7) in (7.3.5), we have
‖zn − x‖
2 ≤ ‖un − x‖
2 − ρn‖Aun − Ax‖
2 − ρn‖Aun − Bvn‖
2 + ρn‖Bvn − Ax‖
2
+λAρ
2
n‖Aun − Bvn‖
2
≤ ‖un − x‖
2 − ρn(1− λAρn)‖Aun − Bvn‖
2 − ρn‖Aun − Ax‖
2
+ρn‖Bvn − Ax‖
2. (7.3.8)
Similarly, we have
‖wn − y‖
2 ≤ ‖vn − y‖
2 − ρn(1− λBρn)‖Aun − Bvn‖
2 − ρn‖Bvn − By‖
2
+ρn‖Aun − By‖
2. (7.3.9)
Adding (7.3.8) and (7.3.9), and using the fact that Ax = By, we get
‖zn − x‖
2 + ‖wn − y‖
2 ≤ ‖un − x‖
2 + ‖vn − y‖
2 − ρn (2− (λA + λB)ρn) ‖Aun − Bvn‖
2.
(7.3.10)
Now, from assumption ρn ∈
(
ǫ, 2
λA+λB
− ǫ
)
, we get
‖zn − x‖
2 + ‖wn − y‖
2 ≤ ‖un − x‖
2 + ‖vn − y‖
2. (7.3.11)
Since Ri is nonexpansive mapping, Rix = x and
n∑
i=1
(αi−1 − αi) = 1− αn, we get
‖xn+1 − x‖
2 = ‖αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn − x‖2
= ‖αnf(xn)− αnx+
n∑
i=1
(αi−1 − αi)Rizn − (1− αn)x‖2
= ‖αnf(xn)− αnx+
n∑
i=1
(αi−1 − αi)Rizn −
n∑
i=1
(αi−1 − αi)Rix‖2
≤ αn‖f(xn)− x‖
2 +
n∑
i=1
(αi−1 − αi)‖Rizn −Rix‖2
≤ αn(‖f(xn)− f(x)‖+ ‖f(x)− x‖)
2 +
n∑
i=1
(αi−1 − αi)‖zn − x‖2
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≤ 2αn(‖f(xn)− f(x)‖
2 + ‖f(x)− x‖2) + (1− αn)‖zn − x‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖zn − x‖
2. (7.3.12)
Similarly, we get
‖yn+1 − y‖
2 ≤ 2αnβ
2
2‖yn − y‖
2 + 2αn‖g(y)− y‖
2 + (1− αn)‖wn − y‖
2 .(7.3.13)
Setting β = max{β1, β2}, we have β ∈
[
0, 1√
2
)
. Adding (7.3.12) and (7.3.13)
‖xn+1 − x‖
2 + ‖yn+1 − y‖
2
≤ 2αnβ
2(‖xn − x‖
2 + ‖yn − y‖
2) + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)(‖zn − x‖
2 + ‖wn − y‖
2). (7.3.14)
Now, setting Sn := ‖xn − x‖
2 + ‖yn − y‖
2 and using (7.3.10), we have
Sn+1 ≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)(‖un − x‖
2 + ‖vn − y‖
2 − ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2)
≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)(‖xn − x‖
2 + ‖yn − y‖
2 − ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2)
≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)Sn − (1− αn)ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2
≤ (1− αn(1− 2β
2))Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
−(1− αn)ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2. (7.3.15)
This implies that
Sn+1 ≤ (1− αn(1− 2β
2))Sn
+αn(1− 2β
2)
2
1− 2β2
(
‖f(x)− x‖2 + ‖g(y)− y‖2
)
. (7.3.16)
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It follows from induction that
Sn ≤ max
{
S0,
2
1− 2β2
(‖f(x)− x‖2 + ‖g(y)− y‖2)
}
, n ≥ 0, (7.3.17)
which implies that {xn}, {yn}, {f(xn)} and {g(yn)} are bounded. Now, we estimate
‖xn+1 − xn‖ = ‖αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn − αn−1f(xn−1)−
n−1∑
i=1
(αi−1 − αi)Rizn−1‖
= ‖αn(f(xn)− f(xn−1)) + (αn − αn−1)f(xn−1)
+
n∑
i=1
(αi−1 − αi)(Rizn −Rizn−1) + (αn−1 − αn)Rnzn−1‖
≤ αn‖f(xn)− f(xn−1)‖+
n∑
i=1
(αi−1 − αi)‖Rizn −Rizn−1‖
+|αn − αn−1|(‖f(xn−1)‖+ ‖Rnzn−1‖)
≤ αnβ1‖xn − xn−1‖+
n∑
i=1
(αi−1 − αi)‖zn − zn−1‖
+|αn − αn−1|(‖f(xn−1)‖+ ‖Rnzn−1‖)
≤ αnβ1‖xn − xn−1‖+ (1− αn)‖zn − zn−1‖
+|αn − αn−1|(‖f(xn−1)‖+ ‖Rnzn−1‖). (7.3.18)
Further, we estimate
‖zn − zn−1‖ = ‖PC(un − ρnA∗(Aun − Bvn))− PC(un−1 − ρn−1A∗(Aun−1 − Bvn−1))‖
≤ ‖(un − ρnA
∗(Aun − Bvn))− (un−1 − ρn−1A∗(Aun−1 − Bvn−1))‖
≤ ‖un − un−1‖+ ρn‖A∗(Aun − Bvn)‖+ ρn−1‖A∗(Aun−1 − Bvn−1)‖
≤ ‖un − un−1‖+
√
λAρn‖Aun − Bvn‖
+
√
λAρn−1‖Aun−1 − Bvn−1‖. (7.3.19)
It follows from Lemma 7.2.1 that un = T
F
sn
tn and un−1 = T Fsn−1tn−1, where tn = J
M
rn
(xn−
rnUxn), we have
F (un, u) + φ(u, un)− φ(un, un) +
1
sn
〈u− un, un − tn〉 ≥ 0, ∀u ∈ C,
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and
F (un−1, u) + φ(u, un−1)− φ(un−1, un−1) +
1
sn−1
〈u− un−1, un−1 − tn−1〉 ≥ 0, ∀u ∈ C.
In particular, we have
F (un, un−1) + φ(un−1, un)− φ(un, un) +
1
sn
〈un−1 − un, un − tn〉 ≥ 0, (7.3.20)
F (un−1, un) + φ(un, un−1)− φ(un−1, un−1) +
1
sn−1
〈un− un−1, un−1− tn−1〉 ≥ 0. (7.3.21)
Adding (7.3.20) and (7.3.21) and using conditions on F and φ, we have
F (un, un−1) + F (un−1, un) + φ(un−1, un) + φ(un, un−1)− φ(un, un)− φ(un−1, un−1)
+
1
sn
〈un−1 − un, un − tn〉+
1
sn−1
〈un − un−1, un−1 − tn−1〉 ≥ 0
1
sn
〈un−1 − un, un − tn〉+
1
sn−1
〈un − un−1, un−1 − tn−1〉 ≥ 0
〈
un − un−1,
un−1 − tn−
sn−1
−
un − tn
sn
〉
≥ 0
〈
un − un−1, un−1 − tn−1 −
sn−1
sn
(un − tn)
〉
≥ 0
Therefore,
〈un − un−1, un−1 − un〉+
〈
un − un−1, tn − tn−1 + (1−
sn−1
sn
)(un − tn)
〉
≥ 0
‖un − un−1‖2 ≤
〈
un − un−1, tn − tn−1 + (1−
sn−1
sn
)(un − tn)
〉
≤ ‖un − un−1‖
{
‖tn − tn−1‖+
∣∣∣∣1− sn−1sn
∣∣∣∣ ‖un − tn‖
}
Thus, we have
‖un − un−1‖ ≤ ‖tn − tn−1‖+ |1−
sn−1
sn
|‖un − tn‖. (7.3.22)
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Now, we estimate
‖tn − tn−1‖ = ‖JMrn (xn − rnUxn)− J
M
rn−1
(xn−1 − rn−1Uxn−1)‖
≤ ‖JMrn (xn − rnUxn)− J
M
rn
(xn−1 − rn−1Uxn−1)‖
+‖JMrn (xn−1 − rn−1Uxn−1)− J
M
rn−1
(xn−1 − rn−1Uxn−1)‖
≤ ‖(xn − rnUxn)− (xn−1 − rn−1Uxn−1)‖
+‖JMrn (xn−1 − rn−1Uxn−1)− J
M
rn−1
(xn−1 − rn−1Uxn−1)‖.(7.3.23)
Setting qn := xn − rnUxn, so qn−1 = xn−1 − rn−1Uxn−1. Since M is monotone, then we
have 〈
JMrn qn−1 − J
M
rn−1
qn−1,
qn−1 − JMrn qn−1
rn
−
qn−1 − JMrn−1qn−1
rn−1
〉
≥ 0.
It follows that
〈
JMrn qn−1 − J
M
rn−1
qn−1,
(
1−
rn
rn−1
)
(qn−1 − JMrn−1qn−1)
〉
≥ ‖JMrn qn−1 − J
M
rn−1
qn−1‖2,
which implies that
‖JMrn qn−1 − J
M
rn−1
qn−1‖ ≤
|rn − rn−1|
rn−1
‖qn−1 − JMrn−1qn−1‖. (7.3.24)
Using (7.3.23) and (7.3.24), we have
‖tn − tn−1‖ ≤ ‖(xn − rnUxn)− (xn−1 − rn−1Uxn−1)‖+
|rn − rn−1|
rn−1
‖qn−1 − JMrn−1qn−1‖
≤ ‖xn − xn−1‖+ |rn − rn−1|
(
‖Uxn−1‖+
‖qn−1 − JMrn−1qn−1‖
rn−1
)
. (7.3.25)
Using (7.3.25) in (7.3.22), we have
‖un − un−1‖ ≤ ‖xn − xn−1‖+ |rn − rn−1|
(
‖Uxn−1‖+
‖qn−1 − JMrn−1qn−1‖
rn−1
)
+
|sn − sn−1|
sn
‖un − tn‖. (7.3.26)
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From (7.3.19) and (7.3.26) and condition (ii), we have
‖zn − zn−1‖ ≤ ‖xn − xn−1‖+ |rn − rn−1|
(
‖Uxn−1‖+
‖qn−1 − JMrn−1qn−1‖
rn−1
)
+
|sn − sn−1|
sn−1
‖un − tn‖+
√
λAρn‖Aun − Bvn‖
+
√
λAρn−1‖Aun−1 − Bvn−1‖. (7.3.27)
Since lim
n→∞
inf sn > 0, then there exists a number s such that lim
n→∞
inf sn > s > 0 and
hence from (7.3.18), (7.3.27) and condition (ii), we have
‖xn+1 − xn‖ ≤ αnβ1‖xn − xn−1‖+ (1− αn){‖xn − xn−1‖
+|rn − rn−1|(‖Uxn−1‖+
‖qn−1 − JMrn−1qn−1‖
r
) +
|sn − sn−1|
s
‖un − tn‖
+
√
λAρn‖Aun − Bvn‖+
√
λAρn−1‖Aun−1 − Bvn−1‖}
+|αn − αn−1|(‖f(xn−1)‖+ ‖Rnzn−1‖)
≤ (1− αn(1− β1))‖xn − xn−1‖+M(|rn − rn−1|+
|rn − rn−1|
r
+
|sn − sn−1|
s
+ 2
√
λA + |αn − αn−1|)
where
M = max{sup
n≥1
(‖Uxn−1‖) , sup
n≥1
(
‖qn−1 − JMrn−1qn−1‖
)
, sup
n≥1
(‖un − tn‖),
sup
n≥1
(ρn‖Aun − Bvn‖+ ρn−1‖Aun−1 − Bvn−1‖),
sup
n≥1
(‖f(xn−1)‖+ ‖Rnzn−1‖)}.
Since {xn}, {un}, {vn} and {zn} are bounded, we deduce that {Uxn−1}, {f(xn−1)},
{Rnzn−1} and {qn−1} are bounded. Therefore, we can conclude that sup
n≥1
(‖Uxn−1‖) <∞,
sup
n≥1
(
‖qn−1 − JMrn−1qn−1‖
)
<∞, sup
n≥1
(‖un − tn‖) <∞, sup(ρn‖Aun−Bvn‖+ρn−1‖Aun−1−
Bvn−1‖) <∞, sup (‖f(xn−1)‖+ ‖Rnzn−1‖) <∞, and hence M <∞. Thus by Lemma
1.2.20, we have
lim
n→∞
‖xn+1 − xn‖ = 0. (7.3.28)
139
Using the same arguments as the proof of above, we have
lim
n→∞
‖yn+1 − yn‖ = 0. (7.3.29)
From (7.3.10) and (7.3.14), we get
Sn+1 ≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)[‖un − x‖
2 + ‖vn − y‖
2 − ρn(2− (λA + λB)ρn)‖Aun − Bvn‖
2]
≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)[‖xn − x‖
2 + ‖yn − y‖
2 − ρn(2− (λA + λB)ρn)‖Aun − Bvn‖
2]
≤ 2αnβ
2Sn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
+(1− αn)[Sn − ρn(2− (λA + λB)ρn)‖Aun − Bvn‖
2],
i.e,
Sn+1 − Sn ≤ 2αnβ
2Sn − αnSn + 2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
−(1− αn)ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2.
(1− αn)ρn[2 − (λA + λB)ρn)]‖Aun − Bvn‖
2
≤ (Sn − Sn+1) + αn(2β
2Sn − Sn)
+2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2)
≤ ‖xn+1 − xn‖(‖xn+1 − x‖+ ‖xn − x‖)
+‖yn+1 − yn‖(‖yn+1 − y‖+ ‖yn − y‖) + αn(2β
2Sn − Sn)
+2αn(‖f(x)− x‖
2 + ‖g(y)− y‖2).
Since ρn ∈
(
ǫ, 2
λA+λB
− ǫ
)
then taking n→∞ and using (7.3.28), (7.3.29) and lim
n→∞
αn =
0 in above inequality, we have
lim
n→∞
‖Aun − Bvn‖ = 0. (7.3.30)
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Now, we estimate
‖zn − x‖
2 = ‖PC(un − ρnA
∗(Aun − Bvn))− x‖2
= ‖PC(un − ρnA
∗(Aun − Bvn))− PCx‖2
≤ 〈zn − x, un − ρnA
∗(Aun − Bvn)− x〉
=
1
2
{‖zn − x‖
2 + ‖un − ρnA
∗(Aun − Bvn)− x‖2
−‖zn − un + ρnA
∗(Aun − Bvn)‖2},
which implies that
‖zn − x‖
2 ≤ ‖un − x‖
2 − 2ρn〈un − x,A
∗(Aun − Bvn)〉+ ρ2n‖A
∗(Aun − Bvn)‖2
−‖zn − un + ρnA
∗(Aun − Bvn)‖2
≤ ‖un − x‖
2 + 2ρn‖Aun − Ax‖‖Aun − Bvn‖+ ρ
2
n‖A
∗(Aun − Bvn)‖2
−‖zn − un‖
2 − ρ2n‖A
∗(Aun − Bvn)‖2 + 2ρn〈zn − un, A∗(Aun − Bvn)〉]
≤ ‖un − x‖
2 + 2ρn‖Aun − Ax‖‖Aun − Bvn‖ − ‖zn − un‖
2
+2ρn‖Azn − Aun‖‖Aun − Bvn‖. (7.3.31)
Using (7.3.31) in (7.3.12), we get
‖xn+1 − x‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn){‖un − x‖
2 − ‖zn − un‖
2
+2ρn‖Aun − Ax‖‖Aun − Bvn‖+ 2ρn‖Azn − Aun‖‖Aun − Bvn‖},
which implies that
(1 − αn)‖zn − un‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖un − x‖
2 − ‖xn+1 − x‖
2
+2(1− αn)ρn(‖Aun − Ax‖+ ‖Azn − Aun‖)‖Aun − Bvn‖
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (‖un − x‖
2 − ‖xn+1 − x‖
2)
−αn‖un − x‖
2 + 2(1− αn)ρn(‖Aun − Ax‖+ ‖Azn − Aun‖)‖Aun − Bvn‖
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≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (‖un − x‖+ ‖xn+1 − x‖)‖un − xn+1‖
−αn‖un − x‖
2 + 2(1− αn)ρn(‖Aun − Ax‖+ ‖Azn − Aun‖)‖Aun − Bvn‖.(7.3.32)
Since Jrn is firmly nonexpansive, we find that
‖tn − x‖
2 ≤ 〈(xn − rnUxn)− (x− rnUx), tn − x〉
=
1
2
{‖(xn − rnUxn)− (x− rnUx)‖
2 + ‖tn − x‖
2
−‖(xn − rnUxn)− (x− rnUx)− (tn − x)‖
2}
≤
1
2
{‖xn − x‖
2 + ‖rn(Uxn − Ux)‖
2 − 2rnγ‖Uxn − Ux‖
2 + ‖tn − x‖
2
−‖xn − tn − rn(Uxn − Ux)‖
2}
≤
1
2
{‖xn − x‖
2 + ‖rn(Uxn − Ux)‖
2 − 2rnγ‖Uxn − Ux‖
2 + ‖tn − x‖
2
−‖xn − tn‖
2 − ‖rn(Uxn − Ux)‖
2 + 2‖xn − tn‖‖rn(Uxn − Ux)‖},
which implies that
‖tn − x‖
2 ≤ ‖xn − x‖
2 + 2rn‖xn − tn‖‖Uxn − Ux‖ − ‖xn − tn‖
2. (7.3.33)
Since T Fsn is nonexpansive and un = T
F
sn
tn and x = T
F
sn
x, then we have
‖un − x‖ ≤ ‖tn − x‖.
Using (7.3.5), (7.3.6) and above relation in (7.3.12), we get
‖xn+1 − x‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖un − x‖
2
+2ρn(1− αn)‖Aun − Ax‖‖Aun − Bvn‖+ (1− αn)ρ
2
nλA‖Aun − Bvn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖tn − x‖
2
+2ρn(1− αn)‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2. (7.3.34)
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Using (7.3.33) in (7.3.34), we have
‖xn+1 − x‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn){‖xn − x‖
2
+2rn‖xn − tn‖‖Uxn − Ux‖ − ‖xn − tn‖
2}
+2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖+ (1− αn)ρ
2
nλA‖Aun − Bvn‖
2.
Thus, we have
(1 − αn)‖xn − tn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 − αn‖xn − x‖
2
+(‖xn − x‖
2 − ‖xn+1 − x‖
2) + 2rn(1− αn)‖xn − tn‖‖Uxn − Ux‖
+2ρn(1− αn)‖Aun − Ax‖‖Aun − Bvn‖+ (1− αn)ρ
2
nλA‖Aun − Bvn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 − αn‖xn − x‖
2
+‖xn − xn+1‖(‖xn − x‖+ ‖xn+1 − x‖) + 2rn(1− αn)‖xn − tn‖‖Uxn − Ux‖
+2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2. (7.3.35)
Again, since tn = J
M
rn
(xn − rnUxn), we have
‖tn − x‖
2 = ‖JMrn (xn − rnUxn)− J
M
rn
(I − rnU)x‖
2
≤ ‖(xn − rnUxn)− (x− rnUx)‖
2
≤ ‖(xn − x)− rn(Uxn − Ux)‖
2
≤ ‖xn − x‖
2 − rn(2γ − rn)‖Uxn − Ux‖
2. (7.3.36)
Now, from equation (7.3.34) and (7.3.36), we have
‖xn+1 − x‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn){‖xn − x‖
2
−rn(2γ − rn)‖Uxn − Ux‖
2}+ 2ρn(1− αn)‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2,
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which can be written as
(1− αn)rn(2γ − rn)‖Uxn − Ux‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 − αn‖xn − x‖
2
‖xn − xn+1‖(‖xn − x‖+ ‖xn+1 − xn‖)
+2ρn(1− αn)‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2 (7.3.37)
Taking n→∞ using condition (i)-(ii), (7.3.28) and (7.3.30), we have
lim
n→∞
‖Uxn − Ux‖ = 0. (7.3.38)
Taking n→∞, using (7.3.28) (7.3.30) and (7.3.38) in (7.3.35), we get
lim
n→∞
‖xn − tn‖ = 0. (7.3.39)
Similary, we get
lim
n→∞
‖V yn − V y‖ = 0 (7.3.40)
and
lim
n→∞
‖yn − t
′
n‖ = 0, (7.3.41)
where t
′
n = J
N
rn
(yn − rnV yn) Since T
F
sn
is a firmly nonexpansive, therefore
‖un − x‖
2 = ‖T Fsntn − x‖
2
≤ 〈tn − x, un − x〉
=
1
2
(‖tn − x‖
2 + ‖un − x‖
2 − ‖un − tn‖
2),
i.e.,
‖un − x‖
2 ≤ ‖tn − x‖
2 − ‖un − tn‖
2. (7.3.42)
‖un − x‖
2 ≤ ‖xn − x‖
2 − rn(2γ − rn)‖Uxn − Ux‖
2 − ‖un − tn‖
2. (7.3.43)
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Similarly, we can find
‖vn − y‖
2 ≤ ‖yn − y‖
2 − rn(2η − rn)‖V yn − V y‖
2 − ‖vn − t
′
n‖
2.
Using (7.3.36), (7.3.42), (7.3.5) and (7.3.6) in (7.3.12), we get
‖xn+1 − x‖
2 ≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn){‖un − x‖
2
+2ρn‖Aun − Ax‖‖Aun − Bvn‖+ ρ
2
nλA‖Aun − Bvn‖
2}
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖tn − x‖
2
−(1− αn)‖un − tn‖
2 + 2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2. (7.3.44)
Thus, we have
(1 − αn)‖un − tn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + (1− αn)‖tn − x‖
2 − ‖xn+1 − x‖
2
+2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖+ (1− αn)ρ
2
nλA‖Aun − Bvn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + ‖xn − x‖
2 − rn(2γ − rn)‖Uxn − Ux‖
2
−‖xn+1 − x‖
2 − αn‖tn − x‖
2 + 2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖
+(1− αn)ρ
2
nλA‖Aun − Bvn‖
2
≤ 2αnβ
2
1‖xn − x‖
2 + 2αn‖f(x)− x‖
2 + ‖xn − xn+1‖(‖xn − x‖+ ‖xn+1 − x‖)
−rn(2γ − rn)‖Uxn − Ux‖
2 − αn‖tn − x‖
2 + (1− αn)ρ
2
nλA‖Aun − Bvn‖
2
+2(1− αn)ρn‖Aun − Ax‖‖Aun − Bvn‖.
Since lim
n→∞
αn = 0, then taking n→∞ and using (7.3.28), (7.3.30) and (7.3.38) in above,
we have
lim
n→∞
‖un − tn‖ = 0. (7.3.45)
Now,
‖un − xn‖ ≤ ‖un − tn‖+ ‖tn − xn‖.
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Using (7.3.39) and (7.3.45), we have
lim
n→∞
‖un − xn‖ = 0. (7.3.46)
Since lim
n→∞
αn = 0, taking n → ∞ and using (7.3.28), (7.3.30) and (7.3.46) in (7.3.32),
we have
lim
n→∞
‖zn − un‖ = 0. (7.3.47)
Again, since
‖zn − xn‖ ≤ ‖zn − un‖+ ‖un − xn‖.
Using (7.3.46) and (7.3.47), we get
lim
n→∞
‖zn − xn‖ = 0. (7.3.48)
Similary, we can also obtain
lim
n→∞
‖vn − t
′
n‖ = 0, (7.3.49)
lim
n→∞
‖vn − yn‖ = 0, (7.3.50)
lim
n→∞
‖wn − vn‖ = 0, (7.3.51)
lim
n→∞
‖wn − yn‖ = 0. (7.3.52)
Since for each i ≥ 1, Rixn ∈ C and αn+
n∑
i=1
(αi−1−αi) = 1, we have
n∑
i=1
(αi−1−αi)Rixn+
αnx ∈ C and
n∑
i=1
(αi−1 − αi)(xn −Rixn) = αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn + (1− αn)xn
−
(
n∑
i=1
(αi−1 − αi)Rixn + αnx
)
+ αnx− xn+1
=
(
αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn
)
+ αn(x− xn+1)
−
(
n∑
i=1
(αi−1 − αi)Rixn + αnx
)
+ (1− αn)(xn − xn+1),
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and hence, we get
n∑
i=1
(αi−1 − αi) 〈xn −Rixn, xn − x〉
=
〈
(αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn)− (
n∑
i=1
(αi−1 − αi)Rixn + αnx), xn − x
〉
+αn 〈x− xn+1, xn − x〉+ (1− αn) 〈xn − xn+1, xn − x〉
≤ ‖αn(f(xn)− x) +
n∑
i=1
(αi−1 − αi)(Rizn −Rixn)‖‖xn − x‖
+αn‖x− xn+1‖‖xn − x‖+ (1− αn)‖xn − xn+1‖‖xn − x‖
≤ αn‖f(xn)− x‖‖xn − x‖+
n∑
i=1
(αi−1 − αi)‖zn − xn‖‖xn − x‖
+αn‖x− xn+1‖‖xn − x‖+ (1− αn)‖xn − xn+1‖‖xn − x‖
≤ αn‖f(xn)− x‖‖xn − x‖+ (1− αn)‖zn − xn‖‖xn − x‖
+αn‖x− xn+1‖‖xn − x‖+ (1− αn)‖xn − xn+1‖‖xn − x‖.
It follows from Lemma 1.2.8 that
1
2
n∑
i=1
(αi−1 − αi)‖xn −Rixn‖2
≤
n∑
i=1
(αi−1 − αi) 〈xn −Rixn, xn − x〉
≤ αn‖f(xn)− x‖‖xn − x‖+ (1− αn)‖zn − xn‖‖xn − x‖
+αn‖x− xn+1‖‖xn − x‖+ (1− αn)‖xn − xn+1‖‖xn − x‖
Since lim
n→∞
αn = 0 and using (7.3.28), (7.3.48), we get
lim
n→∞
n∑
i=1
(αi−1 − αi)‖xn −Rixn‖2 = 0.
Since (αi−1−αi)‖xn−Rixn‖2 ≤
n∑
i=1
(αi−1−αi)‖xn−Rixn‖2 and {αn} is strictly decreasing,
we have
lim
n→∞
‖xn −Rixn‖ = 0. (7.3.53)
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Similarly, we obtain
lim
n→∞
‖yn − Tiyn‖ = 0. (7.3.54)
Now, we estimate
‖Rizn − xn‖ ≤ ‖Rizn −Rixn‖+ ‖Rixn − xn‖
≤ ‖zn − xn‖+ ‖Rixn − xn‖.
which implies that
lim
n→∞
‖Rizn − xn‖ = 0. (7.3.55)
Similiarly
lim
n→∞
‖Tiwn − yn‖ = 0. (7.3.56)
Since {xn} and {yn} are bounded, there exist subsequences {xnj} of {xn} and {ynj}
of {yn} such that xnj ⇀ x
∗ and ynj ⇀ y
∗. It follows from Lemma 1.2.2, (7.3.53)
and (7.3.54) that x∗ ∈ Fix(Ri) and y∗ ∈ Fix(Ti). Since every Hilbert space satisfies
Opial’s condition, Opial’s condition guarantees that the weakly subsequential limit of
{(xn, yn)} is unique. Since {xn} and {un} both have the same asymptotic behaviour,
thus unj ⇀ x
∗.
Now, we show that x∗ ∈ Sol(GEP(7.1.5)) and y∗ ∈ Sol(GEP(7.1.6)). Since un = T Fsntn ,
where tn = J
M
rn
(xn − rnUxn), we have
F (un, u) + φ(u, un)− φ(un, un) +
1
sn
〈u− un, un − tn〉 ≥ 0, ∀u ∈ C.
Since F is monotone, above inequality implies that
φ(u, un)− φ(un, un) +
1
sn
〈u− un, un − tn〉 ≥ F (u, un), ∀u ∈ C,
and hence
φ(u, unj)− φ(unj , unj) + 〈u− unj ,
unj − tnj
snj
〉 ≥ F (u, unj), ∀u ∈ C. (7.3.57)
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Since lim
n→∞
inf sn > 0, then there exists a real number s such that lim
n→∞
inf sn > s > 0
and hence it follows from (7.3.39) that
lim
j→∞
‖unj − tnj‖
snj
< lim
j→∞
‖unj − tnj‖
s
= 0,
and hence, on taking n→∞, (7.3.57) becomes
0 ≥ −φ(u, x∗) + φ(x∗, x∗) + F (u, x∗), ∀u ∈ C.
Put zt = tu+ (1− t)x
∗, ∀t ∈ (0, 1]. Consequently, we get zt ∈ C and hence
0 ≥ −φ(zt, x
∗) + φ(x∗, x∗) + F (zt, x∗)
φ(zt, x
∗)− φ(x∗, x∗) ≥ F (zt, x∗).
Now,
0 = F (zt, zt)
≤ tF (zt, u) + (1− t)F (zt, x
∗)
≤ tF (zt, u) + (1− t)[φ(zt, x
∗)− φ(x∗, x∗)]
≤ tF (zt, u) + (1− t)t[φ(u, x
∗)− φ(x∗, x∗)]
≤ F (zt, u) + (1− t)[φ(u, x
∗)− φ(x∗, x∗)].
Letting t→ 0, we get
F (x∗, u) + φ(u, x∗)− φ(x∗, x∗) ≥ 0, ∀u ∈ C.
This implies that x∗ ∈ Sol(GEP(7.1.5)). Following a similar argument as the proof of
above, we have y∗ ∈ Sol(GEP(7.1.6)). Now, we show that (x∗, y∗) ∈ Sol(SpEMVIP(7.1.7)−
(7.1.8)). Since tnj = J
M
rnj
(xnj − rnjUxnj) can be written as
xnj − tnj
rnj
− Uxnj ∈Mtnj .
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Let µ ∈Mv. Since M is monotone, we have
〈
xnj − tnj
rnj
− Uxnj − µ, tnj − v
〉
≥ 0.
It follows from (7.3.39) and condition (ii) that 〈−Ux∗ − µ, x∗ − v〉 ≥ 0. This implies
that −Ux∗ ∈Mx∗, that is, x∗ ∈ (U +M)−1(0). Similarly, y∗ ∈ (V +N)−1(0). Since the
‖ · ‖2 is weakly lower semicontinuous, we have
‖Ax∗ − By∗‖2 ≤ lim
n→∞
inf ‖Aun − Bvn‖
2 = 0, (7.3.58)
therefore Ax∗ = By∗. Therefore, (x∗, y∗) ∈ Γ and hence ωw(xni , yni) := {(x
∗, y∗) :
∃xni ⇀ x
∗ ∧ yni ⇀ y
∗} ⊂ Γ. Now, we estimate:
‖xn+1 − x‖
2
= ‖αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn − x‖2
≤ α2n‖f(xn)− x‖
2 + 2αn
n∑
i=1
(αi−1 − αi)〈f(xn)− x,Rizn − x〉
+
n∑
i=1
(αi−1 − αi)2‖Rizn − x‖2
= α2n‖f(xn)− x‖
2 + 2αn
n∑
i=1
(αi−1 − αi)〈f(xn)− f(x), Rizn − x〉
+2αn
n∑
i=1
(αi−1 − αi)〈f(x)− x,Rizn − x〉+
n∑
i=1
(αi−1 − αi)2‖Rizn − x‖2
≤ α2n‖f(xn)− x‖
2 + αn
n∑
i=1
(αi−1 − αi)(‖f(xn)− f(x)‖2 + ‖Rizn − x‖2)
+2αn
n∑
i=1
(αi−1 − αi)〈f(x)− x,Rizn − x〉+
n∑
i=1
(αi−1 − αi)2‖Rizn − x‖2
≤ α2n‖f(xn)− x‖
2 + αn(1− αn)β
2
1‖xn − x‖
2 + αn
n∑
i=1
(αi−1 − αi)‖Rizn −Rix‖2
+2αn
n∑
i=1
(αi−1 − αi)〈f(x)− x,Rizn − x〉+
n∑
i=1
(αi−1 − αi)2‖Rizn − x‖2
≤ (1− αn)‖zn − x‖
2 + αn(1− αn)β
2
1‖xn − x‖
2 + αn[αn‖f(xn)− x‖
2
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+2
n∑
i=1
(αi−1 − αi)〈f(x)− x,Rizn − x〉]. (7.3.59)
Similarly, we have
‖yn+1 − y‖
2 ≤ (1− αn)‖wn − x‖
2 + αn(1− αn)β
2
2‖yn − y‖
2 + αn[αn‖g(yn)− y‖
2
+2
n∑
i=1
(αi−1 − αi)〈g(y)− y, Tiwn − y〉]. (7.3.60)
So, from (7.3.3), (7.3.4), (7.3.11), (7.3.59) and (7.3.60), we get
Sn+1 ≤ (1− αn)Sn + αn(1− αn)β
2Sn + αn[αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2)
+2
n∑
i=1
(αi−1 − αi)(〈f(x)− x,Rizn − x〉+ 〈g(y)− y, Tiwn − y〉)]
= (1− λn)Sn + λnδn, (7.3.61)
where
λn = αn(1− (1− αn)β
2),
δn =
2
n∑
i=1
(αi−1 − αi)(〈f(x)− x,Rizn − x〉+ 〈g(y)− y, Tiwn − y〉)
1− (1− αn)β2
+
αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2)
1− (1− αn)β2
.
Now, from (7.3.1), we have
‖xn+1 − x‖
2 ≤ αn‖f(xn)− x‖
2 +
n∑
i=1
(αi−1 − αi)‖Rizn − x‖2
≤ αn‖f(xn)− x‖
2 +
n∑
i=1
(αi−1 − αi)‖zn − x‖2
≤ αn‖f(xn)− x‖
2 + ‖zn − x‖
2,
‖yn+1 − y‖
2 ≤ αn‖g(yn)− y‖
2 +
n∑
i=1
(αi−1 − αi)‖Tiwn − y‖2
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≤ αn‖g(yn)− y‖
2 +
n∑
i=1
(αi−1 − αi)‖wn − y‖2
≤ αn‖g(yn)− y‖
2 + ‖wn − y‖
2.
Since (1−αn) ≤ 1. Adding these inequalities and using (7.3.3), (7.3.4), (7.3.10), we get
Sn+1 ≤ ‖zn − x‖
2 + ‖wn − y‖
2 + αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2)
≤ ‖un − x‖
2 + ‖vn − y‖
2 − ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2
+αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2)
≤ Sn − ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2
+αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2). (7.3.62)
Now, by setting µn = αn(‖f(xn)−x‖
2+ ‖g(yn)− y‖
2), ηn = ρn[2− (λA+λB)ρn]‖Aun−
Bvn‖
2, so above equation can be rewritten as follows
Sn+1 ≤ Sn − ηn + µn, n ≥ 0. (7.3.63)
Since lim
n→∞
αn = 0, so we get lim
n→∞
µn = 0. Further, from (7.3.30), we get
lim
n→∞
ηn = lim
n→∞
ρn[2− (λA + λB)ρn]‖Aun − Bvn‖
2 = 0.
To apply Lemma 1.2.23 it suffices to verify that, for all subsequence {nj} of {n},
lim
j→∞
ηnj = 0 implies
lim
i→∞
sup δnj ≤ 0. (7.3.64)
Since lim
n→∞
αn(‖f(xn)− x‖
2 + ‖g(yn)− y‖
2) = 0 and lim
n→∞
(1− (1− αn)β
2) = 1− β2, to
get (7.3.64), we only need to verfiy
lim
j→∞
sup(〈f(x)− x,Riznj − x〉+ 〈g(y)− y, Tiwnj − y〉) ≤ 0, for each i = 1, 2, ..., n.
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From (7.3.55) and (7.3.56), we have
lim
j→∞
sup(〈f(x)− x,Riznj − x〉+ 〈g(y)− y, Tiwnj − y〉)
= lim
j→∞
sup(〈f(x)− x, xnj − x〉+ 〈g(y)− y, ynj − y〉)
= − lim
j→∞
inf(〈(I − f)x, xnj − x〉+ 〈(I − g)y, ynj − y〉) (7.3.65)
Now, we can take a subsequence {(xnjk , ynjk )} of {(xnj , ynj)} such that (xnjk , ynjk ) ⇀
(x∗, y∗) as k →∞ and
− lim
j→∞
inf(〈(I − f)x, xnj − x〉+ 〈(I − g)y, ynj − y〉)
= − lim
j→∞
inf(〈(I − f)x, xnjk − x〉+ 〈(I − g)y, ynjk − y〉)
= −(〈(I − f)x, x∗ − x〉+ 〈(I − g)y, y∗ − y〉) (7.3.66)
Since ωw(xnj , ynj) ⊂ Γ and (x, y) is the solution of the variational inequality problem
(7.3.2), from (7.3.65) and (7.3.66), we obtain
lim
j→∞
sup(〈f(x)− x,Riznj − x〉+ 〈g(y)− y, Tiwnj − y〉) ≤ 0. (7.3.67)
Now, It follows from Lemma 1.2.23 that lim
n→∞
Sn = 0, i.e.,
lim
n→∞
(‖xn − x‖
2 + ‖yn − y‖
2) = 0, (7.3.68)
which implies that xn → x and yn → y. By the uniqueness of limit of convergence
sequence, we thus obtain x = x∗ and y = y∗.
7.4 Consequence
We give the following consequence of Theorem 7.3.1 which finds the common solution
of SpENPP(7.1.9)-(7.1.10), SpEGEP(7.1.5)-(7.1.6) and SpECFPP (7.1.11).
Corollary 7.4.1. Let H1, H2 and H3 be real Hilbert spaces, C ⊆ H1 and Q ⊆ H2 be
nonempty closed and convex subsets. Assume that F : C × C → R, G : Q × Q → R
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and φ : C × C → R, ψ : Q × Q → R are bifunctions satisfying Assumption 2.2.1
and Assumption 7.2.1. Let the mappings f : C → C and g : Q → Q be contraction
with constants β1, β2 ∈ [0, 1). Let A : H1 → H3, B : H2 → H3 be two bounded linear
operators. Let M : H1 → 2
H1, N : H2 → 2
H2 be a maximal monotone mappings. Let
(x1, y1) ∈ C ×Q and the iteration scheme {(xn, yn)} be defined as follows:


F (un, u) + φ(u, un)− φ(un, un) +
1
sn
〈
u− un, un − J
M
rn
xn
〉
≥ 0, ∀u ∈ C;
G(vn, v) + ψ(v, vn)− ψ(vn, vn) +
1
sn
〈
v − vn, vn − J
N
rn
yn
〉
≥ 0, ∀v ∈ Q;
zn = PC(un − ρnA
∗(Aun − Bvn));
xn+1 = αnf(xn) +
n∑
i=1
(αi−1 − αi)Rizn;
wn = PQ(vn + ρnB
∗(Aun − Bvn));
yn+1 = αng(xn) +
n∑
i=1
(αi−1 − αi)Tiwn,
(7.4.1)
where {Ri}
∞
i=1 : C → C and {Ti}
∞
i=1 : Q → Q be countable families of nonexpansive
mappings; {ρn} is a positive real sequence such that ρn ∈
(
ǫ,
2
λA + λB
− ǫ
)
for ǫ > 0
(small enough); λA and λB stand for the spectral radii of A
∗A and B∗B, respectively;
α0 = 1, {αn} is a strictly decreasing sequence in (0, 1) and {rn}, {sn} ⊂ (0,∞). Assume
that the control sequences {αn}, {rn} and {sn} satisfying the following conditions:
(i) lim
n→∞
αn = 0 and
∞∑
n=0
αn =∞;
(ii) 0 < r ≤ rn ≤ r
′
< 2min{γ, η} and lim
n→∞
|rn+1 − rn| = 0;
(iii) lim infn→∞ sn > 0 and lim
n→∞
|sn+1 − sn| = 0.
If Γ = Sol(SpENPP(7.1.9)− (7.1.10))
⋂
Sol(SpEGEP(7.1.5)− (7.1.6))
⋂
Ω 6= ∅, then
{(xn, yn)} converges strongly to a point (x
∗, y∗) of Γ which also solves the system of
variational inequality problems:
〈(I − f)x∗, x− x∗〉 ≥ 0,
〈(I − g)y∗, y − y∗〉 ≥ 0,

 ∀ (x, y) ∈ Γ. (7.4.2)
Proof. Take U = 0 and V = 0 in Theorem 7.3.1.
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