Abstract-In many applications, and especially those where batch processes are involved, a target scalar output of interest is often dependent on one or more time series of data. With the exponential growth in data logging in modern industries, such time series are increasingly available for statistical modeling in soft sensing applications. In order to exploit time-series data for predictive modeling, it is necessary to summarize the information they contain as a set of features to use as model regressors. Typically this is done in an unsupervised fashion using simple techniques such as computing statistical moments, principal components or wavelet decompositions, often leading to significant information loss, and hence suboptimal predictive models. In this paper, a functional learning paradigm is exploited in a supervised fashion to derive continuous smooth estimates of time-series data (yielding aggregated local information), while simultaneously estimating a continuous shape function yielding optimal predictions. The proposed supervised aggregative feature extraction (SAFE) methodology can be extended to support nonlinear predictive models by embedding the functional learning framework in a reproducing kernel Hilbert spaces (RKHSs) setting. SAFE has a number of attractive features including closed-form solution and the ability to explicitly incorporate first-and second-order derivative information. Using simulation studies and a practical semiconductor manufacturing case study, we highlight the strengths of the new methodology with respect to standard unsupervised feature extraction approaches.
I. INTRODUCTION
M ACHINE learning methodologies are applied in many industrial areas to create models of observable phenomena from representative datasets [27] . Thanks to the increasing availability of data from on-line sensing of processes in modern industries [8] , they are assuming a fundamental role in decreasing measurement costs and enhancing process quality. A typical example is provided by Soft Sensing technologies [7] , [25] , [29] that have proliferated, e.g., in biotechnology [19] and manufacturing [27] under a range of different names, including virtual sensing, virtual metrology, statistical sensing, and inferential estimation. Soft sensors are statistical models that provide an estimate of quantities (outputs y) that may be unmeasurable or costly/time-consuming to measure based on more accessible "cheap to measure" variables (inputs X ).
In industrial modeling, one of the challenges associated with "big data" is how to condense the information contained therein into a form that is suitable for modeling without incurring significant information loss [6] , [16] . In this paper, we consider a specific modeling scenario frequently encountered in industrial environments, especially those involving batch production such as chemical [9] , [15] and semiconductor manufacturing [27] , namely, where the input information for the model is conveyed in the form of time series. The presence of time-series input data can increase modeling computational costs by several orders of magnitude due to the explosion in input dimensionality (potentially hundreds or thousands of samples instead of a single value) or it may not even be possible to directly generate the design matrix required for modeling.
In mathematical terms, the scenario in question is to identify a model f of the phenomenon under consideration by exploiting a training dataset S of n observations of the phenomenon, where S is defined as (1) with X i , the ith observation, consisting of a set of p time series defined as and y i is a scalar target value. The predictor function f is chosen to be optimal in the sense that, given a set of independent observations of the phenomenon (test set)
, the loss function
where d is a defined distance metric, which is minimized.
In practice, the continuous time-series x i,s is the corresponding measurement noise (v
In the most general setting, the time series may be irregularly sampled and vary in length, i.e.,
Regression functional paradigms have previously been considered for time-series data [5] , [14] ; however, these tools are generally intended for univariate problems (p = 1) or in a few cases [10] low-dimensional problems, (i.e., small p), and as such are not suited to industrial modeling problems, where high-dimensional and high-volume (big data) problems are becoming more and more common place. In order to make identification of a model from the data described in the previous paragraph tractable using machine nonfunctional learning techniques, it is necessary to extract a homogeneous set of features from every observation to use as model inputs. However, it is not possible to know in advance what part of a given time series (if any) has an impact on the target variable. This lack of information must be taken into account when choosing a feature extraction methodology since, in general, the extraction of a set of features from an observation will result in the loss of some information. This is especially true when the format of such information is expected to show interexample differences. The goal is to build a design matrix Φ ∈ R n×p containing n observations of p summary features that can be subsequently used, along with the target variable vector Y ∈ R n , to train a predictor using a machine learning algorithm. Hence, the challenge is to aggregate the information contained in each time series so that summary features are produced that are good predictors of the target value.
A standard framework used for time-series feature extraction is to partition the input time series into M intervals [τ 1 , . . . , τ M ] and to compute statistical moments up to order k max for each interval; this approach has been used in several soft sensing applications, see e.g., [9] , [18] , and [27] .
Given p time series, this then allows a design matrix Φ of the form Φ = [Φ 1 , . . . , Φ j , . . . , Φ p ], to be constructed where Φ j ∈ R n×kmaxM are submatrices populated with the intervalwise statistical moments for each time series. Two common choices within this framework are as follows.
1) Setting M = 1− each time series is represented by a number of global statistical moments (mean, variance, kurtosis, etc.). 2) Setting k max = 1− each time series is represented by a sequence of local averages (downsampling). Both approaches suffer from major drawbacks. Statistical moments do not take account of the dependency between information and time, while down sampling requires a priori selection of the number of segments M, which is a tradeoff between locality (temporal resolution) and stability of information (robustness to noise).
To cope with the aforementioned issues with classical feature extraction approaches, we recently proposed a novel methodology [21] , referred to as supervised aggregative feature extraction (SAFE) that exploits a functional learning paradigm in order to derive continuous, smooth estimates of the time-series data (yielding aggregate local information), while at the same time estimating a continuous shape function to provide optimal predictions. In this paper, which in an extension of [21] , we provide a comprehensive description of SAFE, present new insights on the technique's interpretability qualities, tuning procedure, computation complexity and sensitivity to sampling rate. In addition to more extensive simulation results and comparisons with existing techniques, we also demonstrate the utility of SAFE on a challenging big data industrial case study from the semiconductor manufacturing sector. This paper is organized as follows. Section II introduces some basic machine learning and regularization concepts and notation needed for the derivation of the SAFE methodology which is presented in Section III. Then, in Sections IV and V, SAFE is compared to a number of classical feature extraction techniques on simulated and real industrial data case studies. Final remarks are provided in Section VI.
II. PRELIMINARIES
Given the design matrix Φ, vector of target outputs Y , and a suitably chosen model structure f (Φ, θ), estimation of model parameters θ can be expressed as a regularized optimization problem
where fitness function L λ (θ) is defined as
Here, F is a cost function which measures the approximation error of f (Φ, θ) over the training data S and R is a regularization function that measures the complexity of the model. This term is used to penalize models that are too complex leading to over-fitting on the training data at the expense of poor generalization. Regularization approaches have been shown to be appropriate methodologies for dealing with high-dimensional modeling problems [12] . Parameter λ ≥ 0 is a hyperparameter that provides a tradeoff between the two terms and is normally estimated using an outer cross-validation optimization loop, i.e., λ
the test dataset S * . While a wide variety of choices exist for the model structure f (Φ, θ), the cost function F, and the regularization function R, in practice choices are restricted to a limited number of options to ensure that the resulting optimization problems are convex with respect to θ, and hence tractable. In particular, if f is selected to be a linear-in-the-parameter model f (Φ, θ) := Φθ, F is defined as the sum of squared estimation errors
and the regularization term is defined as
we obtain the classical ridge regression problem formulation. Under these conditions, (2) has a single global solution given by
The ridge regression formulation can be extended to cover nonlinear regression models f without giving up the desirable convexity features of the optimization problem, by employing the so-called kernel trick [17] to embed a nonlinear projection of Φ in a reproducing kernel Hilbert space (RKHS) [26] resulting in a linear regression problem. This is achieved by expressing the ridge regression solution in dual form
allowing the prediction of new observations to be
Other choices exist for the regularization term, e.g., LASSO and Elastic Net [30] . However, these do not enjoy the desirable property of having a closed-form solution, making them less attractive when considering large-scale problems. Kernel ridge regression [28] is then obtained by replacing the dot products ·, · with an appropriate kernel function K. The resulting nonlinear regression model is
with linear parameter vector c defined as
III. SUPERVISED AGGREGATIVE FEATURE EXTRACTION
Building on the concepts introduced in Section II, the proposed SAFE methodology will now be presented. We begin by considering the ideal case where we have complete knowledge of the time-series functions x (j) i (t). The classical regression model can then be generalized to the functional regression paradigm by defining f as
where f, g L 2 is the L 2 inner product of real functions f and
In this formulation, the regression coefficients generalize to continuous shape functions β (j) (t) and the contribution to the prediction of the target output y i of each time series is obtained as the weighted integration of the time series with the shape function as illustrated in Fig. 1 . In this setting, the modeling task becomes one of estimating the shape functions β. To this end, the sum squared error cost function in (4) is generalized to
and the model complexity regularization function (5) becomes
resulting in following functional learning optimization problem for β
A. Practical Considerations
In order to make solving (9) tractable, a parametrization of the shape functions β (j) (t) is adopted. Many possibilities exist including, e.g., algebraic and trigonometric polynomials, splines, multilayer perception neural networks, and radial basis function (RBF) expansions. Here, we adopt an RBF expansion in the form of a linear combination of Gaussian densities to represent β (j) (t), i.e.,
where μ(k) = (k − 1)/(γ − 1) and G(·) denotes the Gaussian density function and is defined as
The number of basis functions γ and the bandwidth of each Gaussian density σ 2 , which determine the flexibility available to the shape function representation, are assumed to be determined a priori in order to yield a linear-in-the-parameter formulation. Several data-driven techniques can be employed to optimally select these parameters (see e.g., [23] and [3] ).
A second practical consideration is that we typically only have a finite number of noisy, irregularly sampled data points for each time-series x (j) i (t), as opposed to their continuous function representations. In order to overcome this issue, we introduce a Gaussian process (GP) approximation to the unobserved time series. Specifically, denotingx i (t), we can writê
where K is a suitably chosen kernel function. Parameter vector c
where
i,· is the column vector of available time-series observations. Considering the radial basis kernel function
2 /(2ω 2 ) and from (11), it follows that
Hyperparameters ξ j and ω 2 (j) for each time series are determined using standard cross-validation techniques.
B. Closed-Form Solution
Using the aforementioned representations for β (j) (t) and
A benefit of having employed Gaussian density-based representations for β (j) (t)
i (t) is that it allows us to simplifyF(θ) and ultimately achieve a closed-form solution for θ. Specifically, using the identity
for a, b, x ∈ R p and A, B ∈ R p×p , which holds for Gaussian density functions [21] , we can rewriteF(θ) asF
Now introducing the substitutions
we obtainF
which in turn can be expressed in matrix form aŝ
with regressor matrix Φ defined as
In a similar fashion, the regularization penalty R(β) reduces tô
This can be expressed in matrix form asR(θ) = θ T Dθ where
. SinceF andR are both quadratic in θ, the resulting optimization problem (weighted ridge regression) has an analytical solution
In practice, due to the locality of support of Gaussian basis functions, D is diagonally dominant, henceR can be approximated as (5) with the corresponding ridge regression solution given by (6) .
C. Incorporating Derivative Information
One of the added benefits of the SAFE methodology is that time-series derivative information can easily be included in the modeling process. This is facilitated by the availability of functional expressions for the time series (14) . In particular, taking advantage of the properties of the Gaussian density function [21] , the first and second derivative ofx
respectively. These terms can then be introduced as additional features in an expanded Φ (see [21] ).
D. Computational Complexity
The SAFE methodology has three major computational components: 1) fitting GP models to each time series; 2) estimating the shape function parameters; and 3) hyperparameter optimization. Components (1) and (2) both involve large matrix inversions, namely, (13) for the GP models and (18) ) and shape function hyperparameters (γ, σ 2 , and λ) can be optimized through outer cross-validation optimization loops involving multiple repetitions of (1) and (2). Therefore, denoting the number of repetitions of each step needed as q and r, respectively, the overall computational complexity of SAFE is O(qnpN
3 ). Note that the values of q and r are determined by the resolution we require when optimizing the hyperparameters. In practice, this can be quite low. Furthermore, good hyperparameter estimates can often be determined off-line using heuristic techniques or by conducting a pilot study, leaving only the linear parameter estimation steps with an overall complexity of O(npN
IV. SIMULATION RESULTS
In this section, the capabilities of SAFE (with and without the time-series derivative extension) are demonstrated using three specially constructed synthetic case study datasets. Comparative results are provided for a number of alternative time-series feature extraction methodologies as follows.
1) Statistical moments:
The first four global statistical moments of each time series are used as features (i.e., k MAX = 4 and M = 1 as introduced in Section I). 2) Downsampling: Time series are partitioned into M intervals and each interval is represented by its mean value (i.e., k MAX = 1 and M = 10).
3) Principal component analysis (PCA)-Downsampling:
This is an enhancement of downsampling where redundancy in the resulting design matrix is eliminated by replacing the matrix with its r most significant principal components, as determined using PCA [12] . For convenience, r was fixed as M/2, but can also be chosen as a function of the explained variance. For the problems considered here, the choice of M/2 ensures that the PCA 
4) Kernelized extension of PCA (KPCA)-Downsampling:
This is simply PCA-downsampling using the KPCA [22] . KPCA produces nonlinear transformations of the data and hence can produce more efficient representations if underlying relationships are nonlinear. Here, we employ Gaussian kernels. For consistency with SAFE, the design matrices generated by each methodology are used to develop ridge regression-based linear models as described in Section II. The root mean squared prediction error (RMSE) of these models, computed on test data and averaged over 500 Monte Carlo simulations, is then used as the performance metric for comparisons.
The three primary synthetic datasets are single time-series datasets (p = 1), consisting of 150 observations of between 35 and 45 samples of an input time series (uniformly sampled) and corresponding target outputs. Both the input and output samples are subject to Gaussian distributed white noise with expected value 0 and standard deviation 0.1. Multiple timeseries extensions of two of the datasets are similarly specified. For modeling purposes, the data are split into training and test data sets on a 2 to 1 basis (i.e., n = 100, n * = 50). The dimensionality of the datasets in the simulation experiments and also the real industrial use cases presented in Section V are summarized in Table I .
A. Sinusoid Dataset
This dataset is designed to simulate a scenario where only an unknown part of the input time series determines the target output. The ith observation of the input time series is defined as
where ω i ∼ U(0.01, 10) and δ i ∼ U(0, 2π), and the output is defined as with the SAFE methodology yields marginally better optimum results on average 1 [ Fig. 2(b) ]. In addition to providing improved features for modeling, SAFE can also enhance model interpretability by highlighting what parts of a time series are most important. This information is revealed through analysis of the shape functions β(t) generated. For example, as can be observed in Fig. 3(a) , the shape function estimated for this example correctly identifies the central region of the time series as the most relevant for predicting y. As a second example, the plot in Fig. 3(b) shows the shape function obtained for the sinusoidal dataset when a = 0.5, b = 0.7, and U (8, 10) .
A second experiment has been performed with the sinusoid dataset to test the SAFE methodology with multi-input data. The new dataset consists of p = 15 time-series x (j) where the ith observation is defined as in (19) , while the output is
with c j ∼ B a Bernoulli distribution with success probability equals to 0.35. The RMSE performances at the optimal value of λ (i.e., the value that yields the minimum RMSE on average for each methodology) with this dataset are reported in boxplot form in Fig. 4 . The results show that the SAFE methodologies outperform the other methods on average. In fact, over the 500 Monte Carlo simulations, SAFE achieves the minimum RMSE 95.4% of the time (SAFE 59.4% and SAFE + derivatives 36%, while downsampling, PCA, and KPCA are the best methods 0.4%, 2.4%, and 1.8% of the times, respectively.
B. Ramp Dataset
The ramp dataset is synthesized to highlight the benefits of including time-series derivative information as features in the design matrix. Accordingly, the input time series is generated as
with ζ i ∼ U(0, 1), φ i ∼ U (1, 4) , and the output as y i = φ i . Hence, the target output is the slope of x i (t) in the interval 1 ≥ t ≥ 0.5. Fig. 5 shows the substantially superior results obtained for this problem using SAFE by virtue of being able to include derivative information as input features in the dataset.
A second experiment has been performed with the ramp dataset to test the SAFE methodology in a multi-input setting. The new dataset consists of p = 30 time-series x (j) where the ith observation is defined as:
i as in (20) The performance of the various feature extraction methodologies with this dataset is compared in Fig. 6 , which shows the boxplot of the distribution of RMSE values at the optimal λ for each approach. Although there is some deterioration in performance compared to the singe ramp time-series dataset (the ones reported in Fig. 5 ), SAFE continues to yield the best performance.
C. Exponential Dataset
The purpose of the exponential dataset is to test the performance of the SAFE methodology when the target variable is entirely explained by global features of the input time series. As such, the input series is defined as x i (t) = a i e −bit , with a i ∼ U (8, 12) , b i ∼ U(0.5, 1.5), and the target output to be predicted is given by
In this scenario, the output, as defined by (21), is the expected value of the second-order sample statistical moment of the observed data (sample variance), hence one would expect that using statistical moment features should yield the best results. However, while the statistical moment features substantially outperform the PCA, KPCA, and downsampling feature extraction methodologies, Fig. 7 shows that the SAFE technique again yields the best prediction performances. This somewhat counter-intuitive result arises because of the high variance of the sample second-order central moment estimator at low sample sizes. As illustrated in Fig. 8 , at the sample sizes defined for this dataset (35-45), the estimator is highly imprecise. This dataset therefore shows how the SAFE methodology, albeit relying exclusively on local features, can outperform methods that generate globally defined features even when the target phenomenon is global by its very definition.
D. Sensitivity to Sampling Rate
It is expected that, thanks to its built-in noise filtering and smoothing capabilities, the proposed SAFE methodology can cope with irregular sampling intervals in an efficient way. While studies regarding the impact of intermittent sampling rate on filtering exist in the literature [24] , their effects on feature extraction quality are largely unexplored.
In order to gauge the performance of the proposed algorithm in such situations, the previously described "ramp dataset experiment" was repeated with increasingly variable sampling rates. Specifically, the variance of the sampling time interval Δt = t i+1 − t i was defined as e k for k = 1, . . . , 10. In each case, the resulting time vectors were normalized so that 0 ≤ t ≤ 1. Hence, the experiments corresponding to low values of k will have almost homogeneous sampling times, while those with high values of k will have very variable sampling times. Fig. 9 shows the results obtained with SAFE under these conditions. As anticipated, there is no significant degradation in performance with increasing sampling variability. The worst data points of the most extreme experiments only show a factor 
V. INDUSTRIAL CASE STUDY
As a practical demonstration of SAFE, we consider in this section its application to a benchmark soft sensing problem from semiconductor manufacturing, namely estimating the etch rate of a plasma etch processing tool from optical emission spectrometry (OES) measurements recorded during processing [13] , [18] .
Plasma etching is ubiquitous in modern semiconductor manufacturing due to its ability to provide precise control of the resolution and directionality of etch. In a typical plasma etching processing tool [11] , gases are introduced into a vacuum chamber and ionized to generate a plasma which then interacts both chemically and mechanically with the masked wafer surface to etch away the exposed surface. To achieve the desired precision on critical feature dimensions, the key parameter which needs to be controlled is etch rate [18] , but this information is not available in real time as it can only be determined through a costly postprocessing metrology step. However, using OES monitoring of the plasma, which allows the changes in the plasma chemistry during etching to be observed indirectly, soft sensing solutions can be developed for etch rate prediction.
The benchmark industrial dataset available for this case study consists of OES spectra (X ) for a total of n = 1747 etch process runs together with associated actual etch rate (y). Each OES spectrum presents us with p = 2024 time series corresponding to the evolution of the individual spectrometer channels (spectrum wavelengths) for the duration of the process in question. The spectrum output is available through a set of N i,j = 57 equally spaced samples for each channel. A typical spectrum is plotted in Fig. 10 for a single process observation.
As was the case with the simulated datasets, Monte Carlo simulations (5000 repetitions) are used in evaluating the performance of the various feature extraction methodologies considered, this time using repeated random subsampling validation [20] to generate the different instances of the training (60%), validation (20%), and test (20%) datasets. Two different experiments were conducted. In the first (Exp. 1), the SAFE methodology was applied with γ = 10 base Gaussian components selected for the shape functions (10) hyperparameters for each time series were optimized using cross-validation on the validation data sets. Fig. 11(a) shows the average test data RMSE performance of the ridge regression etch rate prediction models obtained with each of the feature extraction methodologies investigated for Exp. 1; it can be appreciated how SAFE outperforms the other techniques in terms of the minimum RMSE prediction error achieved. In particular, SAFE augmented with OES time-series derivatives consistently outperforms all the other methods across the full range of regularization parameter considered, with a relative improvement in the minimum RMSE of 11.7% w.r.t. statistical moments, 19% w.r.t. PCA, 17.7% w.r.t KPCA, and 22.8% w.r.t. downsampling.
A second experiment (Exp. 2) was performed to simulate the scenario of missing measurements or irregularly sampled time-series data. This is achieved by randomly retaining 30 out of the 57 available samples for each process run. The experimental settings are the same as in Exp. 1 with γ = 10, bandwidth σ 2 chosen to provide the same a priori importance to all time points and ξ j and ω 2 (j) optimized through cross-validation.
The average test data RMSE performance of each model is reported in Fig. 11(b) . Again it can be seen that SAFE and SAFE augmented with OES time-series derivative information outperform the other feature extraction approaches for all values of λ considered.
Comparing Fig. 11 (Exp. 2) with Fig. 10 (Exp. 1) allows the impact of employing irregular/reduced sampling to be assessed. and greater than 33% with the other approaches. The results thus confirm that SAFE is more robust to sampling variability than the other methods evaluated.
VI. CONCLUSION
With many industries investing heavily in advanced process monitoring technologies and infrastructure to support collection, integration and archiving of process data from heterogeneous sources, the future is big data. This brings both opportunities and challenges; opportunities such as eliminating costly metrology using soft sensors and optimizing maintenance scheduling using predictive maintenance models; and challenges such as dealing with the data deluge and making the best use of the available data.
In this paper, a novel SAFE methodology has been defined and presented that addresses these challenges for modeling problems where a scalar output to be predicted is a function of one or more time-series data streams. The SAFE methodology has two main characteristics.
1) It employs a holistic method for generating features in a supervised fashion that are optimally orientated toward prediction. 2) It is able to work with multiple heterogeneous time-series signals where each one can have a different sampling rate, be nonuniformly sampled and/or be of different lengths. This makes its a powerful tool for industrial informatics as many industrial datasets are characterized by the fusion of datastreams with different sampling and duration characteristics. Often significant preprocessing effort is needed to align these disparate date streams. The SAFE methodology alleviates this burden, and thus is a promising tool in the increasingly big data world, where automated approaches are becoming a key requirement. Furthermore, an important consideration when developing risk mitigation strategies for industrial processes is effective process monitoring. SAFE contributes to this goal by providing enhanced models for soft sensing and predictive maintenance.
The proposed methodology derives from a functional learning setting in which the time-series input space is reconstructed by means of GP inference, and the unknown shape function is parametrized as a weighted sum of Gaussian functions. This combination allows for a number of interesting properties, including closed-form solution (and hence efficient numerical computation procedures), enhanced interpretability through shape function analysis, easy incorporation of time-series derivative information, and the possibility of using the extracted information as input data to other machine learning methodologies.
The capabilities of the SAFE methodology with respect to competing time-series feature extraction methodologies have been demonstrated by means of simulated examples and further validated using a practical semiconductor manufacturing soft sensing problem. The prediction optimized features extracted by SAFE come at a price as simpler approaches to feature extraction require less computational effort; however, the results presented show that SAFE is able to consistently outperform its competitors over a range of input-output relationship and data conditions, including situations where the target output is determined by global features of the input time series.
While SAFE was originally motivated by modeling problems in batch industrial processes (where the input data are the time evolution of sensor readings during the batch run and the output is a scalar indicator of the final product quality) [9] , the methodology is applicable to any time-series-intensive learning environment, e.g., evoked potential studies in neuroscience [4] , dynamic biological process modeling in genetics [1] , and financial data analysis in economics [2] . It should also be noted that SAFE was conceived and developed for supervised learning problems; the potential for extending the methodology to unsupervised or semisupervised problems, and any benefits this might bring, have not been investigated to date.
