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La evolucio´n de la tecnolog´ıa la´ser ha permitido estudiar con una pro­
fundidad sin precedentes las reacciones qu´ımicas. En particular, el uso de 
los la´seres ultrarra´pidos ha permitido seguir en tiempo real reacciones qu´ımi­
cas, conﬁrmando hipo´tesis teo´ricas como la existencia de especies transitorias 
durante la transformacio´n de reactivos a productos [1] por medio de experi­
mentos de bombeo y sonda. En este tipo de metodolog´ıa, el la´ser de bombeo 
inicia una reaccio´n qu´ımica que es seguida por la accio´n del la´ser de sonda 
a distintos tiempos. De esta forma, se puede observar directamente tanto el 
movimiento nuclear [2, 3], al usar pulsos la´ser de femtosegundos, como el 
electro´nico [4], gracias al desarrollo de los la´seres de attosegundo. Reciente­
mente se ha conseguido observar experimentalmente la migracio´n electro´nica 
en aminoa´cidos [5]. 
Dentro de la multitud de experimentos realizados en las ´ ecadasultimas d´
por medio de la´seres ultrarra´pidos, podemos examinar ma´s a fondo uno de 
los experimentos seminales de Zewail [6] donde se estudio´ la disociacio´n 
de la mole´cula de NaI. En los estados excitados de esta mole´cula existe un 
cruce entre dos superﬁcies de energ´ıa potencial y el experimento fue capaz 
de resolver la dina´mica nuclear a trave´s de esta regio´n no-adiaba´tica. De esa 
forma se obtiene sen˜al en el detector a cada paso del sistema por el cruce. 
Zewail y colaboradores emplearon un mo´delo teo´rico obtenido por Grice [7] 
para poder entender el experimento. En este caso, el mo´delo teo´rico so´lo se 
empleo´ para reconocer la forma de las superﬁcies de energ´ıa potencial. Es 
decir, incluso en el caso de una mole´cula diato´mica como el NaI, debido a 
la gran complejidad inherente de estos tipos de experimentos, fue necesario 
ayudarse de me´todos teo´ricos para poder entender los procesos que tienen 
lugar tras la interaccio´n del la´ser con el sistema. De esta forma, multitud de 
experimentos recientes esta´n acompan˜ados de una simulacio´n computacional, 
desde modelos sencillos [8] hasta ca´lculos ab initio ma´s complejos [9] e incluso 
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dina´mica [5]. 
Sin embargo, la metodolog´ıa necesaria para la simulacio´n de la dina´mica 
que estos procesos requiere es muy variable dependiendo de los grados de li­
bertad del sistema. Debido a los efectos no locales necesarios para describir la 
dina´mica en mo´delos cua´nticos, estos requieren un gran poder computacional 
cuando la dimensiones del mismo son elevadas. En la pra´ctica esto implica 
que so´lo mole´culas muy simples (diato´micas o triato´micas) pueden ser estu­
diadas mediante me´todos completamente cua´nticos. 
Para mole´culas ma´s complejas, es posible disen˜ar aproximaciones alternati­
vas como las empleadas en el me´todo “Multiconﬁgurational Time-Dependent 
Hartree”(MCTDH) [10], donde la funcio´n de onda es factorizada en produc­
tos monodimensionales. Esta factorizacio´n, traslada la complejidad al hamil­
toniano, que debe ser descrito de la misma forma. 
Otra posibilidad es utilizar dina´mica semicla´sica donde los nu´cleos son tra­
tados cla´sicamente por medio de trayectorias. De esta forma se aprovecha 
el cara´cter local de la dina´mica cla´sica, reduciendo dra´sticamente el coste 
computacional para sistemas bastante grandes. En este caso, los efectos no 
adiaba´ticos pueden ser descritos de forma promediada utilizado un formalis­
mo de Ehrenfest [11] o a trave´s de saltos de las trayectorias por el me´todo 
de Tully [12, 13]. Este tipo de te´cnicas son las que utilizaremos a lo largo de 
esta tesis, por lo que hablaremos de ellas con ma´s detalle ma´s adelante. 
Finalmente cabe resaltar tambie´n me´todos a caballo entre las dos aproxi­
maciones, basadas en los trabajos de Heller [14, 15] el “Ab Initio Multiple 
Spawning” (AIMS) [16], el “Coherent States” (CS) de Shalashilin [17] y una 
variante del MCTDH conocida como “QUANTICS” [18]. En las dos prime­
ras (AIMS y CS) cada trayectoria se describe a trave´s de una funcio´n de 
onda gaussiana, de forma que es posible recuperar el cara´cter no local de la 
dina´mica cua´ntica a trave´s de procesos de transferencia de poblacio´n entre 
gaussianas. La diferencia entre ellas reside en co´mo se propaga la trayectoria: 
mientras que AIMS lo hace propagando directamente en el potencial adiaba´ti­
co, CS utiliza un formalismo tipo Ehrenfest [11]. En QUANTICS, las bases 
del MCTDH pueden ser sustituidas por gaussianas localizadas, disminuyendo 
el problema de la dimensionalidad. En este caso la dina´mica de las funciones 
de base gaussianas seguir´ıan un movimiento puramente cua´ntico. Debido al 
cara´cter no local de las gaussianas, estos me´todos son computacionalmente 
ma´s caros que los me´todos semicla´sicos, que son los que emplearemos a lo 
largo de esta tesis. 
El uso de trayectorias para simular experimentos de pump-probe es una 
te´cnica bien consolidada hoy en d´ıa , que da resultados cualitativamente 
va´lidos a un coste computacional asumible. Quiza´ el ejemplo ma´s relevante 
sea la simulacio´n de fotodesactivacio´n de las bases de ADN [19, 20]. Existen 
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trabajos donde se demuestra que la estructura de las bases determina su 
corto tiempo de vida en el estado excitado, que se obtienen de comparar 
los distintos tauto´meros [21]. Existe incluso la posibilidad de incluir campos 
la´ser en este tipo de te´cnicas [22], donde el la´ser acopla los distintos estados 
electro´nicos del sistema, variando la fase de la funcio´n de onda electro´nica 
asociada a la trayectoria. Este cambio de fase se reﬂeja en un aumento de la 
posibilidad de salto entre los estados excitados de la mole´cula. Este me´todo 
puede incluso acoplarse con te´cnicas de control cua´ntico [23] permitiendo 
modular el pulso la´ser para controlar una reaccio´n qu´ımica. 
Finalmente, cabe destacar que existe una serie de procesos que hasta el 
comienzo de esta tesis no se han podido tratar usando te´cnicas de dina´mica 
semicla´sica; aquellos que implican acoplamientos muy fuertes entre las su­
perﬁcies de energ´ıa potencial, normalmente debidos a un gran acoplamiento 
esp´ın-o´rbita heredado de la presencia de a´tomos pesados [24], aunque pro­
blemas similares aparecen cuando se somete el sistema a un pulso la´ser muy 
intenso [25], o incluso cuando ambos procesos compiten en la dina´mica [26]. 
Por tanto, para todos los experimentos en los que se empleen la´seres intensos 
o que se realizen sobre mole´culas cuya fotoqu´ımica se caracterice por cruces 
entre estados muy ra´pidos, o incluso cuyos estados de esp´ın no este´n bien 
deﬁnidos, no hay resultados teo´ricos ﬁables obtenidos mediante te´cnicas de 
trayectorias. 
Para remediar ese defecto, los doctores Jesu´s Gonza´lez Va´zquez e Igna­
cio Sola´, en colaboracio´n con el grupo de la profesora Leticia Gonza´lez de 
la Universidad de Viena, desarrollaron el me´todo SHARC [27, 28]. SHARC 
es un me´todo de trayectorias que evalu´a los saltos entre potenciales me­
diante un algoritmo de Tully (surface hopping), debidos a cualquier tipo de 
acoplamiento, empleando de forma consistente la representacio´n adiaba´tica. 
Su acro´nimo (del ingle´s) se reﬁere a “Surface Hopping including Arbitrary 
Couplings”. Hoy en d´ıa es el me´todo esta´ndar para el estudio de la dina´mi­
ca con trayectorias en mole´culas para tratar problemas de cruce de estados. 
Se ha empleado en varios sistemas, permitiendo elucidar los mecanismos de 
relajacio´n del ADN [29, 30] sus tioderivados [31], simulando procesos de ob­
tencio´n de ox´ıgeno singlete [32] o simulando espectros 2D no lineales [33]. 
En todos estos trabajos los acoplamientos esp´ın-o´rbita presentes se pueden 
considerar moderados, al no participar a´tomos pesados. 
Durante esta tesis se ha puesto a punto el me´todo SHARC [27, 28] para 
poder simular situaciones donde la dina´mica viene determinada por aco­
plamientos no adiaba´ticos varios o´rdenes de magnitud ma´s intensos. Tanto 
debido a acoplamientos esp´ orbita en mol´ ´ın-´ eculas que contienen atomos de 
iodo, como en el tratamiento de la dina´mica de mole´culas ante pulsos la´ser 
muy intensos. 
8 CAPI´TULO 1. INTRODUCCI ON´ 
La memoria de la tesis esta´ dividida en 5 cap´ıtulos, incluyendo esta prime­
ra introduccio´n. En el segundo cap´ıtulo se detallara´n los fundamentos teo´ricos 
de la fotoqu´ımica y la dina´mica en estados excitados, haciendo hincapie´ en 
los acoplamientos que se pueden encontrar en los sistemas moleculares y su 
tratamiento. A continuacio´n, en el tercer cap´ıtulo se exponen los principales 
me´todos nume´ricos que han sido utilizados durante el presente trabajo para 
la realizacio´n de cualquier tipo de ca´lculo. El penu´ltimo cap´ıtulo comprende 
todos los resultados obtenidos en esta tesis, as´ı como su comparacio´n si la 
hubiera con otros resultados previos en la bibliograf´ıa, ya sean de cara´cter 
teo´rico o experimental. Para ﬁnalizar, en el cap´ıtulo sexto se encuentra un 
resu´men de todo el trabajo desarrollado durante la tesis, as´ı como las con­
clusiones a las que podemos llegar basa´ndonos en los resultados obtenidos en 
ella. 
Cap´ıtulo 2 
Fundamentos de dina´mica en el 
estado excitado 
En este cap´ıtulo vamos a explicar brevemente ciertas nociones teo´ricas 
y aproximaciones utilizadas, necesarias para comprender el fundamento de 
nuestro trabajo. En e´l hemos desarrollado un me´todo para poder incluir en 
la dina´mica de un sistema semicla´sico todos los acoplamientos que pudieran 
existir de forma simulta´nea. Por tanto, en este cap´ıtulo vamos a presentar los 
distintos tipos de acoplamientos que pueden estar presentes en un sistema 
molecular. 
Para comenzar, por regla general, para estudiar la dina´mica de un sistema 
debemos resolver la Ecuacio´n de Schro¨dinger Dependiente del Tiempo (por 
ha´bito, cuando usemos la abreviatura utilizaremos la forma inglesa, TDSE): 
∂	 i ˆΨ(R, r,t) = − H(R, r,t)Ψ(R, r,t)	 (2.1)
∂t h¯
donde t es el tiempo y R, r representan las coordenadas colectivas de los 
nu´cleos y electrones. Ψ es la funcio´n de onda total del sistema mientras que 
Hˆ es el operador hamiltoniano. 
2.1	 Aproximacio´n de Born-Oppenheimer y aco­
plamientos no adiaba´ticos 
Pasamos a presentar la Aproximacio´n de Born-Oppenheimer, una he­
rramienta muy utilizada en la qu´ımica y f´ısica que permite separar y por 
consiguiente tratar de forma distinta la parte electro´nica de la nuclear. Su­
pongamos que el hamiltoniano no depende expl´ıcitamente del tiempo (no hay 
campos externos actuando sobre la mole´cula). En primer lugar ponemos por 
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separado todos los te´rminos que dependen de las coordenadas electro´nicas de 
los te´rminos que no incluyen tal dependencia en el hamiltoniano: 
Hˆ(R, r) = TˆN (R) + Hˆel(R, r), (2.2) 
ˆdonde llamamos Hel el hamiltoniano electro´nico, que incluye el operador 
cine´tico de los electrones y la interaccio´n de Coulomb: 
Hˆel(R, r) = Tˆel(r) + Uˆ(r; R). (2.3) 




TˆN (R) = − \2 RI (2.4)2MI
I 
donde N es el nu´mero de a´tomos y MI es la masa del a´tomo correspondiente 
movie´ndose a lo largo de la coordenada. 
Para representar a la funcio´n de onda Ψ utilizaremos una base muy es­
pecial, formada por el conjunto de autofunciones que resuelven la ecuacio´n 
de autovalores del hamiltoniano electro´nico: 
Hˆel(R, r)Φi(r; R) = Vi(R)Φi(r; R). (2.5) 
Como en esta ecuacio´n R no es una variable dina´mica, puede considerarse 
un para´metro del hamiltoniano. Tanto las autofunciones como los autovalores 
Vi(R) dependen parame´tricamente de R y tienen una interpretacio´n f´ısica 
interesante. Φi(r; R) son los llamados estados electro´nicos de la mole´cula. 
Para cada conjunto de coordenadas nucleares, Vi(R) proporcionan la energ´ıa 
electro´nica. Su gradiente con respecto a dichas coordenadas proporciona la 
fuerza que actu´a sobre los nu´cleos. Por tanto, Vi(R) son las superﬁcies de 
energ´ıa potencial (o abreviado del ingle´s, PES) sobre la cuales los nu´cleos se 
van a mover. 
Expandiendo la funcio´n de onda global Ψ de la ecuacio´n 2.1 en base a 
estas funciones de onda electro´nicas Φj obtenemos  
Ψ(R, r,t) = χi(R, t)Φi (r; R) (2.6) 
i 
donde χi(R, t) son los coeﬁcientes de desarrollo y nuestras funciones de onda 
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Hˆel(R, r)Ψ (R, r,t) = 
Hˆel(R, r) χi(R, t)Φi (r; R) = 
i 
(2.7)χi(R, t)Hˆel(R, r)Φi (r; R) = 
i 
χi(R, t)Vi(R)Φi (r; R) 
i 
ˆPor otra parte, para el te´rmino TN (eq 2.4) necesitamos obtener la segun­
da derivada respecto a R. De tal forma que si derivamos una primera vez 
obtenemos: 
∂ ∂χi(R, t) ∂Φi (r; R)
χi(R, t)Φi (r; R) = Φi (r; R) + χi(R, t)
∂R ∂R ∂R 
i i i 
(2.8) 
Y si ahora derivamos una segunda vez: 
∂2 ∂2χi(R, t)




∂2Φi (r; R) ∂Φi (r; R) ∂χi(R, t)
χi(R, t) + 2 
∂R2 ∂R ∂R 
i i 
Tenemos que integrar sobre r para poder seguir el movimiento nuclear. 
Por lo que partiendo de la ecuacio´n 2.7, teniendo en consideracio´n que Φi 
son un conjunto de bases ortonormales, podemos multiplicar por la izquierda 
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++∞ 
Φ ∗ j (r; R)Hˆel(r; R) χi(R, t)Φi(r; R) dr = 
i−∞ ++∞ 
Φ ∗ j (r; R) χi(R, t)Hˆel(r; R)Φi(r; R) dr = 
i−∞ 
(2.10)++∞ 
Φ ∗ j (r; R) χi(R, t)Vi(R)Φi(r; R) dr = 
i−∞ ++∞ 
χi(R, t)Vi(R)δji dr = Vj (R)χj (R, t) 
i−∞ 
ˆSi seguimos los mismos pasos para el hamiltoniano total H, segu´n la 
ecuacio´n 2.2 obtenemos: 
++∞ 
−∞ 
Φ ∗ j (r; R) Hˆ 
i 














Φ ∗ j 
∂2 
∂R2 
Φi __ _ 






Φ ∗ j 
∂ 
∂R 








Λjjdonde Λj son las componentes del operador de Acoplamiento No Adiaba´ti­ji ji 
co (NAC en ingle´s), tambie´n denominado a veces acoplamiento vibro´nico o 
acoplamiento dina´mico. Es aqu´ı donde la aproximacio´n de Born-Oppenheimer 
se aplica, despreciando todas las derivadas de la funcio´n de onda electro´nica 
Λjjen funcio´n de R (Λj = = 0). Otra aproximacio´n algo menos utilizada es 
la Aproximacio´n Adiaba´tica, es algo menos dra´stica, ya que desprecia solo los 
te´rminos fuera de la diagonal de las derivadas, manteniendo Λjjj y Λ
jj
jj . 
Finalmente, la aplicacio´n de la Aproximacio´n de Born-Oppenheimer ha 
simpliﬁcado nuestra TDSE hasta: 
3N 
h2 ∂2∂ i ¯
χ(R, t) = − − χ(R, t) + V (R)χ(R, t) (2.12)
∂t h¯ 2MI ∂R2 
I 
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Esta aproximacio´n, que considera que la variacio´n de la funcio´n de onda 
electro´nica a lo largo de las coordenadas nucleares es despreciable, se suele 
explicar de una forma ma´s sencilla como que desde el punto de vista de los 
electrones, que se mueven mucho ma´s r´ ucleos, estos ultimos apido que los n´ ´
permanecen “esta´ticos”. Por lo que si consideramos una geometr´ıa molecu­
lar ﬁja, podemos omitir la dependencia de las coordenadas nucleares (R) 
en el hamiltoniano electro´nico y considerarlas como para´metros (diferentes 
posiciones nucleares) en vez de variables. 
2.2 Intersecciones Co´nicas 
Si bien la Aproximacio´n de Born-Oppenheimer es tremendamente u´til y su 
aplicacio´n es vital en la mayor parte de la qu´ımica, existen ciertas situaciones 
donde el acoplamiento entre los movimientos nuclear y electro´nico no es en 
absoluto despreciable, si no que pasa a gobernar la dina´mica del sistema. Un 
ejemplo de esta “ruptura” de la aproximacio´n de Born-Oppenheimer se da 
en las denominadas Intersecciones Co´nicas. 
Como hemos visto en la Seccio´n 2.1 las Superﬁcies de Energ´ıa Potencial 
se construyen siguiendo los movimientos nucleares y evaluando en cada con­
ﬁguracio´n nuclear la energ´ıa correspondiente de los electrones. Si hacemos 
esto en base a la aproximacio´n de Born-Oppenheimer (o de la aproxima­
cio´n Adiaba´tica), lo que obtenemos son las Superﬁcies de Energ´ıa Potencial 
Adiaba´ticas. 
La topolog´ıa de estas PES en las mole´culas es muy variable y en ciertas 
situaciones, a lo largo de una determinada coordenada de reaccio´n (R) dos 
o ma´s superﬁcies de la misma multiplicidad separadas normalmente por una 
energ´ıa considerable, se aproximan mucho, llegando a estar completamente 
degeneradas en un punto discreto. Si tratamos con un sistema de una sola 
dimensio´n, nos encontraremos ante lo que se denomina un cruce evitado en 
el que los estados no llegan a estar completamente degenerados, ya que su 
reducida dimensionalidad impide la formacio´n del cono. 
En esta zona, es evidente que los acoplamientos despreciados en la apro­
ximacio´n BO (φj |∂/∂R) φi no van a ser despreciables, ya que la funcio´n 
de onda puede cambiar de forma abrupta con una pequen˜´ısima variacio´n 
de las coordenadas nucleares, acoplando estados entre s´ı y permitiendo que 
parte del paquete de ondas nuclear pueda pasar a otro potencial. Entonces, 
podemos considerar que el movimiento de los nu´cleos no puede ser ahora 
correctamente descrito por solo una superﬁcie, si no que hay que tener en 
cuenta ambas. 





14CAPI´TULO 2. FUNDAMENTOS DE DIN ´  AMICA EN EL ESTADO EXCITADO 
una transicio´n no radiativa hacia otros estados. Adema´s del obvio intere´s que 
despiuerta su estudio desde el punto de vista fotoqu´ımico, tanto teo´rico como 
experimental, se ha descubierto que juegan papeles clave en la fotoqu´ımica 
de procesos biolo´gicos tales como la fotos´ıntesis o la fotorecepcio´n retinal. 
2.3 Acoplamiento esp´ın-o´rbita 
El acoplamiento esp´ın-o´rbita se produce cuando en algunos a´tomos rela­
tivamente pesados, el momento angular de esp´ın de algunos de sus electrones 
se acoplan con el propio campo electromagne´tico producido por su momento 
angular orbital. Para la mayor´ıa de electrones esta interaccio´n es muy pe­
quen˜a. Sin embargo, en atomos relativamente pesados, los electrones de las ´
capas ma´s internas se encuentran orbitando a velocidades relativ´ısticas, ha­
ciendo que su movimiento orbital sea extremadamente ra´pido y acopla´ndose 
con su esp´ın y creando un momento angular total. Esto provoca en los sis­
temas que incluyen a´tomos de este tipo desdoblamientos y desplazamientos 
energe´ticos de sus estados electro´nicos debido a que ahora el que el esp´ın del 
electro´n este´ alineado o antialineado con el momento angular tiene energ´ıas 
distintas. 
El tratamiento que se le da desde un punto de vista cua´ntico es pertur­
bativo, considera´ndolo una modiﬁcacio´n pequen˜a del sistema. Para a´tomos 
ligeros de Z< 30 se suele emplear el modelo de Russel-Saunders o LS, consi­
dera que el sistema tiene un momento orbital total L y un momento angular 
de spin total S de forma que:
n 




 S =  si 
i
creando un momento total:
n 
J = L + S (2.14) 
i
Para a´tomos ma´s pesados, es preferible utilizar el modelo de acoplamiento 
jj, ya que para esto ´ seratomos las interacciones llegan a mayores de los 
momentos angulares individuales, de esp´ın u orbitales:
n 
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n 
J = ji (2.16) 
i 
2.4 Acoplamiento con campos la´ser 
En esta seccio´n indicaremos brevemente co´mo describir la interaccio´n del 
campo ele´ctrico de un pulso de radiacio´n la´ser con una mole´cula mediante 
distintas aproximaciones y representaciones. En general, en esta tesis usare­
mos pulsos sencillos, cuyo campo ele´ctrico (E(t)) se puede representar en el 
l´ımite cla´sico (sin cuantizar la radiacio´n) con funciones del tipo: 
E(t) = E0(t) cos(ωt + φ)uE (2.17) 
siendo E0(t) la funcio´n envolvente del campo (por ejemplo una funcio´n 
Gaussiana, o incluso una constante), ω la frecuencia central del pulso, φ 
la fase absoluta y uE el vector de polarizacio´n. Utilizando la aproximacio´n 
dipolar (teniendo en cuenta que la longitud de onda del campo ele´ctrico 
es mucho mayor que el taman˜o del sistema f´ısico podemos considerar que 
la interaccio´n es la misma en todo el sistema), en la eleccio´n del gauge de 
Coulomb el campo va a interaccionar con la mole´cula a trave´s de su momento n n 
dipolar, µ(R, r) = −e i ri + n ZnRn. Entonces podemos considerar el 
nuevo hamiltoniano de nuestro sistema en presencia de radiacio´n, como, 
Hˆ(R, r) = TˆN (R) + Hˆel(R, r) − µ(R, r)E(t) (2.18) 
entendiendo que se trata de una descripcio´n efectiva, donde la energ´ıa no 
se conserva y donde no estudiamos el efecto de la mole´cula sobre el campo. 
Esta descripcio´n sera´ va´lida mientras la densidad o´ptica del medio sea ba­
ja, esto es, cuando haya muchos ma´s fotones (de una frecuencia que pueda 
interaccionar con el sistema) que mole´culas. 
Para poder comprender la dina´mica de nuestro sistema bajo la accio´n 
del campo la´ser vamos a describir en las siguientes subsecciones diferentes 
modelos simpliﬁcados fa´cilmente entendibles. Estos modelos son capaces de 
explicar transiciones entre distintos autoestados del sistema as´ı como efectos 
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2.4.1	 Aproximacio´n de Onda Rotatoria y hamiltoniano 
de Floquet 
Vamos a desarrollar la denominada Aproximacio´n de Onda Rotatoria 
(abreviado del ingle´s como RWA) que veremos separa los efectos de la fre­
cuencia y de la amplitud del campo la´ser en el sistema. Pongamos como 
ejemplo el caso ma´s sencillo, un sistema con dos estados electro´nicos (Φ1 
and Φ2) acoplados por un campo la´ser cuya frecuencia central es pro´xima a 
transiciones electro´nicas resonantes. De esta forma, para nuestro sistema el 
hamiltoniano ser´ıa el siguiente: 
 	  
ˆ	 +iωt + e−iωt]/2TN (R) + V1(R) −µ12(R)uE E0(t)[eHˆ = −µ21(R)uE E0(t)[e+iωt + e−iωt]/2 TˆN (R) + V2(R)
(2.19) 
donde V1(R) y V2(R) son las curvas de energ´ıa potencial y + 
µ12(R) = drΦ1(r; R)µ(R, r)Φ2(r; R) 
es el momento dipolar de transicio´n entre ambos estados electro´nicos. La 
matriz hamiltoniana se debe aplicar sobre el vector de coeﬁcientes χ1(R, t) 
y χ2(R, t). Adema´s, fuera de la diagonal existira´n te´rminos cine´ticos, K(R), 
de acoplamiento no adiaba´tico entre los potenciales, y te´rminos VSO(R) de 
acoplamiento esp´ın-o´rbita. En lo que sigue los omitimos pues no intervie­
nen directamente en el acoplamiento radiacio´n-materia. Adema´s, el efecto de 
VSO(R) se puede incorporar fa´cilmente a los potenciales V1(R) y V2(R). Si el 
efecto de K(R) no es despreciable, siempre se puede an˜adir al hamiltoniano 
ﬁnal resultante. 
Antes de realizar la RWA, primero aplicamos una transformacio´n unitaria 
en el sistema, “rotando” la base de acuerdo a la frecuencia del la´ser, por lo 
que las nuevas funciones de onda del sistema ser´ıan: 
χj1 = χ1 
+iωt	 (2.20)χj = χ2e2 
Ahora la derivada temporal de χj2 es: 
h¯ ∂ h¯ ∂−iωt	 −iωt − χ2 = − e χj2 + h¯ωχj2e	 (2.21)i ∂t i ∂t 
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el hamiltoniano quedara´: 
ˆ +iωt + e−iωt]e−iωt/2TN + V1 −µ12uE E0(t)[eHˆ = = 
+iωt + e−iωt]e+iωt/2 ˆ hω−µ21uE E0(t)[e TN + V2 − ¯
TˆN + V1 −µ12uE E0(t)[e−2iωt + 1]/2 = −µ21uE E0(t)[e+2iωt + 1]/2 TˆN + V2 − h¯ω 
(2.22) 
En este momento se aplica la RWA, despreciando los te´rminos que de­
penden de e±2iωt, ya que las funciones χ1 y χ2 var´ıan fundamentalmente con 
la envolvente E(t), que oscila mucho ma´s lentamente que e±2iωt. Esto es, si 
seguimos la dina´mica del sistema en el tiempo en que se mueven los nu´cleos, 
representados por las funciones χn, cuando actu´an campos que inducen tran­
siciones electro´nicas (t´ıpicamente en el espectro visible-ultravioleta), el valor 
±2iωt promedio temporal de e ≈ 0. Desde otra perspectiva, la aproximacio´n 
RWA consiste en despreciar la probabilidad de absorcio´n de luz mediante 
el componente no resonante eiωt y la probabilidad de emisio´n estimulada 
medienta el componente e−iωt . 
Tras aplicar la aproximacio´n RWA, el hamiltoniano se simpliﬁca como: 
ˆ TˆN + V1 −µ12uE E0(t)/2 HRWA = (2.23)ˆ hω−µ21uE E0(t)/2 TN + V2(R) − ¯
En la aproximacio´n (o me´todo de Floquet) uno parte de muchas re´plicas 
de los potenciales a los que se suman o restan las energ´ıas de n fotones, lo 
que permite describir procesos multifoto´nicos, despreciando a conveniencia, 
a` la RWA, aquellos procesos ma´s alejados de resonancia. La re´plica mı´nima 
del hamiltoniano del sistema en la aproximacio´n de Floquet (con los poten­
ciales ma´s/menos un foto´n) coincide exactamente con la aproximacio´n RWA. 
Aunque la teor´ıa de Floquet se puede desarrollar de forma rigurosa a partir 
de los llamados estados vestidos del hamiltoniano completo de la mole´cula 
ma´s la radiacio´n aqu´ı so´lo proporcionaremos argumentos heur´ısticos senci­
llos para entender co´mo se obtiene el hamiltoniano de Floquet, as´ı como 
sus similitudes y diferencias con la RWA. Para ello consideremos un siste­
ma de tres potenciales V1, V2 y V3 (donde el sub´ındice indica el orden de 
energ´ıa) acoplados a trave´s de dos pulsos de radiacio´n la´ser, E1(t), caracte­
rizado por una frecuencia central ω1 y E2(t), de frecuencia ω2. Supongamos, 
para facilitar la descripcio´n, que el sistema tiene paridad, de forma que so´lo 
son distintos de cero los momentos dipolares de transicio´n µ12 y µ23. Fi­
nalmente, llamemos E1(t) al la´ser cuya frecuencia es tal que, para ciertos 
valores de R, V1(R) + h¯ω1 ≈ V2(R), mientras que ω2 se elige de forma que 
V2(R)+ h¯ω2 ≈ V3(R) para ciertos valores de R. En primer lugar procedemos 
con la transformacio´n unitaria: 
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χj1 = χ1 
+iω1tχj2 = χ2e (2.24) 
χj = χ3e+i(ω1+ω2)t 3 
Para simpliﬁcar la notacio´n omitiremos la dependencia con R y prescin­
diremos en este momento de la caracterizacio´n vectorial del proceso, o sea, 
supondremos que los vectores polarizacio´n esta´n alineados con los vectores 
momentos dipolar de transicio´n, µij uEk Ek,0(t) = µ12Ek,0(t), donde Ek,0(t) es 
la envolvente del la´ser k y los ı´ndices i, j var´ıan de 1 a 3. (Hay que adoptar 
con cuidado esta aproximacio´n especialmente cua´ndo las transiciones tienen 
distintas simetr´ıas, por ejemplo, si una es paralela y otra perpendicular al eje 
de la mole´cula, y los campos son intensos y pueden provocar alineamiento 
molecular.) 
Analicemos los elementos fuera de la diagonal de la matriz hamiltoniano: 
  
+iω1t +iω2t −iω2t] −iω1t/2Hˆ12 = −µ12 E1,0(t)[e + e −iω1t] + E2,0(t)[e + e e 
En la RWA suprimimos todos los procesos ma´s alejados de la resonancia, 
−2iω1t −i(ω2+ω1)t i(ω2−ω1)te ≈ e ≈ e ≈ 0, aunque es evidente que el u´ltimo 
te´rmino oscilara´ a una frecuencia mucho menor que el resto. De forma que 
Hˆ12 ≈ µ12E1,0(t)/2 = Hˆ21. Por otro lado Hˆ13 = 0 y   
ˆ +iω1t +iω2t −iω2t]H23 = −µ23 E1,0(t)[e + e −iω1t] + E2,0(t)[e + e e −iω2t/2 ≈ −µ23E2,0(t) 
De manera que en la aproximacio´n RWA obtenemos el hamiltoniano: 
⎛ ⎞
TˆN + V1 −µ12E1,0(t)/2 0
 
ˆ ⎝ ˆ ⎠
hω1HRW A = −µ12E1,0(t)/2 TN + V2 − ¯ −µ23E2,0(t)/2 
ˆ0 −µ23E2,0(t)/2 TN + V3 − h¯(ω1 + ω2) 
(2.25) 
Es posible que las frecuencias de ambos la´seres sean parecidas y en caso 
extremo, podr´ıamos considerar un proceso de dos fotones a trave´s del cua´l 
queremos acceder a V3 usando un so´lo la´ser que aporta dos fotones. Eviden­
temente en tal caso no podemos suponer que ei(ω2−ω1)t ≈ 0. En principio, en 
RWA se pueden evitar estas aproximaciones, pero el precio a pagar es tener 
un hamiltoniano con te´rminos no diagonales en variable compleja. 
En la aproximacio´n de Floquet, consideremos un subsector del hamil­
toniano en el que hay N fotones en el la´ser E1(t) y M fotones en E2(t). 
Pongamos por tanto que el operador de la energ´ıa del sistema, en el esta­
ˆ ˆdo inicial, viene determinado por H11 = TN hω1 + M¯ Desde+ V1 + N¯ hω2. 
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V1 podemos acceder a V2 absorbiendo un foto´n de E1(t). Para describir este 
ˆproceso necesitamos el elemento de matriz H12 = −µ12E1(t)/2 y su com­
ˆplejo conjugado H21. La energ´ıa del estado de llegada vendra´ descrita por 
ˆ ˆH22 = TN +V2 +(N −1)¯ hω2. Pero en principio, especialmente si la fre­hω1 +M¯
cuencia de los dos la´seres no es muy diferente, tambie´n podemos acceder a V2 
usando un foto´n de E2(t). Para describir la energ´ıa de este estado necesitamos 
incluir el elemento de matriz Hˆ33 = TˆN +V2+N¯ hω2, mientras que hω1+(M −1)¯
ˆla transicio´n es posible mediante el elemento de matriz, H13 = −µ12E2(t)/2. 
Observemos que en el hamiltoniano de Floquet, el potencial molecular V2 
aparece como dos estados distintos (son estados distintos del hamiltoniano 
completo de la mole´cula y la radiacio´n). Para obtener la poblacio´n total 
en dicho estado electro´nico, habra´ que sumar las poblaciones en V2 y en 
V3. Finalmente, podemos llegar a V3 absorbiendo un foto´n de E1(t) y otro 
de E2(t), para lo que necesitamos incluir el elemento diagonal de matriz 
ˆ ˆH44 = TN + V3 + (N − 1)h¯ω1 + (M − 1)h¯ω2 y los correspondientes a los 
ˆtra´nsitos de V2 a V4 (v´ıa un foto´n de E2(t)), H24 = −µ23E2(t) y de V3 a V4 
ˆ(v´ıa un foto´n de E1(t)), H34 = −µ23E1(t). 
A estos elementos podr´ nadir ˆ = TˆN +V3 +(N −2)h¯ω1 +M¯ıamos a˜ H55 hω2 y 
ˆ ˆH66 = hω1 + (M − 2)¯TN + V3 + N¯ hω2 y los correspondientes elementos fuera 
de la diagonal. Sin embargo, si so´lo hay un la´ser presente, E1(t) = E2(t). 
´ H55So´lo hay N fotones y los ultimos elementos del hamiltoniano ( ˆ y Hˆ66) 
son redundantes puesya esta´n presentes en el hamiltoniano. Por otro lado, 
si los dos pulsos tienen distintas frecuencias y se eligen de forma que el 
proceso V1 + h¯(ω1 + ω2) sea resonante con V3, en general los otros procesos 
no sera´n resonantes y por tanto sera´n mucho ma´s improbables, de forma que 
usualmente se omiten en el hamiltoniano de Floquet. 
Incluyendo Nω1 + Mω2 en la eleccio´n del cero de energ´ıa (o equivalente­
mente, realizando una transformacio´n unitaria o suponiendo N = M = 0) 





TˆN + V1	 −µ12E1,0(t)/2 0 0
 
ˆ
 hω1 0−µ12E1,0(t)/2 TN + V2 − ¯	 −µ23E2,0(t)/2 
−µ12E2,0(t)/2 0 TˆN + V2 − h¯ω2 −µ23E1,0(t)/2 
0 −µ23E2,0(t)/2 −µ23E1,0(t)/2 TˆN + V3 − h¯(ω1 + ω2) 
(2.26) 
Si despreciamos la probabilidad de excitar V2 mediante absorcio´n de un 
foto´n de E2,0(t) (por ser un proceso no resonante), elimando la tercera ﬁla y 
la tercera columna del hamiltoniano, recuperamos el hamiltoniano RWA. 
⎟⎟⎟⎠
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2.4.2	 Descripcio´n de la interaccio´n en la representa­
cio´n adiaba´tica: Potenciales Inducidos por la Luz 
Tanto en la aproximacio´n RWA como en el hamiltoniano de Floquet, los 
elementos fuera de la diagonal del hamiltoniano realizan el papel fundamen­
tal de la interaccio´n de la radiacio´n con la mole´cula, induciendo transiciones 
entre los potenciales. En la nomenclatura t´ıpica de la Qu´ımica Cua´ntica 
(si el acoplamiento fuese intr´ınseco y no externo) esta descripcio´n es ana´lo­
ga al uso de la representacio´n (o de potenciales) diaba´ticos. Sin embargo, 
tambie´n es posible realizar una transformacio´n unitaria que diagonalice la 
matriz de energ´ıa potencial y traslade los efectos de los acoplamientos a los 
elementos de la diagonal del hamiltoniano, esto es, a los potenciales, como 
fue sugerido originalmente por Thomas George[34] y Andre´ Bandrauk[35]. 
El procedimiento, como veremos, es especialmente u´til cuando se emplean 
campos intensos. Entonces, los procesos multifoto´nicos o fotodisociativos se 
pueden interpretar en te´rmino de procesos tales como predisociacio´n, cruces 
evitados o intersecciones co´nicas, conﬁgurando un diccionario familiar para 
los qu´ımicos. Los potenciales adiaba´ticos en presencia de radiacio´n se llaman 
potenciales inducidos por la luz, , y usaremos el acro´nimo LIP (del ingle´s, 
light-induced potentials) para referirnos a ellos. Los LIPs no son so´lo utiles´
como conceptos para explicar los procesos de transferencia de poblacio´n en 
presencia de campos intensos, sino que se comportan como verdaderas super­
ﬁcies de energ´ıa potencial que determinan, por ejemplo, la geometr´ıa de la 
mole´cula y las propiedades fotoqu´ımicas y fotof´ısicas inducidas por el cam­
po. En esta seccio´n indicaremos co´mo se calculan y co´mo puede obtenerse 
informacio´n a partir de ellos. 
Partiremos del hamiltoniano RWA de dos potenciales acoplados por un 
campo intenso [Ec.(2.23)], suponiendo que la mole´cula esta´ alineada con el 
campo, e introduciendo los acoplamientos no adiaba´ticos 
ˆ	 −1TN K V1(R) µ12(R)E(t)HˆRW A = +	 2 (2.27)ˆ −1 µ12(R)E(t) hωK TN 2	 V2(R) − ¯
El principal efecto no lineal del la´ser (fuera de inducir transiciones mul­
tifoto´nicas resonantes cuando la frecuencia lo permite) consiste en variar 
las energ´ıas del hamiltoniano, o sea, los potenciales moleculares. Para ello, 
debemos diagonalizar la matriz de energ´ıa potencial de la Ec.(2.27). El tra­
tamiento del sistema sera´ distinto dependiendo de si la frecuencia del la´ser 
no permite un tra´nsito resonante entre los dos potenciales o si es resonante 
para ciertos valores de R. 
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En el primer caso, el efecto de V2 sobre V1 (y de V1 sobre V2) es menos 
importante que el efecto de todo el resto de estados electro´nicos. Una “dia­
gonalizacio´n aproximada” del sistema consiste en tratar mediante teor´ıa de 
perturbaciones de segundo orden el efecto del la´ser sobre la mole´cula, o sea, 
calcular los corrimientos Stark dina´micos inducidos por el la´ser. En tal caso 
los LIPs V1 
a(R, E) y V2 a(R, E) pueden aproximarse como 
1 
Vj
a(R, E) ≈ Vj (R) − αjj (R)E2(t)(t)
4 
donde αjj (R) es la polarizabilidad dina´mica. (Si ω es mucho menor que la 
frecuencia del tra´nsito entre V1 y V2 es habitual usar la polarizabilidad esta´ti­
ca en vez de la polarizabilidad dina´mica.) Salvo que la polarizabilidad αjj (R) 
cambie dra´sticamente, el efecto Stark desplazara´ los potenciales aumentando 
t´ıpicamente la separacio´n de energ´ıas entre V1 
a y V2 
a, pero no cambiara´ de 
forma muy apreciable la estructura o topolog´ıa de los potenciales. Los LIPs 
no diferira´n mucho de los potenciales moleculares originales de la mole´cula 
en ausencia de radiacio´n. 
Sin embargo, si ω es tal que el tra´nsito electro´nico es resonante o cuasi-
resonante, V1(R) + h¯ω1 ≈ V2(R), para ciertos valores de R = Rc. Entonces 
tenemos que diagonalizar la matriz potencial de la Ec.(2.27) exactamente, ya 
que alrededor de Rc el efecto del acoplamiento sobre la estructura del LIP es 
determinante. En F´ısica Ato´mica a este proceso se le denomina usualmente 
desdoblamiento Autler-Townes[36], en vez de corrimiento Stark. Aplicando 
la matriz de rotacio´n 
cos θ(R; E) sin θ(R; E) 
− sin θ(R; E) cos θ(R; E) 
donde θ(R; E(t)) es el a´ngulo de mezcla que diagonaliza la matriz para cada 
valor de t y de R, podemos obtener los autovalores instanta´neos, V1 
a(R; E), 
esto es, los LIPs. La matriz hamiltoniano en la representacio´n adiaba´tica sera´ 
HDS 
Tj Kj V1 
a(R; E) iθ˙ cos 2θ 
= + (2.28)
Kj Tj −iθ˙ cos 2θ V2 a(R; E) 
El hamiltoniano, sin embargo, no es completamente diagonal. Tendra´ 
componentes cine´ticos fuera de la diagonal, los denominados acoplamien­
tos no adiaba´ticos espaciales que dependen de la variacio´n de la funcio´n de 
onda electro´nica con la coordenadas nucleares, y los denominados acopla­
mientos no adiaba´ticos temporales, que dependen de la derivada temporal 
del ´ on temporal del pulso. Si el angulo de mezcla, y por tanto de la variaci´
pulso var´ıa lentamente y los LIPs esta´n suﬁcientemente separados en energ´ıa, 
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se pueden despreciar estos te´rminos, en cuyo caso la dina´mica se desarrolla 
´ 1 (R; E). Sin em­unicamente en el LIP inicialmente poblado, por ejemplo, V a 
bargo, en la representacio´n de los potenciales moleculares la dina´mica suele 
implicar transiciones ra´pidas (o saturacio´n) entre los dos potenciales, ya que 
las caracter´ısticas del LIP son muy distintas a ambos lados de cada Rc. 
Escribiendo el LIP inicialmente poblado en funcio´n de los potenciales 
moleculares, 
V1 
a(R; E) = cos θ(R; E) V1(R) + sin θ(R; E) V2(R) (2.29) 
Supongamos, para elegir el ejemplo ma´s sencillo, que se trata de una mole´cula 
diato´mica y hay un unico punto de corte o resonancia entre los potenciales, ´
Rc. Entonces el LIP presenta un cruce evitado en Rc y no una interseccio´n 
co´nica. El a´ngulo de mezcla variara´ de 0 a π/2 a ambos lados de Rc. Antes del 
cruce, V1 
a(R; E) ≈ V1(R), mientras que despue´s del cruce, V1 a(R; E) ≈ V2(R). 
Los LIPs heredan las formas de los potenciales moleculares que mezclan, V 
V1 
a(R, t) = 1 (V1(R) + V2(R) − ¯ Δ(R)2 + [µ12(R)E(t)]2hω) − 1 2 2 V (2.30)
V a(R, t) = 1 (V1(R) + V2(R) − ¯ Δ(R)2 + [µ12(R)E(t)]2hω) + 1 2 2 2 
donde Δ = V2(R)−V1(R)−h¯ω. En el punto de cruce entre los potenciales 
moleculares (desplazados por la energ´ıa del foto´n), Rc, Δ(Rc) = 0. Sin em­
bargo, en presencia del la´ser se produce un cruce evitado inducido por la luz, 
Δa(Rc; E) = V a(Rc) − V a(Rc) = )E que genera una separacio´n entre 2 1 µ12(Rc
los potenciales controlada por la amplitud del pulso la´ser. El cruce evitado 
opera de forma ana´loga a una conversio´n interna en la dina´mica post Born-
Oppenheimer. En el l´ımite adiaba´tico, en el que hay una gran separacio´n 
energe´tica entre los LIPs (el acoplamiento es intenso y el pulso var´ıa lenta­
mente durante el cruce de poblacio´n) el paso de un paquete de ondas de un 
lado a otro de Rc equivale a una transferencia completa de poblacio´n de V1 
a V2. Evidentemente, para que se de la transicio´n, es necesario tanto la pre­
sencia de cruces evitados inducidos por la luz, como que el paquete de ondas 




En este cap´ıtulo vamos a recoger toda la metodolog´ıa empleada para rea­
lizar los ca´lculos de nuestras simulaciones. En la presente tesis se han utili­
zado dos grandes tipos de dina´mica distintos: dina´mica cua´ntica y dina´mica 
semicla´sica. Ambas tienen en comu´n el tratamiento cua´ntico que se hace 
de los electrones, creando estos una PES sobre la cual va a evolucionar la 
parte nuclear. Es en esta parte nuclear donde ambos tipos de me´todos se 
diferencian. El me´todo de dina´mica cua´ntica utiliza un paquete de ondas 
vibracional cua´ntico, que se propaga por las PES, mientras que las simula­
ciones semicla´sicas emplean las ecuaciones de Newton para mover los nu´cleos 
de forma cla´sica. 
Es por esto que comenzaremos analizando los me´todos ab initio que han 
sido usados para calcular las PES sobre las que evolucionara´ la parte nuclear. 
Despue´s explicaremos el me´todo de dina´mica cua´ntica que en esta tesis ha 
sido utilizado principalmente a modo comparativo. Por u´ltimo entraremos 
en detalle en la descripcio´n de los me´todos semicla´sicos empleados, en espe­
cial del me´todo SHARC, cuya implementacio´n y prueba ha sido el principal 
objetivo de esta tesis. 
3.1 Me´todos de estructura electro´nica 
En esta seccio´n vamos a dar una visio´n general de los me´todos teo´ricos 
utilizados en los ca´lculos de esta tesis. Estos me´todos tratan de encontrar 
soluciones aproximadas para la ecuacio´n de Schro¨dinger independiente del 
tiempo para sistemas polielectro´nicos donde no existe una solucio´n conocida. 
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3.1.1 Ecuacio´n de Schro¨dinger y la funcio´n de onda 
HˆΨ = EΨ (3.1) 
ˆEn esta ecuacio´n, Ψ es la funcio´n de onda de nuestro sistema, H es el 
operador hamiltoniano que puede dividirse a su vez en un operador cin´etico 
(Tˆ ) y otro de energ´ıa potencial ( Vˆ ) tambie´n llamado te´rmino de Coulomb, 
as´ı, para una part´ıcula simple y no relativista, quedar´ıa de la siguiente forma: 
h2¯
Hˆ = Tˆ + Vˆ = − \2 + Vˆ (3.2)
2m 
Donde \ es el operador diferencial en funcio´n de las coordenadas de la 
part´ıcula. 
3.1.1.1 Aproximacio´n Orbital 
Si estamos hablando de ´ onicos, nuestro sistema va aatomos polielectr´
tener M nu´cleos (N) con carga Z y masa M y n electrones (e) con carga -1 y 
masa 1 si pasamos a utilizar unidades ato´micas para simpliﬁcar ligeramente. 
Siendo R o r las distancias entre nu´cleos o electrones segu´n corresponda. 
Ahora podemos separar nuestro hamiltoniano en: 
ˆ ˆ ˆTN VNN ˆ VNe ˆTe Vee 
M M n n M n
1 \I 2 ZI ZJ 1 ZI 1ˆ \2H = − + + − i + − + − (3.3)2 MI 2 riI
I=1 I<J 
RIJ i=1 i=1 I=1 i<j rij 
ˆ ˆHN He 
ˆ ˆDonde TN y Te son respectivamente los operadores cine´ticos nuclear y 
electro´nico, VˆNe es la atraccio´n de Coulomb entre electrones y nu´cleos, VˆNN 
ˆy Vee son los te´rminos de repulsio´n entre nu´cleos y entre electrones respecti­
vamente. Es este u´ltimo te´rmino repulsivo interelectro´nico el que al depender 
simulta´neamente de las coordenadas de dos electrones, no permite separar 
los te´rminos en funcio´n de uno u otro electro´n y por tanto imposibilitando 
la resolucio´n de la ecuacio´n de Schro¨dinger de forma anal´ıtica. 
3.1.1.2 Producto de Hartree 
Ya que la ecuacio´n de Schro¨dinger no se pod´ıa resolver para un siste­
ma polielectro´nico, se trato´ de solucionar de forma nume´rica. Una primera 
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aproximacio´n consistio´ en sustituir este te´rmino bielectro´nico por una suma 
de varios operadores monoelectro´nicos, transformando un sistema irresoluble 
de n electrones en n sistemas resolubles de un solo electro´n. Las solucio­
nes a estas ecuaciones son los orbitales hidrogenoides monoelectro´nicos, ma´s 
concretamente a estas funciones de onda monoelectro´nicas se las denomina 
“esp´ın-orbitales” χi(xi). Por ejemplo, para el sistema ma´s simple, de dos 
electrones tendr´ıamos: 
Ψ(x1, x2) = χ1(x1)χ2(x2) (3.4) 
A esta ecuacio´n se le denomina “Producto de Hartree”. Estos esp´ın­
orbitales se pueden descomponer a su vez en una parte espacial y otra de 
esp´ın. ψi(ri) ser´ıa la parte espacial que representar´ıa la distribucio´n espacial 
del electro´n de forma que su cuadrado |ψi(r)|2 dr representa la probabilidad 
de encontrar al electro´n en un diferencial de volu´men dr alrededor de r. Por 
otro lado, tend´ıamos la parte de esp´ın, que especiﬁca en que´ esp´ın se encuen­
tra el electro´n, α(ω) (esp´ın arriba ↑) o β(ω) (esp´ın abajo o ↓), quedando: 
χi(xi) = ψi(ri)α(ω) o´ ψi(ri)β(ω) (3.5) 
Sin embargo, pronto Slater y Fock se dieron cuenta que la utilizacio´n del 
producto de Hartree no satisface dos principios ba´sicos derivados de la natu­
raleza intr´ınseca de los fermiones. Uno de ellos es el principio de antisimetr´ıa, 
el cual implica que el intercambio de un electro´n por otro no debe generar 
ningu´n cambio en las propiedades del sistema, (es decir son indistinguibles) 
sin embargo, al ser fermiones, la funcio´n de onda debe cambiar de signo: 
Ψ(x1, x2) = −Ψ(x2, x1) (3.6) 
El otro es el principio de exclusio´n de Pauli, que establece que dos electro­
nes no pueden tener todos los nu´meros cua´nticos ide´nticos. Si dos (o ma´s) 
electrones compartiesen los mismos nu´meros cua´nticos. Si ambos electrones 
tuviesen exactamente el mismo estado cua´ntico, en 3.4 podr´ıamos sustir por 
una expresio´n ma´s gene´rica: 
Ψ = χχ (3.7) 
Si ahora incorporamos esta expresio´n en 3.6, ver´ıamos que la u´nica forma de 
cumplirse ser´ıa: 
χχ = −χχ = 0 (3.8) 
Lo cual implicar´ıa que dicho estado no puede existir. 
Por otro lado, el producto de Hartree es una funcio´n de onda independiente 
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de cada electro´n o sin correlacio´n. Esto es, que la probabilidad global de la 
funcio´n de que todos los electrones se encuentren simultaneamente en sus co­
rrespondientes coordenadas es simplemente el producto de las probabilidades 
de encontrar cada electro´n en sus coordenadas correspondientes, sin tener en 
cuenta los dema´s electrones. Para el caso de dos electrones: 
|Ψ(x1, x2)|2 dx1dx2 = |χi(x1)|2 dx1 |χj (x2)|2 dx2 (3.9) 
Sin embargo, en la realidad, dos electrones que se acercasen el uno al 
otro, se ver´ıan repelidos, por lo que la probabilidad de encontrar a cada uno 
deber´ıa depender de las coordenadas de los dema´s electrones del sistema. 
3.1.1.3 Determinante de Slater 
Slater entonces propuso utilizar una combinacio´n lineal de spin-orbitales, 
que al contrario que el producto de Hartree, s´ı pod´ıa representar correctamen­
te funciones de onda antisime´tricas y cumpl´ıa con el principio de exclusio´n 
de Pauli. A esta combinacio´n, representada matema´ticamente en forma de 
determinante, se le denomino´ “Determinante de Slater”, que para dos elec­
trones quedar´ıa: 
1 
Ψ(x1, x2) = √ (χ1(x1)χ2(x2) − χ2(x1)χ1(x2)) (3.10)
2 
o de forma ma´s general para un sistema de N electrones y n spin-orbitales:          

         
 (3.11)
 
χi(x1) χj (x1) · · · χn(x1) 
χi(x2) χj (x2) · · · χn(x2)1
 





χi(xN ) χj(xN ) · · · χn(xN )
donde √1 en la primera ecuacio´n y √1 en la segunda son simplemente facto­
2 N ! 
res de normalizacio´n. Intercambiar dos electrones coresponder´ıa a intercam­
biar dos ﬁlas del determinante, lo que matema´ticamente implica cambiar el 
signo del mismo, esto hace que se cumpla el principio de antisimetr´ıa. Por 
otro lado, si dos electrones ocupasen el mismo espin-orbital, implicar´ıa te­
ner dos columnas ide´nticas, lo que se corresponde matema´ticamente con un 
determinante nulo, demostrando as´ı que se cumple el principio de exclusio´n. 
Esta es la forma ma´s sencilla de construir una funcio´n de onda polielectro´nica 
que cumpla los principios de antisimetr´ıa y de exclusio´n de Pauli. Sin em­
bargo se puede demostrar sustituyendo en la ecuacio´n 3.10 que si bien para 
dos electrones con igual spin s´ı se recoge correlacio´n entre ellos, para dos 
� � 
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electrones con distinto spin esta correlacio´n es cero:
 
Para los dos electrones con ide´ntico spin pero distinto orbital espacial:
 
χ1(x1) = ψ1(r1)α(ω1) (3.12)
χ2(x2) = ψ2(r2)α(ω2) 
|Ψ(x1, x2)|2 dx1dx2 = 1 |ψ1(r1)α(ω1)ψ2(r2)α(ω2) − ψ1(r2)α(ω2)ψ2(r1)α(ω1)|2 dx1dx22 
(3.13) 
Si ahora deﬁnimos una probabilidad P (r1, r2)dr1dr2 que sea la de encon­
trar el electro´n 1 en un espacio dr1 alrededor de r1 y a la vez el electro´n 
2 en un espacio dr2 alrededor de r2, para calcularla debemos integrar en la 
ecuacio´n 3.13 sobre el esp´ın de los electrones: 
 
P (r1, r2)dr1dr2 = dω1dω2 |Ψ|2 dr1dr2 








Este ´ ermino entre corchetes es un t´ultimo t´ ermino cruzado que hace que 
las probabilidades de distintos electrones este´n correlacionadas. Ahora si cal­
culamos la probabilidad de encontrar a ambos electrones en el mismo hueco 
veremos que P (r1, r1) = 0. 
Sin embargo, para espines opuestos tendr´ıamos: 
χ1(x1) = ψ1(r1)α(ω1) (3.15)
χ2(x2) = ψ2(r2)β(ω2) 
|Ψ(x1, x2)|2 dx1dx2 =
 
1 (3.16)
 |ψ1(r1)α(ω1)ψ2(r2)β(ω2) − ψ1(r2)β(ω2)ψ2(r1)α(ω1)|2 dx1dx2

2 
y si de nuevo integramos para calcular la probabilidad obtenemos: 
P (r1, r2)dr1dr2 = 2
1 |ψ1(r1)|2 |ψ2(r2)|2 + |ψ1(r2)|2 |ψ2(r1)|2 dr1dr2 (3.17) 
3.1.2 Me´todo de Hartree-Fock 
El me´todo de Hartree-Fock o del campo autoconsistente (SCF) fue pro­
puesto inicialmente por Hartree en 1930 como una serie de ecuaciones y algo­
ritmos que aplicados a una funcio´n de onda monodeterminantal del sistema 
permitir´ıa resolver para e´l la ecuacio´n de Schro¨dinger de forma aproxima­
da. Ha sido clave para el estudio de la qu´ımica teo´rica y tambie´n para el 
desarrollo de me´todos ma´s modernos y precisos que de e´l dependen como un 
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primer paso. Posteriormente se an˜adio´ el operador de Fock para que aplicado 
sobre un determinante de Slater se llegara a un conjunto de ecuaciones de 
autovalores: 
Fˆi |χi(ri)) = ti |χi(ri)) (3.18) 
ˆsiendo ti la energ´ıa electro´nica del esp´ın-orbital i y Fi el operador de Fock que 





Fˆi = − \2 − e + (Jˆji − Kˆji) (3.19)
2me ri 
j �=i 
donde hˆi es el hamiltoniano monoelectro´nico para el electro´n i, Jˆi es el ope­
rador de Coulomb para la repulsio´n interelectro´nica del electro´n i debida al 
ˆresto de electrones y K es el operador de intercambio. 
De esta forma, cada electro´n experimenta un campo promedio en base al 
resto de los electrones. Es por esto que al cambiar un electro´n, los campos 
experimentados por los dema´s se vera´n alterados. Para resolver este problema 
es necesario el uso de me´todos iterativos que conduzcan a una convergencia, 
dando lugar a un conjunto de esp´ın-orbitales ortonormales χi con una energ´ıa 
ti de los cuales los n primeros estara´n ocupados mientras que los otros se 
consideran vac´ıos o “virtuales”. 
Con esto ya tendr´ıamos construido nuestro determinante de Slater para 
el estado fundamental, lo que nos permitir´ıa calcular la energ´ıa para ese es­
tado fundamental con esa base utilizada. Cuanto mejor sea esa base (mayor 
nu´mero de funciones) mejor energ´ıa obtendremos (menor). Sin embargo llega­
do un punto, la energ´ıa obtenida no se puede mejorar ma´s, esto se denomina 
el l´ımite de HF y viene dado por el principio variacional, que establece que 
solo la funcio´n de onda exacta proporcionara´ el valor exacto de la energ´ıa 
(no relativista) para este estado fundamental. Al estar nuestra funcio´n de 
onda compuesta por un conjunto de funciones de base, nunca se llegara´ a 
obtener la energ´ıa exacta. A esta energ´ıa “perdida” respecto de la energ´ıa 
total exacta se le denomina energ´ıa de correlacio´n 
Ecorr = Eexacta − EHF lim (3.20) 
3.1.3 Conﬁcuracio´n de interacciones 
Hemos visto que en el ca´lculo de Hartree-Fock se utilizaba un esp´ın-orbital 
para calcular la energ´ıa del estado fundamental. Sin embargo se podr´ıan 
utilizar ma´s esp´ın-orbitales para reducir la energ´ıa obtenida mediante HF, 
creando la funcio´n de onda como combinacio´n lineal de estos esp´ın-orbitales.
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Estos esp´ın-orbitales nuevos representan excitaciones de los electrones a otros 
orbitales. A los me´todos que utilizan ma´s de un esp´ın-orbital para representar 
su funcio´n de onda total se les denomina me´todos multireferenciales y son 
en general me´todos ma´s soﬁsticados que pueden resolver problemas para los 
que el me´todo de Hartree-Fock se queda corto. Es por esto que se les suele 
denominar tambie´n me´todos post Hartree-Fock. 
El me´todo ma´s sencillo conceptualmente (que no computacionalmente) 
es el Full Conﬁguration Interaction en el que se incluyen todas las posibles 
excitaciones desde todos los electrones. Tambie´n se incluyen todas las dobles 
y triples excitaciones, y as´ı sucesivamente. Esta funcio´n de onda con todas 
las posibilidades inclu´ıdas es la funcio´n de onda exacta no relativista (para 
la base empleada). 
r rs |Ψrs |ΨFCI ) = c0 |Ψ0) + ca |Ψra) + cab ab) + . . . (3.21) 
a,r	 a<b 
r<s 
Por supuesto, este nu´mero de conﬁguraciones o CSFs es alt´ısimo, hacien­
do imposible el ca´lculo de ma´s de unos pocos electrones. Sin embargo, este 
ca´lculo se puede truncar en el tipo de excitaciones, por ejemplo un me´todo 
ma´s comunmente utilizado se denomina CISD (CI Singles Doubles) en el que 
solo se permiten excitaciones sencillas y dobles. 
3.1.4 CAS-SCF 
El me´todo Complete Active Space-Self Consisntent Field se basa en un 
ca´lculo FCI, en el que adema´s se optimizan de los coeﬁcientes de estas conﬁ­
guraciones, tambie´n se produce una optimizacio´n de los orbitales moleculares. 
De nuevo hacer esto incrementar´ıa au´n ma´s el coste computacional, por lo 
que la base del me´todo consiste en construir un espacio activo truncado en el 
que se realiza dicho ca´lculo FCI. A dicho espacio activo se le suele nombrar 
como CAS(X,Y), donde X es el nu´mero de electrones a los que se les va a 
permitir excitarse e Y el nu´mero de orbitales activos desde y hacia los cuales 
los electrones se van a excitar. El resto de orbitales por encima en energ´ıa se 
consideran virtuales y no se emplean en absoluto. Los que esta´n por debajo 
se denominan inactivos, son doblemente ocupados y s´ı se optimizan, sin em­
bargo a algunos de estos orbitales, normalmente los ma´s internos no se les 
permite la optimizacio´n y se les denomina core. 
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3.1.5 CASPT2 
i
El me´todo CASPT2 surge de aplicar la teor´ıa de perturbaciones de se-
i
gundo orden a un ca´lculo CAS previo. La teor´ıa de perturbaciones establece 
que para mejorar las energ´ıas de un ca´lculo de referencia podemos decir que 
el hamiltoniano de nuestro sistema ( Hˆ) se compone de un hamiltoniano sin 
) = E0 |Ψ0 
sometido a una pequen˜a perturbacio´n externa V : 
ˆ 0|H ψ0 iperturbar H0, cuyas soluciones ya conocemos( )), que se ve
 
Hˆ |Ψi) = Ei |Ψi) 
(3.22) 
Hˆ = Hˆ0 + λVˆ
iogico pensar que |Ψi) ≈ |Ψ0 
λ un para´metro matema´tico, podemos expandir la expresio´n para nuestra 








funcio´n de onda y para la energ´ıa en una serie de Taylor: 
i
     
Ψ2 Ψ2 Ψ3 
+ λ1E1 + λ2E2 + λ3E3 
0Ψi + λ




+ ... + λkEki 




nuestro caso k = 2). Ya que (Ψ0 


















| =) 1 siempre y cuando no sean ortonormales, 
podemos sustituir las ecuaciones 3.23 en 3.22 y agrupando por o´rdenas ob­
tenemos: 
  
Hˆ0 Ψ0 = E0 Ψ0  
Ψ1 Ψ0 = E0 Ψ1 + E1 Ψ0 
Ψ2 Ψ1 = E0 Ψ2 + E1 Ψ1 + E2 Ψ0 
| =) 1 y que podemos considerar la condi­
k = 0,
  





















que al multiplicar cada una de las ecuaciones por (Ψ0 
(  
E0 Ψ0 Ψ0( 
E1 Ψ0 
E2 
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lo que nos indica que para obtener la energ´ıa de orden k necesitamos conocer 
la funcio´n de onda k − 1. Si ahora resolvemos las ecuaciones 3.25 obtenemos 
nuestra correccio´n a la energ´ıa de segundo orden: 
= E0 + E1 + E2Ei i i i( ( ( (3.26)
Ψ0 ˆ Ψ0 Ψ0 ˆ Ψ0 Ψ0 ˆ Ψ1Ei = H0 + V + Vi i i i i i 
Esto aplicado sobre los estados de referencia CAS, que son autoestados 
ˆde H0 nos permiten obtener las energ´ıas corregidas para estos estados. 
3.2 Dina´mica cua´ntica nuclear 
Los me´todos de dina´mica cua´ntica requieren resolver la TDSE para seguir 
la dina´mica del paquete de ondas vibracional. Para ello, en primer lugar se 
deben evaluar los autovalores y autofunciones del hamiltoniano. Para ello en 
nuetro caso, vamos a utilizar un me´todo basdo en una malla llamado Fourier 
Grid hamiltonian (FGH) [37]. 
Posteriormente se utilizara´ el me´todo del Split-Operator [38–40] para la 
propagacio´n nuclear. 
3.2.1 FGH 
El FGH es un me´todo en el que se evalu´an los elementos de matriz del 
hamiltoniano en los puntos de una malla discreta en la representacio´n de 
posiciones: 
(Ri|Hˆ|Rj ) = (Ri|Tˆ |Rj ) + (Ri|Vˆ |Rj ) (3.27) 
donde Tˆ es el operador energ´ıa cine´tica y Vˆ el operador energ´ıa potencial. 
El te´rmino que incluye Vˆ es diagonal en la representacio´n de coordenadas, 
mientras que el te´rmino que incluye Tˆ lo es en la representacio´n de momentos: ( h2¯ k2 ˆkβ T kα = α δβα (3.28)
2µ 
con una transformacio´n entre ellos: 
1 −ikαRj(kα |Rj ) = e (3.29)
2π 
Si el espaciado de la malla en la representacio´n de coordenadas es para 
Rj = jΔR, en el espacio de momentos tenemos que: kα = αΔk = 2πα/NΔR 
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donde esta α va desde (1 − N)/2 hasta (N − 1)/2 para una malla de N 
puntos. 
La clave del me´todo FGH es que para evaluarlos emplea transformadas de 
Fourier para cambiar a la representacio´n en la cual cada te´rmino es diagonal. 
Por lo que evaluamos: 
�� � (





1 2πα(l−j)/N Tα + V (Rj )δlj






¯ 2 hπα 
Tα = (αΔk)
2 = (3.31)
2µ µ NΔR 
3.2.2 Split-Operator 
Una vez discretizado el sistema sobre la malla por el me´todo FGH, la 
ecuacio´n de Scho¨dinger se puede resolver de forma integral sobre dicha malla: 
[−iH(t)dt/¯Ψ(R, t + dt) = e h]Ψ(R, t) (3.32) 
donde el te´rmino exponencial se le denomina operador de evolucio´n tem­
poral o propagador. Este propagador ahora se puede evaluar a lo largo de 
pequen˜os incrementos de tiempo. El me´todo Split-Operator implica que el 
propagador se factorize. Si la exponencial se factoriza una sola vez, una ex­
ponencial incluir´ıa el te´rmino potencial y la otra el cine´tico, y ocurriendo 
que dichos operadores no conmutan no es una buena aproximacio´n. Por eso, 
normalmente, la forma ma´s usada para este propagador es la factorizacio´n 
de segundo orden, en la que el error introducido al expandir el propagador 
es relativamente bajo y la factorizacio´n no es excesivamente compleja: 
(− iΔt (− iΔt (− iΔt (− iΔt e h¯ H) ≈ e 2h¯ V )e h¯ T )e 2h¯ V ) (3.33) 
En este caso el acoplamiento con un campo la´ser se incluir´ıa en el potencial. 
Uso de transformadas de Fourier
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3.3 Trayectorias semicla´sicas 
El te´rmino semicla´sicos hace referencia a un grupo de distintos me´todos 
de ca´lculo empleados para el estudio de la dina´mica de sistemas moleculares 
que tienen en comu´n la distincio´n que se hace en el tratamiento de las partes 
nuclear y electro´nica del sistema. Estos me´todos consideran que los nu´cleos 
ato´micos se mueven cla´sicamente en un potencial creado por los electrones. 
Este potencial electro´ncico es calculado tratando a los electrones de forma 
cua´ntica. De esta forma, la dina´mica nuclear se representa cla´sicamente y la 
dina´mica electro´nica cua´nticamente. 
Por un lado, los movimientos nucleares se describen siguiendo las ecua­
ciones de Newton del movimiento. Esto presenta una ventaja frente a los 
me´todos basados en paquetes de ondas, ya que la dina´mica cla´sica es local 
por lo que escalan mejor. Aunque esta escala depende de cada me´todo as´ı 
como de ciertas variables (taman˜o de la malla, taman˜o de paso, simpliﬁcacio­
nes y aproximaciones...) se puede decir que de forma aproximada los me´todos 
de dina´mica cua´ntica nuclear, al tratar los efectos no locales, escalan de for­
ma exponencial respecto de la dimensionalidad del sistema, mientras que los 
me´todos semicla´sicos lo hacen de forma lineal. 
Esto suele representar un ahorro en tiempo de computacio´n ma´s que 
sustancial de los me´todos semicla´sicos respecto de los cua´nticos en cuanto 
el sistema tiene tres o ma´s grados de libertad. Sin embargo, los me´todos 
semicla´sicos, por su naturaleza local fallan al reproducir ciertos aspectos de 
la qu´ımica cua´ntica que podr´ıan ser fundamentales en el problema a estudiar. 
Los casos ma´s conocidos son: 
La ausencia del efecto tu´nel. 
Ausencia de un correcto tratamiento de la energ´ıa vibracional del punto 
cero. 
Coherencia incorrecta entre estados electro´nicos. 
Para el ca´lculo del potencial electro´nico, se utilizan me´todos capaces de 
reﬂejar la naturalez cua´ntica de los electrones y puede ir desde me´todos se-
miemp´ıricos [41] hasta ca´lculos ab initio multireferenciales , pasando por el 
uso de la teor´ıa del funcional de la densidad en su versio´n dependiente del 
tiempo [42, 43]. Otra gran ventaja de esta metodolog´ıa es la posibilidad de 
calcular los potenciales junto con sus acoplamientos, gradientes etc. indivi­
dualmente a cada paso de tiempo, dina´mica al vuelo, debido al caracter local 
de la aproximacio´n. Por supuesto, tambie´n es posible ajustar previamente 
los potenciales en funcio´n de las coordenadas ato´micas, con lo que el cos­
te computacional se ve reducido dra´sticamente durante la simulacio´n (no as´ı 
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durante la construccio´n de dichos potenciales). Por u´ltimo, estos me´todos im­
plican la simulacio´n de un conjuto de trayectorias independientes que simulan 
la dina´mica cua´ntica. El nu´mero de trayectorias empleadas var´ıa desde unas 
pocas decenas hasta varios miles, dependiendo de la complejidad del sistema. 
Los distintos tipos de me´todos semicla´sicos suelen diferenciarse en la for­
ma en que interaccionan estas dos partes del sistema. 
As´ı, en esta seccio´n explicaremos en detalle tanto el me´todo de saltos entre 
potenciales, empleado en esta tesis, como de los procedimientos generales 
asociados al uso de trayectorias semicla´sicas. 
3.3.1 Condiciones iniciales 
Para poder representar lo ma´s ﬁelmente posible un paquete de ondas 
cua´ntico de manera semicla´sica, se emplea un conjunto de trayectorias (po­
siciones y momentos de los distintos ´ onatomos) que descrinam la distribuci´
cua´ntica a tiempo inicial. 
En nuestro caso en particular lo logramos utilizando un “enjambre” de 
trayectorias independientes entre s´ı, en el que cada una de ellas evolucionara´ 
a partir de unas coordenadas y momentos iniciales. A estas posiciones y ve­
locidades de partida se les denomina condiciones iniciales. En el presente 
trabajo, e´stas han sido obtenidas utilizando una distribucio´n de quasiproba­
bilidad de Wigner sobre cada modo normal vibracional que tenga la mole´cula 
a estudiar. Este tipo de distribucio´n, al contrario que otras como por ejem­
plo la de Liouville [44], tiene en cuenta el principio de incertidumbre entre 
posicio´n y momento. 
La funcio´n de quasiprobabilidad de Wigner se puede utilizar para cual­
quier par de variables conjugadas, en nuestro caso concreto para posicio´n y 
momento ser´ıa: 
2ipy/¯P (x, p) = 
1 
+ ∞ 
ψ ∗ (x + y)ψ(x − y)e h dy
πh¯ −∞+ ∞ (3.34) 
−2ixq/¯P (x, p) = 
1 
ϕ ∗ (p + q)ϕ(p − q)e h dq
πh¯ −∞ 
donde ϕ es la transformada de Fourier de la funcio´n de onda ψ. 
Con esto, de la geometr´ıa de equilibrio podemos construir un conjunto 
de condiciones iniciales si asumimos que el sistema cumple la aproximacio´n 
armo´nica, es decir, en la que la probabilidad de cada modo normal puede 
ser evaluada por separado e independientemente de los dema´s. En nuestro 
caso, esta evaluacio´n comienza con un desplazamiento aleatorio tanto para la 
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en coordendas cartesianas (γα(R)). Estos desplazamientos esta´n determina­
dos por nu´meros aleatorios (Rnd1 y Rnd2 respectivamente) de la siguiente 
manera: 
Rα = Rnd1dRαΔ 
pα = Rnd2dpαΔ (3.35)
1 1 
siendo: dRα = √ ; dpα = 
µανα dRα 
donde µα es la masa reducida del modo, να la frecuencia del modo normal y 
Δ es un para´metro de taman˜o de paso utilizado para el muestreo. 
Para cada modo α se evalu´a la probabilidad P (Rα, pα) de dichos despla­
zamientos segu´n la ecuacio´n 3.34 y posteriormente se determina si se acepta 
o no sirvie´ndonos de otro nu´mero aleatorio (Rnd3). Finalmente, cuando los 
desplazamientos de todos los modos normales son aceptados, se obtiene la 
posicion y momento globales del sistema como: 
si para todo α: P (Rα, pα) ≥ Rnd3 entonces: 






3.3.2 Espectro semicla´sico 
Si bien nuestro me´todo es capaz de representar correctamente la interac­
cio´n radiacio´n-materia produciendo la fotoexcitacio´n del sistema en tiempo 
real, esto suele implicar el uso de un nu´mero de trayectorias muy elevado 
(puesto que no todas tienen por que´ excitarse), cada una con un nu´mero 
de pasos considerable. El coste computacional de estas simulaciones se in­
crementar´ıa de forma drama´tica para sistemas con un nu´mero moderado de 
´ alculos al vuelo. atomos y estados que requieran realizar c´
Para acortar considerablemente este tiempo, si no estamos interesados en 
la evolucio´n del sistema durante la interaccio´n con el campo externo, pode­
mos asumir que el campo simplemente va a excitar el sistema de acuerdo al 
espectro de absorcio´n. De esta forma so´lo simularemos la dina´mica de aque­
llas trayectorias con una cierta probabilidad de ser excitadas por el la´ser. 
Ahora bien, el ca´lculo del espectro de absorcio´n a nivel cua´ntico no es un 
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procedimiento fa´cil y aunque existen me´todos disen˜ados para ello [45], es 
posible hacer aproximaciones semicla´sicas para obtenerlo. En concreto, po­
demos asumir que nuestro estado ﬁnal no esta´ cuantizado. Esta aproximacio´n 
es muy buena si nuestro estado excitado no esta´ ligado o si su geometr´ıa de 
equilibrio dista de la geometr´ıa de equilibrio del estado fundamental, ya que 
en la zona Frank-Condon, el sistema ver´ıa simplemente un potencial disocia­
tivo saturado de niveles cua´nticos. Adema´s, dado que nuestras condiciones 
iniciales representan directamente el estado inicial siguiendo una distribucio´n 
cua´ntica, el espectro se puede describir directamente calculando los estados 
excitados de cada trayectoria. El algoritmo empleado funciona como sigue: 
1. En primer lugar, una vez calculadas las condiciones iniciales de partida 
(normalmente varios miles), para cada una de ellas se obtienen las 
energ´ıas de sus estados as´ı como los momentos dipolares de transicio´n 
entre ellos. 
2. Se emplea la energ´ıa real del sistema en el estado fundamental para 
evaluar la anharmonicidad y se corrije la energ´ıa cine´tica del sistema 
para que la energ´ıa real coincida con la energ´ıa de la aproximacio´n 
armo´nica. 
3. Si se cumple lo anterior, se calcula una probabilidad de excitacio´n en 






(Ej − Ei) 
k=1 
4. Obteniendo las probabilidades para todas las condiciones iniciales. 
5. Cada	 una de estas probabilidades se describe mediante una funcio´n 
gausiana centrada en Ej −Ei y mediante suma de todas las trayectorias 
se compone el espectro ﬁnal en cada una de las direcciones del dipolo 
µij . 
Utilizando el espectro construido de esta forma, se puede simular la ex­
citacio´n por un campo la´ser simplemente eligiendo las trayectorias de forma 
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3.3.3 Propagacio´n nuclear, el algoritmo Velocity-Verlet 
De acuerdo con el signiﬁcado de trayectoria semicla´sica, el tratamiento 
que se hace de la parte nuclear se realiza en base a las ecuaciones del mo­
vimiento descritas por las leyes de Newton [46]. Para nuestro sistema, en el 
que los nu´cleos siguen los potenciales creados por los electrones, la fuerza que 
actu´a sobre dichos nu´cleos a cada instante de tiempo, tal y como se reﬁere 
la segunda ley de Newton: 
F (t) = −\RV (t) (3.38) 
donde \RV (t) es el gradiente del potencial. Es entonces cuando cono­
ciendo las masas nucleares M , y tanto posiciones como velocidades iniciales 
R(t = 0) y v(t = 0) debemos seguir la trayectoria de estos nu´cleos. Para 
lograrlo vamos a recurrir al algoritmo Velocity-Verlet [47], que es una evolu­
cio´n del algoritmo de integracio´n de Verlet [48][49] que en realidad ha sido 
descubierto y utilizado a lo largo de la historia de la ciencia por varios au­
tores, como Delambre en 1782 e incluso el propio Newton en su Philosophiæ 
naturalis principia mathematica en 1687. Para un sistema movie´ndose desde 
un tiempo t hasta un tiempo t + Δt, es posible calcular la evolucio´n de las 
coordenadas y velocidades del sistema: 
1. Evaluar la aceleracio´n a tiempo inicial: 
\RV (t) 
a(t) = − (3.39)
M 




v(t + Δt) = v(t) + a(t) Δt (3.40)
2 2 




R(t +Δt) = R(t) + v(t + Δt)Δt (3.41)
2 
4. Calcular la nueva aceleracio´n en la nueva posicio´n ﬁnal R(t +Δt): 
\RV (t +Δt) 
a(t +Δt) = − (3.42)
M 
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El error acumulado del me´todo es de orden O(Δt2), esto ha hecho que sea 
el algoritmo ma´s usado y de los que mejores resultados obtiene en dina´mica 
molecular. 
3.3.4	 Propagacio´n electro´nica, el me´todo de Runge-
Kutta 
Dentro de la aproximacio´n semicla´sica es necesario calcular la evolucio´n 
del paquete de onda electro´nico asociado a cada trayectoria para poder des­
cribir la interaccio´n entre los movimientos electro´nico y nuclear. 
En primer lugar, la funcio´n de onda electro´nica se desarrolla en una base 
de estados electro´nicos para cada instante de tiempo de la trayectoria: 
φ(r, t; R) = ci(t)φi(r, t; R) (3.44) 
i 
donde ci(t) representa la variacio´n temporal de la amplitud de el estado 
electro´nico φi(r, t; R) para la conﬁguracio´n nuclear R. 
La evolucio´n temporal de esta funcio´n de onda vendra´ dada por la solucio´n 
de la ecuacio´n de Schro¨dinger dependiente del tiempo: 




donde Heff (r, R, t)φ(r, t; R) es el hamiltoniano del sistema excluyendo la 
parte cine´tica de los nucleos (que es tratada cla´sicamente). Multiplicando 
por la derecha por φ∗ j (r, t; R), integrando sobre las coordenadas electro´nicas 
y asumiendo que φi(r, t; R) son funciones de base ortonormales se llega al 




cj (t) = − 
h¯ 
Hji(t; R) − Kji(t, ; R) ci(t) = [Tji(t)] ci(t) (3.46) 
i i 
donde Tji(t) = −hi Hji(t; R) − Kji(t, ; R) se emplea para describir el sistema ¯
de ecuaciones de forma matricial, incluyendo la dependencia nuclear R en la 
parte temporal y los elementos de matriz Hji(t; R) y Kji(t; R) describen los 
efectos potenciales y no-adiaba´ticos, expresados como: + 
Hji =	 φj 
∗ (r, t; R)Hˆeff (r, R, t)φi(r, t; R)dr (3.47) 
Rr + 
∂ 
Kji =	 φ 
∗ 
j (r, t; R) (r, R, t)φi(r, t; R)dr (3.48)∂tRr 
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Siendo la propagacio´n a lo largo del tiempo de los coeﬁcientes de la ecua­
cio´n 3.46 de la funcio´n de onda un problema de valor inical, utilizamos para 
su evolucio´n el algoritmo de Runge-Kutta de 4o orden. Este algoritmo propor­
ciona una solucio´n aproximada para un sistema de ecuaciones diferenciales 
[50] como este y ha sido tan ampliamente utilizado en problemas de este tipo 
que se le puede conocer simplemente como me´todo de Runge-Kutta o bien 




el algoritmo aproxima la evolucio´n de esta variable C para un incremento de 
paso Δt: 
1 




k1 = ΔtT(t)C(t) 
Δt k1




k3 = ΔtT t + C(t) + 
2 2 
k4 = ΔtT(t +Δt)(C(t) + k3) 
Con esto, el me´todo consigue mantener el error acumulado total en el cuar­
to orden (O(Δt4)), lo que lo hace un me´todo bastante exacto y utilizado 
en ca´lculo computacional para resolver nume´ricamente sistemas de ecuacio­
nes diferenciales. Uno de los problemas de este algoritmo es que requiere la 
evaluacio´n de la matriz T a tiempos intermedios, veremos que esto puede 
subsanarse mediante te´cnicas nume´ricas de interpolacio´n que veremos en la 
siguiente subseccio´n. 
3.3.4.1 Interpolacio´n temporal 
En general, en el uso de trayectorias cla´sicas una de las ventajas es que 
el taman˜o de paso de la dina´mica es el del movimiento nuclear, entre 0.1 y 
0.5 fs dependiendo de la presencia o no de a´tomos ligeros. Sin embargo al 
usar las te´cnicas de saltos entre potenciales [12] o Ehrenfest [11], es necesario 
seguir la dina´mica electro´nica del paquete de ondas asociado tal como se ha 
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explicado en la seccio´n 3.3.4. Esto implica el uso de tiempos alrededor de 
50 veces ma´s pequen˜os, lo que hace impracticable el me´todo si los potencia­
les se calculan al vuelo. Una posible solucio´n, dado que la funcio´n de onda 
electro´nica no deber´ıa variar drama´ticamente en el taman˜o de paso nuclear, 
es emplear me´todos de interpolacio´n para obtener resultados intermedios. 
Esto se consigue mediante el uso de splines (S) [51]. 
Un spline es una funcio´n compuesta por n polinomios P (en nuestro 
caso al ser cu´bicas ser´ıan de grado 3) que es cont´ınua en todo un intervalo 
de puntos n + 1 correspondientes a una funcio´n desconocida (x, f(x)) y se 
utiliza para interpolar los valores desconocidos en este intervalo. En general, 
un spline cu´bico tiene esta forma: 
Pn = anx 
3 + bnx 
2 + cnx + dn (3.53) 
Por lo que por cada polinomio tendra´ 4 variables (a, b, c y d). Al tratarse 
de una funcio´n sobre la que vamos a interpolar datos debe cumplir ciertos 
requisitos: 
Que el spline de ajuste en cualquiera de los puntos que este´ ajustando 
valga f(x): S(xn) = f(xn) 





Que la funcio´n sea cont´ınua y continuamente diferenciable por segunda 




Adema´s, por ser un spline natural, la segunda derivada de los splines se 
hace 0 en el primer y u´ltimo punto de cada spline: S jj(x0) = S jj(xn) = 0 
De esta forma cada te´rmino del hamiltoniano de la ecuacio´n 3.46 se obtie­
ne en la escala de los movimientos electro´nicos utilizando una interpolacio´n 
cu´bica. Es decir que por cada propagacio´n nuclear usando el me´todo Velo­
city Verlet (seccio´n 3.3.3) se realizan una serie de subpasos electro´nicos para 
seguir correctamente la dina´mica electro´nica. 
3.3.4.2 Decoherencia semicla´sica 
En un sistema que posea estados electro´nicos que se acoplan entre s´ı 
en cierta regio´n (por ejemplo a trave´s del acoplamiento no adiaba´tico, de un 
campo electromagne´tico etc.), desde un punto de vista puramente cua´ntico, el 
paquete de ondas al llegar a esa regio´n se divide en varias partes y cada una se 
propaga en su estado correspondiente siguiendo sus gradientes. De esta forma 
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los nuevos paquetes de ondas se ir´ıan separando a lo largo de las distintas 
dimensiones del espacio de fases del sistema hasta poder considerarse dos 
paquetes independientes que dejar´ıan de interaccionar entre s´ı. Esto no puede 
ser simulado utilizando me´todos semicla´sicos, ya que el paquete de onda 
electro´nico es forzado a moverse siguiendo una dina´mica cla´sica deﬁnida por 
un so´lo potencial, bien promedio como en Ehrenfest [11] o adiaba´tico [12]. 
En este caso, la poblacio´n electro´nica no se desperdigar´ıa a lo largo de las 
dimensiones de los otros estados si no que se localiza en la misma geometr´ıa 
en la que se encuentra la trayectoria y la acompan˜ar´ıa durante el resto de la 
simulacio´n. Dependiendo de la magnitud de este “exceso” de poblacio´n que 
continu´a virtualmente en esos otros estados se podr´ıan ver afectados de una 
forma no deseada los algoritmos de Surface Hopping. 
La descripcio´n de la dina´mica de mole´culas de taman˜o mediano y grande 
implica el uso de un nu´mero considerable de grados de libertad. Esto har´ıa 
que cua´nticamente el paquete de ondas se desperdigase ra´pidamente en to­
das estas dimensiones, siendo por tanto au´n ma´s necesaria la eliminacio´n de 
esta coherencia que en otros sistemas ma´s sencillos que pueden mostrar un 
comportamiento “ma´s cua´ntico” en este sentido. 
De acuerdo con esto, elegimos un me´todo propuesto por G. Granucci y M. 
Persico [52] que a su vez es una evolucio´n del algoritmo previamente utilizado 
por Truhlar y colaboradores [53]. Consiste en reducir la poblacio´n electro´nica 
de todos los estados en los que no se encuentra el sistema (K  L) en un = 
Δt−
factor e τKL , donde: 
h¯ C 
τKL = |EK − EL| 1 + T (3.54) 
siendo T la energ´ıa cine´tica nuclear y C un para´metro, cuyos valores para 
los cuales los resultados fueron ma´s satisfactorios se encuentran entre 0.05 y 
0.2 hartrees. 
3.3.5 Surface Hopping 
Si estamos tratando con un sistema que contenga ma´s de un potencial, 
como por ejemplo aquellos que implican el uso de estados excitados, el con­
cepto de una trayectoria localizada u´nica y exclusivamente en uno de esos 
potenciales parece a priori que no va a poder representar bien la superposi­
cio´n de autofunciones del sistema que representa un paquete de ondas, siendo 
posible en este caso la poblacio´n y descripcio´n de distintos estados de forma 
simulta´nea. 
Sin embargo, se pueden implementar soluciones para abordar este proble­
ma. Una de ellas es el me´todo del campo promedio o de Ehrenfest [11, 54] 
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que consiste en hacer evolucionar al sistema por un solo potencial virtual que 
es calculado como combinacio´n lineal de los potenciales adiaba´ticosreales del 
mismo. Este promedio se establece de manera proporcional a las poblaciones 
de los potenciales reales. Este me´todo, si bien ha tenido cierto ´exito en algunas 
aplicaciones, como la transferencia de energ´ıa en superﬁcies meta´licas [55], 
presenta algunas carencias. Por ejemplo, una trayectoria que comenzase en 
un potencial real “puro”, tras pasar una regio´n de acoplamiento quedara´ en 
un potencial promedio, y si posteriormente las diferencias en energ´ıa entre 
los estados reales son altas, el potencial promedio no va a ser capaz de re­
presentar los posibles canales de salida. Adema´s, este potencial promedio en 
ciertas ocasiones puede llegar a sobrepasar la energ´ıa disponible del siste­
ma al incluir potenciales muy superiores en energ´ıa que de forma real ser´ıan 
inaccesibles energe´ticamente. 
Por otro lado, existe otra opcio´n denominada salto entre potenciales (Sur­
face Hopping) que fue desarrollada por Tully y Preston [56]. Este me´todo 
consiste en que cada trayectoria se situ´a en cada paso de la simulacio´n en 
un solo potencial electro´noc, pero una vez el acoplamiento crec´ıa en ciertas 
regiones se pod´ıan inducir cambios entre los distintos potenciales al produ­
cirse variaciones en las ocupaciones de estos segu´n la ecuacio´n 3.46. En un 
principio las zonas donde se pod´ıan dar estos saltos estaban establecidas pre­
viamente. Sin embargo, ma´s adelante, Tully evoluciono´ este me´todo [12] para 
permitir que los saltos se produjesen en cualquier momento de la simulacio´n. 
Para esto desarrollo´ un algoritmo denominado Fewest Switches (TFS) por el 
hecho de minimizar los saltos en cada trayectoria mientras que manten´ıa de 
forma correcta el conjunto de las poblaciones durante la misma. 
En primer lugar llamamos Pj (t, Δt) a la probabilidad de salir del estado 
j durante todo el intervalo t → t +Δt: 
ρj˙j Δt 
Pj (t, Δt) = − (3.55)
ρjj 
donde ρij = ci 
∗ cj y ρ˙ij es su derivada con respecto al tiempo, podemos apro­
ximar esta derivada usando diferencias ﬁnitas como: 
ρjj (t +Δt) − ρjj (t)
ρj˙j ≈ (3.56)
Δt 
por otro lado: 
∂ ∗ ∗ ∗ ∗ ∗∗ρj˙j = (cj cj) = c˙j cj + c c˙j = (c c˙j ) 
∗ + c c˙j = 2 (c c˙j ) (3.57)j j j j∂t
donde c˙j representa la derivada temporal del coeﬁciente del estado j. Esta 
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no-adiaba´ticos de la ecuacio´n 3.46, de forma que la probabilidad de salir de 
estado j vendr´ıa dada por: 
i∗2 cj Hji + Kji cih¯
Pj (t, Δt) = 
i Δt (3.58)∗ cj cj 
Esta ser´ıa la probabilidad total de salir del estado j a cualquier otro 
estado, pero si queremos averiguar la probabilidad de un salto en concreto, 
teninedo en cuenta que la probabilidad total es la suma para todos los estados, 
podemos decir que para un salto en particular la probabilidad es: 
∗ i2 cj ¯Hji + Kji ci Pji(t, Δt) = h Δt (3.59) 
cj 
∗ cj 
Esta es la probabilidad de salto utilizada por el algoritmo Fewest Switches 
de Tully. Una de las demostracionas que hizo Tully en su trabajo [12], es que 
esta probabilidad de salto no es invariante con respecto a un transformacio´n 
unitaria del hamiltoniano, esto es no se obtiene el mismo resultado si se 
emplean potenciales adiaba´ticos que diaba´ticos, observa´ndose que el empleo 
de potenciales adiaba´ticos da un resultado mucho mejor que el diaba´tico. 
En ese caso, es conveniente que las funciones de base φi de la ecuacio´n 3.44 
ˆsean bases del Heff , lo que implica en ausencia de la´seres y acoplamiento 
esp´ın-o´rbita que e´stas son directamente funciones propias del hamiltoniano 
electro´nico. En este caso Hji es diagonal con valores Vi y Kji esta´ relacionado 
con los acoplamientos no adiaba´ticos entre los estados j e i. 
En esta tesis se ha empleado adema´s otra deﬁnicio´n ligeramente distinta 
propuesta por por Petersen y Mitric´ [57] para deﬁnir la probabilidad de salto 
que no se basa en la variacio´n de la funcio´n de onda en el tiempo si no 
exclusivamente en los elementos de la matriz densidad: 
−ρ˙jj ρ˙ii
Pji(t, Δt) = Θ(−ρ˙jj )Θ( ˙ρii) Δt (3.60)
ρjj Θ( ˙ρkk)ρ˙kk 
k 
siendo Θ una funcio´n binaria cuyo valor es 1 si el argumento sobre el que 
se aplica es positivo y 0 si no lo es. De esta forma, so´lo se permite saltar 
desde un estado que este´ perdiendo poblacio´n a otro que la este´ ganando en 
un determinado paso. Esta funcio´n tiene la ventaja de que no es necesario 
calcular los acoplamientos no-adiaba´ticos en la probabilidad de salto (s´ı en 
la propagacio´n de la funcio´n de onda), con lo que disminuye la diﬁcultad del 
me´todo. Adema´s, usando este me´todo es posible propagar la funcio´n de onda 
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en potenciales diaba´ticos, ya que la resolucio´n de la ecuacio´n de Schro¨dinger 
es invariante con respecto a rotaciones unitarias, y pasarla a adiaba´tico para 
evaluar la probabilidad de salto. 
3.3.6 SHARC 
Normalmente la metodolog´ıa de salto entre potenciales ha sido utilizada 
para reproducir la dina´mica de sistemas entre estados electro´nicos, donde el 
acoplamiento no adiaba´tico juega un papel fundamental en las proximidades 
de las intersecciones co´nicas o cruces que se producen. En ese caso, la dina´mi­
ca adiaba´tica puede ser calculada directamente usando me´todos ab initio, ya 
que estos obtienen las funciones propias de un hamiltoniano electro´nico no 
relativista. Sin embargo, a lo largo de esta tesis se ha adaptado esta metodo­
log´ıa para simular la dina´mica cuando el acoplamiento esp´ın-o´rbita y/o con 
un campo ele´ctrico externo esta´ tambie´n presente. 
Un me´todo basado en Surface Hopping que permite introducir el acopla­
miento esp´ın-o´rbita o bien la interaccio´n con un campo la´ser en la simulacio´n 
es el denominado me´todo FISH propuesto por Mitric´ y colaboradores [22]. 
Este me´todo consiste en incluir dichos acoplamientos como te´rminos en la 
parte de fuera de la diagonal de H, mientras que las funciones de base siguen 
siendo autofunciones del hamiltoniano electro´nico no relativista. Por otro 
lado, el acoplamiento no adiaba´tico sigue siendo introducido en la matriz K. 
El problema de hacer esto es que si bien es factible su uso para campos 
la´ser no muy intensos, donde el la´ser puede considerarse perturbativo para el 
potencial al no distorsionarlo, no es el ma´s apropiado en el caso de campos 
la´ser intensos donde el la´ser adema´s de aumentar la transferencia de pobla­
cio´n puede generar efectos como el efecto Stark, que no pueden ser descritos 
correctamente al evaluarse los gradientes en los potenciales “desnudos” que 
no incluyen ninguna interaccio´n con el la´ser. 
Sin embargo, el me´todo SHARC [27] utilizado en esta tesis pretende in­
corporar este tipo de acoplamientos y seguir la dina´mica del sistema en una 
base “adiaba´tica” en lugar de hacerlo en la base de los potenciales Born-
Oppenheimer. Este me´todo se basa en trasladar dichos acoplamientos a la 
matriz K. Partiendo del hamiltoniano efectivo de la ecuacio´n de Schro¨dinger 
dependiente del tiempo de la ecuacio´n 3.46, que puede incluir acoplamientos 
en los elementos no diagonales del hamiltoniano: 
Hˆeff (r, t; R)Φ(r, t) = i¯ (3.61)h∂Φ(r, t)/∂t 
Para resolver esta´ ecuacio´n, podemos utilizar como base los autovalores 
de una sola parte del hamiltoniano φi, por ejemplo de la parte no relativista 
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excluyendo la interaccio´n con el la´ser, de forma que: 
Hˆel(r; R)φi(r, t; R) = Vi(t; R)φi(r, t; R) (3.62) 
y la funcio´n de onda vendr´ıa dada por: 
φ(r, t; R) = ci(t)φi(r, t; R) (3.63) 
i 
donde ci(t) son los coeﬁcientes de las funciones de base y su variacio´n en 




= − i 
h¯ 
Hji + Kji ci(t) (3.64) 
i 
igual que se presento el la seccio´n 3.3.4. 
Dado que en esta ecuacio´n el hamiltoniano real no es diagonal, se in­
troduce una rotacio´n unitaria para obtener los te´rminos adiaba´ticos a cada 
instante de tiempo: 
φaj [r, t; R(t)] = Uji[t; R(t)]φi[r; R(t)] (3.65) 
i 
donde Uji[t; R(t)] es la matriz que diagonaliza a nuestro hamiltoniano en 
cada paso. Ahora que nuestras funciones de onda son adiaba´ticas tenemos 
que Ha = V a ji i δji. 
Por otro lado, nuestra matriz K, que representa la variacio´n de las fun­
ciones de base en el tiempo, ahora es rotada de la misma manera: 
Ka = Kφ ji (3.66)ji ji + K
U 
Donde Kφ es la “rotacio´n” de la matriz K original con la matriz U: 
Kφ U ∗ ji = jkKklUli (3.67) 
kl 
y KU es la variacio´n de la matriz de rotacio´n U a lo largo del tiempo: ji 
∂ 
KU U ∗ = Uli (3.68)ji jk ∂t 
kl 
Es esta Ka junto con Ha y los coeﬁcientes en la representacio´n adiaba´tica 
los que se van a utilizar para aplicar el algoritmo Fewest Switches. 
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Por supuesto, la propagacio´n nuclear tambie´n es adaptada a la nue­
va matriz de hamiltoniano. En general, siguiendo la teor´ıa de Hellmann-
Feynman [58] se puede demostrar que el gradiente de la energ´ıa de un poten­
cial adiaba´tico se deﬁne como: + 
V a φa∗ ˆ\RR i = i (r, t; R)\RRHeff φai (r, t; R)dr (3.69) 
Rr 
En ca´lculos al vuelo es necesario hacer una serie de modiﬁcaciones para 
adaptar esta ecuacio´n a los te´rminos electro´nicos que tenemos. As´ı pues en 
el caso ma´s complicado nuestro hamiltoniano se dividir´ıa en tres partes: 
Hˆeff = Hˆel + HˆSO − µε (3.70) 
donde el primer te´rmino representa el hamiltoniano no relativista, el segun­
do incluye los acoplamientos esp´ın-o´rbita y el u´ltimo el acoplamiento con un 
campo la´ser. Estos dos ultimos t´´ erminos normalmente no se incluyen en los 
me´todos ab initio esta´ndar, por lo que su gradiente no es posible calcular­
lo anal´ıticamente. De todas formas, es de esperar que su variacio´n con las 
coordenadas nucleares sea suave, por lo que puede despreciarse. Esta apro­
ximacio´n es especialmente buena en el caso del acoplamiento esp´ın-o´rbita 
ya que depende de los electrones ma´s internos de los a´tomos ma´s pesados 
que no van a cambiar sustancialmente con la conﬁguracio´n nuclear. As´ı pues 
podemos aproximar nuestro gradiente como: 
\RR Hˆeff ≈ \R Hˆel (3.71) 
Por otro lado desarrollando la funcio´n de onda adiaba´tica en sus compo­
nentes tenemos que el gradiente de nuestro potencial adiaba´tico es: + 
V a U ∗ φ ∗ ˆ\RR i ≈ jiUik j \RRHelφkdr (3.72) 
Rrjk 
φ∗ ˆdonde \RHelφkdr es la derivada del potencial Born-Oppenheimer jRr j  
cuando j = k y esta´ relacionado con el acoplamiento no-adiaba´tico cuan­
do son diferentes. De hecho el acoplamiento no adiaba´tico es este termino 
multiplicado por la diferencia de energ´ıa entre los estados j y k. En la ma­
yor´ıa de las situaciones, este u´ltimo te´rmino puede despreciarse ya que cuando 
el acoplamiento no-adiaba´tico es ma´s relevante es cuando los potenciales se 
vuelven degenerados y en ese caso la diferencia de energ´ıa va a anularlo. 
Por u´ltimo en la ﬁgura 3.1 se puede ver un esquema simpliﬁcado de la 
ejecucio´n del programa. 
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Figura 3.1: Esquema del programa con el me´todo SHARC
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Cap´ıtulo 4 
Resultados 
Los resultados obtenidos para las distintas mole´culas y situaciones estu­
diadas durante esta tesis sera´n presentados en este cap´ıtulo. Tanto el me´todo 
SHARC como los programas asociados para llevar a cabo las simulaciones 
han ido evolucionando a lo largo del tiempo. Adema´s, se han ido implemen­
tando y probando las diferentes caracter´ısticas sobre distintas mole´culas y/o 
modelos de creciente complejidad, y en este mismo orden vamos a pasar a 
presentarlos. Posteriormente se presentan los resultados obtenidos as´ı como 
su comparacio´n con los de estudios previos de otros autores o experimentos. 
4.1	 Dina´mica dirigida por pulsos la´ser inten­
sos: el mecanismo APLIP en Na2 
Hasta recientemente, no se desarrollaron me´todos de dina´mica semicla´sica 
que permitiesen un tratamiento expl´ıcito (no perturbativo) de la interaccio´n 
entre la radiacio´n y la materia. Como indicamos en el cap´ıtulo tercero, los 
art´ıculos de Thachuk y colaboradores [59, 60] y de Mitric y otros [22], fueron 
los primeros en permitir un tratamiento de la dina´mica dirigida por la´seres 
dentro de un marco de trayectorias, donde los saltos entre estados electro´ni­
cos se calculan a trave´s de algoritmos tipo “surface-hopping” (TSH). En 
esta seccio´n mostramos el primer resultado de aplicar un me´todo semicla´sico 
adecuado para el tratamiento de procesos con campos intensos. 
Como indicamos en la seccio´n 2.4.2, en presencia de campos intensos la 
representacio´n adiaba´tica permite introducir en la diagonal del hamiltoniano 
(en los potenciales LIPs) los efectos de los acoplamientos. Ello permite no 
so´lo evitar calcular saltos constantes, sino tratar de forma conveniente los 
gradientes del potencial, que incorporan los efectos del momento dipolar. 
Al reducir el nu´mero de tra´nsitos se requiere una estad´ıstica de trayectorias 
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mucho menor para caracterizar bien la dina´mica del sistema. Pero todav´ıa 
resulta ma´s determinante el hecho de que, al evaluarse las trayectorias punto 
a punto en el espacio fa´sico (no hay paquete de ondas), en un me´todo TSH no 
hay otra forma de incorporar la dependencia espacial del dipolo ma´s que en la 
funcio´n electro´nica de referencia, esto es, en la eleccio´n de la representacio´n 
adiaba´tica. Por ello, la eleccio´n del me´todo SHARC es determinante a la 
hora de obtener resultados cualitativamente comparables a los calculados 
mediante me´todos cua´nticos. 
Para mostrar de forma evidente la importancia del uso de SHARC en 
dina´micas dirigidas por la´ser, en esta seccio´n elegimos simular un proceso 
de transferencia selectiva de poblacio´n del estado fundamental a un estado 
vibro´nico excitado mediante un me´todo que usa pulsos muy intensos, lla­
mado el me´todo APLIP, cuyo funcionamiento explicamos a continuacio´n. 
Para posibilitar la comparacio´n con los resultados cua´nticos, elegimos apli­
car APLIP a una mole´cula sencilla, diato´mica, y para evitar la competencia 
o interferencia de otro tipo de procesos fotoqu´ımicos que generen tra´nsitos 
entre potenciales, elegimos estados suﬁcientemente separados energe´ticamen­
te como para poder despreciar el efecto de la conversio´n interna o el cruce 
intersistema. 
4.1.1 Esquema de pulsos la´ser APLIP 
APLIP (del ingle´s, (Adiabatic Passage by Light Induced Potentials) es un 
nuevo mecanismo que permite la transferencia selectiva de poblacio´n desde 
el estado inicial a un estado ﬁnal excitado de igual nu´mero cua´ntico vibra­
cional en un estado electro´nico accesible mediante absorcio´n de dos fotones. 
Fue propuesto inicialmente por Garraway y Suominem [61] y generalizado 
por Sola´ y colaboradores [62, 63]. El me´todo requiere usar dos pulsos la´ser 
con un pequen˜o retardo entre ellos (que permite su solapamiento durante 
parte de la interaccio´n), desintonizados de cualquier estado electro´nico in­
termedio, de forma que la suma de la frecuencia de los dos la´seres permita 
una transicio´n en resonancia con el estado ﬁnal. Adema´s, el me´todo exige 
usar pulsos la´ser muy intensos. A cambio, garantiza rendimientos cua´nticos 
pro´ximos al 100 %, altamente selectivos, y muy tolerantes a variaciones sig­
niﬁcativas de los para´metros externos. El rendimiento apenas se ve afectado 
por ligeras variaciones en la eleccio´n de las frecuencias centrales de los la´se­
res, ni variaciones grandes en la duracio´n e intensidad de los pulsos, una vez 
alcanzado el llamado re´gimen adiaba´tico. 
Para entender el mecanismo f´ısico bajo el que opera APLIP, nos centra­
remos en su planteamiento original. Supongamos que queremos excitar la 
funcio´n de ondas desde el estado inicial en el potencial fundamental V1, a 
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Figura 4.1: Evolucio´n de un LIP a lo largo del tiempo causada por dos pulsos 
la´ser fuertes. Obse´rvese co´mo los mı´nimos de ambos pozos se mueven a lo 
largo del tiempo en un rango de distancias considerable. 
un estado electro´nico V3 accesible por absorcio´n de dos fotones. Para faci­
litar la transicio´n habra´ un estado intermedio V2, que permita el tra´nsito 
de poblacio´n tanto hacia V1 (a trave´s del pulso que denominamos E1) como 
hacia V3 (a trave´s del pulso E2). De acuerdo a Garraway y Suominen [61], 
necesitamos usar una secuencia de pulsos en orden inverso (esto es, E2(t) de­
be preceder en el tiempo a E1(t)), y elegir la frecuencia ω1 hacia el azul del 
tra´nsito electro´nico con V3. 
¿Por que´? El uso de la secuencia en orden inverso recuerda al me´todo de 
excitacio´n la´ser STIRAP (del ingle´s, Stimulated Raman Adiabatic Passage), 
que usa un estado oscuro (una resonancia cua´ntica) del hamiltoniano del sis­
tema en presencia de la radiacio´n, a trave´s del cua´l se realiza el tra´nsito de 
poblacio´n. APLIP es una extensio´n de STIRAP con campos intensos aplica­
dos a potenciales electro´nicos, pero no es tan sensible a los efectos cua´nticos. 
En realidad, opera a trave´s de un mecanismo sencillo de explicar, una especie 
de balanc´ın por efecto Stark. Al actuar primero E2(t) sobre la mole´cula, se 
genera un desplazamiento Stark entre los potenciales V3 y V2. Como V3 − ¯hω2 
tiene energ´ıa mayor que V2, la separacio´n de niveles (en este caso, potencia­
les) hace que aumente la energ´ıa de V3 y disminuya la de V2. Ana´logamente, 
E1(t), que actu´a entre V1 y V2 (do´nde V2 tiene menos energ´ıa que V1 + h¯ω1) 
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provocara´ que aumente la energ´ıa de V1 y disminuya la de V2 por despla­
zamiento Stark. Con el paso del tiempo, al disminuir la amplitud de E2(t) 
y aparecer (e ir aumentando) la amplitud de E1(t), la energ´ıa de V3 dismi­
nuira´ frente a la energ´ıa de V1. El cruce de energ´ıas permite en determinado 
momento la resonancia y posibilita el paso de la funcio´n de ondas desde V1 
a V3. Como la resonancia so´lo ocurre en un determinado momento mientras 
ambos pulsos esta´n encendidos, no hay posibilidad de recruce, y la poblacio´n 
no puede volver desde V3 a V1. 
Supongamos, como es habitual, que la distancia de equilibrio en V3 es 
mayor que en el estado fundamental, de forma que el tra´nsito de poblacio´n 
implica una relajacio´n de la distancia de enlace, que en algunos casos puede 
ser muy considerable. Desde el punto de vista de los potenciales moleculares, 
la transicio´n desde el estado v = 0 de V1 al estado v = 0 de V3 puede con­
siderarse como muy poco probable, al violar el principio de Franck-Condon: 
pra´cticamente no hay solapamiento entre la funcio´n de ondas inicial y la ﬁ­
nal. Sin embargo, desde el punto de vista de la representacio´n adiaba´tica, el 
proceso APLIP puede verse como el paso de la funcio´n desplaza´ndose en un 
u´nico LIP, que inicialmente tiene una barrera interna que impide el paso de 
V1 a V3 (formada por la parte atractiva del potencial V1 y la parte repulsiva 
del potencial V3 entre las distancias de enlace de equilibrio de los estados V1 
y V3), a tiempos intermedios no presenta barrera (facilitando el tra´nsito) y a 
tiempo ﬁnal vuelve a presentar barrera (impidiendo el retorno). No hay por 
tanto violacio´n del principio de Franck-Condon, pues el tra´nsito no es ins­
tanta´neo, sino que debe durar lo suﬁciente como para permitir el movimiento 
del paquete de ondas en el LIP, lo que se evidencia como la excitacio´n tran­
sitoria de estados vibracionales excitados en V1 previa al tra´nsito electro´nico 
a V3. APLIP requiere por tanto el uso de pulsos la´ser suﬁcientemente largos, 
con duraciones de unos pocos picosegundos. 
En la ﬁgura4.1 mostramos un ejemplo de la variacio´n temporal de un LIP 
que permite el paso adiaba´tico del paquete de ondas de acuerdo al esquema 
APLIP. Conviene an˜adir que la secuencia original no es la unica posible y ´
se han propuesto diferentes estrategias tipo APLIP con secuencias en orden 
normal (con E1(t) precediendo a E2(t)) y sintonizaciones hacia el rojo de la 
primera transicio´n electro´nica [62, 63]. Cada una implica distintas modula­
ciones del LIP para permitir el paso adiaba´tico de la funcio´n de ondas. 
Una de las peculiaridades de APLIP es que la transicio´n electro´nica con­
serva el nu´mero cua´ntico vibracional: su selectividad es poco sensible a pe­
quen˜as variaciones en la eleccio´n de la frecuencia de los la´seres. Esta protec­
cio´n especial de la selectividad cua´ntica del estado ﬁnal se debe a que si la 
transicio´n es suﬁcientemente lenta, el paquete de ondas se desplaza siempre 
en el mı´nimo del LIP y por tanto no genera nodos. Aunque un me´todo se­
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Figura 4.2: Valores ajustados para los potenciales inclu´ıdos en el sistema 
(l´ıneas cont´ınuas) y los correspondientes momentos dipolares de transicio´n 
entre ellos (l´ıneas discont´ınuas). Los valores representados con puntos se co­
rresponden a los datos ab initio obtenidos de [64]. Se incluyen adema´s las 
dos frecuencias de los la´seres aplicados al sistema. 
micla´sico no permite identiﬁcar los nodos de la funcio´n de ondas nuclear, la 
simulacio´n correcta del proceso debe ser capaz de mostrar que la excitacio´n 
electro´nica no convierte mucha energ´ıa del tra´nsito en energ´ıa cine´tica nu­
clear, algo a priori no esperable si la transicio´n vibro´nica implica relajacio´n 
del enlace. En los resultamos que mostramos a continuacio´n, usaremos tanto 
el ca´lculo del rendimiento del proceso como la energ´ıa cine´tica nuclear ﬁnal 
como testigos de la calidad de la simulacio´n del esquema APLIP mediante 
me´todos semicla´sicos. 
4.1.2	 Descripcio´n del modelo: excitacio´n electro´nica 
del Na2 
Para poner a prueba la capacidad de SHARC a la hora de simular un pro­
ceso de excitacio´n con campos la´ser intensos (el esquema APLIP), elegimos 
un modelo simpliﬁcado del d´ımero de sodio. La eleccio´n de dicha mole´cula 
se asienta en varias ventajas. En primer lugar se conocen bien sus curvas de 
energ´ıa potencial, as´ı como los momentos dipolares de transicio´n. El Na2 es 
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una mole´cula prototipo, empleada tanto en experimentos como en estudios 
nume´ricos y teo´ricos. Eligiendo bien los estados electro´nicos, podemos pres­
cindir de tra´nsitos debidos a acoplamientos no adiaba´ticos o acoplamientos 
singlete-triplete, evitando la competencia de otros procesos que enmascaren 
la determinacio´n correcta de los efectos de los acoplamientos radiativos. Fi­
nalmente (y debido a las razones anteriores) existen simulaciones cua´nticas 
del esquema APLIP en dicha mole´cula. 
Para todo el conjunto de simulaciones que vamos a realizar con esta 
mole´cula vamos a emplear tres de los estados electro´nicos de la mole´cula: 
el estado fundamental, 1Σg(3s), y dos estados electro´nicos singletes excita­
dos de distinta paridad, 1Σu(3p) y 
1Σg(4s) (V1, V2 y V3 a partir de ahora), que 
se acoplar´ıan entre s´ı por accio´n de dos la´seres a trave´s de sus correspondien­
tes momentos dipolares de transicio´n µ12 y µ23. Estos estados, como vemos 
en la ﬁgura 4.2, esta´n bien separados entre ellos para las distancias de en­
lace estudiadas, por lo que no deber´ıan existir acoplamientos no-adiaba´ticos 
entre los estados. Es decir, para este modelo K = 0, por lo que las posibles 
transiciones entre estados van a deberse exclusivamente a la interaccio´n con 
el campo la´ser. Por otro lado vamos a suponer que el eje de la mole´cula esta´ 
alineado con el vector de polarizacio´n del campo, de forma que trabajaremos 
con un modelo de una so´la dimensio´n: la coordenada de enlace. 
Los potenciales y momentos dipolares de transicio´n fueron obtenidos de 
[64] y ajustamos en funcio´n de la distancia internuclear R a osciladores de 
Morse y a polinomios de quinto y sexto grado respectivamente, como puede 
verse en la tabla 4.1. 
Para simular y estudiar la dina´mica del sistema molecular Na2 bajo la 
inﬂuencia de campos la´ser intensos se compararon los resultados obtenidos 
mediante trayectorias semicla´sicas utilizando nuestro me´todo SHARC (desa­
rrollado en la seccio´n 3.3.6) con propagaciones de dina´mica cua´ntica nuclear 
usando el me´todo del Split-Operator. que explicamos en la seccio´n 3.1. En 
nuestro caso, la malla sobre la que se discretizo´ el sistema es de 512 puntos 
entre 4 y 20 bohr. Tambie´n se realizaon ca´lculos a modo comparativo utili­
zando el me´todo FISH para evaluar su comportamiento bajo campos la´ser 
intensos. Antes de comenzar las simulaciones, partiendo de la geometr´ıa de 
equilibrio y sirvie´ndonos de la distribucio´n de Wigner como explicamos en la 
seccio´n 3.3.1, procedimos a crear un conjunto de condiciones iniciales en el 
estado fundamental de la mole´cula. 
En la ﬁgura 4.2 podemos ver los tres estados y los momentos dipolares 
de transicio´n. Tambie´n aparecen las frecuencias de los la´seres aplicados y 
como puede verse, individualmente no son completamente resonantes con la 
transicio´n que acoplan aunque la transicio´n de los dos fotones a la vez s´ı es 
resonante. Estas condiciones fueron obtenidas en [64] tras someter el sistema 
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V = De [1 − exp (−α(R − R0)2)] + V0 V1 V2 V3 
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Tabla 4.1: Para´metros de ajuste utilizados para la construccio´n de los tres 
potenciales de nuestro sistema Na2 as´ı como los momentos dipolares de 
transicio´n entre ellos. 
a varias simulaciones para obtener los para´metros que permitiesen lograr 
una transferencia casi completa de poblacio´n de V1 a V3 sin poblar el estado 
intermedio V2. 
4.1.3 Esquemas para la interaccio´n con los campos la´ser 
Pasamos ahora a explicar los distintos esquemas utilizados para construir 
el hamiltoniano del sistema, tanto en las propagaciones cua´nticas como en 
las me´todos semicla´sicos. 
En primer lugar, para las simulaciones puramente cua´nticas se aplicaron 
tres esquemas distintos, el primero con los tres potenciales vistos en la ﬁgura 
4.2 tratando la interaccio´n con los campos la´ser sin aproximaciones (exacto). 
Despue´s, de cara a comparar directamente con las trayectorias semicla´sicas 
se utilizaron dos modelos: Un primer esquema basado en la aproximacio´n 
de onda rotatoria (RWA) con 3 potenciales, en el que a V2 se le sustrae la 
frecuencia del primer la´ser y a V3 la de ambos la´seres (ver la seccio´n 2.4.1); y 
un segundo esquema basado en el hamiltoniano de Floquet de 4 potenciales, 
siendo los tres primeros potenciales los mismos que en el esquema RWA y 
an˜adiendo una re´plica de V2 −ω2. En la ﬁgura 4.3 se pueden ver representados 
estos dos ´ asicas se ultimos casos. Por otro lado, para las trayectorias semicl´
emplearon u´nicamente los dos modelos aproximados. 
























 Distancia internuclear (bohr) 
Figura 4.3: Esquema basado en la RWA empleado para la construccio´n del 
hamiltoniano del sistema obtenido a partir del ajuste de los potenciales. 
4.1.4 Campos la´ser y tiempos de simulacio´n 
Se llevaron a cabo dos conjuntos de simulaciones para poner a prueba el 
me´todo. En primer lugar para cada uno de los esquemas mencionados en la 
seccio´n anterior se hicieron simulaciones con unos tiempos de propagacio´n 
de 45 ps con un taman˜o de paso de 0.001 fs. Por otro lado, tras obtener los 
resultados, se repitieron algunos de los mismos usando pulsos ma´s cortos, 
reduciendo el tiempo de propagacio´n a 4.5 ps. En todos los casos, ambos 
pulsos la´ser tienen una amplitud ma´xima de 0.006 a.u., que se corresponde 
aproximadamente con una intensidad pico de 1 TW/cm2. Para la forma de 
los pulsos elegimos envolventes del tipo cosh−2((t − t0,j)/τ), donde t0,j es el 
tiempo en el cual el la´ser Ej (t) alcanza el ma´ximo y τ es una medida de 
la anchura del mismo. La diferencia entre t0,1 y t0,2 es el tiempo de retardo 
entre los pulsos, que llamamos Δτ . Un valor positivo se corresponde con una 
secuencia en orden inverso, donde E2(t) precede a E1(t). En las simulacio­
nes ma´s largas empleamos pulsos con τ = 5.5 ps, con tiempos de retardo 
Δτ = 4.5 ps. Mientras que en las simulaciones ma´s cortas los tiempos se 
acortan a una de´cima parte. As´ı, los pulsos tienen una anchura τ = 550 fs y 
el retardo se elige como τr = 450 fs. De aqu´ı en adelante nos referiremos a 
los primeros como pulsos largos y a los segundos como pulsos cortos. Las fre­
cuencias centrales de ambos pulsos son respectivamente ω1 = 0.08055 hartree 
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E (e/a2 0) 
P3 
1 2 3 
Pf 
1 2 3 1 
δE 
2 3 




0.880 0.976 0.868 
0.991 0.992 0.987 
0.992 0.993 0.953 
0.432 0.902 0.509 
0.951 0.992 0.979 










Pulsos “cortos”: τ = 0.55 ps, Δτ = 0.45 ps 
0.003 
0.006 
0.974 0.998 0.995 
0.999 0.999 0.992 
0.262 0.715 0.361 







Tabla 4.2: Poblaciones a tiempo ﬁnal en el estado V3 (P3), en V3 para v=0 
(Pf ) y energ´ıa media en te´rminos de E0 (δE) para diferentes amplitudes de 
los la´seres (E) para los tres modelos utilizados: nRWa (1), RWA3 (2) y RWA4 
(3). Tambie´n se incluyen las duraciones de dichos pulsos (τ) y el tiempo de 
retardo (Δτ). 
(equivalente a 2.19 eV) y ω2 = 0.03606 hartree (equivalente a 0.98 eV). 
4.1.5 Dina´mica cua´ntica 
Los ca´lculos que fueron llevados a cabo con esta metodolog´ıa se realizaron 
a modo de prueba y como referencia para su comparacio´n con los obtenidos 
por las simulaciones semicla´sicas, tanto las realizadas con nuestro me´todo 
SHARC como con FISH. Los resultados de las propagaciones se pueden ob­
servar en la ﬁgura 4.4. Entre los tres esquemas pueden observarse algunas 
diferencias que a continuacio´n comentaremos. 
Lo primero que se aprecia al ver la ﬁgura 4.4 es que las oscilaciones ra´pidas 
que aparecen en las poblaciones calculadas segu´n el modelo sin aproximacio´n, 
no se ven reﬂejadas en los otros dos modelos. Estas oscilaciones son debidas 
a los te´rminos del campo despreciados en el hamiltoniano en la aproximacio´n 
RWA (tambie´n en Floquet). Aunque son te´rminos no resonantes, durante 
cierto tiempo inducen transiciones transitorias que modulan el tra´nsito de 
poblacio´n en intervalos de tiempo cortos, pero su incidencia es menor en las 
poblaciones ﬁnales. 
Si nos centramos en las poblaciones ﬁnales, vemos que en el esquema sin 
aproximaciones se obtiene en torno a un 5 % de la poblacio´n ﬁnal en el estado 
intermedio V2. Sin embargo, en los modelos RWA y Floquet no hay poblacio´n 
a tiempo ﬁnal en dicho estado. Por otra parte cabe destacar que la simulacio´n 
basada en la RWA4 reproduce correctamente la oscilacio´n que se observa en 
la poblacio´n del estado vibracional fundamental (v = 0) en el potencial V3. 
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Si nos ﬁjamos en la evolucio´n del paquete de ondas (ﬁgura 4.6 ), podemos 
ver que el paquete de ondas en el modelo RWA se mueve directamente desde 
la distancia de enlace de equilibrio, Re,1 en V1 a la distancia de enlace de 
equilibrio en V3, Re,3. Sin embargo, tanto en el modelo sin aproximacio´n 
como en el modelo de Floquet, el paquete se mueve durante un corto periodo 
de tiempo ma´s alla´ de Re,3 para luego volver al mı´nimo. De ah´ı que esa 
parte de la poblacio´n se distribuya temporalmente en estados vibracionales 
ma´s altos, lo que se reﬂeja en la oscilacio´n de la poblacio´n. Este efecto se 
puede inferir a partir de la variacio´n temporal de la forma del LIP donde se 
desarrolla todo el proceso APLIP. 
En el modelo esta´ndar de APLIP, donde se supone que la aproximacio´n 
RWA es va´lida, el primer pulso la´ser provoca una repulsio´n electro´nica entre 
V1 y V3 − h¯(ω1 + ω2) (V3 a). Entonces se aplica el segundo la´ser provocando un 
segundo desplazamiento Stark entre V1 y V2 − ¯ (V2 ahω2 ). Durante el tiempo 
en el que ambos la´seres esta´n solapados, la barrera entre V1 y V3 
a en el LIP 
desaparece, haciendo que el paquete de ondas se desplace suavemente desde 
un mı´nimo hasta el otro. Sin embargo, tanto el acoplamiento exacto como el 
modelo de Floquet permiten otro camino cua´ntico para el paquete de ondas, 
que se corresponde con el efecto de la secuencia en orden directo. En este 
caso podemos suponer que E2(t) actu´a sobre el acoplamiento entre V1 y V2, 
mientras que E1(t) actu´a sobre el acoplamiento entre V2 y V3; adema´s, coincide 
con un proceso donde la transicio´n al estado intermedio esta´ desintonizada 
a m´ que V2 − ¯hacia el rojo. Aunque V2 − hω¯ 2 est´ as alejado de V1 hω1 y por 
tanto, podemos esperar que la contribucio´n de este camino cua´ntico es menor, 
los resultados muestran que no es completamente despreciable. Entonces, 
cuando la amplitud del primer pulso disminuye, la repulsio´n debida al efecto 
Stark entre V3 
a y V2 
a desplaza el mı´nimo de V3 
a hacia distancias mayores 
al mı´nimo de V3. A medida que el pulso se apaga, esta perturbacio´n en el 
LIP va desapareciendo lentamente y el paquete de ondas se reacomoda en 
el mı´nimo de V3. Adema´s de estas simulaciones que comentamos con mayor 
detalle, realizamos otras empleando los mismos esquemas pero usando pulsos 
la´ser menos intensos y/o simulaciones a tiempos ma´s cortos. Los resultados 
se incluyen en la tabla 4.2. Como dato importante para la comparacio´n entre 
las simulaciones cua´nticas y semicla´sicas, destacamos δE, que es la energ´ıa 
media vibracional en V3 a tiempo ﬁnal en unidades de la energ´ıa en v = 0, 
esto es, δE = (χ3|Hˆ|χ3)/E3,0. La desviacio´n sobre la unidad determina la 
poblacio´n ﬁnal en niveles vibracionales excitados, esto es, cuantiﬁca la calidad 
de la selectividad del proceso APLIP de una forma que podemos determinar 
mediante ca´lculos de trayectorias. 
De los resultados con diversos modelos cua´nticos se puede concluir que el 
modelo RWA no es capaz de reproducir de una manera cuantitativa el com­
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(c) (d) 
Figura 4.4: Representacio´n de la envolvente de ambos pulsos la´ser utiliza­
dos en las simulaciones (a). Evolucio´n de las poblaciones electro´nicas de los 
tres estados bajo la inluencia de dos campos la´ser en una dina´mica cua´ntica 
nuclear: modelo exacto (b), RWA (c) y Floquet (d). 
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Figura 4.5: Trayectoria de ejemplo partiendo desde la geometr´ıa de equilibrio 
y momento 0, utilizando SHARC sobre un esquema de Floquet de 4 potencia­
les. En la parte superior se muestra la evolucio´n de la poblacio´n electro´nica 
de los tres estados. En la inferior se muestra la evolucio´n de la distancia de 
enlace, as´ı como la representacio´n de la energ´ıa potencial del sistema. 
portamiento del modelo exacto, sobreestimando el rendimiento del esquema 
de APLIP [64]. Por otro lado, queda patente que el modelo de Floquet repro­
duce pra´cticamente de forma cuantitativa los resultados del modelo exacto, 
permitiendo adema´s reducir considerablemente el coste computacional, al 
permitir taman˜os de paso (Δt) mayores en la integracio´n de las ecuaciones 
de movimiento. Por ello elegimos este modelo para realizar las simulaciones 
semicla´sicas con SHARC. 
4.1.6 Dina´mica semicla´sica 
Pasamos ahora a describir los resultados obtenidos mediante trayectorias 
semicla´sicas del proceso APLIP, trabajando sobre el modelo de Floquet de 4 
potenciales del hamiltoniano del Na2. 
Presentamos en primer lugar una trayectoria de ejemplo en la ﬁgura 4.5. 
Para esta trayectoria se han elegido como condiciones iniciales R = Re,1 
(la posicio´n centrada en la distancia de equilibrio) y p = 0 (sin velocidad 
inicial). Las condiciones de la simulacio´n son las mismas que en la simula­
cio´n cua´ntica empleando el modelo de Floquet. En la parte superior de la 
ﬁgura puede observarse el cambio de la composicio´n del LIP en el que se 
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(a) QD (b) SHARC (c) FISH 
Figura 4.6: Representacio´n de la evolucio´n del paquete de ondas nuclear para 
los tres me´todos empleados. En el caso de SHARC y FISH se realizo´ aplicando 
una gausiana de anchura 0.0025 A˚sobre la coordenada R cada trayectoria 
mueve la trayectoria, esto es, las contribuciones de los potenciales V1 y V3 
en el LIP. Estas contribuciones reﬂejan los cuadrados de las amplitudes de 
los estados electro´nicos en la funcio´n de ondas inicialmente poblada en la 
representacio´n adiaba´tica. Puede verse que dichas contribuciones se corres­
ponden pra´cticamente con las poblaciones obtenidas mediante la dina´mica 
cua´ntica. En la parte inferior de la ﬁgura se han representado tanto la distan­
cia interato´mica promedio (la distancia de enlace) como la energ´ıa potencial 
de la mole´cula. Debido a la interaccio´n con el campo electromagne´tico que 
siguen las envolventes de los pulsos, la trayectoriase adapta al mı´nimo del 
LIP en todo momento, haciendo que en este caso pra´cticamente carezca de 
energ´ıa cine´tica. Tal como ocurr´ıa en la propagacio´n cua´ntica, se observa el 
desplazamiento de la distancia de enlace ma´s alla´ del mı´nimo de V3 para pos­
teriormente volver a e´l. Durante ese intervalo de tiempo, la energ´ıa del LIP 
se encuentra en un mı´nimo y se produce una perturbacio´n en la composicio´n 
del LIP, aumentando momenta´neamente la contribucio´n de V2. 
El hecho de que la trayectoria se comporte de acuerdo al LIP creado 
es vital para reproducir los mismos resultados de la dina´mica cua´ntica. Por 
contra, al aplicar el me´todo FISH la dina´mica sigue los gradientes de los 
potenciales moleculares originales, que son notoriamente distintos a los gra­
dientes de los LIPs. Esto se puede ver claramente en la ﬁgura 4.6 que muestra 
la evolucio´n del enjambre de trayectorias de forma simulta´nea aplicando una 
gausiana de anchura 0.0025 A˚ sobre cada trayectoria. En el caso de SHARC 
se reproduce de forma exacta la evolucio´n del paquete de ondas cua´ntico. 
Por contra, con el me´todo FISH , en el momento en el que las trayectorias 
comienzan a excitarse, la dina´mica deja de estar representada correctamente 
al seguir cada trayectoria unos gradientes que no tienen en cuenta la accio´n 
de los campos la´ser en los potenciales. 
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Adema´s, la metodolog´ıa de FISH implica un nu´mero muy elevado de 
saltos entre los distintos potenciales. Desde el momento en el que el segundo 
la´ser se enciende comienzan a aparecer saltos entre V1 y V2; sin embargo, a 
estos saltos no les siguen inmediatamente otros entre V2 y V3. Por ello no se 
transﬁere la poblacio´n de forma completa entre V1 y V3, si no que apenas un 
20 % alcanza el estado ﬁnal. 
Al igual que en el caso de la dina´mica cua´ntica, se realizaron simulaciones 
reduciendo el tiempo de propagacio´n as´ı como la anchura de los pulsos a una 
de´cima parte. Parte de estos resultados se pueden ver en la ﬁgura 4.7 (evo­
lucio´n de las poblaciones adiaba´ticas) y por otra parte tambie´n se pueden 
comparar en la tabla 4.3. Lo primero que podemos observar es que SHARC 
reproduce de forma exacta el completo transvase de poblacio´n entre los po­
tenciales V1 y V3 para las dos escalas de tiempo, mientras que FISH falla al 
reproducir este resultado. 
Como indicamos anteriormente, el ca´lculo de δE permite estimar la se­
lectividad del proceso APLIP siguiendo tanto un me´todo cua´ntico como uno 
semicla´sico. Vemos que en SHARC δE es ligeramente superior al valor obteni­
do cua´nticamente. Esto es normal, ya que la dina´mica semicla´sica no permite 
describir de forma correcta (y mucho menos conservar) la energ´ıa del punto 
cero. La desviacio´n de la unidad no es muy grande, lo que equivale a que 
se mantiene la selectividad del proceso (desde un punto de visto cla´sico, las 
trayectorias se desplazan del entorno del mı´nimo de V1 a tiempo inicial, al 
entorno del mı´nimo en V3 a tiempo ﬁnal). Por otro lado, podemos observar 
que sigue la misma tendencia cuando comparamos resultados de dina´mica 
con pulsos de distinta duracio´n. Al utilizar pulsos ma´s cortos se produce 
un aumento en δE tanto en la dina´mica por SHARC como en la dina´mica 
cua´ntica, que es adema´s del mismo orden de magnitud. Este aumento en δE 
al acortar los pulsos se produce por una transferencia de energ´ıa electro´nica 
a energ´ıa vibracional, que se deriva de la pe´rdida de parte de la adiabaticidad 
de la dina´mica. Al acortar los pulsos los LIPs var´ıan ma´s ra´pidamente, no 
permitiendo que el paquete de ondas adapte su forma a tiempo, ganando 
energ´ıa cine´tica en el proceso. Esto equivale a un calentamiento vibracio­
nal del sistema y una perdida de selectividad, que se reproduce mediante 
SHARC. Empleando el me´todo FISH, en cambio, los valores de δE son de­
masiado elevados incluso cuando se emplean los pulsos ma´s largos, y no se 
observa la tendencia en la variacio´n de δE esperable al usar pulsos cortos. 
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E (e/a2 0) 
P3 
QD SHARC FISH 
δE (E0) 
QD SHARC FISH 
Tiempos “largos”: τ = 5.5 ps, Δτ = 4.5 ps 
0.006 0.992 0.999 0.207 1.00 1.13 1.54 
Tiempos “cortos”: τ = 0.55 ps, Δτ = 0.45 ps 
0.006 0.999 0.999 0.466 1.18 1.30 1.60 
Tabla 4.3: Poblaciones a tiempo ﬁnal en el estado V3 (P3), en V3 para v=0 
(Pf ) y energ´ıa media en te´rminos de E0 (δE) tras aplicar un esquema APLIP 
en la representacio´n de Floquet con unos pulsos de amplitud E para los 
tres modelos utilizados: dina´mica cua´ntica (QD) y los me´todos semicla´sicos 
SHARC y FISH. Tambie´n se incluyen las duraciones de dichos pulsos (τ) y 





























 Tiempo (ps) 
V1V2V3
(a) Pulsos largos (b) Pulsos cortos 
Figura 4.7: Comparacio´n de la poblacio´n electro´nica de los estados para dos 
simulaciones semicla´sicas realizadas con el me´todo SHARC. Ambas utilizan 
dos la´seres de E = 0.006 a.u. En (a) τ = 5.5 ps, Δτ = 4.5 ps, mientras que 
en (b) τ = 0.55 ps, Δτ = 0.45 ps 
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4.2	 Efecto de acoplamientos esp´ın-o´rbita fuer­
tes: el caso del ICH3 
En esta seccio´n presentamos la principal mole´cula de estudio de esta tesis, 
el yoduro de metilo (ICH3). Se trata de una mole´cula cuya fotodisociacio´n ha 
sido ampliamente estudiada tanto teo´rica como experimentalmente, esto se 
debe a que posee unas propiedades que la hacen muy interesante de estudiar. 
El yoduro de metilo se trata de una mole´cula poliato´mica compuesta por 
un a´tomo de yodo, uno de carbono y tres de hidro´geno. Como vemos, se trata 
de una mole´cula relativamente pequen˜a, sin embargo, aunque lo sea esconde 
la suﬁciente complejidad para ser considerada como una mole´cula prototipo 
para los estudios de los procesos fotodisociativos, tanto teo´ricos como experi­
mentales. El que sea pequen˜a es algo muy a tener en cuenta desde un punto 
de vista teo´rico como el nuestro, ya que permite la aplicacio´n de me´todos de 
ca´lculo de estructura electro´nica de alto nivel para el estudio de sus estados 
excitados, gradientes y dema´s propiedades, que ser´ıan prohibitivos en cuanto 
al tiempo requerido en mole´culas mucho ma´s grandes. 
Gran parte de esta complejidad se debe a que incluye un a´tomo de yodo, 
de gran taman˜o que posee 53 electrones, los cuales en las capas ma´s inter­
nas esta´n sometidos a velocidades relativ´ısticas, induciendo un acoplamiento 
esp´ın-o´rbita, por lo que sus propiedades y estados electro´nicos se ven modi­
ﬁcados considerablemente. Adema´s, como veremos en breve, hace aparicio´n 
una interseccio´n co´nica entre dos de sus estados excitados disociativos, por 
lo que jugara´ un papel crucial en la dina´mica de la fotodisociacio´n de la 
mole´cula. 
4.2.1	 Estudios previos 
La mayor´ıa de estudios sobre la fotodisociacio´n del yoduro de metilo se 
centran en el primer grupo de estados electro´nicos excitados que presenta la 
mole´cula. A este conjunto de estados se les ha denominado desde los primeros 
estudios la “Banda A” de fotodisociacio´n. Esta Banda A se compone de 
11 estados excitados [65], de los cuales, 7 (3Q2(E), 
3Q1(E), 3Q0− (A2) y 
1Q1(E)) van a correlacionar en la disociacio´n con la obtencio´n de I (
2P3/2) 
y radical metilo CH3 (X˜
2A2) (normalmente llamado canal I).Por otro lado, 
los otros 4 estados (3Q0+(A1), 2A2(A2) y 4E(E) ) correlacionan con lo que 
se denomina canal I∗ y se corresponde con la disociacio´n del I en estado 
electro´nico excitado (2P1/2)y radical metilo ( X˜
2A2): I
∗ + CH3. 
Buena parte de los experimentos de fotodisociacio´n que se han realizado 
en esta banda han utilizado un rango de longitudes de onda entre 220 y 330 
4.2. EFECTO DE ACOPLAMIENTOS ESP ´IN- ´ ORBITA FUERTES: EL CASO DEL ICH365 
nm [66–68], centra´ndose la mayor´ıa en el ma´ximo de absorcio´n de la banda 
a 266 nm. A esta longitud de onda, los estados anteriormente mencionados 
3Q0+ y 
1Q1 junto con los estados 
3Q1 son los o´pticamente activos en mayor 
o menor medida, lo cual hace que la absorcio´n que tenga la mole´cula vaya a 
inﬂuir en la dina´mica posterior del sistema de forma notable. 
En ocasiones al estado 3Q0+ se le suele nombrar simplemente como 
3Q0, 
esto es debido a que el otro estado con notacio´n similar, el 3Q0− , es un 
estado usualmente muy poco mencionado al no participar en la dina´mica de 
la interseccio´n co´nica ni ser un estado o´pticamente activo. A partir de ahora 
nosotros tambie´n usaremos el te´rmino simpliﬁcado para el estado 3Q0+ . 
Uno de los principales motivos de estudio de esta banda esta´ en la inter­
seccio´n co´nica que se da entre los estados 3Q0 y 
1Q1, ambos disociativos, tras 
esta co´nica, el estado 3Q0 correlacionara´ al canal I
∗ mientras que los estados 
1Q1 lo hacen al canal I. El cociente entre la poblacio´n en el canal I
∗ y la total 
[I∗]( ) se denomina rendimiento cua´ntico (φ∗) y es uno de los resultados 
[I]+[I∗] 
teo´ricos y experimentales que ma´s se utilizan a modo comparativo junto con 
los tiempos de disociacio´n para ambos canales de salida de la mole´cula. 
4.2.1.1 Estudios experimentales 
El nu´mero de trabajos experimentales sobre la fotodisociacio´n de esta 
mole´cula encontrados en la literatura es muy extenso, [? ] en ellos se han 
empleado una amplia variedad tanto de me´todos y procedimientos experi­
mentales como de ana´lisis para obtener el rendimiento cua´ntico de la fotodi­
sociacio´n φ∗. El valor obtenido para cada estudio var´ıa ligeramente segu´n las 
condiciones experimentales, especialmente con la longitud de onda utilizada 
para la fotoexcitacio´n, pero el consenso general es que se encuentra en el 
intervalo 0.7 - 0.8. 
En particular en nuestro caso vamos a tomar la mayor´ıa de resultados ex­
perimentales utilizados para las comparativas de los obtenidos por el “Grupo 
de Dina´mica de las Reacciones Qu´ımicas y Femtoqu´ımica” de la Universidad 
Complutense de Madrid, dirigido por los profesores Luis Ban˜ares y Javier 
Aoiz, con el que nuestro grupo colabora. Sus experimentos se basan en el 
empleo de la te´cnica resonance enhanced multiphoton ionization (REMPI) 
en el que excitan la mole´cula utilizando un pulso la´ser ultravioleta de 268 
nm de 100 fs de FWHM. Mediante esta te´cnica se ha obtenido un rendimiento 
cua´ntico φ∗ de 0.75. 
Este grupo tambie´n ha estudiado los tiempos de disociacio´n de la mole´cula 
para los dos canales de salida, obteniendo unos valores de 84 y 94 fs para el 
canal I y I∗ respectivamente. 
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4.2.1.2 Estudios teo´ricos 
El primer estudio teo´rico sobre la fotodisociacio´n de la Banda A fue lle­
vado a cabo por Mulliken en el an˜o 1940 [69]. En e´l utilizo´ la Combinacio´n 
Lineal de Orbitales Ato´micos para explicar los resultados experimentales ob­
tenidos para los espectros de absorcio´n de varios derivados halogenados, entre 
ellos el ICH3. En este trabajo tambie´n introdujo la notacio´n que se sigue uti­
lizando desde entonces para algunos de los estados electro´nicos que tienen 
estas mole´culas. 
Posteriormente, los estudios teo´ricos en este campo normalmente se han 
dividido en dos tipos. En primer lugar encontramos trabajos basados en la 
obtencio´n de Superﬁcies de Energ´ıa Potencial (PESs) y momentos dipolares 
de transicio´n a partir de ca´lculos ab initio. El primero de estos trabajos fue lle­
vado a cabo por Tadjedinne y colaboradores [70], que construyeron las PESs 
para la Banda-A a lo largo de la coordenada RC−I . Para ello utilizaron un 
me´todo Spin-Orbit Conﬁguration Interaction (SO-CI) contra´ıdo ayuda´ndose 
del uso de pseudopotenciales para describir los electrones ma´s internos del 
carbono y yodo as´ı como el acoplamiento esp´ın-o´rbita en el a´tomo de yodo. 
Otros estudios posteriores basados en este mismo me´todo permitieron am­
pliar la dimensionalidad de las PESs obtenidas. Tal es el caso, por ejemplo, 
de los llevados a cabo por Morokuma y colaboradores, que en primer lugar 
ampliaron estas dimensiones hasta 6 [71] y posteriormente hasta completar 
las 9 [72]. 
De los estudios ma´s recientes de este tipo encontramos los trabajos de 
Alekseyev y colaboradores [65, 73], que de nuevo haciendo uso de un me´todo 
SO-CI contra´ıdo, obtuvieron las PESs y momentos dipolares de transicio´n 
bidimensionales utilizando pseudopotenciales y bases de ca´lculo de mayor 
taman˜o que en estudios previos. Adema´s, estos trabajos evidenciaron la ne­
cesidad de incluir en el ca´lculo CI un nu´mero de ra´ıces y de referencias muy 
elevado si se desea describir los momentos dipolares de transicio´n de for­
ma correcta. Y es que hasta entonces, los espectros de absorcio´n teo´ricos 
obtenidos basa´ndose en las PESs y momentos dipolares calculados parec´ıan 
subestimar la contribucio´n de las absorciones perpendiculares a los estados 
1Q1 (y en menor medida a los 
3Q1) frente a la transicio´n paralela al estado 
3Q0. 
El segundo tipo de estudios sobre la fotodisociacio´n de esta mole´cula son 
aquellos que estudian la dina´mica de la reaccio´n, para ello numerosas ve­
ces se han ayudado de PESs previamente calculados como los mencionados 
anteriormente para aplicar sobre ellos me´todos de dina´mica como los vistos 
en el cap´ıtulo 3. Los primeros ca´lculos de este tipo se realizaron sobre las 
PESs obtenidas por Shapiro [74] a partir de datos espectrosco´picos experi­
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mentales, en realidad representaban el yoduro de metilo como una mole´cula 
pseudotriato´mica, sustituyendo los a´tomos de hidro´geno por un a´tomo virtual 
localizado en el dentro de masas de dichos a´tomos. 
Otros ejemplos de estudios de este estilo fueron los realizados utilizando 
trayectorias semicla´sicas por el propio Morokuma sobre sus potenciales. Para 
abordar los acoplamientos no adiaba´ticos entre las superﬁcies emplearon un 
algoritmo basado en la fo´rmula de Landau-Zener sobre la que se emplea un 
me´todo Montecarlo para determinar si se produce un cambio de superﬁcie 
o no. ´ en las 9 dimensiones[72] ob-En las ultimas simulaciones realizadas 
tuvieron un rendimiento cua´ntico φ∗=0.87 si las trayectorias eran lanzadas 
directamente en el estado 3Q0. En cambio, si aplicaban la misma proporcio´n 
en los estados iniciales que la obtenida para las fuerzas de los osciladores 
calculadas en la regio´n Franck-Condon, el rendimiento cua´ntico disminu´ıa 
hasta 0.72. 
Tambie´n se han aplicado me´todos de dina´mica de paquetes de ondas sobre 
PESs del ICH3, como los llevados a cabo por Manthe y colaboradores [75] 
con el me´todo MCTDH sobre una versio´n mejorada de estos PESs realizada 
por Xie y colaboradores [76], con el que obtuvieron un φ∗ de 0.95. 
4.2.2 Modelo de Morokuma y Xie 
Una parte clave de la dina´mica de esta mole´cula se da en torno a la inter­
seccio´n co´nica entre los estados 3Q0+ y 
1Q1, es por eso que la descripcio´n de 
esos estados y de los acoplamientos existentes entre ellos debe ser clave para 
la obtencio´n de resultados aceptables. As´ı que para esta serie de simulaciones 
con el yoduro de metilo decidimos utilizar unos potenciales obtenidos origi­
nalmente por Morokuma[72], en los cuales se parametrizaron los valores de 
energ´ıa y acoplamientos de los tres estados implicados obtenidos mediante 
ca´lculos ab initio para las coordenadas internas de la mole´cula. Estos po­
tenciales fueron mejorados posteriormente por Xie y colaboradores [76] para 
reducir el excesivo desplazamiento al azul (0.4 eV) que presentaba el espectro 
de absorcio´n teo´rico al usar estos potenciales, adema´s era tambie´n demasiado 
ancho de acuerdo a los experimentales. 
Para los 2 estados 1Q1 y el estado 
3Q0+ Morokuma y Xie ajustaron a las 
9 coordenadas internas que tiene la mole´cula de ICH3 (ver Figura 4.8) los va­
lores obtenidos mediante su propio me´todo ab initio denominado Spin-Orbit 
Conﬁguration Interaction o SOCI que se explicara´ con ma´s detalle en la si­
guiente seccio´n. Desfortunadamente, el estado fundamental de la mole´cula 
no se encontraba parametrizado, por lo que decidimos aproximarlo a un osci­
lador armo´nico truncado a altas energ´ıas para los nueve modos vibracionales 
del sistema. 


























Figura 4.8: Deﬁnicio´n de las 9 coordenadas internas de la mole´cula de ICH3 
la l´ınea discont´ınua en la ﬁgura de la izquierda representa el eje a lo largo 
del cual el a´ngulo de umbrella es igual para los tres hidro´genos. A la derecha 
se encuentra la proyeccio´n en el plano perpendicular a este eje. θ toma un 
valor entre 0 y π, y φ lo hace entre 0 y 2π. Por otro lado, β1 + β2 + β3 = 2π 
Obtencio´n de los estados excitados, el me´todo SOCI En el caso de 
los potenciales y los acoplamientos entre los estados Morokuma y colabo­
radores ajustaron los datos ab initio obtenidos utilizando una base DZP: 
Huzinaga-Dunning doble-zeta (triple zeta en el caso de Xie) para carbono e 
hidro´geno y un pseudopotencial relativ´ıstico (ECP) de Hay-Wadt para los 
electrones internos y para los de valencia su base asociada doble-zeta aumen­
tada con una funcio´n de polarizacio´n d tanto para el carbono (αd = 0.75) 
como para el yodo (αd = 0.405). 
Los orbitales moleculares de partida los obtuvieron usando un ca´lculo 
Restricted Hartree-Fock de capa abierta para las excitaciones n → σ∗. Usaron 
un hamiltoniano esp´ın-o´rbita monoelectro´nico con carga nuclear emp´ırica. 
En realidad el me´todo de ca´lculo utilizado es una versio´n “contra´ıda” del 
SOCI debido a la gran cantidad de puntos a calcular por explorar en las 9 
dimensiones de la mole´cula. El me´todo SOCI consiste en varios pasos: En 
primer lugar se realiza un ca´lculo CI de gran taman˜o esp´ın-libre, es decir, 
sin tener en cuenta el acoplamiento esp´ın-o´rbita. despue´s, con los te´rminos 
de interacio´n esp´ın-o´rbita de fuera de la diagonal y los autoestados y auto-
valores esp´ın-libre obtenidos, se construye una matriz SOCI contraida con 
dimensiones 6 Aj (un 1A1, tres 3E, un 1E y un 3A1) y 6 Ajj (tres 3E, un 1E y 
dos 3A1). Por u´ltimo esta matriz es diagonalizada obteniendo as´ı las energ´ıas 
adiaba´ticas. 
Sin embargo, ya que ajustar potenciales adiaba´ticos a funciones anal´ıticas 
no es sencillo por el hecho de que los estados pueden cambiar de cara´cter con 
la geometr´ıa, es mejor realizar el ajuste con los potenciales diaba´ticos. Para 
transformar unos en otros utilizaron la matriz de rotacio´n U y otros para´me­
tros obtenidos de los ca´lculos SOCI no contra´ıdos. Una vez transformados, 
se ajustaron a las 9 coordenadas internas que ya conocemos. 
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4.2.2.1 Inclusio´n del estado fundamental en el sistema 
Como dijimos previamente, el estado fundamental del sistema no esta­
ba inclu´ıdo en los ca´lculos de Morokuma, sin embargo, ya que pretendemos 
incluir de forma directa un campo la´ser, se hace necesario describir correc­
tamente la dina´mica en el estado fundamental, al menos en el entorno de la 
geometr´ıa de equilibrio, donde las trayectorias van a estar contenidas antes 
de producirse la excitacio´n. Precisamente por esta razo´n, decidimos utilizar 
un potencial tipo oscilador harmo´nico para cada uno de los 9 modos normales 
de vibracio´n (α) que posee la mole´cula. 
Para ello utilizamos la geometr´ıa, frecuencias de vibracio´n y modos nor­
males vibracionales obtenidos mediante un ca´lculo CASPT2 con MOLPRO 
2009 partiendo de CAS(6,4) considerando 12 estados (3 singletes y 3 tripletes) 
seguido de un ca´lculo SS-CASPT2 para el estado fundamental. Se realizaron 
utilizando un pseudopotencial de 46 electrones para el I y una base 6-31G* 
para C e H y los electrones de valencia del I. Utilizando estos datos, el esta­
do fundamental V0 puede ser deﬁnido como funcio´n del producto escalar del 
desplazamiento respecto a la geometr´ıa de equilibrio ΔRNC para todos los 
a´tomos N en sus tres coordenadas cartesianas C, los desplazamientos de los 
modos normales γn y las frecuencias de dichos modos νn: 
3N 





ΔRγα√ (4.1) � I � µα 
1 2V0 = να
2 µαpα − D02 
α 
donde µα, MI y D0 son respectivamente la masa reducida del correspondiente 
modo normal, la masa para el correspondiente par a´tomo-coordenada, y la 
energ´ıa de disociacio´n de la mole´cula obtenida en la optimizacio´n CASPT2. 
Puesto que se trata de un potencial armo´nico, la energ´ıa aumenta indeﬁ­
nidamente al hacerlo las diversas coordenadas de reaccio´n, lo cual har´ıa que 
ante una disociacio´n del atomo de yodo respecto al radical metilo el esta-´
do fundamental superase en energ´ıa a los otros tres en lugar de conducir al 
canal de salida I. Esto podr´ıa provocar saltos ﬁcticios entre los potenciales 
superiores y dicho estado fundamental debido a deﬁciencias del modelo. Por 
ello, restringimos el valor de la energ´ıa de dicho estado a un ma´ximo de 0.001 
hartrees (0.0272 eV). Este truncamiento no deber´ıa inﬂuir en la simulacio´n, 
ya que la zona del estado fundamental que nos interesa es la pro´xima al 
� �
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mı´nimo, estando correctamente descrita por el potencial armo´nico. 
4.2.2.2 Momentos dipolares de transicio´n 
En las primeras simulaciones vamos a suponer que la mole´cula va a ser 
excitada desde el estado fundamental X˜1A1 al estado 
3Q0 en una transicio´n 
paralela. Como los momentos dipolares de transicio´n tampoco fueron para­
metrizados por Morokuma, decidimos utilizar el mismo ajuste empleado por 
de Nalda y otros, [24] basa´ndose en ca´lculos realizados por Alekseyev y co­
laboradores [73]. De esta forma, dependiendo exclusivamente de la distancia 
C − I (RCI ), el dipolo µge quedar´ıa (en Debyes): 
µge = 0.59RCI − 1.92 si RCI A≤ 2.513591 ˚
(4.2) 
[2(RCI −9.8)]µge = 1/ 1 + e si RCI > 2.513591 A˚ 
4.2.2.3 Gradientes de los estados 
Los gradientes de los estados en el modelo de Morokuma no estaban 
ajustados a las coordenadas internas, as´ı que decidimos calcularlos nume´ri­
camente al vuelo sobre la dina´mica de trayectorias debido al poco esfuerzo 
computacional que requer´ıan. Se realizaron en coordenadas cartesianas por 
simplicidad. 
4.2.2.4 L´ımite impulsivo (pulso δ) 
En esta simulacio´n, se va a utilizar para provocar la excitacio´n de la 
mole´cula un “pulso delta” cuyo nombre proviene de la funcio´n delta de Di­
rac. Consiste en inducir a tiempo 0 una excitacio´n completa de todas las 
trayectorias (10000 en este caso), lo que implica que todas se inicien en el 
estado diaba´tico 3Q0. 
Ya que 3Q0 se trata de un potencial disociativo para la coordenada I-C 
las trayectorias ira´n adquiriendo energ´ıa cine´tica hasta que presumiblemente 
pasara´n por la interseccio´n co´nica con el estado tambie´n disociativo 1Q1 o 
sus alrededores, ah´ı podremos estudiar la dina´mica en esa zona en la que los 
acoplamientos no adiaba´ticos tienen gran importancia. 
Adema´s, una vez obtenidas todas las trayectorias, para aproximarnos lo 
ma´s posible a los experimentos desde de este l´ımite impulsivo, tambie´n in­
clu´ımos en una segunda seleccio´n a algunas de estas 10000 trayectorias ya 
terminadas de la siguiente forma: 
Puesto que la longitud de onda del ca´mpo la´ser utilizado normalmente en 
los experimentos es de 266 nm (4.66 eV) vamos a seleccionamos las trayecto­












































Figura 4.9: Trayectoria de ejemplo donde podemos seguir su posicio´n en los 
potenciales (arriba) mientras la poblacio´n en los estados adiaba´ticos cambia 
con el tiempo. Se puede ver el truncamiento del estado fundamental para 
evitar cruces virtuales no deseados con los potenciales superiores. 
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Figura 4.10: Poblacio´n en los estados adiaba´ticos a lo largo del tiempo de 
10000 trayectorias. La l´ınea azul representa al estado que en la disociacio´n 
correlaciona con el estado 3Q0, y a su vez se corresponde al canal de salida 
I∗ . Por otro lado la l´ınea roja representa la poblacio´n en los estados que 
correlacionan con los estados 1Q1 del canal de salida I. 
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Figura 4.11: Distribucio´n de energ´ıa traslacional total de los dos fragmentos 
del ICH3 a t=100 fs para ambos canales de disociacio´n. Resultado obtenido 
a partir de 10000 trayectorias excitadas mediante pulso δ hasta el estado 3Q0 
sin seleccionar las energ´ıas de excitacio´n (l´ınea cont´ınua) y seleccionando las 
858 trayectorias con energ´ıa de excitacio´n dentro del rango 4.63 - 4.69 eV 
(l´ınea punteada). 
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rias cuya diferencia de energ´ıa (E3Q0 −E0) se encontraba en el rango de entre 
4.63 y 4.69 eV. De las 10000 trayectorias iniciales, 858 cumpl´ıan este requisi­
to. Al realizar los mismos ana´lisis para ambos conjuntos obtuvimos ide´nticos 
resultados para la proporcio´n de los canales de salida, por lo que so´lo se ha 
representado una vez en la ﬁgura 4.10, en la que se observa que el rendimien­
to cua´ntico φ∗ es de 0.89, que se asemeja mucho al obtenido por el grupo 
de Morokuma [72] utilizanto tambie´n trayectorias semicla´sicas y tras realizar 
tambie´n una excitacio´n mediante el uso de un pulso delta. Podemos observar 
adicionalmente en la ﬁgura 4.11 la distribucio´n de energ´ıa traslacional total 
de los fragmentos disociados para ambos conjuntos. Puede apreciarse que la 
separacio´n entre ambos picos se situa en el rango de 0.8 - 0.9 eV, lo que se 
corresponde con la diferencia de energ´ıa potencial entre los canales I y I∗ y 
esta´ en buena concordancia con los resultados experimentales. Por otro lado, 
la distribucio´n del conjunto de trayectorias seleccionadas es tambie´n similar 
aunque ma´s estrecha, lo cual esta´ en concordancia con el hecho de que la 
distribucio´n inicial de trayectorias esta´ tambie´n ma´s delimitada en el rango 
energe´tico. Las caracter´ısticas de la simulacio´n realizada se pueden resumir 
en los siguientes para´metros: 
10000 Trayectorias iniciales 
Pulso delta desde el estado fundamental al 3Q0 
Duracio´n: 100 fs, Δt = 0.1 fs (100 subpasos para la parte electro´nica) 
Algoritmo SH de Tully y para´metro de decoherencia C = 0.1 




4.2.2.5 Excitacio´n mediante pulso la´ser 
El siguiente paso fue incluir un campo la´ser en las simulaciones sin usar 
aproximaciones, con los siguientes para´metros: 
Longitud de onda: 266 nm (equivalente a 4.66 eV) 
Forma de la envolvente: inversa del coseno hiperbo´lico al cuadrado 
Amplitud ma´xima: ε0 = 0.005 a.u. (Correspondiente a un pico de in­
tensidad 0.88 TW/cm−2)
 
Centrado en t = 75 fs con una anchura a media altura de 50 fs 
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Figura 4.12: Poblacio´n en los estados adiaba´ticos a lo largo del tiempo de 
las 588 trayectorias excitadas mediante un pulso la´ser de 4.66 eV hasta el 
estado 3Q0. Este resultado ha sido obtenido sin utilizar aproximaciones para 
la interaccio´n con el campo. 
Ya que el la´ser permanece encendido durante unos 150 fs, y para dar 
tiempo a que el campo excite las trayectorias y estas evolucionen hacia la 
disociacio´n, la duracio´n de estas simulaciones sera´ de 250 fs. Por otro lado, 
por desgracia el campo la´ser no va a excitar a todas las trayectorias y en otras 
pueden “romperse” una vez han empezado la disociacio´n al volver a saltar 
hacia el estado fundamental en zonas donde el estado no esta´ para nada 
bien representado por el potencial armo´nico. A continuacio´n se enumeran los 
detalles de las simulaciones: 
25000 Trayectorias iniciales 
Pulso la´ser incluido en la simulacio´n 
Duracio´n: 250 fs, Δt = 0.1 fs (100 subpasos para la parte electro´nica) 
Algoritmo SH de Tully y para´metro de decoherencia C = 0.1 
1746 Trayectorias correctamente excitadas y disociadas 
Finalmente se realizo´ un ana´lisis similar al del apartado anterior obtenien­
do un rendimiento cua´ntico φ∗ = 0.87 y una distribucio´n de energ´ıa cine´tica 
que se aprecia en la ﬁgura 4.13. Se puede ver que los resultados son bas­
tante similares a los obtenidos mediante el pulso δ. La pequen˜a discrepancia 
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Figura 4.13: Distribucio´n de energ´ıa traslacional total de los dos fragmentos 
del ICH3 a t=250 fs para ambos canales de disociacio´n. Resultado obtenido 
a partir de las 1746 trayectorias excitadas mediante un pulso la´ser de 4.66 
eV hasta el estado 3Q0. 
podr´ıa deberse a la menor estad´ıstica que se da en este caso al desechar un 
gran nu´mero de trayectorias al no ser excitadas. 
4.2.2.6 Excitacio´n mediante pulso la´ser utilizando la RWA 
Del mismo modo que en la mole´cula de Na2 vamos a hacer uso de la 
Aproximacio´n de Onda Rotatoria para generar un esquema que incluye un 
nuevo potencial correspondiente a sumar a la energ´ıa del estado fundamental 
los 4.66 eV del campo la´ser aplicado. Como puede verse en la ﬁgura 4.14 
ahora en la zona del equilibrio de este nuevo potencial (EF + ω) existen 
cruces tanto con los estados 1Q1 como con el 
3Q0. Para inducir la excitacio´n, 
de acuerdo con la RWA debemos incluir la envolvente del campo la´ser a la 
mitad de amplitud de la que le corresponder´ıa si la RWA no se aplicase. 
Procedimos a lanzar de igual modo que para el anterior escenario 25000 
trayectorias, de las cuales, esta vez 2355 fueron excitadas correctamente, lo 
que hace que el rendimiento en este sentido sea ma´s de cuatro veces superior 
a aplicar el la´ser sin aproximaciones. El rendimiento cua´ntico φ∗ esta vez fue 
de 0.93. De nuevo la distribucio´n de energ´ıa traslacional de los fragmentos 
disociados (ﬁgura 4.16) es muy similar al caso del la´ser aplicado sin aproxi­
maciones (obviando la pequen˜a diferencia de poblacio´n en ambos canales). 
Esta vez, la evolucio´n de los estados adiaba´ticos no se muestra debido a que 
al utilizar este esquema el orden de los estados cambia varias veces depen­
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Figura 4.14: Esquema utilizado para implementar el la´ser basa´ndonos en la 
RWA sobre los potenciales de Xie/Morokuma. 
diendo de la geometr´ ecula y no aporta informaci´ ´ıa de la mol´ on util sobre 
la dina´mica. Sin embargo se representan en la ﬁgura 4.15 una media sobre 
todas las trayectorias de las poblaciones de los estados diaba´ticos, que en 
este caso hace algo ma´s comprensible lo que ocurre en la dina´mica. Estas 
poblaciones esta´n calculadas utilizando los coeﬁcientes electro´nicos en lugar 
de ser un recuento de trayectorias en cada potencial. A modo de resu´men de 
nuevo se incluyen los para´metros de la simulacio´n a continuacio´n: 
25000 Trayectorias iniciales 
Pulso la´ser incluido en la simulacio´n 
Duracio´n: 250 fs, Δt = 0.1fs (100 subpasos para la parte electro´nica) 
Algoritmo SH de Tully y para´metro de decoherencia C = 0.1 
2355 Trayectorias correctamente excitadas y disociadas 
4.2.2.7 Resultados y discusio´n 
De los resultados obtenidos en las tres simulaciones se puede destacar el 
buen funcionamiento del me´todo SHARC, es capaz de implementar de forma 
simulta´nea los tres acoplamientos (SO, la´ser y NAC)) obteniendo resutados 
muy similares entre s´ı y a los obtenidos mediante el uso de paquetes de ondas 
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Figura 4.15: Poblacio´n en los estados diaba´ticos a lo largo del tiempo de 
las 2355 trayectorias excitadas mediante un pulso la´ser de 4.66 eV hasta el 
estado 3Q0. Este resultado ha sido obtenido sin utilizar aproximaciones para 
la interaccio´n con el campo. 
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Figura 4.16: Distribucio´n de energ´ıa traslacional de los dos fragmentos del 
ICH3 a t=250 fs para ambos canales de disociacio´n. Resultado obtenido a 
partir de las 2355 trayectorias excitadas mediante un pulso la´ser siguiendo el 
esquema de la Aproximacio´n de Onda Rotatoria. 
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con el me´todo MCTDH [75] y utilizando trayectorias [72]. Con la mejora de 
que en este caso se incluye un campo la´ser de forma expl´ıcita, sin que ello 
afecte a los resultados ma´s alla´ de una previsible disminucio´n de la estad´ıstica 
por el nu´mero de trayectorias que consiguen excitarse. 
La comparacio´n con resultados experimentales es ligeramente ma´s com­
plicada, debido a que los potenciales de Morokuma y Xie, au´n habiendo sido 
mejorados por este ´ on considerable-ultimo, muestran un espectro de absorci´
mente desplazado al azul (rm ≈ 3000y ≈ 1400cm−1 respectrivamente) [76] 
adema´s de ser ligeramente ma´s ancha la banda de absorcio´n. Por otro lado, el 
rendimiento cua´ntico obtenido, parece ser superior al ya comentado rango de 
0.7-0.8 obtenido de forma experimental. Esto parece indicar que los ca´lculos 
ab initio realizados tambie´n sobreestimaban los acoplamientos no adiaba´ticos 
en la zona de la interseccio´n co´nica. 
4.2.3 Dina´mica directa en el ICH3 
Viendo las conclusiones obtenidas para las simulaciones sobre los poten­
ciales de Morokuma/Xie, decidimos dar el siguiente paso y utilizar dina´mica 
directa sobre ca´lculos ab initio realizados al vuelo para cada trayectoria. 
COn esto pretendemos ver si el acoplamiento no adiaba´tico calculado por 
Morokuma estaba realmente sobreestimado o si el desajuste entre resultados 
nume´ricos y experimentales se deb´ıa a otros factores. 
4.2.3.1 Datos ab initio 
Estos ca´lculos ab initio se realizaron con el programa comercial MOLPRO 
2009.1 [77] y son detallados a continuacio´n: 
Ca´lculo de la energ´ıa: Se ha aplicado un ca´lculo MS-CASPT2 [78] con 
level shift de 0.1 sobre CAS(6,4) de 12 estados (3 singletes y 3 tripletes). 
Ca´lculo de los gradientes energe´ticos a nivel CASPT2 de forma anal´ıti­
ca. 
Ca´lculo del SOC y del NAC sobre la funcio´n de onda CAS. 
Uso del ECP de 28 electrones MDF (Multielectron ﬁt, full relativistic) 
para el I [79], as´ı como su base complementaria cc-pVTZ [80] para el 
resto de electrones del I y para H y C. 
A modo comparativo se incluyen en la tabla 4.4 varios datos de intere´s 
obtenidos con este nivel de ca´lculo antes de proceder con los ca´lculos de 
trayectorias. 
4.2. EFECTO DE ACOPLAMIENTOS ESP ´IN- ´ ORBITA FUERTES: EL CASO DEL ICH379 
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5.17 6.47 6.45 
4.97 6.31 6.33 


















Tabla 4.4: Energ´ıas de excitacio´n a Franck-Condon y energ´ıas de disociacio´n 
para ambos canales de salida calculadas tanto relajando las dema´s coorde­
nadas como sin relajar. 
4.2.3.2 Simulaciones 
Primeramente se obtuvieron por el me´todo habitual 10000 condiciones 
iniciales segu´n los modos normales de vibracio´n calculados a dicho nivel de 
teor´ıa. La obtencio´n de un espectro de absorcio´n teo´rico para el ICH3 implica 
la utilizacio´n de ca´lculos MRCI con un gran nu´mero de estados y raices inclui­
das si se quiere obtener un resultado acorde con los resultados experimentales 
[73]. Ca´lculos con estos requisitos computacionales no son permisibles para 
nuestras simulaciones, por lo que hemos optado por emular un pulso δ hasta 
el estado 3Q0, para esto se seleccionaron aquellas trayectorias cuya energ´ıa 
de excitacio´n para dicho estado se encontraba entre 4.3 y 4.9 eV. De estas 
condiciones seleccionadas, se lanzaron 400 de ellas durante 100 fs, con un 
Δt de 0.5 fs y 50 subpasos para la parte electro´nica. Se utilizo´ el algoritmo 
de Mitric´ para el Surface-Hopping y un para´metro de decoherencia C = 0.1 
hartrees. 
4.2.3.3 Resultados y discusio´n 
Para comparar los tiempos de disociacio´n de ambos canales con los ob­
tenidos experimentalmente se midio´ para cada trayectoria el tiempo en el 
que EI∗ − EI − ESO = 0.004 eV. Donde EI∗ y EI son la eneg´ıa del canal 
correspondiente para la trayectoria y ESO es la energ´ıa del desdoblamiento 
esp´ın-o´rbita del atomo de I aislado para nuestro nivel de teor´ ı´a (0.90) eV. 
Este valor se corresponde con el ancho de banda del la´ser experimental utili­
zado por Ban˜ares y colaboradores [? ] . Hemos decidido utilizar este criterio 
















Figura 4.17: Potenciales adiaba´ticos obtenidos mediante ca´lculos MS-CASP2 
para el ICH3. Se representan tanto el estado fundamental como los 11 pri­
meros estados excitados inclu´ıdos en las simulaciones. Este diagrama se ha 
obtenido a lo largo de la coordenada de enlace RC − I relajando las dema´s 
coordenadas en cada punto. 
4.2. EFECTO DE ACOPLAMIENTOS ESP ´IN- ´ ORBITA FUERTES: EL CASO DEL ICH381 
para considerar una trayectoria disociada porque es el que resulta ma´s simi­
lar al utilizado en el experimento, en el que utilizan un segundo la´ser para 
excitar el ´ on solo se produce una vez est´atomo de I. Esta excitaci´ a comple­
tamente separado del otro fragmento y no se ve inﬂuenciado por e´l debido a 
la distancia entre ellos. 
Los valores obtenidos fueron de 68.4 y 76.5 fs para los canales I∗ y I 
respectivamente. Los valores experimentales obtenidos fueron de 84 y 94 fs. 
Aunque se observa que hay una diferencia en los valores en torno a los 23 fs, 
sin embargo s´ı que se aprecia un ajuste razonable en la diferencia entre los 
tiempos de salida de ambos canales. Esto se debe a la diﬁculad de extrapolar 
un me´todo de medida ide´ntico para ca´lculos y experimento, donde podr´ıan 
inﬂuir diversos para´metros sobre todo el establecer el tiempo 0 de medida. 
En cuanto al rendimiento cua´ntico φ∗ obtenido es de 0.68, que esta´ bas­
tante pro´ximo a los obtenidos experimentalmente (que se situ´a en el rango 0.7 
- 0.8 aunque con un nu´mero mayoritario de ellos cercanos a 0.7), en concreto, 
para continuar la comparacio´n con el mismo experimento, su resultado expe­
rimental fue de φ∗ = 0.75. Este buen ajuste con la mayor parte de los datos 
experimentales, hace entrever que los ca´lculos de Morokuma deﬁnitivamente 
sobreestimaban el acoplamiento no adiaba´tico de la interseccio´n co´nica. 
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Cap´ıtulo 5 
Resumen y Conclusiones 
5.1 Resumen 
Para poder abordar el estudio completo de mole´culas de taman˜o medio es 
en general necesario usar me´todos semicla´sicos, que implican un tratamien­
to cua´ntico del ca´lculo de la funcio´n de ondas electro´nica, y un tratamiento 
cla´sico del movimiento de los nu´cleos. En general, para evitar efectos espu´reos 
de campo promedio, es aconsejable utilizar algoritmos donde los nu´cleos se 
mueven en un solo potencial adiaba´tico (no el promedio de varios potencia­
les), para lo que hay que calcular la probabilidad de tra´nsito entre los estados 
electr´onicos. Estos tra´nsitos pueden ser debidos a acoplamientos esp´ın-o´rbita, 
a conversio´n interna en intersecciones co´nicas o a la presencia de acoplamien­
tos radiativos. En la actualidad se acepta que su presencia es ub´ıcua en los 
estados excitados y por tanto determinante en el proceder de las reacciones 
fotoqu´ımicas. 
La simulacio´n ma´s habitual de los saltos cua´nticos se realiza a trave´s 
de algoritmos tipo surface-hopping. En esta tesis empleamos un me´todo de 
surface-hopping denominado me´todo SHARC (Surface Hopping including Ar­
bitrary Couplings) [81], que es el primero que permite incluir todo tipo de 
acoplamientos en el sistema. Frente a la competencia de otros me´todos como 
FISH [82]) (Field-induced Surface Hopping) que permiten evaluar los tra´nsi­
tos radiativos, en SHARC se usa la representacio´n adiaba´tica para evaluar 
todos los tra´nsitos de forma consistente. La eleccio´n de la representacio´n del 
sistema es crucial a la hora de evaluar las probabilidades y los gradientes, 
especialmente cuando los te´rminos no adiaba´ticos (ma´s alla´ de la aproxima­
cio´n de Born-Oppenheimer) son del orden de magnitud de los te´rminos de la 
diagonal (los potenciales). 
Al comienzo de esta tesis, el objetivo principal que se planteaba era la 
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implementacio´n general del me´todo SHARC, el cual acababa de ser desarro­
llado poco antes de su inicio. Este trabajo implico´ un desarrollo profundo 
y cont´ınuo del programa principal, el cual se encontraba en una etapa muy 
temprana, disen˜ado para la prueba del me´todo en modelos simples. Algunos 
ejemplos de esta ampliacio´n en el co´digo fueron la implementacio´n de otro al­
goritmo de Surface Hopping (Mitric´), su adaptacio´n para utilizar programas 
de estructura electro´nica externos para la dina´mica al vuelo, la integracio´n 
de la decoherencia cua´ntica en el co´digo, el uso de diferentes algoritmos de 
integracio´n nume´rica de las ecuaciones (Runge-Kutta), etc. Tambie´n se han 
ido generando de forma paralela numerosos programas asociados al princi­
pal (programas de condiciones iniciales, espectros y ana´lisis) as´ı como varios 
“scripts” (archivos de o´rdenes) de cierta complejidad necesarios para la in­
tegracio´n de programas de qu´ımica cua´ntica, en especial MOLPRO y MOL­
CAS. As´ımismo, y como es usual, tambie´n se han desarrollado pequen˜os 
programas y scripts de unas pocas decenas de l´ıneas de co´digo para casos 
puntuales. Por otro lado, la localizacio´n de errores en el co´digo (conocidos 
como “bugs” en la jerga de los programadores) ha ocupado una parte nada 
despreciable de este tiempo de desarrollo. Los principales test del me´todo se 
centraron en dina´micas de mole´culas bajo campos la´ser intensos y dina´mi­
cas determinadas por acoplamientos esp´ın-o´rbita fuertes, aunque todos los 
acoplamientos inﬂuyen en el sistema. 
Para el primer test elegimos simular el mecanismo APLIP de transferen­
cia selectiva de poblacio´n vibracional entre estados electro´nicos Calculamos 
la probabilidad del proceso APLIP para inducir la absorcio´n desde el estado 
fundamental del Na2 al estado 
1Σg(4s), a partir de absorcio´n de dos fotones 
a trave´s del estado electro´nico intermedio 1Σu(3p). En primer lugar se rea­
lizaron estudios cua´nticos usando el propagador Split-Operator [38–40] que 
sigue la evolucio´n de un paquete de ondas nuclear sobre una malla discreti­
zada en la que se han calculado previamente los autovalores y autofunciones 
generadas por el me´todo Fourier Grid Hamiltonian [83]. Se determinaron las 
condiciones que maximizan el rendimiento del proceso con pulsos largos (de 
5.5 ps de duracio´n) y con pulsos cortos (de 0.55 ps de duracio´n) y se deter­
mino´ la validez de distintas aproximaciones en el modelo de Na2 (rotating 
wave approximation y aproximacio´n de Floquet de cuatro potenciales). Usan­
do estos modelos se simulo´ la dina´mica APLIP con dos me´todos semicla´sicos: 
SHARC y FISH. 
El siguiente paso fue incluir un sistema ma´s complejo que una mole´cula 
diato´mica, que adema´s incluyese acoplamientos no adiaba´ticos y esp´ın-o´rbita. 
El candidato ideal fue el yoduro de metilo, mole´cula que cumpl´ıa con todos 
estos requisitos. Tiene 11 estados excitados en su primera banda de absorcio´n 
(Banda-A), cuya fotodisociacio´n ha sido muy estudiada tanto teo´rica como 
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experimentalmente. Presenta adema´s una interseccio´n co´nica entre tres de 
ellos a lo largo de la coordenada de reaccio´n RC−I, el o´pticamente ma´s activo 
3Q0 y dos 
1Q1. La evolucio´n de la dina´mica en esta co´nica se ha estudiado 
mediante el rendimiento cua´ntico φ∗ = [I∗]/([I∗] + [I]) en el canal de salida 
que genera iodo en un estado de esp´ın excitado (I∗). Los resultados experi­
mentales estiman que φ∗ esta´ entre 0.7 y 0.8, con una mayor´ıa de resultados 
favoreciendo el valor 0.7. Por otro lado, recientemente el grupo del profesor 
Ban˜ares, del departamento de Qu´ımica F´ısica I de la Universidad Complu­
tense, ha obtenido valores de φ∗ = 0.75 . y tiempos de disociacio´n, en torno 
a 84 y 94 fs para los canales I y I∗ respectivamente. 
Adema´s, se tomaron como modelo los potenciales de los tres estados im­
plicados en la co´nica, obtenidos por Morokuma y colaboradores [72] mediante 
ca´lculos ab initio y ajustados a las 9 coordenadas internas de la mole´cula, 
estos potenciales fueron mejorados a posteriori por Xie y colaboradores [76]. 
El uso de potenciales modelo reduce enormente el coste computacional de 
las simulaciones, lo que nos permitio´ lanzar tres tipos de simulaciones: En 
primer lugar un pulso delta en el que se pusieron todas las trayectorias so­
bre el estado 3Q0 a tiempo inicial (10000 trayectorias). Otra en la que se 
incluye en el sistema un la´ser en resonancia sin aproximaciones, con una in­
tensidad ma´xima de 0.005 a.u. y una FWHM de 50 fs. Por ultimo el mismo ´
la´ser se implemento´ en el sistema mediante un esquema basado en la RWA 
de 3 potenciales. Ambas simulaciones con la´ser implicaron el uso de 25000 
trayectorias cada una. 
Por otro lado, se simulo´ esta misma mole´cula utilizando dina´mica directa 
con ca´lculos ab initio realizados con el programa MOLPRO. Tanto para la 
obtencio´n de las condiciones iniciales como para la dina´mica en s´ı se utilizaron 
los siguientes niveles de ca´lculo y bases: 
Uso de pseudopotenciales de 28 e− MDF para el I obtenidos de la 
referencia [57], y de una base para el resto de electrones de la mole´cula 
disen˜ada para ser usada con este ECP: cc-pVTZ. 
Energ´ıa y gradientes anal´ıticos a nivel MS-CASPT2 con levelshift=0.1, 
previo ca´lculo CAS(6,4) con 3 singletes y 3 tripletes. 
NAC y SOC calculados a nivel CAS. 
Se lanzaron 400 trayectorias de este tipo, emulando un pulso δ desde el 
potencial correspondiente al estado diaba´tico 3Q0. 
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5.2 Conclusiones 
5.2.1 Conclusiones particulares 
A continuacio´n pasamos a discutir los resultados obtenidos para cada uno 
de los tipos de simulaciones que hemos realizado en el presente trabajo, as´ı 
como las comparaciones pertinentes con otros me´todos o experimentos. 
Dina´mica dirigida por pulsos intensos en el Na2 
El estudio por dina´mica cua´ntica del mecanismo APLIP determino´ que 
en principio es posible despreciar ciertas contribuciones de procesos no 
resonantes que permiten simpliﬁcar la simulacio´n del mismo. Sin em­
bargo, para obtener resultados cuantitativos es importante usar un mo­
delo de Floquet que incluye los dos caminos cua´nticos que conducen la 
transferencia resonante de dos fotones desde el estado electro´nico ini­
cial al estado electro´nico de destino. La muy utilizada aproximacio´n de 
onda rotatoria (RWA) no reproduce detalles importantes del tra´nsito. 
Se sometio´ a los me´todos FISH y SHARC a los mismos para´metros de 
simulacio´n que en el caso cua´ntico utilizando 1000 trayectorias para 
cada uno, resultando completamentes satisfactorios los resultados ob­
tenidos con SHARC al ser casi exactamente ide´nticos a los obtenidos 
mediante paquetes de ondas, es decir, una transferencia pra´cticamente 
completa al tercer estado sin poblar el segundo de forma cuantitativa. 
Sin embargo, el me´todo FISH fracaso´ al tratar de seguir esta dina´mica 
usando como referencia o representacio´n los potenciales moleculares. 
Usando FISH el conjunto de trayectorias sufre un nu´mero de saltos 
exagerado durante la dina´mica, que adema´s no se da en la proporcio´n 
correcta para alcanzar una transferencia completa de poblacio´n, si no 
que gran parte de ella se queda en el potencial intermedio (aproxima­
damente un 80 %). Desde otro punto de vista, el e´xito de SHARC y 
el fracaso de FISH evidencian una vez ma´s que el LIP opera como un 
verdadero potencial, cuyos gradientes determinan la dina´mica. 
Se procedio´ a aplicar al sistema otra pareja de pulsos de igual inten­
sidad y forma pero esta vez con una de´cima parte de la duracio´n, lo 
que implicar´ıa una dina´mica considerablemente menos adiaba´tica. De 
nuevo SHARC reprodujo los resultados de la dina´mica cua´ntica, frente 
a FISH. 
Para estimar la adiabaticidad del proceso (e indirectamente su selecti­
vidad), se calculo´ el cociente de la energ´ıa vibracional ﬁnal en el estado 
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electro´nico V3 respecto a su energ´ıa del punto cero, δE. Los resultados 
en SHARC diﬁeren ligeramente de los obtenidos mediante dina´mcia 
cua´ntica, lo que no resulta sorprendente dado que la energ´ıa del punto 
cero del potencial V3 puede no estar representada de forma correcta 
por el conjunto de trayectorias. La desviacio´n de un ∼ 10 % sobre la 
unidad es sin embargo pequen˜a demostrando que el proceso es bastan­
te selectivo, y adema´s la comparacio´n de este valor usando pulsos de 
distinta duracio´n muestra que el valor obtenido se correlaciona bien 
con la selectividad del mecanismo APLIP. La variacio´n relativa de δE 
al variar la duracio´n del pulso es aproximadamente igual que la obte­
nida mediante ca´lculos cua´nticos. Por contra, en FISH los valores de 
δE ∼ 50 % son mucho mayores e independientes de la duracio´n del 
pulso. 
Dina´mica en el estado excitado bajo acoplamientos no adiaba´ticos, 
esp´ın-o´rbita y con campos la´ser en el ICH3 
Desarrollar la dina´mica de las trayectorias sobre los potenciales modelo 
de Morokuma/Xie, pese a no ser un sistema perfecto (ya que no incluye 
ni el estado fundamental ni los otros 8 estados excitados de la Banda 
A de absorcio´n), nos ha permitido poder comprobar la consistencia del 
co´digo en un modelo para el que ya existe en la literatura. El rendimien­
to cua´ntico obtenido cuando no se incluye el acoplamiento radiativo es 
de 0.89, comparable con los resultados de Manthe usando MCTDH [75] 
(φ∗ = 0.95) y un me´todo de surface hopping sobre potenciales modelo 
Morokuma [72](φ∗ = 0.82). 
Para los tres conjuntos de simulaciones realizadas en los potenciales de 
Morokuma/Xie (pulso δ, pulso la´ser sin aproximaciones y pulso la´ser 
con la RWA) los resultados fueron bastante similares en los tres casos 
(sin tener en cuenta la menor estad´ıstica debido a la baja excitacio´n 
con los pulsos la´ser) con unos rendimientos cua´nticos en el canal I∗ del 
orden de 0.9. 
En las trayectorias con dina´mica directa ab initio obtuvimos un ren­
dimiento cua´ntico φ∗ = 0.68. Este valor se encuentra muy pro´ximo al 
rango de 0.7 − 0.8 obtenido en la mayor´ıa de experimentos. Los re­
sultados parecen indicar que los acoplamientos no adiaba´ticos esta´n 
sobredimensionados en el modelo de Morokuma/Xie, ya que los rendi­
mientos obtenidos eran considerablemente ma´s altos. 
En cuanto a los tiempos de disociacio´n, los resultados de dina´mica 
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directa con SHARC predicen tiempos de 68.4 y 76.5 fs para los canales 
I y I∗ respectivamente. Aunque los valores teo´ricos en valor absoluto 
no concuerdan con los obtenidos experimentalmente , la separacio´n 
entre los tiempos de ambos canales es similar a la experimental. Las 
diferencias entre los resultados teo´ricos y experimentales pueden ser 
simplemente debidas a la eleccio´n de las referencias, tanto del tiempo 
cero (en el que se inicia el proceso) como del tiempo en que se considera 
que la mole´cula ha disociado. 
5.2.2 Conclusiones generales 
El principal objetivo de la tesis consist´ıa en el desarrollo y puesta a punto 
del me´todo SHARC para lo que se hicieron pruebas en condiciones de fuertes 
acoplamientos intr´ınsecos (no adiaba´ticos) o externos (radiativos). El equipo 
me´todo/programa ha demostrado ser muy eﬁcaz ante los retos que se le han 
planteado. Los resultados positivos muestran que: 
Es posible usar el me´todo SHARC para simular la dina´mica de mole´cu­
las bajo campos la´ser intensos, donde ningu´n otro me´todo de trayecto­
rias funciona. 
Es posible usar el me´todo SHARC para simular la dina´mica directa (on 
the ﬂy) de mole´culas con acoplamientos no adiaba´ticos, acoplamientos 
esp´ın-o´rbita y en presencia de campos externos, donde so´lo exist´ıan 






During this thesis it has been done a ﬁne tunning of a semiclassical 
method of dynamics called SHARC Surface Hopping including Arbitrary 
Couplings. This method allows to study the dynamics of middle size mo­
lecules in their excited states including simultaneously all the couplings that 
intrinsecally exist between them beyond the Born-Oppenheimer aproxima­
tion (spin-orbit, non adiabatic) and external couplings created by laser pulses. 
Therefore it is a new tool of great usefulness for theoretical studies in any 
photochemical process involving radiative transitions, intersystem crossings 
and internal conversion in conical intersections. 
Semiclassical methods are based on a mixed quantum and classical treat­
ment. Electronic states and their couplings are calculated in a quantum way, 
and using them the probabilities that determine the states where the dy­
namics evolves are calculated, and also forces that they apply over nuclei, 
whose dynamics is followed integrating Newton’s equations of motion. Both, 
potentials (forces) and hopping probabilities depend in an essential way on 
the representation in which the electronic wavefunction is described. 
In the thesis we apply SHARC method in two critical situations, that 
involve a challenge for other non-quantum method. In ﬁrst place, dynamics 
under very strong laser ﬁelds is followed. Comparing SHARC results with 
quantum methods for several diﬀerent models, we show that SHARC allows 
us to simulate in an eﬃcient way and with quantitative results a selective po­
pulation transfer process between two electronic states by two photon absor­
tion in Na2. The process, called APLIP (Adiabatic Passage by Light-Induced 
Potentials) implies the conservation of the vibrational number. Despite being 
a semiclassical method, SHARC performs in a correct way not only the elec­
tronic population, but also qualitatively, the vibrational energy in the ﬁnal 
state, what contrasts with results obtained using other semiclassical methods. 
Secondly, we aplied SHARC to the ICH3 photodissociation study, it is 
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a molecule that has a strong spin-orbit coupling, in addition to a coni­
cal intersection along its reaction coordinate, which implies the presence of 
strong non-adiabatic couplings during the dynamics. Results was obtained 
with SHARC both, using potential models (including or not the eﬀect of 
lase absortion) and through a direct dynamics (“on the ﬂy”), showing good 
agreement with bibliographic results obtained both experimentally and with 
other methodologies. 
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