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Abstract
We have shown previously that neurons in the middle temporal (MT) area of primate cortex have inseparable spatiotemporal
receptive ﬁelds—their response proﬁles exhibit a ridge that is oriented in the spatiotemporal frequency domain, and this orientation
predicts the neurons’ preferred speed. When measured in spatiotemporal frequency space, such MT spectral receptive ﬁeld (SRF)
properties are closely matched to the spectrum generated by a moving edge. In contrast, V1 neurons have SRF properties that are
poorly matched to moving edge spectra, indicating that V1 neurons are not tuned to a particular image speed but rather to speciﬁc
spatial and temporal frequencies. Here we describe a neural mechanism based directly on the properties of V1 neurons that is able to
explain the SRF change that occurs between V1 and MT. We outline the theory behind this transformation and posit an explanation
for how the visual system extracts true speed (independent of spatial frequency) from retinal image motion. We tested this speed
model against our MT neuron data and found that it provides an excellent account of speed tuning in MT.  2002 Elsevier Science
Ltd. All rights reserved.
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1. Introduction
As mobile animals, we are constantly exposed to a
changing pattern of light falling onto the retinas of our
eyes. We can learn a lot about the environment around
us from these moving, ﬂuctuating light patterns and they
often provide critical information for our survival
(Gibson, 1950; Koenderink & van Doorn, 1975; Long-
uet-Higgins & Prazdny, 1980; Nakayama, 1984). It is
therefore not surprising that much research has been
directed at understanding the properties and function of
neurons located along the motion pathways of the brain.
Many of these properties have been revealed over the
past three decades but an understanding of how and
where in the brain the speed of moving objects is ex-
tracted has been elusive until very recently (Perrone &
Thiele, 2001). In a plot of spatial frequency versus
temporal frequency, an object or edge moving at speed v
has a spectrum that lies on a line of slope v (Fahle &
Poggio, 1981; Watson & Ahumada, 1983) (see shaded
line in Fig. 1a). A change in the speed of the edge alters
the slope of the edge spectrum with a faster speed pro-
ducing a steeper slope. The degree of orientation of the
spectrum is therefore the critical spectral feature for any
mechanism sensitive to the speed of the moving edge.
Moving edges are a common feature in our visual
environment and the receptive ﬁelds of neurons in pri-
mary visual cortex (V1) and the middle temporal area
(MT) are continuously exposed to them. By measuring a
neuron’s response to moving sine-wave gratings of dif-
ferent spatial and temporal frequencies, it is possible to
map out the ‘spectral receptive ﬁeld’ (SRF) of the neu-
ron. The SRF gives an indication as to which spatial and
temporal frequencies will cause the neuron to respond
and it corresponds to the Fourier transform of the
neuron’s spatiotemporal receptive ﬁeld. We have re-
cently shown that many MT neurons have SRFs with
ridges of peak sensitivity that are elongated and oriented
relative to the spatial and temporal frequency axes, i.e.,
they are inseparable (Perrone & Thiele, 2001). Fig. 1b
shows an example of the SRF of one of the MT neurons
in our sample, plotted in contour plot form. This SRF
map corresponds to the upper right quadrant of the
spatiotemporal frequency space plotted in Fig. 1a. The
SRF of this neuron is nicely matched to the spectrum of
an edge moving at a particular speed (3/s); a faster or
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slower speed will result in poor alignment between the
edge spectrum and the SRF and consequently a weaker
response from the neuron.
A large proportion of the MT neurons in our sample
had SRFs of this form and a wide range of preferred
edge speeds were found across the sample (Perrone &
Thiele, 2001). The oriented MT SRFs can account for
the speed tuning data found from tests using moving
edges and bars (Felleman & Kaas, 1984; Lagae, Raiguel,
& Orban, 1993; Maunsell & Van Essen, 1983; Rodman
& Albright, 1987) and conﬁrm that these neurons are
truly ‘speed tuned’ in that they tend to respond equally
well over a range of spatiotemporal frequency combi-
nations, provided the image speed is kept constant.
Because moving edges (with oriented spectra) are a very
common feature of our visual environment, it is not
really too surprising to discover neurons with oriented
(inseparable) SRFs at some stage of the visual motion
pathway. There is also psychophysical evidence for ve-
locity-tuned (inseparable) mechanisms in humans (Re-
isbeck & Gegenfurtner, 1999). However there remains a
lot of uncertainty as to how MT neuron speed tuning
properties are generated from the V1 neurons preceding
them in the chain of neural motion processing. This
paper addresses the issue of how neural information at
the level of V1 might be modiﬁed before it reaches MT,
an area specialized for motion processing and whose
neurons receive a direct projection from V1 (Movshon &
Newsome, 1996). We start by describing the properties
of V1 neurons in the same frequency (Fourier) domain
used above for the edge spectra and MT neurons (see
Fig. 1). From these V1 properties, we construct a model
of speed tuning within MT and then compare the model
and MT neuron responses. Some of the material in this
article has been reported previously (Perrone, 1998;
Perrone & Thiele, 2000).
2. The model
2.1. Spectral receptive ﬁelds of V1 neurons
In the following section we will give a brief overview
of V1 neuron SRFs and their construction, followed by
a description of how these can be used to generate
‘speed-tuned mechanisms’. The V1 neuron SRFs are
made up from separate temporal and spatial frequency
contrast sensitivity tuning functions as described in the
following section.
2.2. V1 temporal frequency contrast sensitivity tuning
The temporal frequency response of V1 neurons can
bemeasured bymoving sine-wave grating patterns across
the neuron’s receptive ﬁeld. The grating spatial frequency
and direction are initially optimized for a given cell and
then the temporal frequency is varied by changing the
grating speed (Foster, Gaska, Nagler, & Pollen, 1985;
Hawken, Shapley, & Grosof, 1996; Movshon, Thomp-
son, & Tolhurst, 1978; Tolhurst & Movshon, 1975).
Typical data from such an experiment are shown in Fig.
2a and they give an indication of the amplitude response
of the two types of neuron when exposed to a range of
temporal frequencies. The ﬁtted curves are based on the
temporal frequency tuning functions used by Watson
(1986) and Watson and Ahumada (1985) in their motion
model (see Appendix A).
In primates, the picture that has emerged is that some
V1 neurons (both simple and complex) have temporal
frequency response proﬁles that are low-pass while
others tend to be band-pass (Foster et al., 1985; Hawken
et al., 1996) (see Fig. 2a). The former type respond best
to static patterns (temporal frequency¼ 0 Hz) whereas
the latter prefer moving features. Human psychophysi-
cal studies have also revealed low-pass and band-pass
temporal frequency tuning (Robson, 1966) and the
terms ‘sustained’ and ‘transient’ have been used to refer
to the two diﬀerent putative temporal channels (Cleland,
Dubin, & Levick, 1971; Kulikowski & Tolhurst, 1973).
When applied to neurons, ‘sustained’ indicates a re-
sponse that extends for the duration of the stimulus,
whereas ‘transient’ indicates a response primarily at
stimulus onset and oﬀset.
2.3. Spatial frequency contrast sensitivity tuning
Hawken and Parker (1987) carried out one of the most
detailed investigations of the spatial frequency responses
of V1 neurons in primates and speciﬁcally examined the
shape of the spatial contrast sensitivity function by
testing the neurons with a wide range of spatial fre-
quencies. The data from one of their neurons are shown
in Fig. 2b. This is representative of the cells in their
sample but they also discovered many unusual curves as
Fig. 1. Spatiotemporal frequency plots. (a) Representation of moving
edge spectra for two edges, one moving right to left at speed v (shaded
outline) and the other at vþ Dv (dashed outline). Discrimination of
diﬀerent edge speeds requires a mechanism that can respond selectively
to a particular slope of the edge spectrum. (b) SRF of an MT neuron
tested with 30 diﬀerent combinations of spatial and temporal fre-
quency (Perrone & Thiele, 2001). The neuron is tuned for a particular
edge spectrum slope and a speed of approximately 3/s. Only the upper
right quadrant of frequency space is shown in this contour plot.
1036 J.A. Perrone, A. Thiele / Vision Research 42 (2002) 1035–1051
well (see their Fig. 13). This data set happens to be from a
simple cell (their Fig. 6a) but we will use it as a generic V1
complex neuron spatial contrast sensitivity function.
This approach can be justiﬁed by the fact that Hawken
and Parker found no diﬀerences between the shapes of
the spatial contrast sensitivity functions from the simple
and complex cells in their sample. The ﬁtted curve is
based on the diﬀerence of diﬀerence of Gaussians with
separation (d-DOG-s) function used by Hawken and
Parker to model their data and which we also use in our
MT speed tuning model (see Appendix A).
2.4. Combination of temporal and spatial contrast sensi-
tivity tuning functions
When the spatial function (Fig. 2b) is combined with
the transient and sustained temporal contrast sensitivity
functions (Fig. 2a), the three-dimensional (3-D) non-
oriented SRFs of typical V1 neurons are obtained. Fig.
2c includes two plan views (i.e., looking down the con-
trast sensitivity axis) of two 3-D spectra (transient and
sustained) formed by combining the functions in Fig. 2a
and b. Within a single quadrant of frequency space, the
SRF is generated by multiplying the spatial and tem-
poral functions. The sustained SRF is generated by
combining the spatial function in Fig. 2b with the da-
shed temporal function in Fig. 2a; the transient SRF is
constructed from the Fig. 2b spatial function and the
solid curve in Fig. 2a.
The fact that the temporal functions are combined
with the spatial functions using a multiplication opera-
tion assumes that the temporal function does not change
shape as the spatial frequency changes and vice versa
(i.e., it assumes separability within a particular quadrant
of frequency space). There is physiological evidence to
support this assumption (Foster et al., 1985; Tolhurst &
Movshon, 1975). The above combination of spatial and
temporal functions also involves a ‘mixing’ of data
based on neuron responses and data from contrast
sensitivity (threshold) experiments. However there is
evidence that, for cells in cat area 17 at least, the two
diﬀerent measures (ﬁring rate and thresholds) are com-
patible and closely related (Movshon et al., 1978). We
will work on the basis that the ﬁtted curves represent the
amplitude response functions of the neurons and reﬂect
the relative output of the neurons in response to diﬀer-
ent spatial and temporal frequencies.
The spatial functions for positive and negative fre-
quencies are assumed to be equivalent but the temporal
functions for the transient neurons are asymmetric with
the peak sensitivity falling in two diagonally opposite
quadrants, dependent upon the directional tuning of
the neuron (Watson & Ahumada, 1983). The sustained
neuron’s SRFs are depicted in Fig. 2c as being symmet-
rical along both dimensions (four quadrant separable)
and so they would respond about equally to opposite
directions of motion (non-directional response). How-
ever, this need not be the case and it is not critical to the
functioning of the model. In this paper we are concerned
mainly with the response properties of the neurons in
just two diagonally opposite quadrants of frequency
space, corresponding to the most responsive or preferred
direction of the two neurons.
A stylized version of a moving edge spectrum has been
included in the Fig. 2c plot as well. Notice that—unlike
the moving edge spectrum—the SRFs of the sustained
and transient V1 neurons have principle axes that are
parallel to the spatial and temporal frequency axes. In-
dividually, therefore, they lack the orientation required
to respond selectively to the oriented spectra generated
by moving edges. It follows therefore that they are going
to be poor at diﬀerentiating between edge spectra arising
from slightly diﬀerent edge speeds (orientations). Yet,
Fig. 2. Comparing V1 and MT neurons’ SRFs. (a) Temporal fre-
quency response data from V1 neurons. Vertical axis indicates nor-
malized responses for data and contrast sensitivity for curves. The
open circles and squares are from Foster et al. (1985, Fig. 8b,c). The
solid squares are data supplied by Hawken (personal communication).
Both sets of data have been normalized relative to the peak response
and scaled by a factor of 50. One neuron type (sustained) is low-pass in
shape (open circles and dashed curve), the other (transient) is band-
pass. The ﬁtted curves are amplitude response functions used to model
the temporal frequency contrast sensitivity tuning of the sustained and
transient neurons (see Appendix A). (b) Re-plotted spatial frequency
contrast sensitivity data from Hawken and Parker (1987, Fig. 6a). The
ﬁtted curve is from the amplitude response function they used to model
the spatial frequency tuning of their data and which we use in our
model (see Appendix A). (c) Plan view of the SRFs of the two types of
V1 neurons. Note that this plot uses linear axes. The contour lines
connect values at 50% and 75% of the peak. The solid diagonal line
represents the spectra of a moving edge. (d) Stylized version of typical
MT neuron SRF (see Fig. 1b). Our model is designed to explain how
the V1 non-oriented (one quadrant separable) SRFs are converted into
the oriented (inseparable) form evident in MT.
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somehow by the time we reach MT, the SRFs have ac-
quired the orientation required to selectively respond to
particular edge speeds (Fig. 2d). Indeed a long-standing
problem in the ﬁeld of visual perception is how the visual
system determines local image speed, given the limited
properties of V1 neural SRFs.
One of the earliest suggestions for how humans and
primates could determine the speed of moving features
was a mechanism based on the ratio of the outputs from
a ‘fast’ mechanism similar to the transient type of V1
neuron (T ) and from a ‘slow’ mechanism similar to the
sustained V1 type (S). A number of theorists argued that
the T=S ratio is linearly related to the temporal fre-
quency of the moving stimulus and hence its velocity can
be determined from the output of a unit that divides
the T mechanism output by the S mechanism output
(Adelson &Bergen, 1986; Harris, 1986; Thompson, 1982;
Tolhurst, Sharpe, & Hart, 1973). The principle behind
these ratio models can be illustrated using the V1 tem-
poral frequency data shown in Fig. 2a. The temporal
frequency curves have been re-plotted in Fig. 3a. Since
the transient (T ) and sustained (S) V1 functions are
plotted on a log vertical axis, the diﬀerence between
them (log T  log S) is equivalent to logðT=SÞ. This is
plotted in Fig. 3b. One can see that an increase in the
value of the T=S ratio is associated with an increase in
the temporal frequency (i.e., the speed) of the stimulus.
The problem with this scheme is that it does not produce
a speed-tuned unit; the output goes on increasing as long
as the stimulus speed increases. It therefore cannot be a
good account of what is happening in MT neurons.
2.5. Temporal frequency tuning
A mechanism that does produce temporal frequency
tuning from the two V1 temporal functions (T and S) is
depicted in the remaining panels of Fig. 3 (c, d, solid
lines). Consider the introduction of an absolute opera-
tion after the log T  log S stage—perhaps through the
use of two divergent inputs with one responding when
log T > log S and another responding when log S >
log T (Fig. 3c). This results in an inverted function with
the minimum at a temporal frequency corresponding to
the point at which the two temporal frequency functions
intersect (see solid arrow in Fig. 3a). An inversion op-
eration applied to Fig. 3c then produces a peaked
function tuned to a particular temporal frequency (Fig.
3d). As long as one temporal frequency tuning curve is
low-pass and the other band-pass, the two functions will
intersect at some point. The use of this ‘cross-over’ point
has been previously identiﬁed as a potential method for
coding image speed (Perrone, 1994; Thompson, 1983).
The additional absolute and inversion operations enable
the two broadly tuned transient and sustained temporal
ﬁlters to be converted into a narrowly tuned unit. We
make use of this feature in our MT speed tuning model.
Fig. 3. Generating temporal frequency tuning. (a) Temporal frequency
contrast sensitivity functions for sustained (S) and transient (T ) V1
neurons. Because one is low-pass and the other is band-pass, the two
curves intersect at a particular temporal frequency (solid arrow). The
dotted line (S2) is for another sustained V1 neuron whose weighted
output is reduced relative to S and has lower overall sensitivity. It in-
tersects the T curve at a lower temporal frequency (dotted arrow). (b)
Plot showing the relationship between the temporal frequency of the
stimulus and log T  log S or equivalently, logðT=SÞ. (c) Temporal
frequency as a function of absðlog T  log SÞ. The function has a min-
imum at the point at which the S and T functions intersect. (d) Temporal
frequency as a function of 1=ðabsðlog T  log SÞ þ 0:75Þ. The function
now peaks at the intersection of the S and T curves. This mechanism
(based on the two V1 neurons’ temporal properties) is tuned to a par-
ticular temporal frequency (3 Hz). The 0.75 term is a constant that
controls the width of the tuning curve. The dotted curve is for the case
where the weighted version of S (S2) is used in the mechanism instead of
S. This mechanism is tuned to a diﬀerent temporal frequency (1 Hz).
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A second key idea behind the model is illustrated by
the second sustained function shown in Fig. 3a (dotted
line marked as S2). The relative sensitivity of this V1
neuron is reduced relative to that of the transient neu-
ron. Therefore the two functions (T and S2) now inter-
sect at a diﬀerent temporal frequency (see dashed
arrow). Application of the same absolute and inversion
operations now results in a tuning curve that peaks at a
lower temporal frequency than the case where S was
used instead of S2 (see dotted curve in Fig. 3d). There-
fore, by weighting the output of the sustained V1 neuron
relative to that of the transient neuron (or vice versa), it
is possible to control where the peak temporal frequency
response of the new mechanism occurs. We also incor-
porate this feature into our MT speed tuning model.
Unfortunately the mechanisms described above are
limited to the temporal frequency dimension only (i.e.,
they are not speed tuned) and they do not directly ad-
dress the important question as to how the oriented
SRFs in MT are generated. To do this we need to look
at both the spatial and temporal frequency tuning of the
T and S V1 neurons.
2.6. Combining sustained and transient V1 neuron prop-
erties
In Fig. 3d above we showed that it is possible to
produce a mechanism that is maximally sensitive when-
ever the T and S V1 outputs are equal. We now extend
this concept to two dimensions ðu;xÞ. Fig. 4a shows a
perspective plot of the spatiotemporal frequency con-
trast sensitivity function for a sustained V1 neuron. It
is based on the functions ﬁtted to the spatial and tem-
poral data shown in Fig. 2a and b and represents a 3-D
view of the upper right quadrant of Fig. 2c (but note
that it uses log axes instead of the linear axes of Fig. 2c).
Fig. 4b shows the same type of plot for the transient
type of V1 neuron. We are attempting to construct a
mechanism tuned to a particular speed v, i.e., to all
spatial–temporal frequency combinations ðu;xÞ such
that v ¼ x=u.
The required mechanism turns out to be very simple.
The two V1 contrast sensitivity functions (T and S) can
be made to overlap along the v ¼ x=u line by modifying
the spatial frequency tuning of the transient neuron
relative to the sustained neuron (see Appendix A and
Fig. 4c). In the earlier Fig. 2c, both the sustained and
transient spatial frequency tuning functions were as-
sumed to be identical. However a key component of our
model is that they actually diﬀer slightly (see back wall
of Fig. 4c). The amount they diﬀer from each other can
be calculated exactly from the T and S temporal fre-
quency tuning functions (see Eq. (A.1) in Appendix A).
In three dimensions, this manipulation means that the
locus of intersection of the two SRF surfaces can be
made to trace out a curve that is oriented with respect to
the spatial and temporal frequency axes (see Fig. 4c
for the case where v ¼ 1/s). The result is that the two
V1 neuron contrast sensitivity functions, Sðu;xÞ and
T ðu;xÞ, overlap on the diagonal (as in Fig. 4c) and will
have equal outputs whenever the temporal and spatial
frequency of the stimulus are related by the equation
x ¼ vu, i.e., they will respond equally to all speeds
v ¼ x=u (see black line at bottom of Fig. 4c).
2.7. Speed-tuned (oriented) SRFs
We next introduce a mechanism that responds
maximally to the spatial and temporal frequencies that
lie along the S–T intersection. There are a number of
techniques that could be adopted to achieve the re-
quirements of this new mechanism, but the one selected
uses mainly subtraction and addition operations in
order to keep it physiologically plausible. If T and S
represent the transient and sustained neurons’ contrast
sensitivities, respectively (i.e., the combined spatial and
temporal contrast sensitivities, as shown in Fig. 4c), the
Fig. 4. Perspective plots of V1 sustained and transient SRFs. For
clarity, only the upper right quadrant of frequency space is shown. (a)
Combined contrast sensitivity of a sustained type V1 neuron with low-
pass temporal tuning pðxÞ and spatial frequency tuning f ðuÞ. (b)
Contrast sensitivity function for transient type V1 neuron with band-
pass temporal frequency tuning mðxÞ and spatial frequency tuning
f 0ðuÞ. (c) Both sustained (white) and transient (shaded) contrast sen-
sitivity shown on the same plot. If the spatial frequency tuning of the
transient neuron diﬀers in a special way from that of the sustained
neuron (see back wall of plot and Eq. (A.1) in Appendix A), the two
curves intersect at spatial and temporal frequencies ðui;xiÞ that fall
along a straight line in ðu;xÞ space (see light–dark border and line on
ﬂoor of plot). This combination of spatial and temporal frequencies
correspond to a stimulus speed v ¼ xi=ui.
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contrast sensitivity of the new model speed-tuned
mechanism is given by
Mðu;xÞ ¼ logðT þ S þ aÞj log T  log Sj þ d : ð1Þ
This diﬀers slightly from the basic mechanism outlined in
Fig. 3. The sum (T þ S) has been added to the numerator
and is there to ensure that the response is maximal when
both neuron types are responding signiﬁcantly. It is log
transformed in order to broaden the response of the
speed-tuned mechanism so that it responds across a
wider range of spatial frequencies. The a term is a con-
stant and it also helps broaden the response proﬁle of the
mechanism along the direction of the SRF ridge. It is
analogous to the background or spontaneous activity of
the neurons (but note that the units and scale are arbi-
trary). The last term (d) in the denominator is a constant
to prevent division by zero and which makes the output
less sensitive to noise. This parameter controls the width
of the peak sensitivity ridge and it is used to set the
bandwidth of the new speed-tuned mechanism.
2.8. Weighted intersection mechanism model (WIM)
The operation of the proposed model can be broken
down into two simple principles:
Principle 1. The maximum output from the new speed-
tuned mechanism occurs whenever the outputs of the
two neuron types (transient and sustained) are equal.
Principle 2. The peak response of the speed-tuned
mechanism is maximal only for speciﬁc edge speeds, i.e.,
for spatial and temporal frequency combinations that lie
along an oriented line (x ¼ vu) in frequency space.
The two principles which set up the oriented spectrum
and which generate the maximum response when the
transient and sustained outputs are equal will be referred
to collectively as the WIM model. The decision to im-
plement this particular algorithm (Eq. (1)) was based on
the excellent ﬁt it provides between the model and ex-
isting literature on MT neuron speed tuning (see below).
Fig. 5a and b show re-plotted speed tuning data from
Lagae et al. (1993) and Maunsell and Van Essen (1983).
Both sets of data are from a large number of MT neu-
rons tested with a broad range of speeds. These studies
were carried out using moving bars and edges to test the
neurons and therefore the stimuli are very broad-band
in terms of the range of spatial frequencies presented.
Thus the speed tuning curves should mainly reﬂect the
temporal frequency tuning of the neurons. Fig. 5c is the
WIM model output when the spatial frequency tuning is
ﬁxed at some value, u, and only the temporal frequency
tuning of the V1 neurons is considered. Using temporal
frequency curves similar to those shown in Fig. 2a and
combining the T and S neuron outputs using the algo-
rithm described by Eq. (1) results in a ‘speed tuning’
curve with characteristics that closely match the MT
data. In both sets of data (Fig. 5a and b), a sharp peak is
clearly obvious and concave regions on either side of the
peaks are also evident. The same characteristics are
present in the WIM model output.
We tried a number of alternative forms of Eq. (1) (with
and without the log terms, without the numerator, etc.)
but none were able to provide as good a ﬁt to the speed
tuning data as that shown in Fig. 5. We recognize that
some of the proposed operations lack a direct physio-
logical counterpart and that these computations will need
to be speciﬁed in more detail in the future. The current
implementation has the advantage that the transient and
sustained neurons’ outputs can be simulated using spatial
and temporal contrast sensitivity functions based on ac-
tual V1 neuron data. However this form of the model
does not address factors such as the actual response in
time of the transient and sustained V1 neurons. This as-
pect is currently being examined (Perrone & Krauzlis,
2002). A full version of the model using image-based
spatiotemporal ﬁlters (e.g., Watson & Ahumada, 1985)
will also enable us to examine the eﬀect of factors such as
Fig. 5. Comparing the WIM model output to existing speed tuning data obtained with broad-band stimuli (moving edges and bars). Because of the
broad-band nature of the input, the model output could be simulated using just the temporal frequency tuning of the sustained and transient V1 input
neurons (see Fig. 2a).
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stimulus contrast on the speed extraction process (Stone
& Thompson, 1992; Thompson, 1982).
2.9. WIM model implementation
The main hypothesis underlying the WIM model is
that the temporal and spatial frequency contrast sensi-
tivity tuning functions of the sustained and transient V1
neurons have evolved in order to enable a special in-
teraction that produces speed tuning in directionally
selective units. In order to demonstrate how this process
could work, we present the results of a simulation (see
Fig. 6) in which the two neurons (sustained and tran-
sient) start out as being equivalent in their spatial and
temporal frequency contrast sensitivity tuning and then
the transient neuron gradually alters its properties. This
is not intended to imply a particular evolutionary or
developmental order but to illustrate the steps in the
WIM model algorithm.
In Fig. 6a the temporal frequency contrast sensitivity
tuning of the sustained neuron is simulated using the
function and parameters obtained from the V1 data
shown in Fig. 1a (see Appendix A). The transient neu-
ron’s temporal frequency tuning is initially set to be
identical to that of the sustained neuron (hence the
functions are superimposed). In Fig. 6b the sustained
neuron’s spatial frequency contrast sensitivity tuning
has been simulated using the equation and parameters
taken from the Hawken and Parker (1987) paper (see
their Fig. 6a neuron, re-plotted in our Fig. 1b). The
desired speed tuning of the model mechanism was ar-
bitrarily set at 1/s. The transient neuron’s spatial fre-
quency tuning was then calculated using Eq. (A.1)
(Appendix A). Since the sustained and transient tem-
poral frequency functions are identical, the value of R in
Eq. (A.1) is equal to 1.0 for all spatial frequencies and so
the calculated transient spatial function is identical to
that of the sustained function (the functions are super-
imposed in Fig. 6b). The respective temporal and spatial
functions in Fig. 6a and b were then multiplied together
to produce the simulated sustained and transient neu-
rons’ contrast sensitivities (S and T ). The model speed-
tuned mechanism SRF was then calculated from the
sustained and transient contrast sensitivities using Eq.
(1). The a parameter in the model was set at 0.0 for all
of the Fig. 6 simulations. The result is shown as a con-
tour plot in Fig. 6c (note that only the upper right
quadrant of frequency space is depicted). The SRF of the
model mechanism exhibits no orientation under these
conditions.
Fig. 6. Generating an oriented SRF using the WIM model. Spatial frequencies in the range 0.3–24 cycles/deg were sampled in steps of 0.25 cycles/
deg. The speed tuning of the mechanism was set at 1/s, and the temporal frequencies tested ranged from 0.3 to 24 Hz in 0.25 Hz steps. The SRF of
the model mechanism (right hand panels) gradually acquires orientation relative to the spatial and temporal frequency axes as the transient neuron
temporal frequency tuning (solid lines in left hand panels) changes from low-pass to band-pass. Left hand panels (a, d, g): The transience factor (f)
controlling the band-pass extent of the temporal frequency function (see Appendix A) is set to 0.0, 0.2, and 0.6, respectively, in the three diﬀerent
panels. Middle panels (b, e, h): Spatial frequency contrast sensitivity functions for both the sustained (dashed lines) and transient (solid lines) V1
neurons. The sustained function is from Hawken and Parker (1987, Fig. 6a), and the transient theoretical function is calculated using Eq. (A.1)
(Appendix A). Right hand panels (c, f, i): Upper right quadrant of spatiotemporal frequency space showing contour plots of the SRFs produced by
the WIMmodel using the temporal and spatial functions shown to the left of the plots. The four innermost contours are drawn at 90%, 80%, 70% and
60% of the maximum sensitivity.
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In Fig. 6d, the transient neuron’s temporal frequency
tuning (solid line) is no longer assumed to be identical to
that of the sustained neuron but is now slightly band-
pass. The temporal function described in Appendix A
was used to model the transient neuron’s temporal fre-
quency tuning and the transience parameter (f) that
controls the degree of band-pass tuning was set to 0.2.
The other parameters in the function were matched to
those of the transient curve in Fig. 1a. With the sus-
tained and transient temporal contrast sensitivity tuning
functions set as in Fig. 6d, the transient neuron’s spatial
frequency tuning was again calculated using Eq. (A.1)
(Appendix A). This time, since the sustained and tran-
sient temporal curves are diﬀerent, the transient spatial
frequency function diﬀers slightly from the sustained
function (see Fig. 6e). This is a consequence of the
Principle 2 of the model mechanism, and it forces the
intersection of the two neurons’ SRFs (transient and
sustained) to lie on a straight line in frequency space.
The SRF of the model mechanism was then generated
using Eq. (1) from the functions shown in Fig. 6d and e
and is plotted in Fig. 6f. The SRF has acquired a limited
amount of orientation.
As the temporal frequency tuning of the transient
neuron becomes even more band-pass (Fig. 6g) the
transient spatial frequency tuning curve changes more
relative to the sustained tuning (Fig. 6h) and the model
mechanism SRF generated using Eq. (1) (Fig. 6i) has a
region of peak sensitivity that is clearly oriented relative
to the spatial and temporal frequency axis. A combined
neural mechanism with an oriented SRF has been cre-
ated out of two non-oriented spatiotemporal units with
properties similar to those of neurons commonly found
in area V1 of primate visual cortex.
Fig. 7 shows the eﬀect of the other parameters in the
model upon the shape of the SRF. In Fig. 7a, the pre-
ferred speed tuning (v) of the WIM sensor has been in-
creased to 2/s (cf. Fig. 6i at 1/s). In Fig. 7b the eﬀect of
changing the d parameter in Eq. (1) is demonstrated.
Decreasing d from 1.25 (as per Fig. 7a) to 0.7 reduces the
width of the region of peak sensitivity along the temporal
frequency dimension. Fig. 7c demonstrates the eﬀect of
the a parameter in Eq. (1). In the ﬁrst two panels, a is set
to 0.0, but in Fig. 7c it is set at 100.0. A larger value of
a increases the length of the peak sensitivity ridge and
broadens the range of spatial and temporal frequencies
to which the sensor responds. However it also increases
the ‘background’ activity of the sensor.
We have demonstrated that it is possible to construct
a speed-tuned motion sensor with the requisite oriented
SRF properties from just two spatiotemporal ﬁlters,
one with properties commonly found in V1 ‘sustained’
neurons and another with ‘transient’ V1 properties. We
next demonstrate that the SRFs generated by the WIM
model are able to closely emulate those found in MT
neurons.
2.10. Simulating the SRF properties of MT neurons with
the WIM model
We used the WIM model to ﬁt the rhesus monkey
MT neuron data we have previously reported elsewhere
(Perrone & Thiele, 2001). In this electrophysiological
study, each MT neuron (out of a total of 84) was tested
with sine-wave gratings moving in the neuron’s pre-
ferred direction. The test gratings were made up from six
spatial (0.2, 0.4, 0.7, 1.4, 2.8, 5.6 cycles/deg) and ﬁve
temporal (1, 2, 4, 8, 16 Hz) frequencies. The contour
plot shown in Fig. 1b is an example of the response map
generated by one of our MT neurons to these 30 dif-
ferent spatial and temporal frequencies. For each set of
neuron data, we optimised ﬁve parameters in the model
to generate the best ﬁt (in a minimum least squares
sense) between the model and data. The ﬁve parameters
were: (1) the peak spatial frequency (u0) of the sustained
V1 neuron; (2) the degree of band-pass temporal fre-
quency tuning of the transient V1 neuron (f, see Ap-
pendix A); (3) the speed tuning of the model sensor (v);
Fig. 7. Contour plots showing the eﬀect of diﬀerent parameters in the WIM model (Eq. (1)) upon the shape of the SRF. The eﬀect of the changes can
be seen by comparing the plots to Fig. 6i. (a) The speed tuning of the mechanism was increased from 1/s to 2/s. (b) The d parameter in Eq. (1) was
decreased from 1.25 to 0.7. (c) The a parameter in Eq. (1) was increased from 0.0 to 100.
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(4) the a parameter in Eq. (1); (5) the d parameter in
Eq. (1). Although the model can accommodate a larger
number of parameters (e.g., the shape of the spatial
frequency contrast sensitivity functions), we were inter-
ested in discovering the minimum conﬁguration that
could adequately account for our MT data.
3. Results
3.1. MT SRF simulations
The left hand column of Fig. 8 shows, in contour plot
form, the SRFs of four representative MT neurons in
Fig. 8. Comparing the WIM model SRFs with MT neuron data. Left hand column: SRF data from four representative MT neurons (Perrone &
Thiele, 2001). The bars to the right of the ﬁgure indicate the average response in impulses/s. Right hand column: Best ﬁtting WIM model SRFs when
ﬁve parameters of the model are allowed to vary (see Appendix A). The model SRFs were sampled at the same 30 spatial and temporal frequencies
used to test the MT neurons.
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our sample (N ¼ 84). The right hand column shows the
best ﬁtting SRFs generated using the WIM model. The
discrete log sampling and limited range of frequencies
used to test the spatiotemporal frequency tuning of the
neurons and the model means that the contour plots
often lack the smooth peak sensitivity regions seen in the
continuous plots of Figs. 6 and 7. However, in all cases
the ﬁt between the MT data and the model is excellent
(r ¼ 0:94, 0.91, 0.91, 0.96 for Fig. 8a, b, c, d, respec-
tively).
We carried out a similar analysis over all of the neu-
rons in our sample. The range of r values was 0.44–0.99
(mean¼ 0.83, S.D.¼ 0.12). A large proportion of our
MT data was very closely ﬁt using the WIM model. In
order to provide a baseline against which the WIM
model ﬁts can be compared, we also calculated the degree
of ﬁt to the MT data using a non-oriented 2-D Gaussian
function (see Perrone & Thiele, 2001). This function uses
ﬁve parameters and so is directly comparable to the
WIM model ﬁts. For the Gaussian, the mean r value
across the 84 neurons was 0.80 (S.D.¼ 0.13). The dis-
tributions of r values for the two types of ﬁt are shown in
Fig. 9. The WIM model provides a good ﬁt to the MT
data relative to the base-line non-oriented 2-D Gaussian
function. The two distributions can be compared by
applying a Fisher Z transform (Hays, 1963) to the two
sets of r values and carrying out a repeated measures t-
test. The hypothesis that the WIM model and Gaussian
functions provided an identical ﬁt to the MT data can be
rejected (t ¼ 3:71, 83 df, p < 0:0001).
We initially expected only rough qualitative ﬁts be-
tween the model and the MT SRF data. Earlier models
of the V1–MT processing stage suggest the involvement
of many more neural units in the analysis of image speed
(e.g., Nowlan & Sejnowski, 1995; Simoncelli & Heeger,
1998). Admittedly these models tackle broader issues
such as image segmentation and directional tuning as
well, but their speed tuning properties still depend on
mechanisms involving more than just two V1-like sub-
units (see also Simoncelli & Heeger, 2001; Thompson,
1984; Chey, Grossberg, & Mingolla, 1998). Therefore we
anticipated that we would need to combine several WIM
units across a range of spatial frequencies in order to get
good ﬁts to the MT data. However we have shown that
the spatiotemporal frequency tuning characteristics of
many of the MT neurons in our sample can be captured
using an economical mechanism based on the inputs
from just two V1-like neurons. We do not of course
suggest that all MT neuronal speed tuning is based on
just two V1 neurons and we also recognize the need for a
greater number of MT V1 aﬀerents in other contexts,
e.g., direction estimation. The basic WIM model enables
a large range of SRFs to be generated that encompass
most of the types we have found in our MT sample
(Perrone & Thiele, 2001). The MT data provide the most
direct evidence that the visual system may have adopted
a scheme similar to the WIM model at some stage be-
tween V1 and area MT.
3.2. MT speed tuning tested with moving bars
As part of the exercise of studying the SRF properties
of MT neurons (Perrone & Thiele, 2001) we also tested a
subset of our neurons (48/84) with moving bars in order
to compare the optimum speed tuning speciﬁed with the
moving bar to the optimum tuning suggested by the
orientation of the SRF. We were able to demonstrate
that there was a positive relationship between the two
measures. Rather than relying on an estimate of the
orientation (based on a 2-D Gaussian ﬁt), we now have
at our disposal an estimate of the speed tuning of the
MT neurons based on the WIM model ﬁtting procedure.
If the WIM model is providing a good description of the
MT neuron data, the best ﬁtting v parameter in the
model should correspond to the optimum speed tuning
of the neuron in response to a broad-band stimulus such
as a moving bar. To test this hypothesis, we compared
the value of v with the peak speed tuning (v0) of the MT
neurons that we also tested with moving bars. The value
of v0 was derived from the mean of the best ﬁtting 1-D
Gaussian ﬁtted to the bar speed tuning data (see Perrone
& Thiele, 2001).
Fig. 10 shows the result of a regression analysis of
log v0 against log v for 30 cells in our sample. These
represent a subset of the total number of neurons we
tested with moving bars ðn ¼ 48Þ and which produced
WIM model ﬁts of P 0.8 and 1-D Gaussian ﬁts to the
speed tuning data of P 0.8. The equation of the line is
given by y ¼ 0:91xþ 0:56 (r2 ¼ 0:32, F ¼ 13:3; 1, 28 df,
p < 0:001). Overall, the WIM model provides a good
‘prediction’ of the speed tuning of the MT neurons in
response to moving bars.
Fig. 9. Distribution of the correlation coeﬃcient (r) for the WIM
model–MT data ﬁts (white bars). The black bars are for ﬁts to the MT
data using a non-oriented 2-D Gaussian (see Perrone & Thiele, 2001).
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3.3. Summary of WIM model parameters
If we assume that a similar mechanism to the WIM
model underlies the formation of the SRFs in our MT
neuron sample, then we can infer some of the properties
of the underlying V1 neurons feeding into each MT
neuron.
3.3.1. Sustained and transient neuron spatial frequency
tuning
One of the parameters in the model that we varied in
order to optimize the ﬁt between the model and MT
neuron SRFs was the peak spatial frequency tuning of
the sustained V1 neuron (u0). For our 84 MT neurons
the mean value for the u0 parameter was 1.6 cycles/deg
(S.D.¼ 1.8 cycles/deg, median¼ 0.82 cycles/deg). This is
certainly in the range typically reported for macaque V1
(e.g., Foster et al., 1985; Hawken et al., 1988).
We were more concerned however with the spatial
frequency properties of the transient V1 neuron required
by the model to generate good ﬁts to the MT data. The
operation of the model rests on the assumption that the
spatial frequency tuning of the transient V1 neuron is
diﬀerent in a very speciﬁc way from that of the sustained
V1 neuron (see Figs. 4 and 6 above). We therefore de-
termined the peak spatial frequency tuning of the tran-
sient V1 neuron in the WIM model that provided the
best ﬁt to each set of MT data. This was done by ﬁtting
an s-DOG-s function (see Appendix A) to the theoreti-
cal values generated from Eq. (A.1) (Appendix A). For
our whole set of 84 MT neurons the mean peak spatial
frequency tuning of the transient V1 neuron was 1.4
cycles/deg (S.D.¼ 1.5 cycles/deg, median¼ 0.8 cycles/
deg). This supports the earlier observation (apparent in
Figs. 4 and 6) that the transient V1 neuron needs to be
tuned to slightly lower peak spatial frequencies than the
sustained V1 neuron for the WIM mechanism to work.
However it also conﬁrms that the peak spatial frequency
tuning of the model V1 transient units falls well within
the bounds observed for V1 spatial frequency tuning
(Foster et al., 1985; Hawken et al., 1988).
In order to illustrate the diﬀerence in the spatial
properties of the sustained and transient V1 neurons
required by the model, we have plotted space domain
versions of the V1 spatial functions (sustained and
transient) for one of our MT neuron ﬁts (Fig. 11). For
this particular neuron (st0tun3.3-104), the peak spatial
frequency (u0) of the sustained V1 neuron input was
very close to 3 cycles/deg and so the frequency domain
plots corresponds closely to those shown in Fig. 6h. It
should be apparent that the diﬀerences in the spatial
receptive ﬁeld proﬁles are not large and that the two
classes of neurons in the model (sustained and transient)
overlap considerably along the spatial frequency di-
mension.
The other important parameters in the d-DOG-s
spatial frequency tuning function are the amplitudes
(A1, A2, A3) of the individual Gaussians making up the
overall spatial function. These relate to the contrast
sensitivity of the lateral geniculate neurons assumed to
Fig. 10. Predicting the speed tuning of the MT neurons from the speed
tuning of the best-ﬁtting WIM model sensor. Plot shows scatter plot of
log v against log v0 where v is the speed tuning of the WIM model and
v0 is the speed tuning of the MT neuron derived using moving bars (see
Perrone & Thiele, 2001). The data from the moving bar tests were ﬁt
with a 1-D Gaussian that could vary in its location (v0), its spread and
base (pedestal). Data have only been included in the plot if the ﬁt of the
1-D Gaussian to the speed tuning data was P 0.8 and if the WIM
model–MT SRF ﬁt also produced an r P 0.8. This resulted in the
regression analysis being carried out on 30 of the 48 neurons tested
with moving bars.
Fig. 11. Space domain plots of the V1 neuron spatial receptive ﬁelds
used in the WIM model to ﬁt one of our MT neurons’ SRF data sets.
In the frequency domain, the sustained neuron (dashed line) has a
spatial frequency contrast sensitivity curve very similar to that shown
in Fig. 2b. In the frequency domain, the transient V1 curve (solid line)
looks very much like that shown in Fig. 6h. Compared to the sustained
neuron, it is tuned to slightly lower spatial frequencies and has a higher
peak sensitivity.
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be subunits of the V1 receptive ﬁelds (see Hawken &
Parker, 1987, and Appendix A). Across our population
of MT neuron ﬁts, the means (and standard deviations)
for A1, A2, A3 from the transient V1 neurons were: 37.4
(36.2), 77.3 (35.6), and 44.7 (20.6). These all fall within
the bounds determined by Hawken and Parker as being
realistic for a d-DOG-s spatial function based on lateral
geniculate inputs (see Derrington & Lennie, 1984).
Therefore we feel conﬁdent that the WIM model mat-
ches to our MT data did not rely on physiologically
implausible properties at the level of the V1 neuron in-
puts.
3.3.2. Speed tuning parameter (v)
We also examined the values of the other main pa-
rameter in the WIM model, namely the preferred speed
tuning of the WIM sensor that produced the best match
to the MT data. Fig. 12 shows the distribution of the
value of the optimum speed tuning of the WIM motion
sensor across our population of MT neurons. It is bi-
modal with a median of 11.5/s and a mean of 22.67/s
(S.D.¼ 32.2/s). If we accept that the WIM model tun-
ing closely reﬂects the optimum tuning of the ﬁtted MT
neuron (see Fig. 10 above) then the average optimum
speed tuning of our MT sample was reasonably close to
that typically reported for MT neurons (approximately
32/s, Maunsell & Van Essen, 1983).
3.3.3. The alpha value
The a term in Eq. (1) controls the length of the ridge
in the SRF of the WIM model sensor (see Fig. 7c). In
eﬀect it controls the range of spatial and temporal fre-
quencies the sensor will optimally respond to when the
stimulus speed is held constant. For our model–MT
data ﬁts, the mean value for a was 316.3 (S.D.¼ 368)
and the median was 133.8. For comparison, the a value
in Fig. 7c was 100. Some of the MT neurons were best ﬁt
with model SRFs that were relatively localized for spa-
tial frequency; others exhibited ridges of peak response
that extended over a broad range of frequencies. Al-
though the units of a do not correspond directly to ﬁring
rate (the units are arbitrary), the a term does relate to
the combined background spontaneous ﬁring rate of the
sustained and transient V1 neurons. Our results show
that if the T and S input units of the model do relate
directly to the transient and sustained neurons found in
V1, then one would expect to ﬁnd a wide range of
spontaneous activity across a population of these cells.
One of the functions of spontaneous activity, according
to our modeling results, might be to control the length
of the peak sensitivity ridge in the MT neuron’s SRFs.
3.3.4. The f (zeta) value
The f term in the equations for the temporal fre-
quency tuning of the V1 neurons in the model controls
the degree of band-pass tuning (see Appendix A). A
value of 0.0 indicates low-pass temporal frequency
tuning and 1.0 corresponds to band-pass tuning with the
low-frequency limb passing through 0.0 Hz (see Watson,
1986). For the WIM model ﬁtting to the MT data, the f
value for the sustained V1 neuron was always ﬁxed at
0.0. For the transient neuron, the best ﬁts to the MT
data were obtained when f took on values that ranged
from 0 to 1.0. The mean was 0.5 (S.D.¼ 0.33). This in-
dicates that the majority of transient V1 units in the
model did not have to be strongly band-pass in their
temporal frequency tuning in order to provide good ﬁts
to the MT SRFs. Some of these ‘transient’ neurons
could be categorized as ‘low-pass’.
3.4. Other potential parameters aﬀecting the ﬁts
We restricted the spatial frequency tuning of the V1
neurons to just one of the d-DOG-s functions reported
by Hawken and Parker (1987). It is the function that
they studied the most (their Fig. 6a) and it does appear
to be typical in shape when compared to their other
published ﬁgures. However they did report a variety of
other spatial tuning functions (see their Fig. 13) and we
may have obtained better ﬁts to our MT data if we had
allowed some of the other parameters of the d-DOG-s
function to vary (besides the peak spatial frequency).
Similarly, the basic shape of the V1 temporal frequency
tuning functions remained constant throughout our ﬁt-
ting procedure. We only varied one parameter related to
these functions and that was the degree of band-pass
tuning of the V1 transient neuron. Actual V1 neurons
exhibit a variety of temporal frequency tuning functions
(Foster et al., 1985; Hawken et al., 1996). Even better ﬁts
may have been achieved if this aspect of the V1 neuron
properties had also been allowed to vary.
The close ﬁts between the WIM model and the MT
data mean that we now have at our disposal a powerful
Fig. 12. Distribution of preferred speeds in the WIM model sensors
that produced the best ﬁt to our MT neuron data (N ¼ 84).
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tool for better analyzing the SRFs of MT neurons. We
no longer have to use abstract theoretical ﬁtting func-
tions such as the 2-D Gaussian in order to extract fea-
tures like the preferred speed tuning of the MT neuron
(see Perrone & Thiele, 2001). As can be seen from the
analyses above, we are now also in a position to make
predictions about the properties of the MT neuron’s V1
aﬀerents.
4. Discussion
In this paper we have demonstrated that a neuron
with an oriented SRF can be generated from just the
combination of a sustained and transient V1 neuron.
This neural mechanism is tuned for a particular speed of
edge motion. We have previously veriﬁed that there exist
neurons in extrastriate area MT (a target area for V1
neurons) that have oriented SRFs (Perrone & Thiele,
2001). In this paper, we further demonstrated that the
MT SRFs can be mimicked using the WIM model
neural mechanism.
4.1. Alternative models of speed estimation
The principles underlying the construction of the
WIM model speed-tuned mechanism are fundamentally
diﬀerent from what has been proposed previously in
speed estimation models. Many motion models have
been proposed which attempt to estimate the slope of
the edge spectral line in order to obtain a direct estimate
of the edge speed. Early on it was recognized that the
ratio of the output from a transient spatiotemporal
tuned neuron to the output of a sustained neuron pro-
duces a result that is approximately linearly related to
the speed of the edge (Adelson & Bergen, 1986; Harris,
1986; Thompson, 1982; Tolhurst et al., 1973). Unfor-
tunately there are currently no physiological data to
support the idea that the visual system is using the
transient and sustained V1 neurons’ outputs in this
particular way. If direct velocity estimation were being
performed, one would expect to ﬁnd a signal propor-
tional to the edge speed at some stage of the motion
pathway, i.e., a neuron that responds a little for slow
speeds and a lot for high speeds with a linear response
pattern in between (rate coding). The best candidate for
this role is an MT neuron, but the majority of these are
speed tuned (Lagae et al., 1993; Maunsell & Van Essen,
1983; Perrone & Thiele, 2001). Evidence for a neural
signal directly related to the image speed has yet to be
found. Admittedly other speed estimation schemes that
are not based around the spatiotemporal aspects of the
stimulus are still possible (e.g., tracking edge features
over time; see Del Viva & Morrone, 1998).
A model developed by Simoncelli and Heeger (1998)
uses the interaction between a number of spatiotemporal
ﬁlters to isolate the edge spectral line and hence to de-
termine the speed of the moving edge (see also Grzywacz
& Yuille, 1990; Heeger, 1987). The problem with the
Simoncelli and Heeger approach is that the spatial and
temporal frequency tuning properties of the ﬁlters in
their model do not match those found in V1 neurons.
Their model ‘V1 neurons’ have spatiotemporal SRFs
whose main axes are not parallel to the spatial and
temporal frequency axes (i.e., they are inseparable). This
conﬂicts with the SRF properties of actual V1 neurons
(Fig. 1c). In a recent commentary on our work (Si-
moncelli & Heeger, 2001) these authors sketch out an
alternative method for constructing speed-tuned MT
neurons based on V1 aﬀerents that are separable (see
their Fig. 2). They argue that a typical MT neuron ﬁeld
can be built up by summing the SRFs from three V1
neurons, each tuned to a diﬀerent peak spatial frequency
and a diﬀerent peak temporal frequency. First oﬀ, this
mechanism is ineﬃcient compared to the WIM model,
because it requires a broad range of V1 spatial fre-
quency channels feeding into each MT neuron for it to
work. The WIM model only requires one spatial chan-
nel (ignoring the small diﬀerence between the sustained
and transient peak spatial tuning). The Simoncelli and
Heeger scheme also requires that there be a large num-
ber of diﬀerent temporal frequency channels in V1, some
with very tight bandwidths and some with extremely
high peak temporal frequency tuning. This is hard to
reconcile with the evidence pointing to just two broad
temporal frequency channels (one low-pass, the other
moderately band-pass peaking around 6–12 Hz) in V1
neurons (Foster et al., 1985; Hawken et al., 1996; Tol-
hurst & Movshon, 1975) and from human psycho-
physics (Anderson & Burr, 1985; Hammett & Smith,
1992; Watson & Robson, 1981).
Nowlan and Sejnowski (1995) have developed a se-
lection model of motion processing in MT which uses
more traditional motion energy ﬁlters (Adelson & Ber-
gen, 1985) for the V1 stage units. These do have spatial
and temporal frequency tuning properties consistent
with what is found in V1. However the V1–MT con-
nectivity in this model is established through the use of a
neural network learning algorithm and so it is diﬃcult to
infer the exact role of the individual spatiotemporal ﬁl-
ters (out of a set of 36) in the ﬁnal velocity estimation
process.
4.2. Speed tuning versus direct speed estimation
The assumption behind many previous motion
models is that the visual system is attempting to derive a
direct estimate of the edge velocity (the velocity ‘ﬂow-
ﬁeld’) for the recovery of higher-level information such
as self-motion and depth estimation (Heeger & Jepson,
1992; Koenderink & van Doorn, 1975). An alternative
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view exists which is better supported by the physiolog-
ical data; i.e., the visual system uses speed-tuned neu-
rons for the processing of higher-level motion (Perrone,
2001). Neurons with these properties are abundant in
area MT (Maunsell & Van Essen, 1983; Perrone &
Thiele, 2001). We have previously shown that self-
motion information and depth recovery can be derived
from networks made up of speed- and direction-tuned
sensors with the properties of MT neurons, without the
need for direct speed estimation (Perrone, 1992; Perrone
& Stone, 1994, 1998). Therefore the type of speed tuning
achieved with the model is adequate for high-level mo-
tion processing tasks such as self-motion and depth es-
timation.
4.3. V1 neuron spatial frequency tuning functions
The WIM model can explain a number of unusual
properties that have been discovered in V1 neurons. For
example, the ‘complexity’ of the spatial function needed
by Hawken and Parker (1987) to ﬁt their V1 neurons’
spatial contrast sensitivity data is surprising. If the sole
task of a V1 neuron was to selectively pass a narrow
band of spatial frequencies, then one would expect a
simple inverted U-shaped function such as the Fourier
transform of a Gabor function, or a single diﬀerence of
Gaussians to suﬃce. Yet the nine parameter d-DOG-s
function was needed to account for the wide variety of
spatial contrast sensitivity functions that Hawken and
Parker found in their population of V1 neurons. It was
also needed in the WIM model to simulate the MT data.
The WIM model supports the claim by Hawken and
Parker (1987) and others (Stork &Wilson, 1990; Young,
1987) of the need for a complex function such as the
d-DOG-s and provides a possible reason for the com-
plexity. It suggests that the ﬂexibility of form found in
V1 neurons’ spatial functions is a natural consequence
of the visual system’s attempt at constructing a speed-
tuned neural mechanism.
4.4. V1 neuron temporal frequency tuning
In the examples presented, the sustained temporal
frequency contrast sensitivity function was simulated
using a purely low-pass function. However the WIM
model does not rely on this assumption; as long as the
sustained function is less band-pass than the transient
function, the intersection mechanism will work. The two
neuron types can actually possess a wide variety of
temporal tuning curves consistent with the variation
seen in some V1 data (Hawken et al., 1996). The tran-
sient neurons’ temporal frequency tuning functions do
not have to be strongly band-pass in order to achieve
good ﬁts of the WIM model SRF to the MT data. In
many instances, the model ﬁt to the MT data was
achieved when the ‘transient’ neuron had a very low
transience factor and it could easily be mistaken for a
temporally low-pass (‘sustained’) tuned unit.
4.5. ‘Parvocellular’ and ‘magnocellular’ pathways
Sustained and transient temporal responses have also
been associated with the two classes of neurons found in
the primary visual pathway: parvocellular and magno-
cellular (Lennie, 1980; Livingstone & Hubel, 1988). The
WIM model analysis shows that the distinction between
‘transient’ and ‘sustained’ temporal tuning need not be
large and the diﬀerences in spatial frequency tuning
predicted by the WIM model are often very subtle and
may be diﬃcult to detect. It suggests that there may be a
lot of overlap between the parvocellular and magno-
cellular neuron classes along the sustained–transient
dimension. The WIM model adds to the arguments put
forward by others that motion processing does not be-
long exclusively to the magnocellular system (Galvin,
Williams, & Coletta, 1996; Merigan & Maunsell, 1993)
and suggests a means by which the parvocellular and
magnocellular systems may interact for the purpose of
motion processing.
4.6. Component versus pattern motion processing
Spatial frequency space actually needs to be consid-
ered in two dimensions (ux and uy) because edges move
in a variety of directions and have many orientations.
The above discussion of the WIM model has concen-
trated on the speed tuning aspects of the motion sensi-
tive neurons and assumes that the direction tuning of the
neurons coincides with the direction of the edge normal.
In this respect it is a model of how MT-like ‘component’
neurons could be constructed from V1 neurons rather
than a model of MT ‘pattern’ neurons (Adelson &
Movshon, 1982).
4.7. Coarse-to-ﬁne perceptual discrimination
The properties of the ﬁnal speed-tuned mechanism
generated by the WIM model contrast sharply with
those of the two underlying neural components. Two
neurons, each with very broad temporal tuning and with
no orientation in spatiotemporal frequency space, are
able to work together to produce a speed-tuned mech-
anism that is precisely matched to the input generated
by a moving edge. The proposed weighted intersection
mechanism could form the basis of a general principle
by which biological systems obtain very ﬁne perceptual
discriminations from the broadly tuned neural proces-
sors common to many of the senses.
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Appendix A
A.1. Temporal frequency contrast sensitivity tuning
The V1 temporal frequency data were modeled and ﬁt
using the following function:
zðxÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m21 þ ðf2 þ m22Þ  2fm1m2 cosð#1 þ #2Þ
q
;
where m1 ¼ ðð2pxs1Þ2þ 1Þ9=2, m2 ¼ ðð2pxs2Þ2þ 1Þ10=2,
#1 ¼9tan1ð2pxs1Þ and #2 ¼10tan1ð2pxs2Þ.
We used the above equation to model the contrast
sensitivity (z) of the neuron for each value of the stim-
ulus temporal frequency (x) measured in Hz. This par-
ticular function was based on the temporal ﬁlter
developed by Watson (1986) and by Watson and Ahu-
mada (1985) in their motion model. Other functions
such as the diﬀerence of exponentials (Derrington &
Lennie, 1984) could also be used, but the Watson and
Ahumada function can be constrained to only three
parameters ðf; s1; s2Þ. The key parameter is the tran-
sience factor (f) which changes the function from low-
pass or sustained (f ¼ 0) through to band-pass or
transient (f ¼ 1). The other two parameters are time
constants, measured in seconds. The model simulations
described in this paper used sustained neuron temporal
function parameter values of ð0; 0:0072; 0:0043Þ for
ðf; s1; s2Þ. These were derived from a least squares min-
imization ﬁtting procedure (see below) applied to the V1
temporal data shown in Fig. 1a (open circles, data taken
from Foster et al., 1985). The transient neurons’ tem-
poral functions used a range of f values, but s1 and s2
were set to 0.0059 and 0.0115, respectively. These values
were derived from the V1 data in Fig. 1a (solid and open
squares, data taken from Foster et al., 1985, and Haw-
ken, personal communication). The two model temporal
frequency contrast sensitivity functions (sustained and
transient) are plotted in Figs. 2a (log–log plot) and 3a.
The amplitude of the transient temporal function rela-
tive to that of the sustained function was calculated so
that the cross-over point occurred at x0 Hz such that
x0 ¼ vu0, where v is the preferred speed tuning of the
WIM sensor and u0 is the peak spatial frequency of the
sustained V1 neuron (see below).
A.2. Spatial frequency contrast sensitivity tuning
The spatial frequency contrast sensitivity tuning of
the V1 neurons was modeled using the magnitude part
of the Fourier transform of a d-DOG-s function, iden-
tical to that used by Hawken and Parker (1987). The
data from one of their neurons and the best ﬁtting d-
DOG-s function are shown in Fig. 1b. The magnitude
part of a Fourier transformed d-DOG-s function has the
following equation:
where r1 ¼ p1  q1 and r2 ¼ p2  q2, with
p1 ¼ A1 expðxc1ðpuÞ2Þ; q1 ¼ A2 expðxs1ðpuÞ2Þ;
p2 ¼ A3 expðxc2ðpuÞ2Þ; q2 ¼ A4 expðxs2ðpuÞ2Þ:
The above equation generates the contrast sensitivity (z)
for each value of the stimulus spatial frequency (u)
measured in cycles/deg. This function has 10 parameters
that relate to the three individual diﬀerences of Gaussian
(DOGs) that together make up the space domain spatial
receptive ﬁeld. The x terms are the space constants of the
individual Gaussians with xc1 and xc2 controlling the size
of the central part and xs1, xs2 the surrounds of the
DOGs. There is also a parameter to control the sepa-
ration of the DOGs in the space domain (S), and one
that controls the symmetry of the overall spatial recep-
tive ﬁeld (g). The amplitudes of the Gaussians (A1, A2,
A3, A4) relate to the contrast sensitivity of the LGN
neurons assumed to be subunits of the receptive ﬁeld
(see Hawken & Parker, 1987). The total number of pa-
rameters is reduced to nine by applying a constraint
such that ðA1  A2Þ  ðA3  A4Þ ¼ 0. This follows Haw-
ken and Parker’s treatment and is based on their as-
sumption that the combined sensitivity of all sub-regions
of the receptive ﬁeld sums to zero. The parameter values
for the spatial function shown in Fig. 1b are: 43, 43, 41,
41, 2:220, 15:30, 4:970, 17:410, 0.25, 8:230 for A1, A2, A3, A4,
zðuÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r21  2r1r2 cosð2puSÞ þ ðr2 cosð2puSÞÞ2 þ ðð1 2gÞr2 sinð2puSÞÞ2
q
;
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xc1, xs1, xc2, xs2, g and S, respectively. Diﬀerent values of
u0 (the peak spatial frequency of the V1 neurons) were
generated by scaling the x terms in the above equa-
tion by a scale factor of 3:0=u0 (since the peak spatial
frequency for the Hawken and Parker neuron was 3.0
cycles/deg).
A.3. Equating the transient and sustained V1 spatiotem-
poral contrast sensitivities
Let the sustained temporal frequency contrast sensi-
tivity function (dashed line on right wall of Fig. 4a) be
represented by z ¼ pðxÞ and the transient function (solid
line on right wall of Fig. 4b) by z ¼ mðxÞ. Also let the
sustained spatial frequency function (dashed line on
back wall of Fig. 4a) be deﬁned as z ¼ f ðuÞ and the
transient spatial function (solid line on back wall of Fig.
4b) as z ¼ f 0ðuÞ. The combined contrast sensitivity of
the sustained neuron, Sðu;xÞ, is given by f ðuÞpðxÞ and
the sensitivity of the transient neuron is T ðu;xÞ ¼
f 0ðuÞmðxÞ. Set T ðu;xÞ and Sðu;xÞ to be equal and let
x ¼ vu. Therefore we have f 0ðuÞmðvuÞ ¼ f ðuÞpðvuÞ. The
values of pðvuÞ and mðvuÞ are known and can be found
from the transient and sustained temporal frequency
functions based on V1 data (see Fig. 2a). The value of
f ðuÞ is also known (see the spatial frequency tuning
function of the sustained V1 neuron in Fig. 2b). The
only term required to make this equality hold is f 0ðuÞ,
the spatial frequency tuning of the transient V1 neuron.
Rearranging terms, it is easy to solve for the transient
spatial frequency sensitivity using
z ¼ f 0ðuÞ ¼ pðvuÞ
mðvuÞ f ðuÞ; ðA:1Þ
i.e., z ¼ Rf ðuÞ where R corresponds to the sustained
neuron’s temporal sensitivity at x ¼ vu Hz divided by
the transient neuron’s temporal sensitivity at x ¼ vu Hz.
It is convenient to demonstrate the concept behind
the intersection mechanism by assuming separability
and there is some evidence to support this assump-
tion (Foster et al., 1985; Tolhurst & Movshon, 1975).
However the same end result could be achieved by
manipulating the individual contrast sensitivity func-
tions of the T and S V1 neurons, i.e., they could each be
slightly inseparable and yet still be made to intersect
along the x ¼ vu line.
A.4. Function and model ﬁtting procedure
Whenever a temporal function or a d-DOG-s func-
tion was ﬁt to data, the sum of squared diﬀerences be-
tween the ﬁtted function and the data was minimized
using fminsearch in MatLab (MathWorks, Natick,
MA). For the spatial ﬁtting, the parameters were limited
to positive values, the maximum spatial frequency (u0)
was limited to 10 cycles/deg, and the g value was con-
strained to lie between 0 and 1.0. The same minimum
least squares ﬁtting procedure was used to ﬁt the 30
WIM model values to the 30 MT neuron spatial fre-
quency responses (see Perrone & Thiele, 2001). In this
case the a value in Eq. (1) was constrained to be less
than 1000 and all parameter values were limited to
positive values only.
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