Abstract. A nonconvex problem of constrained optimization is analyzed in terms of its ordinary Lagrangian function. New sufficient conditions are obtained for the duality gap to vanish. Among them, the main condition is that the objective and constraint functions be the sums of convex functionals and nonconvex quadratic forms with certain specific spectral properties. The proofs are related to extensions of the classic Toeplitz-Hausdorff theorem, which states that a continuous quadratic mapping (y 1 , y 2 ) = [B 1 (z), B 2 (z)] from a complex Hilbert space H = {z} into R 2 = {(y 1 , y 2 )} transforms the unit sphere |z| = 1 into a convex set. The extensions deal with a quadratic mapping [B 1 (z), . . . , B k (z)] from a real Hilbert space into R k with k being arbitrary. Applications to linear-quadratic optimal control theory are considered.
1. Introduction and preliminaries. In this paper we consider problems of global optimization whose abstract presentation is as follows:
Here Z is an affine subspace of a real linear space H, the functions F : H → R and G : H → Y are given, and Y is a finite-dimensional real linear space. This space is assumed to be ordered with a convex cone K + ⊂ Y = {y}, K + ∋ 0. Accordingly, the inequalities y 1 ≤ y 2 and y 2 ≥ y 1 signify the inclusion y 2 − y 1 ∈ K + . The interior intK + of the cone K + is supposed to be nonempty. An example of the constraint G(z) ≤ 0 under consideration is the system of scalar inequalities
In this case, Y = R k , G(z) = G i (z) , and K + = y = y i ∈ R k : y 1 ≥ 0, . . . , y k ≥ 0 . In what follows, our interest will be focused on the special case when, in (1.1),
Here B F : H × H → R, B G : H × H → Y are bilinear symmetric mappings and Φ F : H → R, Φ G : H → Y are convex mappings. We do not impose assumptions that imply positivity or convexity of the forms B F (z, z) and B G (z, z). So, in (1.1), the objective and constraint functions may be nonconvex. As is well known, this nonconvexity involves a series of troubles both in the analysis of the problem and in the computation of its global solution.
The purpose of this paper is to investigate the validity of the duality in the Arrow-Hurwicz sense [1] , which makes use of the ordinary Lagrangian function S(τ * , z) := F(z) + τ * G(z). (1.4) (Here τ * ∈ Y * is a Lagrange multiplier.) So, throughout the paper, the term "method of duality" will denote the following specific rule (I)-(IV) to solve the problem (1.1).
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Further the inequality τ * ≥ 0 expresses that τ * y ≥ 0 for all y ≥ 0. METHOD OF DUALITY (I) For any τ * ≥ 0, solve the problem S(τ * , z) → inf subject to z ∈ Z. where the maximum must be attained.
(III) Find all solutions z of the problem (1.5) with τ * = τ * 0 and omit those not satisfying at least one of the following relations:
The resultant set {z} must coincide with the set of all solutions of the primal problem (1.1).
(IV) Let inf{F(z) : z ∈ D} > −∞, where D := {z ∈ Z : G(z) ≤ 0} is the admissible domain in the problem (1.1). A sequence {z n } ⊂ Z is minimizing in this problem The last item is of particular interest if the primal problem (1.1) has no solution and so the operations (I)-(III) result in the empty set.
In general, the method formulated fails to be correct and may produce a wrong result. Its validity is known to be equivalent to the duality relation [2, 13] This relation is valid for convex problems (1.1) (i.e., if the functions F and G are convex) provided G (z * ) ∈ −intK + for some z * ∈ Z [1] . The same is true for specific variational problems and problems of optimal control that can be converted into convex ones by means of relaxation [3, Chapters IX, X] . Furthermore, there is known a number of other results on the validity of (1.12), which also utilize a specific nature of the problem under consideration ( [4, 5] and others; see [6] for detailed survey).
On the whole, problems for which relation (1.12) is known to be true constitute a relatively small subclass in the class of all mathematical programming problems. In connection with this, a considerable number of generalized duality schemes has been developed. (See [7, 8, 9 , 10] and many others. For an excellent survey of them, the reader may consult [6] .) Proceeding from various ideas, these schemes replace some constructions in the duality method (I)-(IV) (such as the Lagrangian function, the dual problem, etc.) by generalized ones. However, there are applications where the use of the nongeneralized constructions is preferable and has the advantage of the considerable simplification of the method. Some examples of such applications were given in [11, 12, 13, 14] . A number of other examples will be considered in this paper. They deal with linear-quadratic optimal control problems whose statements differ from traditional ones by the presence of additional quadratic constraints.
In this paper we indicate a new class of problems to which the method (I)-(IV) is applicable. This class not only covers all convex problems but also includes an essential supplement in the region of nonconvex ones. In the description of this class, the main point is the decomposition (1.3) and certain assumptions on the spectral properties of the quadratic forms B τ * (z) := B F (z, z) + τ * B G (z, z) (1. 13) over the linear subspace M := Z − z 0 (z 0 ∈ Z) that is a displacement of Z. To illustrate in outline what kind of properties is meant, here we adduce a particular, but suitable for immediate formulation, consequence of the results of this paper. PROPOSITION 1.1. In (1.1) let H be a real Hilbert space and the subspace Z be closed. Assume that the decomposition (1.3) is valid where the mappings B F (·, ·), B G (·, ·) are continuous with respect to the norm | · | H of H and Φ F (·), Φ G (·) are continuous with respect to the weak topology of the space H. Also let there exist an element z * ∈ Z such that G (z * ) ∈ −intK + . Consider the bounded self-adjoint linear operator A τ * : M → M that corresponds to the quadratic form (1.13) B τ * (z) = A τ * z, z (∀z ∈ M). (The symbol ·, · denotes the inner product in H.)
If for any τ * ≥ 0 this operator either has no negative isolated eigenvalues of finite geometrical multiplicity at all or, at least, the minimal point of its spectrum is not such an eigenvalue, then relation (1.12) is true and the method (I)-(IV) is valid.
We recall that an eigenvalue is called isolated if some of its neighborhoods has no common points with the spectrum of the operator except for this eigenvalue. The geometrical multiplicity of an eigenvalue is merely the dimension of the space of all its eigenvectors.
Both this assertion and the further, more general, results of the paper cannot be applied to problems with a finite-dimensional subspace Z. Nevertheless these results have a series of useful applications to problems of optimal control of dynamical systems (see section 5). To deal with them, it is important that, under the assumptions of this paper, the Lagrangian function S(τ * , z) proves to be convex on Z whenever τ * ≥ 0 and S 0 (τ * ) > −∞. This means that the method of duality (I)-(IV) converts the nonconvex problem of global optimization (1.1) into two convex problems (1.5) and (1.7).
Indeed, the function S 0 (τ * ) is concave as the infimum (1.6) of the functions (1.4), which are linear in τ * . So the dual problem (1.7) is convex. (More precisely, it becomes convex by switching the sign in (1.7) −S 0 (τ * ) → min, τ * ≥ 0.) In (1.7), one obviously can seek the maximum only on the convex domain R := {τ * ≥ 0 : S 0 (τ * ) > −∞}. In doing so, one has to calculate the value S 0 (τ * ) for τ * ∈ R by solution of the corresponding problem (1.5), which is also convex as it was remarked above.
The reduction of the primal problem (1.1) to two convex ones brings the possibility to solve it with the aid of the highly developed methods of convex programming. Furthermore, the resultant problems (1.5) and (1.7) are simpler than the original one (1.1) not only for their convexity. While the primal problem (1.1) is infinite dimensional and has a quite complicated admissible domain D := {z ∈ Z : G(z) ≤ 0}, the dual problem (1.7) is finite dimensional and the admissible domain Z in the problem (1.5) is quite simple. (It is an affine subspace.) Moreover, in many important applications, the problem (1.5) belongs to a thoroughly investigated class of problems and can be solved easily.
As an example, consider the stationary infinite-horizon linear-quadratic optimal control problem with quadratic inequality constraints. It presents some typical features of problems to be covered by the theory of this paper and is stated as follows:
G 0 → min subject to (1.14)ẋ = Ax + Bu, x = x(t) ∈ R l , u = u(t) ∈ R m , 0 ≤ t < ∞ , (1.15) Here g i (x, u) = x * G i x + 2x * Q i u + u * Γ i u is a quadratic form, the asterisk stands for transposition, A, B, G i , Q i , Γ i are constant matrices, and γ i are given reals γ 0 = 0.
Omitting the constraints (1.17), we get the problem (1.14)-(1.16), which was thoroughly investigated in linear-quadratic optimal control theory ( [15, 16, 17, 18] and others). This theory places at our disposal quite efficient methods of solution. They include simply verified criteria for the infimum G inf 0 of the objective functional to be finite. If G inf 0 > −∞, then solution of the problem ultimately looks like computation of l × l matrix P and l × m matrix r [15, 16, 17, 18] . Namely, G inf 0 = a * P a and the optimal process is generated by the closed-loop controller u = r * x in the so-called regular case (see [19] for the definition). Otherwise, the matrix r is used to construct a minimizing sequence of admissible processes [19] . There are known quite simple and efficient methods to calculate the matrices P and r ( [15, 16, 17, 18] and others).
As for the problem (1.14)-(1.18), the above theory did not directly deal with the constraints (1.17), which, however, are of interest for many applications. It was first discovered in [11] that the method (I)-(IV) not only is valid for the problem (1.14)-(1.18) 2 but also permits us to harness classic linear-quadratic optimal control theory for solution of the problem with the constraints (1.17).
Indeed, rewrite first the problem (1.14)-(1.18) in the form (1.1) with the constraints (1.2)
Z := {z ∈ Z : (1.15) and (1.16) are true }, F := G 0 , and G i is defined by (1.18) . The point to note is that now (1.5) is an ordinary problem of linear-quadratic optimal control theory: minimize
subject to the constraints (1.15) and (1.16). Here τ * = τ = τ i ∈ R k , the function g τ := g 0 +τ 1 g 1 +· · ·+τ k g k is a quadratic form, and γ τ := τ 1 γ 1 +· · ·+τ k γ k is a constant. So the problem (1.5) can be solved easily by calculating the corresponding matrices P τ and r τ . Then the dual problem (1.7) takes the form a * P τ a − γ τ → max. It remains to find its optimum τ 0 and either to generate the solution of the original problem (1.14)-(1.18) by the closed-loop controller u = r * τ 0 x or to construct a minimizing sequence.
This example underscores the advantage of the ordinary Lagrangian function (1.4). This function inherits the quadratic and integral nature of the objective and constraint functionals, and it is for this reason that the effective methods of linearquadratic optimal control theory can be drawn in solution.
Studies on the validity of the duality method are often related to revealing the convexity or some neighboring properties of the set
To illustrate their significance, assume that there exists a point z * ∈ Z for which G (z * ) ∈ −intK + . Then relation (1.12) is valid if either (A) the set (1.20) is convex or (B) its closure C + is convex [2, 13] .
For the convex problem (1.1), assertion (A) is apparently true for the convexity of F and G. There is another research trend, which proves the same assertion by reasons that may ultimately be boiled down to the so-called effect of Lyapunov [2, Chapter 2] , [3, pp. 367-373] , [20, p. 24] . This paper represents the third research trend, which does not appeal to the above reasons but utilizes the quadratic structure of the functionals under consideration. Its origins may be traced back to the following classic result [21, p. 166] . THEOREM 1.2 (Toeplitz-Hausdorff). Let H be a complex Hilbert space and G 1 , G 2 be continuous Hermitian forms on H.
Then the image of the unit sphere S := {h ∈ H : |h| = 1} under the mapping
The following are basic known and quite general facts on the validity of the method (I)-(IV) that are based upon the quadratic structure of the functionals. This method is valid for the problem (1.1) with the constraints (1.2) if either (1) H is a real linear space, k = 1, and F, G 1 are quadratic functionals 3 [22] or (2) H is a complex linear space, k = 2, and F, G 1 , G 2 are quadratic functionals [23] . In (1) and (2), the number of constraints k cannot be increased because it would lead to the assertions, which are wrong in general [23] . In [11, 14] , the method (I)-(IV) was justified for the problem (1.14)-(1.18) with G i being the sum of the integral (1.18) and a linear continuous functional on L 2 × L 2 . The backbone of the approach taken in [11, 14] was a result of [24] on the convexity of the set G(M) ⊂ R k . Here M is the collection of all pairs [x(·), u(·)] satisfying (1.15), (1.16) with a := 0 and G := [G 1 , . . . , G k ] where G i is defined by (1.18) . In [11, 14] , the method (I)-(IV) was also justified for certain specific abstract linear-quadratic problems with a finite [11] or infinite [14] number of inequality constraints. A generalization on the case when there also is a finite number of equality constraints was considered in [13] . Applications of the foregoing theory to stationary optimal control problems were considered in [11, 12, 13, 14] .
All the results mentioned either impose very strong restrictions on the dimension of the space Y [22, 23] or appeal explicitly or implicitly to the periodicity or the stationarity of the problem [11, 12, 13, 14, 24] . This paper presents a more general approach and enlarges the class of problems to which the method (I)-(IV) is proven to be applicable. This approach does not appeal to the periodicity of the problem and it does not involve restrictions on dim Y . Instead, this approach is actually related to new extensions of the founding Toeplitz-Hausdorff theorem. Since we do not need the explicit formulation of these extensions to prove our results, we state an example of such an extension here only to reveal the underlying ideas.
Let V be a linear space. A set C ⊂ V is called almost convex if there exists a convex set C 0 ⊂ V such that C 0 ⊂ C ⊂ C 0 . THEOREM 1.3. Let H be a real Hilbert space and
, where A τ is the corresponding self-adjoint bounded linear operator. Denote by σ (A τ ) its spectrum.
If for any τ ∈ R k the extreme (i.e., the minimal and the maximal) points of the spectrum σ (A τ ) are not isolated eigenvalues of finite geometrical multiplicity, then the image of the unit sphere S := {z ∈ H : |z| = 1} under the mapping
The proof of this theorem will be given in section 3 below.
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The body of the paper is organized as follows. In section 2, we state our main results. They deal with the abstract problem (1.1). The proof of these results is given in section 4, which is prefaced with the study of vector-valued quadratic forms in section 3. The approach taken in this section develops some ideas and constructions from [27] as well as from [11, 13, 24] . Section 5 is devoted to applications of the general theory developed in the paper. We indicate there a series of infinite-horizon nonstationary and nonconvex optimal control problems to which the method (I)-(IV) is applicable. An example of its application is given in section 6. Note in conclusion that, according to Lemma 1.1 of [13] , results on the applicability of the method (I)-(IV) can be interpreted as criteria for equivalence of the following two conditions (A) and (B).
is the Lagrangian function (1.4). Called the S-procedure, the substitution (B) in place of (A) is used in the theory of stability [22] , in the theory of H ∞ -optimization, in the theory of robustness of uncertain systems [24] , and also in some other branches of systems and control theory [28] . Thus, this paper indicates new cases when the S-procedure is applicable.
2. Statement of basic results. Given y 1 , y 2 ∈ Y , the strict inequalities y 1 < y 2 and y 2 > y 1 denote the inclusion y 2 − y 1 ∈ intK + . DEFINITION 2.1. The problem (1.1) is called regular if there exists an element z * ∈ Z such that
Given a topological space X, the limit inferior of a function f : X → R at a point x 0 ∈ X is defined as
Here O(x 0 ) is the collection of all neighborhoods of the point x 0 . The following theorem offers a criterion for the method (I)-(IV) to be applicable. THEOREM 2.2. In (1.1) let Z be an affine subspace of a real locally convex topological linear space H, and let the finite-dimensional linear space Y be ordered with a convex cone K + , which contains an interior point. Let also the functions F : H → R and G : H → Y be given. Assume that (A) the decomposition (1.3) is valid where B F : H ×H → R and B G : H ×H → Y are bilinear symmetric mappings and the functions Φ F : H → R, Φ G : H → Y are continuous and convex on Z;
(B) given z ∈ Z, the linear operators B F (z, ·) and B G (z, ·) are continuous on the linear subspace M := Z − z 0 (z 0 ∈ Z) that is a displacement of Z;
(C) given τ * ∈ Y * , τ * ≥ 0, the quadratic form (1.13) has the following property:
If, in addition, the problem (1.1) is regular, then relation (1.12) is true and the method (I)-(IV) is valid. Furthermore, the Lagrangian function (1.4) is convex on Z and the quadratic form (1.13) is nonnegative on M provided that τ * ≥ 0 and the infimum (1.6) is finite.
The proof of this theorem will be given in section 4 below. It easily follows from (2.2) that lim x→0 f (x) = lim x→0 f (ρx) for any ρ > 0 and also that lim x→0 f (x) ≤ 0 provided f (0) = 0. Picking here X := M, f (x) := B τ * (x), we get
This implies that either σ lim (τ * ) = 0 or σ lim (τ * ) = −∞. So the inequality σ lim (τ * ) < 0 from (2.3) is equivalent to the equality σ lim (τ * ) = −∞. The following two lemmas are useful to verify assumption (C) of Theorem 2.2. LEMMA 2.3. Any of the following assumptions (C.1)-(C.3) implies assumption (C) of Theorem 2.2.
(C.1) If τ * ∈ Y * , τ * ≥ 0, h ∈ M, and B τ * (h) < 0, then there exists a sequence
There exists a sequence of mappings T n : H → H, n = 0, 1, . . . such that T n M ⊂ M for all n and
Here B F and B G are the quadratic summands in the decomposition (1.3) .
Proof. The proof comes from the chain of obvious implications (C.
In [11, 13, 14] , the validity of the method (I)-(IV) was proved under assumptions, which included (C.3) with T n being linear continuous operators.
In many applications, H is introduced to be a Hilbert space equipped with the corresponding weak topology. In this case, the limit inferior from (2.3) can be calculated explicitly. To do this, we recall some notions.
Let X be a real Hilbert space and B : X → R be a continuous quadratic form. A linear subspace L ⊂ X is called B-negative iff B(x) < 0 whenever x ∈ L and x = 0. LEMMA 2.4. Let X be a real Hilbert space and B : X → R be a scalar quadratic form. Assume that the form B is continuous with respect to the norm of X. Then
Here the arrow ⇀ denotes the convergence with respect to the weak topology. has a nonzero solution α 1 , . . . , α p+1 . Then x := α 1 e 1 + · · · + α p+1 e p+1 = 0, x ∈ L, and so B(x) < 0 by the choice of L. But, on the other hand, m * j x = 0 for j = 1, . . . , p and, hence, B(x) ≥ 0 due to (2.8) . This contradiction proves that
Conversely, let n − [B(·)] < ∞. Consider the self-adjoint continuous linear operator A : X → X that corresponds to B. Let P (dλ) be its resolution of the identity [29, p. 889] . Denoting P − := P {(−∞, 0)}, we have dim ImP − = n − [B(·)] < ∞. From this it follows that P − is a continuous operator from the space X endowed with the weak topology into the same space equipped with the norm topology. So the set V := {x : |P − x| < 1} is a weak neighborhood of the origin. Denote −λ − := min λ∈σ(A) λ and −λ 0 − := min {−λ − , 0}, where σ(A) is the spectrum of A. Given x ∈ V , we have [29, pp. 893 , 899]
Passing to the infimum over x ∈ V and taking into account equation (2.2), we get σ lim := lim inf x⇀0 B(x) ≥ −λ − . Since σ lim = 0, −∞, we have the equality desired:
An immediate consequence of Lemma 2.4 is the following useful corollary. COROLLARY 2.5. Let the assumptions of Theorem 2.2 be fulfilled except for (B), (C), and let H be a real Hilbert space endowed with the weak topology. Also let the mappings B F (·, ·), B G (·, ·) be continuous with respect to the norm of H and let Z be closed. Then assumption (B) of Theorem 2.2 is satisfied, and assumption (C) of this theorem is equivalent to the following assertion.
Given τ * ∈ Y * , τ * ≥ 0, the next implication takes place for the quadratic form (1.13)
In particular, if this assertion is valid, then the conclusion of Theorem 2.2 is true.
Proof. Since dim Y < ∞ and the operators B F (z, ·), B G (z, ·) are continuous with respect to the norm of H, they are also continuous with respect to the weak topology; i.e., assumption (B) of Theorem 2.2 is valid.
Let the affine subspace Z be closed. Denote by σ (A τ * ) the spectrum of the bounded self-adjoint linear operator A τ * : M → M that corresponds to the quadratic form (1.13) B τ * (h) = A τ * h, h (∀h ∈ M). It is well known that the inequality n − [B τ * | m ] < ∞ is true if and only if the negative part of the spectrum σ (A τ * ) ∩ (−∞, 0) either is empty or consists of a finite number of eigenvalues each having finite geometrical multiplicity. Consequently, the implication (2.9) means that the second case does not take place for any τ * ≥ 0. Thus, Proposition 1.1 readily follows from Corollary 2.5. The upper image of a set V ⊂ M under a mapping f : M → Y is defined by 
is called the upper limitrophe cone of the form B. If K + = {0}, the adjective "upper" and the index + are dropped. The usage of the term "cone" with respect to the set (3.1) is justified by the following lemma.
LEMMA 3.1. Let B : M → Y be a quadratic form.
(a) The set (3.1) is a cone; i.e., ρK
Here √ ρV runs over O provided that V does so. This means that the last intersection coincides with (3.1) and ρK
, it remains to prove the opposite one,
2 c with c := sup{|B(h)| : h ∈ V 0 } being finite by the assumption. Consequently, B (ρh ρ,ǫ ) → 0, δy ρ,ǫ → 0 as ρ → +0, ǫ → +0, and the above decomposition of y implies that y
The boundedness of the form B on some neighborhood V 0 follows from the continuity of B. So, by Lemma 3.1(c), nontrivial upper limitrophe cones are associated with discontinuous forms only. A widespread situation to produce such a cone is the following: M is a Hilbert space endowed with the weak topology, and the form B is continuous with respect to the strong topology of M but is not continuous with respect to the weak one. In this case, the form B apparently has the following important property. The usefulness of the notion of upper limitrophe cone is predetermined in part by the following fact.
LEMMA 3.2. Let Assumption 3.1 be fulfilled. Then the upper limitrophe cone (3.1) is convex. Furthermore,
for any convex neighborhood V ⊂ M of the origin.
Proof. Note first that (3.2) ensures the convexity of the cone (3.1). Indeed, denote by O conv the collection of all convex neighborhoods of the origin. Since the topology of M is locally convex, one can obviously substitute O conv for O in (3.1). Then (3.2) immediately results in the inclusion
is a cone by (a) of Lemma 3.1. This implies that the cone K + (B) is convex [8, p. 14] . Thus, it suffices to prove (3.2). Let V ∈ O conv and y ∈ B(V )
. Choose ǫ > 0 and κ > 0. Then y = B(z) + y + + y 0 + δy for some z ∈ V, y + ∈ K + , y 0 ∈ K + (B), and |δy| < ǫ. By Assumption 3.1, the operator B(z, ·) is continuous and so the set 
Here |δy ǫ,κ | ≤ |δy|
Dividing by (1 + κ) 2 and letting κ → 0, we get the inclusion y ∈ B(V ) + where the vector y ∈ B(V ) + + K + (B) is arbitrary. Thus, (3.2) is true.
Given a normed space X and a set Q ⊂ X, the symbol riQ denotes the relative interior of the set Q, i.e., its interior in the affine hull affQ of the set Q.
The next lemma offers an important dual characterization of upper limitrophe cones. LEMMA 3.3. Let B : M → Y be a quadratic form and Assumption 3.1 be fulfilled. Denote
where O is the collection of all neighborhoods of the origin. Then
where K + (B) is the upper limitrophe cone (3.1). Proof. If y ∈ Y ⇒ y = 0, the lemma is obvious. Let Y contain a nonzero vector. By Lemmas 3.1 and 3.2, K + (B) is a closed convex cone. So the positive conjugate cone
Here the cone P * (B) obviously can be replaced by any set E *
. Putting E * + := E * + (B) entails (3.5) and so it suffices to prove the relation E * + (B) = P * (B). Since P * (B) = ri P * (B) [8, p. 46] , the equality desired results from the following inclusions to be demonstrated in the remainder of the proof:
We start with the second inclusion. Let τ
Choose ǫ > 0 and consider y ∈ B(ǫV ) + . It is clear that y = ǫ 2 B(h) + y + for some h ∈ V and y + ∈ K + . So
By continuity, this inequality spreads on all y ∈ B(ǫV ) + where B(ǫV ) + ⊃ K + (B) due to (3.1). Letting ǫ → +0 and taking into account (3.6), we get the second inclusion in (3.7).
To demonstrate the first inclusion in (3.7), we first assume that the cone K + (B) includes no lines. Then affP
, by (3.6), we have 0 ≤ (τ * − δτ * ) y = τ * y − δτ * y and so τ * y ≥ δτ * y. By passing to the maximum over δτ * ∈ Y * with |δτ * | ≤ ǫ, we get
This and (b) of Lemma 3.1 ensure, in particular, that τ * ≥ 0. Assume that τ * ∈E * + (B). Given a convex neighborhood V of the origin, c (τ
This means that the following compact set C(V ) is not empty
Given a finite number of neighborhoods of the origin
where C(V 0 ) = ∅ by the foregoing. Then, in accordance with the generalized principle of Cantor,
. These relations apparently contradict (3.8).
So we are forced to reject the assumption τ * ∈E * + (B) and to recognize that τ * ∈ E * + (B) whenever τ * ∈ riP * (B). Let us proceed to the case when the cone K + (B) includes lines. Reduce this case to the previous one. To this end, consider the linear 
From this it follows that B(V )
and, by (3.1),
Conversely, given V ∈ O, there exists a convex neighborhood 
Passing here to the intersection over all V ∈ O and taking into account (3.1), we get the inclusion desired:
. Thus, (3.10) is true.
The cone K + ( B) includes no lines l = {0} because, otherwise, we would have, by
Thus, as it has been proven,
Formula (3.10) implies the following relationship between the positive conjugate cones
, where π * : Y * → Y * is the adjoint operator. Since Imπ = Y , this operator maps isomorphically the space Y * onto Imπ * . As a result, on the one hand, the image π * P * ( B) of the closed set P * ( B) is also closed and we have P * (B) = π * P * ( B) and, on the other hand, riP
. To conclude the proof, consider τ * ∈ riP * (B) . The last equality means that
, and the first inclusion in (3.7) does hold.
The following lemma characterizes the set (3.4) in terms of the limit inferior (2.2). LEMMA 3.4. Let B : M → Y be a quadratic form. Then
Proof. Denote by E * lim the set on the right. By (2.2) and (3.4), E *
Given ρ > 0, we have ρV 0 ∈ O and then, by (2.2),
By letting ρ → +0, we get l − ≥ 0. Furthermore, I − (V ) ≤ τ * B(0) = 0 for any V ∈ O because 0 ∈ V . Then equation (2.2) implies l − ≤ 0. Thus l − = 0, τ * ≥ 0 and so τ * ∈ E * lim . We recall that the limitrophe cone K(B) is the upper limitrophe cone (3.1) corresponding to the trivial positive cone K + = {0}. In other words, K(B) = V ∈O B(V ) where B(V ) := {y : y = B(h) for some h ∈ V } is the ordinary image and O is the collection of all neighborhoods of the origin.
LEMMA 3.5. Let B : M → Y be a quadratic form, Assumption 3.1 be fulfilled, and the cone K(B) does not contain vectors y such that y ∈ −K + and y = 0. Then
Proof. If y ∈ Y ⇒ y = 0, the lemma is obvious. Let Y contain a nonzero vector. Given k ⊂ Y * , denote by k • the positive conjugate cone k • := {y ∈ Y : τ * y ≥ 0 for all τ * ∈ k} and put K *
We are going to show first that
where E * (B) is the set (3.4) corresponding to the trivial positive cone K + = {0}, i.e.,
Suppose to the contrary that formula (3.15) violates ri K * + ∩ riE * (B) = ∅. Here K * + and E * (B) are obviously convex cones. Therefore, they are separable with a hyperplane; i.e., there exists a vector y ∈ Y such that y = 0, τ * y ≥ 0 for all τ * ∈ E * (B), and τ * y ≤ 0 for all τ * ∈ K * + . By Lemma 3.3, the second inequality yields that y ∈ K(B). In its turn, the third one means that −y ∈ K * +
• where K * + 
, where the set E * + (B) is given by (3.4). Then (3.5) means that the left-hand side in (3.16) is equal to K + (B) and (E * (B))
.
+ K + where the inside closure sign can obviously be omitted.
Note that, in general, formula (3.14) fails to be true. As a principal tool in the justification of the method (I)-(IV), we shall use the following key result. To state it, we recall that a set C ⊂ Y is called almost convex if there exists a convex set C 0 ⊂ Y such that C 0 ⊂ C ⊂ C 0 . Thus, the set C is almost convex iff it differs from some convex set C 0 at most by boundary details. THEOREM 3.6. Let M be a real locally convex linear topological space, and let Y be a real finite-dimensional linear space ordered with a nonempty convex cone K + ⊂ Y . Also let B : M → Y be a quadratic form and Assumption 3.1 be fulfilled.
Assume that, for any τ * ∈ Y * , τ * ≥ 0, the following implication takes place
Then the upper image B(M) + = {y ∈ Y : y ≥ B(h) for some h ∈ M} of the space M is almost convex and its closure coincides with the upper limitrophe cone (3.1).
Moreover, given a neighborhood V of the origin, its upper image B(V ) + := {y ∈ Y : y ≥ B(h) for some h ∈ V } is almost convex and
where K + (B) is the upper limitrophe cone (3.1). In the case of a Hilbert space M equipped with the weak topology, the meaning of the implication (3.17) was discussed in section 2 (see Lemma 2.4 and the neighboring considerations).
We break up the proof of Theorem 3.6 into a string of three lemmas. LEMMA 3.7. Let the assumptions of Theorem 3.6 be valid. Then relations (3.18) are true for any V ∈ O.
Proof. The inclusions To prove (3.19), we need a topological technique, which is developed in the following lemma.
LEMMA 3.8. Denote by S r the standard (r − 1)-dimensional simplex
Let a set C ⊂ Y be given. Assume that (i) its closure C is convex, (ii) given r = 1, 2, . . . and elements y 1 , . . . , y r ∈ C, there exists an infinite se-
Then ri C ⊂ C. Proof. It needs to be proven that y 0 ∈ C whenever y 0 ∈ riC. Without loss of generality, we can assume that y 0 = 0. Then L := affC ∋ 0 is a linear subspace. Choose a real ǫ > 0 such that y ∈ L, |y| ≤ ǫ ⇒ y ∈ riC and also choose a basis y can be approximated by an element y i ∈ C. Choose so close approximations that the vectors y 1 , . . . , y r−1 constitute a basis of L and all the coefficients of the vector y r with respect to this basis are strictly negative. Then the convex hull Q of the vectors y 1 , . . . , y r is apparently a neighborhood of the origin in the subspace L. Denote by θ(y) = [θ 1 (y), . . . , θ r (y)] ∈ S r the row of the barycentric coordinates of a point y ∈ Q with respect to the apices y 1 , . . . , y r , i.e., y = r i=1 θ i (y)y i , θ i (y) ≥ 0 for all i, and r i=1 θ i (y) = 1. Consider a sequence f 1 (·), f 2 (·), . . . that corresponds to the elements y 1 , . . . , y r ∈ C by Assumption (ii). Then introduce the continuous mappings
where y(θ) was defined in (3.21). Due to (3.21) , the continuous function I m (·) maps the compact convex neighborhood of the origin Q ⊂ L into itself provided that the index m is sufficiently large. By the Brouwer's fixed-point theorem, this implies the existence of a fixed point
Hence f m [θ (y m )] = 0, where f m (θ) ∈ C for all θ by the assumptions of the lemma. Thus, 0 ∈ C.
To prove relations (3.19), we shall apply Lemma 3.8 to the set C := B(V ) + . Then Assumption (i) of this lemma follows from Lemmas 3.2 and 3.7. So we need to demonstrate only Assumption (ii). This gap is filled by the following lemma.
LEMMA 3.9. Let the assumptions of Theorem 3.6 be valid. Consider a continuous mapping y :
is the upper limitrophe cone (3.1). Given ǫ > 0 and a neighborhood V of the origin, the function y(·) may be decomposed as follows:
where z : S r → V, y + : S r :→ K + , ∆y : S r → Y are continuous functions and |∆y(θ)| ≤ ǫ for all θ ∈ S r .
Proof. Due to the compactness of the simplex S r , we can pick a real κ > 0 such that
Choose a finite collection of nonempty open sets O 1 , . . . , O n ⊂ S r such that S r = O 1 ∪ · · · ∪ O n and sup θ,ϑ∈Oi |θ − ϑ| < κ. Given θ ∈ S r and i = 1, . . . , n, we put
is well defined on θ ∈ S r and continuous. It is also easy to see that
Choose an element θ (i) ∈ suppρ i for each i = 1, . . . , n, and also fix a convex neighborhood of the origin V c ⊂ V . Denote ν := ǫ 2n 2 −1 and consider the bilinear symmetric mapping B : M × M → Y associated with the form B(·).
As a first step, we are going to choose vectors x 1 , . . . , x n ∈ M, y + 1 , . . . , y + n , and ∆y 1 , . . . , ∆y n ∈ Y such that 
have all the properties desired. Indeed, it is clear that the decomposition (3.22) takes place and that the functions z(·) and y + (·) are continuous, as is the function ∆y(·) by the following concretization of the term B [z(θ)] in its definition:
Taking into account both this relation and (3.24), (3.26), (3.29), we get
Here θ (i) ∈ suppρ i by choice. So (3.25) implies that ρ i (θ) = 0 ⇒ |θ − θ i | < κ and, by (3.23), |y(θ
for all θ ∈ S r where ρ i (θ) ≤ 1 by (3.24) . This and (3.26)-(3.28) permit us to continue the estimation
where ν = ǫ 2n 2 −1 by choice. Thus, we get the inequality desired: |∆y(θ)| ≤ ǫ. The inclusion y + (θ) ∈ K + results from (3.24), (3.27) , and (3.29) because K + is a convex cone. Due to (3.24), ρ i (θ) ≤ 1 and so (3.29) and the first inclusion in (3.27) yield that z(θ) ∈ V c ⊂ V ; i.e., the last property to be proved does take place. Now we are ready to prove Theorem 3.6. Relations (3.18) are true by Lemma 3.7. To prove (3.19) , consider a neighborhood of the origin V and apply Lemma 3. Consider the convex set C 0 := riK + (B). By (3.18) and (3.19),
This means that the set B(V ) + is almost convex. So is the set B(M) + because V := M is a particular case of a neighborhood of the origin. Thus, the proof of Theorem 3.6 is completed.
We conclude the section with the demonstration of Theorem 1.3 (see section 1). LEMMA 3.10. Let Y be a real linear finite-dimensional space and C 1 , C 2 be almost convex sets.
If ri C 1 ∩ ri C 2 = ∅, then the intersection C 1 ∩ C 2 is almost convex too. Proof. By the definition of an almost convex set, there exist convex sets C 
LEMMA 3.11. Let H be a real Hilbert space and G 1 , . . . , G k be continuous scalar quadratic forms on H. Define the quadratic form B :
2 , where |z| = z, z is the norm in H. If the image B(H) of the space H is almost convex, then the image of the unit sphere S := {z ∈ H : |z| = 1} under the mapping
Proof. The function J(y 1 , . . . , y k ) := (y 1 , . . . , y k , 1) maps isomorphically R k onto the affine subspace C 2 := y = y i ∈ R k+1 : y k+1 = 1 ⊂ R k+1 . Furthermore, it is easy to see that J [G(S)] = B(H) ∩ C 2 . So it suffices to prove that the intersection B(H) ∩ C 2 is almost convex. By Lemma 3.10, this follows from the relation riB(H) ∩ riC 2 = ∅ to be demonstrated in the remainder of the proof. Assume the opposite riB(H) ∩ riC 2 = ∅. By the definition of an almost convex set, there exists a convex set C such that C ⊂ B(H) ⊂ C. Then riC ⊂ riB(H) ⊂ riC where riC = riC [8, p. 46] . So riC = riB(H) and we have riC ∩ riC 2 = ∅ with both sets being convex. Consequently, they are separable with a hyperplane; i.e., there exists τ = τ i ∈ R k+1 such that τ = 0 and τ * y ′ ≥ α ≥ τ * y ′′ for all y ′ ∈ riC, y ′′ ∈ C 2 where the asterisk stands for transposition. By continuity, these inequalities spread on all y ′ ∈ riC = C ⊃ B(H). Picking y ′′ := (y 1 , . . . , y k , 1) and letting successively y 1 → ±∞, . . . , y k → ±∞, we get τ 1 = 0, . . . , τ k = 0, α ≥ τ k+1 = 0. Picking
Hence τ k+1 = 0, which contradicts the above inequality τ k+1 = 0. Thus, we are forced to recognize that riB(H) ∩ riC 2 = ∅.
Proof of Theorem 1.3. Define the quadratic form B : H → Y := R k+1 as in Lemma 3.11. We are going to apply Theorem 3.6. To this end, denote by M the space H equipped with the weak topology and pick K + := {0}. Then Assumption 3.1 is clearly true. By Lemma 2.4, the implication (3.17) now takes the form
where τ = τ i ∈ R k+1 , the asterisk stands for transposition, and n − (·) is the (negative) index of inertia of the scalar quadratic form. Denoting τ := (τ 1 , . . . , τ k ) ∈ R k , we obviously have τ * B(z) = (A τ + τ k+1 I) z, z , where the operator A τ was introduced in Theorem 1.3 and I is the identity operator on H. Consider the resolution of the identity P (dλ) for the operator A τ . Then the last equality looks like the following [29, pp. 893, 899] :
Here λ − := min{λ : λ ∈ σ(A τ )} and λ + := max{λ : λ ∈ σ(A τ )}.
Let n − [τ * B(·)] = 0. Then (3.31) implies that, on the one hand, λ − +τ k+1 < 0 and,
Here λ − is not an isolated eigenvalue of finite geometrical multiplicity by the assumptions of Theorem 1.3. So µ = ∞ and (3.30) does hold. Thus, the assumptions of Theorem 3.6 are valid. By this theorem, the image B(H) is almost convex. Then Lemma 3.11 completes the proof.
Correctness of the method (I)-(IV).
This section is devoted to the proof of Theorem 2.2. We recall first the following fact [2, 13, 14] . If either inf z∈D F(z) = −∞ or the closure C + of the set (1.20) is convex, then relation (1.12) is true and the method of duality (I)-(IV) is valid.
In the remainder of the section, the assumptions of Theorem 2.2 are assumed to be fulfilled. We shall consider the linear space Y := R × Y and the mapping
The space Y is assumed to be ordered with the convex cone K + := {ξ = (t, y) ∈ Y : t ≥ 0, y ≥ 0}. By (1.3) , we obviously have To prove Theorem 2.2, it suffices to show that the closure of the set (1.20) is convex provided inf z∈D F(z) > −∞. We preface the study of this set with four technical lemmas. Further, the problem (1.1) is assumed to be regular. LEMMA 4.2. For the quadratic form B| m , define the set E *
If inf z∈D F(z) > −∞, then there exists an element τ * = (τ 0 , τ * ) ∈ E * + with τ 0 > 0.
Proof. Suppose to the contrary that E *
. Let ξ ∈ L := {(t, y) ∈ Y : y = 0}. For any τ * ∈ E * + , we have τ * ∈ L * and so τ * ξ = 0. Then, by Lemma 3.3, ξ ∈ K := K + (B| m ), i.e., L ⊂ K. Consider the element z * ∈ Z from (2.1), and choose ǫ > 0 such that |G (z * ) − y| < ǫ ⇒ y < 0. Denote by V the set of all h ∈ M such that
By Assumptions (A) and (B) of Theorem 2.2, the set V ⊂ M is a neighborhood of the origin in the subspace M.
Given ρ ∈ R, we have (ρ, 0) ∈ L ⊂ K + (B| m ) and, by (3.1), (ρ, 0) ∈ B(V ) + . Hence, (ρ, 0) = [B F (h, h), B G (h, h)] + (ρ + , y + ) + (∆ρ, ∆y) for some h ∈ V, ρ + ≥ 0, y + ≥ 0, |∆ρ| < 1, |∆y| < ǫ/4. Letting z := z * + h ∈ Z, we have by (1.3) and (4.2)
and, consequently, G(z) + y
Hence, F(z) ≤ ρ + F (z * ) + 4, where z ∈ D. Thus, f := inf z∈D F(z) ≤ ρ + F (z * ) + 4. By letting ρ → −∞, we get the contradiction to the assumption f > −∞ of the lemma. This proves the lemma by contraposition.
Given Q ⊂ Y * , denote by konQ the minimal cone containing Q. LEMMA 4.3. Let C ⊂ Y * be a convex set such that E * + ⊂ kon C and riC ∩ E * + = ∅ where the set E * + is defined in Lemma 4.2. Assume that, for any τ * ∈ C, τ * ≥ 0, we have
Then this implication remains valid provided τ * ≥ 0 only.
Furthermore, by (3.13), τ 
where the upper limitrophe cone K + (B| m ) is defined in accordance with (3.1). Proof. Assumption 3.1 follows from assumption (B) of Theorem 2.2. Relation (4.4) is merely a part of (3.18). So it suffices to demonstrate only the implication (3.17). Now it takes the form (4.3) and has to be proven for any τ * ∈ Y * , τ * ≥ 0. To this end, we shall apply Lemma 4.3.
Denote C := {τ * = (τ 0 , τ * ) ∈ Y * = R × Y * : τ 0 = 1} and define the set E * + = E * + (B| m ) in accordance with (3.13). Since kon C = {τ * : τ 0 > 0}, we have kon C = {τ * : τ 0 ≥ 0} and, by (3.13), E * + ⊂ kon C. By Lemma 4.2, there exists an element τ * = (τ 0 , τ * ) ∈ E * + with τ 0 > 0. Then τ * := τ −1 0 τ * ∈ E * + due to (3.13) and, obviously, τ * ∈ C where C = riC. Thus, riC ∩ E * + = ∅. Given τ * = (1, τ * ) ∈ C, τ * ≥ 0, the implication (4.3) apparently has the form (2.3) and is thereby true. Then, by Lemma 4.3, the implication (4.3) is valid for all τ * ∈ Y, τ * ≥ 0. To state the next lemma, we recall that the space Y is ordered with the cone
LEMMA 4.5. Let the vectors z 1 , z 2 ∈ Z, δz ∈ M, ξ + , ∆ξ ∈ Y and the reals θ 1 ∈ [0, 1], ǫ > 0 be given. Denote ∆z := z 2 − z 1 and θ 2 := 1 − θ 1 . Assume that
Then the vector
belongs to Z. Furthermore, there exists a vector ∆ ∈ Y such that
Proof. Since Z is an affine subspace and M = Z − Z, we have
In light of (4.1) and (4.8), it is straightforward to compute that
By (4.6)-(4.8) and the inequalities 0 ≤ θ 1 , θ 2 ≤ 1, we get
Calculate B(δz) from (4.5) and put the result into (4.10)
Here
Thus, we have
The third relation in (4.5) and (4.11) imply the second inequality in (4.9). By assumption (A) of Theorem 2.2, the function Φ = [Φ F , Φ G ] is convex on Z, i.e., Φ (θ 1 z 1 + θ 2 z 2 ) ≤ θ 1 Φ (z 1 ) + θ 2 Φ (z 2 ). Recalling that ξ + ≥ 0 by (4.5) and taking into account (4.1), we can continue (4.12) and complete the proof
Now we are ready to study the set (1.20). LEMMA 4.6. Let inf z∈D F(z) > −∞. Define the set C + by (1.20) . Then the closure C + is convex.
Proof. In terms of the mapping G(z) := [F(z), G(z)] ∈ Y := R × Y and the cone K + := {ξ = (t, y) ∈ Y : t ≥ 0, y ≥ 0}, formula (1.20) takes the form C + = G(Z) + K + and implies that C + + K + ⊂ C + , i.e., C + + ξ + ⊂ C + for any ξ + ∈ K + . By passing to the closure, we get C + + ξ + ⊂ C + . In other words,
To prove the lemma, it suffices to demonstrate that
whenever z 1 , z 1 ∈ Z, θ 1 , θ 2 ≥ 0, and θ 1 + θ 2 = 1. Indeed, (4.14) means that θ 1 G (Z) + θ 2 G (Z) ⊂ C + . Then, taking into account (4.13), we have
This immediately implies the inclusion C + ⊃ θ 1 C + + θ 2 C + , where clearly θ 1 C + + θ 2 C + ⊃ θ 1 C + + θ 2 C + . Thus θ 1 C + + θ 2 C + ⊂ C + whenever θ 1 , θ 2 ≥ 0 and θ 1 + θ 2 = 1 that means the convexity of the set C + and proves the lemma.
Turn to demonstration of (4.14). Let z 1 , z 2 ∈ Z, θ 1 , θ 2 ≥ 0, and θ 1 + θ 2 = 1. Denote ∆z := z 2 −z 1 ∈ M, and choose ǫ > 0. Assumptions (A) and (B) of Theorem 2.2 yield that the set By this lemma, the vector (4.8) belongs to Z and relations (4.9) are valid with an appropriate vector ∆ ∈ Y. By (1.20), the first relation in (4.9) means that θ 1 G (z 1 ) + θ 2 G (z 2 ) + ∆ ∈ C + . Taking into account the second relation in (4.9) and letting ǫ → +0, we get (4.14).
Proof of Theorem 2.2. By Lemma 4.1, formula (1.12) and the applicability of the method (I)-(IV) follow from Lemma 4.6.
It remains to prove the second assertion of Theorem 2.2. Namely, we have to show that the Lagrangian function (1.4) is convex on Z and the quadratic form (1.13) is nonnegative on M whenever τ * ≥ 0 and S 0 (τ
Given h ∈ M, we have z := z 0 + h ∈ Z. Then, by (1.3), (1.4), and (1.13),
Let h → 0, h ∈ M. Then b → 0 by assumption (B) of Theorem 2.2 and φ (z 0 + h) → φ (z 0 ) due to assumption (A) of this theorem. Hence
i.e., σ > −∞. It was shown in section 2 that either σ = 0 or σ = −∞. Therefore, σ = 0 and (2.3) implies that B τ * (h) ≥ 0 for all h ∈ M; i.e., the quadratic form (1.13) is nonnegative on M. Then, as it is well known, this form is convex on Z, and so is the function φ(z) by assumption (A) of Theorem 2.2. As a result, the Lagrangian function S (τ * , z) = B τ * (z) + φ(z) is also convex on Z.
5. Method of duality for nonconvex problems of optimal control with inequality constraints. In this section we apply Theorem 2.2 to indicate a number of nonconvex optimal control problems to which the method (I)-(IV) is applicable. It is only for definiteness that we shall confine our remarks to consideration of systems described by ordinary differential equations. Analogous examples can be given for other systems (discrete-time, distributed, and so on).
Consider the following problem of optimal control:
Here x = x(t) is the state and u = u(t) is the control, A(t) and B(t) are matrices of respective sizes l × l and l × m, g i (t, x, u) = x * G i (t)x + 2x * Q i (t)u + u * Γ i (t)u is a quadratic form in x and u, the function φ i (t, x, u) is assumed to be at least convex in x, u, and γ 0 , . . . , γ k are given reals, γ 0 = 0. The matrix-valued functions
* are measurable, so are the functions φ i (·, x, u) for all x, u. Further we shall impose additional assumptions on g i (·) and φ i (·) to ensure the convergence of the integrals in (5.4) 
The problem under consideration is a particular case of the abstract problem (1.1) with the constraints (1. .2) In each of these cases, the admissible domain and the objective function can be nonconvex due to the absence of assumptions on g i (t, x, u) that imply the convexity of the first summand in (5.4). 3), choose a sequence {t n } , t n > 0, t n → ∞, and define the operator T n : H → H to be the right shift
if t ≥ t n and x(t) := 0, u(t) := 0 otherwise. Now the space M := Z − Z is obviously described by relations (5.2) and (5.3) with a = 0. So it is very easy to see that, due to stationarity, Remark. Lemma 5.1 was first proved in [11] . Note also that this lemma readily follows from Proposition 1.1. Indeed, consider the self-adjoint operator A τ * : M → M that corresponds to the form (1.13) B τ * (h) = A τ * h, h , h ∈ M, and denote by λ − the minimal point of its spectrum. Then B − (h) := B τ * (h) − λ − |h| 2 H ≥ 0 for all h ∈ M. Assume that λ − is an eigenvalue of A τ * and consider a corresponding eigenvector h 0 = 0. Then B − (h 0 ) = 0. By (5.7), the form (1.13) is invariant, B τ * (T n h) = B τ * (h), h ∈ M, and so evidently is the norm |T n h| H = |h| H . From this it follows that B − (T n h 0 ) = B − (h 0 ) = 0 where T n h 0 ∈ M and B − (h) ≥ 0 for all h ∈ M. In other words, T n h 0 = arg min h∈ m B − (h). By applying the Fermat necessary conditions, we see that h n := T n h 0 is also an eigenvector A τ * h n = λ − h n . It remains to note that the linear hull of all the shifts h 0 , h 1 , . . . is an infinite-dimensional subspace provided h 0 = 0. Thus, even if λ − is an eigenvalue, its geometrical multiplicity is infinite. So the assumptions of Proposition 1.1 are valid and we prove Lemma 5.1 once more.
In what follows, we shall denote the norm of the space L q by | · | q .
5.2.
Almost-periodic linear-quadratic problem with vanishing convex summands in the objective and constraint functions.
, and Γ i (·) are almost-periodic (more precisely, each of them has an almost-periodic extension on the real line); (2.ii) the functions φ i (t, x, u) are convex in x and u for almost all t and
(2.iii) the system (5.2) is stabilizable. Namely, there exists a bounded continuous m × l matrix function C(t), 0 ≤ t < ∞ such that the solution x(·) of the Cauchy problemẋ
where the constant c is independent of f (·).
Then assertions (A) and (B) are true provided that the problem (5.1)-(5.4) is regular.
Proof. We recall that any collection {p ν (·)} ν∈A of seminorms on a linear space X generates a unique locally convex topology such that a set V ⊂ X is a neighborhood of the origin iff V ⊃ {x ∈ X : p ν1 (x) < ǫ 1 , . . . , p νs (x) < ǫ s } for some ν 1 , . . . , ν s ∈ A, ǫ 1 > 0, . . . , ǫ s > 0, and s = 1, 2, . . .. The convergence x n → x with respect to this topology holds iff p ν (x n − x) → 0 as n → ∞ for all ν ∈ A. Rewrite the problem (5.1)-(5.4) in the form (1.1) just as it was done at the beginning of the section. Denote α(t) := α 0 (t)+· · ·+α k (t), β(t) := β 0 (t)+· · ·+β k (t), and define the seminorm p : H → [0, +∞) as
(5.12)
Equip the space H with the topology η that is generated by the collection of seminorms p(·), {| z, · |} z∈H where ·, · is the inner product in H. It is easy to see that h n η → 0 as n → ∞ h n ⇀ 0 with respect to the weak topology of H and p (h n ) → 0 as n → ∞.
(5.13) The decomposition (1.3) is clearly valid with the summands being defined by (5.5) and (5.6). Due to (5.6), (5.9), and (5.12), the convex functions Φ F (·) and Φ G (·) are bounded above on the η-open set V := {z ∈ H : p(z) < 1}. From this it follows that these functions are η-continuous [3, p. 12] , and so obviously are the operators B F (z, ·) and B G (z, ·) for any z ∈ H. This means that assumptions (A) and (B) of Theorem 2.2 are fulfilled.
To prove (C), it suffices to demonstrate assumption (C.2) of Lemma 2.3. To this end, consider a Lagrange multiplier τ
The corresponding form (1.13) clearly looks as follows: Let h = [x(·), u(·)] ∈ M where M is described by relations (5.2) and (5.3) with a = 0. We have to construct a sequence h n = [x n (·), u n (·)] ∈ M, n = 1, 2, . . . , such that (2.5) is true. Shift the process h to the right h n := [y n (·), v n (·)] , y n (t) := x (t − t n ) , v n (t) := u (t − t n ) if t ≥ t n and y n (t) := 0, v n (t) := 0 otherwise. Then (5.2) implies thaṫ
Consider the solution x(·) = ∆x n (·) of the Cauchy problem (5.10) with f (·) := −f n (·). Denoting ∆u n (·) := C(·)∆x n (·), x n (·) := y n (·) + ∆x n (·), u n (·) := v n (·) + ∆u n (·), we see that, by (5.11),
and also that x n (0) = 0,ẋ n =ẏ n + ∆ẋ n = [
Thus, a sequence {h n } ⊂ M is indicated. Put z := h n in (5.14). Then the first summand in (5.14) looks as follows
Denoting g := sup t∈R |G(t)|, we have by (5.16)
In the light of (5.15), we see that
Thus, a 1 → x(t) * G(t)x(t) dt as n → ∞. Considering the second and the third summands in (5.14) by analogy, we get the equality
which implies the second relation in (2.5). To complete the proof of (2.5), it remains to show that h n η → 0 as n → ∞. Since, in (5.13), the assertion framed follows from (5.8) and (5.16), we have to prove only the convergence p (h n ) → 0 as n → ∞, which evidently follows from (5.12) and the estimations
Here sup t≥tn α(t) → 0 and
Thus, all the assumptions of Theorem 2.2 are fulfilled and, by this theorem, Lemma 5.2 is valid.
In dealing with the previous examples, the point was the use of the right shifts of the process. The subsequent examples will present another technique. It leans upon the following frequency criterion for nonnegativity of an integral quadratic form on the subspace M of all processes satisfying (5.2) and (5.3) with a = 0. LEMMA 5.3 (see [17] ). Let, in (5.2), (5.4), A(t) = A, B(t) = B, G 0 (t) = G 0 , Q 0 (t) = Q 0 , Γ 0 (t) = Γ 0 be constant matrices and φ 0 (t, x, u) = 0, γ 0 = 0. Also let the pair A, B be stabilizable. Denote by C the complex plane, and extend the function g(·) :
where ı is the imaginary unity. Define G 0 by (5.4) , and denote by I the unit l × l-matrix.
Then G 0 ≥ 0 for all processes x(·), u(·) satisfying (5.2) and (5.3) with a = 0 if and only if g(y, v) ≥ 0 for all y ∈ C l , v ∈ C m , and ω ∈ R such that ıωy = Ay + Bv. (5.17) 5.3. Linear-quadratic problem with quadratic constraints. Stationary object and nonstationary quadratic forms.
(3.v) A(t) = A and B(t) = B are constant matrices and the pair (A, B) is stabilizable; 
The corresponding form (1.13) now clearly looks as follows: for some y ∈ C l , v ∈ C m , and ω ∈ R. Here g 0 τ (x, u) is extended on C l × C m as Hermitian form. Using the analogous extension of the form ∆g τ (t, x, u), we make the definition (5.19) of B τ (z) valid for processes [x(·), u(·)] with complex-valued components x(t) ∈ C l , u(t) ∈ C m . Since the pair (A, B) is stabilizable, there exists a real l × m matrix C such that the equationẋ = (A + BC * ) x is stable. Its solution x(t), t ≥ 0 with x(0) = a ∈ C l belongs to L 2 . Denote x(t|a) := x(t) if t ≥ 0 and x(t|a) := 0 otherwise and put u(·|a) := C * x(·|a). Then we havė
Now we are ready to construct a sequence of processes to ensure assumption (C.1) of Lemma 2.3. Namely, choose a sequence {t n } ⊂ (0, ∞), t n → ∞, denote χ n (t) := 1 if 0 ≤ t ≤ t n and χ n (t) := 0 otherwise, and put z n := [x n (·), u n (·)], where
It is easy to see that |x n (·)| + |u n (·)| ∈ L 2 ,ẋ n = Ax n + Bu n for t ≥ 0, t = t n and also that x n (0 + 0) = 0, x n (t n − 0) = x n (t n + 0). The last relation implies that the differential equation is valid for all t ≥ 0. Therefore, separating the real z (1) n and the imaginary z (2) n parts of the process z n = z (1) n + ız (2) n , we evidently have z (1) n , z (2) n ∈ M. (We recall that the subspace M is described by relations (5.2) and (5.3) with a = 0.) By (5.19), B τ (z n ) = B τ (z (1) n ) + B τ (z (2) n ) and, consequently, lim inf , we see that lim inf from (2.4) is negative at least for one of the two sequences {h n } := {z (1) n } , {z (2) n } ⊂ M. To complete the proof of assumption (C.1), it remains to show that z (ν) n ⇀ 0 with respect to the weak topology of L 2 × L 2 or, in other words, that z
Successively letting n → ∞ and then T → ∞, we see that α n → 0 as n → ∞. By analogy, β n → 0 as n → ∞ that completes the proof of assumption (C.1). Thus, all the assumptions of Theorem 2.2 are fulfilled and, by this theorem, Lemma 5.4 is valid.
Remarks. 1. Lemma 5.4 remains valid if assumption (3.ii) is replaced by the following more general one.
Consider the collection Θ = {τ } of all multipliers τ ≥ 0 for which the frequency criterion (5.17) is fulfilled with g := g 0 τ .
Given τ ∈ Θ, we have ∆g τ (t, x, u) ≥ 0 for all x, u and almost all t ≥ 0. Indeed, assumption (3.ii) was used only to demonstrate assumption (C.1) of Lemma 2.3; i.e., it was used to show that τ ≥ 0 and B τ (h) < 0 ⇒ f := lim n→∞ B τ (h n ) < 0 for the sequence {h n } ⊂ M constructed above. It has been actually demonstrated that f < 0 for any τ ∈Θ. So the role of (3.ii) was only to ensure the implication τ ≥ 0 and B τ (h) < 0 ⇒ τ ∈Θ, which is clearly equivalent to the implication τ ∈ Θ ⇒ B τ (h) ≥ 0 (∀h ∈ M) and now is still true. Indeed, if τ ∈ Θ and h ∈ M, then B 0 τ (h) ≥ 0 by Lemma 5.3 and ∆B τ (h) ≥ 0 by (5.19) and (3.ii ′ ). Therefore, B τ (h) ≥ 0. 2. The above considerations show that assumption (3.ii ′ ) can be replaced by the still more general one: given τ ∈ Θ, we have B τ (h) ≥ 0 for all h ∈ M.
3. Shifting the functions (5.22) to the right by s n ≥ 0 and analyzing the above considerations, we see that assumption (3.iv) can be replaced by the following one. for all t ≥ t 0 ; (4.ii) φ i (t, x, u) = 0 (i = 0, . . . , k), the pair (A, B) is stabilizable, and the systeṁ x = A(t)x + B(t)u, 0 ≤ t ≤ t 0 is controllable on any nontrivial subinterval [t 1 , t 2 ] ⊂ 0, t 0 ; i.e., given t 1 , t 2 ∈ 0, t 0 , t 1 < t 2 , and x 1 , x 2 ∈ R l , there is a control u(·), which brings the system starting at time t 1 at x 1 to x 2 at time t 2 .
5
To proceed further, we need some notation. Given a Lagrange multiplier τ = . By the Kalman-Yakubovich-Popov lemma [15, 16, 17, 18] , there exist and are unique the real l × l-matrix P τ = P * τ and the real l × m matrix r τ such that 2x
and the systemẋ = (A + Br * τ ) x is stable. There is known a number of efficient methods to calculate P τ and r τ [15, 16, 17, 18] . Introduce also the matrices
and define l × l matrices X(t) and Ψ(t) as the solution of the Cauchy probleṁ
The last assumption is the following. 
Integrating over the interval t 0 , ∞ results in the inequality
This permits us to establish a below bound of the quantity (5.29) In what follows, the symbol ⇀ will denote the convergence with respect to the weak topology of the space
. LEMMA 5.7. Let assumptions (4.i)-(4.iv) be fulfilled and a multiplier τ ∈ R k be given. Define the mapping B τ : H → R by (5.14) and consider the set Θ from (4.D).
If τ ∈Θ and τ i ≥ 0 for all i = 1, . . . , k, then
where lim inf is with respect to the weak topology.
Proof. By (4.D), either (1) v * Γ τ (t + 0)v < 0 for some t ≥ 0 and v ∈ R m or (2) relations (5.20) are true for some ω ∈ R, y ∈ C l , and v ∈ C m . Consider first the case (1). By (4.ii), there exists an l×m matrix C such that the equationẋ = (A + BC * ) x is stable. Denote by x(·|a) its solution with x(0|a) = a and put u(·|a) := C * x(·|a). Then relations (5.21) are valid. Choose an instant t * such that t * ≥ t 0 and t * ≥ t+2. Given
, and u ǫ (t) := 0 if 0 ≤ t < t or t + 2ǫ ≤ t < t * . Consider the solution x ǫ (·) of the Cauchy problemẋ ǫ (t) = A(t)x ǫ (t) + B(t)u ǫ (t), 0 ≤ t ≤ t * , x ǫ (0) = 0. As is well known, |x ǫ (·)| ∞ ≤ K |u ǫ (·)| 1 and so
Denote a ǫ := x ǫ (t * ) and define x ǫ (t), u ǫ (t) for t ≥ t * as follows: x ǫ (t) := x (t − t * |a ǫ ) , u ǫ (t) := u (t − t * |a ǫ ). It is easy to see that h ǫ := [x ǫ (·), u ǫ (·)] ∈ M. By (5.35), a ǫ → 0 as ǫ → +0 and so, due to (5.21) and (5.35), we have
Taking into account (5.14), we get
Here |δ 1 | ≤ sup t≥0 |G τ (t)| |x ǫ (·)| 2 2 → 0 as ǫ → +0 by (5.36) and also δ 2 → 0, δ 3 → 0 as ǫ → +0 due to analogous reasons. Furthermore,
Thus,
To complete the proof, it remains to show that h ǫ ⇀ 0 as ǫ → +0. For h = [ x(·), u(·)] ∈ H, we have
Here |∆ 1 | ≤ | x(·)| 2 |x ǫ (·)| 2 → 0 as ǫ → +0 due to (5.36). Likewise, ∆ 2 → 0 as ǫ → +0 and
as ǫ → +0. Thus, h ǫ ⇀ 0 as ǫ → +0 where h ǫ ∈ M as it was shown above. Therefore, the quantity f in (5.34) does not exceed the limit lim ǫ→+0 B τ (h ǫ ), which is negative by (5.37). So relation (5.34) is true in case (1). Consider case (2) . It was shown in subsection 5.3 that there exists a sequence
Bu n (t), 0 ≤ t < ∞, x n (0) = 0, and
Shift the functions x n (·) and u n (·) to the right x n (t) := x n t − t 0 , u n (t) := u n t − t 0 if t ≥ t 0 and x n (t) := 0, u n (t) := 0 otherwise. It is obvious that h n := [ x n (·), u n (·)] ∈ M, h n ⇀ 0 as n → ∞ and, by (5.5), B τ ( h n ) = q n . It remains to note that the quantity f in (5.34) does not exceed lim inf n→∞ B τ (h n ) = lim inf n→∞ q n < 0. Proof of Lemma 5.5. The reduction to the abstract problem (1.1) is performed just as it was done at the beginning of the section. Equip the space H with the weak topology. The verification of assumptions (A) and (B) of Theorem 2.2 is performed just as it was done in subsection 5.1. To prove (C), consider a multiplier τ = τ i ∈ R k with τ i ≥ 0. We have to demonstrate relation (2.3), which is equivalent to the implication
So it suffices to show that
For τ ∈ Θ 0 , the conclusion from (5.39) is justified by Lemma 5.6. Let τ ∈ Θ. By (4.iii), Θ 0 = ∅ and we can choose τ 0 ∈ Θ 0 . It easily follows from (4.D) that τ + ǫτ 0 ∈ Θ 0 for any ǫ > 0. So B τ +ǫτ 0 (h) ≥ 0 for all h ∈ M. By letting ǫ → +0, we get the conclusion from (5.39). Thus, (5.39) is true and all the assumptions of Theorem 2.2 are fulfilled. By this theorem, Lemma 5.5 is valid.
5.5.
Counterexample. In the conclusion of the section, we show that, in general, the method (I)-(IV) fails to be applicable to the problem (5.1)-(5.4). The following is the counterexample required
where the real T > 0 is fixed. We shall show that (1) the problem (5.40)-(5.42) is regular and has a solution, but (2) the method (I)-(IV) fails to be applicable to this problem.
To this end, note first that, by (5.41 (Relations (5.41) do not imply any restrictions on y due to controllability of the objecṫ x 1 = x 2 ,ẋ 2 = u.) Consequently, it suffices to prove assertions (1) and (2) with respect to the problem (5.43).
(1) Since g 1 (0, 2) = 0 < 1 and g 2 (0, 2) = −4 < −1, the problem (5.43) is regular. It is straightforward to calculate that f = − 1 2 g 1 g 2 / g 2 + 1 2 g 1 for all y 1 , y 2 . To estimate the infimum of f in (5.43), consider the following chain of apparent implications, which starts with the inequalities g 1 ≤ 1 and g 2 ≤ −1 from (5.43)
Thus, f ≥ −1 for all points y = (y 1 , y 2 ) that satisfy the constraints from (5.43). 
, and assume that the problem
has a solution τ 0 ∈ Θ 0 . (Here a is the initial state from (5.3).) Then there exists and is unique the optimal process in the problem (5.1)-(5.4). This process is generated by the closed-loop controller u = q τ 0 (t) * x, where q τ (t) := r τ (t) for 0 ≤ t ≤ t 0 and q τ (t) := r τ for t > t 0 .
(6.2)
Here r τ is the matrix from (5.24) and r τ (t) := − [Q τ (t) + R τ (t)B(t)] Γ τ (t) −1 . (6.3) Remarks. 1. It readily follows from (5.26) and is also well known that the function R τ (·) is the solution of the matrix Riccati equatioṅ R τ (t) + R τ (t)A(t) + A(t) * R τ (t) + G τ (t) = r τ (t)Γ τ (t)r τ (t) * , R τ t 0 = P τ . (6.4)
Here r τ (t) is supposed to be replaced by the right-hand side of (6.3) and P τ is the matrix from (5.24).
2. In (6.1), the domain Θ 0 ⊂ R k is convex that easily follows from (4.D). It will be shown below that the function b(·) is concave. So the problem (6.1) can be solved by means of the methods of convex programming.
3. Consider the matrices P τ and r τ from (5.24) and put R τ := P τ , r τ (t) := r τ for t ≥ t 0 . Then relations (6.3) and (6.4) remain valid for t ≥ t 0 [16, 17] . This implies that the choice of the time instant t 0 does not affect the coefficient (6.2). 4. It will be shown below that, in the case under consideration, (6.1) is in fact a concretized form of the dual problem (1.7). On the whole, Lemma 6.1 offers the following concretization of the method (I)-(IV).
(1) Form the set Θ 0 in accordance with (4.D). (2) Find a solution τ 0 ∈ Θ 0 of the problem (6.1) where the quantity a * R τ (0)a can be calculated as follows. Given τ ∈ Θ 0 , determine the solution P τ = P * τ and r τ of equations (5.24) such that the systemẋ = (A + Br * τ ) x is stable, 6 and then find the solution R τ (·) of the Cauchy problem (6.4).
(3) Determine r τ (·) by (6.3). The optimal process is generated by (6.2). Proof of Lemma 6.1. Since Θ 0 = ∅ and det X τ (t) = 0 for all τ ∈ Θ 0 , t ∈ 0, t 0 , assumptions (4.iii) and (4.iv) are fulfilled. So, by Lemma 5.5, the method (I)- (IV) is applicable and we can use it. In (1.4), now S(τ, z) = B τ (z) − k i=1 τ i γ i due to (1.3), (1.13), (4.ii), and (5.6). Given τ ∈Θ, τ ≥ 0, we have B τ (h) < 0 for some h ∈ M by Lemma 5.7 and (2.2). So, choosing z ′ ∈ Z, we get inf z∈Z S(τ, z) + We recall that now the subspace Z = {z = [x(·), u(·)]} is described by (5.2) and (5.3). Let τ ∈ Θ 0 and z ∈ Z. Taking into account (5.2) and (6.3), (6.4) , it is straightforward to compute that
for t ≤ t 0 , where x = x(t) and u = u(t). Integrating both this equality and (5.30), we get by (5.29)
where q τ (·) is defined from (6.2). Since Γ τ (t ± 0) > 0 by the definition of the set Θ 0 ∋ τ , we have S 0 (τ ) := inf z∈Z S(τ, z) = b(τ ) where b(τ ) was defined in (6.1). This and (6.6) prove that the multiplier τ 0 from the statement of Lemma 6.1 is a solution for the dual problem (6.5). So we can use τ 0 in the items (III) and (IV) of the method (I)-(IV).
Show that the problem (5.1)-(5.4) has a solution. To this end, consider a minimizing sequence of processes {z n } where G i is defined by (5.4) . By the item (IV), S(τ 0 , z n ) → S 0 (τ 0 ) = a * R τ (0)a − k i=1 τ i γ i as n → ∞. Then, due to (6.7), ∆u n (·) := u n (·) − q τ 0 (t) * x n (·) → 0 as n → ∞ with respect to the L 2 -norm. Put x(·) := x n (·) and u(·) := u n (·) = q τ 0 (·) * x n (·) + ∆u n (·) into (5.2)
x n (t) = [A(t) + B(t)q τ 0 (t) * ]
S(t)
x n (t) + B(t)∆u n (t), 0 ≤ t < ∞, x n (0) = a.
For t ≥ t 0 , the matrices S(t) = S 0 and B(t) = B are constant due to (4.i) and (6.2). We recall also that the equationẋ = S 0 x = (A + Br * Consider an optimal process z 0 = x 0 (·), u 0 (·) in the problem (5.1)-(5.4). In correspondence with the item (III), S(τ 0 , z 0 ) = inf z∈Z S(τ 0 , z) = a * R τ 0 (0)a − k i=1 τ i γ i and so, by (6.7), u 0 (t) = q τ 0 (t) * x 0 (t) for all t ≥ 0. This implies that this process is generated by the controller (6.2) and is thereby unique.
Example. Consider the following problem:
minimize G 0 := +∞ 0 u(t) 2 + σx(t) 2 dt subject to (6.9)ẋ (t) = u(t), 0 ≤ t < ∞, x(0) = a, |x(·)| + |u(·)| ∈ L 2 , (6.10) for n ≤ t < 2n, 0 otherwise, ∆u n,θ (t) := χ n (t − θ), ∆x n,θ (t) := (t − θ)χ n (t − θ) for t ≤ θ + n, (t − θ − 2n)χ n (t − θ) for θ + n < t.
Denote by ⇀ the convergence with respect to the weak topology of H. By analogy with (5.8), we have ∆z n,θ := [∆x n,θ (·), ∆u n,θ (·)] ⇀ 0 as θ → ∞ provided that the real n is fixed. It is clear that z n,θ := z + ∆z n,θ ∈ D ′ and G 1 (z n,θ ) = G 1 (z) + 2n −1 − ν 2n 3
[u(t)∆u n,θ (t) − νx(t)∆x n,θ (t)] dt, δ(n,θ) (6.12) where δ(n, θ) → 0 as θ → ∞ because ∆z n,θ ⇀ 0 as θ → ∞. Choose n − > 0 and n + > 0 such that ∆ (n − ) < 0 and ∆ (n + ) > 0. Then G 1 z n − ,θ < 0 and G 1 z n + ,θ > 0 and evidently satisfies the assumption det X τ (t) = X τ (t) = 0 (∀t ∈ [0, T ]) from Lemma 6.1. By (6.17) , the problem (6.1) takes the form b(τ ) = a 2 ω P τ1 , √ σ + τ 2 − ατ 2 → sup subject to τ 2 ≥ 0, 0 ≤ τ 1 < σν −1 , (6.18)
where P τ = P τ1 is given by (6.16) By this lemma, the optimal process exists, is unique, and is generated by the closed-loop controller (6.2). Putting τ 1 := τ 0 1 into (6.16), we get (6.13). So, for t ≥ T , the coefficient q(·) = q τ 0 (·) from (6.2) takes the form (6.15). Denote λ := √ σ + τ 2 .
The direct calculation shows that dw dτ 2 (τ 2 ) = 1 2λ
where ϕ(λ) is defined by (6.14) . This and (6.21) imply that the quantity λ 0 := σ + τ 0 2 is determined as it was indicated in the statement of the lemma. Putting τ := τ 0 into (6.3), we get r τ 0 (t) = Ψ τ 0 (t)X τ 0 (t) −1 if t ≤ T . So, taking into account (6.17), we get (6.15).
