Abstract-Covariance matching techniques have recently grown in interest due to their good performances for object retrieval, detection and tracking. By mixing color and texture information in a compact representation, it can be applied to various kinds of objects (textured or not, rigid motion or not). Unfortunately, the original version requires heavy computations, and is difficult to execute in real-time. This article presents a review on different versions of the algorithm and the various applications. Then, a comprehensive study is made to reach highest acceleration rates, by comparing different ways to structure the information, using specialized instructions and parallel programming. The execution time is reduced significantly on different multi-core CPU architectures for embedded computing: Panda Board ARM Cortex 9 and an Intel Ultra Low voltage U9300. According to our experiments on Covariance Tracking (CT), it is possible to reach a speed-up of 3.75 on ARM Cortex and 5 on Intel, when compared to the original algorithm.
I. INTRODUCTION
Tracking consists in estimating the evolution in state (e.g., location, size, orientation) of a moving target over time. This process is often subdivided into two other subproblems: detection and matching. Detection deals with the difficulties of generic object recognition i.e., finding instances from a particular object class or semantic category (e.g., humans, faces, vehicles) registered in digital images and videos. On the other hand, matching methods provide the location which maximizes the similarity with the objects previously detected in the sequence. Generic object recognition requires models that cope with the diversity of instances appearances and shapes. This is generally made by learningtechniques and classification. Conversely, matching algorithms analyze particular information and construct discriminative models that allow to disambiguate different instances from the same category and avoid confusions.
The main difficulty of tracking is to trace target trajectories and adapt to changes of appearance, pose, orientation, scale and shape. Since the beginnings of computer vision a diversity of tracking methods have been proposed, some of them construct path and state evolution estimations using a Bayesian framework (e.g., particle filters, hidden Markov models), others measure the perceived optical flow in order to determine object displacements and scale changes (median flow) [6] . Exhaustive appearance-based methods compare a dense set of overlapping candidate locations to detect the one that fits best with some kind of template or model. When a priori information about the target location and its dynamics (e.g., speed and acceleration) is available, the number of comparisons can be reduced enormously by giving preference to the more likely target regions. Other accelerations can be achieved using local searches that are based on gradient-descent algorithms that are able to handle small target displacements and geometrical changes. Among these approaches, feature points tracking techniques are very popular [8] since points can be extracted in most scenes, contrary to lines or other geometric features. Because they represent very local patterns, their motion models can be assumed as rigid and be estimated in a very efficient way. This method, as well as block matching, are raw-pixel methods, since the target is directly represented by its pixels matrix.
In order to deal with non-rigid motion, kernel-based methods such as Mean-Shift (MS) [2] , [4] use a representation based on color or texture distribution.
Covariance tracking (CT) [11] is a very interesting and elegant alternative which offers a compact target representation based on the spatial correlation of different features computed at each pixel in the target bounding box. Very satisfying tracking performances have been observed for diverse kinds of objects (e.g., rigid, non-rigid, textured and untextured) . CT has been studied extensively, and many feature configurations and arrays of covariance descriptors have been proposed to improve target discrimination [7] , [19] , [5] , [9] , [1] and [12] . Smoother trajectories can be obtained by considering target dynamics, therefore they increase tracking accuracy and reduce the search space [16] , [15] . Genetic algorithms [18] can also be used to accelerate the convergence towards the optimal solution of the best candidate position, considering a search in a large image. But, to our knowledge, little work has been done to analyze the computational demands of CT and its portability to embedded systems. The goal of this article is to fill this gap, analyze the algorithm's computational behavior for different algorithm implementations measuring and its demands in embedded systems architectures.
The article is structured as follows: a review about the CT method and how it is computed is provided in Section II, explanations about the CT optimizations proposed to achieve a higher degree of parallelization and vectorization of the algorithm are discussed in Section III. Experiments and details about the algorithm implementation are presented in Section IV and finally our conclusions are given in Section V.
II. COVARIANCE MATRICES AS IMAGE REGION

DESCRIPTORS
Let I represent a luminance (grayscale) or a three dimensional color image and let F be the
where φ is any d-dimensional mapping forming a feature combination for each pixel including features such as spatial coordinates p uv , intensity, color (in any color space), gradients, filter responses, or any possible set of images obtained from I. Now, let {z k } k=1···n be a set of d-dimensional feature vectors inside the rectangular region R ⊂ F of n pixels. Concerning notations, p uv stands for the pixel at u th raw and v th column.
The region R is represented with the d × d covariance matrix
where µ is the mean feature vector computed on the n points.
The covariance matrix is a d×d square matrix which fuses multiple features naturally by measuring their correlations. The diagonal terms represent the variance of each feature, while elements outside this diagonal are the correlations. Thanks to the averaging in the covariance computation, noisy pixels are largely filtered out, which is an interesting advantage when compared to raw-pixel methods. Covariance matrices are more compact than most classical object descriptors. Indeed, due to symmetry, C R has only (d 2 + d)/2 different values whatever the size of the target. It is to some extent robust against scale changes, because all values are normalized by the size of the object, and against rotation when the locations coordinates p u,v are replaced by the distance to the center of the bounding box. The covariance descriptor ceases to be rotationally invariant when orientation information is introduced in the feature vector such as the norm of gradients with respect to x and y directions.
A. Covariance descriptor computation
From (2), the (i, j)-th element of the covariance matrix is
Expanding the means and rearranging the terms we have
The covariance in a given region depends on the sum of each feature dimension z(i) i=1···n , as well as the sum of the multiplication of any pair of features z(i)z(j) i,j=1···n , requiring in total d + d 2 integral images, one for each feature dimension z(i) and one for the multiplication of any pair of feature dimensions z(i)z(j).
where R(11, uv) is the region bounded by the top-left image corner p 11 = (1, 1) and any other point in the image p uv = (x u , y v ). In a geberal way, let R(uv, u v ) be the rectangular region defined by the top-left point p uv and the right-bottom point p u v .
Similarly, the tensor containing the feature product-pair integral images is denoted as
. . .
The covariance of the region bounded by (1, 1) and p uv is
where n is the number of pixels in the R under investigation. Similarly and after some algebraic manipulations, the covariance of the region R(uv, u v ) is
After constructing the integral images the covariance of any rectangular region can be computed in O(d 2 ) time regardless of the size of the region R(uv, u v ). The complete process is represented graphically in Figure 1 .
B. Distance calculation on covariance matrices
Covariance models and instances can be compared and matched using a simple nearest neighbor approach i.e. by finding the covariance descriptors that best resembles a model. The problem is that covariance matrices (SPD matrices in general) do not lie on the Euclidean space and many common and widely known operations in Euclidean spaces are not applicable or require to be adapted (e.g., a SPD matrix multiplied by a negative scalar is no longer a valid SPD matrix). A n × n SPD matrix only has n × (n + 1)/2 different elements, while it is possible to vectorize them and perform element-byelement subtraction, this approach provides very poor results as it fails to analyze the correlations between variables and the patterns stored in them. A solution to this problem is proposed Fig. 1 . Covariance descriptor computation: the image is first decomposed into an array of feature images (feature image tensor) applying the feature map Fuv = φ(I, puv). Then the crossed-products of these features are computed, using these arrays, the tensor integral images A u v (i) and the second order integral images tensor B u v (i, j) are computed.
in [3] where a dissimilarity measure between two covariance matrices is given as
where {λ i (C 1 , C 2 )} i=1,··· ,n are the generalized eigenvalues of C 1 and C 2 computed from
In (11), x i = 0 are the generalized eigenvectors. Distance measure (10) satisfies the metric axioms for SPD matrices C 1 and C 2
C. Covariance descriptor feature spaces
The information considered by the covariance descriptor should be adapted to problem at hand. Covariance descriptors have been used in computer vision for object detection [14] , re-identification [1] , [12] and tracking [11] . The recommended set of features to use depends significantly on the application and the nature of the object: tracking faces is different than tracking pedestrians because faces are somehow more rigid than pedestrians that have more articulations. Color is an important hint for pedestrian or vehicle tracking/re-identification because of their clothes or bodywork color. But color is less significant to re-identify or track faces because the set of colors they exhibit is relatively limited. . Foreground images G resulting from background subtraction methods and its gradients G x and G y . Features g 00 (x, y) to g 74 (x, y) which represent the 2-D Gabor kernel as a product of an elliptical Gaussian and a complex plane wave
2 ) e ikp,qz − e −σ 2 /2 (13) where p and q govern the orientation and scale of the kernels and the wave vector k p,q is defined as (14) where k q = k max /f q and φ p = πp/8.
Some texture analysis and tracking methods use local binary patterns(LBP) in the place of Gabor filters because it is more simple and economical. Values Var LBP , LBP θ0 and LBP θ1 in Table I represent local binary pattern variance (which is a classical property of the LBP operator [10] ) and the angles defined by them as detailed in [13] respectively.
III. COVARIANCE TRACKING ALGORITHM ANALYSIS AND OPTIMIZATIONS
Two strategies can be used to optimize the covariance tracking CT . The first one consists in performing multithreading by parallelizing the most outer loop. That is done with OpenMP. The second one is based on SoA→AoS transformation. We describe only the second one, as the first optimization is straight-forward. A micro-benchmark of CT alone is presented. Then, the impact of the chosen optimization on the whole execution time is studied.
A. SoA→AoS
The goal of SoA→AoS transform (Struct of Arrays to Array of Struct) consists in transforming a set of independent arrays (Structure of Array or SoA) into one array, where each cell is a structure combining the elements of each independent array. The contribution of such a transform is to leverage the cache performance by enforcing spatial and temporal cache locality.
Let us define the following notations:
• h and w the height and with of the image
• n F the number of features,
• n P , the number of products of features, that is n P = n F (n F + 1)/2,
• F a cube (SoA) or matrix (AoS) of features,
• P a cube (SoA) or matrix (AoS) of feature products,
• I F and I P two cubes (or matrices) of integral images (from F or P ),
Application
Feature set φ(I, p) with p = (x, y)
Face tracking and recognition [9] x y |Ix| |Iy| |Ixx| |Iyy| x y I |Ix| |Iy| |Ixx| |Iyy| θ(x, y)
x y I g 00 (x, y) g 01 (x, y) · · · g 74 (x, y)
Pedestrian detection [14] , [17] x y |Ix| |Iy|
Pedestrian tracking [14] , [11] , [1] , [12] and [13] x y R G B |Ix| |Iy| Here we want to optimize the locality of the features (or the product of features) of a given point of coordinates (i, j). In SoA version, we have two cubes F SoA of size n F × h × w and P SoA of size n P × h × w. In AoS we have two matrices F AoS and P AoS of size h × (w · n F ) and h × (w · n P ).
In our case, the SoA→AoS transform consists in swapping the loop nests and changing the addressing computations from a 3D-form like
where n is the structure cardinal (here n F or n P ).
The covariance tracking algorithm is composed of three stages:
1) point-to-point products computation of all features, 2) the integral image computation of features, 3) the integral image computation of products.
The product of features and its transformation are described in algorithms 1 and 2. Thanks to commutativity of the multiplication, only half of the products have to be computed (the loop on k 2 starts at k 1 , line 3). As the two last stages are similar, we only present a generic version of integral image computation (Algo. 3) and its transformation (Algo. 4).
Once this transform is done, one can also apply SIMD to the different parts of the algorithm. For the product part, the two internal loops on k 1 and k 2 are fully unrolled in Algorithm 2: Optimization of CT -product of features,AoS version In that case, the 7th vector is 100% filled, but it will become sub-optimal if n P is not divisible by the cardinal of the vector (4 with SSE, 8 with AVX, 4 with Neon). Some permutations can be achieved using only one instruction, the other need a maximum of two instructions. Because some permutations can be re-used to perform other permutations, it is possible to achieve a factorization over all the required permutations. For example with n F = 7, fifteen shuffles are required.
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