An efficient direct parallel elliptic solver based on the spectral element discretization is developed. The direct solver is based on a matrix decomposition approach which reduces multi-dimensional separable problems to a sequence of onedimensional problems that can be efficiently handled by a static condensation process. Thanks to the spectral accuracy and the localized nature of a spectral element discretization, this elliptic solver is spectrally accurate and can be efficiently parallelized, and it can serve as an essential building block for large scale high-performance solvers in computational fluid dynamics and computational materials science.
Introduction
In recent years, spectral and spectral-element methods have enjoyed an increased popularity among computational scientists who value accurate and reliable numerical approximations. In particular, the spectralelement method (cf. [15] ), which combines the advantages of the high accuracy of the spectral method and the geometric flexibility of the finite-element method, has been used successfully in many large scale computations for real life applications (see, for instance, [8, 12] and the references therein).
For obvious reasons, well-developed spectral-element codes such as NEK5000 (cf. [23] ) and NEKTAR (cf. [11] ) do not really take advantage of the situations where the domains are simple separable domains, and use in general a suitable iterative procedure to solve the underlying linear systems. However, there are many emerging applications which are set on simple domains but require integrating PDEs with very large numbers of degree of freedoms for a very long time interval. In these situations, it is desirable to have an accurate, fast and direct parallel solver. The goal of this paper is to develop such an elliptic solver based on a spectralelement discretization. We recall that such elliptic solvers based on a (one-element) spectral discretization are well developed (cf., for instance, [3, 10, 18, 19, 25] ), but they are not particularly tuned for parallel computations due to the global nature of the (one-element) spectral method. On the other hand, many applications have some localized features, such as layered materials, thin interfaces, that can be better treated by a spectral-element discretization.
In practice, a spectral-element discretization is often combined with a domain decomposition approach (cf. [7] ). In particular, the technique of static condensation (also known as sub-structuring) is often used to decouple the interior unknowns from the interface ones, making direct solvers affordable in one-and two-space dimensions (see, for instance, [5, 15] ). Nevertheless, for three-dimensional problems, the size of the interface unknowns become prohibitively large to allow a direct method so an iterative technique become necessary (see, e.g., [17, 22] ). Although optimal preconditioners are available for finite element discretizations, only sub-optimal (with respect to the polynomial degree used in each element) preconditioners are available for a spectral-element discretization (cf. [1, 16, 22] ), making the spectral element solvers (particularly when highorder polynomials are used) considerably more expensive than finite element solvers in three-space dimension. This is one of the reasons why usually relatively low degrees of polynomials ($12) are used in a spectral-element discretization.
We develop in this paper a direct, parallel spectral-element solver for separable elliptic problems. The solver is based on a matrix decomposition approach [6, 13, 25] which reduces multi-dimensional problems to a sequence of one-dimensional problems that can be efficiently handled by a static condensation process. The advantages of this solver include: (i) it is a direct solver for both two and three dimensions with a competitive computational complexity; (ii) it can be efficiently parallelized thanks to the localized nature of the spectralelement discretization; and (iii) it allows for larger time step for time-dependent problems since the collocation points are not as close together as in the global spectral methods.
The paper is organized as follows. In Section 2, we describe the algorithm and its extension to multi-dimensional problems. The parallel implementation is discussed in Section 3. In Section 4, we illustrate the efficiency of the algorithm with several numerical examples. Finally, some concluding remarks are given in Section 5.
Description of the algorithm
To simplify the notation, we consider the Poisson-type equation with homogeneous Dirichlet boundary conditions
where a is a non-negative constant and X is a two-or three-dimensional separable domain. For the purpose of illustration, we shall describe in some detail the solution procedures for two particular cases: (i) X being a 3-D rectangular box, i.e.
and (ii) X being the region between two concentric cylinders, i.e.
X ¼ fðr; h; zÞ : r À < r < r þ ; 0 6 h < 2p; z À < z < z þ g: ð2:3Þ
Extensions to other separable elliptic equations with more general and/or non-homogeneous boundary conditions are quite straightforward and will be discussed along the way. As the finite element methods, the spectral-element method for (2.1) is based on a variational formulation. Let us denote V ¼ H and (AE, AE) represents the inner-product in L 2 (X).
Our basic strategy is to use the matrix diagonalization method (cf. [13] ), which is a discrete version of separation of variables, to reduce the multi-dimensional problem to a sequence of one-dimensional problems. Hence, we shall start with the one-dimensional case.
One-dimensional case
Let X = (x À , x + ) and D K be a partition of (x À , x + ) with K elements:
and set X k ¼ ðx kÀ1 ; x k Þ; k ¼ 1; . . . ; K. We now describe the spectral-element method (see, for instance, Chapter 22 in [5] for a similar description). We define the spectral-element space
where P N is the space of polynomials of degree less than or equal to N. Then the spectral-element method for (2.4) in the one-dimensional case is to find u
ð2:6Þ
. . . ; N À 1g be a set of basis functions (to be specified later) for
. . . ; K À 1g be the piecewise linear hat functions based on the grid fx k ; k ¼ 0; . . . ; Kg. Then
ð2:7Þ
Let us denote by A k , B k (k = 1,. . ., K) and C the matrices with the elements
and set
Writing u K N as an expansion in the basis functions, i.e.
and denoting
where the inner-products Fð/ k i Þ and Fðw k Þ are computed with Gauss-Lobatto rule or other numerical integration. Then (2.6) is reduced to the linear system 
B is the Schur complement, and
Note that B k i;j is nonzero only when j = k À 1 and j = k. Hence e B can be computed in OðNKÞ operations. Note that both C and e C are symmetric tridiagonal so u 2 can be solved in OðKÞ operations, and then, u 1 can be computed as
We summarize below the steps and operation counts for solving (2.6), assuming that the input is the vectors f 1 , f 2 , and the output is the vectors u 1 , u 2 .
Step Operation count
Basis functions
We now introduce the basis functions f/
Let us consider first the 1D equation reduced from (2.1):
ð2:10Þ
Introducing the local coordinatẽ
which transforms the physical domain X k to the reference domain (À1, 1). Following [18] we define
where L i is the Legendre polynomial of degree i. Then, the elements of A k are
where
Thanks to the orthogonality of the Legendre polynomials, one finds that A k is symmetric with three nonzero diagonals [18] .
Next we consider the following 1D equation which, as we shall we later, appears after applying the matrix diagonalization method to the problem (2.1) in the domain (2.3):
Here c is a non-negative integer. Treating the variable r in the same way as we treat x, the spectral-element approximation to (2. 
ð2:14Þ
. Therefore, the elements of A k are
where h k ¼ r k À r kÀ1 . Then, it can be easily verified that A k is symmetric with 11 nonzero diagonals.
Some immediate extensions
Equations with variable coefficients. It is clear that we can replace Eq. (2.10) by the more general equation:
where b(x) > 0 and a(x) P 0 could be piecewise continuous. The only difference is that in case a(x) and b(x) are not constants or piecewise constants, the matrices A k should be computed with a discrete inner product based on the local Gauss-Lobatto quadrature and A k will be in general full. By the same token, Eq. (2.13) can also be replaced by the more general equation:
More general boundary conditions. First of all, non-homogeneous boundary conditions can be easily treated by subtracting a suitable simple function satisfying the non-homogeneous boundary condition from the solution, so we shall only deal with homogeneous boundary conditions in this paper. Consider for instance the following general boundary conditions for (2.10) or (2.13):
Although in general such boundary conditions are usually handled weakly, as showed in [20] , it is, however, beneficial and possible to treat them strongly in a spectral approximation to achieve sparsity for the stiffness and mass matrices. It is clear that one only needs to change the basis functions supported in the two elements which include a boundary point. For example, the basis function / 
It is shown in [20] that one can uniquely determine a i and 1 is the local variable defined in (2.11)) satisfies (2.18).
Multi-dimensional case
For the sake of simplicity, we shall start with solving (2.1) in the rectangle X ¼ X x Â X y ¼ ðx À ; x þ ÞÂ ðy À ; y þ Þ. The three-dimensional cases (2.2) and (2.3) will be treated afterwards. Eq. (2.1) now reads
ð2:19Þ
We now describe the spectral-element approximation for (2.19) . Given a rectangular grid on X with nodes fðx i ; y j Þ : 0 6 i 6 K x ; 0 6 j 6 K y g, we set
20Þ be, respectively, the set of one-dimensional basis functions in the x-and y-direction (described previously for (2.10)). Let us define A x and B x , matrices of size M x , and A y and B y , matrices of size M y , with elements 
Matrix diagonalization method
We shall use the matrix diagonalization method (cf. [13] ) to solve the linear system (2.23). Recall that A and B are symmetric matrices so there exists a diagonal matrix K and an orthonormal matrix E which solve the generalized eigenvalue problem
It follows that
Then the linear system (2.23) becomes
25Þ
Let V and G be M x · M y matrices formed by reshaping the vectors v and g. Then the linear system (2.25) is equivalent to the linear systems
where v j and g j are the columns of V and G. Note that (2.26) corresponds to the linear system resulted from the spectral-element approximation of the one-dimensional equation
We summarize below the steps and operation counts to solve the linear system (2.23).
Step
Note that we can choose to diagonalize in the direction with fewer points so that the cost of solving above becomes of order OðM x M y minðM x ; M y ÞÞ.
Finally, the complete procedure for solving (2.21) from the input function f at the collocation points to the approximation u M at the collocation points also involve, in addition to the solution of (2.23), the computation of f and the evaluation of u M at the collocation points from the coefficients u ij . These two procedures, which are essentially the transformation between the physical values at collocation points and vice versa, involve basically two matrix multiplications which can be performed efficiently in parallel thanks to the localized structure. Note also that after including the costs of these two matrix multiplications, the cost of the whole solver (excluding preprocessing) is still of the order estimated above.
When comparing to the domain decomposition method usually used with spectral-element discretization, the new approach results in 1D problems of much smaller size. The size of the Schur complement in the domain decomposition method is of order OðK x K y ðN x þ N y ÞÞ, while the new approach results in OðminðM x ; M y ÞÞ decoupled tridiagonal systems each of size OðmaxðM x ; M y ÞÞ.
Three-dimensional rectangular box
The 3D Helmholtz equation
in a rectangular box can be handled similarly. In this case the Galerkin method reduces to the linear system
where the A-matrices and B-matrices are, respectively, the mass and stiffness matrices in the corresponding directions (see (2.22) ). Assume K and E solve the generalized eigenvalue problem
Hence the linear system (2.27) reduces to a set of decoupled linear system of the form
which corresponds to the 2D Helmholtz equations
Cylindrical case
Consider now the domain between two concentric cylinders described in (2.3). Writing Eq. (2.1) in the cylindrical-polar coordinates and applying a Fourier transform to (2.1) in the h direction, we find that each Fourier coefficient of the solution will satisfy the following two dimensional equation (see, for instance, [21] for more details):
where c is a non-negative constant related to the Fourier mode. Then, the variational formulation for (2.28) is still (2.4) with Then the Galerkin method reduces to the linear system
which is ready to be solved by the matrix diagonalization method. Here, one can choose to diagonalize in either the r-or z-direction. Diagonalizing in the r-direction results in linear systems correspond to 1D equations of the form
Since the constant c present in the matrix B r is related to the Fourier mode, solving the full 3D problem will involve solving an eigenvlaue problem for each Fourier mode. On the other hand, diagonalizing in the z-direction results in linear systems correspond to one-dimensional equations of the form
In this case the same eigen-pair can be used for all Fourier modes.
Parallel implementation
Consider first the 1D case. We use K processors (P 1 to P K ) to solve the 1D problem (2.1), where processor k works on the interval X k . In other words, processor k has f j X k on input, and computes fu 
and let A k , F k be defined as in (2.5) with the inner-product (AE, AE) replaced by (AE, AE) k . The quantities that processor k can compute with information on hand are
The relationships between these quantities and the entries of C and f 2 are
the entries of e C and g 2 are hencẽ
Note that the superscripts on the right-hand sides also denote the precessor in which the value is stored. Hence the coefficients and right-and side of the equatioñ
are stored partly ðc kÀ1;k ;c In the multi-dimensional case, assume that the processors are mapped onto a Cartesian grid. We can solve the eigenvalue problem (2.24) and perform the matrix-matrix multiplications in parallel easily with, for example, the ScaLAPACK [4] . If one of the dimensions is periodic, the Fourier transform can be performed in parallel through a parallel matrix transposition. Hence the main issue is to solve the tridiagonal systems (corresponds to the 1D problems resulted from matrix diagonalization, see (2.26)) in parallel.
Solving the tridiagonal systems
A standard algorithm to solve the tridiagonal system is to perform reduction in a top-down fashion (forward sweep) followed by a backward substitution in a bottom-up fashion (backward sweep). However, a parallel code using the above algorithm would require 2K À 2 (K being the number of processors) parallel communications and can be very slow on clusters. While there are parallel tridiagonal solvers that only require Oðlog 2 KÞ parallel communications, they are not directly applicable to our case, since the processors do not store full equations on input. In the following, we develop algorithms specially designed for our situation.
For the sake of simplicity (in describing the algorithms), we add two more equations (0 and K) to the tridiagonal system, so that there are K + 1 equations to solve and processor k has some information of equations k À 1 and k. We discuss here two methods to solve the tridiagonal systems in parallel. For simplicity, we only illustrate the case with only one system, i.e. the 1D case. The multi-dimensional case can be easily handled by extending the messages in communications to M times longer. We also assume that K is an integral power of 2.
We describe the two methods below. The first one is suitable in case the communication between processors is bidirectional, while the second one is preferable if the communication between processors is multi-port bidirectional.
The first method uses a recursive algorithm as follows:
1. For k odd, P K sends its part of equation k (i.e.,c kÀ1;k ;c
3. The odd-numbered processors altogether now contains the whole system of even-numbered equations. The problem is now reduced to one with half size. The recursion ends when processors 1 and K/2 + 1 altogether contains the whole system involving u Assume that the communication is bidirectional. Let t s be the start-up time for a communication and t w be the time for a message of unit length to be sent over the network. Then the parallel run time for the above algorithm is
Solve the above recursive relation with 
The second method is the same as the first one up to step 3. The modification is as follows. Note that after step 3, except for P 1 and P K=2 þ 1, all processors contain an equation involving three unknowns. Thus these processors only need two solved unknowns to solve for another unknown. This cuts the message size to two (instead of four when sending the full equation, see step 4 of the first method). The algorithm is quite complicated and is best described by the flow of communication, which is shown in Fig. 2 in the case K = 8. Note that in the lower part of the figure, the numbers above an arrow is the indices of the solved unknowns being sent instead of the size of the message. Note that in the second-last step, the processors P 3 and P 7 send solved unknowns to two other processors. Hence the methods work best when the communication is multi-port.
Assume that the communication is multi-port and bidirectional. Then the parallel run time of this algorithm for K > 2 is
Numerical results
We now present several examples which illustrate some of the advantages of this algorithm. All numerical experiments are performed on the IBM-SP2 cluster in Purdue University. The cluster contains 320-375 MHz POWER3-II processors. All codes are written in Fortran77 with MPI. 1:5; 1 < x < 2; 2:0; 2 < x < 3; 2:5; 3 < x < 4;
is a piecewise constant function. It is clear that a direct spectral approximation will lead to an inaccurate result with large oscillations around the discontinuities of a(x). This difficulty can be easily overcome by using a spectral-element method such that the coefficients are smooth within each element, for it has been shown (cf., for instance, [2] ) that the convergence rate of the spectral-element method is affected by the ''local smoothness'' of the coefficients a(x), not the ''global smoothness''. Here, we implemented a spectral-element method with four equally spaced intervals in the x-direction and one single interval in the y-direction. In Table  1 , we list the ' 2 -errors of the spectral-element approximation with different resolutions. The ''exact'' solution is computed with a high resolution N x = N y = 256. It is clear that the convergence rate of the approximate solution is not affected by the discontinuities of a(x), it is, however, limited by the corner singularity.
Example 2. To illustrate the efficiency of the parallel implementation, the 3D Helmholtz equation in a rectangular box is solved using different number of processors. In the parallel run, the number of processors used is equal to the number of elements K in the x-direction. We fix N y = N z = 48 while N x is chosen such that the total degree of freedom is constant. The serial and parallel runtimes (excluding preprocessing time) for different number of processors are shown in Table 2 . We observe from the table that the parallel efficiency is essentially 75% or above for all cases.
Example 3. To further investigate the parallel efficiency, we solve the axi-symmetric Helmholtz equation in a cylinder (2.28) by subdividing the domain into a 2D grid and using one processor on each subdomain. For each subdomain, we fix N r = N z = 64 and report in Table 3 the serial and parallel runtimes (excluding time to solve the eigenvalue problem (2.24)) for different number of processors. We observe again from the table that high parallel efficiency (>80%) is achieved for all cases. The preprocessing time on a serial processor is also reported and is roughly the same as the serial runtime for the solver. Note that the computational complexities for the solver and the preprocessing are OðK Example 4. The goal of this last example is to validate this spectral-element solver in a complex computational situation and set the stage for future large scale parallel computations.
We consider the retraction of a cylindrical filament of radius R = 0.25 and height H = 5.5 placed at the axis of a cylinder of radius R = 1 and height H = 6 filled with another ambient fluid, where the two fluids are incompressible and have the same density and viscosity, we refer to [14] for more detail on the background of this problem. Using the phase-field model, the system governing the mixture of the two fluids can be written as where / is the phase function (/ = 1 inside the filament and / = À1 in the ambient fluid), k is the ratio between the kinetic energy and the elastic energy, c is the elastic relaxation time, n(t) is the Lagrange multiplier corresponding to the constant volume constraint in the last equation, and
with g the thickness of the transition layer. We refer to [24] for a detailed discussion of this model and its numerical method. It is shown in [24] that using a combination of a consistent splitting scheme [9] and a stabilized semi-implicit discretization for the phase equation, one only needs to solve a sequence of Poisson-type equations at each time step. While a spectral-Galerkin method was used in [24] , we implemented the spectralelement algorithm for the same problem. The computation is carried out with 6 equally spaced elements in the z-direction and 1 element in the r-direction. The resolution used is N x = N y = 64. Fig. 3 shows the contours of the phase function / with values À0.5 and 0.5 at different times. These results are in good agreement with those reported in [24] . 
Concluding remarks
We presented an efficient, direct, and highly parallel spectral-element algorithm for elliptic equations in separable domains. The solver is particular suitable for domains with large aspect ratio and for problems with layer structures/discontinuous coefficients. Ample numerical experiments indicates that our algorithm achieves very high parallel efficiency (P75%) for all tested cases which use up to 256 (the largest number of nodes that we have access to) processors. It is expected that this parallel solver can be used as an essential building block for large-scale computations with implicit or semi-implicit schemes on massively parallel computers.
