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Abstract
Several inverse eigenvalue problems for tridiagonal matrices are discussed. In particular, it
is shown that for every set S of n complex numbers which is symmetric with respect to the real
axis, there exists a symmetric in modulus tridiagonal n× n matrix A which has a nonnegative
super diagonal, a nonpositive subdiagonal, all diagonal elements zero except for a11 which is
nonnegative and ann which is nonpositive, and with spectrum S.
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1. Introduction
The inverse eigenvalue problem for Jacobi matrices, that is, symmetric tridiagonal
matrices with positive super and subdiagonals, was first studied in [5]. It was shown
there that such an n× n matrix is uniquely determined by its spectrum S and the
spectrum S1 of its n− 1th leading principal submatrix. The existence problem, that
is, characterization of sets S and S1 for which such a Jacobi matrix exists, was not
studied in [5]. It was known that the S and S1 must be strictly interlacing sets of
real numbers. Indeed, it was shown in [4] that for every two strictly interlacing sets
a corresponding Jacobi matrix exists. The constructive proof provided in [4] serves
also as an alternative simple proof for the uniqueness statement.
In this note we further study this problem. In Section 2 we show that if the sets S
and S1 are symmetric with respect to 0 then the corresponding Jacobi matrix A has a
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zero main diagonal. As a consequence we show that for a symmetric set S of distinct
numbers on the imaginary axis there exists a real skew-symmetric tridiagonal matrix
A with a positive super diagonal, a negative subdiagonal, and with spectrum S.
The results of Section 2 are applied in Section 3. Using a result of [6] that for every
given set S of complex numbers in the open right halfplane which is symmetric with
respect to the real axis, there exists a Schwarz matrix with spectrum S, we show that
for a set S of complex numbers which is symmetric with respect to the real axis,
there exists a symmetric in module tridiagonal matrix A which has a nonnegative
super diagonal, a nonpositive subdiagonal, all diagonal elements zero except for a11
which is nonnegative and ann which is nonpositive, and with spectrum S.
Our study was inspired by a problem posed by Pauline van den Driessche in the
workshop on Nichtnegative Matrizen, M-Matrizen und deren Verallgemeinerungen,
held in Oberwolfach in November 26–December 2, 2000. There it was asked if for
any given set S of complex numbers such that S = S¯ there exists a tridiagonal matrix
A with a11 > 0, ann < 0 and ai,i+1 > 0, ai+1,i < 0, i = 1, . . . , n− 1, having S as
its spectrum. For a discussion of this problem and its solution for n  7 we refer
to [1].
Our result described above shows that at least a slightly weaker assertion holds.
Clearly, it follows from our results by continuity arguments that we can get as
close as we wish to any spectrum S with a matrix of this type. More comments
on the connection between these two problems can be found in the conclusion of this
note.
2. Symmetric and skew-symmetric tridiagonal matrices
Notation 2.1. For a square matrix A we denote by σ(A) the spectrum of A.
Notation 2.2. Let A be an n× n matrix, and let k be a positive integer, 1  k  n.
We denote by A〈k〉 the kth leading principal submatrix of A.
The following theorem was proven in [4].
Theorem 2.3. Let {µ1, . . . , µn} and {ν1, . . . , νn−1} be sets of real numbers satisfy-
ing
µ1 < ν1 < µ2 < ν2 < · · · < µn−1 < νn−1 < µn.
Then there exists a unique symmetric tridiagonal n× n matrix A with positive super
and subdiagonals, and such that σ(A) = {µ1, . . . , µn} and σ(A〈n− 1〉) =
{ν1, . . . , νn−1}.
Definition 2.4. A set S = {µ1, . . . , µn} of complex numbers is said to be symmetric
if S = {−µ1, . . . ,−µn}.
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We now show that in case of symmetric sets, the unique matrix whose existence
is asserted in Theorem 2.3 has a zero main diagonal.
Theorem 2.5. Let n  2. Let S1 = {µ1, . . . , µn} and S2 = {ν1, . . . , νn−1} be sym-
metric sets of real numbers such that
µ1 < ν1 < µ2 < ν2 < · · · < µn−1 < νn−1 < µn. (2.1)
Then the unique symmetric tridiagonal n× nmatrixAwith positive super and subdi-
agonals and such that σ(A) = S1 and σ(A〈n− 1〉) = S2 has a zero main diagonal.
Proof. The theorem is proven by induction on n. For n = 2 we necessarily have
ν1 = 0 and the matrix A is[
0 µ2
µ2 0
]
.
Assume that our assumption holds for n < m and let n = m. Let A be the unique
symmetric tridiagonal n× n matrix with positive super and subdiagonals and such
that σ(A) = S1 and σ(A〈n− 1〉) = S2. We have ann =∑nk=1 µk −∑n−1k=1 νk . Since∑n
k=1 µk =
∑n−1
k=1 νk = 0, it follows that
ann = 0. (2.2)
Denote by pk(λ) the characteristic polynomial of A〈k〉, k = 1, . . . , n. We have
pn(λ) = λpn−1(λ)− (an−1,n)2pn−2(λ). (2.3)
Since the sets S1 and S2 of roots of pn(λ) and pn−1(λ) respectively are symmetric,
it follows that pn(−λ) = (−1)npn(λ) and pn−1(−λ) = (−1)n−1pn−1(λ). By (2.3)
it now follows that pn−2(−λ) = (−1)n−2pn−2(λ), implying that the set S3 of eigen-
values of A〈n− 2〉 is symmetric. By the inductive assumption, the matrix A〈n− 1〉,
which is the unique symmetric tridiagonal (n− 1)× (n− 1) matrix with positive
super and subdiagonals and such that σ(A〈n− 1〉) = S2 and σ(A〈n− 2〉) = S3, has
a zero main diagonal. In view of (2.2), our assertion is now proven. 
Let {µ1, . . . , µn} be a symmetric set of distinct real numbers. Since for n  2
there exists a unique symmetric set {ν1, . . . , νn−1} satisfying (2.1), while for n  3
there exist infinitely many such sets, we immediately obtain the following corollary
of Theorem 2.5.
Corollary 2.6. Let S be a symmetric set of distinct real numbers. Then there exists
a symmetric tridiagonal n× n matrix A with positive super and subdiagonals, zero
main diagonal, and such that σ(A) = S. Furthermore, while for n  2 there exists
a unique such matrix A, for n  3 there exist infinitely many such matrices.
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In the case of nondistinct numbers we have the following.
Corollary 2.7. Let S be a symmetric set of real numbers. Then there exists a sym-
metric tridiagonal n× n matrix A with nonnegative super and subdiagonals, zero
main diagonal, and such that σ(A) = S. Furthermore, if S contains at most two
distinct elements then there exists a unique such matrix A, while if S contains at
least three distinct elements there exist infinitely many such matrices.
Proof. We split the set S into symmetric sets of distinct real numbers. We apply
Corollary 2.6 to each of these sets and then take the direct sum of the resulting
matrices. We remark that in case of multiple eigenvalues we cannot avoid zero entries
on the super and subdiagonals. Namely, as S is symmetric, geometric and algebraic
multiplicities are equal, and nonzero super and subdiagonals imply that the geometric
multiplicity of every eigenvalue is 1. Consequently, if there are multiple eigenvalues
then the matrix is necessarily s direct sum of matrices with distinct eigenvalues. Con-
cerning the number of solutions, clearly if S contains at most two distinct elements
then there is a unique way to split S into symmetric sets of distinct real numbers, and
each set in the split consists of two elements. By Corollary 2.6 there thus exists a
unique solution. If S contains at least three distinct elements then we can find a split
in which one of the sets contains at least three distinct elements, and by Corollary
2.6 there exist infinitely many matrices solving our problem. 
We use Corollaries 2.6 and 2.7 to obtain similar results for symmetric sets of
numbers on the imaginary axis.
Corollary 2.8. Let {µ1, . . . , µn} be a symmetric set of distinct numbers on the
imaginary axis. Then there exists a skew-symmetric tridiagonal n× n matrix A with
positive super diagonal, negative subdiagonal, and such that σ(A) = {µ1, . . . , µn}.
Furthermore, while for n  2 there exists a unique such matrix A, for n  3 there
exist infinitely many such matrices.
Proof. The set {iµ1, . . . , iµn} is a symmetric set of distinct real numbers. By
Corollary 2.6 let A be a symmetric tridiagonal n× n matrix with positive super
and subdiagonals, zero main diagonal, and such that σ(A) = {iµ1, . . . , iµn}. Note
that σ(iA) = {µ1, . . . , µn}. Let D be the diagonal n× n matrix defined by dkk =
(−i)k−1, k = 1, . . . , n, that is, D = diag(1,−i,−1, i, 1, . . . , (−i)n−1). The diag-
onal similarity D−1iAD produces a skew-symmetric matrix that meets our require-
ments. 
Corollary 2.9. Let S be a symmetric set of numbers on the imaginary axis. Then
there exists a skew-symmetric tridiagonal n× n matrix A with nonnegative super
diagonal, nonpositive subdiagonal, and such that σ(A) = S. Furthermore, if S con-
tains at most two distinct elements then there exists a unique such matrix A, while if
S contains at least three distinct elements there exist infinitely many such matrices.
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Proof. The claim follows from Corollary 2.8 in exactly the same way Corollary 2.7
follows from Corollary 2.6. 
3. Schwarz matrices
Definition 3.1. A Schwarz matrix is a real tridiagonal n× n matrix of the form
W = W(w1, . . . , wn) =


0 wn 0 · · · · · · · · · 0
−1 0 wn−1 . . .
...
0 −1 0 . . . . . . ...
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
. w3 0
...
.
.
.
.
.
. 0 w2
0 · · · · · · · · · 0 −1 w1


,
(3.1)
see [2] or [6].
Remark 3.2. Let W be the Schwarz matrix given by (3.1) and let P be the permu-
tation matrix defined by
pij =
{
1, j = n+ 1 − i,
0, otherwise.
Then (P TWP)T is the tridiagonal matrix
W = W(w1, . . . , wn) =


w1 w2 0 · · · · · · · · · 0
−1 0 w3 . . .
...
0 −1 0 . . . . . . ...
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
. wn−1 0
...
.
.
.
.
.
. 0 wn
0 · · · · · · · · · 0 −1 0


.
(3.2)
Therefore, we refer to the form (3.2) as well as a Schwarz matrix.
In view of Definition 3.1 and Remark 3.2 we refer to tridiagonal matrices A which
have a nonnegative super diagonal, a nonpositive subdiagonal, all diagonal elements
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zero except for a11 which is nonnegative and ann which is nonpositive, as close-to-
Schwarz matrices.
Definition 3.3. A square matrix is said to be symmetric in modulus if the matrix
whose elements are the absolute values of the corresponding elements of A is sym-
metric.
Remark 3.4. Let W be the Schwarz matrix given by (3.1) and assume that wi > 0,
i = 2, . . . , n. We define a positive diagonal matrix D by d11 = 1 and dkk =√∏n
i=n−k+2 wi , k = 2, . . . , n. It is easy to check that the diagonal similarityDWD−1
yields a matrix which is symmetric in module, which has a positive super diagonal
and a negative subdiagonal, and with the same main diagonal as W . A similar remark
holds for matrices of form (3.2).
The following theorem is proven in [6].
Theorem 3.5. Let W be the Schwarz matrix given by (3.1). If wi /= 0, i = 1, . . . , n,
then the number of positive entries in the sequence
w1, w1w2, w1w2w3, . . . , w1 · · ·wn
is equal to the number of eigenvalues of W in the open right halfplane.
An easy consequence of Theorem 3.5 is the following.
Proposition 3.6. Let W be the Schwarz matrix given by (3.1). The following are
equivalent:
(i) All wi > 0, i = 1, . . . , n.
(ii) All eigenvalues of W have positive real parts.
Proof. (i)⇒ (ii) follows immediately from Theorem 3.5.
(ii)⇒ (i). Observe that we have wi /= 0, i = 1, . . . , n, since otherwise W has
eigenvalues which are also eigenvalues of a leading principal submatrix of W . These
eigenvalues sum up to 0, which contradicts the fact that all eigenvalues of W have
positive real parts. Also, it follows from (ii) that w1 > 0. Our assertion now follows
from Theorem 3.5. 
It was shown in [6] that every real matrix A is similar to a Schwarz matrix
provided that A is nonderogatory and that the Routh scheme for the characteris-
tic polynomial p(λ) = det(λI − A) has a nonvanishing first column (see, e.g., [3,
vol. II, p. 177]). Several other methods to achieve this similarity transformation,
but which seem to be equivalent to the construction described in the rather inac-
cessible paper [6], are mentioned in [2, p. 52/53]. There, however, the condition
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that the Routh scheme for the characteristic polynomial of A has a nonvanishing
first column is not mentioned. Fortunately, if all eigenvalues of A have positive real
parts then this condition is satisfied (see [3, vol. II, p. 180]). Consequently, for every
given set S of n complex numbers in the open right halfplane which is symmetric
with respect to the real axis there exists a Schwarz matrix W = W(w1, . . . , wn),
with positive w1, . . . , wn, such that σ(W) = S. Similarly, one can show that if S
consists of numbers in the open left halfplane then there exists a Schwarz matrix
W = W(w1, . . . , wn), with negative w1 and positive w2, . . . , wn, such that σ(W) =
S. In view of Remarks 3.2 and 3.4 we thus have
Proposition 3.7. Let S be a set of complex numbers in the open right [left] halfplane
which is symmetric with respect to the real axis. Then there exists a symmetric in
module tridiagonal matrix A which has a positive super diagonal and a negative
subdiagonal, and with all diagonal elements zero except for a11 or ann which is
positive [negative], such that σ(A) = S.
The following claim now follows from Corollary 2.9 and Proposition 3.7.
Theorem 3.8. Let S be a set of complex numbers which is symmetric with respect to
the real axis. Then there exists a symmetric in module tridiagonal matrixAwhich has
a nonnegative super diagonal and a nonpositive subdiagonal, and with all diagonal
elements zero except for a11 which is nonnegative and ann which is nonpositive, such
that σ(A) = S.
Proof. Let S1 = {µ ∈ S: Re(µ) > 0}, S2 = {µ ∈ S: Re(µ) = 0} and S3 = {µ ∈ S:
Re(µ) < 0}. Apply Proposition 3.7 to the set S1 to obtain a symmetric in module
tridiagonal matrix A1 which has a positive super diagonal and a negative subdiago-
nal, and with all diagonal elements zero except for the one in the upper left corner
which is positive. Apply Corollary 2.9 to the set S2 to obtain a skew-symmetric
tridiagonal matrix A2 with nonnegative super diagonal, nonpositive subdiagonal, and
such that σ(A2) = S2. Apply Proposition 3.7 to the set S3 to obtain a symmetric in
module tridiagonal matrix A3 which has a positive super diagonal and a negative
subdiagonal, and with all diagonal elements zero except for the one in the lower right
corner which is negative (in case that Sk = ∅ then Ak is a 0 × 0 matrix, k = 1, 2, 3).
The direct sum of A1, A2 and A3 satisfies our requirements. 
We conclude by commenting that it follows, by continuity arguments, that for
every set S of complex numbers which is symmetric with respect to the real axis,
there exists a symmetric in module tridiagonal matrix A which has a positive super
diagonal, a negative subdiagonal, all diagonal elements zero except for a11 which is
positive and ann which is negative, and such that σ(A) is as close as we wish to S. In
our approach, the positions of the extra zeros can be pinpointed exactly. Up to two
(or rather four) come from forming the direct sum of the Ai’s. The other sources of
88 L. Elsner, D. Hershkowitz / Linear Algebra and its Applications 363 (2003) 81–88
zeros are double roots on the imaginary axis: as A2 is skew-symmetric, geometric
and algebraic multiplicities coincide and hence for double roots zero superdiagonal
entries cannot be avoided.
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