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The purpose of this thesis is to develop the equations of condi-
tion necessary for determining the coefficients for Runge-Kutta methods used in
the solution of ordinary differential equations. The equations of condition
are developed for Runge-Kutta methods of order four through order nine.
Once developed, these equations are used in a comparison of the local trun-
cation errors for several sets of Runge-Kutta coefficients for methods of
order three up through methods of order eight.
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1.1 Description of the Problem
:The purpose of this thesis was to develop the equations of condi-
tion necessary to determine the coefficients for Runge-Kutta methods used in
the solution of ordinary differential equations. The equations of condition
were developed for Runge-Kutta methods of order four through order nine.
Once developed, the equations were used in a comparison of local truncation
errors for several sets of Runge-Kutta coefficients for methods of order
three through order eight. The equations of condition were generated by
the computer using the algebraic manipulation language SYMBAL3 and the
CDC 6600/6400 computer system at the University of Texas at Austin.
1.2 Motivation
Numerical solutions to ordinary differential equations play a
large role in the study of science and engineering. The integration of
spacecraft trajectories in orbital mechanics, for example, requires ac-
curate and efficient numerical integration techniques. The Runge-Kutta
type methods for solving systems of ordinary differential equations are
widely used because of their simplicity of application. Any studies of
existing Runge-Kutta methods, or attempts to produce new or better Runge-
Kutta methods will result in a better understanding of the methods, and
will lead to the development of more efficient techniques for solving the
ordinary differential equations of science and engineering.
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CHAPTER II
GENERATION OF THE EQUATIONS OF CONDITION FOR RUNGE-KUTTA
COEFFICIENTS WITH TAYLOR SERIES EXPANSIONS
2.1 Description of the Method
Consider the ordinary differential equation
d= y'(x) = f(x, y) (1)dx
with initial conditions y(x ) = Y, where y and f may be vectors, y is the
0
dependent variable, and x is the independent variable. A solution of the
form y = y(x) which satisfies the initial conditions and Equation (1) is
desired. The existence and uniqueness of a solution is assumed since there
exist theorems8 which state that if f(x, y) is sufficiently well behaved
near a point (x, y), then Equation (1) has a solution that passes through
the point and is unique in a neighborhood of the point.
A solution of Equation (1) can be found using a Taylor series ex-
pansion of y about y = y0 in the form
y(x + yh) = y + hyy' + h2y2 hy + 3 y3 y + (2)
for any y for which the series converges. This technique requires, however,
that the derivatives of y(x) be known up to some desired order. Since
f(x, y) is a function of both x and y, these derivatives may become quite
complicated. It is convenient to introduce the following notation:




3where f[1] =f + f f
x y
where f and f represent partial derivatives of f(x, y) with respect to
x y
x and y respectively. Successive derivatives of y(x) can be generated using
f[j + 11 = ] + f[j]f.
x
If the function f(x, y) is complicated, this procedure can become prohib-
itively difficult.
Rungel7 was the first to point out that it was possible to avoid
the successive differentiation required in the Taylor series solution while
still preserving the accuracy. Runge bypassed the derivatives in the Taylor
series solution by using evaluations of the function f(x, y) within the
interval (Xo, yO) to (x0 + h, y(xo + h)). Runge's ideas were applied to
first order differential equations in a more accurate form by Heun7 and
Kutta1 0 , and extended to second order differential equations by Nystrom14 .
Zurmuhl2 0 continued the extension to nth order.
Considering only the first order system of differential equations,
the problem formulation now becomes
ad-=y' = f(x, y)dx
y(xo) Y= o
with f 0 = f(Xo, YO), and
k-l
fk = f(x + akh, yO + h I akXf), k = 1, 2, 3, ... , n,
' =O
where n + 1 equals the number of function evaluations required in the inter-
val. The solution is then given by
Y(x) =Y h ckfk + O(hl ) , (3)k=O
LI
where m is the order to which the Runge-Kutta formula agrees with the Taylor
series, and h is the integration step-size which implies a value y = 1 in
Equation (2).
In order to obtain Y(x) from the Runge-Kutta scheme, it is neces-
sary to determine the coefficients a, B, and c in such a way that the
Runge-Kutta solution is equivalent to the Taylor series solution to some
order m. In order to accomplish this, the common approach in the past has
been to equate the expression for y(x
°
+ h) obtained from the Taylor series
in Equation (2) and the expression for Y(x) obtained from the Runge-Kutta
formulation given in Equation (3). From this equivalence the coefficients
of corresponding powers of h are compared yielding a system of nonlinear
algebraic equations, which are referred to as equations of condition, from
which the unknown coefficients may be determined for the classical Runge-
Kutta formula of order m.
For the solution of this set of equations of condition to yield
coefficients which produce a method of order m, there is a minimum number
of function evaluations required for that order. For example, since a
seventh order method requires at least nine function evaluations, a method
which has eight function evaluations can at best be a sixth order method
although only seven function evaluations are actually required for a sixth
order method. Since many of the existing methods use more than the minimum
number of function evaluations for a given order, the number of function
evaluations used for each order in this study was chosen equal to that of
the method using the most function evaluations for that order. Table 1
shows the minimum number of function evaluations, the number of function
evaluations used in this study, andthe number of new equations of condi-
tion expected for methods of order three through order nine.
STable 1.
Number of Function Evaluations and Equations of Condition
Min. No. of Func. | No. of Func. No. New Eqs.
Order Eval. Reqd. Eval. Used Expected
3 3 4 2
4 4 5 4
5 6 6 9
6 7 8 20
7 9 11 48
8 11 13 115
9 -- 17 286
It will be advantageous to give an example to illustrate this
procedure, which, although basically simple and straightforward, is ex-
tremely tedious. Consider the development of the equations of condition
for a Runge-Kutta formula of third order with three function evaluations.
The Taylor series solution becomes:
h2 h3y(x° + h) = Yo + hyo Y + - ''+ +(h 4)
where Yo fo
' =(f + f f)o
Yo *x y 0
yt = (f + 2ff + f2 f + f f + ff 2)
o xx xy yy xy y o
By expanding the function fk in a Taylor series of two variables, the
Runge-Kutta solution yields:
Y(x) = yo + h(Cofo + clfl + c2f 2) + O(h 4)
where f = f ,0 0
6fl = f(x + a h, yo + h f10o)
= f + alhf + h8l0fyf + ½a 2h2 f + 18 2h2 f2 f O0(h3 ),
0 1 x y 1 xx 10 yy
f2 = f(Xo + a2h, yo + h(U 2 0 fo + B21 f))
f= + 2hfx + h[2f + 21(f + alhfx + h Ofyf)]fY
+ ch 2 fxx + _h2 [B20 fo + 2 1(f + clhfx)]2fa2 [62 6 21 ( o 1 x)] 1  yy
+ 2h2[8 2 0 f + 821 (f + clhfx)] f + O(h3 )
Setting y(xo + h) equal to Y(x) gives:
Yo + hfo + h2[ fx + fyf + h3[f + 2f f + f2 f + fxfy + ffy 2 )] + O(h4 )
= + h{c fC + cl[f + h(alfx + ofyf) + h2(cf + 20 f2 fyy
+ h(a8l0 ff~)] + C2[cf + h(a2fx + 20ffy + 82fy (f + hfx
1 h fxx + f2 f (a + 821)2) + h2 2 0 ffxy
+ a0f fh)) + a
+ a2 82 1 ffy )]} + O(h4 ).
Comparing similar powers of h:
hO 
Yo = Yo ;
h =fo = cfol + Clfo + C2fo ;
1
2 x Cllfx + C2 a2 fx '
2-f = C 0f + Cc2(20 + ( 1) ff ;
h3 1:6fx 1 (a,2 + a2 c2)fxx6 xx 2 11 2
6f2f (C + C2(a20 + 821)2)f2f 
6 yy 2 110 220 21 yy
-fxf = c2221 )1fxf·
1 2 f-
6f = C22110fy
f xyf= [c2a2(a20 + 21) + cla 110]f xyf
/1
An examination of these equations reveals that
1 =810 , and
2 = B20 + 821'




The equations of condition for the third order Runge-Kutta formula then
become:
1 = c o + c 1 + c2
2 .11 2
c3 Cla + c2a2
6 C21lB21
By extending this procedure to higher orders it is observed that
as the order and number of function evaluations increase, the expressions
for f[i] in the Taylor series and f. in the Runge-Kutta formula become more
and more complex and grow enormously in length.
2.2 Computational Procedure and Limitations
In order to generate the equations of condition for Runge-Kutta
methods, the computer and the algebraic manipulation language, SYMBAL, were
employed. From the example just given it is observed that the generation
of the equations of condition for even the fourth and fifth order methods
is an extremely tedious task. Therefore, the computational power of the
computer was used to develop these equations, beginning with the fourth
order method, in hopes of eventually developing the equations of condition
for high order Runge-Kutta methods.
8The SYMBAL (SYMBolic ALgebra) language used was developed by
M. E. Engeli4 and is implemented on the CDC 6600 at The University of Texas
at Austin and at the Swiss Federal Institute of Technology in Zurich. The
language is a generalization of ALGOL 60 with the manipulation of unre-
stricted algebraic expressions of which numbers represent only a very
special case. Although the language SYMBAL may not be widely available,
it is similar to several other algebraic manipulation languages in use
which may be more familiar to the reader.
The original program used in this study is shown in Appendix I
and appears in the SYMBAL manual4 where, as an example, the fourth order
equations of condition are developed. This program proceeds exactly as
in the third order example of the previous section. As a result, the
Taylor series expansions are in two variables and the requirement that
a = was not included. The first revision of this program, Revision 1
shown in Appendix I, incorporates an.autonomous differential equation to
avoid the Taylor series expansions in two variables, i.e., the right-hand
side of the differential equations contain only the dependent variable.
The fact that a = EB was also incorporated into this program. Table 2 in
the next section gives the results of this change.
With the increased efficiency gained by the first revision for
the fourth order Runge-Kutta equations of condition, efforts were then
directed toward generating the fifth order equations of condition. The
fifth order method requires six function evaluations and all expansions
were carried out to. include fifth order terms, thus increasing the complex-
ity of the problem considerably over that of the fourth order. With the
increased complexity of computation, problems of inefficiency in the pro-
gram became apparent. Due to the size of the expressions and to the large
9number of intermediate calculations, storage problems were encountered.
When it became evident that this would be a serious problem, the program
was divided into two parts: (1) y(x
O
+ h) and Y(x) were calculated as
described earlier, and (2) like powers of h in the two resulting expres-
sions were compared to yield the equations of condition.
The major area of inefficiency in the program was found to be
the calculation of unnecessary terms in many instances which, after multi-
plications or substitutions, led to expressions containing higher order
terms in h than were needed. The program at this stage was set up to
develop all needed expressions to fifth order, then multiplications and
substitutions were carried out and the resulting expressions truncated to
fifth order. A considerable effort was made to minimize the calculation
of these extra terms so that only those needed to make the final result
fifth order were retained. The details of this work will not be discussed,
but a copy of this program, Revision 2, is shown in Appendix I. Attempts
at further revisions of this basic program did not lead to substantial im-
provement. The results of generating the equations of condition for the
fifth order are presented in Table 3 of the next section.
From the results shown in Table 3 it is obvious that this method
would not produce the fifth order equations of condition. As a final at-
tempt to determine the fifth order results with this method, efforts were
made to use magnetic tapes to help decrease storage and to store expressions
for future use. However, the SYMBAL compiler has very limited file manipu-
lation capabilities. It was possible to store results on tape, but there
are no provisions for reading information into a SYMBAL program from tape
so that the usefulness of this effort was considerably reduced.
I ()
Because this method was using the maximum allowable storage and
because relatively long computing times were encountered at the fifth order
level, it was evident that the series expansion approach was not practical,
especially since the equations of condition were sought for high order
formulas (eighth, ninth, tenth, etc.). Although this method failed to
achieve the desired goal, it did provide much insight into the capabilities
and limitations of the SYMBAL language.
2.3 Summary of Results
The results of the fourth order programs are given in Table 2.
These results are for a complete set of equations with four function evalu-
ations. Table 3 gives the results for the fifth order Runge-Kutta method
with six function evaluations. It should be remembered that the fifth
order program was divided into two sections, and Table 3 gives only the
results for the first half of the program which was to calculate y(xo + h)
and Y(x). Although these expressions were finally obtained and stored on
tape, the actual set of equations of condition was not obtained. The pro-
gram, Revision 1, used in the fifth order study was the same as that used






Program No. of Eqs.
Storage Reqd. Run Time
Original 77000 30.4 sec. 198




Program y(x + h), Y(x)
Storage Reqd. Run Time h
Revision 1 2200008 (max.) 500+ sec. not obtained
Revision 2 2200008 (max.) 97 sec. obtained
CHAPTER III
GENERATION OF THE EQUATIONS OF CONDITION FOR RUNGE-KUTTA
COEFFICIENTS WITH THE METHOD OF E. BAYLIS SHANKS
After the failure of the Taylor series approach discussed in
Chapter II, an alternative method was sought. Since most of the problems
in the Taylor series approach stemmed from the large expansions of f[i]
and fi, it was natural to turn to the work of E. Baylis Shanks1 9. Shanks
has developed a method which generates the desired equations of condition
without carrying out the classical expansions and comparing coefficients
of similar powers of h, as was done in Chapter II.
3.1 Description of the Method
Again the system under consideration is
y' = f(x,y), y (xo) = Yo
where the solution is given by
n




f. = f(Xo + aih Y + hj Sijfj)
The parameters to be determined are again a, 8, and c.
It can be shown1 9 that a necessary and sufficient condition for
the Taylor series for y(xo + h) and the expansion of the solution Y(x) to
agree through terms in h is
[k-11 n [k-1](f k])° = k c= 1, 2, m-l, (4)(f~k-1o i 1 
where f[k] was defined in Chapter II, and f.[k] denotes the kth derivative
i-l 1
of fi as expanded about (xo + aih, yo + I Bi..f). Shanks states and provesj-=0 i j
12
13
several theorems in order to arrive at expressions for the derivatives
(f[k]) .and (f[k ]) in Equation (4). He shows that the left-hand
0 1 0
side of Equation (4) may be represented by
fCk] = Ztwt[k] (5)
where the factor [k] is a product of integers and partial derivatives.
For an expression for f.[k] Shanks f-irst defines a quantity
1




ail( 112 Bi Q L).( Ekk [ Q [kl])(6)
r=l j=l j t r=l j=l ] tr
r r
where the induction is on k, k - il + 2i +... + ki and where the sub-
scripts t, t are used to number distinct terms defined for each fixed k.
As an example consideri - 2 where either:




i 1= 0, i2 = 1, t =2,[ 
i-l
Qi ] = 2 ij ... j 
2 j=l 1 j
It is then stated and proven19 that f[k] can be given as
]
f[k] = Z Q [k[k] ()
3 t it t
From Equations (4), (5), and (7) the necessary and sufficient condition
can now be written:
[kC .n [k][k]
It k (k + 1) I citqi.k] k
Zt't i t 1i=Oi=0
1.i4
or, by rearranging this expression,
n [kJ1 [k]
Zt[l - (k + 1) ciQi ]it 0()
t i=l t
From Equation (8) the sufficient condition then becomes:
n Ck- (9)1 = (k + 1) ciQi[ k = 1, 2,..., m-1. (9)
i=l t
The reader is referred to the original paper by Shanks1 9 for a
complete treatment of the theorems and proofs leading to Equation (9).
Equation (9) gives the sufficient conditions to be satisfied for a given
order and these equations can be completely determined when the Qi[k ] ex-
pressions are known.
For comparison with the Taylor series approach, the third order
equations will be developed using Shanks' method. From Equation (4),
with k = 1, it is seen that:
n
f = X c.f.
fo Cifii=O o





This equation always occurs and is thus assumed for simplicity from this
point on since it is not produced by Equation (9). From Equations (6)




1 = 2 cii
i=l
and for k = 2,
[2] , Qi[2] = 2
i i J ill
'1 2 j=l
2 2 1
-1 3 c.a , 1=3 · ci2 
i=l i=2 j=l
'15
The equations of condition are then:
2 = Cla +C 2 1 2
3 cla2 + c 2a2
1
6 =C221l 1
which are identical to the equations obtained in the example in Chapter II.
The series expansions have been eliminated and the computational complexity
greatly reduced.
3.2 Computational Procedure and Limitations
A SYMBAL program was written to produce the Q expressions, from
which the equations of condition follow immediately. This program is shown
in Appendix I as Shanks' Method and includes the output for the fifth order
equations of condition. It was found that Shanks' method was particularly
well suited for computer implementation.
Equations of condition were generated for the fourth, fifth,
sixth, and seventh order Runge-Kutta methods without difficulty. The
number of function evaluations used in each order is given in Table 1 in
section 2.1. The results of this program are given in Table 4 in section
3.4. From Table 4 the time required for successive orders is seen to grow
rapidly. The time that would be required for an eighth order run was
estimated at about eight minutes. However, it was not possible to run this
program because of what appeared to be a limit on the size of an array or
the number of variables used. The program could not be compiled, and was
terminated during the setting up of the Q array which is a triangular
array with three indices of the form Q[8, 13, 297]. An "inventory over-
flow" diagnostic was given and all efforts to compile the eighth order
program failed.
16
3.3 Generation of Reduced Systems of Equations of Condition for
High Orders
Up to this point the goal had been the generation of the complete
set of equations of condition for each order of Runge-Kutta method.
However, to solve the resulting equations for the a, B, and c coefficients,
the number of equations must be reduced for the higher order methods since
the system is overdetermined, i.e., more equations than unknowns. The
usual procedure in solving the equations of condition is to generate the
complete set of equations and then make certain assumptions to reduce the
number of equations. The assumptions that are usually made arise naturally
from a quadrature approach16 and they make several of the original equa-
tions identical, thus reducing the number of equations in the system.
The assumptions used in this study were:
12
ZBa2 = - 3
ZB,3 = L4~ . (10)
These assumptions were incorporated into the calculation of the Q expres-
sions which then led to the generation of a reduced system of equations
directly. This program is shown in Appendix I as Shanks' Revision 1.
The assumptions that reduce the number of equations of condition,
and the number of these assumptions to be made to minimize the number of
function evaluations required are discussed by Curtis3, who concludes that
four assumptions of the type given by Equation (10)will produce an eighth
order method with eleven function evaluations. Since the present study
is concerned with generating the equations of condition, it was decided
I'/
to use only the three assumptions given in Equation (10) solely on the
basis of ease of computation of the eighth and ninth order equations of
condition. The eighth and ninth order equations of condition were then
generated in reduced form without difficulty. The results are given in
Table 5 in section 3.4.
With this technique it is now feasible to go to the tenth and
higher order methods by making additional assumptions, but this was not
done since it was desired to use the equations generated up to this
point to make comparisons of local truncation errors. This comparison is
discussed in Chapter IV. It is stressed, however, that the equations of
condition can be computer generated for higher order Runge-Kutta methods.
3.4 Summary of Results
The results for the fourth, fifth, sixth, seventh, and eighth
order methods using the Shanks method are given in Table 4. These are
complete sets of equations, but the number of equations given for each
order in the table is the number of new equations due only to that order.
Table 5 gives the results for the reduced eighth and ninth order sets of
equations of condition. The number of equations given in Tables 4 and 5
do not always agree with the number of equations expected for the higher




Results from Shanks' Method
Table 5.
Results from Revised Shanks' Method
CDC 6600 No; of New Eqs.
Order Storage Reqd. Run Time Orig Reduced
8 770008 12.0 sec. 117 8
9 1200008 70.0 sec. 297 [ 16
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CHAPTER IV
CALCULATION AND COMPARISON OF LOCAL TRUNCATION
ERROR COEFFICIENTS
4.1 Description of the Computational Procedure
As a means of comparing sets of coefficients for Runge-Kutta methods
of a given order, the coefficients of the local truncation error terms can
be evaluated. From the development of the equations of condition, it is
observed that these equations arise as multiplicative factors of the par-
tial derivatives that appear in the expansions of the solutions y(x + h)
and Y(x), as given in Chapter II. For these two solutions to agree through
some order m, the equations of condition arising from comparing terms in h
up through order m must be satisfied exactly. The leading term of the
truncation error consists of the partial derivatives multiplied by numer-
ical factors. These factors are simply the equations of condition that
arise from the h terms in the expansions, and are explicit functions of
the coefficients of the mth order Runge-Kutta method. More explicitly,
these truncation error terms are of the form
m+l
TE(i)[...]ih
where TE(i) represents the truncation error coefficient and [...]i represents
the partial derivatives which are multiplied by that particular TE(i). The
index i numbers the distinct terms in the h portion of the expansion.
By evaluating these multiplication factors, or truncation error coefficients,
and by comparing the results with those obtained from using other sets of
Runge-Kutta coefficients for the same order method, an "optimum" set of
coefficients for use with a given order Runge-Kutta method can be deter-




The equations of condition were generated in complete form for
orders four through seven. These equations were used to produce the
truncation error coefficients for the third through the sixth order methods.
For the eighth and ninth order methods, it was necessary to generate re-
duced sets of equations of condition, and these were then used to obtain
the truncation error coefficients for the seventh and eighth order methods.
The truncation error coefficients for several sets of Runge-Kutta
coefficients are given for methods of order three through methods of order
eight in Table 7 through Table 12 in the next section.
4.2 Comparison of Truncation Error Coefficients
Several sets of Runge-Kutta coefficients for methods of order
three through eight were used in this comparison. These coefficients are
given in Appendix II for reference. Several points concerning notation
should be emphasized for these sets of coefficients. The Fehlberg5 , 6
methods are given as "Fehlberg m(m + 1)" where m is the order of the method,
with a solution of order m + 1 also being calculated to use with an auto-
matic step-size control. The difference in the two solutions is used as
an estimate of the truncation error made during that step. The new step-
size is then based on this error and the desired accuracy. When this step-
size control is used, the Fehlberg methods require extra function evalu-
ations to produce the solution to both orders. The advantage of the auto-
matic step-size, however, makes these methods desirable, especially if the
system of differential equations is such that a rapidly varying step-size
is required. Since these methods can be used to give a solution of order
m or of order m + 1, they are shown in the comparisons for both orders.
Table 6 shows the Fehlberg methods with the number of function evaluations
C-
21
required for each order solution with and without the automatic step-size
control.
The notation for the Butcher2 and Shanks1 9 methods are of the
form "Shanks (m - n)" where m denotes the order of the method, and n de-
notes the number of function evaluations required per step. It should be
noted also that some of these methods by Butcher and Shanks are only ap-
proximately of order m. They were developed such that the number of func-
tion evaluations used is less than that normally needed for a true mth
order method. For this reason the Shanks (6-6) is compared as both a
fifth and a sixth order method, and the Shanks (7-7) is compared as both
a sixth and a seventh order method. Methods which are approximations of
this type are denoted with an asterisk in the tables.
A large number of fifth order methods fall within a family of
methods known as the Newton-Cotes Family. Only three of these forms are
given although several others exist. The "UT" coefficientsl are sets of
coefficients developed at The University of Texas at Austin along the
Fehlberg 4(5) format so they appear in both the fourth and fifth order
comparisons.
The truncation error coefficients are denoted by TE(i) and are
given in Table 7 through Table 12 for the third through eighth order
methods. The first row in each table gives the number of function eval-




for the Fehlberg Methods
Order I No. of Function Evaluations Reqd.
Method of Solution -With Step-Size Control Without Step-Size Control
Fehlberg 4(5) 4 6 5
Fehlberg 4(5) 5 6 6
Fehlberg 5(6) 5 8 6
Fehlberg 5(6) 6 8 8
Fehlberg 6(7) 6 10 8
Fehlberg 6(7) 7 10 10
Fehlberg 7(8) 7 13 11
Fehlberg 7(8) 8 13 13
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5.1 Conclusions from the Comparison of the Truncation Error
Coefficient
In Chapter IV it was stated that the "optimum" set of coefficients
for a Runge-Kutta method of a particular order could be established by
determining the set of Runge-Kutta coefficients with the lowest values for
the truncation error coefficients. Although this is the dominant factor
in comparing various sets of Runge-Kutta coefficients, the reader should
also bear in mind the number of function evaluations required by each set
of coefficients. It was shown in Table 6 that the Fehlberg coefficients
require more function evaluations for the mth order method when the auto-
matic step-size control is used. The disadvantage of more function evalu-
ations is usually offset by an efficient choice of step-size, which in turn
reduces the number of steps required. Several of the Shanks and Butcher
methods minimize the number of function evaluations but do not incorporate
a step-size control. For a rapidly varying function, a poor choice of
step-size with these methods could result in many more steps being taken
than necessary, and the resulting total number of function evaluations
being correspondingly large.
Since the system of differential equations to be solved determines
the complexity of the function evaluations and the step-size that can be
taken, the matter of choosing the best set of Runge-Kutta coefficients be-
comes problem dependent. For this reason no absolute optimum set of co-
efficients can be given. If, however, certain classes of differential
equations are considered, some conclusions can be drawn from the comparison
made in Chapter IV.
34
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Three types of systems of differential equations will be con-
sidered: (1) systems with rapidly varying functions; (2) systems with
slowly varying functions; and (3) systems requiring complicated function
evaluations. For systems of differential equations with rapidly varying
functions, it is desirable and necessary to incorporate some type of
variable step control. Efficient determination and correction of the
step-size is essential if the method is to progress efficiently to a
solution. The sets of Runge-Kutta coefficients recommended for each order
method for a system of differential equations with rapidly varying func-
tions are given in Table 13. If, on the other hand, the system of dif-
ferential equations has only slowly varying functions, an automatic step-
size control is not a necessity. The recommendations for problems of this
type are given in Table 14. Finally, if the system of differential equa-
tions is such that the function evaluations become quite complicated, a
method which minimizes the number of function evaluations while still
producing small truncation errors is required. Table 15 gives the sets
of coefficients recommended for this type of problem.
Table 13.
Recommendations for Rapidly Varying Functions
No. of Function Evaluations
Order Recommended Method Reqd. with Step-Size Control
3 Fehlberg 3(4) 5
4 UT 1 6
5 Fehlberg 5(6) 8
6 Fehlberg 6(7) 10
7 Fehlberg 6(7) 10
8 Fehlberg 8(9) 17
Table 14.
Recommendations for Slowly Varying Functions
Number of Function Evaluations
Order Recommended Method Required
3 Fehlberg 3(4) 4
4 UT 1 5
5 Fehlberg 5(6) 6
6 Shanks (7-7) 7
7 Fehlberg 6(7) 10
8 Fehlberg 7(8) 13
36
'eoendtions for Coplicted.
Recommendations for Complicated Function Evaluations
Number of Function Evaluations
Order Recommended Method Required
3 Ralston Optimum 3
4 Kuntzmann Optimum 4
5 Shanks (5-5) 5
6 Shanks (6-6) 6




5.2 Topics for Future Study
With the availability of the equations of condition, it is pos-
sible to attempt to produce explicit Runge-Kutta methods of the ninth,
tenth, and even possibly higher orders. However, the solution of the equa-
tions of condition for these high order methods will be very difficult.
It is hoped that a computer process can be developed to solve these ex-
tremely large systems of nonlinear algebraic equations. Aside from
producing new methods, the equations of condition can be used to improve
the lower order methods. The UT 1 coefficients were successfully developed
revi ously to optimize the fourth order Runge-Kutta method. If a computer
process is developed to solve these equations of condition, then some form
of optimizing process can be used to produce similar sets of coefficients























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































All of the coefficients used in this study are given in rational
fraction form since the SYMBAL language uses only rational fractions for
computational purposes. All of the coefficients with the exception of
the Fehlberg 8(9), Curtis, UT 1, UT 2, and UT 3 sets were originally
developed in rational fraction form. The exceptions were developed in
decimal form. For this study, these decimal coefficients were taken to
six decimal places and put over a denominator of one million to give the
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