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Abstract
This paper proposed a method to detect object/scene through Scale Invariant Feature Transform (SIFT) keypoints for a hybrid
sensor system comprises of a perspective view sensor and a spherical omnidirectional view sensor. A reference image is obtained
from the perspective view sensor and matching is attempted with another distorted image acquired from the omnidirectional
camera. The omnidirectional view image is ﬁrst subjected to distortion correction (commonly termed “unwrapping”) using closed
form mapping functions and then SIFT keypoints of the corrected image are extracted and matched against the reference image’s
features. Experiment results show that the distortion correction produces acceptable performance of SIFT keypoint matching
without modiﬁcation to the classic SIFT algorithm.
© 2012 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Centre of Humanoid
Robots and Bio-Sensor (HuRoBs), Faculty of Mechanical Engineering, Universiti Teknologi MARA.
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1. Introduction
The use of omnidirectional sensor is gaining popularity in robotics ﬁeld due to its large ﬁeld of view (FOV) that
often spans up to 360 ◦ with the catadioptric type. Therefore, a more ﬂexible and responsive algorithmic behaviour
is possible with simultaneous monitoring of the surrounding in different view angles beneﬁted directly from the FOV
advantage. Rees [11] ﬁrst suggested that a hyperboloidalmirror mounted on a perspective camera would enable a 360◦
FOV on the camera. Subsequently, it was then realised by Yamazawa et al. [19] in 1993 and concurrently several other
types of mirror proﬁle are also introduced, such as conical [18], spherical [5], and paraboloidal [2]. Omnidirectional
view sensors are proven useful in various applications. To name a few, applications in navigation [17], localisation [1],
simultaneous localisation and mapping (SLAM) [8, 12], odometry [13], surveillance [3] and etc. are among the early
adopters of this sensor.
However, the large FOV of catadioptric omnidirectional view sensors is attained by introducing undesirable distor-
tion during the acquisition of image. Therefore, a pre-processing stage of “unwrapping” is often necessary to correct
the perspective of the acquired image. Several mirror proﬁles, such as the hyperboloidal, paraboloidal as well as some
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custom designed mirrors (e.g. [16] and the references therein) inherit the single viewpoint (SVP) property [2]. In these
cases, Scaramuzza et al.’s [16] calibration algorithm are often used in the unwrapping process as adopted by Lei et
al. [6]. For the non-SVP (NSVP) mirror proﬁles such as those of conical and spherical, a uniﬁed calibration algorithm
requires special hardware [14].
In this paper, a viable method to detect object/scene with points of interest generated using SIFT [7] in hybrid
sensor system mixing both perspective view and omnidirectional view sensors has been investigated. Different from
previous related works, such as from Sturm’s [15] and Puig et al.’s [10] that utilise SVP mirror, a NSVP spherical
mirror is used instead in this work. Spherical mirror has the advantage of better cost competency and higher market
availability although it has no practical solution for SVP formation.
Prior to point matching, the omnidirectional view sensor is ﬁrst calibrated. Then, the omnidirectional view image
is subjected to “unwrapping” pre-processing using closed form mapping functions on virtual projection plane. Sub-
sequently, SIFT algorithm is performed on both the reference perspective image and the unwrapped omnidirectional
image. Finally the afﬁne parameters are solved to evaluate the accuracy of the detection.
2. Scale Invariant Feature Transform (SIFT)
SIFT algorithm is utilised extensively in various image processing applications due to it’s reliable performance, and
it has invariance to multiple factors including translation, rotation, uniform scaling while partial invariance to afﬁne
distortion, and illumination. SIFT can be roughly explained as a two-stage process. At ﬁrst, stable points (keypoints)
in an image are extracted by extrema detection in a Gaussian Pyramid decomposition. Then, each keypoint is assigned
with unique an identiﬁer (descriptor) constructed from neighbouring patches of pixel. Usage of SIFT keypoints is
vast, for example in camera calibration, object recognition, tracking, robot localisation, 3D scene modelling, gesture
recognition, image stitching, 3D reconstruction and etc.
There are several key stages in SIFT keypoint extraction. Initially, a scale-space is constructed from an input
image. Local extrema (maxima and minima) are then obtained from the difference of Gaussian (DoG) function output
that approximates the Laplacian of Gaussian function output. After a series of tests rejecting low contrast and edge
response extrema, the survived candidates is retained as stable keypoints. Further on, stable keypoints are assigned
with orientation by examining the dominant orientation of the gradient response of neighbouring pixels. By this stage,
the keypoints are characterised by four parameters — 2D location, scale, and orientation.
The descriptor of SIFT keypoints is a 128-dimension identiﬁer constructed using similar method used in orientation
assignment. Instead of examining the gradient response of neighbouring pixels as a whole, 16 8-bin orientation
histograms are constructed separately in evenly divided 4× 4 sub-windows. Preserving the relative location of the
orientation histograms, the descriptor is then built based on the threshold of the histogram bin.
3. Image Unwrapping Pre-processing
Chong et al. previously developed a method of spherical omnidirectional-view image unwrapping consisting of
three key steps [4]. First, the perspective camera of the omnidirectional sensor is calibrated separately to obtain
parameters describing the spherical mirror. Second, the mapping functions are solved and thirdly, a projection plane
is set up to be populated using bilinear interpolation to form the ﬁnal unwrapped image.
3.1. Camera Calibration
Camera calibration is needed to obtain the two parameters describing the spherical mirror – radius, R, and the
distance between its centre and the projection centre, h. Straight forwardly, calibration can be done by separating the
mirror from the camera and perform conventional camera calibration using Zhang’s method [20] to obtain the intrinsic
parameters.
The perspective camera of the omnidirectional view sensor is not to be confused with the perspective view sensor used to obtain reference
image.
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However, note that the obtained parameters are not the ground truth information of the spherical mirror. Instead, it
can be visualised as a virtual sphere with a radius of R formed at a constrained distance h from the centre of projection.
Using the calibrated intrinsic parameters, the mirrors’ parameters can be derived geometrically.
3.2. Mapping Functions
Mapping functions needs to be derived to relate corresponding points of omnidirectional view images in perspective
view images. This will allow transformation of points from one view to another. Fundamentally, the derivation can be
accomplished using ray-tracing. Observing Fig. 1a, the work of ray-tracing can be simpliﬁed by considering models
in Fig. 1b where a virtual sphere is assumed present in place of the mirror instead.
(a) (b)
Fig. 1. In ﬁgure (a), the perspective camera model is placed overlapping the real world image acquisition ﬁgure with
image plane, I, placed in front of the centre of projection,C. Distance of the effective pupil to the sensor plane is the
effective focal length. The effective pupil is equivalent toC where I can be imagined located further behind the sensor
plane at the distance of its focal distance, f , forming Iﬂipped. An equivalent virtual sphere mirror is visualised to be
intersecting I at a constrained distance, h. As in ﬁgure (b), The corresponding relationship between an arbitrary world
point, Pw, mirror point, Pm, image point, Pi, and caustics point, Pc, in the ρ − z plane are provided by the caustics
curve [2] and mirror parameters. The virtual sphere is modelled as a circle, s(ρ), whereas the incident light and
reﬂected light are modelled as straight lines, j (ρ) and k (ρ).
Assuming that the spherical mirror’s centre coincides with the optical axis, the geometry of light ray made can
then be assumed to be rotationally symmetrical about the optical axis. Therefore within a 3D space where points
are represented in Cartesian form P(x,y,z) with the optical axis labelled as z-axis, ρ =
√
(x2+ y2) is introduced to
reduce the dimension of the ray-tracing problem into that of a 2D space as in P(ρ ,z). Without any lose of generality,
the origin is positioned at the centre of the virtual sphere. In Fig. 1b, the important geometry used for subsequent
derivation with reduced dimensionality is illustrated.
The point mapping can be regarded as a two-step translation process. The ﬁrst step translates points from world to
mirror, whereas the second step translates points from mirror to image. A world point does not mean an actual point
in the real world but rather onto an imaginary 3D space on the virtual sphere where unwrapping can be performed
while a mirror point is the contact point on the spherical mirror where an incident light ray is reﬂected.
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3.2.1. Mapping from World Point to Mirror Point
The mapping function of a world point, Pw (ρw,zw) to its corresponding Pm is obtained by exploiting the relation-
ship where an incident ray would pass through a Pw and tangential to the caustics curve resulting in a sixth order
polynomial shown in Equation (1). zm =
√
R2−ρ2m can be determined accordingly by solving Equation (1) for ρm.
More information on caustics can be found in Baker et al.’s work [2].
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3.2.2. Mapping from Mirror Point to Image Point
The reﬂected light from the mirror is assumed to pass through the centre of projection of the perspective camera
model (which is analogous to the camera pupil). In Fig. 1b, an arbitrary mirror point, Pm (ρm,zm), and its correspond-
ing image point, Pi (ρi, f ), is illustrated as the intersection points of the reﬂected light made with the virtual spherical
mirror and the image plane respectively. The mapping function of ρi given Pm is obtained by the method of similar
triangles:
ρi =
f
h− zm
ρm (2)
3.3. Projection Plane
A virtual projection plane is assumed to be an imaginary 2D plane of light source. The illuminated light from the
plane would travel towards the virtual sphere and reﬂected into the camera’s pupil. By using the mapping functions,
incident rays of image points can be traced from their respective world point on the virtual projection plane, thus
forming the “unwrapped” output. In addition, by selecting the shape and position of the virtual plane, different forms
of unwrapping are possible as shown in Fig. 2. Lei et al. had documented the idea of virtual plane [6] in details.
(a) Cylindrical plane (b) Cubloid plane (c) Ground plane
Fig. 2. By choosing an appropriate projection plane, the mapping functions can produce different form of unwrapped
output.
4. Results and Observations
Prior to the actual experiment, an evaluation was done to observe the performance of SIFT keypoint matching in
hybrid vision system without going through the unwrapping pre-processing. The ﬁrst trial of evaluationwas conducted
on image from COLD database [9]. Omnidirectional images from COLD database were obtained using hyperbolic
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catadioptric sensor but information on whether it is conﬁgured as SVP sensor is not provided. As shown in Table 1,
the number of inlier is sufﬁcient to solve for its afﬁne parameters given known camera parameters.
The second trial of evaluation was conducted on the authors’ spherical omnidirectional view sensor. As compared
with images from COLD database captured using hyper-catadioptric sensor, the observation suggested a trade-off
when spherical mirror is in used instead. SIFT keypoints were observed as incapable of matching accurately under
such distortion, thus implying that the unwrapping process are crucial for spherical mirrors.
(a) COLD database (b) Authors’ sensor
Fig. 3. As in ﬁgure (a) experiment 1 was conducted on COLD database images without unwrapping done. Observation
showed possible solution for afﬁne parameters. Whereas, experiment 2 was conducted on the authors’ spherical om-
nidirectional view sensor without unwrapping done. Observe that SIFT keypoints failed be matched under distortion
via spherical mirrors as in ﬁgure (b).
The third trial runs on the actual experiment where the unwrapping pre-processing that utilises the mapping func-
tions in Section 3.2 was applied onto the omnidirectional image prior to SIFT keypoint extraction and matching. For
this experiment, the virtual projection plane shown in Fig. 2b was used to produce a perspective view of the surround-
ing. Performance of SIFT Keypoint Matching for the experiments is summarised in Table 1. From observation, the
total inliers produced from this third run are generally sufﬁcient to solve for the afﬁne parameters of the detected
scene.
Fig. 4. Experiment 3 was conducted on the authors’ spherical omnidirectional view sensor with unwrapping done.
There are 19 inliers out of 44 matches from manual counting.
Table 1. SIFT Keypoint Matching Performance
Exp. Matches Inliersa Remark
1 78 16 COLD database, direct matching
2 20 0 Spherical mirror, direct matching
3 44 19 Spherical mirror, unwrapped
a Inliers are determined by manual counting.
To assess the accuracy of the mapping functions’ output and the matching of keypoints, the afﬁne parameters of the
detected scene were ﬁrst solved using Lowe’s method [7]. With the afﬁne parameters solved, the pose parameters (lo-
cation, scale, and orientation) of the detected scene can be deduced as in Table 2. However, this automated process had
outlined two possible hypothesis of solution sets as shown in Fig. 5 where the calculated parameters of the detections
showed that both sets of results have negligible difference. In logical sense, it is safe to either reject the candidate with
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lower inlier count or combine both results and recalculate solution of afﬁne parameters that encompasses all of the
inliers. Nonetheless, the ability to calculate afﬁne parameters of the detection implies that the mapping functions are
able to produce output that preserves a correct perspective view which then enabled the inliers to matched properly.
(a) Possible pose 1 (b) Possible pose 2
Fig. 5. The afﬁne parameters were solved using Lowe’s method [7]. The rectangular frames in (a) and (b) are the two
possible poses of the detections, showing redundancy in pose estimation.
Fig. 6. Experiment 4 was conducted on the authors’ spherical omnidirectional view sensor with unwrapping done. The
afﬁne parameter is solved with the help of k-means clustering instead of Hough Space used by Lowe [7]. Redundancy
in pose hypothesis is no longer observed.
Lowe’s method had used Hough Space to cluster the matching keypoints where each match would suggest 16
hypothesises on the object’s pose. However, there are chances that an unsupervised system is unable to ﬁlter off the
redundancy as previously discussed. To improve on the clustering sub-process, k-means is another commonly utilised
technique. The advantage of using k-means clustering are that the number of cluster produced is predetermined and
controllable, and it is not constrained to a ﬁxed bin size like Hough Space does. Members in each cluster are mutually
exclusive therefore the number of cluster to work with is much less than that of Hough Space, and there is each
keypoint thus no longer suggest redundant hypothesis. The main disadvantage of k-means however, usually relates to
the random seeding in which occasionally produces inconsistent clustering output for the same set of data. To reduce
the occurrence of redundant hypothesis, Experiment 4 evaluated on k-means clustering and the result is shown in
Fig. 6. Redundancy in pose hypothesis no longer observed in the matching keypoints for the same image used. As
shown in Table 2, the estimated pose in both experiments has insigniﬁcant difference.
As the result has shown, unsupervised SIFT-related applications such as object tracking, localisation, mapping
and etc. are thus plausible in hybrid vision system consisting perspective view images and spherical omnidirectional
images. The mapping functions has enabled acceptable performance of classical SIFT algorithm without any modiﬁ-
cation.
5. Conclusion
In this paper, a method to detect object/scene using SIFT keypoints of a hybrid sensor system comprises of a
perspective view sensor and a spherical omnidirectional view sensor was presented. The omnidirectional view image
is subjected to unwrapping preprocessing to correct it as perspective image using closed form mapping functions.
Experiment results show that the performance of SIFT keypoint matching in hybrid sensor system can be done without
modiﬁcation to the classic SIFT algorithm. Finally the afﬁne parameters of the detection are solved using Lowe’s
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Table 2. Estimated pose parameters of possible solutions illustrated in Fig. 5 and Fig. 6
Parameter Experiment 3
a
Experiment 4bSolution 1 Solution 2 Absolute Diff.
Offset in x-axis 834.8 px 836.1 px 1.3 px 838.2 px
Offset in y-axis -11.5 px -4.7 px 6.8 px -8.1 px
Relative scale 0.41 0.41 0 0.40
Relative orientation 0.00 rad 0.05 rad 0.05 rad 0.03 rad
a Experiment uses Lowe’s Hough Space clustering.
b Experiment uses k-means clustering.
Hough Space [7] and k-means to assess the accuracy of the mapping functions’ output and therefore the matching of
keypoints.
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