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Abstract
We construct 2× 2-matrix linear problems with a spectral parameter for the Painleve´ equations I–V by
means of the degeneration processes from the elliptic linear problem for the Painleve´ VI equation. These
processes supplement the known degeneration relations between the Painleve´ equations with the degeneration
scheme for the associated linear problems. The degeneration relations constructed in this paper are based
on the trigonometric, rational, and Inozemtsev limits.
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1
1 Introduction
We study the Painleve´ equations and the associated 2 × 2-matrix linear problems. The Painleve´ equations are
six nonlinear ordinary second-order differential equations discovered by P. Painleve´, R. Fuchs, and B. Gambier
[1], [2], [3], [4] at the beginning of the XX century. The approach to the Painleve´ equations from the point
of view of the monodromy preserving deformations of linear ordinary differential equations was established by
Fuchs in the work [3] and generalized in the works by L. Schlesinger [5] and R. Garnier [6], [7]. After a long
break this approach was further developed in the works [8], [9], [10], [11], [12], see also books [13], [14], [15].
Another important approach to the Painleve´ equations was established in the work [16] — the Hamiltonian
approach. It turns out that each Painleve´ equation is equivalent to the equations of motion of some non-
autonomous Hamiltonian system. Such Hamiltonian systems were first introduced by K. Okamoto in the works
[17], [18], and [19]. The next step in the development of the Hamiltonian approach was the representation
of the Painleve´ equations as non-autonomous Hamiltonian systems describing the motion of а particle in a
nonstationary potential. The Hamiltonian of this type was constructed by Yu. Manin in [20]. Soon after
A. Levin and M. Olshanetsky discovered [21] that the Lax pair of the elliptic Calogero system forms the linear
problem for the equation of isomonodromic deformations on torus and, particularly, for the Painleve´ VI equation
with specific choice of arbitrary constants. This connection between the Painleve´ VI equation and the integrable
model of the Calogero type [22] was called the Painleve´-Calogero correspondence. Later K. Takasaki [23] derived
Hamiltonians for the Painleve´ equations I–V from the Manin’s Hamiltonian using degeneration relations (1.1)
between the Painleve´ equations [18]. It is worth noting that the similar diagram of degeneration (1.1) was
known (without any connection to the Painleve´ equations) for the autonomous Inozemtsev systems [24].
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Thus, Takasaki extended the Painleve´-Calogero correspondence to the whole set of the Painleve´ equations.
Recently, this result was further developed in [25], where a “quantized” version of the Painleve´-Calogero corre-
spondence was suggested.
The goal of this paper is to construct 2×2-matrix linear problems with a spectral parameter for the Painleve´
equations I–V by means of degeneration processes. In the work [26] we proposed a relation between the elliptic
SL(N,C) top and Toda systems. This relation is based on the Inozemtsev limit [27] and allows one to obtain
the Lax pair of a Toda system from the Lax pair of the elliptic SL(N,C) top. It is known that there is a
connection between the systems discussed above and the Painleve´ equations. The equations of motion of a
non-autonomous elliptic SL(2,C) top are equivalent to a particular case of the Painleve´ VI equation and the
equations of motion of non-autonomous Toda systems are equivalent to the Painleve´ III equation with a definite
choice of arbitrary constants. Thus, we can apply the procedure from [26] to the linear problem for the Painleve´
VI equation in the elliptic form [28], [20], [29]. A. Zotov constructed the 2× 2 Lax pair with spectral parameter
z for the Calogero-Inozemtsev system with one degree of freedom [30]. This Lax pair also provides the linear
problem for the Painleve´ VI equation in the elliptic form. The Calogero-Inozemtsev system considered in [30]
is described by the Hamiltonian on an elliptic curve 〈1, τ〉, where the parameter τ stands for the time in the
non-autonomous version of this system. So, using the linear problem for the Painleve´ VI equation from [30] we
obtain linear problems for other Painleve´ equations by means of the degeneration processes.
In Sections 2 and 4 linear problems for the Painleve´ equations V and III are constructed. They are obtained
as limits of the linear problem for the Painleve´ VI equation. The common component of these limits is the
following decomposition of the parameter τ of an elliptic curve:
τ = τ1 + τ2,
where τ1 stands for the time in the limiting system and τ2 gives the trigonometric limit Im τ2 → +∞. The
difference between the limits is due to the infinite shifts of the Calogero-Inozemtsev system coordinate u and
spectral parameter z. The limits also differ in the scalings of constants of the linear problem for the Painleve´
VI equation [30].
In Section 3 we construct a linear problem for the Painleve´ IV equation using the result of Section 2. In
Sections 5 and 6, using the linear problem from Section 4, we obtain linear problems for the Painleve´ equations
2
II and I, respectively. Thus, the degeneration relations between the linear problems obtained in this paper can
be described by the following diagram:
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1.1 Painleve´ equations
We will now review general facts and notation about the equations under consideration. The six Painleve´
equations [1], [2], [3], [4] in the rational form [31] are
PVI:
d2λ
dt2
=
1
2
(
1
λ
+
1
λ− 1 +
1
λ− t
)(
dλ
dt
)2
−
(
1
t
+
1
t− 1 +
1
λ− t
)
dλ
dt
+
+
λ (λ− 1) (λ− t)
t2 (t− 1)2
[
α− β t
λ2
+ γ
t− 1
(λ− 1)2 +
(
1
2
− δ
)
t (t− 1)
(λ− t)2
]
,
PV:
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
+ γ
λ
t
+ δ
λ (λ+ 1)
(λ− 1) ,
PIV:
d2λ
dt2
=
1
2λ
(
dλ
dt
)2
+
3
2
λ3 + 4tλ2 + 2
(
t2 − α) λ+ β
λ
,
PIII:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
1
t
(
αλ2 + β
)
+ γλ3 +
δ
λ
,
PII:
d2λ
dt2
= 2λ3 + tλ+ α,
PI:
d2λ
dt2
= 6λ2 + t,
where α, β, γ, δ are arbitrary complex constants. The Painleve´ equations I–V can be derived from the Painleve´
VI equation by means of the degeneration processes (1.1) [18].
1.2 Elliptic linear problem for the Painleve´ VI equation
The sixth Painleve´ equation in the elliptic form [28], [20], [29] is
d2u
dτ2
= −2
3∑
α=0
ν2αE
′
2 (u+ ωα, τ) ,
where ωα =
{
0, 12 ,
τ
2 ,
1+τ
2
}
and the second Eisenstein function E2(z) (B.1) is defined on a complex torus 〈1, τ〉
(see Appendix B). In this form the Painleve´ VI equation is equivalent to the equation of motion of a non-
autonomous Calogero-Inozemtsev system with one degree of freedom which is described by the Hamiltonian
HVI = v2 −
3∑
α=0
ν2αE2 (u+ ωα) . (1.2)
We will also need the following expression to calculate the limits in Sections 3, 5, 6:
HVI ∼= HVI − F (z) = v2 −
3∑
α=0
ν2α (E2 (u+ ωα)− E2 (z + ωα)) . (1.3)
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The non-autonomous version of the Calogero-Inozemtsev system with one degree of freedom has the following
2× 2 Lax representation constructed in [30]:
∂τL
VI − 1
2pii
∂zM
VI =
[
LVI,MVI
]
. (1.4)
The Lax pair LVI, MVI is of the form
LVI =
(
v 0
0 −v
)
+
3∑
α=0
LVIα , L
VI
α =
(
0 ναϕα (u+ ωα, z)
ναϕα (−u+ ωα, z) 0
)
, (1.5a)
MVI =
3∑
α=0
MVIα , M
VI
α =
(
0 ναfα (u+ ωα, z)
ναfα (−u+ ωα, z) 0
)
, (1.5b)
where functions ϕα, fα [32] are defined in the following way (see Appendix B):
ϕα (u+ ωβ, z) = e (z∂τωα)φ (u+ ωβ, z) ,
fα (u+ ωβ, z) = e (z∂τωα) ∂wφ (w, z) |w=u+ωβ ,
φ(u, z) =
θ11(u+ z)θ
′
11(0)
θ11(u)θ11(z)
.
2 Linear problem for the Painleve´ V equation
In order to obtain a relation between linear problems for the Painleve´ equations VI and V we consider two
different degeneration procedures. These procedures give linear problems for the following ordinary differential
equations:
d2u
dt2
= C20
cosu
sin3 u
+ C21
sinu
cos3 u
+ C22e
2t sin(4u) + C2C3e
t sin(2u), (2.1)
d2u
dt2
= C20
cosu
sin3 u
+ C21
sinu
cos3 u
+ C24e
t sin(2u), (2.2)
which are the particular cases of the Painleve´ V equation (A.2). Equations (2.1) and (2.2) describe the Painleve´
V equation with any choice of arbitrary constants. Even though these equations are connected by the following
limit:
C2 → 0, C3 →∞, C2C3 → const = C24 , (2.3)
the Lax pair of the linear problem for equation (2.1) (obtained in Section 2.1) diverges upon taking (2.3). Thus,
we construct linear problems for equations (2.1) and (2.2) separately.
In both degeneration procedures we use the following decomposition of the parameter τ of an elliptic curve:
τ = τ1 + τ2, (2.4)
where τ1 stands for the time in the limiting system and τ2 gives the trigonometric limit Im τ2 → +∞. The
difference between the degeneration procedures is due to the infinite shifts of coordinate u and spectral parameter
z. The degeneration procedures also differ in the scalings of constants of the linear problem for the Painleve´ VI
equation.
We will start with the degeneration procedure giving the linear problem for equation (2.1).
2.1 Linear problem for equation (2.1)
We decompose the parameter τ of an elliptic curve as it was described earlier, τ = τ1 + τ2, which implies
du
dτ
=
du
dτ1
.
The scalings of coupling constants are defined by the limiting behavior of Lax matrices (1.5a), (1.5b) as follows:
ν0 =
ν˜0
pi
, ν1 =
ν˜1
pi
, ν2 =
−ν˜2q−
1
2
2 + ν˜3
2pi
, ν3 =
ν˜2q
−
1
2
2 + ν˜3
2pi
,
4
where q2 ≡ e (τ2) . Thus, we obtain the limiting Hamiltonian and the linear problem of the following form:
HV = v2 − ν˜
2
0
sin2(piu)
− ν˜
2
1
cos2(piu)
− 8q
1
2
1 ν˜2ν˜3 cos(2piu) + 8q1ν˜
2
2 cos(4piu), (2.5)
∂τ1L
V − 1
2pii
∂zM
V =
[
LV,MV
]
=
{
HV, LV
}
, (2.6)
where
HV = lim
Imτ2→+∞
HVI, q1 ≡ e (τ1) ,
LV = lim
Imτ2→+∞
LVI =
(
v 0
0 −v
)
+
3∑
α=0
ν˜αL
V
α , (2.7a)
LV0 =
(
0 ctg(piu) + ctg(piz)
− ctg(piu) + ctg(piz) 0
)
, LV1 =
(
0 ctg(piz)− tg(piu)
ctg(piz) + tg(piu) 0
)
,
LV2 = 4q
1
2
1
(
0 − sin (pi(2u+ z))
sin (pi(2u− z)) 0
)
, LV3 =
1
sin(piz)
(
0 1
1 0
)
,
MV = lim
Imτ2→+∞
MVI =
3∑
α=0
ν˜αM
V
α , (2.7b)
MV0 = −
pi
sin2 (piu)
(
0 1
1 0
)
, MV1 = −
pi
cos2 (piu)
(
0 1
1 0
)
,
MV2 = −8piq
1
2
1
(
0 cos (pi(2u + z))
cos (pi(2u− z)) 0
)
, MV3 = 0.
We will also need an equivalent form of the Hamiltonian to calculate the limit in Section 3. This form can be
derived from expression (1.3) in the following way:
HV ∼= HV − F (z) = v2 − ν˜20
(
1
sin2(piu)
− 1
sin2(piz)
)
− ν˜21
(
1
cos2(piu)
− 1
cos2(piz)
)
−
−8q
1
2
1 ν˜2ν˜3 (cos(2piu)− cos(2piz)) + 8q1ν˜22 (cos(4piu)− cos(4piz)) . (2.8)
Limiting Hamiltonian (2.5) coincides with the one known for the fifth Painleve´ equation [23]. It is useful to
note that (2.6) is equivalent to (2.1), which is a particular case of the Painleve´ V equation. Indeed, we rewrite
(2.6) as a system of two first-order differential equations
du
dτ1
= 2v,
dv
dτ1
= −2piν˜20
cos(piu)
sin3(piu)
+ 2piν˜21
sin(piu)
cos3(piu)
− 16piq
1
2
1 ν˜2ν˜3 sin(2piu) + 32piq1ν˜
2
2 sin(4piu),
which gives
d2u
dτ21
= −4piν˜20
cos(piu)
sin3(piu)
+ 4piν˜21
sin(piu)
cos3(piu)
− 32piq
1
2
1 ν˜2ν˜3 sin(2piu) + 64piq1ν˜
2
2 sin(4piu).
2.2 Linear problem for equation (2.2)
In this subsection besides decomposition (2.4) of the parameter τ the following shifts are used:
u = u˜− τ
2
, z = z˜ − τ
2
. (2.9)
The scalings of coupling constants are defined by the limiting behavior of Hamiltonian (1.2) as follows:
ν0 =
iν˜2q
−1/4
2√
2pi
, ν1 =
ν˜3q
−1/4
2√
2pi
, ν2 =
ν˜0
pi
, ν3 =
ν˜1
pi
.
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Since τ1 stands for the time in the limiting system, the shifts (2.9) are time-dependent, hence,
du
dτ
=
du
dτ1
=
du˜
dτ1
− 1
2
, (2.10)
and the Hamiltonian defining the equations of motion of the limiting system is given by
HV = lim
Imτ2→+∞
HVI +
1
2
v +
1
16
.
Using the Hamiltonian (1.2) of the Painleve´ VI equation we get
HV =
(
v +
1
4
)2
− ν˜
2
0
sin2 (piu˜)
− ν˜
2
1
cos2 (piu˜)
− 4 (ν˜22 + ν˜23) q1/21 cos (2piu˜) . (2.11)
In order to obtain convergent Lax matrices it is necessary to perform the gauge transformation of the form
LVI → gLVIg−1, MVI → gMVIg−1,
g =
(
1 0
0 q
−1/4
2
)
.
Since the shift of the spectral parameter in the degeneration procedure under consideration is time-dependent,
equation (1.4) turns into
∂τ1L
VI − ∂z˜
(
1
2pii
MVI − 1
2
LVI
)
=
[
LVI,MVI
]
,
where LVI = LVI (u˜− τ/2, v, z˜ − τ/2, τ) , MVI = MVI (u˜− τ/2, z˜ − τ/2, τ) . Thus, the Lax pair of the linear
problem for equation (2.2) is defined via
LV = 2pii lim
Imτ2→+∞
gLVIg−1, MV = lim
Imτ2→+∞
g
(
MVI − piiLVI) g−1.
Equation of zero curvature (1.4) takes the following form in the limit:
∂τ1L
V − ∂z˜MV =
[
LV,MV
]
, (2.12)
where
LV = 2pii
(
v 0
0 −v
)
+
3∑
α=0
ν˜αL
V
α , (2.13)
LV0 =
2pii
sin (piu˜)
(
0 eipi(u˜+z˜)q
−1/4
1
−e−ipi(u˜+z˜)q1/41 0
)
, LV1 =
2pii
cos (piu˜)
(
0 ieipi(u˜+z˜)q
−1/4
1
ie−ipi(u˜+z˜)q
1/4
1 0
)
,
LV2 = 2
√
2pii
(
0 e2pii(u˜+z˜) − 1
−2ie−ipi(u˜+z˜)q1/21 sin (pi (u˜− z˜)) 0
)
,
LV3 = −2
√
2pi
(
0 e2pii(u˜+z˜) + 1
2e−ipi(u˜+z˜)q
1/2
1 cos (pi (u˜− z˜)) 0
)
,
MV = ipi
( −v 0
0 v
)
+
3∑
α=0
ν˜αM
V
α , (2.14)
MV0 = −pi
cos (piu˜)
sin2 (piu˜)
(
0 q
−1/4
1 e
ipi(u˜+z˜)
q
1/4
1 e
−ipi(u˜+z˜) 0
)
,
MV1 = ipi
sin (piu˜)
cos2 (piu˜)
(
0 q
−1/4
1 e
ipi(u˜+z˜)
−q1/41 e−ipi(u˜+z˜) 0
)
,
MV2 =
√
2pii
(
0 1 + e2ipi(u˜+z˜)
q
1/2
1
(
e−2ipiz˜ + e−2ipiu˜
)
0
)
,
6
MV3 =
√
2pi
(
0 1− e2ipi(u˜+z˜)
q
1/2
1
(
e−2ipiz˜ − e−2ipiu˜) 0
)
.
Lax pair (2.13), (2.14) can be simplified by means of the following gauge transformation:
L˜V = g˜LVg˜−1 − (∂z˜ g˜) g˜−1, M˜V = g˜MVg˜−1 − (∂τ1 g˜) g˜−1, (2.15)
g˜ =
(
q
1/8
1 e
−ipi(u˜+z˜)/2 0
0 q
−1/8
1 e
ipi(u˜+z˜)/2
)
.
After this transformation the coordinate velocity v enters into the Lax matrix L˜V with the same shift v + 14 as
in the Hamiltonian (2.11), i.e.,
L˜V = 2pii
 v + 14 0
0 −v − 1
4
+ 3∑
α=0
ν˜αL˜
V
α , (2.16a)
L˜V0 =
2pii
sin (piu˜)
(
0 1
−1 0
)
, L˜V1 = −
2pi
cos (piu˜)
(
0 1
1 0
)
,
L˜V2 = 4
√
2piq
1/4
1
(
0 − sin (pi (u˜+ z˜))
sin (pi (u˜− z˜)) 0
)
,
L˜V3 = −4
√
2piq
1/4
1
(
0 cos (pi (u˜+ z˜))
cos (pi (u˜− z˜)) 0
)
.
Using the Hamilton equation of motion for the coordinate u˜
du˜
dτ1
=
{
HV, u˜
}
= 2v +
1
2
,
one can ensure that transformation (2.15) removes v from the second Lax matrix (2.14), namely,
M˜V =
3∑
α=0
ν˜αM˜
V
α , (2.16b)
M˜V0 = −pi
cos (piu˜)
sin2 (piu˜)
(
0 1
1 0
)
, M˜V1 = ipi
sin (piu˜)
cos2 (piu˜)
(
0 1
−1 0
)
,
M˜V2 = 2
√
2piiq
1/4
1
(
0 cos (pi (u˜+ z˜))
cos (pi (u˜− z˜)) 0
)
,
M˜V3 = 2
√
2piiq
1/4
1
(
0 − sin (pi (u˜+ z˜))
sin (pi (u˜− z˜)) 0
)
.
To show that equations (2.12) and (2.2) are equivalent we rewrite (2.12) in the form of a system of two
first-order differential equations
du˜
dτ1
= 2v +
1
2
,
dv
dτ1
= −2piν˜20
cos(piu˜)
sin3(piu˜)
+ 2piν˜21
sin(piu˜)
cos3(piu˜)
− 8piq
1
2
1
(
ν˜22 + ν˜
2
3
)
sin(2piu˜).
Eliminating v we obtain
d2u˜
dτ21
= −4piν˜20
cos(piu˜)
sin3(piu˜)
+ 4piν˜21
sin(piu˜)
cos3(piu˜)
− 16piq
1
2
1
(
ν˜22 + ν˜
2
3
)
sin(2piu˜).
7
3 Linear problem for the Painleve´ IV equation
We construct a linear problem for the Painleve´ IV equation as the limit of the linear problem for the Painleve´
V equation obtained in Section 2.1. We make the substitutions
τ1 =
tw2
2pii
, u = u˜
w
2pii
, z = z˜
w
2pii
, v =
v˜
w
, (3.1)
the scalings of coupling constants and the limit itself w → 0. After applying (3.1) the canonical Poisson bracket
acquires the following form:
{v˜, u˜} = 2pii.
We define scalings of coupling constants by the limiting behavior of equations of motion (2.6) and the Lax
matrices (2.7a), (2.7b) via
ν˜0 =
β
4
√
2
, ν˜1 = −2iw−4, ν˜2 = i
4w4
, ν˜3 =
8i+ w4iα
4w4
.
To obtain the Hamiltonian of the limiting system we use Hamiltonian (2.8) for the Painleve´ V equation, because
the other Hamiltonian (2.5) diverges as w → 0. Thus, the Hamiltonian and the Lax matrices of the limiting
system are defined as
HIV = lim
w→0
w2
2pii
HV, LIV = lim
w→0
wLV, M IV = lim
w→0
w2
2pii
MV.
Finally, we get the following limiting Hamiltonian and the equation of zero curvature:
HIV = − iv˜
2
2pi
+
i
(
u˜6 − z˜6)
32pi
+
it
(
u˜4 − z˜4)
8pi
+
i
(
t2 − α) (u˜2 − z˜2)
8pi
− iβ
2
16pi
(
1
u˜2
− 1
z˜2
)
,
∂tL
IV − ∂z˜M IV =
[
LIV,M IV
]
=
{
HIV, LIV
}
, (3.2)
where
LIV =
 v˜ − u˜
3
4
− u˜
2z˜
4
− u˜ z˜
2 + 4t
8
− z˜
3
32
− tz˜
4
u˜3
4
− u˜
2z˜
4
+ u˜
z˜2 + 4t
8
− z˜
3
32
− tz˜
4
−v˜
+ (3.3a)
+
 0 −
α
2z˜
+
iβ
2
√
2
(
1
u˜
+
1
z˜
)
− α
2z˜
+
iβ
2
√
2
(
1
z˜
− 1
u˜
)
0
 ,
M IV =
 0 −
3u˜2
4
− u˜z˜
2
− t
2
− z˜
2
8
− iβ
2
√
2u˜2
−3u˜
2
4
+
u˜z˜
2
− t
2
− z˜
2
8
− iβ
2
√
2u˜2
0
 . (3.3b)
The equivalence of equation (3.2) to the Painleve´ IV equation in the form (A.4) can be shown in two steps.
First, we rewrite (3.2) as a system of two differential equations
du˜
dt
= 2v˜,
dv˜
dt
=
β2
4u˜3
+
1
2
(
t2 − α) u˜+ tu˜3 + 3u˜5
8
.
Second, after eliminating v from the system we get the following second-order differential equation:
d2u˜
dt2
=
β2
2u˜3
+
(
t2 − α) u˜+ 2tu˜3 + 3u˜5
4
.
8
4 Linear problem for the Painleve´ III equation
As in Section 2 we construct a limiting procedure which transforms the linear problem (1.5) for the Painleve´
VI equation into linear problems for the following two equations:
d2u
dt2
= C20e
2t+2u + C22e
2t−2u + C0C1e
t+u + C2C3e
t−u, (4.1)
d2u
dt2
= C22e
2t−2u + C20e
t+u + C2C3e
t−u. (4.2)
Equations (4.1) and (4.2) describe the Painleve´ III equation (A.6) with any choice of arbitrary constants. In
Sections 4.1 and 4.2 we construct two distinct degeneration procedures which give different linear problems for
equation (4.1). A linear problem for equation (4.2) is constructed in Section 4.3.
Degeneration procedures under consideration are based on a generalization of the Inozemtsev limit and differ
in shifts of the spectral parameter and scalings of coupling constants. The generalization of the Inozemtsev
limit consists of the decomposition of the parameter τ
τ = τ1 + τ2, (4.3)
with τ1 denoting the time of the system, the shift of the coordinate
u = u˜+
τ
4
, (4.4)
and the trigonometric limit Im τ2 → +∞.
4.1 First linear problem for equation (4.1)
To construct a linear problem associated with equation (4.1) we use decomposition (4.3), shift of the coordinate
u (4.4), and the trigonometric limit Im τ2 → +∞. From the decomposition of the Lax matrices (1.5a), (1.5b)
as a series in q one can determine the scalings of coupling constants
ν0 =
ν˜0q
−
1
4
2 + ν˜1
2pi
, ν1 =
−ν˜0q−
1
4
2 + ν˜1
2pi
, ν2 =
ν˜2q
−
1
4
2 + ν˜3
2pi
, ν3 =
−ν˜2q−
1
4
2 + ν˜3
2pi
. (4.5)
Since τ1 is the time of the system, shift (4.4) of the coordinate u is time-dependent, which implies
du
dτ
=
du
dτ1
=
du˜
dτ1
+
1
4
. (4.6)
Thus, the Hamiltonian of the limiting system has the following form:
HIII = lim
Imτ2→+∞
HVI − 1
4
v +
1
64
.
Using the Hamiltonian for the Painleve´ VI equation in the form (1.2), we get
HIII =
(
v − 1
8
)2
+ 4q
1
2
1 ν˜
2
0e
4piiu˜ + 4q
1
2
1 ν˜
2
2e
−4piiu˜ + 4q
1
4
1 ν˜0ν˜1e
2piiu˜ + 4q
1
4
1 ν˜2ν˜3e
−2piiu˜. (4.7)
Expression (1.3) gives an equivalent Hamiltonian
HIII ∼= HIII − F (z) =
(
v − 1
8
)2
+ 4q
1
2
1 ν˜
2
0
(
e4piiu˜ − e4piiz)+ 4q 121 ν˜22 (e−4piiu˜ − e−4piiz)+
+4q
1
4
1 ν˜0ν˜1
(
e2piiu˜ − e2piiz)+ 4q 141 ν˜2ν˜3 (e−2piiu˜ − e−2piiz) , (4.8)
which will be used to calculate a limit in Section 5.
The equation of zero curvature (1.4) preserves the form in the limit
∂τ1L
III − 1
2pii
∂zM
III =
[
LIII,M III
]
, (4.9)
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where
LIII = lim
Imτ2→+∞
LVI =
(
v 0
0 −v
)
+
3∑
α=0
ν˜αL
III
α , (4.10a)
LIII0 = 2iq
1
4
1 e
2piiu˜
(
0 −1
1 0
)
, LIII1 =
(
0 −i+ ctg (piz)
i+ ctg (piz) 0
)
,
LIII2 = 2iq
1
4
1
(
0 e−ipi(2u˜+z)
−e−ipi(2u˜−z) 0
)
, LIII3 =
1
sin (piz)
(
0 1
1 0
)
,
M III = lim
Imτ2→+∞
LVI =
3∑
α=0
ν˜αM
III
α , (4.10b)
M III0 = 4piq
1
4
1 e
2piiu˜
(
0 1
1 0
)
, M III1 = 0,
M III2 = 4piq
1
4
1
(
0 e−ipi(2u˜+z)
e−ipi(2u˜−z) 0
)
, M III3 = 0.
Equation (4.9) describes the Hamilton equations of motion of the limiting system
du˜
dτ1
=
{
HIII, u˜
}
= 2v − 1
4
,
dv
dτ1
=
{
HIII, v
}
= −16ipiq
1
2
1 ν˜
2
0e
4piiu˜ + 16ipiq
1
2
1 ν˜
2
2e
−4piiu˜ − 8ipiq
1
4
1 ν˜0ν˜1e
2piiu˜ + 8ipiq
1
4
1 ν˜2ν˜3e
−2piiu˜
and is equivalent to the following second-order differential equation
d2u
dτ21
= −32ipiq
1
2
1 ν˜
2
0e
4piiu˜ + 32ipiq
1
2
1 ν˜
2
2e
−4piiu˜ − 16ipiq
1
4
1 ν˜0ν˜1e
2piiu˜ + 16ipiq
1
4
1 ν˜2ν˜3e
−2piiu˜, (4.11)
which in turn coincides with (4.1) up to a change of arbitrary constants.
4.2 Second linear problem for equation (4.1)
Adding to the degeneration procedure described in Section 4.1 the shift of the spectral parameter
z = z˜ +
τ
2
, (4.12)
we get another linear problem associated with equation (4.1). The gauge equivalence of the second linear
problem to the first linear problem 4.10 has not been established.
Thus, we use decomposition (4.3) of the parameter τ , shifts of the coordinate (4.4) and the spectral parameter
(4.12), and the trigonometric limit Im τ2 → +∞. Scalings of coupling constants are determined from the
decomposition of the Hamiltonian (1.2) as a series in q
ν0 =
ν˜0q
−
1
4
2 + ν˜1
2pi
, ν1 =
−ν˜0q−
1
4
2 + ν˜1
2pi
, ν2 =
ν˜2q
−
1
4
2 + ν˜3
2pi
, ν3 =
ν˜2q
−
1
4
2 − ν˜3
2pi
.
Since substitution (4.4) is time-dependent, the time derivative of the coordinate u of the Calogero-Inozemtsev
system and the time derivative of the coordinate u˜ of the limiting system are connected via (4.6) as follows:
du
dτ
=
du
dτ1
=
du˜
dτ1
+
1
4
.
Thus, the Hamiltonian of the limiting system is of the form
HIII = lim
Imτ2→+∞
HVI − 1
4
v +
1
64
.
Using the Hamiltonian (1.2) associated with the Painleve´ VI equation one can derive the following explicit
formula for HIII:
HIII =
(
v − 1
8
)2
+ 4ν˜20q
1/2
1 e
4piiu˜ + 4ν˜0ν˜1q
1/4
1 e
2piiu˜ + 4ν˜22q
1/2
1 e
−4piiu˜ + 4ν˜2ν˜3q
1/4
1 e
−2piiu˜. (4.13)
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After substitutions (4.3), (4.4), and (4.12) the equation of zero curvature (1.4) transforms into
∂τ1L
VI − ∂z˜
(
1
2pii
MVI +
1
2
LVI
)
=
[
LVI,MVI
]
,
where LVI = LVI (u˜+ τ/4, v, z˜ + τ/2, τ) , and MVI = MVI (u˜+ τ/4, z˜ + τ/2, τ) . This implies the following
definitions of the Lax matrices:
LIII = 2pii lim
Imτ2→+∞
LVI, M III = lim
Imτ2→+∞
(
MVI + piiLVI
)
.
Finally, the equation of zero curvature acquires the form
∂τ1L
III − ∂z˜M III =
[
LIII,M III
]
, (4.14)
where
LIII = lim
Imτ2→+∞
LVI = 2pii
(
v 0
0 −v
)
+
3∑
α=0
ν˜αL
III
α , (4.15)
LIII0 = 4piq
1
4
1
(
0 e2piiu˜ − e−2pii(u˜+z˜)
−e2piiu˜ 0
)
, LIII1 = 4pi
(
0 1
0 0
)
,
LIII2 = 4piq
1
4
1
(
0 epiiz˜ − e−pii(4u˜+z˜)
epiiz˜ 0
)
, LIII3 = −4pie−pii(2u˜+z˜)
(
0 1
0 0
)
,
M III = lim
Imτ2→+∞
MVI = ipi
(
v 0
0 −v
)
+
3∑
α=0
ν˜αM
III
α , (4.16)
M III0 = 2piq
1/4
1
(
0 e−2ipi(u˜+z˜) + 3e2ipiu˜
e2ipiu˜ 0
)
, M III1 = 2pi
(
0 1
0 0
)
,
M III2 = 2piq
1/4
1
(
0 3e−ipi(4u˜+z˜) + eipiz˜
eipiz˜ 0
)
, M III3 = 2pie
−ipi(2u˜+z˜)
(
0 1
0 0
)
.
As in subsection 2.2 we can remove v from the second Lax matrix M III (4.16) by means of the gauge
transformation
LIII → gLIIIg−1 − (∂z˜g) g−1, M III → gM IIIg−1 − (∂τ1g) g−1,
g =
(
q
1/16
1 e
ipi(2u˜+z˜)/4 0
0 q
−1/16
1 e
−ipi(2u˜+z˜)/4
)
.
Applying the transformation, we get the first Lax matrix LIII (4.15) with the same shifted velocity v − 18 as in
the Hamiltonian (4.13).
Equation (4.14) is equivalent to the Hamilton equations of motion
du˜
dτ1
=
{
HIII, u˜
}
= 2v − 1
4
,
dv
dτ1
=
{
HIII, v
}
= −16piiν˜20q1/21 e4piiu˜ − 8piiν˜0ν˜1q1/41 e2piiu˜ + 16piiν˜22q1/21 e−4piiu˜ + 8piiν˜2ν˜3q1/41 e−2piiu˜.
These equations in turn are equivalent to the following second-order differential equation:
d2u˜
dτ21
= −32piiν˜20q1/21 e4piiu˜ − 16piiν˜0ν˜1q1/41 e2piiu˜ + 32piiν˜22q1/21 e−4piiu˜ + 16piiν˜2ν˜3q1/41 e−2piiu˜,
which coincides with (4.1) up to a change of arbitrary constants.
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4.3 Linear problem for equation (4.2)
In this subsection we use decomposition (4.3) of the parameter τ of an elliptic curve, the substitution of the
coordinate (4.4), and the shift of the spectral parameter
z = z˜ +
τ
4
.
The scalings of coupling constants are determined from the decomposition of the Hamiltonian (1.2) as a series
in q in the following way:
ν0 =
ν˜0q
−1/8
2
2pi
, ν1 =
iν˜1q
−1/8
2
2pi
, ν2 =
ν˜2q
−1/4
2 + ν˜3
2pi
, ν3 =
−ν˜2q−1/42 + ν˜3
2pi
.
As it was mentioned in subsection 4.1 shift of the coordinate (4.4) is time-dependent. Thus, the Hamiltonian
of the limiting system have the following form
HIII = lim
Imτ2→+∞
HVI − 1
4
v +
1
64
.
Using the Hamiltonian (1.2) for the Painleve´ VI equation one can derive
HIII =
(
v − 1
8
)2
+
(
ν˜20 + ν˜
2
1
)
q
1/4
1 e
2ipiu˜ + 4ν˜22q
1/2
1 e
−4ipiu˜ + 4ν˜2ν˜3q
1/4
1 e
−2ipiu˜. (4.17)
In this case in order to get convergent Lax matrices it is necessary to make the gauge transformation
LVI → gLVIg−1, MVI → gMVIg−1,
g =
(
1 0
0 q
−1/8
2
)
.
After applying the shift of the spectral parameter, equation of zero curvature (1.4) becomes
∂τ1L
VI − ∂z˜
(
1
2pii
MVI +
1
4
LVI
)
=
[
LVI,MVI
]
,
where LVI = LVI (u˜+ τ/4, v, z˜ + τ/4, τ) , MVI = MVI (u˜+ τ/4, z˜ + τ/4, τ) . This implies the following defini-
tion of the Lax matrices
LIII = 2pii lim
Imτ2→+∞
gLVIg−1, M III = lim
Imτ2→+∞
g
(
MVI +
pii
2
LVI
)
g−1.
Finally, the equation of zero curvature acquires the following form:
∂τ1L
III − ∂z˜M III =
[
LIII,M III
]
, (4.18)
where
LIII = 2pii
(
v 0
0 −v
)
+
3∑
α=0
ν˜αL
III
α , (4.19a)
LIII0 = 2pi
(
0 1
q
1/4
1
(
e2ipiz˜ − e2ipiu˜) 0
)
, LIII1 = 2pii
(
0 1
q
1/4
1
(
e2ipiu˜ + e2ipiz˜
)
0
)
,
LIII2 = −4piq1/81 e−2ipiu˜
(
0 e−ipiz˜
−q1/41 eipiz˜ 0
)
, LIII3 = 4piq
1/8
1 e
ipiz˜
(
0 0
1 0
)
,
M III =
ipi
2
(
v 0
0 −v
)
+
3∑
α=0
ν˜αM
III
α , (4.19b)
M III0 =
pi
2
(
0 1
q
1/4
1
(
3e2ipiu˜ + e2ipiz˜
)
0
)
, M III1 =
ipi
2
(
0 1
e2ipiz˜ − 3e2ipiu˜ 0
)
,
12
M III2 = piq
1/8
1
(
0 3e−ipi(2u˜+z˜)
5q
1/4
1 e
−ipi(2u˜−z˜) 0
)
, M III3 = piq
1/8
1 e
ipiz˜
(
0 0
1 0
)
.
As in subsections 2.2 and 4.2 we can remove v from the second Lax matrix M III (4.19b) by means of the
gauge transformation
LIII → g˜LIIIg˜−1 − (∂z˜ g˜) g˜−1, M III → g˜M IIIg˜−1 − (∂τ1 g˜) g˜−1,
g˜ =
(
q
1/32
1 e
ipi(u˜+z˜)/4 0
0 q
−1/32
1 e
−ipi(u˜+z˜)/4
)
.
Applying this transformation we obtain the first Lax matrix LIII (4.19a) with the same shifted velocity v − 18
as in the Hamiltonian (4.17).
Equation of zero curvature (4.18) is equivalent to the Hamilton equations of motion
du˜
dτ1
=
{
HIII, u˜
}
= 2v − 1
4
,
dv
dτ1
= −2ipiq1/41
(
ν˜20 + ν˜
2
1
)
e2ipiu˜ + 16ipiq
1/2
1 ν˜
2
2e
−4ipiu˜ + 8ipiq
1/4
1 ν˜2ν˜3e
−2ipiu˜.
Eliminating v from this system we get the second-order differential equation
d2u˜
dτ21
= −4ipiq1/41
(
ν˜20 + ν˜
2
1
)
e2ipiu˜ + 32ipiq
1/2
1 ν˜
2
2e
−4ipiu˜ + 16ipiq
1/4
1 ν˜2ν˜3e
−2ipiu˜,
which coincides with (4.2) up to a change of arbitrary constants.
5 Linear problem for the Painleve´ II equation
We construct a linear problem for the Painleve´ II equation by means of the degeneration process from the linear
problem constructed in subsection 4.1. This process involves substitutions
τ1 =
tw2
2pii
, u˜ = U
w
2pii
, z = Z
w
2pii
, v =
V
w
, (5.1)
scalings of coupling constants, and the limit w → 0. After applying (5.1) the canonical Poisson bracket trans-
forms into
{V, U} = 2pii.
From the decomposition of Lax matrices (4.10a), (4.10b) as series in q one can determine the scalings of
coupling constants
ν˜0 = i
1 + w2
4w3
, ν˜1 = −i2− w
3
2w3
, ν˜2 = −i1− w
2
4w3
, ν˜3 =
i
2
(
α− 1 + 2
w3
)
.
Since Hamiltonian (4.7) for the Painleve´ III equation diverges as w → 0, we use the equivalent form (4.8) to
obtain the Hamiltonian of the limiting system
HII = lim
w→0
w2
2pii
HIII.
The Lax matrices of the limiting system are defined as
LII = lim
w→0
wLIII, M II = lim
w→0
w2
2pii
M III.
Thus, we get the limiting Hamiltonian and the equation of zero curvature in the following form:
HII = − iV
2
2pi
+
iα (U − Z)
4pi
+
it
(
U2 − Z2)
8pi
+
i
(
U4 − Z4)
8pi
,
∂tL
II − ∂ZM II =
[
LII,M II
]
=
{
HII, LII
}
, (5.2)
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where
LII =
 V t4 − αZ + Z
2
16
+
UZ
4
+
U2
2
− t
4
− α
Z
− Z
2
16
+
UZ
4
− U
2
2
−V
 , (5.3a)
M II =
 0 U + Z4
U − Z
4
0
 . (5.3b)
One can rewrite (5.2) as the following system of the first-order differential equations:
dU
dt
= 2V,
dV
dt
= U3 +
tU
2
+
α
2
,
which coincides with the Hamilton equations of motion. Eliminating v from this system we get the Painleve´ II
equation
d2U
dt2
= 2U3 + tU + α.
6 Linear problem for the Painleve´ I equation
In this Section we construct a linear problem for the Painleve´ I equation via the degeneration process from the
linear problem constructed in subsection 4.1. This process consists of the substitutions
τ1 =
w2t
2pii
, u˜ = U
w
2pii
, v =
V
w
, z = −1
2
+ Z
w
2pii
, (6.1)
scalings of coupling constants, and the limit w → 0. After applying (6.1) the canonical Poisson bracket trans-
forms into
{V, U} = 2pii.
The simplest way to determine scalings of coupling constants is to analyze the decomposition of the Hamiltonian
(4.7) as a series in q. This gives
ν˜0 =
i
2
√
2w5/2
, ν˜1 = − i√
2w5/2
, ν˜2 − 1
2
√
2w5/2
, ν˜3 =
1√
2w5/2
.
To obtain the convergent Lax matrices we have to make the following gauge transformation
LIII → gLIIIg−1, M III → gM IIIg−1,
g =
(
1 0
0
√
w
)
,
and consider the limit
LI = lim
w→0
wgLIIIg−1, M I = lim
w→0
w2
2pii
gM IIIg−1.
Using the Hamiltonian (4.7) for the Painleve´ III equation we derive the Hamiltonian of the limiting system
HI = lim
w→0
w2
2pii
HIII = − iV
2
2pi
+
itU
4pi
+
iU3
2pi
.
After taking the limit the equation of zero curvature becomes
∂tL
I − ∂ZM I =
[
LI,M I
]
=
{
HI, LI
}
, (6.2)
where
LI =
 V
1
4
√
2
(
2t+ Z2 + 2UZ + 4U2
)
1√
2
(Z − 2U)
 , M I =
 0 12√2 (4U + Z)√
2 0
 . (6.3)
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One can rewrite (6.2) as a system of the first-order differential equations, which is equivalent to the Painleve´ I
equation 
dU
dt
= 2V,
dV
dt
= 3U2 +
t
2
⇐⇒ d
2U
dt2
= 6U2 + t.
7 Conclusion
We have constructed linear problems for the Painleve´ equations I–V via the degeneration processes from the
linear problem for the Painleve´ VI equation. These degeneration processes can be described by the following
diagram
PV // PIV
PVI //
;;①①①①①①①①
PIII //
##●
●●
●●
●●
●●
PII
PI
(7.1)
Thus, we have supplemented the known relations (1.1) between the Painleve´ equations with the degeneration
scheme (7.1) for the 2× 2-matrix linear problems discussed in this paper.
Since one can obtain the Calogero-Inozemtsev system via the reduction from the 2 × 2 elliptic Schlesinger
system with four marked points, it is possible to apply the proposed degeneration process to the general case of
the elliptic Schlesinger system. This process can probably give new non-autonomous systems which describe the
interaction between the non-autonomous Toda and Calogero-Moser systems. We will study such a degeneration
process in the subsequent work.
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A Painleve´ equations
In this Section we present a connection between the different forms of the Painleve´ equations V, IV, and III
considered in this paper.
A.1 Painleve´ V
The Painleve´ V equation has the following rational form:
d2λ
dt2
=
(
1
2λ
+
1
λ− 1
)(
dλ
dt
)2
− 1
t
dλ
dt
+
(λ− 1)2
t2
(
αλ+
β
λ
)
+ γ
λ
t
+ δ
λ (λ+ 1)
(λ− 1) . (A.1)
In order to obtain the equivalent form of (A.1) which we use in Section 2 one can perform the following change
of variables:
λ (t) = λ (u (t)) = − tg2 (piu (t)) .
As a result, (dλ/dt)
2
becomes zero. After the substitution t (τ) = eτ the derivative dλ/dt becomes zero as well,
which leads to
d2u
dt2
=
α
2pi
sin (piu)
cos3 (piu)
+
β
2pi
cos (piu)
sin3 (piu)
+ 2γeτ sin (2piu) + δe2τ sin (4piu) . (A.2)
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A.2 Painleve´ IV
The Painleve´ IV equation has the following rational form:
d2λ
dt2
=
1
2λ
(
dλ
dt
)2
+
3
2
λ3 + 4tλ2 + 2
(
t2 − α)λ+ β
λ
. (A.3)
In order to obtain the equivalent form of (A.3) considered in Section 3 one can make the change of variables
λ (t) = u2 (t) ,
which leads to
d2u
dt2
=
3u5
4
+ 2tu3 +
(
t2 − α)u+ β
2u3
. (A.4)
A.3 Painleve´ III
The Painleve´ III equation has the following rational form:
d2λ
dt2
=
1
λ
(
dλ
dt
)2
− 1
t
dλ
dt
+
1
t
(
αλ2 + β
)
+ γλ3 +
δ
λ
. (A.5)
In order to obtain the equivalent form of (A.5) which we use in Section 4 one can make the change of variables
λ (t) = eu(t).
Substituting t = eτ into (A.5) we get
d2u
dt2
= αeτ+u + βeτ−u + γe2(τ+u) + δe2(τ−u). (A.6)
B Elliptic functions
The definitions and properties of elliptic functions used in the paper can be found in [33] and [34]. The main
object is the theta function defined by
θ
[
a
b
]
(z, τ) =
∑
j∈Z
q
1
2
(j+a)2
e ((j + a)(z + b)) ,
where q = e (τ) ≡ exp (2piiτ).
We also use the Eisenstein functions
εk(z) = lim
M→+∞
M∑
n=−M
(z + n)−k, k ∈ N,
Ek(z) = lim
M→+∞
M∑
n=−M
εk(z + nτ). (B.1)
To determine limits of Lax matrices we use the following functions:
ϑ(z) = θ
[
1/2
1/2
]
(z, τ) =
∑
j∈Z
q
1
2 (j+
1
2 )
2
e
((
j +
1
2
)(
z +
1
2
))
, (B.2)
φ(u, z) =
ϑ(u + z)ϑ′(0)
ϑ(u)ϑ(z)
, (B.3)
ϕα (u+ ωβ, z) = e (z∂τωα)φ (u+ ωβ, z) ,
fα (u+ ωβ, z) = e (z∂τωα) ∂wφ (w, z) |w=u+ωβ ,
where ωα =
{
0, 12 ,
τ
2 ,
1+τ
2
}
. The functions satisfy the following well-known identities:
φ(u, z)φ(−u, z) = E2(z)− E2(u),
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∂uφ(u, z) = φ(u, z)(E1(u + z)− E1(u)), (B.4)
parity
Ek(−z) = (−1)kEk(z),
ϑ(−z) = −ϑ(z),
φ(u, z) = φ(z, u) = −φ(−u,−z),
and quasi-periodicity
E1(z + 1) = E1(z), E1(z + τ) = E1(z)− 2pii,
E2(z + 1) = E2(z), E2(z + τ) = E2(z),
ϑ(z + 1) = −ϑ(z), ϑ(z + τ) = −q− 12 e(−z)ϑ(z),
φ(u + 1, z) = φ(u, z), φ(u + τ, z) = e(−z)φ(u, z).
(B.5)
References
[1] P. Painleve´. Memoire sur les e´quations diffe´rentielles dont l’inte´grale ge´ne´rale est uniforme. Bull. Soc.
Math. Phys., 28:201–261, 1900.
[2] P. Painleve´. Sur les e´quations diffe´rentielles du second ordre et d’ordre supe´rieur dont l’inte´grale ge´ne´rale
est uniforme. Acta Math. Ann, 21:1–85, 1902.
[3] R. Fuchs. Sur quelques e´quations diffe´rentielles line´ares du second ordre. C. R. Acad. Sci., 141:555–558,
1905.
[4] B. Gambier. Sur les e´quations diffe´rentielles du second ordre et du premier degre´ dont l’inte´grale ge´ne´rale
est a´ points critique fixe´s. C. R. Acad. Sci., 142:166–269, 1906.
[5] L. Schlesinger. U¨ber eine Klasse von Differentialsystemen beliebiger Ordnung mit festen kritischen Punkten.
Journal fur die reine und angewandte Mathematik, 141:96–145, 1912.
[6] R. Garnier. Sur des equations diffe´rentielles du troisie`me ordre dont l’inte´grale ge´ne´rale est uniforme et sur
une classe d’e´quations nouvelles d’ordre supe´rieur dont l’inte´grale ge´ne´rale a ses points critique fixe´s. Acta
Math. Ann, 33:1–55, 1912.
[7] R. Garnier. Etudes de l’inte´grale ge´ne´rale de l’e´quation VI de M. Painleve´. Ann. Sci. Ecole Norm. Sup.,
34:239–353, 1917.
[8] Hermann Flaschka and Alan C. Newell. Monodromy- and spectrum-preserving deformations i. Communi-
cations in Mathematical Physics, 76:65–116, 1980. 10.1007/BF01197110.
[9] Michio Jimbo, Tetsuji Miwa, and Kimio Ueno. Monodromy preserving deformation of linear ordinary
differential equations with rational coefficients: I. General theory and τ -function. Physica D: Nonlinear
Phenomena, 2(2):306 – 352, 1981.
[10] Michio Jimbo and Tetsuji Miwa. Monodromy perserving deformation of linear ordinary differential equa-
tions with rational coefficients. II. Physica D: Nonlinear Phenomena, 2(3):407 – 448, 1981.
[11] Michio Jimbo and Tetsuji Miwa. Monodromy preserving deformation of linear ordinary differential equa-
tions with rational coefficients. III. Physica D: Nonlinear Phenomena, 4(1):26 – 46, 1981.
[12] I. M. Krichever. Isomonodromy equations on algebraic curves, canonical transformations and Whitham
equations. Mosc. Math. J., 2:717–752, 2002.
[13] Alexander R. Its and Victor Yu. Novokshenov. Isomonodromic Deformation Method in the Theory of
Painleve Equations (Lecture Notes in Mathematics). Springer-Verlag, Berlin and New York, 1986.
[14] A. S. Fokas, A. R. Its, A. A. Kapaev, and V. Yu. Novokshenov. Painleve Transcendents: The Riemann-
hilbert Approach. American Mathematical Society, Providence, RI, 2006.
17
[15] Conte Robert. The Painleve Property: One Century Later (CRM Series in Mathematical Physics).
Springer, New York, 1999.
[16] J. Malmquist. Ark. Mat. Astr. Fys., 17:1–89, 1922.
[17] K. Okamoto. On the τ -function of the Painleve´ equations. Physica, D 2:525–535, 1981.
[18] K. Okamoto. Isomonodromic deformations and Painleve´ equations, and the Garnier systems. J. Fac. Sci.
Univ., IA 33:575–618, 1986.
[19] K. Okamoto. Polynomial Hamiltonians associated with Painleve´ equations. I. Proc. Japan Acad. Ser., A
56:264–268, 1980.
[20] Yu. I. Manin. Sixth Painleve´ equation, universal elliptic curve, and mirror of P2. Amer. Math. Soc. Transl.
2, 186:131–151, 1998.
[21] A. M. Levin and Olshanetsky M. A. Painleve´ - Calogero correpondence. CRM Ser. Math. Phys., pages
313–332, March 1997.
[22] F. Calogero. Solution of the one-dimensional n-body problems with quadratic and/or inversely quadratic
pair potentials. Journal of Mathematical Physics, 12(3):419–436, 1971.
[23] K. Takasaki. Painleve-Calogero correspondence revisited. Journal of Mathematical Physics, 42(3):1443–
1473, 2001.
[24] J. F. van Diejen. Difference Calogero-Moser systems and finite Toda chains. Journal of Mathematical
Physics, 36(3):1299–1323, 1995.
[25] A. Zotov and A. Zabrodin. Quantum Painleve´-Calogero correspondence. 2011.
[26] G. Aminov and S. Arthamonov. Reduction of the elliptic SL(N,C) top. Journal of Physics A: Mathematical
and Theoretical, 44(7), 2011.
[27] V. I. Inozemtsev. The finite toda lattices. Communications in Mathematical Physics, 121(4):629–638, 1989.
[28] P. Painleve´. Sur les e´quations diffe´rentielles du second ordre a´ points criticues fixes. C. R. Acad. Sci.,
143:1111–1117, 1906.
[29] M.V. Babich and L.A. Bordag. Projective differential geometrical structure of the Painleve´ equations.
Journal of Differential Equations, 157(2):452 – 485, 1999.
[30] A. Zotov. Elliptic Linear Problem for Calogero-Inozemtsev Model and Painleve VI Equation. Letters in
Mathematical Physics, 67:153–165, 2004.
[31] K. Iwasaki, H. Kimura, S. Shimomura, and M. Yoshida. From Gauss to Painleve: A Modern Theory of
Special Functions (Aspects of Mathematics Ser). Vieweg, Braunschweig, 1991.
[32] I. M. Krichever. Elliptic solutions of the Kadomtsev-Petviashvili equation and integrable systems of par-
ticles. Functional Analysis and Its Applications, 14:282–290, 1980. 10.1007/BF01078304.
[33] Andre Weil. Elliptic Functions according to Eisenstein and Kronecker. Springer-Verlag, 1976.
[34] David Mumford. Tata Lectures on Theta I,II. Birkha¨user, Boston, 1983, 1984.
18
