In this paper, we present efficient methods for multidimensional 
Introduction
In some algorithms, such as multi-dimensional fast Fourier transform, the Alternative Direction Implicit (ADI) method for solving two-dimensional diffusion equations, and linear algebra solvers, an array distribution that is well-suited for one phase may not be good for a subsequent phase in terms of performance. Array redistribution is required for those algorithms during runtime to enhance algorithm performance.
Therefore, many data parallel programming languages support runtime primitives for array redistribution. Since array redistribution is performed at run-time, there is a performance trade-off between the efficiency of new data decomposition for a subsequent phase of an algorithm and the cost of redistributing array among processors. Thus efficient methods for performing array redistribution are of great importance for the development of distributed memory compilers for those languages. Many methods for performing array redistribution were proposed in the literature [1-2, 5-7, 9-14, 16-19] . Due to the page limitation, we will not describe these methods here. The details of these methods can be found in [2] .
In this paper, based on the basic-cycle calculation technique [2] , we present a basic-block calculation (BBC) and a complete-dimension calculation (CDC) techniques for multi-dimensional array redistribution. The main idea of the basic-block calculation technique is first to use the basic-cycle calculation technique to determine source/destination processors of some specific array elements in a basic-block. From the source/destination processor/data sets of a basic-block, we can efficiently perform a redistribution.
The complete-dimension calculation technique also uses the basic-cycle calculation technique to generate the communication sets of a redistribution. However, it generates the communication sets for array elements in the first row of each dimension of a local array. This will result in a high indexing overheads. But the packing/unpacking overheads can be greatly reduced. These two techniques can be easily implemented in a parallelizing compiler, run-time systems, or parallel programs. In this paper, we also developed a theoretical model to analyze the tradeoff between these two techniques.
Preliminaries
To simplify the presentation, we use BC(s0, s1, ..., sn −1 )→BC(t0, t1, ..., tn −1 ) to represent the (CYCLIC(s0), CYCLIC(s1), …, CYCLIC(sn−1)) to (CYCLIC(t0), CYCLIC(t1), …, CYCLIC(tn−1)) redistribution for the rest of the paper.
Definition 1: An n-dimensional array is defined as the set of array elements In this paper, we assume that array elements are stored in a memory by a row-major manner.
Definition 2: An n-dimensional processor grid is defined as the set of processors
The number of processors of 
, where 0
DLA ) is defined as the multiplication of the basic-cycles in each dimension. The size of a basicblock is equal to
Multi-dimensional Array Redistribution
To perform a BC(s0, s1, ..., sn−1)→BC(t0, t1, ..., tn−1) redistribution, in general, a processor needs to compute the communication sets. Based on the characteristics of a redistribution, we have the following lemmas. Due to the page limitation, we will not present the proofs of lemmas in this paper. 
where x = 1 to BC and β is defined as
For a two-dimensional array redistribution, from Equation 2, we can obtain 
Since each basic-block has the same communication patterns, we can pack local array elements to messages according to the destination processors of array elements in 
For a destination processor P j , if P j = 
where x = 1 to BC and γ is defined as For ( j = myrank, z=0 ; z < |M| ; j++, z++ )
Pack the message for destination processor P j to out_buffer according to the STs;
5.
If (out_buffer != NULL) 6 .
Send out_buffer to destination processor P j ;
7.
Construct Receive_Tables;
8.
x = the number of messages to be received;
For ( z=0 ; z < x ; z++ ) 10. Receive data sets in_buffer from any source processor; 11 . Unpack the received messages according to the RTs; end_of_ Basic_Block_Calculation _________________________________________________
The Complete-Dimension Calculation Technique
In section 3.1, we stated that each basic-block has the same communication patterns. Therefore, a processor only needs to construct the Send_Tables and the Receive_Tables for the first basic-cycle in each dimension of its local array.
Then it can perform a multidimensional array redistribution. In this section, we will present a complete-dimension calculation (CDC) technique.
In the complete-dimension calculation technique, a processor constructs the Send_Tables and the Receive_Tables not only for array elements of the first basic-cycle in each dimension of its local array, but also for array elements in the first row of each dimension of its local array, i.e., ) ( ,
n ], where = 
For the complete-dimension calculation technique, in the send phase, a source processor P i computes the destination processors for array elements in
Lk is the local array size in each dimension, i.e.,
The destination processors of
) (
Where =1 to n−1. 
respectively.
Since the destination processors of
known, we can construct the Send_Tables for
In the receive phase, a destination processor P j computes the source processors for array elements in
where Lk is the local array size in each dimension, i.e., Lk = The source processors of 
Since the source processors of
known, we can construct the Receive_Tables for
Based on the Receive_Tables, we can unpack array elements in the received messages to their appropriate local array positions.
Theoretical Performance Comparisons of BBC and CDC
The complete-dimension calculation technique has higher indexing cost than that of the basic-block calculation technique because it constructs larger Send_Tables and Receive_Tables.
However, the complete-dimension calculation technique provides more packing/unpacking information than the basic-block calculation technique. It may have lower packing/unpacking cost than that of the basic-block calculation technique. In this section, we derive a theoretical model to analyze the tradeoff between these two methods.
Given a BC(s0, s1, ..., sn−1)→BC(t0, t1, ..., tn−1) redistribution on an n-dimensional array ) (n A over ) (n M , the computation cost for an algorithm to perform the redistribution, in general, can be modeled as follows:
We first construct a model for two-dimensional array redistribution.
Then, extend the model to multidimensional array redistribution.
Given a BC(s0, s1)→BC(t0, t1) redistribution on a twodimensional array
, the indexing time of the basic-block calculation technique and the complete-dimension calculation technique can be modeled as follows, In the basic-block calculation technique, the Send_Tables only store the indices of local array elements in the first basic-cycle. A processor needs to calculate the stride distance when it packs local array elements that are in the rest of basic-cycles into messages. The time for a processor to pack array elements to messages in each row is O( processor to pack array elements to messages can be modeled as follows,
In the complete-dimension calculation technique, the Send_Tables store the indices of local array elements in
According to the Send_Tables, a processor can pack local array elements into messages directly. It does not need to calculate the stride distance when it packs array elements that are not in the first basic-cycle. According to Equations 11 to 14, the computation time of the complete-dimension calculation is less than that of the basic-block calculation technique if and only if the following equation is true. 
T comp (CDC) < T comp (BBC) ⇔ O(
1 1 0 − + + + n L L L ) < O( 0 2 1 1 L L BC L n n n × × × − − − ) (17)
Experimental Results
To evaluate the performance of the basic-block calculation and the complete-dimension calculation techniques, we have implemented these two techniques along with the PITFALLS method [14] and the Prylli's method [13] on an IBM SP2 parallel machine. All algorithms were written in the single program multiple data (SPMD) programming paradigm with C+MPI codes. To get the experimental results, we used different redistribution as test samples. For these redistribution samples, we roughly classify them into the following three types:
z Dimension Shift redistribution:
Ex: BC(x, y) to BC(y, x) of two-dimensional arrays, and BC(x, y, z) to BC(y, z, x) of three-dimensional arrays, where x, y and z are positive integers. z Block Cyclic redistribution:
Ex: (BLOCK, BLOCK) to (CYCLIC, CYCLIC) of twodimensional arrays, and (BLOCK, BLOCK, BLOCK) to (CYCLIC, CYCLIC, CYCLIC) of three-dimensional arrays. Table 1 shows the execution time of these four algorithms to perform a BC (5, 8) to BC(8, 5) (i.e., dimension shift) redistribution with fixed array size on different numbers of processors. From Table 1 , we can see that the indexing time of the basic-block calculation technique is independent of the number of processors. The indexing time of the Prylli's method and the PITFALLS method depends on the number of processors. When the number of processors increases, the indexing time of the Prylli's method and the PITFALLS method increases as well. The indexing time of the completedimension calculation technique decreases when the number of processors increases. The reason is that when the array size is fixed and the number of processors is increased, the number of array elements that will be processed by the complete-dimension calculation technique decreases.
For the same test sample, the complete-dimension calculation technique has smaller packing/unpacking time than that of other methods. The reason is that the complete-dimension calculation technique provides more packing/unpacking information than other methods. This packing/unpacking information allows the completedimension calculation technique to pack/unpack elements directly.
Other methods need to spend time to calculation stride distance of array elements when packing/unpacking array elements. The packing/unpacking time of the basic-block calculation technique, the PITFALLS method and the Prylli's method are similar.
All of these four methods use asynchronous communication schemes. Therefore, the computation and the communication overheads can be overlapped. However, the basic-block calculation and the completedimension calculation techniques unpack any received messages in the receive phase while the PITFALLS and the Prylli's methods unpack messages in a specific order. Therefore, in general, we can expect that the communication time of the basic-block calculation and the complete-dimension calculation techniques is less than or equal to that of the PITFALLS and the Prylli's methods.
From Table 1 , we can see that the completedimension calculation technique has the smallest execution time when the number of processors is less than or equal to 24 (8×3).
The basic-block calculation technique has the smallest execution time when the number of processors is greater than or equal to 32 (8×4). These phenomena match the theoretical analysis given in Equation 17 . We also observe that the execution time of the basic-block calculation technique is smaller than that of the PITFALLS and the Prylli's methods for all test samples. Table 2 shows the performance of these four algorithms to execute a BC (10, 20) to BC(5, 10) (i.e., Refinement) redistribution with fixed array size on different numbers of processors. From Table 2 , we have similar observations as those described for Table 1 . Table 3 shows the execution time of these four algorithms to perform a (BLOCK, BLOCK) to (CYCLIC, CYCLIC) redistribution. In this case, the Send_Tables and Receive_Tables constructed by the basic-block calculation technique and the complete-dimension calculation technique are the same. Therefore, they have almost the same execution time. The execution time of both methods for this redistribution is less than that of the PITFALLS method and the Prylli's method. Table 4 shows the performance of these four algorithms to execute these three redistribution with various array size on a processor grid M [8, 7] . From Table 4 , for the BC (5, 8) to BC (8, 5) and BC (10, 20) to BC(5, 10) redistribution, we can see that the execution time of the complete-dimension calculation technique is less than that of the basic-block calculation technique for all test samples.
The reason can be explained by Equation 17 . Moreover, the execution time of both methods is less than that of the PITFALLS method and the Prylli's method for all test samples.
For the (BLOCK, BLOCK) to (CYCLIC, CYCLIC) redistribution, the execution time of these four algorithms has the order T exec (CDC) ≈ T exec (BBC) << T exec (Prylli's) < T exec (PITFALLS). In this case, the PITFALLS method and the Prylli's method have very large execution time compared to that of the BBC method and the CDC method. The reason is that each processor needs to find out all intersections between source and destination distribution with all other processors in the PITFALLS and the Prylli's methods. The computation time of the PITFALLS and the Prylli's methods depends on the number of intersections. In this case, there are N0/m0 + N1/m 1 intersections between each source and destination processor. Therefore, a processor needs to compute N0/m0×m0 + N1/m1×m1 intersections which demands a lot of computation time when N0 and N1 are large. Table 5 shows the performance of these four algorithms to execute different redistribution on threedimensional arrays. Each redistribution with various array size on a processor grid M [2, 4, 7] with 56 processors were tested. From Table 5 , we have similar observations as those described for Table 4 .
Conclusions
In this paper, we have presented efficient algorithms for performing multi-dimensional array redistribution. Based on the basic-cycle calculation technique, we presented a basic-block calculation technique and a complete-dimension calculation technique. In these two methods, the Send_Tables and the Receive_Tables are used to store the packing/unpacking information of a redistribution. From the information of Send_Tables and Receive_Tables, we can efficiently perform the redistribution of multidimensional arrays. The theoretical model shows that the BBC method has smaller indexing costs and performs well for the redistribution with small array size. The CDC method has smaller packing/unpacking costs and performs well when the array size is large. The experimental results also show that our algorithms can provide better performance than the PITFALLS method and the Prylli's method. 
