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Abstract. The online services user number is growing up every day at an 
impressive ratio, as well as the need to keeping these services running as long 
as possible and with high performance. To achieve this goal the Zope Object 
DataBase (ZODB) uses a master-slave replication approach, whose major 
issue is a possible failure. This research analysed and improved ZEORaid, a 
software provides an experimental gateway for N to N replication. As for 
obtained results, the use of high availability was improved even during service 
failures and with high number of accesses, and ZEORaid problems were 
pointed and fixed. 
Resumo. A quantidade de usuários de serviços online cresce diariamente, 
assim como a necessidade de manter esses serviços disponíveis pelo maior 
tempo possível e com alto desempenho. Para atingir esse objetivo o Zope 
Object Database (ZODB) faz uso da replicação mestre-escravo, cujo 
problema fundamental é manter um ponto único de falha. Este trabalho 
envolveu a pesquisa, a análise e o aprimoramento do software ZEORaid, que 
disponibiliza um gateway experimental para replicação N para N. Como 
resultados, conseguiu-se aprimorar o emprego da alta disponibilidade mesmo 
em caso de falha de serviços e com um número grande acessos, além de 
apontar e corrigir problemas no ZEORaid. 
1. Introdução 
Enquanto muitas organizações podem se contentar em ter seus sistemas disponíveis em 
menos de 99% do tempo, outras, como bancos e sistemas governamentais precisam da 
maior disponibilidade possível. Alta Disponibilidade se refere às técnicas usadas para 
manter um sistema acessível aos usuários ou a outros sistemas. Um sistema é dito 
altamente disponível se, usando algumas técnicas pré-estabelecidas ele é confiável, 
auto-recuperável, tem detecção de erros e provê operações contínuas (ORACLE, 2007). 
Todos estes serviços precisam de uma maneira eficiente de armazenamento, 
capaz de manter os dados seguros e responder as requisições com performance 
adequada. Embora a maior parte do armazenamento de sistemas online seja feita usando 
Sistemas Gerenciadores de Bancos de Dados Relacionais, a crescente necessidade de 
características mais dinâmicas tem elevado o uso de Sistemas Gerenciadores de Bancos 
de Dados Orientados a Objeto. 
Uma das estratégias usadas para manter a alta disponibilidade é a replicação, 
onde vários serviços iguais ficam trabalhando ao mesmo tempo em locais diferentes, 
não deixando toda a carga e confiança no funcionamento do sistema em um ponto único 
(JALOTE, 1994). Isso é comumente utilizado no caso de servidores HTTP, cache e 
bancos de dados relacionais, mas isso foi pouco desenvolvido para bancos de dados 
orientados a objetos. 
O Zope Object Database (ZODB) é um Sistema Gerenciador de Bancos de 
Dados Orientados a Objeto open-source utilizado principalmente no Z Object 
Publishing (ZOPE), um framework de desenvolvimento e servidor de aplicativos web. 
Além do ZOPE, o ZODB pode ser utilizado em qualquer tipo de aplicação desenvolvida 
usando a linguagem Python ou que use essa linguagem como conector. 
Grandes empresas como o governo brasileiro e o Bank Boston utilizam o ZODB 
em aplicações de grande porte, onde a necessidade de alta disponibilidade é maior. A 
população pode se beneficiar muito, mesmo que indiretamente, de recursos de alta 
disponibilidade em aplicações do governo, por exemplo:  quanto mais performático, 
confiável e disponível for um sistema, melhor será o atendimento às necessidades 
dessas pessoas. 
A Zope Corp, corporação responsável pelo ZODB e pelo o ZOPE, desenvolveu 
um sistema de replicação chamado Zope Replication Services (ZRS) que é capaz de 
utilizar até dois servidores de dados redundantes (ZOPE.COM, 2007), mas não é capaz 
de atender um número maior que esse, o que pode tornar o sistema lento ou até 
indisponível em alguns casos. 
Com o intuito de pesquisar os problemas e vantagens da área de replicação em 
Sistemas Gerenciadores de Bancos de Dados Orientados a Objeto, este trabalho 
envolveu a análise e o aprimoramento do gateway ZEORaid para permitir a 
comunicação de um número maior de bases de dados distribuídas do ZODB, eliminando 
a restrição de apenas dois nós imposta pelo ZRS e permitindo maior flexibilidade, 
escalabilidade e disponibilidade dos sistemas que o utilizam. 
 
2. O ZODB e o Problema de Replicação 
Dye (1999) define Alta Disponibilidade como o emprego de técnicas de contenção e 
tolerância à falhas de hardware e software para permitir que um serviço fique disponível 
para seus usuários a maior parte do tempo possível. O uso de cada técnica depende da 
classificação das falhas encontradas. 
Toda a tolerância à falhas é baseada na redundância. Por redundância entende-se 
a propriedade de existir mais de um recurso além do mínimo necessário para fazer o 
trabalho em questão. Quando falhas acontecem a redundância é utilizada para encobrir 
os erros e manter o sistema disponível para uso. 
RAID1 consiste em discos espelhados. No lugar de um disco existem dois 
discos, cada um sendo uma cópia do outro. Se um disco falha, o outro pode continuar a 
servir acesso aos dados. Se dos dois discos estiverem funcionando, RAID1 pode tornar 
o acesso a leitura mais rápido dividindo as requisições entre os dois discos; o acesso a 
escrita, contudo, se torna mais lento, pois os dois discos têm que terminar a atualização 
antes que a operação de escrita se complete. 
O ZODB é uma implementação open-source do modelo de dados orientado a 
objetos. ZODB significa Zope Object Database e foi criado inicialmente para uso 
conjunto com o Zope, um servidor de aplicações orientado a objetos construído 
utilizando a linguagem de programação Python. 
 Figura 1. Arquitetura ZEO 
                                                Fonte: ANTONIO, M. S. (2001) 
O Zope Enterprise Objects (ZEO) é um módulo que disponibiliza uma 
arquitetura distribuída para instalações do ZODB por meio de um Storage chamado 
ClientStorage. O ClientStorage não faz a escrita em uma mídia física, apenas 
encaminha todas as requisições através da rede para um servidor. Este, por sua vez, 
executa uma instância da classe StorageServer, simplesmente agindo como um front-
end para algum Storage físico (como FileStorage, por exemplo) (ANTONIO, 2001). A 
Figura 1 demonstra um exemplo de uso de ZEO, onde três clientes ZEO acessam a 
mesma base de dados em um servidor ZEO (também chamados de ZSS / ZEO Storage 





Do ponto de vista da alta disponibilidade o ZEO tem um problema: não existe a 
possibilidade de utilizar múltiplos servidores, apenas múltiplos clientes. Esse problema 
é solucionado pelo ZRS (Zope Replication Services), que permite o uso de até dois 
servidores de dados usando a abordagem Primary-Backup; se o servidor primário falha, 
o servidor de backup assume o seu lugar (ZOPE.COM, 2007). A arquitetura do ZRS é 
demonstrada na Figura 2. 
Figura 2. Ambiente Utilizando o ZRS 
O problema do ZRS é que a arquitetura é limitada para até dois servidores, além 
do software ser proprietário e cobrado por CPU. 
 
3. Arquitetura de Replicação Múltipla Utilizando ZEORaid 
Para tornar possível o principal objetivo deste projeto, o projeto ZEORaid foi 
aprimorado com a implementação de funcionalidades e correção de erros, e um 
aplicativo foi desenvolvido e configurado para demonstrar o uso de uma arquitetura 
distribuída com o ZODB. Após a realização destas etapas, foi possível executar os testes 
e analisar os resultados obtidos pela aplicação desenvolvida. 
O ZEORaid é um software de código aberto criado na empresa Gocept, Inc. para 
disponibilizar um novo storage (armazenamento) para o ZODB que utiliza conceitos da 
arquitetura RAID para fazer replicação de servidores ZEO. Para tornar isso possível é 
disponibilizado um servidor chamado ZEORaid Server, que mantém dados sobre os 
servidores ZEO e estende o ZRPC para permitir chamadas de verificação de estado. 
Para aproveitar a infra-estrutura atual, um servidor ZEORaid é criado da mesma 
forma que um servidor ZEO, mas configurado usando opções específicas. Essas opções 
fazem com que um servidor ZEORaid atue como um servidor ZEO quando acessado 
por clientes ZEO e como um cliente ZEO quando acessando um servidor ZEO. A Figura 
3 mostra um exemplo disso: os clientes ZEO 1, 2, 3 e 4 estão configurados para acessar 
os servidores ZEORaid 1 e 2 como se fossem servidores ZEO comuns; os servidores 
ZEORaid, por sua vez, estão configurados como clientes ZEO e estão acessando os 
servidores ZEO 1, 2 e 3 como tais. 




Figura 3. Ambiente Utilizando o ZEORaid 
 
O próprio ZEORaid, de certa forma, ainda é experimental. A empresa Google, 
Inc., através do projeto Google Summer of Code financiou um projeto cujo intuito é 
aprimorar o ZEORaid. O projeto aconteceu entre 26 de maio e 17 de agosto de 2008, e 
as tarefas incluíram a otimização do processo de invalidação do cache, paralelização das 
requisições para múltiplos servidores ZEO e criação e remoção de servidores ZEO de 
maneira simplificada sem parar os serviços (TIEGS, 2008). 
A aplicação desenvolvida para testes foi um site plone para uma empresa 
(hipotética) de consultoria e desenvolvimento de software chamada XyZ Consultoria. O 
site conta com uma área institucional, uma área de desenvolvimento (onde existe uma 
lista de clientes e projetos) e uma área de produtos (onde são apresentados os livros e 
vídeo-aulas criadas pelos profissionais da XyZ Consultoria). 
O desenvolvimento foi feito em um notebook Apple iBook G4 com processador 
PowerPC G4 de 1.2 GHz, 512 MB de memória principal, disco rídigo ATA-6 de 30 GB 
e sistema operacional Mac OS X 10.5. Um segundo computador (um desktop) também 
foi utilizado nos testes, e conta com processador Athlon XP 2600+ de 1.9 GHz, 512 MB 
de memória principal, disco rídigo SATA de 80 GB e sistema operacional Kubutu Linux 
7.10 com kernel 2.6.22. Foi utilizado um roteador wireless com padrão 802.11g para a 












 Figura 4. Arquitetura da Rede de Testes 
 
A Figura 4 mostra a arquitetura da rede utilizada nos testes: o notebook e o 
desktop conectados por um roteador wireless.  
A primeira etapa dos testes constituiu a instalação de quatro configurações de 
rede de processos diferentes. Os testes utilizando a aplicação desenvolvida foram feitos 
baseados na seguinte metodologia: 
a) 10000 acessos de leitura com 200 requisições simultâneas a cada vez aos 
clientes ZEO; 
b) 200 acessos de escrita com 5 requisições simultâneas a cada vez aos clientes 
ZEO; 
c) 200 acessos de escrita com 5 requisições simultâneas a cada vez aos clientes 
ZEO durante a recuperação de um servidor ZEO; 
d) cada experimento foi repetido 10 vezes para obter-se um resultado médio 
adequado. 
Os testes foram efetuados para detectar possíveis anomalias em uso de memória, 
processador e rede e também outros problemas quando utiliza-se replicação para ZODB 
em um ambiente de alta disponibilidade. 
Durante a análise foi dada atenção especial aos resultados significativamente 
diferentes do sistema de referência definido na rede “A”, que não utiliza replicação. A 
análise foi dividida basicamente em três partes: inicialmente foi analisada a rede “A” 
para fins comparativos, logo após foram analisadas as redes “B”, “C” e “D” e por 
último foi realizada um comparativo final. 
A rede “A” é composta por dois clientes ZEO e um servidor ZEO sendo 
executados  localmente no desktop. Esta rede apresentou resultados já esperados: 
quando não estão recebendo requisições o consumo de memória e CPU é quase nulo; 
quando fazemos os testes de requisições de leitura o uso de CPU aumenta para cerca de 
70%, enquanto o uso de memória aumenta para aproximadamente 12%. Os testes de 
escrita demonstram apenas um aumento de 10% no uso de CPU com relação ao testes 
de escrita. 
A rede “B” é composta por dois servidores ZEO, dois clientes ZEO e um 
servidor ZEORaid. Essa arquitetura de rede utiliza replicação para manter os dois 
servidores ZEO idênticos, utilizando o servidor ZEORaid para gerenciar as transações e 
objetos que são transmitidos entre os clientes e servidores ZEO. Nos testes foi detectado 
um aumento considerável no uso de memória mesmo quando o sistema não está 
recebendo requisições: 16% do total de memória do sistema operacional. Durante os 
testes de escrita o uso de CPU aumentou para 95% e o uso de memória foi para 47%; os 
testes de leitura apresentaram um consumo de CPU de 91% e uso de memória 
consideravelmente menor, 16.9%, o que demonstra o uso de cache de objetos nos 
clientes ZEO. 
A replicação foi verificada utilizando os seguintes passos: 
a) O servidor ZEO 2 foi parado; 
b) O teste de escrita foi efetuado, usando apenas o servidor ZEO 1 como 
backend; 
c) O servidor ZEO 2 foi reiniciado; 
d) A opção de recuperação de transações foi ativada no servidor ZEORaid para 
que os dois bancos de dados fossem sincronizados. 
Esse teste demontrou sucesso na replicação, embora o tempo de resposta para 
leitura durante a recuperação do servidor ZEO 2 tenha aumentado muito: o sistema 
ficou cerca de 70% mais lento. Isso pode inviabilizar o uso de ZEORaid em ambientes 
onde além da alta disponibilidade, a performance bruta é importante. 
Os testes na rede “C”, que utilizam clientes e servidores ZEO distribuídos entre 
dois nós da rede, demonstraram pouca diferença na utilização de recursos com relação a 
rede “B”. Um fato muito importante a ser observado é que o uso de rede se manteve 
estável durante todos os testes, exceto o teste de replicação. 
Durante o teste de replicação foi encontrado um problema na recuperação de 
dados entre os dois servidores ZEO, que além de causar indisponibilidade de serviços 
causa um uso excessivo de rede – o servidor ZEORaid se desconecta do servidor ZEO 
problemático e fica conectando e desconectando até que o mesmo seja desativado. 
A rede “D” utiliza um servidor ZEO, um cliente ZEO e um servidor ZEORaid 
em cada um dos dois nós da rede, conforme visto na Figura 27. Os testes demonstraram 
um uso muito alto de recursos: o uso de CPU ficou em 98% durante os testes de escrita, 
e o uso de memória ficou em 57% no mesmo teste. O uso de rede se manteve estável, 
aumentando junto com o aumento de requisições. 
Os mesmos problemas encontrados nos testes da rede “C” foram demonstrados 
novamente nesta rede. Além disso foi detectado um problema novo: os clientes ZEO 
conectam por padrão no servidor ZEORaid considerado “ótimo”, ou seja, o que estiver 
no mesmo endereço IP. Isso gera diversos conflitos na sincronização de transações e 




Tendo em vista os resultados obtidos, constatou-se que o uso de replicação com 
ZEORaid é viável e eficiente no que tange alta disponibilidade, mas é inviável em 
ambientes onde alta performance é necessária. Os fatores que contribuíram para esta 
conclusão foram respectivamente: 
a) A replicação funcional e a recuperação rápida e eficiente de servidores ZEO; 
b) O uso excessivo de memória e CPU durante testes de carga quando utiliza-se 
múltiplos servidores ZEORaid; 
c) Tempo de resposta lento durante recuperações. 
O uso de múltiplos servidores ZEORaid ainda se demonstra instável. De acordo com os 
resultados obtidos, o ZEORaid pode ser utilizado em ambientes com carga moderada, 
mas é necessário pensar em outras formas de backup e recuperação para o caso de um 
servidor ZEORaid não ser suficiente. 
A análise apontou problemas no uso de ZEORaid em ambientes com elevada 
carga de escrita, além de erros de recuperação e sincronização em ambientes onde são 
usados muitos servidores de replicação, mas também demonstrou que o ZEORaid 
funciona muito bem para replicar ambientes quando são tomados certos cuidados. 
O uso de replicação com apenas um servidor ZEORaid causa um problema na 
arquitetura de alta disponibilidade: o servidor de replicação se torna um ponto único de 
falha. Para resolver isso algumas soluções podem ser pesquisadas, como o uso de 
sistemas de arquivos compartilhados sobre a rede e sistemas de monitoramento. 
Entretanto, isso não resolve o problema da perda de dados de transações no caso do 
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