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ABSTRACT
In the standard paradigm of cosmology, everything we observe now originated from
initial quantum fluctuations in a small smooth region, which were frozen in during in-
flation and became primordial density perturbations on large classical scales. Under
gravitational collapse, the overdensities seeded the formation of stars and galaxies.
Mapping the large-scale structure (LSS) of the universe at the Cosmic Frontier is a
promising experimental avenue which will address in the next decade several press-
ing open questions in cosmology and particle physics, most notably the accelerating
cosmic expansion. The observed distribution of galaxies and quasars traces the un-
derlying matter density field and contains a wealth of information from signatures
of primordial conditions to the background evolution rate. The Dark Energy Spec-
troscopic Instrument (DESI) is a next-generation, Stage IV dark energy experiment
that will measure the expansion history of the universe through baryon acoustic oscil-
lations (BAO) and the growth of structure through redshift-space distortions (RSD)
with unprecedented precision. Ground-based at the Kitt Peak National Observa-
tory (KPNO), DESI features a new 8 deg2 field-of-view corrector, 5000 robotically-
actuated fibre positioners, and ten fibre-fed spectrographs. The 5-year survey begin-
ning in 2020 will measure the spectra of 35 million galaxies and quasars up to redshift
ix
z ∼ 3.5 in the 360 nm to 980 nm wavelength range, covering 14 000 deg2 of the sky.
With an order of magnitude improvement over previous redshift surveys, DESI will
place tight constraints on the dark energy equation of state, modified gravity, the
existence of extra light species, neutrino masses, and models of inflation. ProtoDESI
was a proof of concept commissioned in 2016 to mitigate the risks associated with
DESI’s challenging instrument design and precision requirements. Its simplified focal
plane instrument housed 3 fibre positioners and a fibre photometry camera (FPC)
in place of spectrographs. ProtoDESI was successful as the first on-sky technol-
ogy demonstration for DESI. For the official DESI focal plane instrument, the fibre
positioning accuracy and, ultimately, the success of DESI, are grounded upon the
stringent specifications of the focal plate structure (FPS) which directly holds the
positioners. The FPS parts, consisting of ten focal plate petals (FPPs) and a focal
plate ring (FPR), were fabricated with the required tolerances, comprehensively in-
spected, and aligned with appropriate shims and gauge blocks to ensure minimal loss
of photons at the fibre tips. Adopting a coordinate measruement machine (CMM)-
based approach, we projected the fibre injection efficiency by measuring hardware
features and modelling geometric transformations and fibre optics. The as-aligned,
total root-mean-square (RMS) optical throughput for 6168 positioner holes of 12
production FPPs (including two spares) is 99.88% ± 0.12%, well above the 99.5%
project requirement. Finally, observations of galaxy clustering cannot be properly
understood alone without accompanying theoretical motivations and numerical sim-
ulations in parallel. Cosmological N -body simulations have become indispensable
for designing survey strategies, developing analysis methods, and making theoret-
ical predictions. We quantify the shifts of the acoustic scale potentially resulting
from galaxy clustering bias, which constitutes an increasingly significant source of
theoretical systematics in distance measurements with the standard ruler. Utilising
x
mock catalogues based on generalised halo occupation population of high-accuracy
Abacus simulations in the largest volume to date for such tests, 48h−3Gpc3, we
find a 0.3% shift in the line-of-sight acoustic scale for one variation in the satellite
galaxy population and a 0.7% shift for an extreme level of velocity bias of the central
galaxies, while other models tested are consistent with zero shift at the 0.2% level
after reconstruction. We note that these bias models produce sizeable and likely
distinguishable changes at small scales that correlate with the shifts.
xi
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1Chapter 1
Introduction
1.1 Historical Background
Modern cosmology has made rapid progress in the last few decades. Back in 1985, the
state-of-the-art Centre for Astrophysics (CfA) survey contained the positions of only
1100 galaxies (de Lapparent et al. (1986), shown in Fig. 1.1), and the bubble/void
structure could already be discerned. Nowadays, galaxy data are counted in millions
(Fig. 1.2). Since the 1980s, with the wealth of observational data made available by
a plethora of experiments, cosmology has evolved from a speculative, theoretical sub-
ject to a consistent, testable framework closely related to astrophysical observations.
As the Large Hadron Collider (LHC) reached 13TeV and all ingredients of the Stan-
dard Model (SM) of particle physics found, the outstanding problems with the SM
are increasingly difficult to solve by particle accelerators and detectors. While there
is much declined contact between new theoretical ideas and experimental discoveries
in particle physics, cosmology now offers the same kind of excitement experienced
over half a century ago in particle physics.
At the heart of all the recent progress is the emergence of the “Standard Model”
of cosmology, the Lambda Cold Dark Matter (CDM) (ΛCDM) model, which makes
theoretical predictions and quantitatively agrees with experimental data, assuming
Einstein’s General Relativity (GR) as the theory of gravity. It is an accurate model
of many observed phenomena, including the Cosmic Microwave Background (CMB),
2Fig. 1.1 About 1100 galaxies brighter than mB = 15.5 in a 6° thick wedge in the
extended CfA galaxy survey (de Lapparent et al., 1986). The bubble-like structures
and voids are already noticeable. The deficiency of galaxies west of 9 h and east of
16 h is caused by galactic obscuration. The farthest galaxies have a receding velocity
of 15 000 km s−1 or z ≈ 0.05.
the large-scale structure (LSS) in the distribution of matter, and the accelerating
expansion of the universe.
Perhaps the most surprising revelation in cosmology in the last two decades has
been that the universe seems to be expanding at an ever accelerating rate. It has
become one of the most puzzling mysteries of the universe, with profound implica-
tions. The first hint for the accelerating expansion was noticed in the observation
that Type Ia Supernovae (SNe) appeared less luminous than expected in a presum-
ably decelerating universe (Riess et al., 1998; Perlmutter et al., 1999), a discovery
confirmed later by many others and recognised by the Nobel Prize in 2011. Natu-
rally, one would think gravitational attractions of all matter would gradually slow
down the cosmological expansion, and one group after another set out to measure the
3Fig. 1.2 (Colour online) A small subsample of the Sloan Digital Sky Survey (SDSS)
galaxy map within z = 0.15 in the 2010s. The full dataset reaches to z ∼ 2.5. The
filamentary LSS is not only an established observational fact today, but can also be
reproduced by large computer simulations of cosmic evolution.
cosmic deceleration parameter (e.g. Garnavich et al. (1998); Perlmutter et al. (1998);
Schmidt et al. (1998)). No one had any concrete reasons to expect an accelerating
universe at the time, and yet, we have accumulated conclusive evidence by now that
the expansion rate crossed a turnover epoch from the matter-dominated era to the
4dark energy-dominated era, and that the expansion is increasingly rapid. Within
the standard cosmological framework, this discovery prompted the resurrection of
the cosmological constant Λ, accounting for the unknown form of energy compos-
ing 68% of the universe. Termed “dark energy” and unlike any energy mankind
has encountered, it exhibits negative pressure, counters the attractive force of grav-
ity which tends to slow down the cosmic expansion, and drives the acceleration of
cosmic expansion.
Despite the overwhelming indirect evidence for dark energy, very little is known
about its basic properties, besides the approximate equation of state (w ≡ p/( ρ) ≈ 1
for a perfect fluid) and energy density (ρΛ ≃ 7× 10−30 g cm−3) deduced from obser-
vations. There can be three possible explanations for dark energy: a cosmological
constant, a dynamically evolving fluid, or a modification of GR. All three explana-
tions can be tested by cosmology experiments and falsified. With the latest results
from ground and space observations, it is at present unknown which one is the correct
explanation of the observed accelerating universe. Any of these possibilities carries
profound implications for fundamental physics. Dark energy appears to be the dom-
inant component of the physical universe, yet there does not even exist a compelling
candidate high-energy theory which incorporates a form of energy consistent with
the observed dark energy density. The same lack of understanding is also true for
dark matter, although axions remain a viable candidate after Weakly Interacting
Massive Particles (WIMPs) are largely ruled out (Cosine-100 Collaboration et al.,
2018). The mysteries around dark energy and dark matter are a glaring alarms that
our standard theories of particles and gravity, which neglect 95% of the content of the
universe, are critically incomplete. A paradigm shift in our understanding of some
aspects of fundamental physics is very likely required to fathom the reason behind
5cosmic acceleration, perhaps in the same way GR revolutionised our understanding
of gravitation.
In nothing short of a crisis of fundamental physics, pushing the “cosmic frontier”
to understand the nature of dark energy has been widely identified by government
and private funding agencies as one of the most prominent research priorities in the
fields of high-energy physics and astronomy. In the absence of guidance from theory,
we have had to direct our focus to the experimental front and devise an ambitious
programme of observational explorations. In 2006, the Dark Energy Task Force
(DETF) was established as a joint sub-committee to advise the U.S. Department Of
Energy (DOE), the National Aeronautics and Space Administration (NASA), and
the National Science Foundation (NSF) on future dark energy research (Albrecht
et al., 2006). As a result, next-generation experiments focusing on dark energy,
including Dark Energy Spectroscopic Instrument (DESI), Large Synoptic Survey
Telescope (LSST), Wide Field Infrared Survey Telescope (WFIRST), and Euclid,
have been approved or funded and are on track for construction or commissioning.
These upcoming projects are expected to improve the constrains on dark energy
and other cosmological parameters by at least an order of magnitude in the next
decade. Regardless of what new discovery we might find, exploration of the acceler-
ated expansion of the universe will fundamentally change our understanding of the
composition and nature of the universe.
1.2 The Concordance Cosmological Model
1.2.1 Basic Formulation
It is important to identify a concordance model, as measurements of many astro-
physical quantities depend upon the cosmological model used in the calculation.
6The currently accepted and most commonly used cosmological model is the ΛCDM
model, in which the universe is spatially flat and gravity is described by GR. The
universe is 13.8 billion years old, and made up of 5% baryonic matter, 27% dark
matter, and 68% dark energy (Planck Collaboration et al., 2018a). ΛCDM is essen-
tially consistent with all of our observations, despite small disagreements between
some datasets. Here natural units are assumed for all equations. We start with the
Einstein field equation with a cosmological constant Λ,
Gµν ≡ Rµν − gµν(1
2
R + Λ) = 8piGTµν (1.1)
The 00-component is the Friedman equation,
H2(a) =
(
a˙
a
)2
=
8piG
3
ρ(a)− k
a2
+
Λ
3
(1.2)
which has a useful parametrisation in terms of energy density relative to the critical
density,
H(a) ≡ H0E(a) = H0
√
Ωr,0a−4 + Ωm,0a−3 + Ωka−2 + ΩΛ,0F (a) (1.3)
where the first equality is the definition of the E function. The radiation and matter
energy fractions are Ω ≡ ρ/ρc, the critical density of the universe ρc,0 = 3H20/8piG,
and the curvature and cosmological constant terms are defined as Ωk = −k/H20 and
ΩΛ,0 = Λ0/3H
2
0 such that the total energy of all components in the present day adds
up to unity, Ωr,0 + Ωm,0 + Ωk + ΩΛ,0 = 1.
Many quantities in cosmology depend on H0, the value of the Hubble parameter
at the present day. Because H0 is of O(100) and subject to large uncertainties, it
is customary to isolate this dependence from the numerical part of the quantity by
rescaling or putting it explicitly in the unit. Define the dimensionless “reduced”
7Hubble constant as
h ≡ H0100 km s−1Mpc−1 ≈ 0.7 , (1.4)
namely H0 ≡ 100h km s−1Mpc−1. The dependence on H0 can then be written as a
dependence on the O(1) variable h, without plugging in the value of H0, e.g. distance
d = 1Mpc = 0.7h−1Mpc and mass m = 1M⊙ = 0.7h−1M⊙. If there is an accepted
value of H0 in the future, the publish results for these quantities will still be readily
readable and automatically up to date.
For Ωk < 0 or k > 0, the universe is closed; for Ωk = k = 0, the universe is
Euclidean, or flat; for Ωk > 0 or k < 0, the universe is open. The function F (a)
describes the scaling relation of dark energy with the scale factor,
F (a) = exp
{
3
∫ 1
a
da′
a′
[1 + w(a′)]
}
, (1.5)
dependent on the dark energy equation of state w(a). The dark energy equation of
state w(a) is usually parametrised as two parts, a constant part w0 which does not
evolve over time, and a time-dependent part wa(1−a) which vanishes at current day
(z = 0 or a = 1), that is,
w(a) = w0 + wa(1− a). (1.6)
A simple cosmological constant would correspond to the case of w0 = −1, wa = 0.
Neutrino masses enter into the equations via matter density Ωm, which changes the
background evolution historyH(a). The cosmological model assuming a cosmological
constant (w = −1) and a flat geometry (Ωk = 0) is the ΛCDM model, which has
good agreements with all observations to date, with some tensions (more in §1.2.3).
We could also allow the curvature and dark energy terms to vary. For example,
a few common empirical extensions of the ΛCDM model used for data fitting (Alam
et al., 2017a) are:
8• oCDM does not assume the spatial curvature Ωk = 0, and Ωk becomes a
constant free parameter;
• wCDM relaxes the assumption that w = −1, and allows a constant equation
of state of dark energy to take on values other than -1;
• w0waCDM allows the time evolution of the dark energy equation of state as in
Eqn. 1.6 while assuming Ωk = 0.
• owCDM lets both Ωk and w float as scalar parameters;
• ow0waCDM has the maximum freedom in curvature and dark energy, with a
free Ωk and Eqn. 1.6 assumed.
Useful expressions of distances can be derived from the Friedmann–Lemaître–
Robertson–Walker (FLRW) metric and related to the Hubble parameter as a function
of time. Consider a photon from an astronomical source reaching an Earthbound
observer in a radial path,
ds2 = − dt2 + a2 dr
2
1− kr2 = 0. (1.7)
An important comoving distance is that between a distant emitter and us, which can
be calculated by integrating over the radial coordinate, or equivalently, over time or
redshift,
χ(z) =
∫ r
0
dr′√
1− kr′2 =
∫ t0
t
dt′
a(t′)
=
∫ 1
a
da′
a′2H(a′)
=
∫ z
0
dz′
H(z′)
. (1.8)
Evidently, distance is closely related to the expansion history of the universe via
the expansion rate H(z). Precise distance measurements over a wide range of red-
shifts can constrain the evolution of the expansion rate and help distinguish between
9cosmological models. Note that the luminosity distance is related to the comoving
distance by dL(z) = χ(z)/a = (1 + z)/χ(z) , and the angular-diameter distance is
dA(z) = aχ(z) = χ(z)/(1 + z) where a is the usual scale factor.
It is also useful to introduce a few equations on the growth of structure, pre-
dicted by theories of gravity. The growth function of linear density perturbations
describes how density perturbations evolves over time. In the linear regime in cos-
mological perturbation theory, it can be written as
D(z) ∝ g(z)
(1 + z)
, (1.9)
where the linear amplitude of density perturbations g(z) evolves as
g(z) =
5
2
Ωm
∫ a
0
(da′
dτ
)−3
da′
≈ 5
2
Ωm(z)
{
Ω4/7m (z)− ΩΛ(z) +
[
1 +
1
2
Ωm(z)
] [
1 +
1
70
ΩΛ(z)
]}−1
(1.10)
and τ ≡ H0t is a dimensionless time variable (Lightman & Schechter, 1990). The
growth rate of linear perturbation, or linear growth rate for short, is given by
f(z) ≡ d lnD(a)d ln a = −
d lnD(z)
d ln(1 + z) ≃ Ω
γ
m(z). (1.11)
Different theories of gravity generally make different predictions for f(z), or more
specifically, for the exponent γ known as the growth index. In GR,D(z) is completely
specified by the expansion history in the presence of dark energy, and γ ≈ 0.55 to a
good approximation (Linder, 2005).
1.2.2 Possible Explanations for Dark Energy
Our theory must be extended to accommodate the observed influences of dark energy,
while staying compatible with everything known. There are three ways to extend or
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modify the ΛCDM model in consistency with previous observations. The simplest
one is Einstein’s famous cosmological constant Λ, originally added to the Einstein
field equation to achieve a static universe solution (Einstein, 1917) but later rejected
by him after Hubble’s discovery of the expanding universe (Einstein, 1931, 1932).
Einstein himself called it his “biggest blunder” (O’Raifeartaigh & Mitton, 2018).
Vacuum space itself is permeated by a energy density, constant in time and uniform
in space, and as the universe expands, more and more such vacuum energy comes
into existence, driving the acceleration of expansion. The equation of state for a
cosmological constant is w = p/ρ = −1 at all times, or in the parametrisation of
Eqn. 1.6, w0 = 1 and wa = 0. The major issue with the cosmological constant is
a theoretical one. There is no clear motivation for it, and particle theories predict
an extremely large Λ. In fact, the zero-point vacuum energy density calculated in
quantum field theory is 120 order of magnitude higher than the observed dark energy
density (Adler et al., 1995).
Alternatively, the equation of state w does not have to be constant over the
course of the expansion history. The equation of state w(a) of dark energy may evolve
over time (or redshift z or scale factor a = 1/(1+z), equivalently). It could be a new
form of dynamical fluid, or some exotic field (e.g. the quintessence model by Ratra
& Peebles (1988)). Different theories of dynamical dark energy are distinguished
through their different predictions for the evolution of w(a).
Another explanation is that the observations pointing to dark energy signify a
breakdown of GR on the largest cosmological scales. Insisting GR is correct requires
the addition of a cosmological constant (or variable), but GR could be wrong on
the largest scales. Some modified gravity models, without needing the Λ, produce
an expansion history identical to that predicted by ΛCDM+GR. They can be dis-
tinguished by measuring the growth of structure over the expansion history, as they
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predict different linear growth rate in Eqn. 1.11 (Lue et al., 2004; Linder, 2005; Ishak
et al., 2006; Kunz & Sapone, 2007; Joyce et al., 2016; Slosar et al., 2019). There-
fore testing GR and modified gravity theories is just as important as measuring the
Hubble parameter or dark energy parameters.
Apart from the above three explanations, which all assume a homogeneous
universe governed by one cosmology controlling the background evolution, there is yet
another possible explanation related to Newtonian “backreaction” and local spatial
curvature variations. This idea re-emerged in the past two years (Rácz et al., 2017;
Bolejko, 2018a; Roukema, 2018; Macpherson et al., 2019), has its roots at least
dating back to Buchert & Ehlers (1997), and brought heated dispute over interpreting
published theorems and the assumptions and implementations of some simulations
(Kaiser, 2017; Buchert, 2018). Some of these new proposals also find the Hubble
discrepancy (§1.2.3) can or cannot be resolved in their simulations (Bolejko, 2018b;
Macpherson et al., 2018). It is unclear whether backreaction or curvature can be a
viable way of avoiding dark energy.
1.2.3 Discrepancy in the Hubble Parameter H0
Apart from dark matter and dark energy being obvious missing pieces of the puzzle,
perhaps cosmology’s biggest conundrum today is the mild discrepancy (∼ 3σ) in the
H0 measurements by different experimental methods. This suggests that our theory
of the universe is incomplete, and the concordance model cannot be consistent with
all datasets and remain self-consistent.
The local value of H0 or h is of great concern for dark energy because H(z)
measurements from higher redshifts provide a measure of Ω(z)h2 (Eqn. 1.3 and 1.4).
Accurate measurements of H0 allow us to go from the product Ω(z)h2 to Ω(z) alone
and extract the energy density of each component (Farooq et al., 2013). Therefore a
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precision measurement of H0 coupled with CMB constraints at high redshift removes
a key uncertainty currently limiting our knowledge of the dark energy equation of
state.
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Fig. 1.3 (Colour online) Measurements of H(z) to z ∼ 2.5 by several projects. The
black curve and the shaded band around it are the results from CMB measurements
(Planck Collaboration et al., 2018a). The red, blue, orange, and yellow points are
the baryon acoustic oscillation (BAO) measurements with Baryon Oscillation Spec-
troscopic Survey (BOSS) galaxies and Ly-α. (Alam et al., 2017a; Bautista et al.,
2017; du Mas des Bourboux et al., 2017; Zarrouk et al., 2018). The blue point is the
distance ladder measurement in the local universe (Riess et al., 2019).
Now dominated by dark energy, the universe has gone through eras of radiation
domination and matter domination. The turnover from decelerated expansion in a
matter-dominated universe to accelerated expansion in a dark energy-dominated one
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can be clearly seen in Fig. 1.3 showing select H0 measurements. On one hand, the
expansion rate todayH0 can be measured directly in the local universe (z . 1.5). The
gold standard for local H0 measurements is obtained by using the distance ladder
of Cepheid variables and SNe Ia as standard candles. This method has improved
steadily in the past twenty years and is described in more detail in §1.3.1. With new
calibrations of the distance ladder using Large Magellanic Cloud (LMC) Cepheids
and Gaia parallaxes, the Supernova H0 for the Equation of State (SH0ES) project
recently slightly tightened their measurement to H0 = (74.03± 1.42) km s−1Mpc−1
(Riess et al., 2019).
First proposed by Refsdal (1964), time-delay cosmography with strong gravita-
tional lensing is another independent method for measuring H0. As the light rays
from a background source galaxy (usually quasar) are distorted by massive galaxies
closer to the Earth, they do not travel the same distance or arrive at the same time.
Between each image and the Earth, The proper distance light travels is different,
causing a time-delay if one monitors the light curves of all images simultaneously.
This method has achieved ∼ 3% precision with improvements made in the past few
decades on the lens mass model and the mutli-plane lensing formalism along the line
of sight. Accurate modelling of the lens mass and of the mass along the line of sight
is required to infer from the lensed images the correct distances between the images
and the Earth. From blind analysis of four multiply-imaged quasar systems through
strong lensing, the H0 Lenses in COSMOGRAIL’s Wellspring (H0LiCOW) project
recently found H0 =
(
72.5+2.1−2.3
)
km s−1Mpc−1 (Birrer et al., 2019), in agreement with
the SNe result by SH0ES. Their result, based solely on geometry and GR, is com-
pletely independent of the SNe distance ladder. Combining the two independent
measurements into a single result, we have H0 = (73.2± 1.3) km s−1Mpc−1 in the
local universe.
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On the other hand, the current value of H0 can be inferred from measurements
of the LSS (e.g. the CMB and the clustering of matter distribution), and Big Bang
Nucleosynthesis (BBN) (Planck Collaboration et al., 2018a). Fitting the CMB power
spectra with the base ΛCDM model yields six parameters from which H0 can be de-
rived. Using BAO in the matter distribution as a standard ruler to measure distances
is discussed in §1.3.2. BBN is sensitive to Ωbh2 through the primordial deuterium-
to-hydrogen (D/H) ratio. The Dark Energy Survey (DES) collaboration combined
their year-1 clustering and Weak Lensing (WL) data with several spectroscopic sur-
veys and BBN experiments, and found H0 =
(
67.2+1.2−1.0
)
km s−1Mpc−1 (Abbott et al.,
2018). The tightest constraint on H0 is derived from the Planck measurements as-
suming a base ΛCDM model described by six free parameters. With multiple cross
power spectra between temperature and polarisation anisotropies and the lensing
likelihoods, the latest Planck result reads H0 = (67.27± 0.60) km s−1Mpc−1 (Planck
Collaboration et al., 2018a).
Within the ΛCDM model, the local value of H0 is 3.4σ higher than the DES
combined result and 4.2σ higher than the LSS combined result by Planck. Never-
theless, many authors in their analyses find no evidence of 5σ significance for the
discrepancy and do combine all datasets. Abbott et al. (2018) found that the local
H0 measurement by SH0ES is the only discrepant outlier while all other experi-
ments considered are consistent, although the early- and late-time methods do lie
on opposite sides of the consensus value (shown in Fig. 1.4). Their consensus value,
H0 =
(
69.1+0.4−0.6
)
km s−1Mpc−1, agrees remarkably with that by Bennett et al. (2014)
based on older datasets in a similar approach, H0 = (69.6± 0.7) km s−1Mpc−1.
This discrepancy suggests that our current understanding of cosmic evolution is
flawed, and may be our best clue pointing towards new physics beyond the standard
cosmological model. Whether this tension represents new physics or unconsidered
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Fig. 1.4 (Colour online) Measurements of the present-day H0 from five independent
experiments analysed in the ΛCDM model (Abbott et al., 2018). Constraints above
the dashed line are obtained with the sum of neutrino masses fixed at 0.06 eV, and
constraints below the dashed line let it float. The SH0ES result is the most discrepant
outlier, while all other results are consistent
systematic effects is a subject of intense debate and investigation (Berezhiani et al.,
2015; Freedman, 2017; Anand et al., 2017; Di Valentino, 2017; Poulin et al., 2018;
Mörtsell & Dhawan, 2018; Kenworthy et al., 2019; Adhikari & Huterer, 2019).
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1.3 Probes of Dark Energy and Gravity
A number of astrophysical methods can be used to measure the expansion history or
the growth of structure, both of which place constraints on dark energy and modified
gravity models. These methods are sensitive to different systematics, independent
from each other, and often complementary in parameter spaces. It is important to
explore all these independent methods as no single observational technique is suffi-
ciently powerful by itself and consistency checks between independent methods are
crucial. Combinations of the principal techniques have substantially more statistical
power, much greater ability to discriminate among dark energy models, and more
robustness to systematic errors than any single technique.
This section discusses the methodologies of the approaches, and specific current
and future experimental projects are summarised in §1.5.
1.3.1 Supernovae (SNe)
The most established and mature technique for studying dark energy is the observa-
tion of Type Ia SNe, which provided the earliest evidence for the accelerated cosmic
expansion and dark energy (Riess et al., 1998; Perlmutter et al., 1999), shown in
Fig. 1.5. A SN is the thermonuclear explosion of a white dwarf star crossing the
Chandrasekhar limit (about 1.4M⊙) in a binary system after enough mass is accreted
from the companion star. In theory, all such explosions have the same intrinsic lu-
minosity due to the same critical mass, and in practice nearly all observed nearby
SNe Ia do have very similar light curves, but they differ in the peak absolute mag-
nitude and the shape of light curves. An empirical one-parameter correction can be
applied to their light curves, effectively making all curves identical to each other.
For this reason, SNe Ia are considered excellent “standardisable” candles (Phillips,
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1993). Measurements of the flux on Earth, f = L/4pid2L, give the luminosity distance
dL, while photometry or spectral lines give the redshift to the explosion. Still, this
distance measurement relies on the calibration of the cosmic distance ladder, from
nearby stars to more distant galaxies and clusters and to SNe, step by step. This is
subject to the accumulated errors along the way, but the errors have been greatly
reduced in the past two decades.
Fig. 1.5 (Colour online) Observed magnitude vs. redshift from 1998 observations
of SNe by two groups, Riess et al. (1998) and Perlmutter et al. (1999). For clarity,
measurements at the same redshift are combined. The inset shows nearby SNe and
the main plot shows the further ones beyond z = 0.1 where different cosmological
models begin to diverge. Red curves are models with ρΛ = 0 and ρm ∈ [0, ρcr]. The
best-fit blue curve has ρΛ ≈ 2ρcr/3 and ρm ≈ ρcr/3. Plot adapted from Perlmutter
(2003).
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Typically, SNe Ia are limited to the local z < 2 universe, and prone to such
systematics as intrinsic colours of SNe, host-galaxy extinction, and luminosity evo-
lution with redshift (Kim et al., 2004). Each supernova must be studied carefully
enough to determine whether it is truly of type Ia. Changes in the population of
type Ia events and foreground extinction over time can bias dark energy parameters.
These systematics can be reduced by follow-up spectroscopy of SNe, inclusion of
near-infrared (NIR) measurements, and increase in the SNe sample size with next-
generation experiments such as LSST. The NIR region is less sensitive to dust grains
in the host galaxy, so its inclusion would both mitigate dust extinction and enhance
the sample size of SNe at high redshifts, and calibration of the flux across visible and
NIR spectrum is crucial to precision measurements (Linder, 2009a).
1.3.2 Baryon Acoustic Oscillations (BAO)
Apart from increasingly precise SNe measurements, several other prominent probes
allow us to extract the dark energy equation of state. In particular, spectroscopic
surveys provide a unique opportunity to construct a 3D map of matter distribution
and explore the expansion history of the universe across a wide range of redshifts using
the BAO method (Eisenstein & Hu, 1998a; Seo & Eisenstein, 2003). Imaging surveys
can often estimate the redshift of targets using photometry data in several band
filters, but photometric redshifts (photo-z) are far less precise than spectroscopic
redshifts (spectro-z).
In the standard cosmological picture, after the period of inflation the universe is
filled with hot, ionised plasma. Density fluctuations in the primordial plasma sourced
pressure waves from over-dense to under-dense regions. The expanding spherical
waves propagated freely with a speed of sound approximately cs = c/
√
3, until the
baryon sound speed dropped dramatically after the recombination epoch when pro-
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tons and electrons started to combine to form neutral hydrogen. The pressure waves
ceased to expand, and an excess of matter was left at the source of the wave and
at the surface where the wave terminated, resulting in a characteristic distance scale
frozen into the matter density field. The total propagation distance of the acoustic
waves is known as the sound horizon, BAO scale, or acoustic scale, given by
s =
∫ trec
0
cs(1 + z) dt =
∫ ∞
zrec
cs
H(z)
dz (1.12)
which integrates to about 100h−1Mpc or 150Mpc. The physics of BAO is well un-
derstood from first principles, and its manifestation as wiggles in the angular power
spectrum of CMB temperature anisotropy is modelled to high accuracy. As CMB
experiments have measured the acoustic scale to about 0.3% uncertainty (Planck
Collaboration et al., 2018a), the acoustic scale provides a calibrated standard ruler
to measure geometric distances over the cosmic history (Padmanabhan & White,
2009).
Over time, the temperature fluctuations in the CMB seeded the formation of
LSS and grew into galaxies and galaxy clusters observed in the present day. This
means the BAO signature is imprinted not only in the CMB at z ∼ 1100, but also
in the distribution of baryonic and dark matter anywhere between then and now.
Specifically we can extract BAO signals from such statistics as power spectrum,
2PCF, and bispectrum. In the 2PCF as an example, the BAO signature shows up as
an enhancement around 100h−1Mpc (Fig. 1.6), corresponding to the sound horizon
distance travelled by acoustic waves in the matter-radiation fluid before decoupling.
By observing galaxies and intergalactic gas as tracers of the underlying mat-
ter distribution, one can see the same acoustic scale along the radial, line-of-sight
direction and in the transverse direction perpendicular to the line of sight. Mea-
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Fig. 1.6 The BAO feature in the spherically averaged Two-Point Correlation Function
(2PCF) (left) and power spectra (right), before (top) and after (bottom) reconstruc-
tion in the BOSS DR11 galaxy sample. The BAO feature appears as an acoustic
peak around 100h−1Mpc in the 2PCF and a damped harmonic series of wiggles in
the power spectrum.
surements of galaxy clustering on large scales then can be related to the clustering
of matter; plus, mapping intergalactic gas with Lyman-α absorption lines enables
cross-correlations with galaxies, providing further constraints. The acoustic scale is
observationally measured as a redshift separation ∆z in the radial direction, and as
an angular separation ∆θ subtended by the standard ruler in the transverse direction
(perpendicular to the line of sight). The apparent BAO distance scales at different
redshifts can turn into measurements of “distances” (two distance-like variables) di-
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rectly comparable to cosmological models: the Hubble parameter H(z) along the line
of sight and the angular diameter distance DA(z) perpendicular to the line of sight.
In Eqn. 1.8, setting the LHS distance along the line of sight to s and redshift
limits to z1 and z2 for two sources separated by s, we obtain
H(z) =
∆z
s
. (1.13)
Now consider in the transverse direction two sources at the same redshift z with an
apparent separation of a(z)s. The angular diameter distance is defined as
dA(z) =
a(z)s
θ
=
s
(1 + z)θ
. (1.14)
With distance measurements at each redshift z, we may map out the expansion his-
tory of the universe as a function of z. If dark energy is approximately a cosmological
constant, it is subdominant at high z, and high z data are useful for constraining the
spatial curvature and testing the ΛCDM model. If dark energy is more prominent
at high z than prescribed in ΛCDM, then high z data will be more useful for dark
energy constraints.
The BAO method is robust and least affected by systematic uncertainties among
all probes. Systematic errors in the spectroscopic BAO method are more likely to
arise from the underlying theory in the analysis than from the measurement process
(Ross et al., 2017a). The main theoretical systematics are the effects of nonlinear
gravitational evolution, scale-dependent bias of galaxies as tracers, and redshift-space
distortion (RSD) of clustering statistics along the line of sight (Eisenstein & White,
2004). Bias and nonlinearities in the velocities of galaxies will degrade the accuracy
of the measured sound horizon. Limited at low redshifts by cosmic variance, the BAO
precision increases at high redshifts as the comoving volume opens up. Observational
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systematics are primarily the angular and radial selection functions of the survey. The
angular selection function is determined by the imaging surveys used for targeting,
and may be spuriously modulated by photometric calibrations, seeing and extinction
variations, and image deblending. The radial selection function of the survey depends
on the available number of each type of targets across redshift bins, also determined
by the imaging surveys. Since the acoustic scale is, in principle, an isotropic signature
in 3D comoving space independent of angles and redshift, the systematics which are
intrinsically angular or redshift effects may be separated from the BAO signal. This
is known as Alcock-Paczynski test (Alcock & Paczynski, 1979).
1.3.3 Redshift-Space Distortions (RSD)
The redshift measurements from spectroscopic surveys reflect not only the bulk Hub-
ble flow due to the cosmic expansion, but also the peculiar velocities of the targets
due to gravitational attraction by LSS. Distances to galaxies inferred from redshift
data are affected by the peculiar velocity. As a result, although clustering of galaxies
is isotropic in real space, the observed clustering in redshift space is distorted along
the line of sight.
RSD provides a direct measurement of properties of gravity at each redshift
(Song & Percival, 2009). Modified gravity theories generally make different predic-
tions for the growth of structures. Detecting any significant deviation of the grow
index from γ = 0.55 (Eqn. 1.11) predicted by GR would be evidence for modified
gravity. As a sensitive probe to the growth history, RSD constrains the growth rate,
and helps break the degeneracy in the expansion history between modified gravity
and dark energy (Kwan et al., 2012). Even in the scenario without dark energy, RSD
measurements allow us to test whether GR is a valid description of gravity on large
scales.
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To linear order, the perturbation in redshift space (δs) is related to the pertur-
bation in real space by the Kaiser relation (Kaiser, 1987),
δs(k) = δ(k)(1 + βµ2) = δ(k)
[
1 +
f(z)
b
µ2
]
(1.15)
where µ ≡ cos θ is the directional cosine between wavenumber k and the line of sight,
b ≡ δgal/δm is the linear bias of galaxies, and f(a) is the linear growth rate in Eqn.
1.11. This leads to the distortion of power spectrum,
Ps(k) =
[
b+ f(z)µ2
]2
Pm(k) (1.16)
where Pm(k) ∝ σ28(z) is the linear theory mass power spectrum, normalised by the
root-mean-square (RMS) density fluctuation in a k-sphere of radius R. Its amplitude
is historically represent by
σ8(z) ≡ σm(z, R = 8h−1Mpc) = δgal(z, R = 8h
−1Mpc)
b
(1.17)
which is evaluated from the initial power spectrum evolved to redshift z according to
linear theory. Measurement of the anisotropies in the power spectrum or correlation
functions of galaxy maps in each redshift bin places constrains on the growth rate
f(z). However, f(z) is degenerate with the amplitude of the matter power spectrum
σ8 in Eqn. 1.16, so the actual observable is the product f(a)σ8. The distortions
on small and intermediate scales due to peculiar velocities can be used to directly
measure f(a)σ8.
The modelling of RSD can be challenging. It has been firmly established that the
Kaiser formula (Eqn. 1.15) is inadequate in recovering information faithfully on the
quasilinear scales of interest, so most analyses now adopt some form of perturbative
corrections (Yoo et al., 2012; Taruya et al., 2013). The main theoretical systematic
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uncertainty in RSD is that nonlinear velocity effects are not only restricted to small-
scales due to local gravitational interactions, but also extend to rather large scales.
This makes the linear galaxy bias b dependent on scale, meaning that measurements
of f(z)σ8(z) are also scale-dependent, and even angle-dependent. The dominant
observational systematic error is the estimate of the radial selection function of a
survey, as the redshift distribution of targets cannot be predicted a priori and must
be determined from the observed redshift distribution. However, this systematic is
expected to go down proportionably with statistical uncertainty as survey volumes
increase (Beutler et al., 2014).
These effects are easy to see in any real redshift survey, as shown in Fig. 1.7.
On small scales, the elongation along the line of sight is known as the “Fingers of God
(FoG)”, due to the random velocity dispersion of galaxies within virialised overdensi-
ties. Galaxies at the same physical distance have different redshifts to the observer.
Then groups and clusters appear to be stretched radially along the line of sight in
redshift space. The flattening along the line of sight on intermediate scales is known
as the Kaiser effect or “Pancakes of God (PoG)”. As galaxies tend to be attracted to
the overdense regions that are undergoing gravitational collapse, adjacent galaxies
have coherent infalling motions, which leads to an apparent contraction of structure
along the line of sight in redshift space. On large scales, BAO leaves a spherical
imprint at 100h−1Mpc which is ring-shaped in the plot.
1.3.4 Galaxy Cluster Counting
Galaxy clusters are the largest virialised structures to have undergone gravitational
collapse, and mark the locations of the highest overdensities in the early universe.
Their number density as a function of dark matter halo mass and redshift can be
predicted by analytic calculations and, even more precisely, by cosmological N -body
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Fig. 1.7 (Colour online) 2D 2PCF of the BOSS DR11 CMASS galaxy sample,
measured perpendicular (x-axis) and parallel (y-axis) to the line of sight in bins
of 1h−1Mpc× 1h−1Mpc. The Fingers of God (FoG) effect, the Kaiser effect, and the
BAO ring are all visible in the data.
simulations (Evrard et al., 2002). The cluster mass function is determined by the
primordial spectrum of density perturbations and has a nearly exponential depen-
dence on mass (Warren et al., 2006). Galaxy cluster counts are sensitive to both the
expansion and the growth histories of the universe. The number density depends
geometrically on the comoving spatial volume element dV , which then depends on
dark energy and the expansion history. The cluster mass function dn(z)/dM has
a strong dependence on the linear amplitude of density perturbations g(z) in Eqn.
1.10.
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Galaxy clusters can be detected in several ways. The most obvious one, also
how galaxy clusters were originally found, is by observation of the member galaxies
in the optical range. Galaxy clusters are also a major source of extragalactic x-ray
emissions in the sky. The hot, diffuse intracluster gas, mainly consisting of hydro-
gen and confined by the cluster’s gravitational potential well, comes out of galaxies
or fall into the cluster, and emit x-rays primarily through thermal bremsstrahlung
(Majumdar & Mohr, 2003). The Sunyaev–Zel’dovich Effect (SZE), whereby hot
electrons in the intracluster gas up-scatter the CMB photons, leaving an apparent
deficit of low-frequency CMB flux, is another means of detection (Motl et al., 2005).
Galaxy clusters are also found by their weak gravitational lensing shear on back-
ground galaxies (Luppino & Kaiser, 1997). The number of galaxy clusters could be
a very powerful cosmological probe if the cluster masses can be accurately measured.
The mass of the cluster can be inferred from observables such as x-ray flux, tem-
perature, the SZE decrement, cluster velocity dispersion, and the lensing effects on
background galaxies and CMB.
The systematic errors are relatively large for galaxy clusters. The dominant
uncertainties are in the selection function and the determination of cluster mass
(Abdalla et al., 2009). The observed galaxy clusters may not represent a uniform
sampling of the true mass distribution. Instrumental effects and contamination from
other point sources can also distort the selection, especially near threshold. When
inferring mass from any observable, the cluster mass function is sensitive to errors
in the calibration of the mass-observable relation, just as it is sensitive to the mass
itself. These relations are more difficult to model than pure gravitational growth
because of the complex baryonic physics involved (Cunha & Evrard, 2010). While
N -body simulations are able predict the abundance of clusters vs. mass and vs. lens-
ing shear to high accuracy, the prediction of SZE, x-ray emissions, or galaxy counts
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is subject to substantial uncertainties in the baryonic physics, and requires hydro-
dynamical simulations which capture more than just the gravitational interactions
between particles (Nagai et al., 2007).
A major sample of galaxy clusters was one produced by Planck containing 439
clusters selected by the thermal SZE. But, because of large systematic uncertainties,
the cluster counting constraint is not used for determining cosmological parameters
currently (Planck Collaboration et al., 2018a).
1.3.5 Weak Lensing (WL)
Weak gravitational lensing, or WL for short, is the deflection of light from background
sources to the Earth by foreground masses. Unlike strong gravitational lensing, which
produces multiple images or arcs of the a source around the foreground massive lens,
WL distorts the sources in a more subtle way, causing only small shears. With a
large number of galaxies, the lensing signal, called cosmic shear, can be statistically
discerned as a slight tendency for nearby galaxies to have aligned shapes, as opposed
to completely random alignment one would expect in the absence of lensing. In
addition to background galaxies, the CMB can also serve as the background source
for detecting foreground mass by WL (Lewis & Challinor, 2006). Similarly, the 21 cm
emission line from neutral hydrogen at z > 5may be a viable lensing source. Galaxies
at z < 5 can be observed with 21 cm as well as in NIR and optical bands. Both visible
baryonic matter and invisible dark matter can be the lens, making WL a power tool
complement to other techniques. Many next-generation dark energy experiments are
designed with WL as one of the primary tools, including LSST and WFIRST as
discussed in §1.5.
The cosmic shear patterns can be measured in many ways, especially if the
source galaxies can be divided by redshift (Huterer, 2002). The auto-power spec-
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trum of cosmic shear and cross-power spectra for every pair of source redshift bins
are the primary observables for Gaussian lensing fields. The cross-spectrum between
the shear patterns and the identified foreground structure provides additional infor-
mation both in the Gaussian and non-Gaussian regimes. The bispectrum and other
higher-order correlators of the lensing signal carry significant non-Gaussian infor-
mation on scales where the mass distribution is nonlinear. The multitude of these
statistics allows internal tests for, and correction of, many potential systematic er-
rors. WL surveys can also produce shear-selected galaxy cluster counts and photo-z
data for BAO analysis at no additional cost. The methodology of WL is in active
development and progressing rapidly (Jain & Taylor, 2003; Bernstein & Jain, 2004;
Hannestad et al., 2006; Amendola et al., 2008). There appears to be no fundamental
barrier to achieving a formalism complete enough to exploit the WL data. Sensi-
tive to both expansion and structure growth histories, WL has great potential for
constraining dark energy.
WL is technically challenging as it is subject to many systematic errors (Laszlo
et al., 2012). The dominant contribution to galaxy shape measurement errors in
lensing surveys is the anisotropy of the image point spread function (PSF) caused
by optical and CCD distortions, telescope tracking errors, wind shake, atmospheric
refraction, etc. These change the shear measurements, but can be partially diagnosed
since geometric constraints on the lensing shear patterns are not respected by these
systematics (Oguri & Takada, 2011). Still, small lensing signals are easily masked
by systematics. Errors in photo-z estimates of galaxies affect the scatter and bias
of redshifts in each redshift bin and the shear power spectrum. Galaxies tend to
intrinsically align with local mass distribution, or the dark matter filament. The
intrinsic alignment can be confused with alignments induced by gravitational lensing,
and large samples are needed to account for it. Uncertainties in the theoretical mass
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power spectrum on small scales makes it difficult to extract constraints from high-
multiple shear power spectrum.
1.3.6 The 21 cm Line of Neutral Hydrogen
The hyperfine splitting of neutral hydrogen (H I) is ∆E ∼ 6× 10−6 eV with a rest
wavelength of about 21 cm. Detecting this transition at λ = 21 cm/(1 + z) opens
a new window on the matter distribution in the universe (Lewis & Challinor, 2007;
Pritchard & Loeb, 2010). During the “dark ages” from recombination (z ∼ 1100)
to the formation of the first stars (z ∼ 25), neutral hydrogen is the only source
of occasionally emitted photons besides the relic light from the CMB. Therefore,
this line is of great interest in cosmology as the only known probe into the dark ages
before any stars and galaxies formed. The signal can be either absorption or emission
lines, depending on whether the CMB temperature is larger or smaller than the spin
temperature (determined by the ratio of the density of the two levels). While there
is no established prescription linking the 21 cm observations to detailed properties of
dark energy, such as the equation of state w(a), it is a novel probe of which we are
developing an understanding and, at the very least, serves as an important means of
testing the ΛCDM model (Pober et al., 2014).
The 21 cm line may be observable in several phases of the universe. The earliest
one is after recombination and before any stars have formed (1100 & z & 25). The
signal in this era is simple to model and is proportional to the total gas density
fluctuations, but observationally it is too weak compared to very large foreground
contaminations. The next phase is after the first stars and before reionisation (25 &
z & 15). An overdense region initially starts out cool and absorbs CMB radiation
because the spin temperature is tightly coupled to the gas temperature, which is
relatively low. Then the gas is heated by early sources of x-rays and the signal
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changes to emission. By mapping the intensity of the redshifted 21 cm line, one
can in principle obtain a precise measurement of the matter power spectrum in
the period after recombination, but the astrophysical effects during this epoch is
very complicated. There has been no concrete effort to observe the 21 cm signal for
the regimes above (z & 25), and all attempts have focused on the later epoch of
reionisation (McQuinn et al., 2006).
During the epoch of reionisation (15 & z & 6), gas in hot regions is ionised. The
ionised gas forms bubbles which start out small and grow large under gravitational
collapse. Inside the ionisation bubbles there is no 21 cm emission, which only occurs
outside the ionisation bubbles. Over time the ionisation bubbles finally overlap, at
which point the signal contrast disappears. A 3D map of the neutral hydrogen during
this epoch can provide a picture of how the universe was reionised, with the ionised
hydrogen gas appearing as voids in the 21 cm background. There has been a wave of
radio telescopes going after the 21 cm signal in the epoch of reionisation, which would
contain valuable information about cosmological parameters, but it is overwhelmingly
obscured by astrophysical uncertainties. There has been no successful detection of
this signal to date (Alvarez et al., 2019).
At lower redshifts after reionisation (z . 6), and the 21 cm signal comes from
small parcels of high density neutral hydrogen inside dark matter halos, so foreground
contamination is smaller. This is similar to galaxies tracing the matter distribution
in that both tracers are biased and discrete. As with galaxies, the power spectrum
(or correlation function equivalently) contains valuable information of cosmology.
Observing the faint 21 cm line is very difficult. Ground-based experiments, as
much as they have chosen very secluded sites, are plagued by interference from ter-
restrial radio transmissions and the ionosphere (Yoshiura et al., 2019). Space-based
experiments are much better separated from the earth, and Burns et al. (2012) even
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proposed to built the Dark Ages Radio Explorer (DARE) on the far side of the Moon
where terrestrial signals are blocked. Bias and shot noise of neutral hydrogen and
foreground contamination remain major uncertainties (Yoshiura et al., 2018). There
is much left to be understood regarding the systematic errors in 21 cm measurements,
such as synchrotron emission and free-free bremsstrahlung emission in the galaxy.
This also means there is great potential in 21 cm observations, which is now widely
regarded as the “ultimate” frontier in observational cosmology (Breysse et al., 2018;
Cooray et al., 2019; Furlanetto et al., 2019).
1.3.7 Gravitational Wave Standard Sirens (GWSS)
The existence of Gravitational Waves (GW) was one of the monumental predictions
of Einstein’s GR a century ago. After continued theoretical debate into 1970s—
including Einstein himself renouncing the idea at one point—the consensus favoured
their existence (Infeld, 1980), and people started pondering seriously how GW could
be detected (Weber, 1960; Kraft et al., 1962; Gertsenshteǐn & Pustovoǐt, 1963). Some
forty years later, GW finally became the latest addition to the array of astrophysical
signals mankind can confidently detect (Abbott et al., 2016). All other probes dis-
cussed so far rely solely on the observation of photons, but gravitons are completely
unlike any elementary particles we are used to observing. The revolutionary discov-
ery by Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo in
2015 opened a brand new window to view the universe and study cosmology.
A “standard siren” is the gravitational analogue of an astronomical “standard
candle” of known intrinsic luminosity. The utility of GW Standard Siren (GWSS)
for constraining dark energy is quite similar to that of standard candles like SNe Ia,
except that it is not in the electromagnetic spectrum. The advantages of GWSS are
that the underlying physics is well-understood, and that GWSS completely jump over
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the distance ladder and obtain an absolutely calibrated measurement of the distance
to the source, whereas SNe Ia provide only relatively calibrated candles. Ground-
based GW observatories are sensitive to nearby events on the stellar mass scale at
z . 0.2; satellite missions such as Laser Interferometer Space Antenna (LISA) will be
able to detect black hole mergers out to higher redshifts at z . 2. Since GR is a scale-
free theory, GWSS provide no redshift information, so the distance measurement
must be combined with independent redshift data to constrain the distance-redshift
relation, and thereby cosmological models. Another limitation is that GW emission
is not isotropic, and the inclination of the orbital plane of the binary system needs
to be inferred from, for example, the GW polarisation. Furthermore, gravitational
wave observatories are all-sky; every one by itself cannot localise the source. But a
well-separated network of observatories located throughout the Earth and, possibly
in the future, throughout the solar system, provides much better localisation. In
many cases a gravitational wave event can be unambiguously identified by matching
to the corresponding electromagnetic observations across the spectrum which give
an accurate measurement of the redshift. The peculiar velocity of the GWSS due
to the local matter distribution needs to be subtracted from the spectroscopically
measured radial velocity to recover the Hubble velocity of the expansion. Then Eqn.
1.8 constrains the local H0 ≃ v/d for nearby sources and the evolution of H(z) for
higher-redshift ones.
Similar to the 21 cm line, GWSS is not a technique which is powerful specifically
in constraining dark energy. But, as an indispensable observational tool independent
of and complementary to electromagnetic waves, it also carries tremendous potential
and implications concerning dark energy through precise measurements ofH0. Space-
based GW observations are generally viewed as the next great frontier in cosmology.
While the absolute distance measurement is not subject to astrophysical systematics,
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dependence on spectroscopic redshifts means the GWSS results are still sensitive to
the same systematics to which redshifts are sensitive, but these are a very small
contribution. The dominant systematic effects come from instrumental noise and
estimating the inclination of the orbital plane.
1.4 Beyond Dark Energy and Gravity
Next-generation dark energy experiments can not only constrain dark energy param-
eters and test gravity models, but also provide insight into other aspects of cosmology
and the SM of particle physics. Most notably, besides cosmic distance scales and the
evolution of dark energy equation of state w(a), the same data can often be sensitive
to the sum of neutrino masses Σmν , the effective number of neutrino species Nν,eff,
and the spectral index ns and its running in inflationary models.
Inflation is a leading mechanism that gives rise to the initial conditions of the
universe and the most compelling explanation for the horizon and flatness problems.
The simplest formulation among many, slow-roll inflation with a single scalar field,
predicts very nearly scale-invariant and Gaussian perturbations in the initial dis-
tributions, and is supported by generations of CMB experiments including Cosmic
Background Explorer (COBE) (Salopek, 1992), Wilkinson Microwave Anisotropy
Probe (WMAP) (Dvorkin & Hu, 2011), and Planck (Planck Collaboration et al.,
2018b). Inflation requires new ultra-high energy physics on scales that cannot be
probed by particle accelerator, but fortunately, current and upcoming cosmology
projects will allow tests of a range of early-universe effects relevant to inflation, cap-
tured phenomenologically by a number of different parameters. Inflation generally
predicts that the power spectrum of density (scalar) perturbations obeys a power
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law,
P (k) = As
(
k
ks
)ns(k)
(1.18)
where As is a constant scalar factor and ks is some chosen scale of observational
interest (typically ks = 0.05Mpc−1). It predicts that the scalar spectral index ns < 1.
The exactly scale-invariant spectrum, known as the Harrison-Zel’dovich spectrum,
corresponds to ns = 1. Expanding ns in ln k to first order around the reference scale
ln ks, we can write
ns(k) =
d lnP (k)
d ln k = ns(k0) +
1
2
α ln
(
k
ks
)
(1.19)
where α = dns/d ln k
∣∣
k0
is the spectral running parameter. Detecting a significant
deviation from ns = 1 would strengthen the case for inflation, and the amount of
deviation and the spectral running would distinguish among inflationary models.
Inflation predicts that primordial density fluctuations are nearly Gaussian dis-
tributed, with a very small amount of non-Gaussianity. The primordial curvature
fluctuation can be parametrised as Φ = φG+fNL(φ2G−〈φ2G〉), where φG is a Gaussian
random field, and fNL is the amplitude of the non-local contribution. A detection of
nonzero fNL would rule out the simplest model of in inflation, while a non-detection
at a level of fNL < O(1) would rule out many of its alternatives.
Purely scalar perturbations only produce E-mode polarisations. The decompo-
sition of density perturbations can include vector and tensor terms. Vector pertur-
bations may be produced by intergalactic magnetic fields, for example, and tensor
fields may be produced by primordial GW as well as gravitational lensing. The only
B-mode signal detected so far is that due to the gravitational lensing of CMB pho-
tons (Planck Collaboration et al., 2018a). The primordial B-mode signal has to be
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obtained by subtracting the gravitational lensing-induced B-modes from the total
B-modes. B-modes, if detected, would be the smoking-gun evidence of inflation.
(∆m2)12
(∆m2)12
(∆m2)13
(∆m2)23
νe
νµ
ντ
(m1)
2
(m2)
2
(m3)
2
(m1)
2
(m2)
2
(m3)
2
normal hierarchy inverted hierarchy
Fig. 1.8 (Colour online) Two possible mass hierarchies of neutrino masses. RGB
colours represent flavour eigenstates, and horizontal bars represent mass eigenstates.
Illustration adapted from de Gouvêa et al. (2005).
Neutrino oscillation experiments have shown that neutrinos are not massless as
we had thought (Fukuda et al., 1998; Ahmad et al., 2002). The Nobel prize in 2015
was awarded to this discovery, which is definitive evidence for Beyond SM (BSM)
physics, as the SM prescribes exactly zero masses for neutrinos. Illustrated in Fig.
1.8, the mass hierarchy of the three neutrino species is unresolved and can be either
normal or inverted. Neutrino oscillation experiments are good at measuring the mass
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splittings, ∆m12 and ∆m23, and are getting very close to determining the neutrino
mass hierarchy, but they provide no information about the absolute scale of neutrino
masses, Σmν (DUNE Collaboration et al., 2018). Cosmological probes, on the other
hand, capture the unique imprints of massive neutrinos on cosmological observables
throughout the history of the universe, and already provide the tightest upper limit
on Σmν (Planck Collaboration et al., 2018a).
Free-streaming neutrinos smear out small-scale fluctuations by a few percent
and leave an imprint of a free-streaming scale in the power spectrum as they become
non-relativistic. After neutrino decoupling, the total mass of neutrinos contributes to
the background evolution and can be probed by anything sensitive to the background
expansion rate. Moreover, there are still large experimental uncertainties in the
effective number of neutrino species Nν,eff, representing the energy density of non-
electromagnetically interacting ultra-relativistic particles. Any significant departure
from the SM value Nν,eff = 3.04 would be strong evidence for Beyond SM (BSM)
models (e.g. sterile neutrinos). Precise measurements of Σmν and Nν,eff are key
milestones in fundamental physics over the next decade that will reverberate through
many subfields.
1.5 Current Status and Next-Generation Dark Energy Ex-
periments
The latest measurements of the Hubble parameter and the discrepancy have been
described in §1.2.3 and summarised in Fig. 1.3 and 1.4. In short, independent mea-
surements in the local universe z . 2 together give H0 = (73.2± 1.3) km s−1Mpc−1,
whereas combining independent measurements made with LSS methods yields H0 =
(67.27± 0.60) km s−1Mpc−1. After a new method of measuring H0 with GWSS was
proposed (Kyutoku & Seto, 2017), it was carried out by LIGO and Virgo (Abbott
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et al., 2017) and resulted in H0 =
(
70.0+12.0−8.0
)
km s−1Mpc−1, consistent with all ex-
isting measurements. While the error bars are currently large, GWSS is a method
completely independent from distance ladder and has great prospects, as a global
network of GW observatories is taking shape (Chen et al., 2018; Seto & Kyutoku,
2018; Feeney et al., 2019).
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Fig. 1.9 (Colour online) Constraint on dark energy equation of state by Planck
Collaboration et al. (2018a). Planck data alone provide weak constraints on w0 and
wa, but the combined result is almost centred at w0 = −1, wa = 0, corresponding to
a non-evolving cosmological constant.
The case for dark energy currently comes from combinations of SNe Ia, CMB
anisotropies, WL, and BAO data. Shown in Fig. 1.9, the current tightest constraints
on the dark energy equation of state combines Planck (TT,TE,EE+lowE+lensing),
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SNe data, and BAO measurements from a number of spectroscopic redshift surveys,
assuming a quintessence form of dark energy (Planck Collaboration et al., 2018a).
Active from 2009 to 2013, the Planck satellite produced the most precise measurement
of CMB to date and published the final official data release in 2018 with updated
analyses incorporating all major datasets from other probes. Planck data alone
provide relatively weak constraints on dark energy, allowing for a wide volume of
dynamical dark-energy parameter space. But the addition of other data sets narrows
the constraints towards the ΛCDM values of w0 = 1, wa = 0. If the evolution
parameter is fixed, wa = 0, the constant parameter is w0 = −1.028±0.032, consistent
with a cosmological constant Λ that has w = −1.
Besides dark energy, Planck offered the tightest constraints on other cosmolog-
ical parameters such as inflation and neutrino parameters by combining all major
datasets. These are the scalar spectral index ns = 0.9665±0.0038 (ruling out ns = 1
with 8.4σ); the running of spectral index dns/d ln k = 0.013 ± 0.012 (Planck Col-
laboration et al., 2018b); the sum of neutrino masses Σmν < 0.12 eV, and effective
number of neutrino species Nν,eff = 3.27± 0.15 (Planck Collaboration et al., 2018a).
Thanks to advances in cosmic observations and in our understanding of matter clus-
tering in the presence of massive neutrinos, Planck’s constraint on the absolute scale
of neutrino masses is tighter than any laboratory experiment and has brought us to
the verge of clear discovery. There are also laboratory-based, direct neutrino mass
experiments using single-β decay or neutrino-less double-β decay:
• Karlsruhe Tritium Neutrino (KATRIN) (Franklin, 2018) and its extension
TRItium-decay to search for STerile Neutrinos (TRISTAN) (Mertens et al.,
2019),
• Project 8 (Ashtari Esfahani et al., 2017),
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• Electron Capture in 163Ho experiment (ECHo) (Gastaldo et al., 2017), and
• HOLMES (Nucciotti et al., 2018).
With significantly improved sensitivity over the next decade, cosmological exper-
iments are expected to go beyond just a tight upper limit on Σmν and be able to
obtain a guaranteed detection of the absolute neutrino mass scale in the next decade,
and will likely be the first experimental avenue to do so (Dvorkin et al., 2019).
The next frontier of CMB research is the measurement of its polarisation. After
Planck, the CMB temperature measurements are not expected to improve substan-
tially, but there is ample room for improvement on polarisation measurements (De
Zotti, 2018). Many new CMB experiments have been planned or are under construc-
tion to measure the polarisation anisotropies, with a strong emphasis on the search
for primordial B-mode polarisations:
• CMB-Stage IV (CMB-S4) (Abazajian et al., 2016; Abitbol et al., 2017),
• Probe of Inflation and Cosmic Origins (PICO) (Hanany et al., 2019),
• Lite (Light) satellite for the studies of B-mode polarization and Inflation from
cosmic background Radiation Detection (LiteBIRD) (Sekimoto et al., 2018),
• Primordial Inflation Polarization ExploreR (PIPER) (Pawlyk et al., 2018),
• Q and U Bolometric Interferometer for Cosmology (QUBIC) (Mennella et al.,
2019), and
• The Simons Observatory (Ade et al., 2019).
The first experimental detection of the BAO signature in the galaxy distribu-
tion was made by (Eisenstein et al., 2005) at 3σ confidence level using a relatively
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small luminous red galaxy (LRG) sample from SDSS. The detection significance has
improved to almost 10σ over the years with the data releases of SDSS III BOSS
(Cuesta et al., 2016), which is the Stage III spectroscopic survey from 2008 to 2014.
BOSS reported the final data release in 2016, and currently holds the best measure-
ments of distance-like quantities, the Hubble parameter H(z)rs (Eqn. 1.13) and the
angular diameter DA(a)/rs (Eqn. 1.14). The BAO signal was extracted from the
monopole and quadrupole in configuration and Fourier spaces to measure geometry
to 1% precision (Alam et al., 2017a). Parallel to BOSS is the Stage III imaging sur-
vey, DES, which operated from 2013 to 2018 and had just released the year-1 data
and limited analysis results. Analysis methods are being actively developed for DES
and its successor LSST.
While most dark energy constraints are produced under the assumption that
GR is the correct gravity theory, it is equally important to verify this assumption.
Constructing viable modified gravity models has proven to be very challenging, and
currently none seems more appealing than GR. In addition to accounting for dark
energy, modified gravity models have to pass all the existing precision tests of gravity
which have been in agreement with GR, including those in the solar system and recent
observations of GW from outside the solar system (The LIGO Scientific Collaboration
et al., 2019). The vast majority of the proposed modified gravity theories in the past
few decades have been ruled out, and GR has withstood all tests to date (Berti et al.,
2015; Koyama, 2016)). A more recent analysis on modified gravity combined LSS,
CMB, and SNe datasets, which all agreed within 3σ in terms of growth rate, and
found no evidence requiring modifications to GR (Mueller et al., 2018). Fig. 1.10
shows the current constraints on the growth of structure observable, fσ8 from LSS
surveys. While all data are consistent with GR, they also seem marginally lower
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Fig. 1.10 (Colour online) Constraints on the growth rate, fσ8 as a function of redshift
from various redshift surveys in the base-ΛCDM model (Planck Collaboration et al.,
2018a). The grey band represents extrapolated value from Planck ΛCDM cosmology
assuming GR. All data appear consistent with GR on large scales.
than the GR prediction and yet do not yet have enough statistical power to display
any real discrepancy (Ferreira, 2019).
We consider Stage I dark energy experiments as the first generation SNe and
CMB experiments which established the existence of dark energy; Stage II repre-
sents the experiments which have finished observations and published final results
constraining dark energy; Stage III includes the current generation, ongoing or very
recently completed experiments, such as the BOSS, the Extended BOSS (eBOSS),
and the DES; Stage IV comprises all next-generation projects that have been pro-
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Table 1.1. Select list of experiments with dark energy research as the primary
objective. Stage refers to the DETF classification. The last two projects are space
missions to be placed at L2, the Lagrange point opposite to the sun colinear with
the earth and the sun.
Name Type Time Stage Location Telescope Probe
SDSS Legacy/SN Imaging 2000–2008 II APO, NM 2.5m Sloan BAO, SN
WiggleZ Spectroscopy 2006–2011 II SSO, Australia 3.9m AAT BAO
SDSS-BOSS/eBOSS Spectroscopy 2009–2019 III APO, NM 2.5m Sloan BAO
DES Imaging 2013–2018 III CTIO, Chile 4m Blanco BAO, WL
DESI Spectroscopy 2019–2024 IV KPNO, AZ 4m Mayall BAO
LSST Imaging 2022–2032 IV Chile 8.4m BAO, WL, SN
Euclid Imaging 2022–2028 IV L2 1.2m BAO, WL, SN
WFIRST Imaging 2024–2029 IV L2 2.4m BAO, WL, SN
posed or are currently under construction, such as the DESI, the LSST, the WFIRST,
and Euclid. Table 1.5 lists a number of dark energy experiments ordered by stage
according to the DETF (Albrecht et al., 2006). The flagship projects are Stage IV,
ground-based imaging and spectroscopic surveys, DESI and LSST.
DESI is a robotically actuated, fibre-fed spectrograph with a 3.2° wide-field
corrector (DESI Collaboration et al., 2016a). 5000 fibre positioners will be installed
at the prime focus on the Mayall 4-m telescope at Kitt Peak National Observatory
(KPNO) and cover 14 000 deg2 in a five-year survey starting 2020. Over 35 million
galaxies up to z ∼ 3.5 will be measured in the optical range 360 nm to 980 nm. The
resulting high-precision 3D map of galaxies and intergalactic medium will constrain
the expansion history of the universe through the BAO signature and growth of
structure through RSD. Besides powerful constraints on dark energy and gravity
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models, DESI will also help place new limits on neutrinos and inflationary models
(DESI Collaboration et al., 2016b).
LSST is a large, wide-field telescope with a 8.4m primary mirror, a 9.6 deg2 field
of view, and a 3.2Gigapixel camera (Ivezić et al., 2019). It is the most ambitious
project planned in the optical range, capable of imaging 10 000 deg2 every three
nights. The survey area of 30 000 deg2 will be imaged multiple times in six bands
in wavelength range 320 nm to 1050 nm, seeing objects as faint as 24.5 AB. The
anticipated 10-year operation starting in 2022 will result in a database, even a high-
definition colour dynamic movie, of 20 billion galaxies and 20 billion stars. Although
a variety of analysis methods are still under development and will be tested on DES
data, LSST is expected to probe dark energy using three independent methods, WL,
BAO, and SNe, in addition to mapping the solar system and the Milky Way and
exploring the transient optical sky.
DESI and LSST are both designed to vastly exceed their Stage III predecessors
(BOSS and DES) in the width and depth of the survey volume, the number of objects
observed, and the precision of the cosmological parameter constraints. While they
operate on the ground, conducting fast, deep, and wide sky surveys, two other major
space missions will be operating roughly contemporaneously: Euclid, a European
Space Agency (ESA) medium-class mission, and WFIRST, a NASA-funded medium
space mission. LSST, Euclid, and WFIRST have all been designed to use similar
probes of dark energy and gravity, but their detailed properties are rather different
and make them largely complementary.
Euclid will be equipped with a 1.2m anastigmatic telescope and two scientific
instruments: the visible (VIS) imaging array with a single broadband filter in 550-
900 nm, and the Near Infrared Spectrometer and Photometer (NISP) in 900-2000 nm
(Racca et al., 2016). The VIS will provide high-resolution imaging for WL and SNe;
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the NISP will produce infrared photometry and low-resolution spectroscopy for both
WL and BAO (Laureijs et al., 2012). Scheduled to launch in 2022 and stay at the
L2 point, Euclid will survey an area of 15 000 deg2 and reach out to redshift z ∼ 2 in
6 years.
WFIRST is not a dedicated dark energy experiment, as it also focuses on ex-
oplanets among a wide range of infrared astrophysics and planetary science topics.
But it will be the first mission to fully exploit the power of IR band for dark en-
ergy measurements. WFIRST will utilise an existing 2.4m telescope with two new
scientific instruments: the Wide Field Instrument (WFI) and the Coronagraph In-
strument (CGI) (Spergel et al., 2015). The 288-Megapixel WFI provides wide field
imaging and slitless spectroscopy in support of dark energy, microlensing, and SNe
in the 500 nm to 2000 nm range; the CGI provides high contrast imaging and spec-
troscopy for observations of exoplanets and debris disks in the roughly 500 nm to
900 nm range. Also to be located at the L2 point, WFIRST is on track for launch
in 2024 and will collect a dataset of 100 million galaxies with slitless spectra and 1
billion galaxies with images and photo-z in a 5-year survey.
There have been ongoing efforts to coordinate observation plans between LSST,
WFIRST, and Euclid (Gehrels et al., 2015; Jain et al., 2015; Schaan et al., 2017;
Rhodes et al., 2017). LSST and Euclid will cover large fractions of the sky at dif-
ferent depth, with different spatial resolution, and in different wavelength bands.
WFIRST will get to comparable depth to the full LSST, but in the IR, with much
high spatial resolution, and over a limited region of the sky. Combining data from
these three missions will offer robustness against the different systematics that af-
fect each of them. For WL and BAO measurements, a combination of the three is
essential to provide the multi-band photometry necessary to calibrate photometric
redshifts. Shear comparisons over limited regions of sky between the higher spatial
45
resolution images obtained by Euclid and WFIRST can help to calibrate LSST shear
determinations. The higher resolution imaging provided by the space missions will
also aid in the development of source modelling and deblending algorithms, which
would be vital in the LSST image analyses.
On the radio front, the Square Kilometre Array (SKA) is the next major global
project in the radio band proposed to be built in Australia and South Africa in the
next decade, covering frequencies from 50MHz to 30GHz (Dewdney et al., 2009).
The wide frequency coverage is achieved by having several sub-arrays of different
types of antennas, each designed to cover a portion of the frequency range. Thousands
of small antennas spread over 3000 km together form an interferometric array with
very large collecting area and field of view, offering excellent sensitivity and angular
resolution. Studies of its design and cost are underway, and construction of the full
array is estimated to be completed by 2030. The SKA will be a large multi-purpose
facility, with dark-energy science as one of many primary goals. The 21 cm line can
be used to probe the epoch of re-ionisation and LSS, test GR in strong fields with
pulsars, map the effects of cosmic magnetism, and even search for extraterrestrial life
(Maartens et al., 2015). A generation of small-scale radio telescopes have been built
as technology precursors for the SKA, which are currently running or have completed
observations:
• Australian SKA Pathfinder (ASKAP) (Johnston et al., 2007)
• Expanded Giant Meterwave Radio Telescope (GMRT) (EGMRT) (Patra et al.,
2019),
• LOw-Frequency ARray (LOFAR) (van Haarlem et al., 2013),
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• Murchison Widefield Array (MWA) (Kaplan & Murchison Widefield Array
Collaboration, 2014),
• Epoch of Reionization Signature (EDGES) (Monsalve et al., 2017),
• Precision Array for Probing the Epoch of Reionization (PAPER) (Parsons
et al., 2010),
• 21 Centimeter Array (21CMA) (Zheng et al., 2016), and
• Canadian Hydrogen Intensity Mapping Experiment (CHIME) (CHIME/FRB
Collaboration et al., 2018).
By going to higher redshifts and improving instrumental performance, future
experiments will be able to measure the evolution of dark energy and growth of
structure over a much longer cosmic period in a much larger volume using a variety
of techniques. The synergies of next-generation experiments together will be very
powerful in discovering clues of new physics underlying the puzzling observational
phenomena and placing tighter constraints on the equation of state of dark energy,
the viability of modified gravity, the absolute mass scale of neutrino masses, the
existence of extra light species, and the potential of the field that drove inflation.
The next decade of observational cosmology is certainly going to be an exciting era
for new discoveries.
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Chapter 2
The Dark Energy Spectroscopic
Instrument (DESI)
2.1 Overview
The Dark Energy Spectroscopic Instrument (DESI) is the first Stage IV ground-
based dark energy experiment, to be commissioned on the 4m Mayall Telescope
at the KPNO in Arizona. DESI is the successor to the Stage-III BOSS redshift
survey and complements imaging surveys such as the Stage-III DES and the Stage-
IV LSST. DESI is a key project of the U.S. DOE Cosmic Frontier programme. DESI
will complement imaging surveys such as DES and LSST to study the evolution of
dark energy, and growth of structures in the expansion history of the universe. DESI
will place new constraints on models of dark energy, modified gravity, inflation, and
neutrinos.
Fig. 2.1 shows a schematic drawing of the DESI instrument, consisting of a
new 8 deg2 field of view (FOV) corrector, 5000 robotically actuated fibre positioners,
and ten fibre-fed 3-channel spectrograph, capable of collecting spectra in wavelength
range 360 nm to 980 nm from 5000 targets simultaneously. Starting in 2020 and just
after Extended BOSS (eBOSS) finishes its programme, the five-year baseline survey
will measure the spectroscopic redshifts of 35 million galaxies and quasars, and make
a 3D map of the universe covering 14 000 deg2 and reaching to redshift z ∼ 3.5.
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Fig. 2.1 (Colour online) schematic drawing of the DESI instrument installed on the
4m Mayall telescope. The annotations represent work breakdown structures for the
subsystems.
DESI will provide at least an order of magnitude improvement over BOSS both in
the comoving volume and the number of galaxies measured.
DESI is designed to explore one of the most fundamental questions of modern
cosmology, the acceleration of the cosmic expansion. The DESI mission statements
closely reflects the goals of the DETF:
1. Determine as well as possible whether the accelerating expansion is consistent
with a cosmological constant.
2. Measure as well as possible any time evolution of the dark energy.
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3. Search for a possible failure of general relativity through comparison of the
effect of dark energy on cosmic expansion with the effect of dark energy on the
growth of cosmological structures like galaxies or galaxy clusters.
As described in §1.3, measurements of the cosmic expansion history and the growth
of structure are both important for studying dark energy. Having either one ob-
servable is not enough to break the degeneracy between dark energy and modified
gravity. DESI utilises two methods in one experiment and to measure both observ-
ables, measuring distances with BAO (§1.3.2) and growth of structure with RSD
(§1.3.3). This rich dataset will also enable new insights into many other aspects of
fundamental physics beyond dark energy and gravity.
2.1.1 Science Objectives and Forecasts
The primary goal of DESI is to measure the anisotropic acoustic scales in 3D (trans-
verse and radial) using galaxy distribution, Lyman-alpha forest, and galaxy broad-
band power spectrum (power as a function of wavenumber, line-of-sight angle, and
redshift all included), which will complement 2D CMB measurements. These BAO
measurements will be made using galaxies as tracers of the matter distribution,
quasars at higher redshifts, and the Ly-α forest as backlit by quasars for z > 2.
The most up-to-date measurement of the Hubble expansion rate H(z) and the an-
gular diameter distance DA(z) from redshift surveys was made by BOSS to about
1% (Alam et al., 2017a). The DESI design requires that the systematic errors from
instrument and observational effects are designed to not exceed 0.16% for DA(z)
and 0.26% for H(z), so that the distance scale is measured to a precision of 0.28%
aggregated over redshift range 0 < z < 1.1, 0.39% over 1.1 < z < 1.9, and 1.05%
over 1.9 < z < 3.7 from anisotropic BAO analysis.
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Fig. 2.2 (Colour online) Fractional error on the acoustic scale dilator factor α as
a function of redshift for BOSS, eBOSS, Euclid, WFIRST, HETDEX, and DESI.
DESI 9k is the baseline survey covering a sky area of 9000 deg2; DESI 14k is the full
survey including 35 million galaxies and quasars in 14 000 deg2; DESI bright galaxy
sample (BGS) 14k represents the denser sample in the z < 0.4 universe. DESI will
provide the best measurements over much of the redshift range and is competitive
with space-based missions.
We have estimated these constraints by performing the Fisher matrix estima-
tion of the parameter-constraining power of the finished survey, shown in Fig. 2.2 in
comparison to to other experiments (DESI Collaboration et al., 2016b). DESI will
provide the best measurements over much of the redshift range and is competitive
with space-based missions. One immediately constraint stemming from the distance
scales is that on the expansion history of the universe, shown in Fig. 2.3. Com-
pared to the previous Fig. 1.3 showing the existing measurements of a˙, DESI offers
significant improvements on the redshift evolution and uncertainties.
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Fig. 2.3 (Colour online) Projected DESI constraints on a˙(z) = H(z)/(1 + z) , the
expansion rate of the universe as a function of redshift. Black line represents the
best-fit ΛCDM prediction by Planck. Compared to the existing measurements of a˙(z)
shown previously in Fig. 1.3, DESI offers significant improvements on the redshift
evolution and uncertainties.
DESI will also search for modifications to GR on large scales by measuring
growth of structure through RSD, specifically by constraining the growth index γ
(Eqn. 1.11) and the linear growth rate fσ8 (Eqn. 1.17). DESI will improve on the
precision of the observable fσ8(z) by a factor of about 4 to 10 and reach a level
of precision below 1% at 0.5 < z < 1.4, beginning to distinguish between modified
gravity models, e.g. the f(R) modification to the Einstein action (Linder, 2009b)
and the Dvali-Gabadadze-Porrati braneworld model (Dvali et al., 2000). The past
measurements are provided in Fig. 1.10, and projected DESI constraints by Fisher
matrix forecast in Fig. 2.4.
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Fig. 2.4 (Colour online) Growth rate of structure, f , as a function of redshift, showing
projected DESI measurements and their ability to discriminate against alternative
gravity models, the f(R) model (whose scale-dependent growth is evaluated at two
different scales k = 0.02hMpc−1 and k = 0.1hMpc−1) and the DGP model. The
brown error bars at z < 0.5 correspond to DESI BGS. Figure adopted from the
Snowmass report on the growth of cosmic structure.
In addition, there are secondary science goals of DESI that can be achieved with
the same survey and reach beyond dark energy. DESI will measure the power spec-
trum measurement with much greater precision and over a broader range of redshifts
than previous surveys. On small scales, these measurements will produce substan-
tially improved constraints on the sum of neutrino masses. On large scales the power
spectrum spectral index and its running (Eqn. 1.19) will provide new information
about inflation in the early universe. While Planck has the best constraints on in-
flation (Planck Collaboration et al., 2018a), DESI will improve the errors on their
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measurements by a factor of 1.7 for ns and 2.7 for the spectral running using the
k-dependence of the broadband power. Forecasts show DESI expects to measure fNL,
which measures primordial non-Gaussianity of the non-local type, with errors com-
parable to Planck, and when combined with existing Planck data, the uncertainty
will be reduced by a factor of two.
Limits will also be placed on the sum of neutrino masses Σmν with an expected
0.017 eV uncertainty. If the Σmν measurements is sufficiently low, the inverted hi-
erarchy will be ruled out at 3σ or 99% confidence level. DESI will also improve on
the effective number of neutrino species Nν,eff by a factor of 3 over BOSS.
Lastly, in addition to cosmology, DESI will contribute to the study of our own
Milky Way galaxy. During the BGS, a portion of the fibres will not have galaxy
targets and therefore will target Milky Way stars. DESI expects to measure the
spectra of 10 million stars down to a magnitude of 17.5. These star spectra will
provide radial velocity, effective temperature, surface gravity, chemical abundances,
and approximate age for these stars. This dataset will help the study of the assembly
history of the Milky Way and the distribution of dark matter in our galaxy.
2.1.2 Imaging Surveys and Target Selection
The DESI survey will make spectroscopic measurements of four distance classes of
extragalactic sources: the BGS, LRGs, star-forming emission-line galaxies (ELGs),
and quasi-stellar objects (QSOs) (quasars). Each of these categories requires a differ-
ent set of selection techniques to acquire sufficiently large samples from photometric
data.
LRGs are massive galaxies that have no star formation and therefore exhibit
evolved, red composite spectral energy distributions (SEDs). DESI will rely on the
experience of previous surveys for exploiting the 4000Å break to obtain secure pho-
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tometric redshifts for 4 million LRGs for redshift 0.4 < z < 1.0. ELGs are galaxies
that show high star formation rates, and therefore exhibit strong emission lines from
ionized H-II regions around massive stars, as well as SEDs with a relatively blue
continuum. DESI will target 17.1 million ELGs for redshift 0.6 < z < 1.7. There
are also 1.7 million quasars with redshift 0.9 < z < 2.1 used as direct tracers, as well
as 0.7 million Ly-α quasars with redshift 2.1 < z < 3.5 for using the Ly-α forest as
a tracer of the matter along the line of sight of the quasar. During the bright time
when moonlight prevents efficient observations of the faint targets of the baseline
survey, DESI will conduct a magnitude-limited BGS, comprising 10 million galaxies
with redshift 0.05 < z < 0.4.
The DESI Collaboration is participating closely in 3 major imaging surveys
(Dey et al., 2019):
1. Dark Energy Camera Legacy Survey (DECaLS), which uses the Blanco DECam
4m telescope at the Cerro Tololo Inter-American Observatory (CTIO) and
provides grz-band imaging over 9000 deg2 of the DESI footprint at DEC ≤ 34°
of the North Galactic Cap (NGC) and the South Galactic Cap (SGC). This
survey ran from 2014 to 2019 and is complete.
2. Beijing-Arizona Sky Survey (BASS), which uses the Bok 2.3-m telescope at the
KPNO (just next to the Mayall telescope) and provides gr-band imaging over
5000 deg2 of the DESI footprint at DEC ≤ 34° of the NGC. This survey ran
from 2015 to 2018 and is complete.
3. Mayall z-band Legacy Survey (MzLS), which uses the 4m Mayall telescope
with the MOSAIC-3 camera and provide z-band imaging over 5000 deg2 of the
DESI footprint at DEC ≥ 34° of the NGC. This survey ran from 2016 to 2018
and is complete.
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In addition to grz-band photometry from ground-based telescopes, DESI uses NIR
photometry from the Wide-Field Infrared Survey Explorer (WISE) satellite to aid
target selection. WISE conducted an all-sky survey in four bands centred at 3.4 µm,
4.6 µm, 12 µm, and 22 µm (known as W1, W2, W3 and W4). This survey was com-
pleted in 2017, and DESI target selection utilises the W1 and W2 bands.
2.1.3 Instrument Design and Telescope
Fig. 2.5 Optical configuration of DESI corrector and focal plane relative to the
telescope.
1. Corrector optics,
2. Focal plane system,
3. Optical fibre system,
4. Spectrographs,
5. Instrument control system,
6. Data management system.
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Each subsystem has detailed specifications including performance requirements,
which have to met before being accepted and integrated.
Fig. 2.6 (Colour online) Optical design of the DESI corrector.
The DESI prime focus corrector consists of 6 lenses of diameters 0.8m to 1.14m:
4 non-rotating fused silica lenses (C1 to C4) and 2 rotating borosilicate Atmospheric
Dispersion Compensators (ADCs) (ADC1 and ADC2), and is located in front of the
focal plane to focus the beam. It provides a linear FOV of 3.2° and an area of about
8 deg2 at prime focus. The optical design is shown in Fig. 2.6. The resulting focal
surface is aspherical with a diameter of 0.8m. The average focal ratio is f/3.86,
and the average plate scale on the aspheric focal surface is 254.8mm/ deg (1mm at
the focal surface projects to 1° on sky). The six lenses are mounted in cells that
are held in position within a steel barrel assembly. A 6 degree-of-freedom hexapod
adjusts the location of the corrector and focal plane system as needed to maintain the
alignment to the telescope primary mirror. The mechanical design and construction
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of the corrector was led by Fermi National Accelerator Laboratory (FNAL), and the
alignment and integration were completed by University College London.
Fig. 2.7 (Colour online) One of the ten identical petal assemblies with positioners
and control electronics. It is a standalone, functional unit in itself.
The focal plane instrument covers 7.5 deg2 of the 8 deg2 available with 5000
optical fibres with a fibre density of 667 deg-2. The fibres are individually controlled
by 5000 robotically actuated positioners, arranged in a hexagonal pattern with a
10.4mm pitch between centres. A fibre positioner have two rotational axes that can
place the fibre within a 12mm diameter patrol region. A fibre view camera (FVC)
at the Cassegrain cage provides visual feedback on the back-illuminated fibres and
help correct their positions. The focal plane also hosts 100 field Illuminated Fiducials
(FIFs), 10 Guide-Focus-Alignment (GFA) sensors, and 20 GFA Illuminated Fiducials
(GIFs) to provide fixed reference and guiding and focusing. The focal plane system
is equally divided into 10 pie-slice-shaped petals each being a 36° wedge. Every
complete petal assembly is a standalone, functional unit including an aluminium
petal, 500 fibre positioners whcih feed a single spectrograph, 10 FIFs, 1 GFA sensor,
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Fig. 2.8 (Colour online) Positioner parts and jigging produced by Boston University
(BU) Scientific Instrument Facility (SIF). The critical jigging established the micro-
level precision of the positioners.
and 2 GIFs, shown in Fig. 2.7. Additionally, there are also two additional Exposure
Time Calculator (ETC) fibres connected to a sky-monitoring camera. The entire focal
plane system is in one thermal enclosure that regulates the operating temperature
of the instrument and minimises the dissipation of heat into the dome environment
(which will degrade the seeing).
The design, fabrication, and integration of the focal plane was led by Lawrence
Berkeley National Laboratory (LBNL) with contributions from many partner in-
stitutions: University of Michigan, Boston University, Yale University, École Poly-
technique Fédérale de Lausanne (EPFL), and a consortium of Spanish institutions
(Institut de Física d’Altes Energies (Institute for High Energy Physics) (IFAE), In-
stitut de Ciències de l’Espai (Institute of Space Sciences) (IEEC-CSIC)). Select fibre
positioner parts and jigging produced by BU SIF are pictured in Fig. 2.8.
A breakdown of fibre positioner components is given in Fig. 2.9. The close
proximity of the positioners is a critical feature that enables the extraordinary multi-
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Fig. 2.9 (Colour online) Mechanical design of the DESI fibre positioner. On the top
is the fibre positioner CAD model, next an actual positioner, and then the individual
components.
plex of DESI. The moderate potential overlap between neighbouring fibre positioners
requires consideration of collisions as part of both target selection and the orchestra-
tion of positioner moves to their target positions. Fibre assignment software identifies
feasible targets for each observation and anticollision software plans a safe sequence
of acquisition moves for that set of targets.
The fibre positioners are required to place the fibre tips within ≤ 5 µm RMS
of their targets As the fibre positioners are less precise for large moves, after each
move of the positioners, the illuminated fibre tips and fiducials are imaged by the
FVC, and subsequent corrective moves are carried out as needed. A sample FVC
image is in Fig. 2.10. The FVC observes the focal surface from a distance of 12.25m,
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Fig. 2.10 Illuminated optical fibres and fiducials on a petal imaged by the FVC.
about 1m behind the primary mirror. The software takes images of the illuminated
fiducials and fibre tips and returns measured positions with no more than 3 µm RMS
error within 3 seconds. It has been demonstrated that 1 µm to 2 µm RMS positioning
accuracy can be achieved with 2 to 3 corrective moves.
The 10 GFA cameras are located at the periphery of the focal plane, 6 for
guiding, 4 for wavefront sensing with intra- and extra-focal images. All of the GFAs
have an r-band filters that block off the bluer light used by the fibre illuminator.
The Active Optics System (AOS) uses the wavefront sensor images to determine if
there are wavefront errors that represent a misalignment of the optical system, and
provides correction moves to the hexapod.
The fibre system extends from the fibre positioners to the slit heads in the
spectrographs. The fibres held by the positioners were fusion spliced to the 47.5m
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fibre cables, and terminate in the slit blocks in the spectrographs. Durham Univer-
sity is responsible for the production of the fibre cables, and LBNL for integration
of the fibre cables with the focal plane system. The 500 fibres connected to each
petal transmit the light to a slit head in one of the ten, identical spectrographs. A
pair of dichroics in each spectrograph splits the light into three channels that to-
gether produce a continuous spectrum for each target from 300 nm to 980 nm. Each
channel has a distinct spectral resolution (λ/∆λ) that ranges from 2000 to 3000 in
the shortest-wavelength channel to 4000 to 5000 in the longest-wavelength channel.
All commands and data transfers will be run by the Instrument Control System
(ICS), and the data acquisition system will ensure that all targets are reached over
the 5 years of operations and that the spectrograph data are reduced and archived
promptly.
National Optical Astronomy Observatory (NOAO) has made substantial hard-
ware and software improvements to the Mayall telescope over the past few years in
preparation for DESI, including new upper ring, new spider vanes, a cage to support
the new corrector and focal plane system, new hour angle and declination encoders,
addition of a velocity servo, nd new Telescope Control System (TCS). The pointing
errors of the new 4m Mayall telescope system are about 3′′ RMS, more than a factor
of 6 improvement relative to the previous system.
2.2 ProtoDESI
This section on ProtoDESI is an abridged version of our paper previously published in
PASA (Fagrelius et al., 2018). The preprint is available on arXiv1. The complete list
of authors is: Parker Fagrelius, Behzad Abareshi, Lori Allen, Otger Ballester, Charles
Baltay, Robert Besuner, Elizabeth Buckley-Geer, Karen Butler, Laia Cardiel, Arjun
1https://arxiv.org/abs/1710.08875
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Dey, Yutong Duan, Ann Elliott, William Emmet, Irena Gershkovich, Klaus Hon-
scheid, Jose M. Illa, Jorge Jimenez, Richard Joyce, Armin Karcher, Stephen Kent,
Andrew Lambert, Michael Lampton, Michael Levi, Christopher Manser, Robert Mar-
shall, Paul Martini, Anthony Paat, Ronald Probst, David Rabinowitz, Kevin Reil1,
Amy Robertson, Connie Rockosi1, David Schlegel, Michael Schubnell, Santiago Ser-
rano1, Joseph Silber, Christian Soto, David Sprayberry, David Summers, Greg Tarlé,
and Benjamin A. Weaver. The ProtoDESI team consisted of over 40 members from
13 institutions. BU participated at multiple sites (BU, LBNL, KPNO) and con-
tributed to the software development, integration and testing, and commissioning.
BU was also in charge of the analyses of fibre photometry and dithering data, while
other team members analysed positioner and guider data.
The DESI focal plane has an average plate scale of 0.014 ′′ µm−1 (arcsecond
per micron sky-to-plate ratio). Keeping the optical fibres of diameter 107 µm on
targets requires an RMS positioning accuracy below 10 µm and stable guiding and
pointing during 10-minute long exposures. This level of precision had been tested
only in the lab environment, but not fully demonstrated on-sky with positioners and
other key DESI components integrated together, which posed a major risk to the
project. In light of the technical challenges and to mitigate the risk, a technological
demonstrator was built and commissioned on the 4mMayall Telescope in the summer
of 2016. ProtoDESI was the first on-sky demonstration of critical DESI technology.
On-sky subsystem testing for large, complex instruments is a common and useful
practice as demonstrated by projects such as 2MASS (Kleinmann et al., 1994), HET-
DEX (Tuttle et al., 2016), and Dark Energy Camera (DECam) for the DES (Kuehn
et al., 2013). This approach will become even more critical as the size and complexity
of cosmology instruments increases, and has been adopted by LSST (Sebag et al.,
2014). Most of the aforementioned commissioning instruments were used for early
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testing of almost-complete facilities. ProtoDESI is unique in that it represents an
early on-sky proof of concept for operations and a testbed for new technologies, an
approach that aims to reduce risks during the development stage.
2.2.1 Instrument Design
Fig. 2.11 Layout of the ProtoDESI experiment. The prime focus instrument (blue)
is mounted behind the Mosaic corrector and the FVC (pink) behind the primary
mirror in the Cassegrain cage. ProtoDESI also includes the ICS and TCS.
ProtoDESI consisted of a much simplified focal plate instrument located at
prime focus, a FVC inside the Cassegrain Cage, and a subset of DESI instrument
control software. It worked with the existing Mosaic-3 corrector (Jacoby et al., 1998)
and was operated through ICS and TCS. The FVC in the Cassegrain cage imaged
the front of the focal plane and provided feedback metrology on the actual positions
of the fibres with respect to the FIFs. ProtoDESI did not include any spectrograph
or long optical cables. Rather than measuring the output of a 50m fibre cable
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with spectrographs, ProtoDESI confirmed fibre pointing and stability with an fibre
photometry camera (FPC), which is an SBIG STF-8300M commercial camera.
Prime Focus Instrument
Fig. 2.12 (Colour online) Computer-aided design (CAD) model of the ProtoDESI
prime focus instrument. Light was incident on the front (left image) of the focal
plate, which was mounted directly to the Mosaic corrector.
The prime focus instrument (Fig. 2.12) was designed to be installed behind
the f/3.2, 0.7° FOV refractive Mosaic corrector like the Mosaic prime-focus camera,
requiring no modifications to the telescope. The flat focal plate held 16 fiducials
(point sources fixed to the focal plate), 3 robotic fibre positioners, a GFA camera,
and a finder scope camera. The focal plate was mounted to a support structure which
housed the fibre management system, FPC, and all power and control electronics.
Robotic Positioners Each positioner holds a single optical fibre and has two 4mm
DC brushless motors, the two degrees of freedom enabling it move within a 6mm
radius patrol disk (Schubnell et al., 2016). Without rotary encoders, the positioning
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control loop is closed by imaging the backlit fibre tips with the FVC. ProtoDESI
software did not include any anticollision algorithm, so the positioners were placed
with non-overlapping patrol areas. Commands were sent via the CAN bus protocol
from a petal controller based on a BeagleBone Black2.
Optical Fibres Three meters of DESI fibre were attached to each positioner to
carry light from the front of the focal plate to be imaged by the FPC on the back
of the prime focus instrument. The optical fibre is broadband Polymicro FBP fiber
with a core diameter of 107 µm and a numerical aperture of NA = 0.22. The light
cone from the Mosaic corrector to the focal plane is ≈ f/3.2, with a plate scale of
0.017 ′′ µm−1, so each fibre saw 2.4 arcsec2 of the sky.
Fiducials Each fiducial consists of four 10 µm pinholes etched in a black coating
on a glass block that are back illuminated by a 470 nm LED. The Fiducials provide
reference points on the focal plate relative to the movable fibres and have the exact
same length as positioners so that the fibre tips and fiducial pinholes all lie in the same
focal surface. Their locations were measured in the laboratory using a coordinate
measruement machine (CMM) before shipping to mountain.
Guide-Focus-Alignment (GFA) Camera Located at the centre of the focal
plate, the GFA sent 30 arcmin2 images to the ICS for field identification and telescope
guiding. The camera, housing an e2v CCD230-45 sensor, was custom-designed and
built by LBNL and IFAE to minimise mechanical footprint while maximising sensor
area. In addition, The focal plate had a finder scope camera as a backup, an STi
2https://beagleboard.org/black
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Monochrome camera with a SEMI KAI-340 CCD by SBIG3. Both cameras had r′-
band filters mounted to reject the 470 nm light from the fiducial and backlit fibres.
Fibre Photometry Camera (FPC) The FPC provided aperture photometry on
the fibre output and backlit the fibres using a beam splitter and a 470 nm LED. The
LED was adjustable with a Mightex USB/RS232 controller4 to keep the fibre bright-
ness the same as the fiducials. The FPC is an SBIG STF-8300M with a KAF-8300
CCD, a Canon 50mm f/1.4 lens, and a SDSS r′-band filter with 0.15 µm bandwidth
to reject the 470 nm light. An Intel NUC5 mounted on the back of the prime focus
instrument controls the LED and FPC via USB.
Fibre View Camera (FVC)
The FVC was mounted in the Cassegrain cage 12.25m from the prime focus (Fig.
2.11). The FVC used for ProtoDESI was nearly identical to that which will be used
for DESI —a Finger Lakes Instruments6 Proline PL501000 with a Kodak KAF50100
CCD, controlled with an Intel NUC over USB. The sensor receives light through a
blue narrow band filter. Using a Canon telephoto lens with an effective focal length
of 600mm stopped to f/19, the focal plate was de-magnified by 21.7 so that the
diffraction-limited full width at half maximum (FWHM) of each fibre spanned 2
pixels, maximising the Singal/Noise Ratio (SNR).
3SBIG Astronomical cameras distributed by Diffraction Limited (http://diffractionlimited.
com/)
4Mightex Universal LED Controller (http://www.mightexsystems.com/)
5Intel mini PC using Intel Core i3 Processor (https://www.intel.com/content/www/us/en/
products/boards-kits/nuc.html)
6http://www.flicamera.com/
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Telescope and Telescope Control System (TCS)
The Mayall telescope at KPNO is a 4m optical telescope on an equatorial mount.
Together with its sibling, the Blanco telescope at CTIO in La Serena, Chile, it is one
of the last of its kind ever built. In preparation for DESI, and prior to ProtoDESI, the
Mayall Telescope TCS was upgraded very similarly to the Blanco telescope (Abareshi
et al., 2016; Sprayberry et al., 2016), including new encoding hardware, servos, and
telescope control software. The new system had an RMS pointing error of be 3− 4′′
during Mayall z-band Legacy Survey (MzLS) observations. The TCS provided open
loop tracking with stability better than 0.17 ′′min−1 (10 µmmin−1 on the focal plate)
RMS error, exceeding expectations for ProtoDESI.
Instrument Control System (ICS)
The DESI ICS performs all control and monitoring functions required to operate
DESI. ProtoDESI was run with elements of the ICS similar to the expected final
version wherever possible, including all data acquisition and flow, connection to the
Mayall TCS, monitoring infrastructure, operations database, guiding, PlateMaker
(§2.2.1), subsystem coordination, and user interfaces. Additionally, the DESI com-
puting hardware architecture was used for the first time (Honscheid et al., 2016).
PlateMaker Software PlateMaker is a critical component of the DESI software,
responsible for making all critical coordinate transformations: it calculates apparent
target positions, identifies the guide star, and calculates fibre positioner locations
based on FVC images. The initial target positions are provided to PlateMaker in
tangent-plane coordinates, with the field centre and a list of astrometric standards
including potential guide stars. PlateMaker applies offsets, rotations, scale and skew
corrections (Eq. 2.1), then incorporates aberrations, refraction and polar axis mis-
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alignments to produce the final apparent targets (Eq. 2.2). The corrected target
locations are output along sky North (ξ) and sky East (η) rather than RA/DEC:
ξ0 = [(y − y0) cos θ0 + (x− x0) sin θ0] sp
3600
η0 = [−(x− x0) cos θ0 + (y − y0) sin θ0] sp
3600
(2.1)
where x0, y0 are the locations of the telescope boresight, θ0 is the rotation of the
GFA relative to the ProtoDESI focal plate, s is the focal plane scale factor, and p is
the pixel size of the GFA (15 µm);
ξ = ξ0(1 +R + A+R sin2 ψ tan2 z) + η0R cosψ sinψ tan2 z − θη0
η = η0(1 +R + A+R cos2 ψ tan2 z) + ξ0R cosψ sinψ tan2 z + θξ0. (2.2)
R and A are refraction and aberration factors, ψ is the position angle of zenith, z is
the zenith angle, and θ is the position angle of the sky in the North direction relative
to the focal plane sky North direction, including contributions from precession, polar
axis misalignment, and overall rotation of the ProtoDESI focal plate.
In order to derive focal plate coordinates from the sky coordinates (ξ, η), one
needs to know the distortion map of the corrector (Kent et al., 2016) which is non-
axisymmetric. The wavefront error W can generally be written as a function of the
exit pupil coordinates (ρ, ψ) (Eq. 2.3) using Zernike radial polynomials Rsl :
W (ρ, ψ; r, θ) =
∑
l
∑
s
[Als cos(ψ − θ) +Bls sin(ψ − θ)]Rsl (ρ). (2.3)
The coefficients Als and Bls can be written as a function of position in the focal plane
using one form of spin-weighted Zernike polynomials ∗sZmn :
(−1)s(Als + iBls) =
∑
n
∑
m
(∗a lsnm − i ∗b lsnm) ∗sZmn , (2.4)
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where
∗
sZ
m
n = R
m+s
n−s (r) e
imθ. (2.5)
In these equations, −n ≤ m ≤ n − 2s, n + m is even, and ∗alsnm, ∗blsnm are complex
and Hermitian on index m. Distortion corresponds to terms with l = s = 1. For
computational purposes, the complex summations are rewritten as a pair of real
summations (Kent, 2018). For DESI, 16 terms are needed (compared with 42 needed
for a more traditional mapping). For ProtoDESI, 10 terms are needed since, unlike
DESI, the focal plate is flat. The FVC pixel coordinates of the backlit fiducials
are compared with their metrology coordinates in the focal plane to determine the
coefficients in Eq. 2.3
2.2.2 Integration, Commissioning, and Operations
FVC Centroiding
The FVC is required to deliver centroid locations of the fiducials and backlit fibres
to 1/30 of a pixel, corresponding to a precision of less than 3 µm on the focal plate.
Characterisation of the true FVC performance had to be completed on the telescope
due to the separation from the focal plate, presence of corrector optics, and other
effects in the dome environment (e.g. turbulence and temperature variations). With
a dataset of ≈ 450 exposures, the centroids of the fibres were measured with the
same precision as the fiducials and met the requirements.
Positioner Accuracy Tests
The positioners were first calibrated by measuring a series of moves with the FVC.
Each positioner performed 3 corrective moves to get closer to the target position,
with an FVC measurement after every move. The positioners were required to have
an RMS error of less than 5 µm within 3 corrective moves, ensuring an on-sky RMS
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Table 2.1. Positioner Accuracy Requirement and ProtoDESI Test Results. The
max and RMS are taken for the move errors of all targets during an accuracy test.
Environment Blind Move Submove 3
Max Error (µm) RMS error (µm)
Requirement 100 10
UM Pre-shipment 22 0.4
LBNL, integrated with ProtoDESI 35 3
Telescope, dome closed, no PlateMaker 60 25
Telescope, dome opened, no PlateMaker 50 14
Telescope, dome opened, PlateMaker 50 4-6
accuracy of ≤ 10 µm. The initial blind move of the positioners, with no feedback
from the FVC, is required to be better than within 100 µm. Lab tests at University
of Michigan of the positioners indicated excellent performance, exceeding the require-
ments. After integration at LBNL, the performance was slightly diminished, likely
due to the test configuration and conditions (e.g., stray light, floor vibrations), but it
still met the requirements. On the telescope, the performance degraded significantly.
We identified inadequate software responsible for the coordinate transformations, and
implemented PlateMaker algorithms into test routine. The RMS error finally dipped
below 5 µm and continuously met the requirement (Table 2.2.2).
FPC Performance
The requirement on the FPC was 1% relative photometry error for each fibre, corre-
sponding to a few microns’ error on the measurement of the star centroid. In the lab,
characterisation of the camera was indicated that the requirement was met. On the
telescope, using flat-field images taken with the calibration screen in the telescope
dome, we found that the output from each fibre from the flat illumination remained
71
constant with ≤ 0.8% error. The camera showed excellent linearity when varying
integration time in the lab and on the mountain. SNR was sufficient (about 3) with
a FWHM of ≈ 25 pixels. We also measured the night sky background to be ≈ 4500
Analog-to-Digital Unit (ADU) for a 10 s exposure, consistent with 20.6 mag/arcsec2
in the r-band as listed in the KPNO Direct Imaging Manual7.
GFA Testing
The prototype GFA on ProtoDESI was used only for guiding. It was designed to
measure centroids of guide stars with 30 mas accuracy at 1Hz. After resolving issues
with a flex cable and electronic interference due to a design flaw, the GFA delivered
images with sufficient SNR to meet its requirements for guiding (see §2.2.3). Once
all subsystem functions were confirmed, we moved on to the main goal: align a fibre
with a target and maintain alignment for the duration of a DESI exposure.
Object Exposure Sequence
We identified a number of fields containing enough bright stars for guiding and targets
stars in the patrol areas of the three positioners. After slewing to the RA/DEC for a
given field, we moved the prime focus stage in 50 µm steps and found the best focus
by analysing the PSF of bright stars in GFA images. A guide star is selected and the
Observation Control System (OCS) enters guide mode, sending guider corrections to
the TCS. The positioners arrive at the target positions with corrections according to
the FVC measurements of backlit fibres. Finally the backlighting LED is turned off
and a 10 s image is taken with the FPC, completing the sequence.
7https://www.noao.edu/kpno/manuals/dim/
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Dither Patterns and Stability Measurements
After achieving the primary goal of ProtoDESI, namely acquiring targets by aligning
fibres with stars and maintaining pointing, the remaining two weeks of operations
were spent on evaluating the pointing accuracy and stability. To test accuracy, we
moved the telescope or positioners in 1′′ or 2′′ steps in a 5× 5 grid dither pattern
around the initial acquisition position to find the peak flux position. To test stability,
we took one 10-second FPC image twice a minute for over 20 minutes.
Guide Modes
Three guide modes were available for ProtoDESI: self, direct, and catalogue. We
initially tested our guiding capabilities in self mode, in which the guider chooses
a guide star from a full frame GFA image. The direct mode used a guide star
pre-selected by the operator, identified in GFA pixel space. When we moved to
full exposure sequences, the catalogue mode was used, in which PlateMaker was
responsible for selecting the guide star.
Target Selection
The chosen fields each included a few guide star candidates (rAB < 17) and bright
stars (8 ≤ rAB ≤ 12) for pointing accuracy measurements. The targets were first
identified with the Naval Observatory Merged Astrometric Dataset (NOMAD) cat-
alogue, and later with the Gaia DR1 catalogue for better astrometry precision. We
re-observed targets from night to night to trace repeatability. Figure 2.13 shows an
example field containing stars with a range of brightnesses in the GFA FOV.
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Fig. 2.13 (Colour online) The Trumpler37 field, used on ProtoDESI to test pointing
accuracy and guiding. The red circles mark the patrol area of each fibre positioner,
and the black box represents the GFA FOV.
2.2.3 Results and Discussions
A summary of key results from the commissioning phase and integrated testing phase
is provided in Table 2.2.3.
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Table 2.2. Key ProtoDESI Requirements and Results. All requirements were met
except pointing accuracy, which was due to a mechanical design flaw that tilted the
focal plate.
Description Requirement Result Ref.
Positioner accuracy (dome open) ≤ 10 µm 6µm §2.2.2
FVC Centroid precision 3 µm ≤ 3 µm §2.2.2
FPC Relative photometry 1% ≤ 0.8% §2.2.2
GFA Centroid accuracy 30 mas (@ 1Hz) ≈ 10 mas §2.2.3
Guiding sensitivity (rAB) ≤ 17 ≤ 17.5 §2.2.3
Pointing accuracy 0.17′′ (1.38± 0.30)′′ §2.2.3
Guiding
The requirement for the DESI guiding system is that it be capable of (1) delivering
a tracking error signal to the TCS better than 100 mas RMS, of which 30 mas come
from GFA errors, and (2) acquiring a guide signal for stars as faint as rAB = 17, which
ensures that at least 10 guide stars will be available in any DESI FOV (Bahcall,
1986). Determining whether or not the ProtoDESI guiding system met the 100 mas
requirement was not possible, as the overwhelming majority of the guiding error
came from atmospheric seeing. However, based on SNR measurements, the GFA
contribution easily met the 30 mas requirement.
Pointing Accuracy and Stability
The expectations for pointing were that the centre of the fibre be aligned with the
target within 10 µm and that the pointing accuracy be maintained for the duration
of a DESI exposure. By calculating the intensity-weighted centroid using 5× 5 = 25
measurements for each dither grid, we determined that on average the fibres were
offset from the targets by (1.38± 0.30)′′ in magnitude (Fig. 2.14). Several factors
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Fig. 2.14 (Colour online) A 5× 5 telescope dither in 2′′ steps for a Gaia target. Data
from all three fibres are plotted in three rows, each column showing a unique object
exposure sequence. The yellow cross is the location of the flux-weighted centroid,
and the colour bar show the exposure time-averaged flux in ADU/s.
contributed to these offsets. First, using the Gaia DR1 catalogue instead of NOMAD
slightly decreased the offsets. Second, an apparent tilt across the focal plate was
identified in GFA images by measuring a differential in the focus across the CCD.
The mechanical tilt was later confirmed on a CMM to be 0.3°, corresponding to
∆z ≈ 160 µm across the GFA and greater than 200 µm focus error for fibre 3001
which is the furthest from the GFA.
Fibre flux fluctuated by about 30% around the mean, with some 10 s integrations
yielding flux 70% below the peak value. This may be the result of imperfect initial
target acquisition, i.e., where the fibre was not centred on the target star, but instead
on the wings of its PSF, as shown in the bottom panel of Fig. 2.15.
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Fig. 2.15 (Colour online) Stability test on September 25, 2016 where Each fibre was
aligned with a different target and 10-second FPC images were taken in succession
over a 30-minute period. We again see correlations between the averaged guide star
centroid offset and the fluctuations in the target flux.
2.2.4 Conclusions
The scope and scale of the investment in the DESI project necessitate a plan to
retire risks associated with its science goals. ProtoDESI exemplifies an effective
approach to exercising interfaces, gaining operational experience, and identifying
improvements to the instrument on a useful time scale. ProtoDESI demonstrated
the ability to complete an object exposure sequence. Guiding was successful with
rAB = 17 magnitude stars, and guiding errors consistent with atmospheric seeing
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> 100 mas. On average, fibres were offset from targets by (1.38± 0.30)′′, due to a
combination of the focal plate tilt, FPC DC offset variations, atmospheric turbulence,
astrometric errors, and metrology errors. Fibre flux fluctuated by 30% for repeated
exposures in 20-minute periods, as a result of imperfect initial pointing and guiding
stability which exacerbated atmospheric dispersion effects. These results were within
expectations given the experimental setup, and ProtoDESI was considered a success.
The commissioning of ProtoDESI required early integration of many subsystems
in the DESI design, aiding in the completion of DESI and informing commissioning
plans. The success of ProtoDESI provided key project members with experience that
would facilitate a smooth and efficient commissioning campaign for DESI, and gave
us confidence that DESI will achieve its science goals as designed. We recommended
changes in design and operations for the larger DESI project. Key improvements
will be made to the GFA, mechanical bolstering of the FVC, and robotic positioners.
Operational issues were also identified and have already benefited the development of
DESI assembly, integration, test procedures, and ongoing commissioning planning.
2.3 Focal Plate Structure (FPS)
The majority of the content in this section on the DESI focal plate structure (FPS)
was previously published in Proc. SPIE and in JATIS (Duan et al., 2018, 2019). The
preprint is available on arXiv8. The complete list of authors is: Duan Yutong, Joseph
Silber, Todd Claybaugh, Steve Ahlen, David Brooks, and Gregory Tarlè. BU was
responsible for the fabrication, metrology, integration and alignment of the DESI
FPS under the management of LBNL. The work was performed at both BU and
LBNL
8https://arxiv.org/abs/1805.06012
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DESI features a new prime focus corrector for the KPNO Mayall telescope,
which will deliver light to 5000 robotically positioned optic fibres at in the focal
plane instrument. The fibres in turn feed ten broadband spectrographs. Proper
alignment of the FPS, mainly consisting of a focal plate ring (FPR) and ten focal
plate petals (FPPs), is crucial in ensuring minimal loss of light in the focal plane.
A CMM metrology-based approach to alignment enables comprehensive character-
isation of critical dimensions of the petals and the ring, all of which were 100%
inspected. The metrology data not only served for quality assurance, but also, with
careful modelling of geometric transformations, informed the initial choice of inte-
gration accessories such as gauge blocks, pads, and shims. The integrated focal plate
structure was inspected again on a CMM, and each petal was adjusted individu-
ally according to the updated focal plate metrology data until all reference datums
were extremely close to nominal positions and optical throughput nearly reached the
theoretically best possible value. This section presents our metrology and alignment
methodology and complete results for twelve official DESI petals. The as-aligned, to-
tal RMS optical throughput for 6168 positioner holes of twelve production petals was
indirectly measured to be 99.88± 0.12%, well above the 99.5% project requirement.
The successful alignment fully demonstrated the wealth of data, reproducibility, and
micron-level precision made available by our CMM metrology-based approach.
Having successfully completed the focal plate alignment by January 2018, we
present our methodology and results in detail. This section is structured as follows.
§2.3.1 gives an overview of FPS, highlighting the importance of accurate alignment.
§2.3.2 provides the methods used for FPP and FPR inspection. §2.3.3 introduces
optical throughput modelling and evaluation, and various alignments found by our
custom optimiser in which throughput was evaluated. §2.3.4 and §2.3.6 describe pro-
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cedures for aligning petals and the GFA-FPP mount plates. Finally, §2.3.7 discusses
the metrology and alignment results and summarises our findings.
2.3.1 Overview
The focal plane system is the key subsystem of DESI responsible for positioning the
107 µm diameter fibres and for acquiring light from on-sky targets. Spanning an
FOV of 7.5 deg2 the focal plane hosts fibre positioners, FIFs, and the GFA array, all
distributed into 10 pie-slice-shaped petals. The focal plate structure consists of ten
FPPs and a FPR which interfaces with the corrector barrel.
There are many stringent tolerances in the FPP and FPR specifications. To
name a few critical features, the three reference datums on each needed to be flat
or circular to as low as ±5 µm; each positioner hole is orientated at a unique angle
and the precision bore’s polar angle should be machined to 0.028°; on the top end of
each hole is a circular, narrow spotface aligned and perpendicular to the cylinder axis
to ±30 µm; for the 1m wide ring, two circular surfaces on two levels were required
to be flat and parallel to ±5 µm. The optical throughput requirement for all posi-
tioner holes was 99.5%, including components from both machining and alignment
imperfections.
The SIF at BU fabricated various positioner parts and assembly jigs during
the positioner R&D process, machined all twelve official DESI petals, and procured
the FPR from an outside vendor. The Ahlen group lead the focal plate metrology,
integration, and alignment efforts at BU, Carl Zeiss (automated metrology vendor),
and LBNL. Twelve production petals were fabricated on a 5-axis machine at SIF,
and inspected at SIF and Zeiss Industrial Metrology. With petal metrology data and
optical modelling, it was possible to theoretically calculate the optical throughput
for each positioner hole of each petal. The best alignment for each as-built petal
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was found in software by variational optimisation with the goal to maximise RMS
throughput, yielding 6 degree-of-freedom transformation parameters with respect
to the CAD model. The FPR was fabricated by Dial Machine and inspected at
SIF and LBNL. All twelve FPPs met the tolerance specifications in terms of RMS
statistics across all holes on the petal, despite some holes having less than required
performance; the FPR flatness was slightly out of tolerance, but its overall quality
was deemed acceptable by the project.
All parts in the focal plate structure were integrated and aligned at LBNL on a
CMM. Shims and pads were carefully chosen to realize the theoretical optimal align-
ment through trial and error and geometric calculations for all twelve production
petals. The best actual alignment achieved was recorded and verified reproducible.
An RMS throughput of 99.88± 0.12% was achieved as measured by CMM measure-
ments for twelve petals, well above 99.5% project requirement. Alignment was shown
to be reproducible after design changes were made and implemented to address over-
constraints. No alignment verification was performed with positioners, fibres, and
cables installed.
The focal plate is the main mechanical structure of the focal plane system, one
of six subsystems of DESI (DESI Collaboration et al., 2016a). Given the optical
design of the DESI corrector optics (Doel et al., 2014), precise alignment between
parts is critical to achieve the highest photons injection efficiency and minimise the
loss of photons from targets. The focal plate structure must tightly constrain the
optical fibres such that the fibre tips point in the direction of the chief rays, and
that the patrol disks of the positioners maximally coincide with the aspherical focal
surface. Every step in the process of building the focal plate was taken with these two
goals in mind, from the petal design, stringent machining tolerances, to the accurate
alignment of the focal plate structure.
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Fig. 2.16 (Colour online) Design of the focal plate structure. Ten FPPs (rendered
yellow) are mounted with guide pins and spikes and bolted onto the FPR (rendered
blue), joined at the centre by centre cap rings. Each petal hosts a GFA sensor bolted
to the GFA-FPP mount plate (rendered white) near the inner diameter of the ring.
The focal plate structure is about 1m across in diameter.
Fig. 2.16 shows a computer-aided design (CAD) model of the DESI focal plate
structure, mainly consisting of a FPR and ten FPPs (Lambert et al., 2016). 5000
robotically actuated positioners and 100 similarly sized FIFs are arranged in a hexago-
nal pattern with a 10.4mm pitch, evenly distributed in ten pie-slice-shaped, identical
petals. Each science fibre can be positioned freely within the 12mm patrol disk of a
positioner. FIFs in the focal plane provide point light sources as references and help
to reduce optical distortion and improve fibre positioning accuracy when viewed by
the FVC (DESI Collaboration et al., 2016a) located in the Cassegrain cage. Also
evenly distributed in a circular pattern are ten GFA sensors, which measure the
telescope pointing and focus as well as the tip/tilt of the focal surface.
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Fig. 2.17 (Colour online) Focal plate petal machined from a block of aluminium
before being black anodised. Left: petal front view. 514 positioner and FIF holes
packed in a hexagonal pattern. The wedge is about half a meter long in radius. The
GFA-FPP mount plate and the GFA are installed at the lower left empty slot. Right:
petal hole details. Each petal hole consists of a precision bore of length 20.5mm,
threading above the precision bore, and a circular precision spotface. The top rough
surface is a result of sandblasting to reduce light reflection. Hole diameter is about
8.31mm.
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As shown in Fig. 2.17, each petal has 514 holes in which the positioners and
FIFs are installed. The precision bore in each hole is reamed at a unique angle along
the local chief-ray direction to constrain the orientation of the fibre positioner. The
precision spotface atop each hole perpendicular to the cylinder axis determines how
far in the positioner can be screwed, and places the fibre tip into the depth of focus
of the corrector optics (Fig. 2.18). The petals and the ring were anodised black, and
the top spherical dome of the petals were sandblasted in order to reduce reflection
of stray photons from undesired targets. The centre cap rings join all ten petals at
their noses and enhance the rigidity of the focal plate structure.
We performed 100% inspection of the petals and the ring with CMM, which
yielded a complete characterisation of all critical dimensions prior to alignment. It
became a natural choice to capitalise on the existing inspection data and adopt a
metrology-based approach for our alignment goals. The focal plate design allows for
individually aligning each petal by choosing points of contact from three existing
slots and by varying the sizes of gauge blocks and petal-ring pads. The GFA sensor
fixtures, i.e. GFA-FPP mount plates (Fig. 2.23), also must be aligned to ensure
correct position and orientation of the GFA sensors. Our alignment approach was
first validated in August 2017 by test-fitting five production petals in the ring and
arriving at nearly optimal configurations. All 12 production petals were aligned in
two runs in November 2017 and January 2018, and 11 of them had GFA-FPP mount
plates aligned.
2.3.2 Parts Inspection
Metrology data of the petals, in particular the holes, are direct indicators of fu-
ture science performance, and were extensively analysed and utilised for focal plate
alignment. All DESI prototype and production petals were fabricated at the SIF
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Fig. 2.18 Front view (left) and side view (right) of PTL01 fully populated with posi-
tioners and FIFs. Each positioner is constrained by the precision bore and oriented
in a unique direction along the local chief ray, and its extension is determined by the
precision spotface. Fibre tips, covered by white protective caps, extend out from the
spotfaces by 86.5mm and lie on the focal surface. The positioners also have to built
with impeccable straightness and length to ensure correct fibre tip positions.
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Fig. 2.19 (Colour online) Three datum tooling balls were glued with epoxy to each
three corners of each wedge-shaped petal to establish a fixed reference frame.
of BU with a 5-axis machine, and coated with organic black anodising by Plating
for Electronics Waltham, MA. The in-house inspection of petals started with glu-
ing three datum tooling balls made of silicon nitride to the petal with epoxy widely
apart, which established a fixed frame of reference for the as-built petal (shown in
Fig. 2.19). Bearing cartridges (a part of the fibre positioners which screws into petal
holes) were screwed in by hand to check the hole threads and fit. The precision
bore diameter was measured with a Mitutoyo 3-point holtest near the middle section
of the cylinder to ±1 µm accuracy, before and after anodising to track the actual
anodising thickness and decrease in diameter. The nutation angle (polar angle in
spherical coordinates system of the CAD model) was measured on a Mitutoyo op-
tical comparator to about 0.02° with a pin gauge of appropriate diameter tightly
86
inserted into the precision bore and parallel to the cylinder axis. The z-coordinate of
the precision spotface centre was measured with a Mitutoyo height gauge. A preci-
sion sphere of appropriate diameter precisely sits on the inner ledge of the spotface,
the height gauge touches down on the sphere from above reading the highest point,
and the z-coordinate of the spotface centre could be derived with a bit of simple
geometry calculation. A Brown & Sharpe Quadra-Chek CMM was also employed to
measure the flatness of plane datums on petals until the machine went out of order.
The first four petals were hand-checked for 100% of the holes, and later ones from
10% to 50%.
BU developed the CMM automation programme in collaboration with Zeiss
Industrial Metrology Marlborough, MA, and the petals were 100% inspected by a
Contura CMM running Zeiss Calypso9 (Fig. 2.20). The most challenging features
in petal metrology are the precision bores and spotfaces; the latter are minuscule
in size and necessitate the smallest ruby styli available (0.3mm in diameter). Each
precision bore was measured by the probe scanning along two circular paths near
the top and the bottom of the bore. Three iterations of the 3σ clipping filter were
applied to the cylinder fit to make it resistant to outliers. The cylinder fit yields
the diameter and axial direction of the bore. The programme looked for the critical
spotface relative to the corresponding cylinder already found beneath it, and took
a circular path on the flat surface which defines the plane. The relative definition
of the spotface with respect to already measured bores guarantees the probe almost
always completes a perfect circular path without running off the plane into the hole
or colliding into the sandblasted surface above the spotface. The spotface centre
was defined as the intersection between the cylinder axis and the spotface plane. A
9https://www.zeiss.com/metrology/products/software/calypso-overview/calypso.
html
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Fig. 2.20 (Colour online) A quick visualisation of the CMM measurement data in
Zeiss Calypso for a precision bore. Any slight burr or debris on the cylinder interior
could throw the sensitive ruby stylus off the circular path and a 3σ-clipping filter
was applied.
single run of the CMM programme takes less than 20 hours. Besides the 514 holes,
other commonplace features were scanned in the usual manner. Calypso expresses
the direction of cylinder axis nˆ as two projection angles onto the XZ− and the
Y Z−planes, A1 = tan−1 xz and A2 = tan−1 yz , where x, y, z are the Cartesian compo-
nents of the axial unit vector nˆ, namely x ≡ nˆ · iˆ, y ≡ nˆ · jˆ, z ≡ nˆ · kˆ, and nˆ is the
measured, actual axial direction. The specification of hole angles is by the nutation
and precession angles (θ, ϕ), which are the ordinary spherical polar and azimuthal
angles. The fitted cylinder angles (A1, A2) were converted to nutation and precession
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angles (θ, ϕ) as
θ = tan−1
√
x2 + y2
z
= tan−1
√
tan2A1 + tan2A2 (2.6)
ϕ = tan−1 y
x
= tan−1 tanA2tanA1
. (2.7)
In CMM metrology, the usual method of establishing a coordinate system, or
“alignment” in CMM terminology, is by providing the three datums A, B, and C
in the drawing to the CMM software. However, for a part as complicated as the
petal where over 500 holes are closely packed all carrying fine features, it was found
during CMM programme development that a naïve “ABC alignment” resulted in
half of features being out of tolerance due to imperfect datums. Specifically, datum
A of the petal is flat to 10 µm, while datums B and C are only specified to 100 µm
as they do not mate with any other surface when integrated and are therefore not
critical. Considering the fact that by design each petal was to be individually ad-
justed to achieve the desired alignment, instead of the usual ABC alignment, we
found a more reasonable “best-fit” coordinate system in which the metrology data
became more meaningful and informative. This best-fit coordinate system (denoted
ZBF alignment) was generated in Calypso by performing a geometric best-fit of the
measured data to 514 cylinders and 514 spotfaces simultaneously, and was checked
outside Calypso to recover the transformation parameters in a standard convention
and verify the transformed metrology results.
BU contracted with Dial Machine Rockford, IL to manufacture the FPR and
apply 2-step inorganic black anodising. Eleven datum tooling balls were glued to
the outer rim of the ring as fixed references. Although the ring also requires high
precision machining relative to its size (10 µm flatness across 1m diameter), it has a
much simpler design and its features are much easier for CMM probes to work with
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because of relatively large sizes. BU verified the flatness of the top surface of the
ring using a straight steel beam and a granite table to 40 µm before shipping it to
LBNL for CMM inspection and match-drilling with the focal plate adapter.
LBNL inspected the FPR on a Zeiss Accura CMM. Important features inspected
included the flatness of the top surface (datum A), cylindricity of the ring (datum
B), position and diameter of two counterbores (datum C), and perpendicularity be-
tween datums A and B. The 11 datum tooling balls and 10 slotted bushings were
also measured. The coordinate system was established by supplying the three ABC
datums. The aluminium ring was laid directly on the CMM granite table without
any supporting jack stands because of observed gravitational sagging, and this set-
up continued throughout alignment activities. During on-mountain installation, the
FPR will be bolted to the DESI corrector barrel, which is made of aluminium and
steel, flat to 150 µm, and will provide adequate support similar to that from the
granite table. Therefore, not using jack stands was a superior way to reproduce in
the inspection lab the support provided by the actual instrument structure for the
ring.
2.3.3 Science Performance Evaluation
The quality of each petal was to be assessed in terms of not only the specifications,
but more importantly, the science performance. The science performance must be
determined before the parts could be accepted and used further along the integration
process. Optical throughput is a metric which quantifies how much light from the
target enters the fibre and how well the petals will perform in observation, but it
was extremely prohibitive to measure it directly due to many constraints. It would
take months to install the fibre positioners needed to perform direct measurement;
fibre positioner availability was very limited; plus, it would pose a major risk to the
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entire project if a large number of production positioners were repeatedly installed
and uninstalled just for this test.
Although the only basis for projecting the optical throughput was inspection
data, it would suffice for the purpose of assessing the petal quality. By comparing
the actual geometry to the nominal, all fibre orientations, fibre tip positions, and
thus the theoretical throughput of the petal could be calculated from the optical
and geometrical model of the focal plate. Here optical throughput is defined as the
percentage of incident photons along the local chief ray which successfully enter the
fibre. Features directly impacting throughput were the diameters and axial directions
of precision bores, and the positions of spotface centres. This indirect measurement
relies on a simple optical model and only required a few reasonable assumptions.
Our optical model considers the loss of incident light incurred by two factors,
based on how DESI systems engineering breaks down the error budgets (Besuner
& Sholl, 2016). One factor is angular tilt, the combined angular deviation of the
orientation of the fibre from the local chief ray. The other is defocus, the absolute
distance deviation of the fibre tip from the aspherical focal surface along the chief
ray direction. Each fibre positioner has a patrol disk of 12mm radius, in which the
fibre can be shifted while maintaining a constant orientation. As far as evaluating
throughput is concerned, the fibre is always assumed to be at the centre of the patrol
disk; lateral movements within the patrol disk certainly do introduce additional tilt
and defocus, but they are taken into account in the system error budgets in a separate
analysis. Since the error of the fibre tip position is orders of magnitude smaller than
the patrol radius, in which the fibre orientation stays constant by design, it is safe to
assume the local chief ray has a constant direction when the fibre tip deviates from
its designed point. In addition, we neglect any manufacturing imperfections of the
fibre positioner and assume the orientation of the fibre is perfectly parallel to the
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cylinder axis of the precision bore, which constrains the fibre-carrying positioner. In
other words, the fibre tilt is equal to the precision bore tilt.
Recall that the nutation and precession angles (θ, ϕ) can be converted to unit
vectors in Cartesian coordinates as nˆ(θ, ϕ) = sin θ cosϕiˆ+ sin θ sinϕjˆ + cos θkˆ. We
may calculate the actual cylinder axis of the precision bore nˆ ≡ nˆ(θ, ϕ) and the
nominal nˆ0 ≡ nˆ(θ0, ϕ0), where (θ, ϕ) are the measured angles and (θ0, ϕ0) are the
specified angles. The tilt is then defined as
δnˆ(θ, ϕ) ≡ cos−1(nˆ · nˆ0) = cos−1 [nˆ(θ, ϕ) · nˆ(θ0, ϕ0)] . (2.8)
From a DESI fibre focal ratio degradation (FRD) study by Jelinsky (2017), where
optical throughput was measured as the fraction of full-cone encircled energy at
625 nm, we extracted the dependence of optical throughput on tilt as a quadratic
polynomial,
Ttlt(δnˆ) = −0.0133 · δnˆ2 − 0.0175 · δnˆ+ 1 (2.9)
where the tilt δnˆ is in degrees. Ttlt(δnˆ) gives negative throughput for large tilt, and
is limited at 0 as a lower bound. To calculate defocus, let r and r0 be the actual and
nominal spotface centres. The positioner design places the fibre tip exactly 86.5mm
above the spotface centres along the cylinder axis. Assuming positioners are perfect
in length and orientation, the actual and nominal fibre tip positions are
r = r + 86.5 · nˆ (2.10)
r0 = r0 + 86.5 · nˆ0 (2.11)
all in units of mm. This directly leads to
δr(θ, φ, r) = δr + 86.5 · δnˆ . (2.12)
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Defocus is the absolute distance deviation of fibre tip along the chief ray direction,
δf(θ, φ, r) = |δr · nˆ0| = |(r− r0) · nˆ0| . (2.13)
From DESI fibre defocus data by Besuner & Sholl (2016), the throughput as a func-
tion of defocus can be modelled as a 5th-order polynomial,
Tdfc(δf) = −1.804 · 10−14 · δf 5 + 1.593 · 10−11 · δf 4 − 5.955 · 10−10 · δf 3
−3.433 · 10−6 · δf 2 + 3.251 · 10−7 · δf + 1 (2.14)
where δf is in units of µm and always measured as an absolute value of the distance
deviation. Tdfc(δf) also gives negative throughput for large defocus, and is bounded
at 0 from below. Finally, the total optical throughput for a given fibre as a function
of the actual nutation, precession, and spotface centre is the product
T (θ, ϕ, r) = Ttlt(δnˆ)Tdfc(δf) (2.15)
which is a function of bore orientation and spotface centre position only.
Inspection data were analysed in the geometric best-fit (ZBF) alignment, which
rendered almost all features measured within their specifications and was clearly
superior to the ABC alignment, but it was unknown to what extent the best-fit
alignment would optimise optical throughput, or if there exists a more preferable
alignment in which throughput would be higher. To this end, a custom alignment
fitting programme was independently written in Python 3.6 using the SciPy.optimise
module and the Sequential Least SQuares Programming (SLSQP) algorithm (Jones
et al., 2001–) to optimise solely the optical throughput according to our optical model
and find a throughput-optimising alignment (denoted TPT). Also implemented was a
spotface-fit alignment (SPT), another geometric best-fit alignment which fits only to
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the 514 spotface centre and in principle ought to be inferior to the best-fit alignment
(ZBF). The optimiser finds the ideal transformation parameters relative to the ABC
alignment by varying three translational and three rotational degrees of freedom and
minimising the total mean throughput loss of 514 fibres. The petals are stiff enough
to be considered as rigid bodies, and the transformation formalism used is
r′ = Rr + T = Rz(γ)Ry(β)Rx(α)

x
y
z
+

Tx
Ty
Tz
 (2.16)
where Rx, Ry, Rz are 3× 3 Cartesian rotation matrices in the usual convention (Ar-
fken et al., 2011). In addition to transforming the metrology data to other coordinate
systems using user-defined criteria, this fitter was also used to recover the transforma-
tion parameters of the best-fit (ZBF) alignment and verify the transformed metrol-
ogy results. The petal metrology data set a theoretical upper bound on the optical
throughput of the petal, as all 6 degrees of freedom are free parameters whereas in
reality, possible petal adjustments will not span the entire parameter space. The
Python code for the analyses is publicly available online10.
2.3.4 Integration Tests
Integration tests took place with the FPR and the first three production petals
in June 2017, and again with the first five petals in August 2017 before official
alignment activities, all at LBNL in Berkeley, CA. During these tests, we examined
the deformation of the FPR under uneven load and under different torques of the
petal fasteners, investigated the reproducibility of alignment given our integration
procedures, validated our software tools, and took special note of whether or not
10https://github.com/duanyutong/desifp
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bolting the centre cap rings as the final step altered the alignment. We also checked
how different mounting locations changes petal alignment, but since petals would be
installed at fixed locations and aligned individually for the particular location on a
petal-by-petal basis, this was not a major concern.
A baseline measurement of the FPR alone was performed before installing any
petal. Petals were installed without use of any guide pins or spikes, the fasteners
hand-tightened followed by torquing to 19Nm and 28.5Nm. FPR flatness, concen-
tricity and shifts of the datum tooling balls were measured after one, three, and five
petals were installed. Petals were as evenly spaced as possible across ten petal mount-
ing locations. A new coordinate system was generated from FPR datums for each
measurement. These tests helped us tremendously to revise our alignment procedure
and finalise the alignment adjustment scheme, which involved new torque specifica-
tions, the addition of petal datum A shims, and a redesigned nose shim structure
which retains the centre cap rings.
2.3.5 Petal Alignment
Alignment of 12 production petals was done in two batches due to the project sched-
ule. The first batch in November 2017 included the first nine petals, PTL00 through
08, after which petals PTL00 and 01 were handed to the LBNL technician team for
positioner integration. A spare petal, supplied by BU and rejected in the manu-
facturing process due to imperfect quality, filled the last empty mounting location
to maintain the proper weight distribution across the ring, making the ring fully
occupied. The second batch included 10 production petals, PTL02 through 11. The
alignment procedures were consistent for these two batches, and the 8 petals which
were present both times saw improvements at the end of the second run. Aligned
petals and ring are pictured in Fig. 2.21.
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Fig. 2.21 Alignment of 12 official petals were done in two batches. Left: the first
batch in November 2017 included 9 official petals, PTL00-08, and a rejected spare.
Positioner integration began with PTL00 and 01 immediately afterwards. Right: the
second batch in January 2018 included 10 official petals, PTL02 to 11. In both runs,
guide spikes and pins were used, and alignment procedures were consistent.
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Fig. 2.22 Left: Three slots are available for petal-ring mount pad installation on
a petal. By loosening the pad, the gauge blocks it houses can be slid out and hot
swapped. Each pad is hand-measured and numbered to match the depth of each slot.
Right: The three-slot scheme was found to be an over-design. Only the left and right
slots were used, the middle left empty for aligning all petals. The petal-ring mount
pad and GFA-FPP mount plate were surveyed on a CMM before petal alignment in
the FPR.
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Only two out of three petal-ring mounting pad slots, the left and the right,
were used; the centre slot was left empty for all petals to avoid over-constraining the
assembly and add clarity to our control over points of physical contact (Fig. 2.22).
Two of the four top mounting screws were dropped as well for the same reason, leav-
ing only the left and the right ones along with four bottom mounting screws to hold
the petal to the ring. As a starting point, mounting accessories, such as petal-ring
mounting pads, gauge blocks, and shims, were pre-selected based on pre-alignment
metrology data by calculating their nominal sizes to achieve the desired alignment.
Petals were installed with guide pins and spikes and torqued to 4.0Nm for the hori-
zontal bolts and 19.8Nm for the 45° skewed bolts to keep rotational torque on petals
at zero. The three datum tooling balls on every petal were measured in the shared
focal plate coordinate system, generated from FPR datums. From the positions of
three datums, the actual position, orientation, and throughput of the petal were eval-
uated. Based on the petal-ring geometry, the custom alignment optimiser inferred
possible outcomes of varying the gauge blocks, recommended the next step adjust-
ment which would maximise throughput, and showed the hypothetical improvement
in throughput.
Running independently in parallel with the Python script was a suite of spread-
sheets, which served as a more user-friendly and transparent pipeline for CMM data
processing and incorporated an alternative, approximated calculation as a cross-
check. Petals were dismounted and adjustments were made accordingly by swapping
out the gauge blocks and shims. Then a new coordinate system was established and
the datums measured again. This iterative process of adjustment and verification
was repeated several times for all petals, and the alignment progress was tracked
closely until all datums were extremely close to nominal positions and the optical
throughput nearly reached the theoretical maximum, set only by the petal machining
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quality. For a given petal, the RMS throughput of all holes is η˜ = ( 1
514
∑514
i=1 η
2
i )
1/2.
The alignment which produced the best RMS throughput was considered final and
to be always reproduced in the future.
At last, the centre cap rings were installed with appropriate nose shims, and
the focal plate surveyed again to verify that the alignment remained unchanged. The
nose shims were carefully adjusted to avoid any distortion by the centre cap rings,
and this process repeated until no distortion was present.
2.3.6 Guide Focus Array Alignment
The GFA-FPP mount plate is an adjustable fixture between the petal and the GFA
sensor. There are three bores on the GFA-FPP mount plate; under each a stack of
plastic shims can be added as pictured in Fig. 2.23. The bore centres, defined as the
intersections between bore axes and the top face of the plate, were taken as reference
datums. The GFA-FPP plate was aligned in the best-fit (ZBF) alignment relative
to the three datum tooling balls glued to the petal, such that if a petal was aligned
in the ring properly, the GFA-FPP plate would automatically follow into the correct
position without requiring another round of alignment.
For GFA-FPP mount plate alignment, the most reliable method is of course
ordinary least squares (OLS), i.e. minimising the residual sum of squares of 3 datums
RSS =
∑3
i=1(x
i − xi0)2 with respect to their nominal positions. However, it is
not always possible to freely align the GFA-FPP mount plate to a perfect position
given the mechanical design. For practicality and efficiency, we identified what was
critical for the science task and opted another easier-to-apply strategy. As long as
the GFA sensors are placed at the focal surface by the GFA-FPP plate, any small
translation or rotation within the sensor plane does not significantly impact the
science performance of the GFA. This means that the GFA-FPP plate needs to be
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Fig. 2.23 The GFA-FPP mount plate is biased against shoulder pins and bolted
down through three bores. Plastic shims were placed around the bolts beneath the
bores to adjust the plate. The goal was to align the top surface of the plate such
that it coincides with the nominal plane.
100
aligned such that the top surface lies in the nominal plane as designed in the CAD
model, and we only need to minimise the normal component of residual squares. Per
engineering convention, the RMS of squared normal deviations was chosen as the
loss function to be minimised instead of the sum, both mathematically equivalent.
This minimisation in itself should result in a close match between actual and nominal
positions of the GFA-FPP plate.
The normal component of squared residuals was calculated in two ways. Let
the nominal positions of three datums be (x10,x20,x30), where the subscript 0 indicates
nominal and the upper index indicates datum number, and the actual positions be
(x1,x2,x3). Each xi is a 3-component vector. The normal vector of the GFA-FPP
plate can be found by taking the cross product n ≡ (x10 − x20)× (x10 − x30), and the
unit normal vector nˆ = n/‖n‖ . Then the normal deviation of each datum is given
by the projection of datum position deviation along the normal vector,
δdi⊥ = (x
i − xi0) · nˆ . (2.17)
and the RMS squared normal deviation of three datums is
δ˜d⊥ =
√√√√1
3
3∑
i=1
(δdi)2 (2.18)
for a given GFA-FPP plate. This calculation involves coordinate transformation
between the local coordinate system of the petal and that of the focal plate set by
the FPR, and was done in Python in the same manner the petal alignment routine
was written.
Again, a spreadsheet was in place to perform a different calculation indepen-
dently, and was used primarily during alignment for convenience. If xy rotation with
respect to the z-axis is neglected, we may consider only the radial r and z coordi-
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nates of each datum. Let the nominal and actual radial coordinates for each datum
be ri0 =
√
xi20 + y
i2
0 , ri =
√
xi2 + yi2, and similarly we have zi0 and z. Let the nominal
inclination angle of the GFA-FPP top face be i0. Assuming the actual and nominal
positions are in the same cross-section plane of the incline, we may write the normal
deviation as
δdi′⊥ = δr
i sin i0 + δzi cos i0 = (ri − ri0) sin i0 + (zi − zi0) cos i0 . (2.19)
Then the RMS squared normal deviation would be calculated in the same manner
as δ˜d′⊥ = [13
∑3
i=1(δd
i′)2]1/2.
Minimising the squared normal deviations should at the same time minimise
the inclination angle errors, and we measured and compared the inclination angle
of top face of the plate to the nominal. Additional sanity checks included the true
vector residual sum of squares RSS = ∑3i=1(δxi)2 in mm2, and the root mean of
RSS
δ˜drss =
√
1
3
RSS =
√√√√1
3
3∑
i=1
(δxi)2 (2.20)
in mm, which is simply equal to the RMS vector deviations and comparable to the
previous δ˜d⊥ and δ˜d′⊥ calculated from normal projections.
2.3.7 Results and Discussions
Petal metrology results of hole features are summarised in Table 2.3, along with
mean throughput values from tilt and defocus calculations in the best-fit alignment
(ZBF). The top two panels in Fig. 2.24 show more detailed sample plots for two key
features, spotface centre z and nutation angle. In the default ABC alignment set by
three datums, over half of the petal metrology data which are coordinate system-
dependent were out of tolerances. By switching to the ZBF alignment, few were
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out of tolerances, and the petal quality was assessed in the ZBF alignment. The
3σ clipping filter for the cylinder fit proved necessary in removing a large volume
of outliers, as the 0.3mm ruby styli were very sensitive to any burr or anodising
fragment inside the bores and the soft anodising could easily be scratched by the fine
ruby. The anodising had a specified thickness (a.k.a. build-up) of 2.5 µm, meaning
1.25 µm ingress and 1.25 µm growth (net build-up). We found a 2.5 µm reduction in
bore diameter on average, which agrees very well with the specification.
Table 2.3 Petal metrology statistics for 12 production petals in the best-fit alignment.
Columns are mean deviations (δ) from nominal diameter, spotface centre x, y, z,
nutation, and precession for 514 holes of each petal. Parentheses in the header
enclose plus-minus tolerances or science requirements. The symmetric errors in the
values are 1σ standard deviations.
PTL δD/µm(+18+08) δx/µm(±15) δy/µm(±15) δz/µm(±15) δθ/°(±0.03) δϕ/°(±0.03)
00 10.7± 1.8 0.4± 11.6 −3.8± 7.2 0.2± 11.1 −0.002± 0.025 −0.339± 0.384
01 11.4± 1.3 −9.3± 6.6 −0.7± 13.7 0.3± 08.3 −0.033± 0.013 0.167± 0.321
02 11.2± 3.1 −7.3± 15.5 −0.2± 12.0 0.7± 11.7 −0.028± 0.035 0.029± 0.478
03 3.2± 0.9 −4.8± 6.0 −3.6± 12.3 0.4± 8.8 −0.021± 0.012 −0.161± 0.236
04 6.2± 2.4 −11.0± 10.0 −1.9± 18.1 0.9± 10.5 −0.043± 0.025 0.056± 0.714
05 6.7± 0.7 −2.7± 11.9 −4.0± 8.5 0.2± 10.3 −0.014± 0.011 −0.230± 0.343
06 8.3± 2.1 −2.2± 10.7 −2.3± 8.6 0.2± 10.8 −0.010± 0.011 −0.051± 0.410
07 12.3± 1.0 −2.8± 11.1 −0.8± 9.9 0.2± 12.1 −0.010± 0.012 −0.054± 0.379
08 12.9± 0.9 −4.3± 4.9 −3.1± 12.4 0.4± 10.6 −0.018± 0.013 −0.122± 0.231
09 14.4± 0.7 −2.7± 10.1 −3.0± 9.6 0.2± 10.1 −0.013± 0.008 −0.181± 0.245
10 12.0± 0.6 −3.3± 12.2 −3.7± 7.4 0.2± 11.5 −0.015± 0.008 −0.237± 0.216
11 8.9± 0.8 −4.3± 9.9 −4.1± 8.5 0.3± 11.9 −0.020± 0.012 −0.199± 0.358
In terms of RMS optical throughput, all petals easily meet the science require-
ment of 99.5% if mounted ideally with 6 degrees of freedom (the last column in Table
2.4). Although some statistics are slightly out of tolerance on a few petals, they ei-
ther do not fully represent the petal quality due to CMM metrology systematics,
or influence the throughput minimally. A systematic difference was found between
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Fig. 2.24 Overview of key petal metrology features and resulting throughput after
final alignment for PTL10 as an example. From top to bottom, the first 2 rows show
the spotface centre z deviations (δz) and nutation angle deviations (δθ) in the best-fit
(ZBF) alignment; the 3rd row shows the theoretical maximum of optical throughput
found in the ZBF alignment (ηzbf), and the 4th rows reveals the actual throughput
calculated from the final alignment (ηact). Left plots are data vs radial distance
r ≡ √x2 + y2; right plots are colour representations of features for 514 individual
holes in the physical 2D plane (top view of petal). Root-mean-square, mean, and
standard deviation of the data values are annotated as RMS, µ and σ. RMS and σ
are not equal due to nonzero sample mean. Red dashed lines indicate the specified
upper and lower tolerances and solid lines are hard limits, as throughput by definition
is capped at 100%.
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diameter measurements by CMM and manual 3-point holtest for the 1400 holes sam-
pled—the holtest values always larger by about 5 µm. This discrepancy is attributed
to the surface roughness of the anodising layer, as the CMM styli touch the surface
very gently whereas hand tools, similar to the positioners to be installed into the
holes, puts much more pressure on the anodised surface. By the holtest standard,
actual bore diameters meet the specifications, and lie on the tight side, which was
intended to reduce positioner free play inside the hole. In fact, surface roughness
contributes to all CMM measurements made on anodised surfaces, and is not a con-
cern in the vast majority of CMM applications. For the features we analysed, only
spotface z is affected (higher than actual by a negligible offset of about 2 µm), and
not much for x, y or the angles, because the centre of concentric circles remains the
same, so does the cylinder axis of coaxial cylinders. This issue does not significantly
shift our quantitative results, nor does it change our qualitative conclusions. Rela-
tively large deviations in precession angle were entirely expected, as ϕ depends on
the projection of the cylinder axis onto the xy-plane. For a precision bore of height
h = 20.5mm at a nutation angle θ ∈ [0.25°, 5.88°], the length of the projected axis
is h sin θ ∈ [0.09mm, 2.1mm], corresponding to an uncertainty of about 0.3° for a
CMM accuracy of ±5 µm. In fact, given the excellent statistics for other features,
we believe the precession angles are much closer to the specification than indicated
by CMM data. All 12 production petals were deemed excellent in machining quality
and accepted as official DESI parts, out of which ten will be integrated with 5000
positioners and get on sky, while the other two will be spare parts.
The measured spotface centre z deviations in the ZBF alignment are plotted
in their entirety for 6168 holes of 12 official petals in Fig. 2.25, where the surface
is concave up relative to the nominal spherical dome in all cases in a highly con-
sistent, reproducible manner. Optical throughput is sensitive to spotface centre z
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Fig. 2.25 Spotface z deviations in the ideal (ZBF) alignment for all 12 production
petals show excellent machining quality. Subplots are arranged in the chronological
sequence the petals were machined, and to be viewed in the row-major order. The 6
sparse outliers for PTL01 and PTL02 were manually confirmed to be measurement
errors of the CMM due to the stylus climbing above or falling off the spotface, and
are not truncated in the plot for completeness. The resemblance among all 12 plots is
remarkable, especially for the last 11 petals, illustrating that machining of aluminium
with 5-axis machines is a highly consistent and reproducible process, which has the
potential of being further fine-tuned to remove the bowing pattern and attain a flat
data trend.
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Table 2.4 The projected RMS optical throughput η˜ = ( 1
514
∑514
i=1 η
2
i )
1/2 for 12 produc-
tion petals in several alignments, as calculated from inspection data and our optical
model. Columns two to four are the hypothetical best-fit alignment (ZBF), 514-
spotface-fit alignment (SPT), and throughput-optimised alignment (TPT). The last
column shows the actual, as-aligned results.
PTL η˜zbf/%(+0.0−0.5) η˜spt/%(+0.0−0.5) η˜tpt/%(+0.0−0.5) η˜act/%(+0.0−0.5)
00 99.916± 0.115 99.909± 0.175 99.922± 0.123 99.908± 0.122
01 99.914± 0.184 99.914± 0.184 99.917± 0.185 99.872± 0.246
02 99.878± 0.241 99.870± 0.276 99.882± 0.238 99.864± 0.268
03 99.930± 0.058 99.928± 0.073 99.931± 0.070 99.897± 0.126
04 99.875± 0.083 99.874± 0.091 99.876± 0.083 99.843± 0.209
05 99.930± 0.074 99.927± 0.102 99.935± 0.090 99.892± 0.144
06 99.934± 0.084 99.931± 0.123 99.936± 0.097 99.850± 0.292
07 99.927± 0.108 99.924± 0.154 99.926± 0.124 99.824± 0.279
08 99.922± 0.078 99.921± 0.100 99.923± 0.094 99.905± 0.158
09 99.938± 0.067 99.936± 0.093 99.940± 0.087 99.911± 0.151
10 99.923± 0.080 99.919± 0.123 99.924± 0.110 99.905± 0.156
11 99.910± 0.098 99.907± 0.141 99.913± 0.117 99.903± 0.164
positions and nutation angles: spotface centre z dominates defocus and determines
if the fibre tip is put in the depth of focus of the corrector optics, while nutation
angle dominates the tilt and determines if the numerical apertures of the corrector
optics and of the fibre are aligned. The DESI corrector has a f/# of 3.86 averaged
over the field of view (FOV), and Polymicro FBP fibres have a numerical aperture
NA = 0.22, meaning there is no significant throughput loss for small angular tilts due
to machining imperfections. On the other hand, the DESI depth of focus for wave-
lengths λ ∈ [360 nm, 980 nm] is around 60 µm, the same as the range of errors for
spotface centre z. Thus spotface centre z error has a larger impact on the throughput
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compared with nutation angle error, and was the most important feature in petal
machining and alignment.
The bowing effect in the vertical direction of petals in Fig. 2.25 is attributed to
the fact that clamping and drilling exerted great stress on aluminium and resulted
in a slightly curved petal when the stress was relieved. This in part explains the rel-
atively low throughput near the nose of each petal. Although aluminium machining
has its obvious limitations, in light of its remarkable reproducibility as seen in Fig.
2.25, we consider it completely feasible to artificially compensate for highly
reproducible and predictable bowing either a priori or through trial-and-error if nec-
essary, such that the machined part turns out flat to 10 µm or even better. In other
words, one could intentionally deform the model design and specify carefully
calculated “wrong” numbers to make the part turn out perfect after all stress is re-
lieved. This machining technique should be of particular interest to future surveys
which are designed with smaller f/#, shallower depth of focus, and higher precision
requirements than DESI.
A comparison of three alignments, ZBF and two other custom alignments, SPT
and TPT, is shown in Table 2.4. All three alignments produced very similar through-
puts, with ZBF higher than SPT and TPT being the highest. These results perfectly
confirmed our expectations; ZBF alignment fits to 514 bores and 514 spotfaces simul-
taneously whereas SPT only fits to 514 spotface centres and ought to be inferior to
ZBF; TPT alignment by definition aims at optimising throughput only with no geo-
metric constraints taken into account. Despite slightly higher throughput, due to the
fact that throughput is insensitive to rotations in the xy-plane, TPT alignment tends
to sacrifice x and y positions to trade for higher throughput, introducing larger than
desired xy offsets. The ZBF alignment provides excellent throughput while main-
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taining geometric fit, and was chosen as the optimal alignment to be pursued, as the
differences in throughput between these alignments are nearly negligible.
Pure aluminium construction of the FPR means it would be soft. Flatness of the
FPR datum A was measured as 35 µm when the ring was supported by five jacks and
15 µm when laid directly on the CMM granite. In integration tests, petal mounting
was a highly reproducible process with accessories held fixed. The datum tooling
ball shifts were within a few microns. With petals installed, the ring may become
warped and depending on the load and gauge block, flatness of datum A may be
up to 150 µm. In the final alignment with all 10 petal mounting locations occupied,
the datum A flatness was 43 µm. It was observed that in addition to uneven load,
inappropriate torque on the 8 bolts holding the petal to the ring also significantly
warped the FPR and changed petal orientations. A new finite-element analysis was
ran and source of distortion identified. The torque specifications were modified to
reduce distortion such that the torque of the 45° bolts is 5 times that of the radial
bolts, totalling zero rotational torque on the petal.
The optimiser script was consistently able to find 6 transformation parameters
to excellent accuracy when fitting to data and finding the theoretical and actual align-
ments, with residual sum of squares (RSS) around 0.01mm2. A detailed comparison
for 514 holes of PTL10 between the ideal and the actual alignments is included in
the last two panels of Fig. 2.24, where the throughput distributions in the two panels
are visually identical. The most important alignment feature, the actual spotface z
deviations as aligned for 6168 holes of 12 official petals all combined, is visualised in
Fig. 2.26. Again, the overall concave-up profile is prominently consistent across 12
official petals. With a constant area-density of holes in the focal plate, the centre of
the focal plate has a smaller area and fewer number of holes compared with the out-
109
50 100 150 200 250 300 350 400
0.04
0.02
0.00
0.02
0.04
0.06
0.08
0.10
z/
m
m
RMS = 0.0146985 mm
= 0.0054498 mm
= 0.0136508 mm
50 100 150 200 250 300 350 400
r/mm
0
50
100
150
200
N
/
r
In tolerance
Out of tolerance
0.000
0.001
0.002
0.003
0.004
0.005
P(
r)
Fig. 2.26 Actual spotface centre z deviation as aligned for 12 production petals in
the shared focal plate coordinate system. Data for all 6168 holes are plotted except
the 3 outliers of PTL01 due to CMM measurement errors, located below the data
cluster outside the plot range and ignored in this plot. The density of data points
per unit r from left to right is approximately ∝ 2pir∆r, where ∆r is the constant bin
width. This is also evident in the bottom stacked histogram, where the left y-axis is
the number count per r bin, and the right y-axis labels the normalised probability
density distribution. Because of the smaller area near r = 0, although most petals
were slightly tilted nose up, only a small number of spotfaces near the centre are
outside the ±30 µm red dashed window.
skirts, so despite a small number of holes near the centre being higher than desired
in the z coordinate, the vast majority of holes received excellent alignment.
Complete final alignment results in terms of throughput are listed in Table
2.4 under the actual RMS throughput η˜act column, as well as plotted in Fig. 2.27
along with the best possible throughput from ZBF alignment. Clearly, the as-aligned
throughput values of all 12 petals are quite close to the upper bounds. For the spatial
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Fig. 2.27 RMS throughput of 514 holes in the final alignment for 12 production petals.
Blue solid line with circles is the actual RMS throughput, while the orange dashed line
with crosses is the ideal RMS throughput in the best-fit (ZBF) alignment representing
the best throughput possibly achievable. For each petal, the slight horizontal offset
between two data points are only meant to prevent the error bars from overlapping
and has no other physical meaning. The final alignment produced throughput results
very close to the upper limits and well above the 99.5% requirement.
dependence of throughput, a coloured 2D view of the throughput of 514 holes plotted
in their physical xy coordinates is included in Fig. 2.24, where the ideal (ZBF) and
actual (ACT) throughputs are compared.
GFA-FPP mount plate alignment results from the final run are summarised
in Table 2.5. The RMS normal deviations calculated in two ways, δ˜d⊥ and δ˜d′⊥,
were essentially identical up to the 4th decimal place (0.1 µm), and the difference is
negligible compared to CMM accuracy. Naturally there was no strong correlation in
the limited sample between any pair of the last three columns, because they track
different sets of degree of freedoms. δi is the tip out of plane only; δ˜d⊥, as well as
δ˜d′⊥, tracks the three d.o.f out of plane: tip (pitch), tilt (roll), and normal translation;
δ˜drss captures all 6 d.o.f, including the 3 out of plane, and rotation (yaw) and radial
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Table 2.5 GFA-FPP mount plate alignment results for 11 production petals. Columns
are the normal deviations from nominal plane of datums 1, 2, and 3, RMS normal
deviations of three datums calculated in two ways, true RMS vector deviations of
three datums, and inclination angle deviation. All uncertainties in this table are
measurement errors subject to intrinsic CMM accuracy, and no statistical error is
computed as only the final best run is shown.
GFA-FPP δd1⊥/mm δd2⊥/mm δd3⊥/mm δ˜d⊥/mm δ˜d′⊥/mm δ˜drss/mm δi/°
00 0.016 0.028 0.027 0.024 0.024 0.070 0.018
01 0.012 0.016 0.019 0.016 0.016 0.099 0.004
02 0.006 0.003 0.009 0.007 0.007 0.107 −0.009
03 −0.004 0.013 0.009 0.009 0.009 0.143 0.028
04 0.005 0.017 0.009 0.012 0.011 0.081 0.021
05 0.004 0.008 0.005 0.006 0.006 0.086 0.005
06 0.008 0.022 0.003 0.014 0.014 0.091 0.027
07 −0.008 0.003 0.006 0.006 0.006 0.072 0.016
08 0.012 0.012 0.015 0.013 0.013 0.081 −0.003
09 0.012 0.020 0.022 0.019 0.019 0.061 0.012
10 0.018 0.032 0.021 0.025 0.025 0.063 0.026
translation in plane. Although δ˜drss approaches 150 µm in some cases, most of it
came from the in-plane contribution, and the out-of-plane component at a level of
25 µm or less is sufficiently small. The small inclination angle values also confirmed
that the GFA-FPP was in good alignment.
In the era of precision cosmology, instruments such as DESI have to be con-
structed with micron-level precision. CAD-enabled, fully automated CMMmetrology
makes it possible to verify the machining quality of extremely complicated precision
parts in a highly repeatable and efficient manner, and plays a pivotal role in the in-
tegration and alignment. With fixed datums and detailed data down to every single
feature, analysis of the transformation and deformation of parts in the optical model
112
directly relates to the optical throughput of the subsystem, and guides the alignment
of optomechanical components. We performed complete metrology on the DESI focal
plate structure and successfully aligned 12 production petals and 11 GFA-FPP mount
plates. Overall, the petals and the ring were machined with excellent quality and
the alignment error was ±15 µm RMS by geometric metrics and 99.88± 0.12% RMS
throughput by science performance metrics. These positive results demonstrated
that our approach to alignment is capable of delivering precision on the 10 µm level
and meeting the most demanding alignment challenges for instruments of size on the
meter scale.
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Chapter 3
Cosmological N-Body Simulations
Part of the materials in this Chapter was included in a paper submitted to MNRAS
(Duan & Eisenstein, 2019). The preprint is available on arXiv 1. The complete list
of authors is: Duan Yutong and Daniel Eisenstein.
3.1 Introduction
All observational evidence to date has indicated that gravitational interactions of
CDM dominate the formation of the LSS in the universe. Other interactions do not
appear to be significant factors beyond the galactic scale (approximately 0.1Mpc),
nor does baryonic physics (Klypin, 2018). Dark matter is elusive, but its gravity-only
property at the same time makes the simulation of dark matter somewhat simpler
than one with both gravitational and electromagnetic interactions (e.g. hydrody-
namical simulation of baryons). The problem of structure formation is essentially
evolving early density perturbations which obey linear theory to large, nonlinear
density contrasts in late times. With over 50 years of development, computer sim-
ulations of dark matter (DM) evolution have played an instrumental role in the
transition of theoretical cosmology from an inspiring but speculative part of physics
and astronomy to the modern precision cosmology.
1https://arxiv.org/abs/1906.04262
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High-precision forward modelling of the LSS has become an integral component
of modern galaxy surveys. Cosmological simulations play the same role for surveys
that lattice quantum chromodynamics (QCD) does for particle colliders, which is to
enable us to extract signals from the complex observations and greatly enhance the
scientific output of experiments, especially with relevant nonlinear dynamics simu-
lated to the nonlinear regime at late times and small scales. Synthetic sky catalogues
generated from cosmological simulations are crucial for designing survey strategies,
validating analysis pipelines and algorithms, and assessing systematic errors. Sys-
tematics effects in the observations can be induced by hardware calibrations, galactic
extinction, survey window (footprint) etc., and theoretical systematics can arise from
baryonic effects, the assumption of ΛCDM+GR, galaxy bias etc. Simulations allow
us to investigate how these possible systematics may couple together with statistical
errors (e.g. cosmic variance and shot noise) and their effects on the data and cos-
mological constraints, and to mitigate them. Finally, estimation of the covariance
matrix relies heavily on simulations. Currently, brute-force methods for generating
covariances from simulations are computationally costly, and new approaches for
obtaining covariances are being actively investigated.
Having become more accurate and efficient, cosmological N -body simulations
are the state-of-the-art tool for studying structure formation, and provide the highest-
quality simulation results. Although many alternative fast approximate methods
exist, their use is now limited to providing the covariance of predicted quantities to
be inserted into likelihood analyses to obtain confidence levels for parameters, as well
as generating initial conditions as a starting time step for N -body simulations. Many
N -body codes have techniques, such as trees, multipoles, particle-mesh, and adaptive
mesh refinement, which can reduce the computation from a direct N2 summation to
an O(N logN) problem to some extent. Typically, a fixed number of point-like,
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collisionless DM particles (mass of each around the order of 109M⊙) are initialised at
z ∼ 50 according to initial conditions set by linear perturbation theory (also known
as the Harrison-Zel’dovich approximation), and allowed to evolve gravitationally to
z = 0 in a box (with size larger than 1000h−1Mpc) with periodic boundary conditions.
There are many N -body simulation codes available. Some well known and
widely used ones are Millennium (Springel et al., 2005; Boylan-Kolchin et al., 2009),
LasDamas (McBride et al., 2009), Bolshoi and MultiDark (Riebe et al., 2013). As
sky surveys improve the precision of observations and cosmological parameter con-
straints, the analysis which is already tightly integrated with N -body simulations
becomes increasingly sensitive to systematic errors in the simulations themselves.
In general, N -body simulations are fraught with challenges, from grid discretisation
to lack of hydrodynamical and baryonic physics to disagreements among N -body
solvers. Nevertheless, N -body simulations have been and remain an invaluable tool
in testing models of LSS. The sheer scale of the simulations needed for future surveys
(evolving O(1012) self-interacting particles) also poses a formidable challenge. DESI
in particular will need a large volume of at least 300h−1Gpc3 containing 5 trillion
particles for a series of sub-percent precision measurements of BAO and RSD.
Abacus is a new GPU-enabled code that vastly excels at both accuracy and
speed (Garrison et al., 2019). It offers high force accuracy, high performance, and
minimal particle integration errors. It is capable of computing over 100 billion pair-
wise direct interactions per second (DIPS) on a single node. The initial conditions
are first generated with Harrison-Zel’dovich approximations, and then second-order
Lagrangian perturbation theory (2LPT) correction are added (Garrison et al., 2016).
Abacus decomposes the forces into the near field, in which direct N2 summation
is performed by the GPU highly efficiently, and the far field, where forces are com-
puted by a multipole method. Unlike most N -body methods, this split in Abacus is
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exact and always produces the pairwise force between any two particles without any
crossover. Abacus offers the option to compute forces to nearly machine precision
while maintaining competitive performances.
Abacus Cosmos, a suite of simulations centred around the Planck 2015 cos-
mology Planck Collaboration et al. (2016) was released publicly (Garrison et al.,
2018a). The suite includes sets of simulations that encompass many different cos-
mologies while providing direct access to DM particles as well as catalogues of DM
halos that have been identified. Neutrinos were assumed to be massless in these
simulations.
A technical detail worth mentioning which is a common feature of all N -body
codes is the use of force softening at small distances. The 1/r Newtonian gravitational
potential is slightly modified to 1/(r + ϵ) to account for the fact that a DM particle
in the simulation does not represent a single point mass, but a cloud of less massive
particles. Force softening makes the numerical integration stable when two DM
particles come very close, and ensures that the force acting on a particle is dominated
by the cumulative contribution of all other particles, not just by a few close individual
particles. In fact, as far as galaxies, galaxy clusters, and large-scale structures are
concerned, effects of close collisions between individual particles are very small and
can be neglected.
3.2 Bias in the Galaxy-Halo Relationship
Galaxies as tracers of the underlying matter density field are far from perfect and
tend to overweigh overdense regions. It is well known that galaxy bias can be scale-
dependent and, even with a linear bias correction, shift the acoustic scale measure-
ment Padmanabhan & White (2009); Mehta et al. (2011), increasing systematic
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errors in cosmic distances and cosmological parameters. Many mechanisms in the
halo model that give rise to galaxy bias and induce sub-percent level shifts of the
acoustic scale can be studied through simulations. Mehta et al. (2011) showed that
linear bias can be removed by reconstruction for b 6 3.29 and no significant shift of
the BAO scale is detected in a volume of 44h−3Gpc3. For example, galaxy or halo
assembly bias is a significant source of systematic error in the galaxy-halo relation-
ship at small scales (Zentner et al., 2014); the CMASS BOSS galaxy sample was
found to have significant velocity bias for the central galaxies, and between veloc-
ity and spatial distributions of satellites, at least one is biased (Guo et al., 2015a).
Wu & Huterer (2013) found significant changes of the power spectrum caused by
non-Poisson distribution and velocity bias of satellite galaxies.
Many biases can be introduced when creating mock catalogues of galaxies from
simulated DM halos, which may alter the galaxy clustering statistics and thereby
the BAO and RSD measurements. In addition, galaxy data from the survey may be
subject to systematic effects. Halo occupation distribution (HOD) is a framework
describing the halo-galaxy relation, and enables us to study some of the systematics.
By defining a probabilistic relationship between the properties of a halo and the
galaxies hosted within the halo, HOD models can be used to fit real data, and
to create a synthetic galaxy catalogue from a halo catalogue and with the best-fit
parameters found from real data.
A generalized and differentiable HOD framework was introduced to unify ex-
isting HOD models which have different apparent forms and make statistics differ-
entiable with respect to HOD parameters (Yuan et al., 2018). It is based on the
standard 5-parameter base class of Zheng et al. (2007), which defines the probability
distributions for central and satellite galaxies dependent only on halo mass. More
118
dependences can be added as decorations to account for other systematics in the
halo-galaxy relation.
Assembly bias is the dependence of occupation statistics on how the halo and
galaxy have been assembled, i.e. their formation history. In the generalized HOD
framework, this is implemented as defining a pseudomass by how morphologically
concentrated the sphericalised halo is, and can favour the more concentrated or less
concentrated halos, tilting the distribution either way. Halo centric distance bias for
satellites ranks all halo particles by their distance to halo centre, and modifies their
probabilities accordingly;
Satellite velocity bias ranks the particles by their speeds captured at the snap-
shot; satellite perihelion bias does the ranking by perihelion distance, i.e. total
mechanical energy since all particles have the same mass.
The last decoration, velocity bias for centrals, randomly draws a vz along the
line-of-sight from a Gaussian distribution depending on vRMS of the halo, and assigns
it to the central galaxy, as centrals galaxies may have nonzero velocities relative to
halo centres, which affects the spectroscopic redshift observed.
3.3 Tests of Acoustic Scale Shifts Induced by Galaxy Clus-
tering Bias
We utilise mock catalogues from high-accuracy cosmological N -body simulations to
quantify shifts in the recovery of the acoustic scale that could potentially result from
galaxy clustering bias. The relationship between galaxies and dark matter halos
presents a complicated source of systematic errors in modern redshift surveys, par-
ticularly when aiming to make cosmological measurements to sub-percent precision.
Apart from a scalar, linear bias parameter accounting for the density contrast ratio
between matter tracers and the true matter distribution, other types of galaxy bias,
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such as assembly and velocity biases, may also significantly alter clustering signals
from small to large scales. We create mocks based on generalised halo occupation
populations of 36 periodic boxes from the Abacus Cosmos release, and test various
biased models along with an unbiased base case in a total volume of 48h−3Gpc3.
Two reconstruction methods are applied to galaxy samples and the apparent acous-
tic scale is derived by fitting the two-point correlation function multipoles. With
respect to the baseline, we find a 0.3% shift in the line-of-sight acoustic scale for one
variation in the satellite galaxy population, and we find a 0.7% shift for an extreme
level of velocity bias of the central galaxies. All other bias models are consistent
with zero shift at the 0.2% level after reconstruction. We note that the bias models
explored are relatively large variations, producing sizeable and likely distinguishable
changes in small-scale clustering, the modelling of which would further calibrate the
BAO standard ruler.
The standard ruler provided by BAO is a powerful probe for studying the LSS of
the universe and constraining properties of dark energy. The next generation of dark
energy experiments, such as the DESI (DESI Collaboration et al., 2016b), Euclid
(Laureijs et al., 2011), and WFIRST (Spergel et al., 2015), are designed and built
with BAO as a primary method to measure the expansion history of the universe to
unprecedented precision. The acoustic scale around 100h−1Mpc is much larger than
the scales relevant for nonlinear gravitational evolution, and galaxy formation and
remains in the linear regime today. However, nonlinear effects still have small but
important consequences, despite the acoustic scale being a robust standard ruler for
measuring cosmological distances. Systematic errors on the distance scales inferred
from BAO measurements are indeed dominated by nonlinear structure growth as
well as RSD. As reconstruction has been shown to substantially reduce these major
contributors to systematics if not reverse them entirely (Sherwin & Zaldarriaga,
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2012), the next subleading source of systematics, galaxy bias, is increasingly relevant
with the precision of BAO measurements reaching the 0.1% level in future surveys
(Mehta et al., 2011).
This section focuses on galaxy clustering bias as a source of systematic shifts of
the acoustic scale measurements. This study was carried out under the supervision
of Professor Daniel Eisenstein at the CfA Institute for Theory and Computation
(ITC) and submitted to MNRAS (Duan & Eisenstein, 2019). All computation is
performed on the cluster of the Eisenstein group. We utilise mock catalogues from
high-accuracy cosmological N -body simulations to quantify shifts in the recovery
of the acoustic scale that could potentially result from galaxy clustering bias. The
relationship between galaxies and dark matter halos presents a complicated source
of systematic errors in modern redshift surveys, particularly when aiming to make
cosmological measurements to sub-percent precision. Apart from a scalar, linear bias
parameter accounting for the density contrast ratio between matter tracers and the
true matter distribution, other types of galaxy bias, such as assembly and velocity
biases, may also significantly alter clustering signals from small to large scales. We
create mocks based on generalised halo occupation populations of 36 periodic boxes
from the Abacus Cosmos release with. In a total volume of 48h−3Gpc3, we test
various biased models along with an unbiased base case. Two reconstruction methods
are applied to galaxy samples and the apparent acoustic scale is derived by fitting
the two-point correlation function multipoles.
Our analysis packages together a number of improvements over existing lit-
erature. The anisotropic acoustic scale is measured in both radial and transverse
directions. Several types of galaxy bias are considered, including satellite distribu-
tion bias, assembly bias for central and satellite galaxies, velocity bias for centrals
and satellites, and more sub-halo-scale effects. The cosmological N -body simulations
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are generated by the high-accuracy Abacus code (Garrison et al., 2016, 2018b), and
the total simulation volume of 48h−3Gpc3 is the largest as of the writing of this
paper. A newer iterative reconstruction method is applied in addition to standard
reconstruction (Hada & Eisenstein, 2018). Halo catalogues are populated with mock
galaxies in a generalised HOD model akin to Yuan et al. (2018), which can be imple-
mented in a deterministic way such that clustering statistics are differentiable with
respect to variations of the input HOD parameters.
With respect to the baseline, we find a 0.3% shift in the line-of-sight acoustic
scale for one variation in the satellite galaxy population, and we find a 0.7% shift for
an extreme level of velocity bias of the central galaxies. All other bias models are
consistent with zero shift at the 0.2% level after reconstruction. We note that the
bias models explored are relatively large variations, producing sizeable and likely dis-
tinguishable changes in small-scale clustering, the modelling of which would further
calibrate the BAO standard ruler.
The layout of this section is as follows. §3.3.1 describes the N -body simula-
tions and halo catalogues, §3.3.2 covers generation of mock galaxy catalogues with
biased HOD models and reconstruction parameters, §3.3.5–3.3.6 goes through the
correlation and covariance calculation, and §3.3.7 motivates the BAO fitting test for
iterative reconstruction with alternative models. In §3.3.9, we examine the differen-
tial change in 2PCF resulting from all bias models in §3.3.9, and then presents the
shift of the BAO scale measurement for of each type of bias in §3.3.9. Finally, the
conclusions section §3.3.10 highlights our findings.
3.3.1 Simulations and Halo Catalogues
Our study uses cosmological N -body simulations produced by the Abacus code
(Garrison et al., 2018b). Specifically, two sets of very similar simulations run with
122
the Planck cosmology (Planck Collaboration et al., 2016) are used. All 36 simula-
tion boxes have particle mass about 4 × 1010 h−1M⊙, particle count 14403, box size
1100h−1Mpc, periodic boundary conditions, and initial conditions created with the
same input linear power spectrum and independent initial phases (Garrison et al.,
2016). The total volume adds up to 48h−3Gpc3. The only difference between the two
sets of simulations is the choice of force softening. 16 boxes were run with Plummer
force softening and the other 20 with spline softening. Detailed descriptions of the
force softening can be found in the Abacus Cosmos public data release paper (Garri-
son et al., 2018a). This difference is not expected to change the results of large-scale
structure analyses, and its impact is closely examined in the following sections.
These two sets are first analysed separately from applying halo mass cuts all the
way through to the BAO scale measurements, where we find all clustering statistics
within 1σ range of each other when analysing matter density field and galaxy samples
created by any given HOD model. There is no difference between two simulations
at any confidence level, despite their slightly different halo mass functions. With
fixed halo finder and HOD parameters, spline softening typically results in more
massive and large halos, meaning more halos pass the mass cut and more galaxies
are generated. But as we have found, the BAO scale evolves slowly with respect
to the halo mass function, and it is safe to combined two simulations for a larger
total volume. For the key results in this section, we show two sets both separately
and combined to provide a full picture of the analysis results. The separate results
illustrate the statistical similarities between two sets, and the combined plots treat
them as one set of 36 boxes all showing no inconsistency.
Several time slices of the simulations after z = 1 are saved on disk with data
products available. We take the z = 0.5 snapshot to mimic luminous red galaxy
(LRG) samples and to stay close to the galaxy redshifts in the BOSS DR12 dataset
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(Alam et al., 2015) as well as the mocks used to analyse it (Alam et al., 2017b). The
halo catalogues are created by the Rockstar halo finder (Behroozi et al., 2013). To
incorporate galaxy assembly bias later in the HOD, the halo NFW concentration,
defined as cNFW ≡ Rvirial/Rs, Klypin, is added to the halo properties, where the virial
radius of the halo is chosen as rvirial = r200 and the scale radius is given by Klypin
et al. (2011), which is more stable than the traditional scale radius for small halos
(Behroozi et al., 2013).
A mass cut at 70 DM particles, or approximately Mhalo = 4 × 1012M⊙, was
applied, as small halos have essentially zero chance of hosting galaxies and slow down
the computation. Subhalos are not reliable indicators of of in-halo galaxy distribution
and are removed as well. Instead, we use the position and velocity of dark matter
particles to generate satellite galaxies. Each halo catalogue is accompanied by a
DM particle catalogue, which is a 10% subsample of the particles enclosed by halo
boundaries. Particles within subhalos are associated only to their host subhalos in
Rockstar catalogues, not the higher level host halos. This becomes a problem
after subhalos are removed, and the particle associations have to be rebuilt before
satellite generation to ensure that all particles are associated to their highest-level
host halos. In addition, a 10% uniform subsample of all 14403 particles in any given
simulation box was also used to validate our BAO fitter, as well as to quantify how
much cosmic variance there exists in the BAO measurements and are cancelled out
when the difference is taken.
3.3.2 Galaxy Catalogues
The HOD model used for populating halos with galaxies is based on the classic 5-
parameter model by Zheng et al. (2007) with decorations accounting for assembly
bias, velocity bias, satellite distribution bias, and perihelion distance bias (Yuan
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et al., 2018). Abacus provides direct access to DM particles from which halos have
been found in the simulation. Although halo finders only produce spherical halo
boundaries and therefore spherical DM particle distributions, the matter distribution
is still a much better representation of the actual density profile within a halo than
NFW profiles. Satellite galaxies generated with DM particles more realistically trace
the matter distribution of the halo.
A key feature of this HOD model is the deterministically seeded random num-
bers used for populating each simulation box. The seed is chosen such that all halos
and DM particles always receive the same random number assignment completely
irrespective of the HOD parameters specified. This means any infinitesimal change
in the input HOD parameters would correspond to an infinitesimal change in the
clustering results.
Our revamped HOD implementation2 largely shares the same formalism and
equations as GRAND-HOD (Yuan et al., 2018), so we focus on only the differences
or advantages it offers in terms of science and software implementation. The mean
halo occupations for central and satellite galaxies take the following forms,
〈Ncen(M)〉 = 1
2
[
1 + erf
( lnM − lnMcut√
2σ′
)]
=
1
2
erfc
( ln(Mcut/M)√
2σ′
)
(3.1)
〈Nsat(M)〉 = 〈Ncen(M)〉
(
M − κMcut
M1
)α
. (3.2)
This parametrisation is consistent with the original HOD prescription by Zheng et al.
(2007), up to a rescaling of the dispersion σ′ ≡ (ln 10√2)σ for a more natural inter-
pretation (White et al., 2011) and κ ≡ M0/Mcut, and is a popular choice in recent
2Publicly available at https://github.com/duanyutong/abacus_baofit. This repository also
includes our new BAO fitter described in §3.3.7
125
literature (Sunayama et al., 2016; Zheng & Guo, 2016; Mehrtens et al., 2016; Guo
et al., 2017; Zhai et al., 2017; Sinha et al., 2018; Bhowmick et al., 2018). The explicit
coupling between 〈Nsat〉 to 〈Ncen〉 by multiplication maintains the reasonably physi-
cal assumption that the central and satellite galaxies in the same halo are correlated
to some extent, and that a high-mass halo hosting already hosting a central galaxy
has a higher chance of also hosting one or more satellites. Accordingly, we make
satellite occupation terminate at a higher halo mass scale than the central occupa-
tion cutoff. The dependence of 〈Nsat(M)〉 on 〈Ncen(M)〉 introduces complications in
the fitting procedures when one tries to determine the coupled central and satellite
parameters simultaneously in a given HOD model. If the goal is not to constrain
HOD parameters and this fitting difficulty is not of concern, then there is no ad-
vantage or motivation for dropping this assumption and insisting on no correlation
between centrals and satellites (Contreras et al., 2017).
Assembly bias is implemented as comparing the halo concentration to the me-
dian concentration of all halos of that mass. The more concentrated halo may have
a more favourable assembly history and a higher probability of hosting central or
satellite galaxies, or vice versa. The median halo concentration as a function of halo
mass cmed(M) is obtained by putting all halos into mass bins and fitting a polynomial
to cmed(M). Instead of taking the halos from a single simulation box as the sample
and repeating the fit for all boxes, we take the entire halo population from all boxes
in a given simulation and perform the fitting once for all. This has a better theoret-
ical motivation because the function cmed(M), in principle, is independent from the
phase of initial conditions and does not vary across boxes. Even though the entire
halo population is now an order of magnitude larger than that of a single box, if a
smooth fit is desired and the bin specification is fine, there are still some mass bins
with few halos and thereby, small variances in halo concentration. The usual weight
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definition for all mass bins is w = 1/σc =
√
(N − 1)/Σi(ci − µc) up to a normalisa-
tion constant, where N is the number of halos in the mass bin, ci is the concentration
of each halo in the bin, and µc is the mean concentration of the bin. With
√
N in
the numerator, this gives disproportionally large weights for those least populated
bins, resulting in poor fits. We corrected for this pathology by adjusting the bin
weight definition, multiplying the canonical weight by (N −1) in powers of 1/2 in an
attempt to increase the weight for the more populated bins. Both w = √N − 1/σc
and w = (N − 1)/σc produced quality fits which were almost identical. We chose
w ≡ √N − 1/σc = (N − 1)/
√
Σi(ci − µc) as the weight definition.
To optimise I/O performance and the size of data products, Abacus saves each
halo catalogue for a single box into many HDF5 files, each being a subset of the
halo catalogue. When populating halos, GRAND-HOD proceeds on a subset-by-
subset basis as it goes through the HDF5 files sequentially. As a result, all halo
ranking operations involved in the decorations, e.g. pseudomass calculations, are
limited to the current HDF5 subset of halos only. Our code utilises the halo reader
built-in to Abacus and loads the complete halo catalogue at once in the standard
Halotools (Hearin et al., 2017) format together with the DM particle subsample
with corrected host IDs as part of the mock. The new code fully conforms to the
Astropy (Astropy Collaboration et al., 2018) and Halotools standards, supports
the Halotools prebuilt HOD models, and is compatible with both the latest Python
3 and 2 builds. It provides flexibility in customising HOD parameters and preset
models, and boosts performance with parallelism.
3.3.3 Biased HOD Models
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Table 3.1 Parameters of the biased HOD models that are tested. The first five columns are input for the classic 5-
parameter vanilla HOD model as defined in Eqn. 3.1 and 3.2. The last six decorations parameters are briefly reviewed
in §3.3.3. All model parameters are given relatively extreme values intentionally. Dash line means no change from the
baseline model. The satellite parameters in Base 2 and Base 3 models are tuned to maintain a constant galaxy number
density in the simulation box with respect to the baseline.
Biased HOD Models log10Mcut σ′ κ log10M1 α Acen Asat αcen s sv sp
Base 1 (Baseline) 13.35 0.85 1.0 13.800 1.00 0 0 0 0 0 0
Base 2 - - - 13.770 0.75 - - - - - -
Base 3 - - - 13.848 1.25 - - - - - -
Assembly Bias (Centrals +) - - - - - 1.0 - - - - -
Assembly Bias (Centrals −) - - - - - −1.0 - - - - -
Assembly Bias (Satellites +) - - - - - - 1.0 - - - -
Assembly Bias (Satellites −) - - - - - - −1.0 - - - -
Velocity Bias (Centrals 20%) - - - - - - - 0.2 - - -
Velocity Bias (Centrals 100%) - - - - - - - 1.0 - - -
Halo Centric Distance Bias (Satellites +) - - - - - - - - 0.9 - -
Halo Centric Distance Bias (Satellites −) - - - - - - - - −0.9 - -
Velocity Bias (Satellites +) - - - - - - - - - 0.9 -
Velocity Bias (Satellites −) - - - - - - - - - −0.9 -
Perihelion Distance Bias (Satellites +) - - - - - - - - - - 0.9
Perihelion Distance Bias (Satellites −) - - - - - - - - - - −0.9
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The generalised HOD framework easily allows any aforementioned source of
bias, or combination of sources, to be introduced into the model with flexibility. The
biased HOD models tested in this paper are summarised in Table 3.1. All models,
except the baseline (denoted Base 1), have only a single mechanism of galaxy bias
applied in order to explore the “unit vector” directions in the space of variations.
Although this HOD parametrisation does not exactly preserve the number density
of galaxies, the resulting number density of all biased models only differ from the
baseline by about 0.1%, which is negligible. By default, central galaxies inherit the
velocity of the host halos, and satellite galaxies generated with DM particles assume
the DM particle velocities, unless velocity bias is applied. To understand how each
bias mechanism changes clustering statistics and the acoustic scale, we first establish
a base case, free of any decoration for reference. The baseline is a simple 5-parameter
model; its parameters are unimportant as we are only interested in the differential
change with respect to the baseline. We reiterate that our HOD implementation is
differentiable, which is precisely what enables us to set up a baseline and subtract
it from the bias model results. For each simulation box, the random numbers are
strictly model-independent with both the order and quantity being fixed.
Besides the baseline two more undecorated models are defined, which vary only
the vanilla HOD parameters. The models named Base 2 and 3 differ from the baseline
only in the satellite parameters in Eqn. 3.2; the exponent α is changed by ±25%,
and the denominator in the power law term, M1, is tuned accordingly. The specific
combinations of M1 and α values are chosen to match the number density in the
baseline model, 4× 10−4h3Mpc−3, which agrees with realistic LRG sample densities.
Next, there are a number of single-decoration models that come in pairs. Single-
decoration means that each model has only one origin of bias present with respect
to the baseline model. And each pair of models have opposite changes in the pa-
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rameter(s) of interest. Two models have assembly bias only for central galaxies with
opposite assembly bias parameter Acen, and similarly two assembly bias models for
satellites only. Then there are two central velocity bias models, one assumes a more
realistic, 20% ·vrms velocity dispersion for the central galaxy relative to the DM halo,
and the other assuming a more extreme, 100% · vrms dispersion. The last six mod-
els investigate three bias effects arising from sub-halo-scale astrophysics, by giving
preferential treatment to DM particles based on the particle’s speed, halo centric dis-
tance, or total mechanical energy (quantified by perihelion distance) when assigning
satellite galaxies. Below is a brief review of the definitions of the parameters, and
readers are referred to Yuan et al. (2018) for a more detailed discussion.
In Table 3.1, the first five columns are the standard 5 parameters as defined in
Eqn. 3.1 and 3.2 which govern the mean halo occupation for central and satellite
galaxies. Acen and Asat are assembly bias parameters for centrals and satellites,
implemented as comparing the halo concentration to its peers of similar masses and
re-assigning
logMpseudo = logM + Acen/sat [2Θ(c− cmed)− 1] , (3.3)
a pseudomass to the halo as input for 〈Ncen(M)〉 or 〈Nsat(M)〉. Here cmed is the
median concentration in the halo mass bin to which the halo belongs, and Θ(c−cmed)
is the Heaviside step function. While Croton et al. (2007) showed that the formation
time (redshift) and halo concentration do not capture the assembly history of halos
as far as small-scale two-halo terms in the correlation function is concerned, we still
use halo concentration as a proxy for assembly bias, as our mock central and satellite
galaxies and do not exactly preserve the 1-halo terms and bias effects may manifest
at large scales.
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The velocity bias for central galaxies draws randomly from a normal distribution
whose width is scaled by αcen, and adds that peculiar velocity relative to the DM
halo on top of the line-of-sight component of the halo velocity,
vpec ∼ N(0, αcenvrms√
3
) (3.4)
v′ = v + vpec (3.5)
where vrms is the RMS velocity dispersion of the DM particles within the halo. It
is known that central galaxies are not at rest relative to their host halos, and their
velocity dispersions have been estimated to be of order 10% of that of the halos in
observed galaxies (including LRGs) and in simulations: Guo et al. (2015b,c) found
αcen ≈ 0.3 in BOSS DR7 and αcen = 0.22+0.03−0.04 in BOSS DR11 using HOD models
built on N -body simulations, and Ye et al. (2017) had αcen & 0.04 in hydrodynamical
simulations from the Illustris suite. The uncertainty is usually a few percent and
αc depends on how the halo reference frame is exactly defined, but the consensus
on central velocity dispersion is 10% to 30%. In light of these results, we choose
αcen = 20% as a realistic case and also test an extreme level of central velocity
bias in another model where αcen = 100%, which is implausible but could be more
revealing of this particular bias effect on the clustering statistics.
The last three s parameters control in-halo satellite generation by modifying
the probability of each particle hosting a satellite as
pi = p
[
1 + s_,v,p(1− 2ri
Npart − 1)
]
, (3.6)
where p ≡ 〈Nsat(M)〉/Npart is the uniform probability for each particle to begin
with, the three ranking parameters need to satisfy s_,v,p ∈ (−1, 1) to conserve
the total probability, Npart is the total number of particles within the halo, and
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ri = 0, 1, 2, . . . , Npart − 1 is ith particle’s ranking by halo centric distance, speed, or
perihelion (total mechanical energy), all at the snapshot taken at z = 0.5.
We stress that the parameters for the bias models listed in Table 3.1 are in-
tentionally chosen to be quite extreme. For a common 20-particle halo and s = 0.9,
for example, the innermost particle (rank r = 0) has 19 times the probability of
the outermost particle (r = 19) to match to a satellite galaxy. The purpose is to
increase the chance of detecting a shift in the acoustic peak location and to explore
the worse-case scenarios.
3.3.4 RSD and Reconstruction
By adding decorations to the base HOD class, we are modifying the line-of-sight
velocity of galaxies and assuming an alternative truth velocity. As apparent RSD
depends on the true peculiar velocity in addition to the Hubble flow, we artificially
apply RSD to the line-of-sight coordinate as the last step of mock galaxy generation
by modifying x′ = x+v/ [aH(a)] in the line-of-sight direction, after all decorations
are completed. In practice, this is implemented as x′ = x + v/ [aH0E(z)] where
E(z) is the Astropy efunc defined as H(z) ≡ H0E(z).
Now the complete mock galaxy catalogue is ready to be treated as observed
data. The next step in the analysis involves reconstruction. Density field reconstruc-
tion uses Lagrangian perturbation theory to reduce anisotropies in the clustering
and reverse the large-scale gravitational bulk flows in the observed galaxy sample
(Eisenstein et al., 2007). This procedure is very effective in undoing the smoothing
of the BAO feature and the shift of the BAO scale due to nonlinear structure growth,
thereby improving the precision of BAO measurements. The one-step version, known
as standard reconstruction, has been field tested extensively with on-sky data (Pad-
manabhan et al., 2012; Anderson et al., 2012, 2014a,b; Kazin et al., 2014; Ross et al.,
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2017b) and become part of the standard analysis procedure in modern galaxy redshift
surveys. There has been much recent development in reconstruction (Seljak et al.,
2017; Schmittfull et al., 2017; Shi et al., 2018; Zhu et al., 2018; Hada & Eisenstein,
2018; Wang & Pen, 2019). While standard reconstruction has worked well to restore
and enhance the BAO signature, whether newer algorithms can perform better is a
question. To find out, we employ one of the new methods, the iterative reconstruc-
tion in particular (Hada & Eisenstein, 2018), which provides better correlation to
the matter density field and closer-to-truth statistics than standard reconstruction
when applied to galaxy mocks (Hada & Eisenstein, 2019).
eTwo reconstruction methods are applied and compared side by side: the stan-
dard reconstruction (Eisenstein et al., 2007) and a recent iterative reconstruction
method (Hada & Eisenstein, 2018). For both reconstruction methods, the optimal
smoothing scale Σ = 15h−1Mpc is used. Additional parameters for iterative recon-
struction used are grid size Ngrid = 4803, galaxy bias b = 2.23, initial smoothing
scale Σini = 15h−1Mpc, annealing parameter D = 1.2, weight w = 0.7, and number
of iterations niter = 6. These parameters are chosen based on Hada & Eisenstein
(2018, 2019) where variations in the input galaxy bias b up to 20% was found to
hardly impact the iterative reconstruction result.
The rest of the procedures including 2PCF, covariance, and fitting is performed
on all three types of galaxy catalogues: pre-reconstruction, post-reconstruction (stan-
dard), and post-reconstruction (iterative).
3.3.5 Noise Suppression in 2PCF
To suppress the shot noise in galaxy generation, for the same simulation box and same
biased HOD model, 12 realisations of the galaxy catalogue are generated repeatedly
with varied initial seed. The initial condition phase for a box p is an integer index
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labelling the simulation box. The realisation index r is an integer from 0 to 11. The
random number generator seed is reset as s = 100p+r before every galaxy generation,
which guarantees that the random numbers are always deterministic and model-
independent, as long as we never exceed 100 realisations. Tn the beginning of each
galaxy catalogue generation, a fixed quantity of random numbers (Nhalos +Nparticles)
are thrown for centrals and satellites before any other operation takes place which
may involve throwing more random numbers (e.g. central velocity bias which draws
randomly from a Gaussian distribution). As Nhalos and Nparticles are both constant
for a given simulation box, this ensures that the same random numbers are always
generated, regardless of the HOD model imposed, and assigned to every halo or DM
particle in a fixed order.
For each realisation of the galaxy sample, the 2PCF and their Legendre multi-
pole decompositions are calculated using a Fast Fourier Transform algorithm on the
k-grid (Slepian & Eisenstein, 2016), as well as using the pair-counting method for
cross-checking when applicable. All pair-counting is done in fine (s, µ) and (rp, pi)
bins using a highly efficient pair-counting code Corrfunc (Sinha & Garrison, 2017;
Sinha & Garrison, 2019): s bin edges from 0 to 150h−1Mpc at 1h−1Mpc steps and µ
bin edges from 0 to 1 at 0.01 steps. The pair-counts are re-binned with optimal bin
size ∆s = 5h−1Mpc found in Ross et al. (2017b).
2PCF functions are calculated from raw pair-counts using a generalised form
of the Landy & Szalay (1993) estimator, which works for both auto- and cross-
correlations. Given data samples D1, D2, random samples R1, R2 in the same re-
spective volumes, and sample sizes ND1, ND2, NR1, NR2 (number of data or random
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galaxies in the sample), the correlation as a function of pair-counts is
ξLS =
D1D2
ND1ND2
− D1R2
ND1NR2
− R1D2
NR1ND2
+ R1R2
NR1NR2
R1R2
NR1NR2
=
D1D2 −D1R2 −R1D2 +R1R2
R1R2
(3.7)
where pair-counts with bars denotes normalised pair-counts, i.e. raw pair-counts
weighted by sample population sizes 1/(N1N2). For the auto-correlation of galaxy
samples, we may simply set D1 = D2 and R1 = R2. No FKP weighting is included
as the galaxy distribution is homogeneous in one redshift bin in our simulations.
The multipoles from all realisations are co-added into one correlation sample
for a given simulation box. To further increase signal-to-noise ratio in the clustering
statistics, we take the delete-1 jackknife samples of the multipoles by ignoring one
box and co-adding all the other boxes at a time. A comparison between individual
box samples and jackknife samples is shown in Fig. 3.1 and 3.2. There are large
enough fluctuations across different boxes that jackknife re-sampling is a necessary
step before BAO fitting and significantly reduces sample variance. The Nbox = 16, 20
or 36 jackknife samples are then passed on to the fitter.
3.3.6 Covariance Estimation
The covariance between all multipoles and (s, µ) bins in the 2PCF must be esti-
mated before fitting for any physical parameter. Since we are interested in the
acoustic scale around 100h−1Mpc, an order of magnitude smaller than the simula-
tion box size 1100h−1Mpc, we opt to divide the box into subvolumes, increasing the
number of correlation samples while still retaining the BAO signal, and bootstrap
the covariance. We choose Nsub = 3 along each dimension, so that each subvolume
has a side length of over 3 times the BAO scale of interest. For each realisation,
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Fig. 3.1 (Colour online) The first two multipoles of the galaxy 2PCF for the base-
line HOD model showing fluctuations among simulation boxes. The first row shows
Nbox = 16 multipole samples derived from co-adding 12 realisations of each box; the
curves are the mean monopole or quadrupole, and the shaded regions are ±1σ inter-
vals around the mean. The second row is the same multipole plots for the 20-box set.
The third row shows the re-sampled, delete-1 jackknife multipoles derived from co-
adding Nbox − 1 boxes at a time (where Nbox = 16or20 for the two sets); the shaded
±1σ regions are in fact the standard deviation rescaled by √Nbox − 1 =
√
15 or
√
19
to account for the jackknife re-sampling, though difficult to see. Three columns are
pre-reconstruction, post-reconstruction (standard), and post-reconstruction (itera-
tive). From left to right, the monopole BAO peak is sharpened and the quadrupole
getting closer to zero, indicating less anisotropy and better restored spherical BAO
shell. Although different boxes in a given simulation only differ by the initial con-
dition phase and over ten realisations are generated and co-added, there are still
considerable fluctuations in the 2PCF among boxes. Jackknife re-sampling yields
much smoother and stabler samples, and greatly reduces the uncertainty in the mean
correlations.
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Fig. 3.2 (Colour online) Same as the previous plots in Fig. 3.1 but with two sets
of simulations combined. The first two multipoles of the galaxy 2PCF for the base-
line HOD model showing fluctuations among simulation boxes; The first row shows
Nbox = 36 multipole samples derived from co-adding 12 realisations of each box;
the curves are the mean monopole or quadrupole, and the shaded regions are ±1σ
intervals around the mean. The second row shows the re-sampled, delete-1 jackknife
multipoles derived from co-adding Nbox− 1 boxes at a time; the shaded ±1σ regions
are in fact the standard deviation rescaled by √Nbox − 1 =
√
35 to account for the
jackknife re-sampling, though difficult to see. Three columns are pre-reconstruction,
post-reconstruction (standard), and post-reconstruction (iterative).
the full box galaxy sample is divided into N3sub = 27 subvolumes. The galaxies in
each subvolume are cross-correlated with the full box volume using Eqn. 3.7, with
index 1 being the full box and index 2 being the subvolume. Every subvolume is
treated independently, and all its realisations are co-added to prevent shot noise from
entering the covariance matrix.
By taking cross-correlations between the full box and the subvolume, we obtain
N3sub = 27 times the number of auto-correlation samples in 1/N3sub = 1/27 of the box
volume. In the end, the joint monopole-quadrupole covariance matrix is derived from
NboxN3sub = 36 × 33 = 972 correlation samples for the combined set. As covariance
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scales inversely with the spatial volume in which it is calculated, and the auto-
correlations used in the fitting are for the full box, this covariance matrix is re-scaled
by a factor of 1/N3sub to account for the subvolume division. An additional factor
of 1/(Nbox − 1) is needed if fitting to jackknife multipoles averaged over Nbox − 1
samples.
It is worth noting that for every bias model and every type of correlation there is
a different covariance matrix. Pre-reconstruction galaxy samples are given uniform,
analytic randoms to calculate the correlations and covariance. Standard reconstruc-
tion produces a shifted galaxy catalogue as well as shifted numerical randoms, which
can then be both subdivided to estimate the covariance. Our standard reconstruc-
tion implementation produces a shifted random set 200 times the size of the data
set. For the purpose of estimating covariance, it is computationally expensive and
unnecessary to use all of it. We opt to speed up the pair-counting by randomly
downsampling the random set to a level of 10 times the data. To further balance
the pair-counting workload between the DR and RR terms in the correlation esti-
mator for covariance bootstrap, while D1R2 and R1D2 are counted using the 10×
subsample of shifted randoms, for R1R2 the 10× subsample is split into 10 copies,
each of size 1× the galaxy sample, and R1R2 is counted 10 times using the 1× split
samples and then the pair-counts averaged. Iterative reconstruction does not pro-
vide any shifted sample after it completes, only the auto-correlations. We assume
it shares the same covariance matrix as standard reconstruction, given how similar
their post-reconstruction correlations are.
For BAO fitting, which involves about 10 degree of freedoms, this estimate of
the covariance matrix is acceptable but of course not perfect (Percival et al., 2014).
We emphasise that the purpose is to determine the shifts in the acoustic scale, not the
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confidence level of the chi-square fit in the (α⊥, α) space. The covariance matrices
only weight the fit overall and still give the correct acoustic scale.
3.3.7 Fitting 2PCF for the Acoustic Scale
Following the tried-and-true fitting methods described in previous BAO analyses of
galaxy redshift surveys (Anderson et al., 2014a,b; Ross et al., 2017b), we fit to the
monopole and quadrupole jackknife samples and determine the anisotropic acoustic
scale. This is done by performing a χ2 grid scan in the radial and transverse acoustic
scale plane (α, α⊥), marginalising over all polynomial nuisance parameters in the
monopole and quadrupole templates. Our new BAO fitter supports any arbitrary
input linear power spectrum and transforms it with flexible choices of parameters
into correlation multipole templates. Starting with the input linear power spectrum
of the simulation (e.g. from Camb) and the no-wiggle power spectrum (Eisenstein
& Hu, 1998b),
P (k, µ) = C2(k, µ,Σs)
[
(Plin − Pnw)e−k2σ2v + Pnw
]
(3.8)
where
σ2v =
(1− µ2)Σ2⊥
2
+
µ2Σ2
2
(3.9)
C(k, µ,Σs) =
1 + µ2β [1− S(k)]
1 + k
2µ2Σ2s
2
(3.10)
S(k) = e−
k2Σ2r
2 (3.11)
Σ = Σ⊥
1− β . (3.12)
Here the reconstruction smoothing scale Σr = 15h−1Mpc and the streaming scale
Σs = 4h
−1Mpc are fixed. The last equation is a convenient approximation such
that the user only needs to specify Σ⊥, and in the isotropic case, β = 0 enforces
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Σ⊥ = Σ. We have experimented with various choices of the other parameters
and checked which one(s) best recovered the truth acoustic scale in the input power
spectrum. For pre-reconstruction matter density field, Σ⊥ = 1.5h−1Mpc, and for pre-
reconstruction galaxy catalogue, Σ⊥ = 5h−1Mpc provide the appropriate smoothing
of the BAO peak. For all post-reconstruction samples, even with the lowest choice
Σ⊥ = 0 and least smoothing, the monopole peak of the template is still slightly wider
than that of the data, so Σ⊥ = 0 is used. When varying β ∈ [0, 0.5], we find that for
pre-reconstruction samples, the resulting α scale is relatively stable and insensitive
to β while χ2 would increase by up to 50% as β increases; for post-reconstruction
samples, β = 0 best recovers the truth acoustic scale. Therefore in all cases we set
β = 0.
The power spectrum in Eqn. 3.8 is decomposed into power multipoles and then
Fourier transformed to correlation multipoles in the usual manner
Pℓ(k) =
2ℓ+ 1
2
∫ 1
−1
P (k, µ)Lℓ(µ) dµ (3.13)
ξℓ(r) =
iℓ
2pi2
∫ kmax
kmin
k2Pℓ(k)jℓ(kr)e
−(ka)2r dk (3.14)
where Lℓ(µ) is the Legendre polynomial, jℓ(kr) is the spherical Bessel function of the
first kind, kmin and kmax are the limits in the input linear power, and a = 0.35h−1Mpc
controls the exponential damping term which suppresses high-k oscillations and is
necessarily needed to produce the correct shape of correlations multipoles. The rest of
the fitting procedure is the same as in (Ross et al., 2017b). The fiducial fitting model
assumes fitting range r ∈ (50h−1Mpc, 150h−1Mpc), bin size 5h−1Mpc, and the poly3
nuisance form (third-order inverse polynomial in power k), Aℓ(r) = A2/r2+A1/r+A0.
As a validation of the fitter, we fit to a 0.2% uniform subsample of the matter
field (6×106 of 14403 DM particles in a box) without RSD applied in addition to mock
140
-0.5% 0.0% 0.5% 1.0% 1.5%
∆α
-0.5%
0.0%
0.5%
1.0%
1.5%
∆
α
αgal − 1
pre-recon
post-recon-std
-0.5% 0.0% 0.5% 1.0% 1.5%
∆α
αmat − 1
pre-recon
post-recon-std
-0.5% 0.0% 0.5% 1.0% 1.5%
∆α
αgal −αmat
pre-recon
post-recon-std
Fig. 3.3 (Colour online) BAO fitting results for uniform matter density filed and
the mock galaxy sample in the baseline HOD model. From left to right, the first
panel shows baseline mock galaxy BAO scale deviation from 1 in the transverse and
radial directions, the second panel shows the same for matter density field, and the
third panel shows their difference αgal − αmat. In each panel, the data points are
derived from fitting Nbox = 36 jackknife samples, and the shaded 1σ, 2σ confidence
regions are scaled accordingly to reflect the true uncertainty. Comparing panels 1 and
3, the variance visibly decreases when subtracting out the matter field result from
the galaxy result, and the mean residue is close to the origin post-reconstruction,
indicating galaxy bias in the base model has introduced no statistically significant
shift relative to the matter.
galaxy samples. We find the fitted matter field acoustic scale in excellent agreement
with the theoretical template at the 0.3% level up to nonlinear corrections after
standard reconstruction. We expect this level of shift due to nonlinear evolutions
when fitting with a linear power spectrum as input (Seo et al., 2008), and that is
observed in the first two panels of Fig. 3.3. The uniform matter field and baseline
galaxy results have a mean BAO shift of 0.3% to 0.4%. We also find that Nbox
jackknife fitting results in the (α, α⊥) plane are distributed like an ellipse, indicating
that the errors are Gaussian and we may estimate the confidence region using the
elliptical distribution of points. Ultimately we are concerned with the differential
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change in the acoustic scale α when a certain source of galaxy bias is introduced,
and the sample variance in the fitted α values should largely cancel out. In the last
panel of Fig. 3.3 showing the αgal−αmat subtraction, the uncertainty regions indeed
shrink and the data points are much more tightly bound together compared to the
first panel without subtraction. For a given simulation box, this subtraction does
cancel out a significant amount of sample variance. The post-reconstruction point
being at the origin also indicates that galaxy bias in the base model has introduced
no statistically significant shift relative to the matter.
3.3.8 Fitting Models for Iteratively Reconstructed 2PCF
Is the fiducial fitting model used for standard reconstruction also best suited for
iterative reconstruction? To answer this question, we revisit the tests previously
done in BOSS on fitting to post-reconstruction samples (Padmanabhan et al., 2012;
Ross et al., 2017b), and apply different fitting forms and ranges to iteratively re-
constructed multipole samples in the 100% central velocity bias model. Although
the poly3 fitting form has been shown to be robust for samples with and without
standard reconstruction in previous analyses (Padmanabhan et al., 2012; Anderson
et al., 2014a), alternative choices are worth considering again for our Abacus mocks
with the new iterative reconstruction method applied. Iterative reconstruction does
significantly better than standard reconstruction in reducing the anisotropies in the
quadrupole, especially on intermediate to small scales, as shown in Fig. 3.4. It is
plausible that using a simpler A(r) form or a wider r range in the fitting model
might yield better fits. Polynomials with simple Fourier transformation properties
are motivated by the need to marginalise over the broadband shape of the galaxy
correlation functions and to isolate the BAO feature. Having a nonzero A(r) is im-
portant for ameliorating inaccuracies of the assumed fiducial cosmology and keeping
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Fig. 3.4 (Colour online) An overplotted comparison between pre- and post-
reconstruction multipoles for the baseline HOD model, averaged over all 36 simula-
tion boxes. In the top monopole panel, two reconstruction methods both sharpen and
narrow the BAO peak, and essentially overlap with each other from 60 to 150h−1Mpc,
only differing on small-scales. In the bottom quadrupole plot, iterative reconstruc-
tion does a significantly better job reducing anisotropy and appears nearly flat down
to 20h−1Mpc, whereas standard reconstruction has large residual anisotropies below
80h−1Mpc. Two reconstruction methods also produce slightly different monopole on
small scales below 50h−1Mpc, with iterative reconstruction supposedly be more ac-
curate, but this range is usually discarded in BAO fitting to better isolate the BAO
signal.
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the fit robust against variations in the input, and polynomials of degrees as high as
4 risks over-fitting the data with too much freedom. This means that Aℓ(r) = 0
(poly0) and Aℓ(r) = A1/r2 + A2/r + A3 + A4r (poly4) are both disfavoured. The
broadband correlation contains unwanted information such as scale-dependent bias,
uneven galaxy number densities, and redshift-space distortions among other observa-
tional effects, which might not be present in our simulation mocks in the first place.
We experiment with several other nuisance forms as follows:
Aℓ(r) =
A1
r2
(poly1) (3.15)
Aℓ(r) =
A1
r2
+
A2
r
(poly2) (3.16)
Aℓ(r) =
A1
r2
+
A2
r
+ A3 (poly3) (3.17)
Aℓ(r) =
A2
r
+ A3 . (poly3′) (3.18)
Among all biased HOD models explored herein, only central velocity bias has
the same truth galaxy distribution as the baseline case—it has the same galaxies in
the same configuration space positions before centrals are given an additional line-of-
sight velocity relative to the dark matter halo according to the halo vrms. The galaxy
sample in the central velocity bias model differs from the baseline sample only in
the apparent velocities of the central galaxies as well as their apparent line-of-sight
coordinates due to RSD. Other bias models have different galaxy distributions in
configuration space from the beginning, making it tricky to establish a reference
BAO result. Therefore, we choose the fiducial fit (poly3 form of nuisance polynomial,
50h−1Mpc to 150h−1Mpc fitting range) to the standard reconstruction samples in
the baseline case as the benchmark to assess the performance of other fitting choices
when applied to iterative reconstruction samples, and see which fitting model best
recovers the BAO results of the baseline case. We also do the same fitting analyses
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to the iterative reconstruction samples in the baseline case, and examine the stability
of the fitting results while varying fitting options.
For a given a jackknife correlation sample with iterative reconstruction applied,
Fig. 3.5 shows an example of the χ2 grid in the anisotropic BAO scale (α⊥, α)
space when different fitting choices are used. Although r = 20h−1Mpc (the first
column) is able to find clearly defined, global χ2 minima, it results in non-elliptical
constant ∆χ2 contours and much higher χ2/dof values. From rmin = 30h−1Mpc on,
the contours become smooth ellipses. For rmin 6 30h−1Mpc, the best-fit BAO scales
marked by crosses clearly departs from the consensus. When rmin = 50h−1Mpc, the
best-fit BAO scale is insensitive to the exact form of nuisance parameters used, as all
four polynomials tested yield very similar results. Across all choices of rmin, clearly
poly3 is the most robust form of polynomials and offers the most stable result, while
all other polynomials deliver inconsistent results depending on the rmin used for the
fit.
Next we include all jackknife samples after iterative reconstruction, and com-
pare the fitting results to the reference α values obtained from standard reconstruc-
tion with poly3 and rmin = 50h−1Mpc. One can clearly see in Fig. 3.6 that again
all polynomial forms begin to converge as rmin increases to 50h−1Mpc. rmin = 40
and 50h−1Mpc, poly2 and poly3 have the smallest deviation from the reference α.
Although poly3′ has smaller fluctuations than other polynomial forms by a small
margin in the second column, it is strongly disfavoured in the ∆α and χ2min/dof plots
in the other two columns. In terms of χ2/dof, poly3 has the smallest best-fit χ2min and
smallest uncertainty over all simulation boxes, and scores the best across all choices
of rmin.
By varying the nuisance polynomial form and r range and fitting to iteratively
reconstructed multipoles, we find that the fiducial fitting model yields the best results
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Fig. 3.5 (Colour online) An example of χ2/dof grids in (α⊥, α) space obtained from
fitting one jackknife sample of the central velocity bias (100%) model. Each row has
the same polynomial form, and each column has the same minimum r of the fitting
range. All subplots share the same axes and colour scaling. The fiducial model
produces the best elliptical χ2 minimum.
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Fig. 3.6 (Colour online) Comparison between the baseline model (first row) and the
central velocity bias model (second row) for iterative reconstruction fitting results,
with four polynomials and four rmin choices. The first column is ∆α = α − αfid,
the difference with respect to the reference α value (standard reconstruction, fiducial
fitting model). The second column is the standard deviation of α from fitting to
Nbox jackknife samples. The third column is the best-fit χ2min value at the minima
per degree of freedom, where error bars again come from the standard deviations
across Nbox fits.
not only for standard reconstruction, but also for iterative reconstruction overall in
terms of recovering the true BAO α (robustness) and reducing χ2 of the fit (goodness).
In the following section §3.3.9, The HOD bias results in on differencing the BAO
scale, the fiducial fitting model (poly3 and 50h−1Mpc) is assumed for all correlation
samples including iteratively reconstructed ones.
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Fig. 3.7 (Colour online) Comparison between pre- and post-reconstruction 2D 2PCF
for the baseline HOD model normalised by r2, with two sets of simulations separated.
Each of the two columns is one set of simulations. The top row is pre-reconstruction,
and the bottom row is after standard reconstruction is applied. Iso-correlation con-
tours are drawn in green. The 1-step standard reconstruction works well in restoring
the spherical BAO shell around 100h−1Mpc. Other bias models are visually the same
in this plot, and there are interesting differences on small scales around the origin
which are shown in Fig. 3.9.
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Fig. 3.8 (Colour online) Same as previous plots in Fig. 3.9, but with all 36 boxes
combined. The left panel is pre-reconstruction, and the right panel is after standard
reconstruction is applied.
3.3.9 Results and Discussions
2PCF of Bias Models
Before presenting BAO fitting results, we first examine the 2PCF resulting from
different biased HOD models and reconstruction methods. Fig. 3.7 and 3.8 show
the ξ(rp, pi) 2PCF for the baseline model before and after standard reconstruction,
averaged over all boxes up to 120h−1Mpc (heatmap colour is rescaled by r2 = r2p+pi2
or r2 = r2⊥ + r2). Standard reconstruction does a fine job restoring the isotropy of
the spherical BAO shell in the redshift-space 2PCF around r = 100h−1Mpc. On
intermediate to large scales, all bias models look very similar in this ξ(rp, pi) plot,
with differences being obvious only on the small scales.
Zooming in to the small-scale correlations around the origin in Fig. 3.8, we
takes a closer look at the effects of galaxy bias on clustering in Fig. 3.9 by plotting
the correlation difference with respect to the baseline model, ∆ξ = ξmodel − ξbase,
again rescaled by r2 = r2p+pi2 or r2 = r2⊥+r2. Each row is a side-by-side comparison
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Fig. 3.9 (Colour online) Changes in 2D 2PCF of each biased HOD model with
respect to the baseline model, averaged over all boxes. Each row contains a pair
of two comparable models; each model has a pre-reconstruction panel and a post-
reconstruction (standard) one. Symmetrical positive and negative changes in the
HOD parameters in all pairs of models but assembly bias ones induce symmetrical
change in the correlation ∆ξ in rows 1, 5, 6 and 7.
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between two HOD models with symmetric changes in the bias parameter, as defined
in Table. 3.1. There are substantial changes on small scales in may cases, and the
finger-of-god effect is especially exacerbated.
For assembly bias in rows 2 and 3, because re-assigning halo masses in our
implementation essentially changes the mass distribution of galaxies, reversing the
sign of the assembly bias parameter does not simply result in the opposite change in
the correlation. With the exception of assembly bias models, symmetrical positive
and negative changes in the HOD parameters in all the other bias models induce
symmetrical ∆ξ when comparing columns 1 to 3, or columns 2 to 4. All single-
variation models tested produce distinct ∆ξ patterns (up to normalisation by r2)
on small scales and can be easily distinguishable from each other. When more than
source of galaxy bias is present, the resulting 2D correlation will be a combination
of all the contributions, making the pattern difficult to parse and likely creating
degeneracies. Comparing the pre- and post-reconstruction columns, we see that the
peripheral regions become noisy after reconstruction. This means that although the
decorations imposed may cause nontrivial changes in 2PCF on intermediate scales
around 40, these changes are largely removed by reconstruction.
Fig. 3.10 and 3.11 shows the phase-matched differences of the first two jackknife
multipoles for each biased HOD model with respect to the baseline model, i.e. ∆ξℓ =
ξℓ,model−ξℓ,base rescaled by r2. The sample variance across simulation boxes is already
very small after jackknife resampling, and the 1σ errors are too small when plotted,
so the error regions in Fig. 3.11 are artificially enlarged 10 times to improve visibility
and demonstrate the reduction of sample variance by two reconstruction methods.
The correlation multipoles show the same trend as does the 2D redshift-space
correlation function. Satellite variations in the first two rows change small-scale clus-
tering significantly, indicating the re-distribution of satellite galaxies mostly changing
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the 1-halo term; on larger scales the changes get noisier but one can barely see that
there exist rises and drops around the BAO scale, and monopole and quadrupoles
change in opposite directions. The assembly bias models in rows 3-6 re-assign halo
masses by ranking halo pseudomasses, and the mass distribution of halos selected
with the mass cut varies across simulation boxes, so these plots are the noisiest ones;
the changes in 2PCF are not symmetrical as the assembly bias parameters flips signs.
From the first six rows, one notices that reconstruction shrinks the error bands con-
siderably, reducing the sample variance. It also reduces the net change, bringing the
multipoles closer to the unbiased zero point.
As velocity dispersion of central galaxies is increased from 20% to 100%, the
multipole differences grow drastically, and a decrease in BAO peak amplitude is
seen on large scales after reconstruction right around 100h−1Mpc, as central velocity
bias smears the central-central contribution in the 2-halo term. Models in the last
six rows incorporate sub-halo-scale physics and only significantly affect small-scale
clustering up to about 50h−1Mpc as expected. These models are extremely stable
across random realisations, with very small scatter in spite of highly exaggerated
error ranges. One can see that for each pair of models with symmetric changes in the
HOD parameters, the ∆ξℓ plots are essentially symmetric in the same way as in the
redshift-space 2PCF (Fig. 3.9). Again, the difference between standard and iterative
reconstruction mostly lies in small to intermediate scales, and on large scales they
are visually the same.
Effects of Galaxy Bias on the Acoustic Scale Measurement
Having computed the correlation functions of our various models, we fit the acoustic
signal to yield transverse and radial scale measurements. Fig. 3.12 shows an example
of the χ2 grids for one simulation box (jackknife sample of the other boxes in fact).
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Fig. 3.12 (Colour online) The χ2 grids in the anisotropic BAO scale (α⊥, α) space
from fitting one jackknife sample with the fiducial fitting model (poly3 form of nui-
sance polynomial, 50h−1Mpc to 150h−1Mpc fitting range). The best-fit (α⊥, α)
positions with minimum χ2 values are marked by crosses; ellipses surrounding the
crosses are constant ∆χ2 contours representing 1σ, 2σ, 3σ, etc. confidence regions.
Iterative reconstruction makes the minimum sharper and lower than standard recon-
struction, reducing the best-fit χ2min value almost by half. todo: expand range so
2sigma can be seen in full
With the fiducial fitting model applied to both pre- and post-reconstruction samples,
iterative reconstruction consistently yields sharper χ2 minima and lower best-fit χ2min
values, while the first panel for pre-reconstruction is significantly biased away from
the truth value (1, 1) by over 1%. There is a negligible difference in the BAO α
values between standard and iterative reconstructions, and this is generally true and
supported by more results that follow.
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Table 3.2 BAO fitting results for all biased HOD models, subtracted by the corresponding α of the baseline case. Values
are the mean and jackknife-corrected 1σ uncertainty of all simulation boxes. The two post-recon columns in the first
header row represent standard and iterative reconstructions respectively.
Reconstruction Type pre-recon post-recon-std post-recon-ite
BAO Direction ∆α⊥/% ∆α/% ∆α⊥/% ∆α/% ∆α⊥/% ∆α/%
Base 2 −0.36± 0.07 0.22± 0.12 −0.13± 0.05 0.38± 0.08 −0.09± 0.05 0.31± 0.07
Base 3 0.36± 0.10 −0.35± 0.14 0.05± 0.06 −0.15± 0.06 0.01± 0.05 −0.02± 0.07
Assembly Bias (Centrals +) 0.12± 0.11 −0.43± 0.21 0.06± 0.07 0.11± 0.11 0.04± 0.07 0.13± 0.11
Assembly Bias (Centrals −) −0.16± 0.12 0.25± 0.24 −0.21± 0.08 0.14± 0.13 −0.15± 0.08 0.10± 0.14
Assembly Bias (Satellites +) −0.18± 0.15 0.20± 0.19 0.07± 0.09 0.19± 0.11 0.12± 0.07 0.12± 0.09
Assembly Bias (Satellites −) −0.38± 0.16 0.05± 0.22 −0.21± 0.08 0.21± 0.07 −0.20± 0.07 0.15± 0.09
Velocity Bias (Centrals 20%) 0.01± 0.03 0.00± 0.05 0.00± 0.03 −0.08± 0.03 0.00± 0.02 −0.06± 0.04
Velocity Bias (Centrals 100%) 0.11± 0.06 −0.59± 0.14 0.16± 0.06 −0.66± 0.28 0.18± 0.03 −0.73± 0.13
Halo Centric Distance Bias (Satellites +) −0.05± 0.03 −0.01± 0.05 −0.04± 0.03 −0.03± 0.04 −0.03± 0.03 0.00± 0.06
Halo Centric Distance Bias (Satellites −) −0.03± 0.04 0.04± 0.07 0.01± 0.02 −0.02± 0.04 0.01± 0.03 −0.02± 0.04
Velocity Bias (Satellites +) 0.02± 0.04 −0.14± 0.10 0.02± 0.04 −0.16± 0.06 0.03± 0.03 −0.15± 0.05
Velocity Bias (Satellites −) −0.05± 0.04 0.16± 0.07 −0.02± 0.03 0.12± 0.05 −0.02± 0.03 0.16± 0.06
Perihelion Distance Bias (Satellites +) 0.00± 0.04 −0.09± 0.07 −0.01± 0.03 −0.11± 0.05 0.00± 0.03 −0.09± 0.06
Perihelion Distance Bias (Satellites −) −0.02± 0.04 0.12± 0.06 −0.02± 0.02 0.07± 0.05 −0.02± 0.02 0.10± 0.04
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Finally we subtract the α values by the baseline model value for each simulation
box in a phased-matched manner. The subtraction reveals the differential change in
BAO α for each biased model relative to the baseline. Phase-matching is critical
when taking the difference, because every box has its own sample variance shared by
the realisations of all models and this sample variance can be cancelled out effectively
as demonstrated in §3.3.7. Table 3.2 summarises the shifts of the acoustic scale for all
biased HOD models with respect to the baseline model. Two reconstruction methods
are listed separately. The same numerical results are plotted in Fig. 3.13 and 3.14.
The first two models in the first row with opposite variations in satellite mass
cutoff and power law exponent see asymmetric shifts. It is encouraging to see that
iterative reconstruction manages to completely eliminate the bias of the Base 3 model
(higher M1 and α), bringing the red cross back right onto the origin, and slightly
reduces the bias of the Base 2 model (lower M1 and α). This is one of the only
two cases where iterative reconstruction noticeably performs better than standard
reconstruction at restoring the unbiased BAO scale. By lowering M1 and α, Base 2
effectively moves satellite galaxies from high mass halos to lower mass halos. There
are many more possible locations to put them at a lower mass cut, and low mass
halos do not mark the highest initial overdensities as much as high mass halos do, so
correcting for the bias for Base 2 is naturally more difficult than for Base 3, resulting
in a residual shift of 0.3% post-reconstruction primarily in the radial direction.
For the assembly bias models in rows 2 and 3 of Fig. 3.14, the shifts induced
by opposite bias parameters are almost symmetrical in the horizontal, or traverse,
direction, but in the radial direction all models are slightly biased toward a higher α
regardless of the sign of the bias parameter. The previous plots (Fig. 3.9 and 3.11) do
not clearly separate the two directions and show this difference. The second and third
rows have similar mean values for the same coloured models post-reconstruction, only
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Fig. 3.13 (Colour online) Phase-matched difference between the BAO scales found
in biased HOD models and the baseline model, ∆α = αmodel − α⊥baseline in both
directions. Every pair of comparable models are plotted in the same row fo both sets
of simulations. Each mean and uncertainty patch is derived from Nbos = 16 or 20
jackknife sample fitting results. There is not any statistically significant difference
between the two sets.
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Fig. 3.14 (Colour online) Same as previous plots in Fig. 3.13, but with 36 boxes all
combined.
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the uncertainty is smaller for satellite assembly bias. This resemblance implies that,
whether assembly bias is present in the central or satellite galaxies, the end effect on
the acoustic scale is virtually the same if reconstruction is applied. In other words,
assembly bias does not distinguish between centrals and satellites. Comparing the
models with negative signs only (red markers and orange ellipses), however, one sees
that the satellite assembly bias results are better constrained than central assembly
bias ones, making the same 0.2% shift more significant for the satellite negative
model. But it is only about 2σ, and at the 0.2% level all four models are consistent
with zero shift.
For the velocity bias models in the fourth row, a realistic dispersion at the 20%
level hardly causes any shift, whereas the more extreme 100% case resulted in large
shifts of 0.7%. This is the other one of the two cases where iterative reconstruction
performs noticeably better than standard reconstruction. In fact, there is even a
qualitative difference here—the orange error region of standard reconstruction seems
to be consistent with zero shift at the 2σ level, but the iterative reconstruction
uncertainty is much more confined and certainly rules out the no shift possibility.
The last three rows are six models with sub-halo-scale astrophysics. Galaxy
bias originating from halo centric distances of DM particles clearly does not impact
the BAO measurement. On the other hand, satellite velocity bias and perihelion
bias (or dependence on the total mechanical energy of DM particle) do make small
differences of 0.1% to 0.2%. Satellite velocity bias results in almost 0.2% shifts with
just above 2σ significance. The perihelion bias models have smaller shifts of 0.1%,
which are insignificant. The symmetric pattern of shifts can again be seen in the last
two rows for models of opposite signs. Again, at the 0.2% level all six models are
consistent with zero shift.
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Iterative reconstruction offers better BAO fitting results than standard recon-
struction in general. In rows 1 and 4 of Fig. 3.14, it made a real difference by
significantly reducing the bias and uncertainty in the acoustic scale measurement,
as mentioned above. For other models, it is not drastically better and the mean
α values are extremely close to the standard reconstruction ones, but still it yields
slightly less bias in the acoustic scale and tighter constraints.
Lastly, we also notice a reliable inverse correlation between the sign of ∆α
and the sign of ∆ξ2, when comparing Fig. 3.14 with 3.11. This is obeyed by every
model tested, even if the changes in 2PCF and acoustic scale are not very significant.
A positive ∆ξ2 relative to the baseline corresponds to a negative ∆α, and vice
versa. While we used the fiducial BAO fitting model with a fitting range of r ∈
(50h−1Mpc, 150h−1Mpc) and the poly3′ nuisance form, improved fitting methods may
exploit this inverse correlation by extending the range to smaller scales.
3.3.10 Conclusions
Without understanding the effects of these underlying biases, our measurement of
the BAO scale could be off by as large as 0.5%. This study confirms that some
systematic effects on the galaxy-halo scale are degenerate with the BAO signature,
while some can be overcome by reconstruction or robust fitting techniques and do
not alter the BAO scale. All the single-bias models form distinct patterns in the
redshift-space correlation ξ(rp, pi). For upcoming surveys such as DESI, we may be
able to determine what systematic effects among those studied are present in the
observational data, and correct for them accordingly using what was learnt with
N -body simulation mocks.
In this work, we test the effect of galaxy bias on the acoustic scale by considering
several bias mechanisms to their extremes. With accurate N -body simulations in a
161
total volume of 48h−3Gpc3 and a generalised HOD approach, every biased model
can be compared to the baseline to derive the differential shift in the acoustic scale
measurement that precisely corresponds to the change in the input HOD parameters.
We find a 0.3% shift in the line-of-sight acoustic scale for one variation in the
satellite galaxy population, the Base 2 model. The model with an extreme level of
velocity bias of the central galaxies produces the largest shift in the BAO measure-
ment, 0.7% relative to the unbiased scale. All the other bias models result in either
small (0.2% or less) or statistically insignificant (2σ or less) shifts. Except for the
highly unlikely event that the central galaxies have very large velocity dispersions
relative to the halo bulk (close to the typical speed of DM particles), we find the
shifts caused by single-variation models to be below 0.3%. However, this is by no
means a claim that the theoretical systematic error in the acoustic scale measurement
due to galaxy bias originating from the halo-galaxy connection in the halo model is
only 0.3%. Observed galaxy samples from redshift surveys may well be subject to
not one, but many processes which can introduce galaxy bias. Combinations of bias
mechanisms at play may potentially compound the uncertainties we found and push
the BAO shift above 0.3%.
That said, the biggest shift of the acoustic scale at 0.7% comes from increased
velocity bias for central galaxies, which seems readily detectable—there would be
sizeable changes in the velocity dispersion of clusters compared to their weak lensing
masses. In addition, these bias models also create substantial changes on small
scales, which may in fact allow one to detect these effects and thereby improve the
modelling of the acoustic scale. In Fig. 3.9, many bias models have greatly increased
finger-of-god effect in the correlation function, both pre- and post-reconstruction.
Given the inverse correlation we found between the sign of ∆α and the sign of ∆ξ2,
small-scale clustering data offer a promising opportunity to correct for galaxy bias
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and further calibrate the acoustic peak ruler with future development in the 2PCF
fitting formalism.
In regards to reconstruction, both standard and iterative reconstruction meth-
ods show similar efficacy in reducing the imposed bias and recovering the unbiased
2PCF and acoustic scale. In terms of the performance for BAO fitting, iterative
reconstruction is more robust against galaxy bias, bringing the BAO measurements
closer to the true, unbiased acoustic scale; it is also more precise, being less prone to
sample variance and producing less uncertainty. It is a promising new method with
the potential to benefit from further development and optimisation in the future.
Although it currently requires an order of magnitude more resources in CPU time
and memory allocation than standard reconstruction does, reconstruction and BAO
fitting comprise a minor fraction of the computation time in comparison to the time
needed for genuine N -body simulations. The extra time needed for iterative recon-
struction is worthwhile If one is concerned with minimising the bias and uncertainty
in the BAO analysis.
While current galaxy surveys, such as SDSS III BOSS, measure the acoustic
scale to about 1% precision and are insensitive to the galaxy bias effects shown, up-
coming dark energy experiments, including DESI, Euclid, and WFIRST, will make
use of the BAO standard ruler to sub-percent level precision and these effects can no
longer be overlooked. Our ability to account for or even correct for galaxy bias in
the modelling of the acoustic scale directly impacts the measurement precision of the
BAO ruler and the success of upcoming surveys. Having shown that the systematic
effects of galaxy bias alone could amount to 0.3%, we find the majority of the shifts
values in Table 3.2 encouraging and note that these bias effects may be detected.
Accurate modelling of the galaxy-halo connection, in conjunction with the bias that
comes with it, is a need of growing urgency as the statistical uncertainties of larger
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surveys approach the level of cosmic variance limit and theoretical systematics. Fu-
ture analysis of the BAO signal may benefit from the inclusion of velocity dispersion
and small-scale clustering to mitigate the non-negligible systematic effects of galaxy
bias.
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