Existence, uniqueness and stability of $L^1$ solutions for
  multidimensional BSDEs with generators of one-sided Osgood type by Fan, ShengJun
ar
X
iv
:1
70
1.
04
15
2v
1 
 [m
ath
.PR
]  
16
 Ja
n 2
01
7
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Abstract
We establish a general existence and uniqueness result of L1 solution for a multidimensional backward
stochastic differential equation (BSDE for short) with generator g satisfying a one-sided Osgood condition
as well as a general growth condition in y, and a Lipschitz condition together with a sublinear growth
condition in z, which improves some existing results. In particular, we put forward and prove a stability
theorem of the L1 solutions for the first time. A new type of L1 solution is also investigated. Some
delicate techniques involved in the relationship between convergence in L1 and in probability and dividing
appropriately the time interval play crucial roles in our proofs.
Keywords: Backward stochastic differential equation, L1 solution, Existence and uniqueness, Stability
theorem, One-sided Osgood condition
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1. Introduction
We fix a nonnegative real number T as well as two positive integers k and d, and let R+ := [0,+∞).
Let 1A represent the indicator function of a set A, and 〈x, y〉 the inner product of x, y ∈ Rk. The
Euclidean norms of a vector y ∈ Rk and a matrix z ∈ Rk×d are defined by |y| and |z|, respectively.
Assume that (Ω,F ,P) is a completed probability space carrying a standard d-dimensional Brownian
motion (Bt)t≥0, and that (Ft)t≥0 is the natural σ-algebra filtration generated by (Bt)t≥0 and F = FT .
For each p > 0, denote by Lp(Ω,FT ,P;Rk) the set of all Rk-valued and FT -measurable random vectors ξ
such that E[|ξ|p] < +∞, by Sp(0, T ;Rk) (or Sp simply) the set of Rk-valued, (Ft)-adapted and continuous
processes (Yt)t∈[0,T ] such that
‖Y ‖Sp :=
(
E
[
sup
t∈[0,T ]
|Yt|p
])1∧1/p
< +∞,
and by Mp(0, T ;Rk×d) (or Mp simply) the set of (Ft)-progressively measurable Rk×d-valued processes
(Zt)t∈[0,T ] such that
‖Z‖Mp :=

E

(∫ T
0
|Zt|2 dt
)p/2


1∧1/p
< +∞.
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It is well known that for each p ≥ 1, Sp and Mp are both Banach spaces respectively endowed with the
norms ‖ · ‖Sp and ‖ · ‖Mp . And, for each p ∈ (0, 1), Sp and Mp are both complete metric spaces with the
resulting distances (Y, Y ′) 7→ ‖Y − Y ′‖Sp and (Z,Z ′) 7→ ‖Z − Z ′‖Mp respectively.
We recall that a process (Yt)t∈[0,T ] belongs to the class (D) if the family of variables {|Yτ | : τ is an
(Ft)−stopping time bounded by n} is uniformly integrable.
In this paper, we are interested in solving the following multidimensional backward stochastic differ-
ential equation (BSDE for short):
yt = ξ +
∫ T
t
g(s, ys, zs)ds−
∫ T
t
zsdBs, t ∈ [0, T ], (1)
where ξ ∈ L1(Ω,FT ,P;Rk) is called the terminal condition, T is called the time horizon, and the random
function
g(ω, t, y, z) : Ω× [0, T ]× Rk × Rk×d 7−→ Rk
is (Ft)-progressively measurable for each (y, z), called the generator of BSDE (1). Furthermore, the
triple (ξ, T, g) is usually called the parameters of BSDE (1).
Throughout this paper, we use the following definitions on solutions of (1).
Definition 1 A solution of BSDE (1) is a pair of (Ft)-progressivelymeasurable processes (yt, zt)t∈[0,T ]
with values in Rk ×Rk×d such that dP− a.s., ∫ T0 |zt|2 dt < +∞, ∫ T0 |g(t, yt, zt)| dt < +∞, and (1) holds
true for each t ∈ [0, T ].
Definition 2 Assume that (yt, zt)t∈[0,T ] is a solution of (1). If (yt, zt)t∈[0,T ] ∈ Sp(0, T ;Rk) ×
Mp(0, T ;Rk×d) for some p > 1, then it is called an Lp solution of BSDE (1); if (yt)t∈[0,T ] belongs to the
class (D) and (yt, zt)t∈[0,T ] ∈ Sβ(0, T ;Rk) ×Mβ(0, T ;Rk×d) for each β ∈ (0, 1), then it is called an L1
solution of BSDE (1).
It is well known that nonlinear BSDEs were initially introduced in 1990 by Pardoux and Peng [35].
They put forward and proved an existence and uniqueness result for L2 solution of multidimensional
BSDEs under the Lipschitz assumption of g as well as the square integrability assumption of ξ and
g(t, 0, 0). From then on, the BSDE theory has attracted more and more interests, and due to the closely
connections with many questions, it has gradually become a very powerful tool in many fields including
stochastic control, financial mathematics, nonlinear mathematical expectation and partial differential
equations, see [1, 7, 8, 10, 11, 21, 22, 25, 29, 33, 34, 36, 38, 40] and so on.
There is no doubt that the existence and uniqueness of the solution is one of the most fundamental
and kernel problems in the study on the theory and application of BSDEs. From the beginning, many
researchers have attempted to improve the result of the L2 solution of [35] by weakening the Lipschitz
hypothesis on g, see, for example, [6, 8, 11, 13, 15, 17, 20, 24, 25, 30, 32, 41] for a survey. At the same
time, the existence and uniqueness of the Lp (p > 1) solution for BSDEs has been extensively investigated
by [3, 11, 12, 16], etc. Starting around 1998, the existence and uniqueness of the bounded solution and
the solution whose exponential moments of certain order exist have also been becoming one of emphasis
in the study on BSDE theory, one can see [4, 5, 9, 23, 29, 31, 33, 37] for this topic, where the generator
g may have a quadratic or superquadratic growth in z.
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On the other hand, in 1997, Peng [36] introduced the notion of g-martingales by solutions of BSDEs,
which can be viewed as some kind of nonlinear martingales. Since the classical theory of martingales is
carried in the integrable space, the question of solving a BSDE with only integrable parameters comes
up naturally. In this spirit, some recent works including [2, 3, 4, 14, 19, 36, 39, 40] investigated the
existence and uniqueness of the L1 solution of BSDEs. In particular, we would like to mention that
Briand, Delyon, Hu, Pardoux and Stoica [3] established a general existence and uniqueness result of L1
solution for a multidimensional BSDE with generator g satisfying a monotonicity condition (see (H1)
with ρ(x) = µx in Section 3) as well as a general growth condition in y (see (H2) in Section 3), and a
Lipschitz condition together with a sublinear growth condition in z (see (H3) in Section 3). Here, we also
mention that multidimensional BSDEs are more difficult to handle than the one-dimensional case since
for multidimensional BSDEs we usually can not establish or employ the comparison theorem of solutions.
And, it is well known that the L1 solution is more difficult to treat than the Lp (p > 1) solution.
The present paper focus on the L1 solution of multidimensional BSDEs. First of all, we will extend
the existence and uniqueness result of the L1 solution established in [3] by weakening the monotonicity
condition of g in y to a one-sided Osgood condition (see (H1) in Section 3). Under a Osgood condition
of g in y and a Lipschitz condition of g in z, Fan, Jiang and Davison [17] first proved the existence
and uniqueness of L2 solution for multidimensional BSDEs. Recently, Fan [12] further extended this
result and established the existence and uniqueness of Lp (p > 1) solution for a multidimensional BSDE
with generator g satisfying a p-order weak monotonicity condition (see (H1a)p in Section 2) as well as a
general growth condition in y, and a Lipschitz condition in z. We point out that in the case of p = 1,
the p-order weak monotonicity condition used in [12] becomes the one-sided Osgood condition used in
this paper. From this point of view, it is very natural to investigate the L1 solution of multidimensional
BSDEs under the one-sided Osgood condition of g in y. However, when we use this condition instead
of the usual monotonicity condition, some essential difficulty arise especially in the proof of existence
of the L1 solution. By virtue of Gronwall’s inequality, Bihari’s inequality and the relationship between
convergence in L1 and in probability together with two updated apriori estimates established in Fan [12],
we first consider the case when the generator g is independent of z (see Proposition 5 in Section 3). Then,
making use of two estimates established in Xu and Fan [41] and Fan and Jiang [16] together with Bihari’s
inequality, by a delicate argument involved in a Piciard’s iterative procedure and a technique dividing
the time interval [0, T ] we prove the existence of the L1 solution for the general case (see Theorem 2
in Section 3). Here, we mention that it is interesting that in the case of the α defined in (H3) values
in [1/2, 1), the one-sided Osgood condition need to be replaced with a p-order (p > 1) one-sided Mao’s
condition (see (H1b)p in Section 2).
The second objective of this paper is to put forward and prove a stability theorem for the L1 solutions
of multidimensional BSDEs with generators of one-sided Osgood type. To the best of our knowledge,
this is the first time for the L1 solution of multidimensional BSDEs. It is not very hard to obtain a
stability result of Lp (p > 1) solutions for multidimensional BSDEs since by classical techniques one
can establish and employ apriori estimates on the Lp solution when p > 1 (see, for example, Theorem
2 in Fan [12] for more details). However, it is well known that when p = 1 the apriori estimates with
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respect to the first component of the L1 solution are not valid any longer especially when the generator
g depends on z, which brings intrinsic difficulty when one tries to establish the stability of L1 solutions.
This may be the reason that by far there is still no reported work on the stability of L1 solutions
for multidimensional BSDEs even when g only satisfies the monotonicity condition or the uniformly
Lipschitz condition in y other than the one-sided Osgood condition. In this paper, we will fill up the gap.
More specifically, enlightened by the proof of the existence of the L1 solution in this paper, we will first
introduce some auxiliary BSDEs by virtue of a Picard’s iterative procedure as a bridge and then use a
very delicate argument to establish a stability theorem of the L1 solutions for multidimensional BSDEs
with generators of one-sided Osgood type (see Theorem 4 in Section 5), where expect for Gronwall’s
inequality, Bihari’s inequality, the relationship between convergence in L1 and in probability, and the
technique dividing the time interval, the induction technique and the sharp apriori estimates established
in [12], [41] and [16] all play important roles.
In addition, in this paper we also investigate, for the first time, the existence and uniqueness together
with the stability of the solutions in the space S1 ×M1 for multidimensional BSDEs (see Theorem 3 in
Section 4 and Theorem 5 in Section 5).
The remainder of this paper is organized as follows. In Section 2 we gather several updated apriori
estimates with respect to the solutions of multidimensional BSDEs and two technical lemmas. In section
3 we state and prove the existence and uniqueness result of L1 solutions for the multidimensional BSDEs,
and in Section 4 we are interested in solving the multidimensional BSDEs in S1 ×M1 and provide two
examples to illustrate our theoretical results. Finally, in Section 5 we put forward and prove a stability
theorem of L1 solutions as well as solutions in S1 ×M1 for the multidimensional BSDEs.
2. Preliminaries
In this section, we first introduce several sharp apriori estimates with respect to solutions of multidi-
mensional BSDEs, which will play very important roles in the proof of our main results. For this, let us
introduce the following assumptions with respect to the generator g:
(A1) dP× dt− a.e., ∀ (y, z) ∈ Rk × Rk×d, 〈y, g(ω, t, y, z)〉 ≤ µ|y|2 + ν|y||z|+ |y|ft + ϕt,
where µ and ν are two positive constants, ft and ϕt are two (Ft)-progressively measurable and nonneg-
ative processes satisfying
E
[(∫ T
0
ft dt
)p]
< +∞ and E


(∫ T
0
ϕt dt
)p/2 < +∞.
(A2) dP× dt− a.e., ∀ (y, z) ∈ Rk × Rk×d,
|y|p−1
〈
y
|y|1|y|6=0, g(ω, t, y, z)
〉
≤ ψ(|y|p) + ν|y|p−1|z|+ |y|p−1ft,
where ν > 0 is a constant, ft is an (Ft)-progressively measurable and nonnegative process satisfying
E
[(∫ T
0
ft dt
)p]
< +∞,
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and ψ(·) : R+ 7→ R+ is a nondecreasing and concave function with ψ(0) = 0.
(A3) dP× dt− a.e., ∀ (y, z) ∈ Rk × Rk×d,
〈
y
|y|1|y|6=0, g(ω, t, y, z)
〉
≤ φ 1p (|y|p) + ν|z|+ ft,
where ν > 0 is a constant, ft is an (Ft)-progressively measurable and nonnegative process satisfying
E
[(∫ T
0
ft dt
)p]
< +∞,
and φ(·) : R+ 7→ R+ is a nondecreasing and concave function with φ(0) = 0.
The above assumptions (A2) and (A3) are respectively related to following assumptions (H1a)p and
(H1b)p, which are put forward and used in Fan [12] at the first time. Assumptions (H1a)p and (H1b)p
will also be employed in this paper.
(H1a)p g satisfies a p-order weak monotonicity condition in y, i.e., there exists a nondecreasing and
concave function κ(·) : R+ 7→ R+ with κ(0) = 0, κ(u) > 0 for u > 0 and ∫
0+
du
κ(u) = +∞ such that
dP× dt− a.e., ∀ y1, y2 ∈ Rk, z ∈ Rk×d,
|y1 − y2|p−1〈 y1 − y2|y1 − y2|1|y1−y2|6=0, g(ω, t, y1, z)− g(ω, t, y2, z)〉 ≤ κ(|y1 − y2|
p),
where and hereafter,
∫
0+
du
κ(u) := limǫ→0
∫ ǫ
0
du
κ(u) ;
(H1b)p g satisfies a p-order one-sided Mao’s condition in y, i.e., there exists a nondecreasing and
concave function ̺(·) : R+ 7→ R+ with ̺(0) = 0, ̺(u) > 0 for u > 0 and ∫
0+
du
̺(u) = +∞ such that
dP× dt− a.e., ∀ y1, y2 ∈ Rk, z ∈ Rk×d,
〈 y1 − y2|y1 − y2|1|y1−y2|6=0, g(ω, t, y1, z)− g(ω, t, y2, z)〉 ≤ ̺
1
p (|y1 − y2|p).
The following Propositions 1-2 are respectively Propositions 2-3 in Fan [12], and the following Propo-
sition 3 comes from Proposition 1 in Xu and Fan [41].
Proposition 1 Let p > 0 and (A1) hold. Suppose that (yt, zt)t∈[0,T ] is a solution of BSDE (1) such
that y· ∈ Sp(0, T ;Rk). Then z· belongs to Mp(0, T ;Rk×d), and dP− a.s., for each 0 ≤ u ≤ t ≤ T ,
E


(∫ T
t
|zs|2 ds
)p/2∣∣∣∣∣∣Fu

 ≤ Cµ,ν,p,TE
[
sup
s∈[t,T ]
|ys|p
∣∣∣∣∣Fu
]
+ CpE
[(∫ T
t
fs ds
)p∣∣∣∣∣Fu
]
+CpE

(∫ T
t
ϕs ds
)p/2∣∣∣∣∣∣Fu

 ,
where Cµ,ν,p,T > 0 is a constant depending on (µ, ν, p, T ), and Cp > 0 is a constant depending only on p.
Proposition 2 Let p > 1 and (A2) hold. Suppose that (yt, zt)t∈[0,T ] is an L
p solution of BSDE (1).
Then, there exists a constant Cν,p > 0 depending only on ν, p such that dP−a.s., for each 0 ≤ u ≤ t ≤ T ,
E
[
sup
s∈[t,T ]
|ys|p
∣∣∣∣∣Fu
]
≤ eCν,p(T−t)
{
E[ |ξ|p| Fu] +
∫ T
t
ψ(E[ |ys|p| Fu]) ds+ E
[(∫ T
t
fs ds
)p∣∣∣∣∣Fu
]}
.
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Proposition 3 Let g satisfy (A2) with p = 2. Suppose that (yt, zt)t∈[0,T ] is an L
2 solution of BSDE
(1). Then, there exists a constant Cν > 0 depending only on ν such that dP−a.s., for each 0 ≤ u ≤ t ≤ T ,
E
[
sup
r∈[t,T ]
|yr|2
∣∣∣∣∣Fu
]
+ E
[∫ T
t
|zs|2 ds
∣∣∣∣∣Fu
]
≤ eCν(T−t)

E [ |ξ|2
∣∣Fu]+
∫ T
t
ψ
(
E
[ |ys|2∣∣Fu]) ds+ E


(∫ T
t
fs ds
)2∣∣∣∣∣∣Fu



 .
In the same way as that in Lemmas 2-3 of Fan and Jiang [16], we can prove the following proposition.
The proof is omitted here.
Propositions 4 Let p > 1 and (A3) hold. Suppose that (yt, zt)t∈[0,T ] is a solution of BSDE (1)
such that y· ∈ Sp(0, T ;Rk). Then, z· belongs to Mp(0, T ;Rk×d) and there exists a positive constant Cν,p
depending on ν and p such that dP− a.s., for each 0 ≤ u ≤ t ≤ T ,
E
[
sup
s∈[t,T ]
|ys|p
∣∣∣∣∣Fu
]
+ E


(∫ T
t
|zs|2 ds
)p/2∣∣∣∣∣∣Fu


≤ eCν,p(T−t)
{
E [ |ξ|p| Fu] +
∫ T
t
φ (E [ |ys|p| Fu]) ds+ E
[(∫ T
t
fs ds
)p∣∣∣∣∣Fu
]}
.
Now, let us introduce two technical lemmas, which will be used later. Firstly, the following Lemma
1 gives a sequence of upper bounds for linear growth functions, which comes from Fan and Jiang [13].
Lemma 1 Suppose that κ¯(·) : R+ 7→ R+ increases at most linearly, i.e., there exists a constant A > 0
such that
κ¯(x) ≤ A(x + 1), ∀ x ∈ R+.
Then for each m ≥ 1, we have
κ¯(x) ≤ (m+ 2A)x+ κ¯
(
2A
m+ 2A
)
, ∀ x ∈ R+.
The following Lemma 2 can be regarded as a backward version of classical Bihari’s inequality, which
can be proved by classical methods. The proof is omitted.
Lemma 2 (Bihari’s inequality) Let the nonnegative function u(·) : [0, T ] 7→ R+ satisfy
u(t) ≤ u0 +
∫ T
t
ψ¯(u(s)) ds, t ∈ [0, T ],
where u0 is a positive real number, ψ¯(·) : R+ 7→ R+ is a continuous and nondecreasing function, ψ¯(0) = 0,
ψ¯(u) > 0 for u > 0 and
∫
0+
1
ψ¯(u)
du = +∞. Then, for each t ∈ [0, T ], we have
u(t) ≤ Ψ−1(Ψ(u0) + T − t),
where
Ψ(x) :=
∫ x
1
1
ψ¯(u)
du, x > 0
6
is a strictly increasing function valued in R, and Ψ−1 is the inverse function of Ψ. In particular, if u0 = 0,
then u(t) = 0 for each t ∈ [0, T ].
To the end of this section, we would like to especially mention that even though Propositions 1-4
mentioned above appear similar, there are some distinguish differences among both their conditions and
conclusions. They will also play different roles in the proof of our main results.
3. Existence and uniqueness of the L1 solution
We first introduce the following assumptions on the generator g used in Fan [12], Fan and Jiang [15]
and Briand, Delyon, Hu, Pardoux and Stoica [3]:
(H1) g satisfies a one-sided Osgood condition in y, i.e., there exists a nondecreasing and concave
function ρ(·) : R+ 7→ R+ with ρ(0) = 0, ρ(u) > 0 for u > 0 and ∫
0+
du
ρ(u) = +∞ such that dP× dt− a.e.,
∀ y1, y2 ∈ Rk, z ∈ Rk×d,
〈
y1 − y2
|y1 − y2|1|y1−y2|6=0, g(ω, t, y1, z)− g(ω, t, y2, z)
〉
≤ ρ(|y1 − y2|).
(H2) g has a general growth with respect to y, i.e,
∀ r > 0, E
[∫ T
0
φ¯r(t) dt
]
< +∞ with φ¯r(t) := sup
|y|≤r
|g(ω, t, y, 0)|;
Furthermore, dP× dt− a.e., ∀ z ∈ Rk×d, y 7−→ g(ω, t, y, z) is continuous.
(H3) g is Lipschitz continuous in z, uniformly with respect to (ω, t, y), i.e., there exists a constant
λ ≥ 0 such that dP× dt− a.e.,
∀ y ∈ Rk, z1, z2 ∈ Rk×d, |g(ω, t, y, z1)− g(ω, t, y, z2)| ≤ λ|z1 − z2|;
Furthermore, g has a sublinear growth in z, i.e., there exist two constants γ > 0 and α ∈ (0, 1) as well as
an (Ft)-progressively measurable and nonnegative process (gt)t∈[0,T ] satisfying E
[∫ T
0 gt dt
]
< +∞ such
that dP× dt− a.e.,
∀ y ∈ Rk, z ∈ Rk×d, |g(ω, t, y, z)− g(ω, t, y, 0)| ≤ γ(gt(ω) + |y|+ |z|)α.
Remark 1 For later use, it follows from Proposition 1 in Fan [12] that for each p > 1,
(H1b)p =⇒ (H1) =⇒ (H1a)p,
and when p = 1, they are same. In addition, the functions ρ(·), κ(·) and ̺(·) in (H1), (H1a) and (H1b)
all increase at most linearly since they are all nondecreasing and concave function valued 0 at 0. Here
and hereafter we will always denote by A the linear-growth constants of them, i.e.,
ρ(x) ≤ A(x + 1), κ(x) ≤ A(x + 1), ̺(x) ≤ A(x+ 1), ∀ x ∈ R+.
Finally, by Proposition 1 in Fan [12] we also point out that the concavity condition of ρ(·) and ̺(·)
defined respectively in assumptions (H1) and (H1b)p can be replaced with the continuity condition.
7
The following Theorems 1-2 are the main results of this section.
Theorem 1 Assume that the generator g satisfies assumptions (H1) and (H3). Then for each
ξ ∈ L1(Ω,FT ,P;Rk), BSDE (1) admits at most one solution (y·, z·) such that y· belongs to the class (D)
and z· belongs to
⋃
β>αM
β , which leads to that it admits at most one L1 solution.
Proof Assume that (H1) and (H3) hold and that both (yt, zt)t∈[0,T ] and (y
′
t, z
′
t)t∈[0,T ] are solutions
of BSDE (1) such that both (yt)t∈[0,T ] and (y
′
t)t∈[0,T ] belong to the class (D), and both (zt)t∈[0,T ] and
(z′t)t∈[0,T ] belong to M
β for some β ∈ (α, 1).
We first show that (yt − y′t)t∈[0,T ] ∈ Sβ/α. In fact, let us fix n ≥ 1 and denote τn the stopping time
τn := inf
{
t ∈ [0, T ] :
∫ t
0
(|zs|2 + |z′s|2) ds ≥ n
}
∧ T.
Corollary 2.3 in Briand, Delyon, Hu, Pardoux and Stoica [3] leads to the following inequality with setting
yˆ· := y· − y′· and zˆ· := z· − z′·, and t ∈ [0, T ],
|yˆt∧τn | ≤ |yˆτn |+
∫ τn
t∧τn
〈
yˆs
|yˆs|1|yˆs|6=0, g(s, ys, zs)− g(s, y
′
s, z
′
s)
〉
ds−
∫ τn
t∧τn
〈
yˆs
|yˆs|1|yˆs|6=0, zˆsdBs
〉
. (2)
It follows from assumptions (H1) and (H3) that dP× ds− a.e.,〈
yˆs
|yˆs|1|yˆs|6=0, g(s, ys, zs)− g(s, y
′
s, z
′
s)
〉
≤
〈
yˆs
|yˆs|1|yˆs|6=0, g(s, ys, zs)− g(s, y
′
s, zs)
〉
+ |g(s, y′s, zs)− g(s, y′s, z′s)|
≤ ρ(|yˆs|) + 2γ (gs + |y′s|+ |z′s|+ |zs|)α .
(3)
Then, combining (2) with (3) we can deduce that for each n ≥ 1 and t ∈ [0, T ],
|yˆt∧τn | ≤ E
[
|yˆτn |+
∫ τn
t∧τn
ρ(|yˆs|) ds
∣∣∣∣Ft
]
+G(t), (4)
where
G(t) := 2γE
[∫ T
0
(gs + |y′s|+ |z′s|+ |zs|)α ds
∣∣∣∣∣Ft
]
.
Furthermore, since y′· belongs to the class (D), both z· and z
′
· belong to M
β with β > α, and E
[∫ T
0
gt dt
]
<
+∞, we can use Doob’s inequality, Ho¨lder’s inequality and Jensen’s inequality to obtain that
E
[
sup
t∈[0,T ]
|G(t)|β/α
]
< +∞. (5)
Thus, since yˆ· belongs to the class (D) and ρ(·) increases at most linearly, we can send n to +∞ in (4)
and use Lebesgue’s dominated convergence theorem, in view of τn → T as n→∞, yˆT = 0 and Remark
1, to get that for each t ∈ [0, T ],
|yˆt| ≤ G(t) + E
[∫ T
t
ρ(|yˆs|) ds
∣∣∣∣∣Ft
]
≤ AT +G(t) +A
∫ T
t
E [ |yˆs|| Ft] ds,
and then
E [ |yˆr|| Ft] ≤ AT +G(t) +A
∫ T
r
E [ |yˆs|| Ft] ds, r ∈ [t, T ].
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Gronwall’s inequality yields that E [ |yˆr|| Ft] ≤ (AT +G(t)) · eA(T−r), r ∈ [t, T ], form which, by letting
r = t, we have
|yˆt| ≤ (AT +G(t)) · eAT . (6)
This inequality together with (5) leads to
yˆ· = (y· − y′·) ∈ Sp with p := β/α > 1. (7)
In the sequel, note that (yˆt, zˆt)t∈[0,T ] is a solution of the following BSDE:
yˆt =
∫ T
t
gˆ(s, yˆs, zˆs) ds−
∫ T
t
zˆs dBs, t ∈ [0, T ], (8)
where for each (y, z) ∈ Rk×Rk×d, gˆ(t, y, z) := g(t, y+y′t, z+z′t)−g(t, y′t, z′t). It follows from assumptions
(H1) and (H3) on g together with Remark 1 that dP× dt− a.e., for each (y, z) ∈ Rk × Rk×d,
〈y, gˆ(t, y, z)〉 ≤ 〈y, g(t, y + y′t, z + z′t)− g(t, y′t, z + z′t)〉+ |y||g(t, y′t, z + z′t)− g(t, y′t, z′t)|
≤ κ¯(|y|2) + λ|y||z| ≤ A|y|2 + λ|y||z|+A,
(9)
and
|y|p−1
〈
y
|y|1|y|6=0, gˆ(t, y, z)
〉
≤ |y|p−1
〈
y
|y|1|y|6=0, g(t, y + y
′
t, z + z
′
t)− g(t, y′t, z + z′t)
〉
+|y|p−1|g(t, y′t, z + z′t)− g(t, y′t, z′t)|
≤ κ(|y|p) + λ|y|p−1|z|,
(10)
where the functions κ¯(·) and κ(·) are respectively defined in (H1a)2 and (H1a)p. Thus, on one hand,
inequality (9) means that the generator gˆ of BSDE (8) satisfies assumption (A1) with µ = A, ν = λ, ft ≡
0 and ϕt ≡ A. It then follows from Proposition 1 together with (7) that (yˆt, zˆt)t∈[0,T ] is an Lp solution
of BSDE (8). On the other hand, inequality (10) means that the generator gˆ of BSDE (8) also satisfies
assumption (A2) with ψ(·) = κ(·), ν = λ and ft ≡ 0. It then follows from Proposition 2 with u = 0 that
there exists a positive constant Cλ,p,T depending only on λ, p and T such that for each t ∈ [0, T ],
E
[
sup
s∈[t,T ]
|yˆs|p
]
≤ Cλ,p,T
∫ T
t
κ (E [|yˆs|p]) ds ≤ Cλ,p,T
∫ T
t
κ
(
E
[
sup
u∈[s,T ]
|yˆu|p
])
ds. (11)
Thus, in view of the fact that
∫
0+
du
κ(u) = +∞, Bihari’s inequality (Lemma 2) yields that
E
[
sup
t∈[0,T ]
|yt − y′t|p
]
= E
[
sup
t∈[0,T ]
|yˆt|p
]
= 0. (12)
Finally, by (9), Remark 1 and Lemma 1 we can check that the generator gˆ of BSDE (8) satisfies
assumption (A1) with µ = m+ 2A, ν = λ, ft ≡ 0 and ϕt = κ¯( 2Am+2A ) for each m ≥ 1. It then follows
from Proposition 1 with u = t = 0 that there exists a positive constant Cm,λ,p,T depending on m, λ, p
and T , and a positive constant Cp depending only on p such that for each m ≥ 1,
E

(∫ T
0
|zˆs|2 ds
)p/2 ≤ Cm,λ,p,TE
[
sup
t∈[0,T ]
|yˆt|p
]
+ Cp
(
κ¯(
2A
m+ 2A
) · T
)p/2
. (13)
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Thus, in view of (12) and the fact that κ¯(·) is a continuous function with κ¯(0) = 0, sending m → ∞ in
the previous inequality we deduce that
E


(∫ T
0
|zs − z′s|2 ds
)p/2 = E


(∫ T
0
|zˆs|2 ds
)p/2 = 0.
The proof of Theorem 1 is then complete. 
We now turn to the existence part of our study. We will prove the following result.
Theorem 2 Assume that the generator g satisfies assumptions (H1)-(H3). In the case when the α
defined in (H3) values in [1/2, 1), we further assume that there exists a constant p¯ > 1 such that the
function ρ(·) in (H1) satisfies ∫
0+
up¯−1
ρp¯(u)
du = +∞. (14)
Then for each ξ ∈ L1(Ω,FT ,P;Rk), BSDE (1) admits an L1 solution (yt, zt)t∈[0,T ].
Remark 2 It follows from Proposition 1 in Fan [12] that if g satisfies (H1) with a ρ(·) satisfying (14)
for some p¯ > 1, then g must satisfy (H1b)p¯. And vice versa. This fact will be perfectly utilized later.
The following Proposition 5 is the first step to prove Theorem 2, which studies the case where the
generator g does not depend on the variable z.
Proposition 5 Let the generator g be independent of z and satisfy assumptions (H1)-(H2). Then
for each ξ ∈ L1(Ω,FT ,P;Rk), BSDE (1) admits an L1 solution (yt, zt)t∈[0,T ].
Proof Assume that ξ ∈ L1(Ω,FT ,P;Rk), g is independent of z and assumptions (H1) and (H2)
hold. For each n ≥ 1, we denote qn(x) = xn/(n ∨ |x|) and set
ξn := qn(ξ), g
n(t, y) := g(t, y)− g(t, 0) + qn(g(t, 0)).
Note that both |ξn| and |gn(t, 0)| are bounded by n, and that the generator gn(t, y) satisfies (H1) and
(H2) for each n ≥ 1. It then follows from Corollary 2 with p = 2 in Fan [12] that the following BSDE
ynt = ξ
n +
∫ T
t
gn(s, yns ) ds−
∫ T
t
zns dBs, t ∈ [0, T ] (15)
admits a unique L2 solution (ynt , z
n
t )t∈[0,T ].
For each n, i ≥ 1, we set yˆn,i· := yn+i· − yn· , zˆn,i· := zn+i· − zn· and ξˆn,i := ξn+i − ξn. It follows from
Corollary 2.3 in [3] that for each n, i ≥ 1 and t ∈ [0, T ],
|yˆn,it | ≤ |ξˆn,i|+
∫ T
t
〈
yˆn,is
|yˆn,is |
1|yˆn,is |6=0
, gn+i(s, yn+is )− gn(s, yns )
〉
ds−
∫ T
t
〈
yˆn,is
|yˆn,is |
1|yˆn,is |6=0
, zˆn,is dBs
〉
.
(16)
It follows from assumption (H1) and definition of gn(t, y) that dP× ds− a.e.,〈
yˆn,is
|yˆn,is |
1|yˆn,is |6=0
, gn+i(s, yn+is )− gn(s, yns )
〉
≤
〈
yˆn,is
|yˆn,is |
1|yˆn,is |6=0
, gn+i(s, yn+is )− gn+i(s, yns )
〉
+|gn+i(s, yns )− gn(s, yns )|
≤ ρ(|yˆn,is |) + |g(s, 0)|1|g(s,0)|>n.
(17)
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Then, combining (16) and (17), in view of Fubini’s Theorem and Jensen’s inequality, we can get that for
each n, i ≥ 1 and t ∈ [0, T ],
|yˆn,it | ≤ Hn(t) +
∫ T
t
ρ
(
E
[ |yˆn,is |∣∣Ft]) ds, (18)
where
Hn(t) := E
[
|ξ|1|ξ|>n +
∫ T
0
|g(s, 0)|1|g(s,0)|>nds
∣∣∣∣∣Ft
]
.
In the sequel, by virtue of Fubini’s theorem and Jensen’s inequality, it follows from (18) that for each
n, i ≥ 1 and t ∈ [0, T ],
E
[ |yˆn,ir |∣∣Ft] ≤ Hn(t) +
∫ T
r
ρ
(
E
[ |yˆn,is |∣∣Ft]) ds, r ∈ [t, T ].
Then in view of Remark 1, Gronwall’s inequality yields that for each n, i ≥ 1 and (ω, t) ∈ Ω× [0, T ],
|yˆn,it | = E
[
|yˆn,it |
∣∣∣Ft] ≤ (Hn(t) +AT ) · eA(T−t). (19)
This inequality together with Lemma 6.1 in [3] leads to that for each β ∈ (0, 1),
sup
n≥1
E
[
sup
i≥1
sup
t∈[0,T ]
|yˆn,it |β
]
≤ C
(
1 + sup
n≥1
E
[
sup
t∈[0,T ]
|Hn(t)|β
])
≤ C
(
1 +
1
1− β supn≥1(E[Hn(T )])
β
)
< +∞,
(20)
where C > 0 is a constant depending only on A, T and β. This means that the sequence
{
sup
i≥1
sup
t∈[0,T ]
|yˆn,it |β
′
}+∞
n=1
is uniformly integrable for each β′ ∈ (0, 1).
On the other hand, by virtue of Fubini’s theorem and Jensen’s inequality, it follows from (18) that
for each n, i ≥ 1 and t ∈ [0, T ],
E
[
|yˆn,it |
∣∣∣Fu] ≤ Hn(u) +
∫ T
t
ρ
(
E
[ |yˆn,is |∣∣Fu]) ds, u ∈ [0, t],
and then, in view of the fact that ρ(·) is a nondecreasing function,
hn(t) ≤ sup
u∈[0,T ]
Hn(u) +
∫ T
t
ρ (hn(s)) ds, t ∈ [0, T ], (21)
where
hn(t) := sup
i≥1
sup
0≤u≤t
E
[
|yˆn,it |
∣∣∣Fu]
are all nonnegative functions. Thus, by virtue of Lemma 2 we can deduce that for each n ≥ 1 and ω ∈ Ω,
hn(t) ≤ Θ−1(Θ( sup
t∈[0,T ]
Hn(t)) + T ), t ∈ [0, T ], (22)
where
Θ(x) :=
∫ x
1
1
ρ(x)
dx, x > 0 (23)
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is a strictly increasing and continuous function valued in R, and Θ−1 is the inverse function of Θ.
Furthermore, by the maximum inequality with respect to sub-martingale and Lebesgue’s dominated
convergence theorem we have, for each ǫ > 0, as n→∞,
P
({
sup
t∈[0,T ]
|Hn(t)| ≥ ǫ
})
≤ 1
ǫ
E[|Hn(T )|] −→ 0. (24)
Thus, noticing by the definition of hn(t) together with (22) that
sup
t∈[0,T ]
sup
i≥1
E
[
|yˆn,it |
]
≤ sup
t∈[0,T ]
hn(t) ≤ Θ−1(Θ( sup
t∈[0,T ]
Hn(t)) + T )
and
sup
t∈[0,T ]
sup
i≥1
|yˆn,it | = sup
t∈[0,T ]
sup
i≥1
E
[
|yˆn,it |
∣∣∣Ft] ≤ sup
t∈[0,T ]
hn(t) ≤ Θ−1(Θ( sup
t∈[0,T ]
Hn(t)) + T ),
from (24) we can deduce that for each ǫ > 0,
0 ≤ lim
n→∞
P
({
sup
i≥1
sup
t∈[0,T ]
E
[
|yˆn,it |
]
≥ ǫ
})
≤ lim
n→∞
P
({
sup
t∈[0,T ]
|Hn(t)| ≥ Θ−1(Θ(ǫ)− T )
})
= 0
and
0 ≤ lim
n→∞
P
({
sup
i≥1
sup
t∈[0,T ]
|yˆn,it | ≥ ǫ
})
≤ lim
n→∞
P
({
sup
t∈[0,T ]
|Hn(t)| ≥ Θ−1(Θ(ǫ)− T )
})
= 0. (25)
That is to say,
lim
n→∞
sup
i≥1
sup
t∈[0,T ]
E
[
|yˆn,it |
]
= 0 (26)
and
{
supi≥1 supt∈[0,T ] |yˆn,it |
}+∞
n=1
converges to 0 in probability as n→∞.
Combining (20) and (25) we get that for each β ∈ (0, 1),
lim
n→∞
sup
i≥1
E
[
sup
t∈[0,T ]
|yˆn,it |β
]
= 0. (27)
It then follows from (19), (26) and (27) that there exists a process (yt)t∈[0,T ] which belongs to the class
(D) and the space
⋂
β∈(0,1) Sβ such that
lim
n→∞
sup
t∈[0,T ]
E [|ynt − yt|] = 0 (28)
and for each β ∈ (0, 1),
lim
n→∞
E
[
sup
t∈[0,T ]
|ynt − yt|β
]
= 0. (29)
Furthermore, note that (yˆn,it , zˆ
n,i
t )t∈[0,T ] is a solution of the following BSDE:
yˆn,it = ξˆ
n,i +
∫ T
t
gˆn,i(s, yˆn,is ) ds−
∫ T
t
zˆn,is dBs, t ∈ [0, T ], (30)
where for each n, i ≥ 1 and y ∈ Rk, gˆn,i(t, y) := gn+i(t, y + ynt ) − gn(t, ynt ). It follows from assumption
(H1) on g together with Remark 1 that dP× dt− a.e., for each n, i ≥ 1 and y ∈ Rk,
〈y, gˆn,i(t, y)〉 ≤ 〈y, gn+i(t, y + ynt )− gn+i(t, ynt )〉+ |y||gn+i(t, ynt )− gn(t, ynt )|
≤ κ(|y|2) + |y||g(t, 0)|1|g(t,0)|>n,
(31)
12
where the function κ(·) is defined in (H1a)2. Thus, by (31), Remark 1 and Lemma 1 we can check
that the generator gˆn,i of BSDE (30) satisfies assumption (A1) with p = β, µ = m + 2A, ν = 0, ft =
|g(t, 0)|1|g(t,0)|>n and ϕt = κ( 2Am+2A ) for each m ≥ 1 and β ∈ (0, 1). It then follows from Proposition 1
with u = t = 0 and p = β that for each m,n, i ≥ 1, there exist a constant Cm,A,β,T > 0 depending only
on m,A, β and T , and a constant C > 0 such that for each β ∈ (0, 1),
E


(∫ T
0
|zˆn,is |2 ds
)β/2 ≤ Cm,A,β,TE
[
sup
t∈[0,T ]
|yˆn,it |β
]
+ C
(
κ(
2A
m+ 2A
) · T
)β/2
+CE

(∫ T
0
|g(t, 0)|1|g(t,0)|>ndt
)β .
(32)
Thus, taking superemum with respect to i and sending first n → ∞ (m being fixed) and then m → ∞
in (32), by virtue of (27), (H2), Lebesgue’s dominated convergence theorem and the fact that κ(·) is
continuous function with κ(0) = 0, we can deduce that for each β ∈ (0, 1),
lim
n→∞
sup
i≥1
E


(∫ T
0
|zn+is − zns |2 ds
)β/2 = lim
n→∞
sup
i≥1
E


(∫ T
0
|zˆn,is |2 ds
)β/2 = 0,
which means that there exists a process (zt)t∈[0,T ] which belongs to
⋂
β∈(0,1) Sβ such that
∀ β ∈ (0, 1), lim
n→∞
E


(∫ T
0
|zns − zs|2 ds
)β/2 = 0. (33)
Finally, since
∫ T
t
zns dBs converges to
∫ T
t
zs dBs under the uniform convergence in probability (ucp
for short) by (33) and since y 7→ g(t, y) is continuous and (29) holds true, we can easily check by taking
limit in both sides of BSDE (15) under ucp that (yt, zt)t∈[0,T ] is an L
1 solution of BSDE (1). 
Remark 3 Compared with the existing works, the argument between (18)-(29) involved in Gronwall’s
inequality, Bihari’s ineqality and the relationship between convergence in L1 and in probability seems to
be new.
With Proposition 5 in the hand we can prove the main existence result.
Proof of Theorem 2 Assume that ξ ∈ L1(Ω,FT ,P;Rk) and the generator g satisfies assumptions
(H1)-(H3). Furthermore, in the case of α ∈ [1/2, 1) in (H3) we also assume that g satisfies (H1) with a
function ρ(·) satisfying (14) for some p¯ > 1. We will use some kind of Picard’s iterative procedure.
Let us set (y0· , z
0
· ) := (0, 0). Note by (H3) that g has a sublinear growth with respect to z. By virtue
of Ho¨lder’s inequality and assumptions (H1) and (H2) of g, it is not hard to verify that the generator
g(t, y, zt) satisfies (H1) and (H2) for each (zt)t∈[0,T ] ∈ M1. Thus, with the help of Proposition 5, we can
define the process sequence {(ynt , znt )t∈[0,T ]}∞n=1 recursively,
ynt = ξ +
∫ T
t
g(s, yns , z
n−1
s ) ds−
∫ T
t
zns dBs, t ∈ [0, T ], (34)
where for each n ≥ 1, (ynt , znt )t∈[0,T ] belongs to the space Sβ ×Mβ for each β ∈ (0, 1), and (ynt )t∈[0,T ]
belongs to the class (D).
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For each n, i ≥ 0, set yˆn,i· := yn+i· − yn· and zˆn,i· := zn+i· − zn· . Arguing as in the proof of Theorem 1,
we can get, in view of (H1) and (H3), that for each n, i ≥ 1,
|yˆn,it | ≤
(
AT +Gn,i(t)
) · eAT , t ∈ [0, T ],
where
Gn,i(t) := 2γE
[∫ T
0
(
gs + |yns |+ |zn−1s |+ |zn+i−1s |
)α
ds
∣∣∣∣∣Ft
]
∈ Sq (35)
as soon as αq < 1 with q > 1. Hence, for each n, i ≥ 1, we know that (yˆn,it )t∈[0,T ] belongs to the space
Sq as soon as αq < 1 with q > 1. In the sequel, we will deal with two cases respectively:
(i) α ∈ (0, 1/2); (ii) α ∈ [1/2, 1).
Case (i): In this case, we can pick q = 2, then for each n, i ≥ 1,
(yˆn,it )t∈[0,T ] ∈ S2. (36)
Note that for each n, i ≥ 1, (yˆn,it , zˆn,it )t∈[0,T ] is a solution of the following BSDE:
yˆn,it =
∫ T
t
g¯n,i(s, yˆn,is ) ds−
∫ T
t
zˆn,is dBs, t ∈ [0, T ], (37)
where for each y ∈ Rk, g¯n,i(s, y) := g(s, y + yns , zn+i−1s )− g(s, yns , zn−1s ). It follows from (H1), (H3) and
Remark 1 that dP× dt− a.e., for each y ∈ Rk,
〈y, g¯n,i(t, y)〉 ≤ κ(|y|2) + 2γ|y| (gs + |yns |+ |zn−1s |+ |zn+i−1s |)α
≤ A|y|2 + 2γ|y| (gs + |yns |+ |zn−1s |+ |zn+i−1s |)α +A, (38)
and
〈y, g¯n,i(t, y)〉 ≤ κ(|y|2) + λ|y||zn+i−1t − zn−1t | = κ(|y|2) + λ|y||zˆn−1,it |, (39)
where κ(·) is defined in (H1a)2. Thus, by (35) and (38) we know that the generator g¯n,i(t, y) of BSDE (37)
satisfies assumption (A1) with p = 2, µ = A, ν = 0, ft = 2γ
(
gt + |ynt |+ |zn−1t |+ |zn+i−1t |
)α
and ϕt ≡
A. Then, in view of (36), it follows from Proposition 1 with p = 2 that zˆn,i· ∈ M2. Consequently, for
each n, i ≥ 1, (yˆn,it , zˆn,it )t∈[0,T ] is an L2 solution of BSDE (37).
On the other hand, it follows from (39) that for each n ≥ 2 and i ≥ 1, the generator g¯n,i(t, y) of
BSDE (37) also satisfies assumption (A2) with p = 2, ψ(u) = κ(u), ν = 0, ft = λ|zˆn−1,it |. Then, by
Proposition 3 with u = 0 and Ho¨lder’s inequality we can deduce that there exists a constant C > 0 such
that for each t ∈ [0, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |2
]
+ E
[∫ T
t
|zˆn,is |2 ds
]
≤ eC(T−t)
{∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|yˆn,ir |2
])
ds+ λ2(T − t)E
[∫ T
t
|zˆn−1,is |2 ds
]}
.
(40)
Now, let
δT := min
{
ln 2
C
,
1
16λ2
,
ln 2
2A
}
and Tj := (T − jδT ) ∨ 0, ∀ j = 1, 2, · · ·
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Then for each t ∈ [T1, T ], we have
eC(T−t) ≤ 2, λ2eC(T−t)(T − t) ≤ 1
8
, e2A(T−t) ≤ 2. (41)
Combining (40) with (41) yields that for each n ≥ 2, i ≥ 1 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |2
]
+ E
[∫ T
t
|zˆn,is |2 ds
]
≤ 2
∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|yˆn,ir |2
])
ds+
1
8
E
[∫ T
t
|zˆn−1,is |2 ds
]
. (42)
Furthermore, note by Remark 1 that κ(x) ≤ A(x+1) for each x ≥ 0. Gronwall’s inequality with (42)
and (41) yields that for each n ≥ 2, i ≥ 1 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |2
]
+ E
[∫ T
t
|zˆn,is |2 ds
]
≤
(
2AT +
1
8
E
[∫ T
t
|zˆn−1,is |2 ds
])
· e2A(T−t)
≤ 4AT + 1
4
E
[∫ T
t
|zˆn−1,is |2 ds
]
.
(43)
By picking n = 2 and i = m− 2 in (43) we get that for each t ∈ [T1, T ] and m ≥ 3,
E
[∫ T
t
|zms − z2s |2 ds
]
≤ 4AT + 1
4
E
[∫ T
t
|zm−1s − z1s |2 ds
]
≤ 4AT + 1
2
E
[∫ T
0
|z2s − z1s |2 ds
]
+
1
2
E
[∫ T
t
|zm−1s − z2s |2 ds
]
,
from which we can obtain by induction that for each t ∈ [T1, T ],
sup
m≥3
E
[∫ T
t
|zms − z2s |2 ds
]
≤ 8AT + E
[∫ T
0
|z2s − z1s |2 ds
]
< +∞. (44)
In addition, for each n ≥ 2, i ≥ 1 and t ∈ [0, T ] we have
1
4
E
[∫ T
t
|zˆn−1,is |2 ds
]
≤ 1
2
E
[∫ T
t
(|zn−1+is − z2s |2 + |zn−1s − z2s |2) ds
]
≤ sup
m≥1
E
[∫ T
t
|zms − z2s |2 ds
]
.
(45)
Combining (43), (45) and (44) yields that for each t ∈ [T1, T ],
sup
n≥2
sup
i≥1
(
E
[
sup
r∈[t,T ]
|yˆn,ir |2
]
+ E
[∫ T
t
|zˆn,is |2 ds
])
≤ 12AT + E
[∫ T
0
|z2s − z1s |2 ds
]
< +∞. (46)
Now, in view of (46), by first taking supremumwith respect to i and then taking lim sup with respect to
n in (42) and finally using Fatou’s lemma, the monotonicity and continuity of the function κ(·) together
with Bihari’s inequality, we can deduce the existence of processes (Yt, Zt)t∈[T1,T ] ∈ S2(T1, T ;Rk) ×
M2(T1, T ;R
k×d) such that
lim
n→∞
E
[
sup
t∈[T1,T ]
|(ynt − y1t )− Yt|2 +
∫ T
T1
|(znt − z1t )− Zt|2 dt
]
= 0. (47)
Thus, note that (y1t , z
1
t )t∈[0,T ] ∈ Sβ ×Mβ for each β ∈ (0, 1) and (y1t )t∈[0,T ] belongs to the class (D).
By passing to the limit in ucp for BSDE (34), in view of (47), (H2), (H3) and Lebesgue’s dominated
convergence theorem, we deduce that (yt, zt)t∈[T1,T ] := (Yt + y
1
t , Zt + z
1
t )t∈[T1,T ] is an L
1 solution to the
BSDE with parameters (ξ, T, g) on [T1, T ].
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Finally, noticing that the δT > 0 depends only on λ and A, we can find a minimal integer N ≥ 1
such that TN = 0. Thus, we can repeat, in finite steps, the above procedure to obtain an L
1 solution to
BSDE (1) on [T2, T1], [T3, T2], · · · , [0, TN−1], and then we find an L1 solution to BSDE (1) on [0, T ].
Case (ii): In this case, we can pick a q ∈ (1, p¯ ∧ 1α ), then for each n, i ≥ 1,
(yˆn,it )t∈[0,T ] ∈ Sq. (48)
Note that q < p¯ and that we also assume that equality (14) holds in this case. It follows from Proposition
1 in Fan [12] that g also satisfies (H1b)p¯ and then (H1b)q. Note further that (37) and (38) is also true.
In the same way as that in case (i), it follows from Proposition 1 with p = q that, in view of (48) and
(35), zˆn,it ∈Mq. Consequently, for each n, i ≥ 1, (yˆn,it , zˆn,it )t∈[0,T ] is an Lq solution of BSDE (37).
Furthermore, it follows from (H1b)q and (H3) of the generator g together with Remark 1 that dP×
dt− a.e., for each y ∈ Rk,
〈
y
|y|1|y|6=0, g¯
n,i(t, y)
〉
≤ ̺ 1q (|y|q) + λ|zˆn−1,it |,
where ̺(·) is defined in (H1b)q. Then, for each n ≥ 2 and i ≥ 1, the generator g¯n,i(t, y) of BSDE (37)
satisfies assumption (A3) with p = q, φ(u) = ̺(u), ν = 0, ft = λ|zˆn−1,it |. Then, by Proposition 4 with
u = 0 and p = q together with Ho¨lder’s inequality we can deduce that there exists a constant Cq > 0
depending only on q such that for each n ≥ 2, i ≥ 1 and t ∈ [0, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |q
]
+ E

(∫ T
t
|zˆn,is |2 ds
)q/2
≤ eCq(T−t)


∫ T
t
̺
(
E
[
sup
r∈[s,T ]
|yˆn,ir |q
])
ds+ λq(T − t)q/2E

(∫ T
t
|zˆn−1,is |2 ds
)q/2

 .
(49)
Now, let
δT := min
{
ln 2
Cq
,
(
1
16λq
) 2
q
,
ln 2
2A
}
and T¯j := (T − jδT ) ∨ 0, ∀ j = 1, 2, · · ·
Then for each t ∈ [T¯1, T ], we have
eCq(T−t) ≤ 2, λqeCq(T−t)(T − t)q/2 ≤ 1
8
, e2A(T−t) ≤ 2. (50)
Combining (49) with (50) yields that for each n ≥ 2, i ≥ 1 and t ∈ [T¯1, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |q
]
+ E


(∫ T
t
|zˆn,is |2 ds
)q/2
≤ 2
∫ T
t
̺
(
E
[
sup
r∈[s,T ]
|yˆn,ir |q
])
ds+
1
8
E

(∫ T
t
|zˆn−1,is |2 ds
)q/2 .
(51)
Furthermore, note by Remark 1 that ̺(x) ≤ A(x+1) for each x ≥ 0. Gronwall’s inequality with (51)
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and (50) yields that for each n ≥ 2, i ≥ 1 and t ∈ [T¯1, T ],
E
[
sup
r∈[t,T ]
|yˆn,ir |q
]
+ E


(∫ T
t
|zˆn,is |2 ds
)q/2 ≤

2AT + 1
8
E


(∫ T
t
|zˆn−1,is |2 ds
)q/2

 · e2A(T−t)
≤ 4AT + 1
4
E


(∫ T
t
|zˆn−1,is |2 ds
)q/2 ,
(52)
from which, in view of q ∈ (1, 2) and the basic inequality
(∫ T
t
(as + bs)
2 ds
)q/2
≤ 2

(∫ T
t
a2s ds
)q/2
+
(∫ T
t
b2s ds
)q/2
for each as, bs ∈ L2([t, T ]), by a similar argument to that in case (i) we can deduce that for each n ≥ 1
and t ∈ [T¯1, T ],
sup
n≥2
sup
i≥1

E
[
sup
r∈[t,T ]
|yˆn,ir |q
]
+ E


(∫ T
t
|zˆn,is |2 ds
)q/2

 ≤ 12AT +E


(∫ T
0
|z2s − z1s |2 ds
)q/2 < +∞.
(53)
Now, in view of (53), by first taking supremumwith respect to i and then taking lim sup with respect to
n in (51) and finally using Fatou’s lemma, the monotonicity and continuity of the function κ(·) together
with Bihari’s inequality, we can deduce the existence of processes (Yt, Zt)t∈[T¯1,T ] ∈ Sq(T¯1, T ;Rk) ×
Mq(T¯1, T ;R
k×d) such that
lim
n→∞
E

 sup
t∈[T¯1,T ]
|(ynt − y1t )− Yt|q +
(∫ T
T¯1
|(znt − z1t )− Zt|2dt
)q/2 = 0. (54)
Thus, note that (y1t , z
1
t )t∈[0,T ] ∈ Sβ ×Mβ for each β ∈ (0, 1) and (y1t )t∈[0,T ] belongs to the class (D).
By passing to the limit in ucp for BSDE (34), in view of (54), (H2), (H3) and Lebesgue’s dominated
convergence theorem, we deduce that (yt, zt)t∈[T¯1,T ] := (Yt + y
1
t , Zt + z
1
t )t∈[T¯1,T ] is an L
1 solution to the
BSDE with parameters (ξ, T, g) on [T¯1, T ].
Finally, noticing that the positive real number δT depends only on q, λ and A, we can find a minimal
integer N¯ ≥ 1 such that TN¯=0. Thus, we can repeat, in finite steps, the above procedure to obtain an
L1 solution to BSDE (1) on [T¯2, T¯1], [T¯3, T¯2], · · · , [0, T¯N¯−1], and then we find an L1 solution to BSDE
(1) on [0, T ]. The proof of Theorem 2 is finally completed. 
Remark 4 We would like to mention that it is interesting that in the case of α in (H3) values in
[1/2, 1), the assumption (H1) in Theorem 2 needs to be replaced with the stronger assumption (H1)p¯.
The main reason is to ensure obtaining the key inequality (49). This indicates the difference between
Propositions 3 and 4. In addition, we point out that how to divide appropriately the time interval [0, T ]
is also one of key problems in the proof of Theorem 2.
4. Existence and Uniqueness of the solution in S1 ×M1 and examples
In this section, by virtue of Theorems 1 and 2 we will establish an existence and uniqueness result
of the solution in the space S1 × M1 (a new type of L1 solution) for multidimensional BSDEs with
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generators of one-sided Osgood type. This is the first time to the best of our knowledge. We will also
provide two examples in this section to illustrate our theoretical results.
Theorem 3 Assume that the generator g satisfies assumptions (H1)-(H3). In the case when the α
defined in (H3) values in [1/2, 1), we also assume that there exists a constant p¯ > 1 such that the function
ρ(·) in (H1) satisfies (14). If the following assumption (H4) holds true:
(H4) E
[
sup
t∈[0,T ]
(
E
[
|ξ|+
∫ T
0
|g(s, 0, 0)| ds
∣∣∣∣∣Ft
])]
< +∞.
then BSDE (1) admits a unique solution (yt, zt)t∈[0,T ] in S1(0, T ;Rk)×M1(0, T ;Rk×d).
Proof It is clear that the uniqueness follows from Theorem 1 directly. Note that if (H4) holds true,
then ξ ∈ L1(Ω,FT ,P;Rk). It follows from Theorems 1-2 that BSDE (1) admits a unique L1 solution
(yt, zt)t∈[0,T ], i.e., (yt)t∈[0,T ] belongs to the class (D) and (yt, zt)t∈[0,T ] ∈ Sβ ×Mβ for each β ∈ (0, 1).
Hence, in order to complete the proof of Theorem 3, it remains to show, under (H1)-(H4),
(yt, zt)t∈[0,T ] ∈ S1(0, T ;Rk)×M1(0, T ;Rk×d).
In fact, let us fix n ≥ 1 and denote τn the stopping time
τn := inf
{
t ∈ [0, T ] :
∫ t
0
|zs|2 ds ≥ n
}
∧ T.
By Corollary 2.3 in [3] we know that for each t ∈ [0, T ],
|yt∧τn | ≤ |yτn |+
∫ τn
t∧τn
〈
ys
|ys|1|ys|6=0, g(s, ys, zs)
〉
ds−
∫ τn
t∧τn
〈
ys
|ys|1|ys|6=0, zsdBs
〉
. (55)
And, it follows from (H1) and (H3) that dP× ds− a.e.,〈
ys
|ys|1|ys|6=0, g(s, ys, zs)
〉
≤ ρ(|ys|) + |g(s, 0, 0)|+ γ(gs + |zs|)α. (56)
Thus, in view of (55) and (56), using a similar argument to that in the proof of Theorem 1 we can get
that for each t ∈ [0, T ],
|yt| ≤ (AT + G¯(t)) · eAT , (57)
where
G¯(t) := E
[
|ξ|+
∫ T
0
|g(s, 0, 0)| ds+ γ
∫ T
0
(gs + |zs|)α ds
∣∣∣∣∣Ft
]
, t ∈ [0, T ].
Furthermore, it follows from (H4) and a similar argument to obtain (5) that G¯(·) ∈ S1(0, T ;Rk) and
then, in view of (57), (yt)t∈[0,T ] ∈ S1(0, T ;Rk). Finally, note by (H1) and (H3) together with Remark 1
that dP× dt− a.e., for each (y, z) ∈ Rk × Rk×d,
〈y, g(t, y, z)〉 ≤ κ¯(|y|2) + λ|y||z|+ |y||g(t, 0, 0)| ≤ A|y|2 + λ|y||z|+ |y||g(t, 0, 0)|+A,
where the function κ¯(·) is defined in (H1a)2. It follows from Proposition 1 with p = 1 and u = t = 0 that
(zt)t∈[0,T ] ∈M1(0, T ;Rk×d). Theorem 3 is then proved. 
By Theorems 1-3 and Remarks 1 and 2 the following corollary is immediate.
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Corollary 1 Assume that the generator g satisfies assumption (H1b)p for some p > 1, (H2) and (H3).
Then, for each ξ ∈ L1(Ω,FT ,P;Rk), BSDE (1) admits a unique L1 solution (yt, zt)t∈[0,T ]. Furthermore,
if (H4) holds true, then (yt, zt)t∈[0,T ] ∈ S1(0, T ;Rk)×M1(0, T ;Rk×d).
Remark 5 Note that if the generator g satisfies the monotonicity condition used in Briand, Delyon,
Hu, Pardoux and Stoica [3], then it must satisfy (H1b)p for all p > 1. Theorems 1-3 of this paper
generalize Theorems 6.2 and 6.3 in [3].
Example 1 Let k = 1 and
g(ω, t, y, z) = h(|y|)− e|Bt(ω)|·y + (e−y ∧ 1) · sin |z|+ 1√
t
1t>0,
where
h(x) =


−x| lnx| , 0 < x ≤ δ;
h′(δ − 0)(x− δ) + h(δ) , x > δ;
0 , other cases
with δ > 0 small enough.
It is not hard to check that g satisfies assumptions (H2) and (H3) with λ = 1 and any α ∈ (0, 1/2).
Furthermore, note that e−βy is decreasing in y for each β ≥ 0, h(·) is concave and sub-additive and then
the following inequality holds: dP× dt− a.e.,
∀ y1, y2, z,
〈
y1 − y2
|y1 − y2|1|y1−y2|6=0, g(ω, t, y1, z)− g(ω, t, y2, z)
〉
≤ h(|y1 − y2|)
with
∫
0+
du
h(u) = +∞. It follows that g also satisfies assumption (H1). Then, by Theorems 1-2 we know
that for each ξ ∈ L1(Ω,FT ,P;Rk), the BSDE with the parameters (ξ, T, g) admits a unique L1 solution
(yt, zt)t∈[0,T ]. Moreover, by Theorem 3 we also know that if (H4) holds true for ξ and g(t, 0, 0), then
(yt, zt)t∈[0,T ] ∈ S1(0, T ;Rk)×M1(0, T ;Rk×d).
Example 2 Let y = (y1, · · · , yk) and g(ω, t, y, z) = (g1(ω, t, y, z), · · · , gk(ω, t, y, z)), where for each
i = 1, · · · , k,
gi(ω, t, y, z) := e
−yi + h¯(|y|) +
(
|z|2 ∧ |z|2/3
)
+ |Bt(ω)|,
with
h¯(x) =


−x| lnx|1/p , 0 < x ≤ δ;
h¯′(δ − 0)(x− δ) + h¯(δ) , x > δ;
0 , other cases
with δ > 0 small enough and p > 1.
In the same way as in Example 1, we can check that this generator g satisfies assumptions (H1b)p
with function h¯(·), (H2) and (H3) with λ = 1 and α = 2/3. It then follows from Corollary 1 that for each
ξ ∈ L1(Ω,FT ,P;Rk), the BSDE with the parameters (ξ, T, g) admits a unique L1 solution (yt, zt)t∈[0,T ].
And, if (H4) holds true for ξ and g(t, 0, 0), then (yt, zt)t∈[0,T ] ∈ S1(0, T ;Rk)×M1(0, T ;Rk×d).
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5. Stability of the L1 solutions and the solutions in S1 ×M1
In this section, enlightened by the proof of Proposition 5 and Theorems 2-3, we shall put forward
and prove the stability theorems of the L1 solutions and the solutions in the space S1 ×M1 for multidi-
mensional BSDEs with generators of one-sided Osgood type. To the best of our knowledge, this is the
first time for the L1 solution of multidimensional BSDEs.
In the sequel, for each m ∈ N, let ξm ∈ L1(Ω,FT ,P;Rk) and let (ymt , zmt )t∈[0,T ] be an L1 solution of
the following BSDEs depending on parameter m:
ymt = ξ
m +
∫ T
t
gm(s, yms , z
m
s ) ds−
∫ T
t
zms dBs, t ∈ [0, T ]. (58)
Furthermore, we introduce the following assumptions:
(B1) All gm satisfy assumptions (H1)-(H3) with the same parameters ρ(·), λ, γ, gt and α. Further-
more, in the case of α ∈ [1/2, 1) we assume that g satisfies (H1) with a function ρ(·) satisfying (14) for
some p¯ > 1.
(B2) There exists a nonnegative real number sequence {am}+∞m=1 satisfying limm→∞ am = 0 such that
dP× dt− a.e., for each m ≥ 1,
∀ (y, z) ∈ Rk × Rk×d, |gm(ω, t, y, z)− g0(ω, t, y, z)| ≤ am. (59)
And,
lim
m→∞
E
[|ξm − ξ0|] = 0. (60)
The following Theorem 4 is the stability theorem of L1 solutions.
Theorem 4 Under assumptions (B1) and (B2), we have
lim
m→∞
sup
t∈[0,T ]
E
[|ymt − y0t |] = 0, (61)
and for each β ∈ (0, 1),
lim
m→∞
E

 sup
t∈[0,T ]
|ymt − y0t |β +
(∫ T
0
|zms − z0s |2ds
)β/2 = 0. (62)
Proof For each m ∈ N, set (ym,0· , zm,0· ) := (0, 0) and, similar to the beginning part of the proof of
Theorem 2, define recursively the process sequence {(ym,n· , zm,n· )}+∞n=1 by the L1 solutions of the following
BSDEs
ym,nt = ξ
m +
∫ T
t
gm,n(s, ym,ns , z
m,n−1
s ) ds−
∫ T
t
zm,ns dBs, t ∈ [0, T ], (63)
where (ym,nt , z
m,n
t )t∈[0,T ] ∈ Sβ ×Mβ for each β ∈ (0, 1) and (ym,nt )t∈[0,T ] belongs to the class (D) for
each m,n ∈ N.
In the sequel, note that dP× dt− a.e.,
|ymt − y0t | ≤ |ymt − ym,nt |+ |ym,nt − y0,nt |+ |y0,nt − y0t | ≤ 2 sup
m≥0
|ym,nt − ymt |+ |ym,nt − y0,nt | (64)
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and
|zmt − z0t | ≤ |zmt − zm,nt |+ |zm,nt − z0,nt |+ |z0,nt − z0t | ≤ 2 sup
m≥0
|zm,nt − zmt |+ |zm,nt − z0,nt |. (65)
We will estimate, respectively, every term of the right hand in (64) and (65).
Firstly, the following Proposition 6 gives the estimates with respect to the second term of the right
hand in (64) and (65).
Proposition 6 For each n ≥ 1, we have
lim
m→∞
sup
t∈[0,T ]
E
[
|ym,nt − y0,nt |
]
= 0, (66)
and for each β ∈ (0, 1),
lim
m→∞
E

 sup
t∈[0,T ]
|ym,nt − y0,nt |β +
(∫ T
0
|zm,ns − z0,ns |2 ds
)β/2 = 0. (67)
Proof We first consider the case of n = 1. Let us fix k,m ≥ 1 and denote τmk the stopping time
τmk := inf
{
t ∈ [0, T ] :
∫ t
0
(|zm,1s |2 + |z0,1s |2) ds ≥ k
}
∧ T.
Corollary 2.3 in [3] leads to the following inequality
|yˆm,1t∧τm
k
| ≤ |yˆm,1τm
k
|+
∫ τmk
t∧τm
k
〈
yˆm,1s
|yˆm,1s |
1|yˆm,1s |6=0
, gm(s, ym,1s , 0)− g0(s, y0,1s , 0)
〉
ds
−
∫ τmk
t∧τm
k
〈
yˆm,1s
|yˆm,1s |
1|yˆm,1s |6=0
, zˆm,1s dBs
〉
, t ∈ [0, T ],
(68)
where and hereafter
yˆm,1· := y
m,1
· − y0,1· and zˆm,1· := zm,1· − z0,1· .
And, it follows from assumption (H1) of gm and (59) that dP× ds− a.e.,〈
yˆm,1s
|yˆm,1s |
1|yˆm,1s |6=0
, gm(s, ym,1s , 0)− g0(s, y0,1s , 0)
〉
≤
〈
yˆm,1s
|yˆm,1s |
1|yˆm,1s |6=0
, gm(s, ym,1s , 0)− gm(s, y0,1s , 0)
〉
+ |gm(s, y0,1s , 0)− g0(s, y0,1s , 0)|
≤ ρ(|yˆm,1s |) + am.
(69)
Then, combining (68) with (69) we can deduce that for each k,m ≥ 1,
|yˆm,1t∧τm
k
| ≤ amT + E
[
|yˆm,1τm
k
|+
∫ τmk
t∧τm
k
ρ(|yˆm,1s |) ds
∣∣∣∣∣Ft
]
, t ∈ [0, T ]. (70)
Since yˆm,1· belongs to the class (D), and ρ(·) increases at most linearly, we can send k to +∞ in (70) and
use Lebesgue’s dominated convergence theorem, in view of τmk → T as k → ∞ and yˆm,1T = ξm − ξ0, to
get that for each m ≥ 1,
|yˆm,1t | ≤ Hm(t) + E
[∫ T
t
ρ(|yˆm,1s |) ds
∣∣∣∣∣Ft
]
, t ∈ [0, T ], (71)
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where
Hm(t) := amT + E
[ |ξm − ξ0|∣∣Ft] .
In the sequel, note by Lemma 6.1 in [3] and assumption (B2) that
∀ β ∈ (0, 1), sup
m≥1
E
[
sup
t∈[0,T ]
|Hm(t)|β
]
≤ 1
1− β supm≥1 (E [Hm(T )])
β < +∞ (72)
and
lim
m→∞
E [|Hm(T )|] = 0. (73)
Arguing as that from (18) to (29) we can deduce that for each β ∈ (0, 1),
lim
m→∞
(
sup
t∈[0,T ]
E
[
|yˆm,1t |
]
+ E
[
sup
t∈[0,T ]
|yˆm,1t |β
])
= 0. (74)
Furthermore, note that for each m ≥ 1, (yˆm,1t , zˆm,1t )t∈[0,T ] is an L1 solution of the following BSDE:
yˆm,1t = ξ
m − ξ0 +
∫ T
t
gˆm,1(s, yˆm,1s ) ds−
∫ T
t
zˆm,1s dBs, t ∈ [0, T ], (75)
where for each y ∈ Rk, gˆm,1(t, y) := gm(t, y + y0,1t , 0)− g0(t, y0,1t , 0). It follows from assumption (H1) on
gm together with (59) that dP× dt− a.e., for each m ≥ 1 and y ∈ Rk,
〈y, gˆm,1(t, y)〉 ≤ 〈y, gm(t, y + y0,1t , 0)− gm(t, y0,1t , 0)〉+ |y||gm(t, y0,1t , 0)− g0(t, y0,1t , 0)|
≤ κ(|y|2) + |y|am,
(76)
where the function κ(·) is defined in (H1a)2. Thus, in view of (74)-(76), Proposition 1, (B2) and the
assumption of κ(·), a similar argument to that from (30) to (33) yields that for each β ∈ (0, 1),
lim
m→∞
E


(∫ T
0
|zˆm,1s |2 ds
)β/2 = 0. (77)
From (74) and (77), we know that (66) and (67) hold true for n = 1.
Now, let us fix arbitrarily a n ≥ 2 and assume that (66) and (67) hold true for n− 1. In the sequel,
we will prove that they also hold for n. For each m ≥ 1, define
yˆm,n· := y
m,n
· − y0,n· and zˆm,n· := zm,n· − z0,n· .
Then, (yˆm,nt , zˆ
m,n
t )t∈[0,T ] is an L
1 solution of the following BSDE:
yˆm,nt = ξ
m − ξ0 +
∫ T
t
gˆm,n(s, yˆm,ns ) ds−
∫ T
t
zˆm,ns dBs, t ∈ [0, T ], (78)
where for each y ∈ Rk, gˆm,n(t, y) := gm(t, y+y0,nt , zm,n−1t )−g0(t, y0,nt , z0,n−1t ). It follows from assumption
(H1) of gm together with Remark 1 and (59) that dP× dt− a.e., for each m ≥ 1 and y ∈ Rk,
〈y, gˆm,n(t, y)〉 ≤ 〈y, gm(t, y + y0,nt , zm,n−1t )− gm(t, y0,nt , zm,n−1t )〉
+|y||gm(t, y0,nt , zm,n−1t )− gm(t, y0,nt , z0,n−1t )|
+|y||gm(t, y0,nt , z0,n−1t )− g0(t, y0,nt , z0,n−1t )|
≤ κ(|y|2) + |y| · (△m,nt + am),
(79)
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where the function κ(·) is defined in (H1a)2, and, in view of (H3),
△m,nt := |gm(t, y0,nt , zm,n−1t )− gm(t, y0,nt , z0,n−1t )| ≤ λ|zm,n−1t − z0,n−1t | (80)
as well as
△m,nt ≤ 2γ(gt + |y0,nt |+ |zm,n−1t |+ |z0,n−1t |)α. (81)
Since (67) holds true for n−1, from (80) we know that the sequence of random variables {∫ T
0
△m,nt dt}+∞m=1
converges in probability to 0 as m → ∞, and from (81) and Ho¨lder’s inequality that for each q > 1
satisfying αq < 1,
sup
m≥1
E
[(∫ T
0
△m,nt dt
)q]
≤ Kn

1 + sup
m≥1
E


(∫ T
0
|zm,n−1t |2 dt
)αq
2



 < +∞, (82)
where Kn > 0 is a constant independent of m. Hence, for each q
′ > 1 satisfying αq′ < 1, we have
lim
m→∞
E


(∫ T
0
△m,nt dt
)q′ = 0. (83)
On the other hand, note from assumption (H1) of gm and (79) that dP× dt− a.e.,〈
yˆm,nt
|yˆm,nt |
1|yˆm,nt |6=0
, gm(t, ym,nt , z
m,n−1
t )− g0(t, y0,nt , z0,n−1t )
〉
≤ ρ(|yˆm,nt |) +△m,nt + am. (84)
Arguing as that from (68) to (71), in view of (82), (83) and (84), we can obtain that for each m ≥ 1,
|yˆm,nt | ≤ Hnm(t) + E
[∫ T
t
ρ(|yˆm,ns |) ds
∣∣∣∣∣Ft
]
, t ∈ [0, T ], (85)
where
Hnm(t) := amT + E
[
|ξm − ξ0|+
∫ T
0
△m,ns ds
∣∣∣∣∣Ft
]
.
Furthermore, in view of (72), (73), (82), (83) and (85), a similar argument to that from (18) to (29)
yields that for each β ∈ (0, 1),
lim
m→∞
(
sup
t∈[0,T ]
E [|yˆm,nt |] + E
[
sup
t∈[0,T ]
|yˆm,nt |β
])
= 0. (86)
Finally, in view of (78), (79), (83), Proposition 1, (B2) and the assumption of κ(·), using a similar
argument to that from (30) to (33) yields that for each β ∈ (0, 1),
lim
m→∞
E


(∫ T
0
|zˆm,ns |2 ds
)β/2 = 0. (87)
In view of (86) and (87), we have proved that (66) and (67) hold also true for n. Thus, by induction the
proof of Proposition 6 is completed. 
Next, we turn to the estimates with respect to the first term of the right hand in (64) and (65).
Proposition 7 In the case when the α defined in (H3) values in (0, 1/2), there exists a positive real
number δT > 0 depending only on λ and A such that for each t ∈ [T1, T ] with T1 := (T − δT ) ∨ 0,
lim
n→∞
sup
m≥0
E
[
sup
r∈[t,T ]
|ym,nr − ymr |2 +
∫ T
t
|zm,ns − zms |2 ds
]
= 0. (88)
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In the case when the α defined in (H3) values in [1/2, 1), for each q ∈ (1, p¯ ∧ 1α ), there exists a positive
real number δT > 0 depending only on q, λ and A such that for each t ∈ [T¯1, T ] with T¯1 := (T − δT )∨ 0,
lim
n→∞
sup
m≥0
E

 sup
r∈[t,T ]
|ym,nr − ymr |q +
(∫ T
t
|zm,ns − zms |2 ds
)q/2 = 0. (89)
Proof We only prove the case when the α in (H3) values in (0, 1/2). In view of the proof of case
(ii) in Theorem 2, another case can be proved in the same way.
Now, we assume that α ∈ (0, 1/2) and set y¯m,n· := ym,n· −ym· and z¯m,n· := zm,n· −zm· for eachm,n ≥ 0.
Note that for each m ≥ 0 and n ≥ 1, (y¯m,nt , z¯m,nt )t∈[0,T ] is a solution of the following BSDE:
y¯m,nt =
∫ T
t
g¯m,n(s, y¯m,ns ) ds−
∫ T
t
z¯m,ns dBs, t ∈ [0, T ], (90)
where for each y ∈ Rk, g¯m,n(s, y) := gm(s, y + yms , zm,n−1s ) − gm(s, yms , zms ). It follows from (H1) of gm
and Remark 1 that dP× dt− a.e., for each y ∈ Rk,
〈y, g¯m,n(t, y)〉 ≤ 〈y, gm(t, y + ymt , zm,n−1t )− gm(t, ymt , zm,n−1t )〉
+|y||gm(t, ymt , zm,n−1t )− gm(t, ymt , zmt )|
≤ κ(|y|2) + |y|△¯m,nt
(91)
where κ(·) is defined in (H1a)2, and in view of (H3) of gm,
△¯m,nt := gm(t, ymt , zm,n−1t )− gm(t, ymt , zmt ) ≤ λ|zm,n−1t − zmt | = λ|z¯m,n−1t | (92)
as well as
△¯m,nt ≤ 2γ
(
gt + |ymt |+ |zmt |+ |zm,n−1t |
)α
. (93)
In view of α ∈ (0, 1/2) and (93), using Ho¨lder’s inequality, Jensen’s inequality and Doob’s inequality
yields that for each m ≥ 0 and n ≥ 1,
E

(∫ T
0
△¯m,nt dt
)2 < +∞ and then E
[∫ T
0
△¯m,ns ds
∣∣∣∣∣Ft
]
∈ S2. (94)
On the other hand, note from assumption (H1) of gm and (91) that dP× dt− a.e.,〈
y¯m,nt
|y¯m,nt |
1|y¯m,nt |6=0
, gm(t, ym,nt , z
m,n−1
t )− gm(t, ymt , zmt )
〉
≤ ρ(|y¯m,nt |) + △¯m,nt . (95)
Thus, in view of (95) and (94), arguing as that from (2) to (7), by virtue of Gronwall’s inequality we can
obtain that for each m ≥ 0 and n ≥ 1,
(y¯m,nt )t∈[0,T ] ∈ S2. (96)
Furthermore, in view of (96), (91), (94) and Remark 1, it follows from Proposition 1 that (z¯m,nt )t∈[0,T ] ∈
M2. Thus, (y¯m,nt , z¯
m,n
t )t∈[0,T ] is an L
2 solution of BSDE (90) for each m ≥ 0 and n ≥ 1.
In the sequel, in view of (91) and (92), by Proposition 3 and Ho¨lder’s inequality we can deduce the
existence of a constant C > 0 such that for each m ≥ 0, n ≥ 2 and t ∈ [0, T ],
E
[
sup
r∈[t,T ]
|y¯m,nr |2
]
+ E
[∫ T
t
|z¯m,ns |2 ds
]
≤ eC(T−t)
{∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|y¯m,nr |2
])
ds+ λ2(T − t)E
[∫ T
t
|z¯m,n−1s |2 ds
]}
.
(97)
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Now, let
δT := min
{
ln 2
C
,
1
16λ2
,
ln 2
2A
}
and T1 := (T − δT ) ∨ 0.
Then for each t ∈ [T1, T ], we have
eC(T−t) ≤ 2, λ2eC(T−t)(T − t) ≤ 1
8
, e2A(T−t) ≤ 2. (98)
Combining (97) with (98) yields that for each m ≥ 0, n ≥ 2 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|y¯m,nr |2
]
+ E
[∫ T
t
|z¯m,ns |2 ds
]
≤ 2
∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|y¯m,nr |2
])
ds+
1
8
E
[∫ T
t
|z¯m,n−1s |2 ds
]
.
(99)
Furthermore, note by Remark 1 that κ(x) ≤ A(x + 1) for each x ≥ 0. Gronwall’s inequality with (99)
and (98) yields that for each m ≥ 0, n ≥ 2 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|y¯m,nr |2
]
+ E
[∫ T
t
|z¯m,ns |2 ds
]
≤
(
2AT +
1
8
E
[∫ T
t
|z¯m,n−1s |2 ds
])
· e2A(T−t)
≤ 4AT + 1
4
E
[∫ T
t
|z¯m,n−1s |2 ds
]
.
(100)
By the above inequality (100) together with the inequality
|z¯m,n−1s |2 ≤ 2(|zm,ns − zms |2 + |zm,ns − zm,n−1s |2) = 2(|z¯m,ns |2 + |z˜m,ns |2),
we can get that for each m ≥ 0, n ≥ 2 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|y¯m,nr |2
]
+
1
2
E
[∫ T
t
|z¯m,ns |2 ds
]
≤ 4AT + 1
2
E
[∫ T
t
|z˜m,ns |2 ds
]
, (101)
where and hereafter, for each m ≥ 0 and n ≥ 1 we define
y˜m,n· := y
m,n
· − ym,n−1· and z˜m,n· := zm,n· − zm,n−1· .
Next, as a key step in the proof of Proposition 7 we will show that
∀ t ∈ [T1, T ], sup
m≥0
sup
n≥2
E
[∫ T
t
|z˜m,ns |2 ds
]
< +∞. (102)
Note that for each m ≥ 0 and n ≥ 2, (y˜m,nt , z˜m,nt )t∈[0,T ] is an L1 solution of the following BSDE:
y˜m,nt =
∫ T
t
g˜m,n(s, y˜m,ns ) ds−
∫ T
t
z˜m,ns dBs, t ∈ [0, T ], (103)
where for each y ∈ Rk, g˜m,n(s, y) := gm(s, y + ym,n−1s , zm,n−1s ) − gm(s, ym,n−1s , zm,n−2s ). It follows from
(H1) of gm and Remark 1 that dP× dt− a.e., for each y ∈ Rk,
〈y, g˜m,n(t, y)〉 ≤
〈
y, gm(t, y + ym,n−1t , z
m,n−1
t )− gm(t, ym,n−1t , zm,n−1t )
〉
+|y||gm(t, ym,n−1t , zm,n−1t )− gm(t, ym,n−1t , zm,n−2t )|
≤ κ(|y|2) + |y|△˜m,nt ,
(104)
where κ(·) is defined in (H1a)2, and in view of (H3) of gm,
△˜m,nt := gm(t, ym,n−1t , zm,n−1t )− gm(t, ym,n−1t , zm,n−2t ) ≤ λ|zm,n−1t − zm,n−2t | = λ|z˜m,n−1t | (105)
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as well as
△˜m,nt ≤ 2γ
(
gt + |ym,n−1t |+ |zm,n−1t |+ |zm,n−2t |
)α
. (106)
In view of α ∈ (0, 1/2) and (106), using Ho¨lder’s inequality, Jensen’s inequality and Doob’s inequality
yields that for each m ≥ 0 and n ≥ 2,
E

(∫ T
0
△˜m,nt dt
)2 < +∞ and then E
[∫ T
0
△˜m,ns ds
∣∣∣∣∣Ft
]
∈ S2. (107)
On the other hand, note from assumption (H1) of gm and (104) that dP× dt− a.e.,〈
y˜m,nt
|y˜m,nt |
1|y˜m,nt |6=0
, gm(t, ym,nt , z
m,n−1
t )− gm(t, ym,n−1t , zm,n−2t )
〉
≤ ρ(|y˜m,nt |) + △˜m,nt . (108)
Thus, in view of (108) and (107), arguing as that from (2) to (7), by virtue of Gronwall’s inequality we
can obtain that for each m ≥ 0, n ≥ 2 and t ∈ [0, T ],
|y˜m,nt | ≤
(
AT + E
[∫ T
0
△˜m,ns ds
∣∣∣∣∣Ft
])
· eAT (109)
and then
(y˜m,nt )t∈[0,T ] ∈ S2. (110)
In view of (110), (104), (107) and Remark 1, it follows from Proposition 1 with p = 2 and u = 0 that
there exists a constant CA,T > 0 depending only on A, T such that for each m ≥ 0, n ≥ 2 and t ∈ [0, T ],
E
[(∫ T
t
|z˜m,ns |2 ds
)]
≤ CA,T

E
[
sup
r∈[t,T ]
|y˜m,nr |2
]
+ E


(∫ T
t
△˜m,ns ds
)2+ (AT )2

 < +∞. (111)
Thus, for each m ≥ 0 and n ≥ 2, (y˜m,nt , z˜m,nt )t∈[0,T ] is an L2 solution of BSDE (103). Furthermore, in
view of (104) and (105), by Proposition 3 and Ho¨lder’s inequality we can deduce that for each m ≥ 0,
n ≥ 3 and t ∈ [0, T ],
E
[
sup
r∈[t,T ]
|y˜m,nr |2
]
+ E
[∫ T
t
|z˜m,ns |2 ds
]
≤ eC(T−t)
{∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|y˜m,nr |2
])
ds+ λ2(T − t)E
[∫ T
t
|z˜m,n−1s |2 ds
]}
,
(112)
where the constant C > 0 is the same as in (97). Then, combining (112) with (98) yields that for each
m ≥ 0, n ≥ 3 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|y˜m,nr |2
]
+ E
[∫ T
t
|z˜m,ns |2 ds
]
≤ 2
∫ T
t
κ
(
E
[
sup
r∈[s,T ]
|y˜m,nr |2
])
ds+
1
8
E
[∫ T
t
|z˜m,n−1s |2 ds
]
.
(113)
Note by Remark 1 that κ(x) ≤ A(x + 1) for each x ≥ 0. Gronwall’s inequality together with (113) and
(98) yields that for each m ≥ 0, n ≥ 3 and t ∈ [T1, T ],
E
[
sup
r∈[t,T ]
|y˜m,nr |2
]
+ E
[∫ T
t
|z˜m,ns |2 ds
]
≤
(
2AT +
1
8
E
[∫ T
t
|z˜m,n−1s |2 ds
])
· e2A(T−t)
≤ 4AT + 1
4
E
[∫ T
t
|z˜m,n−1s |2 ds
]
≤ 16AT
3
+
1
4n−2
E
[∫ T
t
|z˜m,2s |2 ds
]
.
(114)
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Furthermore, combining (109) and (111) with n = 2, by virtue of Doob’s inequality we obtain the
existence of a constant KA,T > 0 depending only on A and T such that for each m ≥ 0 and t ∈ [T1, T ],
E
[∫ T
t
|z˜m,2s |2 ds
]
≤ KA,T

1 + E


(∫ T
t
△˜m,2s ds
)2

 . (115)
And, in view of (106) with n = 2 and the fact of 2α ∈ (0, 1), it follows from Ho¨lder’s inequality and
Jensen’s inequality that for each m ≥ 0 and t ∈ [T1, T ],
E

(∫ T
t
△˜m,2s ds
)2 ≤ 16γ2T 2−2α
(
E
[∫ T
t
gsds
])2α
+ 16γ2T 2E
[
sup
s∈[t,T ]
|ym,1s |2α
]
+16γ2T 2−αE
[(∫ T
t
|zm,1s |2 ds
)α]
,
from which as well as (67) with n = 1, we can deduce that
∀ t ∈ [T1, T ], sup
m≥0
E

(∫ T
t
△˜m,2s ds
)2 < +∞. (116)
Thus, the inequality (102) follows from (114)-(116).
Finally, combining (101) and (102) we can deduce that for each t ∈ [T1, T ],
sup
n≥2
sup
m≥0
(
E
[
sup
r∈[t,T ]
|y¯m,nr |2
]
+ E
[∫ T
t
|z¯m,ns |2 ds
])
< +∞. (117)
Thus, by first taking supremum with respect to m and then taking lim sup with respect to n in (99) as
well as using Fatou’s lemma, the monotonicity and continuity of the function κ(·) and Bihari’s inequality,
we can get (88). The proof of Proposition 7 is then completed. 
Now, we come back to the proof of Theorem 4, and only consider the case when the α in (H3) values
in (0, 1/2). Another case can be proved in the same way.
Firstly, in view of (64) and (65) we have, for each t ∈ [T1, T ],
sup
s∈[t,T ]
E
[|yms − y0s |] ≤ 2 sup
m≥0
E
[
sup
s∈[t,T ]
|ym,ns − yms |
]
+ sup
s∈[t,T ]
E
[|ym,ns − y0,ns |] (118)
and for each β ∈ (0, 1),
E
[
sup
s∈[t,T ]
|yms − y0s |β
]
≤ 2 sup
m≥0
E
[
sup
s∈[t,T ]
|ym,ns − yms |β
]
+ E
[
sup
s∈[t,T ]
|ym,ns − y0,ns |β
]
(119)
as well as
E

(∫ T
t
|zms − z0s |2ds
)β ≤ 2 sup
m≥0
E

(∫ T
t
|zm,ns − zms |2ds
)β+ E

(∫ T
t
|zm,ns − z0,ns |2ds
)β .
(120)
Then, letting first m → ∞ (n being fixed) and then n → ∞ in above three inequalities (118)-(120), in
view of (66) and (67) in Proposition 6 and (88) in Proposition 7 we obtain that for each t ∈ [T1, T ],
lim
m→∞
sup
s∈[t,T ]
E
[|yms − y0s |] = 0, (121)
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and for each β ∈ (0, 1),
lim
m→∞
E

 sup
s∈[t,T ]
|yms − y0s |β +
(∫ T
t
|zms − z0s |2ds
)β/2 = 0. (122)
In the sequel, set Tj := (T − jδT )∨ 0 for each j ≥ 2. Noticing that the positive real number δT depends
only on λ and A, we can find a minimal integer N ≥ 1 such that TN = 0. In view of (121) and (122),
if N = 1, then (61) and (62) have been proved. Otherwise, we consider the BSDEs with parameters
(ymT1 , T1, g
m) and (yT1 , T1, g) defined on the time interval [T2, T1]. Note by (121) that
lim
m→∞
E
[|ymT1 − yT1 |] = 0.
Repeating the above arguments will yield that for each t ∈ [T2, T1],
lim
m→∞
sup
s∈[t,T1]
E
[|yms − y0s |] = 0, (123)
and for each β ∈ (0, 1),
lim
m→∞
E

 sup
s∈[t,T1]
|yms − y0s |β +
(∫ T1
t
|zms − z0s |2ds
)β/2 = 0. (124)
Thus, in view of (121)-(124), if N = 2, then (61) and (62) have also been proved. Otherwise, we can
consider successively the BSDEs on [T3, T2], · · · , [0, TN−1], and finally complete the proof of Theorem 4
by repeating the above procedure. 
Remark 6 The whole idea of the proof of Theorem 4 is involved in, by virtue of (63), introducing
(ym,n· , z
m,n
· ) as a bridge between (y
m
· , z
m
· ) and (y
0
· , z
0
· ), and then, by virtue of (118)-(120), proving
Propositions 6 and 7 respectively. This whole idea should be new. In addition, Propositions 6 and 7 are
not easy to prove, especially a delicate argument has been done to obtain the inequality (117).
In the sequel, we will investigate the stability theorem of the solutions in the space S1 × M1 for
multidimensional BSDEs.
Now, for each m ∈ N, let ξm ∈ L1(Ω,FT ,P;Rk) and let (ymt , zmt )t∈[0,T ] be a solution in S1 ×M1 for
the following BSDEs depending on parameter m:
ymt = ξ
m +
∫ T
t
gm(s, yms , z
m
s ) ds−
∫ T
t
zms dBs, t ∈ [0, T ]. (125)
Furthermore, we introduce the following assumptions:
(B3) All gm and ξm satisfy assumptions (H1)-(H4) with the same parameters ρ(·), λ, γ, gt and α.
Furthermore, in the case of α ∈ [1/2, 1) we assume that g satisfies (H1) with a function ρ(·) satisfying
(14) for some p¯ > 1.
(B4) There exists a nonnegative real number sequence {am}+∞m=1 satisfying limm→∞ am = 0 such that
dP× dt− a.e., for each m ≥ 1,
∀ (y, z) ∈ Rk × Rk×d, |gm(ω, t, y, z)− g0(ω, t, y, z)| ≤ am. (126)
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And
lim
m→∞
E
[
sup
t∈[0,T ]
E
[ |ξm − ξ0|∣∣Ft]
]
= 0. (127)
The following Theorem 5 is the stability theorem of the solutions in S1 ×M1.
Theorem 5 Under assumptions (B3) and (B4), we have
lim
m→∞
E

 sup
t∈[0,T ]
|ymt − y0t |+
(∫ T
0
|zms − z0s |2 ds
)1/2 = 0. (128)
Proof First of all, it follows from (62) of Theorem 4 that the sequence of variables {supt∈[0,T ] |ymt −
y0t |}+∞m=1 converges in probability to 0 asm→∞. In the sequel, we will first prove that it is also uniformly
integrable, and then
lim
m→∞
E
[
sup
t∈[0,T ]
|ymt − y0t |
]
= 0. (129)
In fact, set yˆm· := y
m
· − y0· and zˆm· := zm· − z0· . Then, for each m ≥ 1, (yˆmt , zˆmt )t∈[0,T ] is a solution in the
space S1 ×M1 for the following BSDE:
yˆmt = ξ
m − ξ0 +
∫ T
t
gˆm(s, yˆms , zˆ
m
s ) ds−
∫ T
t
zˆms dBs, t ∈ [0, T ], (130)
where for each y ∈ Rk, gˆm(t, y, z) := gm(t, y+ y0t , z+ z0t )− g0(t, y0t , z0t ). It follows from assumptions (H1)
and (H3) of gm together with (126) and Remark 1 that dP× dt− a.e., for each y ∈ Rk,
〈y, gˆm(t, y, z)〉 ≤ 〈y, gm(t, y + y0t , z + z0t )− gm(t, y0t , z + z0t )〉+ |y||gm(t, y0t , z + z0t )− gm(t, y0t , z0t )|
+|y||gm(t, y0t , z0t )− g0(t, y0t , z0t )|
≤ κ(|y|2) + λ|y||z|+ |y|am
(131)
and 〈
yˆmt
|yˆmt |
1|yˆmt |6=0
, gm(t, ymt , z
m
t )− g0(s, y0t , z0t )
〉
≤ ρ(|yˆmt |) + △ˆmt + am, (132)
where κ(·) is defined in (H1a)2, and
△ˆmt := |gm(t, y0t , zmt )− gm(t, y0t , z0t )| ≤ 2γ
(
gt + |y0t |+ |zmt |+ |z0t |
)α
. (133)
Next, in view of (132) and Remark 1, using Corollary 2.3 in [3] and Gronwall’s inequality we get that
for each m ≥ 1 and t ∈ [0, T ],
|yˆmt | ≤
(
E
[ |ξm − ξ0|∣∣Ft]+AT + E
[∫ T
0
△ˆms ds
∣∣∣∣∣Ft
]
+ amT
)
· eAT . (134)
On one hand, it follows from (127) that {supt∈[0,T ] E
[ |ξm − ξ0|∣∣Ft]}+∞m=1 is uniformly integrable. On
the other hand, in view of (133), for each q > 1 such that αq < 1, Ho¨lder’s inequality yields the existence
of a positive constant C independent of m such that
E
[(∫ T
0
△ˆms ds
)q]
< C

1 + E

(∫ T
0
|zms |2 ds
)αq
2



 . (135)
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And, Doob’s inequality together with (135) and (62) leads to
sup
m≥1
E
[
sup
t∈[0,T ]
(
E
[∫ T
0
△ˆms ds
∣∣∣∣∣Ft
])q]
≤ sup
m≥1
E
[(∫ T
0
△ˆms ds
)q]
< +∞, (136)
which means that the sequence of variables
{
sup
t∈[0,T ]
E
[∫ T
0
△ˆms ds
∣∣∣∣∣Ft
]}+∞
m=1
is uniformly integrable. Thus, in view of (134) and (B4), we can deduce that the sequence of variables
{supt∈[0,T ] |yˆmt |}+∞m=1 is also uniformly integrable, and get (129).
Finally, in view of (131), Remark 1, Lemma 1 and (129), using Proposition 1 with p = 1 and a similar
argument to that from (30) to (33) we can obtain that
lim
m→∞
E

(∫ T
0
|zms − z0s |2 ds
)1/2 = 0. (137)
Thus, Theorem 5 is proved by (129) and (137). 
Remark 7 We mention that Theorem 5 can also be proved in the same way as Theorem 4. In fact,
it can be proved that (67) holds for β = 1 under the assumptions (B1) and (B2) of Theorem 5.
By Theorems 4 and 5, the following corollary follows immediately.
Corollary 2 Assume that the generator g satisfies assumptions (H1)-(H3). In the case when the α
defined in (H3) values in [1/2, 1), we also assume that there exists a constant p¯ > 1 such that the function
ρ(·) in (H1) satisfies (14). Suppose that for each m ≥ 1, ξm, ξ ∈ L1(Ω,FT ,P;Rk) and (ymt , zmt )t∈[0,T ]
and (yt, zt)t∈[0,T ] are respectively the unique L
1 solution of BSDE(ξm, T, g) and BSDE(ξ, T, g). If
lim
m→∞
E [|ξm − ξ|] = 0, then
lim
m→∞
sup
t∈[0,T ]
E [|ymt − yt|] = 0,
and for each β ∈ (0, 1),
lim
m→∞
E

 sup
t∈[0,T ]
|ymt − yt|β +
(∫ T
0
|zms − zs|2ds
)β/2 = 0.
Moreover, if for each m ≥ 1, ξm and g(t, 0, 0) satisfy assumptions (H4), and
lim
m→∞
E
[
sup
t∈[0,T ]
E [ |ξm − ξ|| Ft]
]
= 0,
then
lim
m→∞
E

 sup
t∈[0,T ]
|ymt − yt|+
(∫ T
0
|zms − zs|2 ds
)1/2 = 0.
Remark 8 By Remarks 5 and 2, we know that Theorems 4-5 and Corollary 2 give the stability of
the L1 solutions of multidimensional BSDEs investigated in Briand, Delyon, Hu, Pardoux and Stoica [3].
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