A qualitative analysis of one-step iterative methods is presented with special regard to the connection between concavity preservation and time-monotonicity. We also analyze the relation of one-step iterative methods to matrix splitting methods.
where the matrices M, N ∈ R nxn are given, is called a splitting of the matrix A. The splitting is called regular if M is monotone and N is nonnegative. If M is monotone and M −1 N is nonnegative, then it is a weak regular splitting. One can see that every regular splitting is also weak regular.
Here it is also important to study the qualitative properties within the process, not only when approaching (in practice an unreachable) the limit of an infinite process, because the discrete model may lose the natural qualitative properties even on every iteration step, which may result in an unreasonable approximate solution of the original problem [7] .
There are several papers which deal with the qualitative analysis of one-step iterative methods [1] [2] [3] [4] and matrix splitting methods [1, 7] . But all of these papers (except [4] ) investigate this problem for a given matrix splitting of some fixed matrix A, for example symmetric tridiagonal splittings of tridiagonal Stieltjes-Toeplitz matrices [1, 2] . In this paper this question is approached from another direction, that is, the iterative model (1.1) and the qualitative properties are given a priori, and the algebraic properties of the step-matrix and the matrix splitting are investigated. Nevertheless, we also study symmetric tridiagonal splittings of tridiagonal Stieltjes-Toeplitz matrices.
Here we give some basic properties of the one-step methods and matrix splittings. The iterative scheme (1.1) is convergent to the unique solution y = A −1 b for each y 0 if and only if M is nonsingular, and the corresponding stepmatrix of the iteration H = M −1 N has the property (H ) < 1, where (H ) denotes the spectral radius of H . It is a well-known result that for a monotone matrix A the weak regular splitting creates a convergent iteration. (1.1) can be rewritten in the following form:
where x k = y k − A −1 b is the so-called defect vector. We investigate only the case where H is nonsingular. In what follows by iteration we mean the formula (1.2).
The rest of the paper is organized as follows. In Section 2 we recall some theorems about the properties of the continuous model of the one-dimensional heat conduction problem (without proof), then we study the corresponding properties in the discrete case. The structure of Section 3 is similar, here we investigate the connection between the properties of concavity preservation and time-monotonicity. The goal of these sections is that we can make a comparison between the properties of the continuous and the discrete model. In Section 4 we give the consistent matrix splitting methods -in a general case and also for symmetric tridiagonal splittings of tridiagonal Stieltjes-Toeplitz matrices -which create an iteration with the corresponding properties. We show that -in the second case -the corresponding splittings are only the weak regular splittings.
2. Some basic qualitative properties of the solution of the heat conduction problem in the continuous and the discrete case
We recall some theorems about important qualitative properties of the following one-dimensional heat conduction problem in the continuous case:
with some given sufficiently smooth initial function u 0 and u ∈ C 2,1 (Q T ) ∩ C(Q T ), where Q T = (0, 1) × (0, T ) with some T > 0 or T = +∞.
The following theorems can be found in many books and papers, we refer to [3] .
Theorem 1. If u 0 ≥ 0 and u is the solution of (2.1), then u is also nonnegative.
Theorem 2. Assume that
If ξ 1 = 0, then there exists T > 0: u is monotone in (T, +∞). If ξ 1 > 0, then u is monotone decreasing, in the other case it is monotone increasing. (T does not depend on x.)
Now we turn to find the corresponding properties in the discrete case, recalling definitions and notations from [4] . I ∈ R nxn is the unit matrix. E ∈ R nxn denotes the matrix with all elements equal to 1.
Definition 3.
A subset S ⊆ R n is said to be invariant with respect to the iteration if the relation x k ∈ S implies that x k+1
∈ S, for all k = 0, 1, . . .. Let Y ∈ R n×n be a matrix, then we define the subset S(Y ) ⊆ R n as follows:
and S + (Y ) ⊆ R n as follows:
If Y is a nonsingular matrix, then S(Y ) is a proper cone, and S(Y ) = Y −1 R n + , where R n + denotes the nonnegative orthant, shows that it is a simplicial cone [8] . For example S(I ) = R n + . We can give S(Y ) in different ways:
Assume that X, Y ∈ R nxn are nonsingular. Then the following statements are equivalent.
(ii) Y = P D X , where P is a permutation matrix and D is a diagonal matrix with positive diagonal elements.
Proof. S(X ) is bounded by exactly n subspaces (whose dimension is n − 1). We must give these in the rows of the matrix, namely we can choose the ordering of the rows and we can multiply the rows only, and only with a positive number, because this means the "corresponding side" of the subspace. Definition 4. Let Z ∈ R n×n be a given matrix. The iteration is said to be Z -monotone in a subset S ⊆ R n if the following two conditions are fulfilled.
(I) The subset S ⊆ R n is invariant with respect to the iteration. (II) For any x k ∈ S, the relation Z x k ≥ Z x k+1 holds.
Definition 5. The iteration is said to be in possession of the property S(X ) → S(Y ) if S(Y ) is invariant with respect to the iteration, and the condition ∀x ∈ S(X ) ∃n ∈ N: x n ∈ S(Y ) holds. If H ≥ 0 and H is irreducible, then the Perron-Frobenius theorem [8, 9] results in that (H ) is a (simple) eigenvalue of H , H has only one left and one right positive eigenvector and these correspond to (H ). In the following we will denote by l the left and by r the right positive eigenvector of H . Now we can formulate the corresponding properties in the discrete case:
, where L is a diagonal matrix and diagL = l, S(I ) and S(I − H ) are invariant with respect to the iteration.
The iteration is I -monotone in a subset
We would like to give necessary and sufficient algebraic conditions for the step-matrix to fulfill these properties. In this the following lemma will be helpful.
Lemma 2 ([8])
. If X, Y are nonsingular, then the following statements are equivalent.
≥ 0. Now we can formulate the properties contained in the last three definitions similarly. (a1) S(X ) ⊂ R n is invariant with respect to the iteration.
Assume that S(X ) is invariant with respect to the iteration. Then the following statements are equivalent.
(b1) The iteration is Z -monotone in a subset S(X ).
is invariant with respect to the iteration. Then the following statements are equivalent.
We recall some results of [4] .
Lemma 4.
Assume that the step-matrix is nonnegative and irreducible. Then
Proof.
Remark 1. The corresponding property of the continuous model (2.1) to the L −1 E L-monotonicity is the following. Assume that u 0 has a form (2.2). Then it is a well-known result that the solution of (2.1) is
If ξ 1 > 0, then one can see that ξ 1 > ξ 1 exp(−t), t > 0. If ξ 1 < 0, then ξ 1 < ξ 1 exp(−t), t > 0.
Lemma 5. The following statements are equivalent.
(ii) S(I ) and S(I − H ) is invariant with respect to the iteration and S(I ) ⊇ S(I − H ), the iteration is I -monotone in a subset S(I − H ), and the I -monotonicity property of the iteration is valid only in the subset S(I − H ).
Proof. See Lemma 3 and note that for a nonnegative H the statements (H ) < 1 and
Lemma 6. Assume that H ≥ 0, (H ) < 1 and H is irreducible. Then the following statements are equivalent.
, with some defect matrices W and W , and where T ∞ = lim n→∞ T n , which exists because T is primitive. T ∞ has homogeneous rows, which implies that
with some defect matrices W 1 , W 2 and W . This equality shows that (I − H )H n ≥ 0 with some suitably chosen n ∈ N, which implies that S(I ) → S(I − H ) according to Lemma 3(c) .
To prove the other direction assume that H is imprimitive with index of cyclicity h > 1. Then H kh is reducible, so it leaves a nontrivial face of R n + invariant. The nontrivial faces of R n + have a form: F I = {x ∈ R n + : x i = 0, i ∈ I}, ∅ = I {1, . . . , n}. On the other hand, H kh+1 is irreducible, so it leaves only the trivial faces of R n + invariant [8] . There exists x ∈ S(I ) : x kh ∈ F I and x kh+1 ∈ F I for some nontrivial face F I . This contradicts S(I ) → S(I − H ). We remark that for an imprimitive H the property S + (L −1 E L) → S(I ) is not true, either.
Connection between concavity preservation and time-monotonicity Theorem 3 ([2]).
Assume that the initial function u 0 ∈ H 2 (0, 1) satisfies the conditions u 0 (0) = u 0 (1) = 0 and
≤ 0 is valid for all (x, t) ∈ Q T for the solution of (2.1).
Remark 2.
Assume that the initial function u 0 ∈ H 2 (0, 1) satisfies the condition u 0 (0) = u 0 (1) = 0. Then the following equation is valid:
Remark 3. Assume that the initial function u 0 ∈ H 2 (0, 1) satisfies the conditions u 0 (0) = u 0 (1) = 0 and 1) . Then the inequality ∂u(x,t) ∂t ≤ 0 holds for all (x, t) ∈ Q T according to Remark 2.
Consequently, we can call the discrete model suitable if it is in possession of the discrete analogue of the properties formulated in Theorem 3, Remarks 2 and 3. Namely S(Q) and S(I − H ) are invariant with respect to the iteration, where Q = tridiag[−1, 2 − 1] is the discrete analogue of the second-order differential operator in a space variable, and S(Q) = S(I − H ). The S(Q) invariancy of the iteration is called shape preserving property in [1, 7] . But on the other hand, we obtain from the usually used discretization methods a step-matrix, which does not have a property (ii) in Lemma 7. Therefore we examine a weaker property.
Lemma 8.
Assume that H is primitive, H ≥ 0, (H ) < 1, and S(Q) is invariant with respect to the iteration. Then r ∈ S(Q). If r ∈ int S(Q), then
4. Concavity preservation, time-monotonicity and matrix splitting methods
Consistent matrix splitting
In this subsection we give the form of the consistent matrix splitting. This means that we can get an iteration by using the consistent matrix splitting, which is decreasing in a given simplicial cone.
Lemma 9.
Assume that W is a given nonsingular matrix. Then the following statements are equivalent.
(i) The splitting leads to an iteration for which S(I − H ) = S(W ).
(ii) M = AW −1 D −1 P −1 , where P is a permutation matrix and D is a diagonal matrix with positive diagonal elements.
Proof. Assume that M = AC −1 with a nonsingular matrix C, then
Finally, using Lemma 1 results in the statement.
Lemma 10. The following statements are equivalent.
(i) The splitting leads to a convergent iteration for which S(I − H ) = S(Q) and
, where D is a diagonal matrix, for the diagonal elements of which 0
Proof. See Lemmas 9 and 7 and Remark 5.
Symmetric tridiagonal splittings of tridiagonal Stieltjes-Toeplitz matrices
The one-step iterative method (one-step algebraic model) with tridiagonal Stieltjes-Toeplitz matrices and its qualitative analysis was introduced in [1] . [7] also deals with it. The goal of using only tridiagonal Stieltjes-Toeplitz matrices is that from the usually used discretization methods (for example finite difference method, finite element method) we get matrices with this structure. In this special case we can give sharper results.
Definition 6 ([7]). A splitting of a tridiagonal Stieltjes-Toeplitz matrix
with symmetric and uniformly tridiagonal matrices M, N is called a symmetric tridiagonal splitting or (α, s)-splitting, whose name is explained in the next lemma.
Lemma 11 ( [7] ). There exists a unique (α, s) for every symmetric tridiagonal splitting of a tridiagonal Stieltjes-Toeplitz matrix A, namely
Remark 6. For the (0, s)-splittings with s = 0, the step-matrix is
The (0, s)-splittings generate the Jacobi method.
Lemma 12.
Assume that A has a form (4.1). If the (α, s)-splitting leads to an iteration for which S(I ) is invariant independently of n, the dimension of A, then M −1 ≥ 0 or M −1 ≤ 0 for all n.
Proof. M = kT , where
where 2 cosh θ = x [9] . If x = 2, then
see [9] . If x ≥ 2, then T > 0. If |x| < 2, then
where θ = arccos x/2 [9] . We can see that ∀θ ∈ (0, π ), ∀n 0 ∈ N, ∃n ∈ N, n > n 0 : T −1 has both positive and negative elements in the off-diagonal. If x = −2, then
see [9] . We can see that T −1 has both positive and negative elements in the off-diagonal. If x < −2, then
where −2 cosh θ = x [9] . We can see that T −1 has both positive and negative elements in the off-diagonal. Taking into account Remark 6, we have that if H ≥ 0 for all n, then M −1 ≥ 0 or M −1 ≤ 0 for all n. . The Perron-Frobenius theorem implies that the (right) eigenvector corresponding to (H ) is r 1 . The function sin x is concave in x ∈ (0, π ), so Qr 1 > 0, which implies that r 1 ∈ int S(Q). Finally, using Lemmas 8, 12 and 13 implies S(I ) → S(Q).
Lemma 17. Assume that A has a form (4.1). Then the following statements are equivalent. 
