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Abstract
Coulomb excitation and transport properties of
monolayer graphene and the α− T3 lattice.
by
Dipendra Dahal
Advisor: Godfrey Gumbs
In the past few years, I focused my attention in the study of 2D material’s behavior,
specifically graphene . We investigated several properties of graphene like transmission of
particle through a potential barrier and demonstrated the effect of band gap to suppress the
Klein tunneling at head on collision, we presented the results to get the criteria of negative
refractive index and Klein tunneling through multiple barrier. Next, we have carried out the
calculation of polarization function of graphene in the presence of magnetic field. The effect
of integer Landau filling factor is shown and the portrayed results are presented graphically
and well analyzed. A comparison of the result is made with finite temperature polarization
and the effect of temperature polarization and the effect of temperature is further seen in
the Friedel oscillations of shielding potential.
Next, we developed the method of determining the surface response function, defined as
vg-response function to compute the plasmon mode excitation for a structure composed of 2D
layer and dielectric material. We present the detail derivation of determining this function
and it is further used to study the plasmon mode behavior. Further, the effect of strain on
graphene and plasmon phonon coupling are well analyzed and portrayed graphically.
In addition, we investigated the behavior of α −T3 lattice and studied the Klein trans-
mission and the effect of magnetic field in the polarization. As was in graphene, Klein
transmission is obtained for head on collision which is suppressed when the particle is irradi-
ated with circularly polarized light. In the same fashion with graphene, an investigation of
single particle excitation and the collective mode plasmon excitation of α −T3 lattice in the
presence of magnetic field is carried out. The direct impact of number of filled Landau Level
is seen in the plasmon mode dispersion. Results obtained for α − T3 lattice was compared
with the result of graphene. Furthermore, an effect of change of the coupling parameter is
seen in the collective mode excitation and interpreted numerically.
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Chapter 1
Introduction and the Background
1.1 Many body problem
In the real world, a system, in general, is composed of the large number(≡ 1023) of particle
with several phenomena going within them such as inter-particle interaction, shift in the po-
sition of particle with time, interaction with the light, phonon-photon coupling etc. Dealing
with the behavior of each particle, tracking the motion of each of them is not only tedious
and difficult but in a sense, impossible. So, it is wise to understand the collective behavior of
assemblies of interacting particle which gives an overall view of the material nature. Study
of this extremely complex behavior of collection of particle is done by many-body theory
which simplifies the problem by a large extent. Quantum mechanics is used to extract accu-
rate information from these systems. Continuous interactions between the particles create
quantum correlations or entanglement due to which the wave function of the system is com-
plicated. So a lot of approximation is used up in computing to know the system. Some of
the collective behavior are discussed in brief down below.
1
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1.1.1 Phonon
One of the important collective behavior of particle in a material is phonon which has a
significant role in determining the material’s behavior. These phonons are just the collective
motions of lattice vibration in a crystal which can be treated both classically and quantum
mechanically. The frequency of phonon vibration can be obtained using classical mechan-
ics whereas the amplitude of these vibrations, which are quantized, are obtained by using
quantum mechanics. The effect of these phonon vibration on electronic states is to cause
scattering, whereas the electrons change their states by emitting or absorbing phonons. This
interaction of electron and phonon characterizes many properties of metal such as resistivity,
superconductivity, plasmon mode dispersion, etc. Long-range Coulomb interaction plays a
vital role in the phonon dispersion. The ions vibrate and oscillating dipoles are created which
produce large influence in the dipole-dipole interactions and on phonon frequencies. Simply
speaking there are two types of phonon frequencies: they are longitudinal and transverse
frequencies. These frequencies have a direct role in explaining the dielectric and the loss
function of the given material[1].
1.1.2 Raman scattering
Raman scattering also known as Raman effect is the effect discovered by C.V. Raman and his
student KSKrishnan in liquids in 1928 [2]. When a material scatter photons, most of them
are elastic scattering that is the scattered photons have the same wavelength and frequency
as that of incident photons, also called Rayleigh scattering. However, a small portion of
the scattered photons scatter inelastically which can have energy different from the incident
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photon energy, usually lower than that of incident photons, called Raman scattered photons.
During the process, the material either gains or loses energy. Depending on the scattered
photon energy, Raman scattering has two possible outcomes: (a)Stokes Raman Scattering:
In this case, the material absorbs energy and emits a photon with energy lower than incident
photon energy. These scattering are called Stokes Raman scattering in honor of George
Stokes for his experiment in 1852 showing fluorescence is due to light emission at the longer
wavelength. This method is useful in measuring the temperature[3].
(b)Anti-Stokes Raman scattering: In this case, the material loses energy and scattered
photon has energy higher than that of incident photon energy.This method can be used in
laser cooling[4], measuring gas concentration[5], temperature measurement[6], three dimen-
sional vibrational imaging[7] etc.
1.1.3 Plasmon
Next, important collective behavior is described by the quantity called plasmon which is
a dense electron gas capable of oscillating at a high frequency of energy ranging above 10
eV. These modes can be observed when excited electrons scatter from a metallic crystal.
Plasmon mode is usually excited in a metal surface if an electron with sufficient energy
strikes it. The energy of the electron drop by the same amount by which the plasmon
mode excites. These phenomena are generally observed at the surfaces and the interfaces
of nanostructure with dielectrics and semiconductors. Coherent collective oscillations of
these electron concerning lattices are called surface plasmons which oscillates at an optical
frequencies. Surface plasmons were predicted by Ritchie, more than six decades ago to
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highlight the scattering of the fast electrons [8]. The criteria for the survival of the SPs
depend on the fact that real part of dielectric function ε(q, ω) is negative i.e. Re ε(q, ω) < 0.
For a resonating condition of SPs the losses have to be sufficiently small, that is Im
ε << −Reε and the existence of the surface plasmons depend on the fact that the dielectric
function Re ε < 0. The quality of these plasmon are determined by a quantity defined as
quality factor[9],
Q =
ω
2γ
=
ω
2Imε(ω)
dReε(ω)
dω
(1.1)
Q determines the number of optical periods free surface plasmon oscillations undergoing
before field decaying. A good plasmonic metal has Q > 100.
Plasmon mode behavior opened the door to new advances in technology and have already
enriched mankind with many applications. Some of the achievements are biosensors[10],
minute vapor detection[11], cancer diagnostics and treatment[12], optical sensors[13] etc.
All these applications[14] and the peculiar behavior of plasmon depending on the nature of
material unfold many mystery to mankind.
1.1.4 Plasmon mode in 2D material
After the extraction of single-layer graphene sheet by A.K. Geim et. al.[15] many experi-
mentalists and theoreticians focus their attention towards the research on it and to other 2D
material like Silicene[16, 17], Germanene[18, 19], bismuthene[20], Molybdenum disulphide[21]
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etc. Study of plasmon mode in these materials is a subject of high interest because of their
potential application in optoelectronics and mechanical devices. Semiconductor and proces-
sor industries are investing millions of dollars for its research. These plasmon modes arise
from the zeros of dielectric function, ε(q, ω) where ε(q, ω) = 1 − VqΠ(q, ω). The solution of
which is ωpl ∝ √q in the long-wavelength approximation. This √q dependence of the plas-
mon dispersion in 2D material is a universal property which mean for an electron density n
in a 2D semiconductor ωpl ∝ n 12 . The plasmons in 2D semiconductor is relatively large and
can be tuned electrically which led to many applications in technical devices. In random
phase approximation, the plasmon modes are undamped in the region of q − ω space where
ImΠ(q, ω) = 0 and damped in the region where Im Π(q, ω) 6= 0. The plasmon modes in 2D
material like graphene[22, 23, 24, 25], silicene[26, 27, 28] and α−T3 lattice[29] usually decay
by heating effect or by electron-hole pair creation through interband transitions.
1.2 Method to find the plasmon dispersion
1.2.1 Surface Response function
Identifying the plasmon mode dispersion condition of a 2D layer presents theoreticians with
challenge to model the structure as well as to formulate the problem and eventually obtain a
dispersion equation for the plasmon excitation. Several other methods were already imple-
mented to formulate the graphene plasmons on a substrate[30] as well as when encapsulated
by a pair of thick conductors[31]. A new method introduced for the solution of it is the
determination of the surface response function where we take into account the presence of a
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dielectric medium separating the 2D layer from the substrate[32, 33]. This method is capable
of obtaining the plasmon dispersion relation for an arbitrary number of encapsulated layers
embedded within a background dielectric material which ensures no tunneling of electron be-
tween the layers. This surface response function is calculated in the vicinity of the surface.
The derivation of this function is discussed in detail in chapter 4 of this thesis.
1.3 Quantum Hall Effect
The quantum mechanical version of Hall effect is Quantum Hall effect which is in general
observed at low temperature and in strong magnetic fields. The hall conductance σ undergoes
quantum Hall transitions and take the quantized values as:
σ =
Ichannel
VHall
= ν
e2
h
(1.2)
Where Ichannel is the channel current, VHall is the hall voltage, e is the elementary charge and
h is the Planck constant. The value of ν can be integer(1,2,3... ) and is known as the filling
factor. The intriguing feature of the integer quantum Hall effect is the persistence of the
quantization as the electron density is varied. The first experiment on the investigation of the
quantum regime of the Hall effect was done by Von Klitzing[34], using the samples prepared
by Dorda and Pepper for which he was awarded Nobel prize in 1985. The quantization of
hall conductance is very much precise and actual Hall conductance are integer or fractional
multiples of e2
h
to nearly one part in a billion.
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1.3.1 Integer Quantum hall effect in 2D
In two dimensions, when the electrons are subjected to a magnetic field they follow circular
cyclotron orbits. These orbits are quantized when treated quantum mechanically which has
the energy levels taking discrete values as
En = ~ωc(n+
1
2
) (1.3)
with ωc = eBm is the cyclotron frequency. These orbitals are known as Landau levels which are
highly degenerate for strong magnetic field and they give rise to many quantum oscillations
in weak magnetic field.
1.4 Materials
Utilizing the background of physics, many experimentalists and theoreticians studied many
different materials. They understand the behavior of those material and used their properties
to engineer sophisticated devices useful for mankind. Basically, for their use in electronic
and optical devices, they got the knowledge of most of the materials properties. Some of the
material on which they have great interest are discussed in brief below.
1.4.1 Graphene
Since the development of the method to extract single layer graphene[15], many researchers
focussed their attention on the study of this material. The reason behind this tremendous
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investigation over graphene is due to its peculiar behavior. This material has tremendous
strength although it is extremely thin with its thickness of order in the nanoscale range. Its
charge carrier has high mobility with zero effective mass and is highly conductive. There is no
bandgap in between its conduction band and valence band which could be created by several
methods such as doping[35], inducing bandgap by substrate[36] or by exposing it to the light
of suitable frequency[37] or by applying strain[33] on it. Graphene has hexagonal honeycomb
lattice structure with each carbon atom covalently bonded with other three carbon atoms
leaving one free electron. This free electron can bond with other similar layer forming a
material called graphite where each layer interact with weak Van Der Waal’s force. This
weak interacting force has a special benefit due to which one would be able to write in a
piece on a paper by graphite, thin stacks of graphite stick to the surface when graphite is
rubbed in a paper.
1.4.2 Graphite
Graphite is a mineral formed in the earth’s crust when carbon at very high temperature, of
order 750-degree celsius, suffers extreme pressure. It is extremely soft and has low specific
gravity. It is resistant to heat and is almost inert as it does not react easily with other
material in contact. Graphite is composed of many layers of graphene sheets stacked one
upon another. Each layer is separated by 0.335 nm and the covalently bonded carbon atoms
are separated by 0.142nm. Usually graphite are extracted from well-crystallized natural
flake graphite which has wide applications for example they are used as anode materials
in lithium-ion batteries, as electrodes in electric furnaces, as carbon brushes for electrical
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motors, solid lubricant, sliding bearings etc. They are also used in turbine generators, tacho
generators, railway technology, etc.
1.4.3 Silicene
Another two-dimensional material is silicene which is an allotrope of Silicon as like graphene
of Carbon atom. Silicene is a hexagonal honeycomb structure which has periodic buckled
topology and is not flat. Silicene layers are strongly coupled which gets oxidized with oxygen
to form 2D silica. Though silicene is structurally similar to graphene, there are significant
differences in their behavior such as: application of external electric field tune bandgap in
it, Spin-orbit coupling of silicene is much stronger than that of graphene, chemical function-
alization can easily tune its electronic states as it is highly chemically active in the surface.
1.4.4 Phosphorene
Phosphorene[38] is another intriguing material which is an allotrope of phosphorus. As like
graphene, it is also one atom thick layer of phosphorus atom which possess natural bandgap
and asymmetric energy band dispersion. This raises the hope of using this material as an
alternative of graphene. One special advantage of Phosphorene is that the charge can flow
fast and it can switch between conducting and insulating states[39]. Unlike graphene and
silicene, phosphorene is relatively more stable and can be produced easily which has excited
researchers about its potential application in the semiconductor industry.
Chapter 2
Transmission and Conductivity in
Graphene
V. G. Veselago[40] in 1968 studied the possibility of negative refractive index theoretically
which was later further dealt by J.B. Pendry et. al.[41] and many other. The research on this
field grew tremendously after the successful fabrication of graphene layer which has a high
potential of being used as material with tunable refractive index. Cheianov et.al.[42] did
remarkable task in focusing the electric current by p-n junction in graphene by tuning the
carrier densities on either side of the junction. Following the above-mentioned achievements,
we present our investigation on the transmission and conductivity in graphene in this chapter.
The main objective here is to show the effect of bandgap in tuning the refractive index and
transmission of particle through a single and double potential barrier. Our investigation here
has demonstrated the effect of bandgap in suppressing the Klein tunneling and modulating
the conductivity[43]. The inclusion of more barrier results in the appearance of new spikes
in the density plot of incident energy-angle of incident space which is due to the interference
10
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effect between the barrier.
2.1 Crystal structure of graphene
Carbon atoms in graphene are arranged in hexagonal structure as shown in fig. 2.1 which
can be viewed as a triangular lattice with a basis of two atoms per unit cell.
A B
δ1
δ2
δ3
a1
a2
ky
kx
K
K'
(a) (b)
Figure 2.1: (Color online) Lattice structure of graphene showing the Brillouin zone.
(a)Lattice structure of graphene where a1 and a2 are the lattice unit vectors and δi, i = 1, 2, 3
are the nearest neighbour vectors. (b) Brillouin zone showing the point K and K’, referring
to Dirac points.
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The lattice vectors can be written as a1 = a2(3,
√
3), a2 = a2(3,−
√
3). Here, a is the
carbon-carbon distance equal to 1.42 A◦ . The reciprocal lattice vectors are given by b1 =
2pi
3a
(1,
√
3), b2 = 2pi3a (1,−
√
3). The two important point of graphene are the K at
(
2pi
3a
,− 2pi
3
√
3a
)
and K’ at
(
2pi
3a
, 2pi
3
√
3a
)
at the corners of graphene Brillouin zone(BZ) which are called Dirac
points as quasiparticles, which are massless fermion, at these points follow the Dirac equation.
The three nearest-neighbour vectors in real space are given by δ1 = a2(1,
√
3), δ2 = a2(1,−
√
3)
and δ3 = −a(1, 0) where as the six second-nearest neighbors are located at δ′1 = ±a1,δ′2 = ±a2
and δ′3 = ±(a2,−a1).
2.2 Tight binding model
Each carbon atom in the single layers graphene are connected to three nearest carbon atoms
by covalent sigma bond with their outer valence orbital 2s2 and 2p2 in which the electron
from 2s can easily be excited to 2p orbital. With this consideration of easing hoping of elec-
trons to nearest and next nearest neighbour, tight binding approximation gives the following
Hamiltonian[15]:
H = −t
∑
<i,j>,σ
(a†σ,ibσ,j +H.c.)− t′
∑
<<i,j>>,σ
(a†σ,iaσ,j + b
†
σ,ibσ,j +H.c.) (2.1)
Here t and t′ are nearest-neighbour hopping parameter and next nearest-neighbour hop-
ping energy respectively. ai,σ, (a†i,σ) represents annihilation (creation) operator of an electron
with spin σ(σ =↑, ↓) on site Ri on sublattice A.
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The energy bands for this Hamiltonian[44] have the form
E±(k) = ±t
√
3 + f(k)− t′f(k)
with
f(k)=2 cos(
√
3kya) + 4cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
(2.2)
where the (pi∗) corresponds to plus sign and lower(pi) corresponds to minus sign.
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Ek
kykx
Figure 2.2: (Color online) Energy band dispersion in the honeycomb lattice for value of
t = 2.7eV and t′ = −0.2t.
The dispersion figure 2.2, is obtained by using the tight-binding model. We observe six
points of conduction band touching the other six points of the valence band. These points
are referred to as K and K’ points often known as Dirac points. These are the transition
of valence band and conduction band. These points are very special as a close look on it
reveals that the dispersion around these points, in a small region, are linear. Due to this
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behavior, the charge carriers in graphene are described by the Dirac-like equation rather
than the Schrodinger equation.
2.3 Refractive index and Chiral tunneling
In this chapter, we are much focussed on the particle behavior while transmitting the po-
tential barrier. The schematic diagram of the particle transmitting through potential step,
through a single barrier and double barrier is shown in figure 2.3.
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Figure 2.3: (Color online)Schematic diagram of particle transmitting through different po-
tential height as shown.
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2.3.1 Transmission in n-p junction: Potential step
An energy band gap in the band structure of graphene can be produced by dopping[35],
electron-photon dressing[45], application of strain[33], band gap induction by substrate[46]
etc. At low energy of order 300meV to 500meV , the electronic properties of monolayer
gapped graphene is given by Dirac Hamiltonian as:
H =
 ∆ + V (x) vF (pˆx − ipˆy)
vF (pˆx + ipˆy) −∆ + V (x)
 , (2.3)
where vF is the Fermi velocity and pˆ` = −i~∂/∂x` with x` = x, y . The energy eigenvalues
are given by  = Vα ±
√
(~vF qα)2 + ∆2 in region α = 1, 2 with constant potential Vα and
qα =
√
q2α,x + q
2
α,y is the magnitude of the wave vector in that region. Also, ∆ is a parameter
describing the energy band gap. Let θ1 be the angle of incidence of the incoming electron
with wave vector q1 in region I and θ2 is the angle of refraction in region II. The relationship
between θ1 and θ2 is given by
tan θ1
tan θ2
= s2
|q2,x|
|q1,x| = s2
√
(−V2)2−∆2
~2v2F
− q22,y√
2−∆2
~2v2F
− q21,y
, (2.4)
sin θ1
sin θ2
=
q2
q1
= s2
√
(− V2)2 −∆2
2 −∆2 , (2.5)
where sα = sgn(−Vα), i.e. when  < Vα, we are able to get negative refraction [42, 47, 48, 49].
Making use of the Heisenberg equation of motion, the velocity operator can be evaluated
as
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vˆ = r˙ =
[r,H]
i
= σˆ . (2.6)
The probability density for the state |ψ > is |ψ|2 and the probability current is denoted by
j(r, t). The conservation of probability is given by
∇ · j + ∂|ψ|
2
∂t
= 0 . (2.7)
As the wave function is time-independent, we have ∇ · j = 0 and j = Ψ†σˆΨ. Also, the
wavefunction in region α is represented by
Ψα(x, y) =
aαeiqαxx
 1
gαe
iθα
+ rαe−iqαxx
 1
gαe
i(pi−θα)

 eiqαyy , (2.8)
where
gα = sα
{
|− Vα| −∆√
(− Vα)2 −∆2
}
. (2.9)
Additionally, when  < V2, inside the barrier region, the carrier electron is now in the valence
band, transformed into a hole and for  > V2, the particle is in the conduction band and
maintains itself as an electron. For a step, we set V1=0 and V2=V . Using the continuity of
the wave function at the interface and taking a1=1, r2=0 and a2=t, we have
1 + r1 = t ,
g1e
iθ1 + r1g1e
ipi−iθ1 = tg2eiθ2 . (2.10)
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Solving these simultaneous equations for t. we obtain
|t|2 = 4g
2
1 cos
2 θ1
g21 + g
2
2 + 2g1g2 cos(θ1 + θ2)
. (2.11)
In a state of stable equilibrium, the continuity equation yields current conservation which
implies that
jx(incident) + jx(reflected) = jx(transmitted) (2.12)
from which we obtain
g1 cos θ1 − r21g1 cos θ1 = t2g2 cos θ2 , (2.13)
or
1 = r21 + t
2 g2 cos θ2
g1 cos θ1
. (2.14)
From the conservation of probability, we have R + T = 1, where T is the transmission
probability given by
T = |t|2 g2 cos θ2
g1 cos θ1
(2.15)
and R is the reflection coefficient. Therefore, for gapped graphene, this gives us
T =
4g1g2 cos θ1 cos θ2
g21 + g
2
2 + 2g1g2 cos(θ1 + θ2)
. (2.16)
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When  > V2 and the band gap is zero, this reduces to
T =
2 cos θ1 cos θ2
1 + cos(θ1 + θ2)
. (2.17)
However, when  < V2 for gapless graphene, the angle θ2 is replaced by θ2 + pi.and we have
instead
T = − 2 cos θ1 cos θ2
1− cos(θ1 + θ2) (2.18)
which agrees with the result in Ref. [49].
2.3.2 Tunneling in single Barrier
Let us now deal with the transmission of particle through n-p-n junction for which we
consider a model with regions “I", “II" and “III", as shown in Fig. 2.3(b), where “II" denotes
the barrier region and “I" and “III" represents the regions of entry and exit to and from the
barrier, respectively. The boundaries of the barrier are located at x = 0 and x = d. Let
θ1 be the angle of incidence for the incoming electron with wave vector q1 in region I. The
corresponding wave functions for the electron in the three regions are
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ΨI(x, y) =
A
 1
g1e
iθ1
 eiq1,xx +B
 1
g1e
ipi−iθ1
 e−iq1,xx
 eiq1,yy ,
ΨII(x, y) =
C
 1
g2e
iθ2
 eiq2,xx +D
 1
g2e
ipi−iθ2
 e−iq2,xx
 eiq2,yy ,
ΨIII(x, y) =
E
 1
g1e
iθ1
 eiq1,xx + F
 1
g1e
ipi−iθ1
 e−iq1,xx
 eiq1,yy . (2.19)
Here, A,B,C,D,E and F are constants, q22 =
(−V2)2−∆2
(~2v2F )
is the square of the wave vector
within the potential barrier V2 = V and,  is the energy of the incident electron. Also, θ1 is
the angle which the incoming electron makes with the x-axis and θ2 is the refracted angle
inside the barrier. We have
θ2 = tan
−1
(
q2 sin θ2√
(− V2)2 −∆2 − (q2 sin θ2)2
)
(2.20)
We now consider the case when there is a potential barrier (n−p−n junction) for gapped
graphene and the continuity of the wave function gives
M1
A
B
 = N1
C
D
 , (2.21)
where,
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M1 =
 1 1
g1e
iθ1 g1e
ipi−iθ1
 ,
N1 =
 1 1
g2e
iθ2 g2e
ipi−iθ2
 . (2.22)
Transforming to a primed coordinate system by translating the origin to a new one at x = d,
i.e. x′ = x− d, we have, for region “II"
ΨII(x, y) =
C
 1
g2e
iθ2
 eiq2,xx′eiq2,xd +D
 1
g2e
ipi−iθ2
 e−iq2,xx′eiq2,xd
 eiq2,yy,
=
C ′
 1
g2e
iθ2
 eiq2,xx′ +D′
 1
g2e
ipi−iθ2
 e−iq2,xx′
 eiq2,yy , (2.23)
where
C ′
D′
 =
 Ceiq2,xd
De−iq2,xd
 =
eiq2,xd 0
0 e−iq2,xd

C
D
 . (2.24)
Similarly, in region III,
ΨIII(x, y) =
E ′
 1
g1e
iθ1
 eiq1,xx′ + F ′
 1
g1e
ipi−iθ1
 e−iq1,xx′
 eiq1,yy , (2.25)
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E ′
F ′
 =
 Eeiq1,xd
Fe−iq1,xd
 =
eiq1,xd 0
0 e−iq1,xd

E
F
 , (2.26)
where
T10 =
eiq1,xd 0
0 e−iq1,xd
 ,
T1V =
eiq2,xd 0
0 e−iq2,xd
 . (2.27)
In the primed coordinate frame of reference, we have
 1 1
g2e
iθ2 g2e
ipi−iθ2

C ′
D′
 =
 1 1
g1e
iθ1 g1e
ipi−iθ1

 E ′
F ′ ,
 (2.28)
C ′
D′
 = N−11 .M1.
E ′
F ′
 , (2.29)
where, in our notation,
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C
D
 = T −11V .N−11 .M1.T10.
E
F
 ,
A
B
 = M−11 .N1.T −11V .N−11 .M1.T10 .
E
F
 . (2.30)
Setting A = 1, E = t and F = 0, we obtain the transmission probability T = |t|2 given by
T =
4g21g
2
2 cos
2 θ1 cos
2 θ2
4g21g
2
2cos
2θ1cos2θ2 cos2(dq2) + sin
2(dq2)(g21 + g
2
2 − 2g1g2 sin θ1sinθ2)2
, (2.31)
This general result agrees with that in Ref. [15] for the special case of gapless graphene and
we shall employ Eq. 2.31 in our numerical calculations presented below.
2.3.3 Double potential barrier
Let’s move to extend our formulation to calculate the transmission probability for two square
potential barrier of equal height V , illustrated in Fig. 2.3(c) The first barrier is located
between x = 0 and x = d (region II) while the second barrier lies between x = d + w and
x = 2d+w (region IV). The region between the barriers is denoted by region III, and to the
far left and far right, we have regions I and V, respectively. A straightforward calculation
leads to the wave function for region III as
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ΨIII(x, y) =
E
 1
g1e
iθ1
 eiq1,xx + F
 1
g1e
ipi−iθ1
 e−iq1,xx
 eiq1,yy . (2.32)
Making use of,
E ′′
F ′′
 =
 Eeiq1,x(d+w)
Fe−iq1,x(d+w)
 =
eiq1,x(d+w) 0
0 e−iq1,x(d+w)

E
F
 , (2.33)
we obtain,
ΨIII(x, y) =
E ′′
 1
g1e
iθ1
 eiq1,xx′′ + F ′′
 1
g1e
ipi−iθ1
 e−iq1,xx′′
 eiq1,yy . (2.34)
In a similar fashion, the wave function in the second barrier region (region IV) may be
written as
ΨIV (x, y) =
G′′
 1
g2e
iθ2
 eiq2,xx′′ +H ′′
 1
g2e
ipi−iθ2
 e−iq2,xx′′
 e−iq2,yy , (2.35)
and
G′′
H ′′
 =
eiq2,x(d+w) 0
0 e−iq2,x(d+w)

G
H
 , (2.36)
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where G,H are constants and x′′ = x− (d+ w). The wave function in the second barrier is
also continuous at x′′ = 0 i.e., at x = d+ w we must have:
E ′′
F ′′
 =M−11 .N1.
G′′
H ′′
 (2.37)
which leads to
E
F
 = T −120 .M−11 .N1.T2V .
G
H
 , (2.38)
with
T20 =
eiq1,x(d+w) 0
0 e−iq1,x(d+w)
 ,
T2V =
eiq2,x(d+w) 0
0 e−iq2,x(d+w)
 . (2.39)
Proceeding along lines like we employed above, we obtain the components of the wave func-
tion in region V as
ΨV (x, y) =
J
 1
g1e
iθ1
 eiq1,xx +K
 1
g1e
ipi−iθ1
 e−iq1,xx
 eiq1,yy , (2.40)
where J and K are constants. This may be rewritten as
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ΨV (x, y) =
J iv
 1
g1e
iθ1
 eiq1,xxiv +Kiv
 1
g1e
ipi−iθ1
 e−iq1,xxiv
 eiq1,yy , (2.41)
where xiv = x − (2d + w). Furthermore, in region IV, the wave function may be expressed
in the following form:
ΨIV (x, y) =
Giv
 1
eiθ2
 eiq2,xxiv +H iv
 1
eipi−iθ2
 e−iq2,xxiv
 eiq2,yy (2.42)
with
J iv
Kiv
 =
eiq1,x(2d+w) 0
0 e−iq1,x(2d+w)

J
K
 ≡ T30
J
K

Giv
H iv
 =
eiq2,x(2d+w) 0
0 e−iq2,x(2d+w)

G
H
 ≡ T3V
G
H
 . (2.43)
Also, making use of the continuity condition at xiv = 0, i.e., at x = (2d+ w), we obtain
N1
Giv
H iv
 =M1
J iv
Kiv
 (2.44)
and thus
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G
H
 = T −13V .N−11 .M1.T30.
J
K
 , (2.45)
where
T30 =
eiq1,x(2d+w) 0
0 e−iq1,x(2d+w)

T3V =
eiq2,x(2d+w) 0
0 e−iq2,x(2d+w)
 . (2.46)
So, we have a relationship between the pairs of coefficients (A,B) and (J,K) given by
A
B
 = (M−11 N1) · (T −110 M−11 N1T1V )−1 · (T −120 M−11 N1T2V ) · (T −130 M−11 N1T3V )−1 ·
J
K

(2.47)
By induction, we have for (N + 1) potential barriers
 1
B
 = (T −100 M−11 N1T0V ) · (T −110 M−11 N1T1V )−1 · (T −120 M−11 N1T2V )
× (T −130 M−11 N1T3V )−1 · · · (T −1(2N+1)0M−11 N1T −1(2N+1)V )
t
0
 (2.48)
Generalizing our formalism to N + 1 equally spaced potential barriers, our calculations show
that
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T(2N+1)0 =
eiq1,x{(N+1)d+Nw} 0
0 e−iq1,x{(N+1)d+Nw}
 (2.49)
T(2N+1)V =
eiq2,x{(N+1)d+Nw} 0
0 e−iq2,x{(N+1)d+Nw}
 . (2.50)
Therefore, solving this equation for t, we obtain the transmission coefficient for multibarrier
[50, 51] as T = t · t∗. We now use the above obtained results to carry out our numerical
calculations.
2.4 Conductivity
The conductance coefficient[52] for a specific spin direction and valley across a potential step
or potential barrier is given in terms of the transmission probability as follows:
G = G0
∫ pi/2
−pi/2
dθ T (θ) cos(θ) . (2.51)
Here, G0=e2kFW/2pih with W the sample width along the y direction and kF the Fermi
wave vector. Making use of this result below, we investigate the behavior of the conducting
properties of graphene under the influence of a split gate to produce an n− p or n− p− n
junction. However, we must first analyze the transmission coefficient which we derived above
in our formalism for gapped graphene.
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2.5 Numerical Analysis
In Figs. 2.4(a) and 2.4(b), we present polar plots for the transmission probability across a
potential step for chosen incident energy in units of the barrier height and compare results
for gapless and gapped graphene. Klein tunneling is evident at normal incidence when
∆ = 0 but there is some reflection in the case for gapped graphene. Off normal incidence,
the transmission probability for gapless and gapped graphene again shows some significant
differences, when compared to head-on incidence for the electron beam. In Fig. 2.4(c), we
also plot the angle of incidence as a function of the corresponding angle of refraction for
the chosen energy gap, thereby demonstrating how negative refraction is affected by an
energy gap in monolayer graphene. We also display in Fig. 2.4(d) a density plot for the
transmission probability across a potential step as a function of incident angle and energy
for gapped monolayer graphene. Our results clearly show that there is a forbidden energy
region for incoming electrons at any angle and that these results differ substantially from
those corresponding to tunneling across a potential barrier.
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ϵ/V=0.7
θ1
θ2 ϵ/V
θ1
(c)
Δ/V=0.2
(d)V 0
V 0.1
V 0.2
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Δ=0
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V 0.4
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ϵ/V=0.7
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V 0.2
Figure 2.4: (Color online) Polar plots of the transmission coefficient at different incident
energies for (a) gapless and (b) gapped graphene for chosen incident energy. In (c), we show
the relationship between the angle of incidence and the angle of refraction for chosen energy
gap and incident energy. Density plot of the transmission coefficient across a step is shown
in (d) as a function of the angle of incidence and energy.
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Figures 2.5(a), 2.5(b), 2.5(c) and 2.5(d) demonstrate the changes in the transmission
probability for different incident energy of an electron impinging on a single potential barrier
for gapped and gapless graphene with chosen barrier width. Unlike gapless graphene, for
normal incidence in gapped graphene, the transmission probability oscillates as the energy
is varied in Fig. 2.5(a) and its value drops drastically when the incident energy is close to
the barrier height. The polar plots in Fig. 2.5(b) and for the chosen barrier width show
that Klein tunneling is suppressed at normal incidence, thereby illustrating some possible
reflection even for zero angle of incidence. We also show in Figs. 2.5(c), (d) the transmission
results in the form of density plot as a function of incident energy and the angle of incidence.
The results exhibit the brighter region corresponding to higher transmission probability and
there is the region in the middle of the figure where transmission is not allowed for some
values of energy for any angle of incidence when there is a bandgap.
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θ1=0
d=110nm (a)
V=200mev
V=200mev
(c)
Δ=30 mevd=110nm
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(d)
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d=110nm
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0
30mev
Figure 2.5: (Color online) (a) Plots for the transmission probability of an electron through a
single potential barrier versus the incident energy. In (b), polar plots are presented for trans-
mission for different angles of incidence. Panels (c) and (d) respectively show transmission
density plots for gapped and gapless graphene.
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We now turn our attention to the transmission of an electron through two electrostatic
potential barriers separated by some distance w. Our results are presented in Figs. 2.6(a),
2.6(b), 2.6(c) and 2.6(d). The inter-barrier separation leads to polar plots which, as expected,
bear similarities with that obtained in Fig. 2.5, with forbidden regions of transmission for
some range of energy and incident angle. However, unlike the case for a single barrier, we
observe some bright regions in the middle section of the density plot. These spikes are due to
the commensurability oscillations of the waves in between the barriers. The spike locations
depend on the parameters chosen for the barrier width as well as the energy bandgap.
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d=25nm,
 w=25nm
 V=200mev,
θ1=0,
(a)
d=25nm,
 w=25nm Δ=0mev, V=200mev
(d)
Δ=30mev,
 V=200mev
d=25nm,
 w=25nm
(c)
(b)
ϵ=60mev,
d=25nm,
 w=25nm,
 V=200mev,
0
30 mev
Δ=0
Δ=30 mev
Figure 2.6: (Color online) Transmission probability through two potential barriers. All
parameters for the barrier height, and energy band gap are the same as in Fig. 2.5. But,
here the barrier width d and the inter-barrier separation w are changed as shown in the
figure.
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We have made use of our results for the transmission probability to calculate the bal-
listic conductance for all the above-mentioned geometries. For a potential step, Fig. 2.7(a)
shows the conductance as a function of the energy gap parameter ∆ for chosen values of
incoming electron energy. Here, the conductance is almost constant for small ∆/V and it
falls precipitously when the bandgap parameter is close to the electron incident energy. Fig-
ure 2.7(b) shows the variation of the conductance coefficient with incident electron energy
for various values of bandgap. For the range of energy shown, the conductance decreases
monotonically with energy when ∆ = 0. However, when there is an energy bandgap, there
is conductance only when  > ∆ as required for graphene electrons in the conduction band.
This requirement leads to the expected behavior of conductance in Figs. 2.7 (a) and (b).
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(b)
V 0
V 0.2
V 0.4
V 0.2
V 0.3
V 0.4
(a)
Figure 2.7: (Color online) Conductance plots, in units of G0, for gapped and gapless graphene
when there is a step potential. Panel (a) shows the conductance versus the band gap param-
eter for chosen energy. Panel (b) presents how the conductance varies with incident energy
for chosen band gap.
We vividly demonstrate in Fig. 2.8 that there is a relationship between the electron energy
 and bandgap parameter ∆ showing the region in  − ∆ space when there is focusing of
an electron beam across a potential step in monolayer graphene. Thus, we have identified
a limited region where the refractive index is negative. Outside this region, the refractive
index may either be positive (transmission without focusing) or there is no transmission at
all, i.e., the equation governing refraction may not be satisfied, to yield real solutions for Eq.
(2.5). In particular, these results show that for gapless graphene, the range of energy for
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negative refraction is larger than for gapped graphene. This dramatic result from our theory
means that one may specifically choose negative refractive index by allocating the bandgap.
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Figure 2.8: (Color online) Density plot of limited negative refractive index as a function of
incident energy and energy band gap.
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We present novel results for the n − p − n conductance as functions of the energy gap
parameter ∆, the incident energy  and the barrier width d in Figs. 2.9(a), 2.9(b) and
2.9(c), respectively. Unlike the results in Fig. 2.7 for a potential step, in an n − p − n
junction, the conductance in Fig. 2.9(b) has characteristic commensurability oscillations due
to the ratio between the de Broglie wavelength and the barrier width. The reflections at the
barrier interface change a smooth curve in Fig. 2.7(b) into a decreasing, oscillating curve in
Fig. 2.9(b) for the conductance as a function of the energy parameter . It is evident that
commensurability oscillations for an n−p−n junction are superimposed on the n−p junction
conductance results, including a lower bound on the existence of this transport coefficient.
We also note that Fig. 2.9(b) shows that for finite energy gap, there is a range of energy
for which the conductance is zero and this range of energy for an insulating phase increases
with ∆. Figure 2.9(c) clearly demonstrates the commensurability oscillations as the barrier
width is varied.
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Figure 2.9: (Color online) Conductance plots for ballistic transport for gapped and gapless
graphene when there is only one potential barrier. The conductance coefficient is plotted
as a function of (a) the energy band parameter ∆, (b) incident energy , and (c) potential
barrier width d.
CHAPTER 2. TRANSMISSION AND CONDUCTIVITY IN GRAPHENE 41
Based on the formula for the conductance, we carried out calculations across two potential
barriers as shown in Figs. 2.10(a) and 2.10(b). As the energy is increased, the conductance
shows a periodic oscillations and we observe a dip in the conductance when the electron en-
ergy is close to the barrier height. This is because of the drop in the transmission probability
in that regime. As for an n− p− n junction, the conductance does not exist for energy less
than the bandgap parameter ∆ and for the difference between the electron energy and the
barrier height less than ∆. Figure 2.10(b) shows the conductance versus barrier width. As
in the case of an n− p−n junction, the conductance falls off from a high to a reduced value
for the lower barrier width. As the width is increased, the conductance oscillates as shown
in Fig. 2.10(b). When the bandgap is finite, the average conductance is decreased as the
bandgap is increased.
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Δ=0
Δ=25 mev
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w=25 nm
(a)
Δ=0
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Figure 2.10: (Color online) Conductance plots, in units of G0, for gapped and gapless
graphene when there is a pair of potential barriers. Panel (a) shows the conductance as
a function of the incident electron energy for chosen band gap with barrier width d=55nm
and inter-barrier separation w=25 nm. Panel (b)shows conductance versus barrier width for
chosen parameter values as indicated in the figure.
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2.6 Conclusion
An energy band gap of 50meV can be created by the interaction between the Dirac parti-
cles in graphene and circularly polarized light. The dressed state electron can be produced
by irradiating the electron with laser light. This creation of bandgap in the energy band
structure suppresses Klein tunneling for normal incidence of an electron beam. The perfect
transmission is now shifted to some other angle of incidence. When there are two or more
potential barriers present, the number of peaks increases as the transmission spectrum in-
creases. This is due to the interference between oppositely traveling waves within a barrier
and between separated barriers. This interference effect is reduced by much amount when
the barriers are brought closer.
An important result coming out of our calculations is that there is a well-defined region
in  − ∆ space where negative refraction, i.e focusing of an electron beam, may occur for
monolayer graphene when a negative-positive split gate is applied. Outside this region,
the beam may not be refracted at all or if there is refraction, the refractive index may be
positive. This implies the bandgap tuning could help in building the required refractive
index for monolayer graphene.
Our conductance calculations show that there is a lower bound for the incident energy for
gapped graphene with a p−n junction, thereby indicating a metal-insulator transition. The
regions of finite refraction in Fig. 2.8 determines the range for the incident energy and gap
for monolayer graphene where the conductance is finite in Figs. 2.7(a). When a potential
barrier is introduced, our calculations show that there are commensurability oscillations
superimposed on the conductance curves for a step due to interference between incident and
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reflected waves from the potential walls.
Chapter 3
Graphene under magnetic field
Recently, the effect of magnetic field and temperature on graphene and other 2D materials
are intensively studied. There were many experimental and theoretical reports regarding
the role played by shielding of charged impurities in graphene and two-dimensional electron
liquid on their properties[53, 54]. Magnetic field application cause the quantization of the
energy band, separates it into different Landau level and presence of magnetic field and
modulation of the Landau Levels form Hofstadter butterfly [55, 56, 57, 58, 59]. The gap
between these levels in graphene are not same whereas for two dimensional electron liquid
each level are equally spaced. Electrons from a level in the valence band can jump to the
empty level in the conduction band whose effect can be observed in the collective mode
excitation as reported recently by R. Roldan et. al.[60, 61] where they discussed the static
and dynamic polarization of graphene and compared the result with the two-dimensional
electron liquid polarization[62]. Similarly, Many other investigations on the role of magnetic
field application on graphene were done such as N Sandeep recently has studied the effect
of magnetic field on graphene nanoparticles[63], Xiao et. al studied the physics of valley
45
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polarization as a magnetic signal[64] and Qiao et. al. detailed the research on quantum
anomalous Hall effect in graphene[65] etc. Taking the reference of their work and our study
of the effect of the magnetic field and the role of temperature on the static polarization[66],
in this chapter we brief the behavior of graphene in the magnetic field.
3.1 Model Hamiltonian and eigenfunction in the pres-
ence of magnetic field
We now consider a magnetic field B acting, parallel to z-axis, on a monolayer graphene
which lies parallel to x-y plane as shown in the figure. 3.1. Ignoring the Zeeman splitting
and assuming valley energy degeneracy, the effective-mass Hamiltonian for non-interacting
electrons in one valley of graphene in the absence of scatterers can be written as:
Hˆ0 = vF
 0 pˆix − ipˆiy
pˆix + ipˆiy 0
 , (3.1)
where pˆi = −i~∇+ eA, −e is the electron charge, A is the vector potential, vF =
√
3at/(2~)
is the Fermi velocity with a = 2.57 Å denoting the lattice constant and t ≈ 2.71 eV is the
overlap integral between nearest-neighbor carbon atoms.
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B
Graphene
layer
Figure 3.1: (Color online)Schematic representation of magnetic field applied perpendicular
to single layer graphene.
In the Landau gauge A = (0, Bx, 0), the eigenfunctions ψα(r) of the Hamiltonian Hˆ0 in
Eq. (3.1) are labeled by the set of quantum numbers α = {ky, n, s(n)} where n = 0, 1, 2, · · ·
is the Landau level index, ky is the electron wave vector in the y direction, and s(n) defined
by s(n) = 0 for n = 0 and s(n) = ±1 for n > 0 indicates the conduction (+1) and valence
(−1 and 0) bands, respectively. The two-component eigenfunction ψα(r) is given by
ψα(x, y) =
Cn√
Ly
eikyy
 s(n)in−1Φn−1(x+ l2Bky)
inΦn(x+ l
2
Bky)
 , (3.2)
where lB =
√
~/eB is the magnetic length, and Lx and Ly are normalization lengths in the
x and y directions. Also, A = LxLy is the area of the system. We have Cn = 1 for n = 0
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and 1/
√
2 for n > 0. In addition, we have
Φn(x) =
(
2nn!
√
pilB
)−1/2
exp
[
−1
2
(
x
lB
)2]
Hn
(
x
lB
)
, (3.3)
where Hn(x) is a Hermite polynomial. The eigenenergies depend on the quantum numbers
n and s only and are given by
ns = s(n)n = s(n)
~vF
lB
√
2n . (3.4)
we notice that the ratio of the Zeeman term ∆EZ(B) to the separation between adja-
cent Landau levels ∆EL(B) is negligible at high magnetic field. For B = 10 T, we have
∆EZ(B)/∆EL(B) ≈ µBB/(
√
2~vF l−1B ) ≈ 5 × 10−3. Here, µB = e~/(2me) is the Bohr
magneton with me denoting the free electron mass. Hence, the contributions to the single-
electron Hamiltonian from the Zeeman splitting and very small pseudospin splitting caused
by two valleys in graphene may be neglected. We assume energy degeneracy for the two
possible spin projections and two graphene valleys described by pseudospins.
3.2 Polarization function
We now can write the polarization function[60, 61, 67] as:
Π(q, ω) =
g
2pil2B
∞∑
n=0
∞∑
n′=0
∑
s,s′=±
f0(ns)− f0(n′s′)
ns − n′s′ + ~ω + iδF
ss′
nn′(q) , (3.5)
where, g = 4 for the spin and valley degeneracy, f0(ns) = 1/
[
e(ns−µ)/kBT + 1
]
is the Fermi
distribution function,with s, s′ = ±1, ns = (s~vF/lB)
√
2n − EF , where EF is the Fermi
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energy and the form factor F ss′nn′(q) is defined as
F ss
′
nn′(q) = e
−l2Bq2/2
(
l2Bq
2
2
)(n>−n<)
×
[
s1∗n1
∗
n′
√
(n< − 1)!
(n> − 1)!L
n>−n<
n<−1 (l
2
Bq
2/2) + s′2∗n2
∗
n′
√
n<!
n>!
Ln>−n<n< (l
2
Bq
2/2)
]2
(3.6)
Here, 1∗n = [(1− δn,0)/2]1/2, 2∗n = [(1 + δn,0)/2]1/2, n>=max(n, n′), n<=min(n, n′) and Lan(x)
is the associated Laguerre polynomial. At T = 0 K we have,
Πinter(q, ω) =
Nc∑
n=0
Nc∑
n′=NF
F−+nn′
−n − n′ + ~ω + iδ + (~ω+ → ~ω−) (3.7)
with, NF being the filling factor, ~ω± = ±(~ω + iδ), s = −1 and s′ = +1. We also have
Πintra(q, ω) =
NF−1∑
n=0
Nc∑
n′=NF
F++nn′
n − n′ + ~ω + iδ + (~ω+ → ~ω−) (3.8)
and the total polarizability is obtained from
Π(q, ω) = Πinter(q, ω) + Πintra(q, ω) , (3.9)
where Πinter(q, ω) is due to transitions from the valence to the conduction band while
Πintra(q, ω) accounts for transitions within the conduction band. We must also note that
the chemical potential depends on temperature approximately[68] as
µ ≈ EF
{
1− pi
2
6
d ln(ρ(EF ))
d ln(EF )
(
kBT
EF
)2
+ · · ·
}
(3.10)
CHAPTER 3. GRAPHENE UNDER MAGNETIC FIELD 50
where ρ(EF ) is the density-of-states at the Fermi energy EF . Of course, for graphene, we
have ρ() = /[pi(~vF )2] whereas for the 2DEL the density of states is constant and given by
ρ() = m∗/pi~2 so that we can replace the chemical potential by the Fermi energy when the
temperature of the 2DEL is low. Furthermore, in calculating the temperature-dependence
of the polarization function at low temperature (kBT  EF ), we employ f0(;T ) ≈ θ(EF −
)− (kBT )δ(− EF ) in terms of the Heaviside step-function θ(x).
We employ the transformation of Maldague[69] to evaluate the finite temperature polar-
ization which relates zero temperature polarization with finite temperature polarization.
Π(q, ω;T ) =
∫ ∞
0
dE
ΠT=0,EF=E(q, ω)
4kBT cosh
2
[
E−µ(T )
2kBT
] . (3.11)
Recently, a generalization of this transformation to graphene when an external magnetic
field is applied was given in [24]. At high temperatures[70] or weak magnetic field, when the
separation between Landau levels is small, and kBT  ~vF/lB, the occupation of the Lan-
dau levels is given by the Fermi-Dirac distribution function fn,s(n) = 1/
[
e(n,s(n)/kBT )) + 1
]
for n > 0 if the energy is measured from the Fermi level. For sufficiently high magnetic
field, Landau level separation is large so we can take only a few terms in the polarization
sums since transitions to higher levels have smaller oscillator strengths. Furthermore, the
separation between Landau levels decreases as n increases and is ∝ 1/√n, for large n. In
our calculations, we included Landau levels with 1 < n ≤ 70 unless stated otherwise [60].
We may separate the contributions to the polarization Π(q, ω) into contributions which cor-
respond to transitions between different Landau levels inside the conduction band, and this
term does not contribute at T = 0 K.
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We can now use our polarization function to calculate the shielded potential of a point
charge on the polar axis at a distance z0 from the 2D plane. This is given as a Hankel
transform of order zero by [71]
V
(
r‖, z0
)
=
(
e2
s
)∫ ∞
0
dq J0(qr‖)e−qz0
1
(q, ω = 0)
(3.12)
where the dielectric function is obtained in the random-phase-approximation (RPA) from
(q, ω) = 1− 2pie
2
sq
Π (q, ω) (3.13)
and s = 4piε0b with ε0 the permeability of free space and b the background dielectric
constant. As a matter of fact, Eq. (3.12) determines the static density distribution around
an impurity, as well as the effective interaction between two test charges embedded within
the 2D structure. In general, the screened potential decreases exponentially with z0 and is
not of interest to us.
3.3 Numerical Results and Discussion
In our numerical calculations, we chose rs = 3.0 for the 2DEL where we define rs =
2m∗e2/(bkF~2) in terms of the electron effective massm∗, the background dielectric constant
b and the Fermi wave vector kF . We chose m∗ = 0.067 me (me is the free electron mass)
and b = 13.6 which are appropriate for GaAs/AlGaAs. Then rs corresponds to electron
density n = 6.1 × 1010 cm−2. For monolayer graphene, we chose rs = 1.0 where now we
define rs by rs = e2/(b~vF ) given in terms of the Fermi velocity vF for pristine graphene
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and the background dielectric constant for this material.
3.3.1 Effect of temperature and magnetic field on 2DEL polariza-
tion and screened potential
In Fig. 3.2, we present results of our calculations for the static polarization function Π(q, ω =
0) and the shielded potential for a 2DEL in the presence of a perpendicular magnetic field
for two filling factors NF at chosen temperatures. At T = 0 K, the polarization function
has NF sharp local maxima corresponding to the number of full Landau levels. As the tem-
perature is increased, these peaks become smeared out and the polarizability is diminished.
Correspondingly, the screened potential exhibits the same number of local maxima as its po-
larization at T = 0 K responsible for dielectric screening. Just like the polarizability, there
is smearing of these peaks when the temperature is increased [24]. We have NF = pil2Bn2D
at T = 0 K in terms of the electron density n2D. The Fermi wave vector kF is also given
by kF lB =
√
2NF − 1. At T = 0 K, when there are multiple peaks, these peaks increase in
height with increasing wave vector [62]. But, at finite temperature, the height of the peaks
decreases with increasing wave vector. Irrespective of what temperature chosen, the first
peak in the static polarizability function appears at q ≈ 2kF .
In Fig. 3.3, we have demonstrated what effect temperature has on the derivative of
polarization for the two cases when NF = 1, 2. These results should be compared with those
in Ref. [72] which show that the part of the curve for the derivative of the polarizability
which connects the first local maximum with the first local minimum is a manifestation of
the smoothing of the Fermi surface by temperature.
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In the absence of any magnetic field, we may obtain the polarizability at T = 0 K by
making use of the analytical formula of Stern [73]. In this case, the derivative function has
a discontinuity at 2kF , i.e., twice the Fermi wave vector. In fact, between 0 < q < 2kF , the
polarizability is constant and for q > 2kF , it falls off like 1/q. Although the polarizability
function itself is continuous at 2kF , the abrupt change in slope is what gives the discontinuity
in its derivative. The plots in Fig. 3.4 show that when we introduce temperature, there is
an effect on the polarization function and subsequently on the screened potential. Following
our results above, we obtain a finite number of oscillatory peaks for a finite magnetic field
which is increased as the magnetic field is reduced. Therefore, we have, as expected, the
Friedel oscillations at B = 0 in Fig. 3.4 and whose amplitudes decrease with temperature.
Furthermore, an introduction of the magnetic field into the calculations reveal some
distinct features. First, in each of the plot in Figs. 3.2 and 3.3 for Π(0)(q, ω = 0) for the
2DEL is dependent on wave vector in the long-wavelength limit. However, the polarization
is constant over a wide range (0 ≤ q ≤ 2kF ) in the absence of a magnetic field. The
length scales in our plots for zero and finite magnetic field are related through the equation
kF lB =
√
2NF − 1. In the large wave vector limit, the 1/q dependence now has oscillations,
which is due to the presence of Laguerre polynomials in the form factor.
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Figure 3.2: (Color online) For two filling factors NF = 1, 2, the static polarization function
(left panels) for the 2DEL for various temperatures as a function of the wave vector q in
units of the inverse magnetic length l−1B . The right panels show the corresponding screened
potentials.
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Figure 3.3: (Color online) Derivative of the static polarization function for the 2DEL at
various temperatures and a chosen filling factor as a function of the wave vector q in units
of the inverse magnetic length l−1B .
Our conclusion from these calculations is that the number of peaks in the polarization
function and its derivative is equal to the filling factor NF for the number of filled Landau
levels. This is also the same as the number of local maxima in the screened potential in the
presence of a magnetic field.
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3.3.2 Magnetic field effects on monolayer graphene polarization and
screened potential and comparison with the 2DEL
Concerning now to study the role of temperature and magnetic field on doped monolayer
graphene, we present plots in Fig. 3.5 for the static polarizability and the screened potential
at various temperatures in the absence of an external magnetic field. In our numerical
simulations, we employ an appropriate value for the Wigner-Seitz radius defined as the ratio
of the potential to the kinetic energy in an interacting Coulomb system [74]. For comparison
and explanation of the characteristic features we have obtained, we refer to the results
previously obtained for the static polarization when T = 0 K and B = 0 [22] and for finite
temperature in the absence of magnetic field [75].
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Figure 3.4: (Color online) For various temperatures, the static polarization function (left
panel) for the 2DEL at finite temperature in the absence of magnetic field as a function of
the wave vector q in units of kF . The right panel shows the corresponding screened potentials.
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Figure 3.5: (Color online) For Wigner-Seitz-Seitz radius rs = 1.0 defined as rs = (e2/b~vF ),
the static polarization function in (a) is plotted in units of the density-of-states at the Fermi
level D0 = ρ(F ) for MLG at T = 0 as well as finite temperature in the absence of magnetic
field as a function of the wave vector q in units of kF . The panels (b) and (c) show the
corresponding screened potentials.
The influence of temperature between 0 < q < 2kF is just as important for doped
graphene as for 2DEL since the constant polarization function in this range is independent
on q at T = 0 K but is wave vector dependent when the sample is heated. Our results in
Fig. 5.7 for the screened potential demonstrate that there may be Friedel oscillations which
become smeared with temperature and also when the charged impurity is moved away from
the 2D layer of graphene. However, the significant difference between the Friedel oscillations
CHAPTER 3. GRAPHENE UNDER MAGNETIC FIELD 59
for the 2DEL
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Figure 3.6: (Color online) Static polarization function for MLG at T = 0 K in the presence
of magnetic field as a function of the wave vector q in units of l−1B . The number of filled
Landau levels was chosen as (a) NF = 2 and (b) NF = 3. The intra and inter-subband
contributions are presented.
and monolayer graphene is that in the former case, there are plus-to-minus oscillations as
the distance from the impurity is increased. However, for monolayer graphene, the screened
potential is always repulsive. This, of course, may directly be attributed to the difference in
band structure for the two media and will indicate the difference in the many-body effects
due to dielectric shielding.
We now present our results for the static polarization function for monolayer graphene
at T = 0 K in figure 3.6 when a magnetic field is applied. We show results corresponding to
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the cases when there are NF = 2, 3 Landau levels filled. To get a clear idea, we separated the
contributions to the polarizability corresponding to intra-band and inter-band transitions.
The intra-band static polarization function has the same number of peaks as the total num-
ber of occupied Landau levels, as is the case for the 2DEL where only conducting electrons
are considered for transitions from below to above the Fermi level. For the inter-band polar-
ization function, there is no restriction on the number of allowed transitions. Consequently,
this is devoid of the “signature" peaks as its intra-band counterpart possesses. Adding these
two parts leads us to our presented results which agree with those given by Roldan, et al.
[60]. We emphasize that the Dirac cone approximation (in zero magnetic field) is valid only
for a limited range of energy (0<  <300 meV), thereby requiring that in carrying out our
calculations, we must introduce a cut-off value Nc for the number of Landau levels in the
presence of a uniform perpendicular magnetic field. Specifically, in Fig. 5, we chose the
cut-off value Nc = 350.
Our results above show that for 2DEL, there are NF peaks in the polarization function as
well as NF peaks for the screened potential for chosen magnetic field. For graphene, there are
also NF peaks in the polarization function, coming from the NF filled Landau levels, as we
noted above. However, as we show in Fig. 3.7, there are NF peaks in the screened potential
which are visible but these are very sensitive to whether or not the impurity is embedded
within the 2D layer. When we set the impurity at a finite distance from the graphene layer,
the peaks in the screened potential are smeared out. The sensitive nature of these results
establishes a dramatic difference between MLG and the 2DEL.
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Figure 3.7: (Color online) The screened potential for monolayer graphene at T = 0 K in the
presence of magnetic field for various NF . The results were obtained for chosen z0 = 0, i.e.,
for an impurity imbedded within the 2D layer.
These results here provide detail insight into the nature of the static polarization function
in strong magnetic fields over a range of temperature. In addition, they give us the significant
knowledge of many-body effects on the screening properties under varying environmental
conditions. Although the emphasis has been on integer filling of the Landau levels, we may
extend our calculations to the case when there is fractional filling [76]. The results show that
substantial differences occur between the 2DEL and monolayer graphene in the q → 0 limit
where the filling factor response functions have different functional dependences on the wave
vector due to the absence of low-energy excitations when B 6= 0, contrary to the contribution
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from the energy bands to the Lindhard function in the absence of magnetic field. From a
mathematical point of view, this difference is due to the sum over n, n′-sum being dominated
by the n>−n< = 1 term in Eq. (3.5), i.e., by the highest occupied and the lowest unoccupied
Landau level. Figures 3.2 and 3.3 show oscillations for finite filling factor, for intermediate
wave vector. However, these oscillations in Π(q, 0) subside with increasing NF in accordance
with Fig. 3.4, and the screened potential exhibits the Friedel-like oscillations as a function of
displacement. Similar conclusions are obtained for monolayer graphene, as we have shown.
3.4 Summary
In brief, in this chapter we have presented a comprehensive description of the combined effect
of temperature and magnetic field on the static polarization function for MLG associated with
the Dirac point. For completeness, we calculated the polarizability numerically for the 2DEL
under a uniform perpendicular magnetic field at finite temperature. Our results for the 2DEL
are concerned with the effect due to a strong magnetic field on the polarizability and screening
in monolayer graphene and the 2DEL. This is in contrast with Ref. [72] where the weak field
limit was emphasized. The results we obtained are given in an experimentally achievable
long-wavelength regime. Besides, the numerical results were obtained at low temperature
where the sharpness of the Fermi surface is evident and at high enough temperature which
brought to bear the effect which heating may have on this property of the electron liquid.
Chapter 4
Plasmon Mode Dispersion
The knowledge of the polarization of graphene in the presence and absence of a magnetic
field led us to further dig the understanding of its plasmon nature. Graphene, by its unique
nature, does behave when it has a varying environment. One such thing we try to shed light
on in this chapter is about the plasmon mode dispersion when it is sandwiched between the
substrate.
Graphene layer extraction is one of the complicated process which need to be done very
carefully to get it in its pure state. There are several methods are used to fabricate graphene
which are already discussed in chapter 1. Some of them are chemical vapour deposition[77,
78, 79, 80, 81, 82, 83], Mechanical cleavage method[84, 85, 86], epitaxial growth technique[87,
88, 89] etc. For the real use of graphene, its behavior is to be known in every possible state.
The basic of it is to know its change in behavior when it is placed over substrate like silicon
carbide, silicon dioxide, hexagonal boron nitride, etc. Many reports were presented during
the last decade with the investigation of its behavior when graphene is placed over substrate.
Studies shows substrate can induce band gap[46], tune Fermi velocity[90], induce doping[91],
63
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can limit the dynamics of electron[92] in graphene and so on.
In this chapter, we present our investigation, published in ref. [32], with a similar quest
on the role of substrate in the plasmon dispersion when layers of graphene are encapsulated
between the conductors. We highlight a new way, surface response function determination
method, to identify the plasmon mode dispersion. Our result demonstrates that each layer
contributes one plasmon mode originating from the origin in q − ω space and other hybrid
plasmon mode originating nearby plasma frequency as a result of the contribution of the
substrate. Furthermore, smearing of the dispersion mode is observed as an effect of heating.
4.1 Surface response function
We now consider a structure as shown in Fig. 4.1, where a 2D layer is placed on top of a
substrate of thickness `1 with frequency-dependent dielectric function 1(ω). Below this, we
have a buffer layer between z = `1 and z = `4 with background dielectric constant b and
a pair of 2D layers, embedded at z = `2 and at z = `3. The entire structure is now placed
over a thick conducting substrate of dielectric function 2(ω) which extends from z = `4 to
infinity. For this hetero-structure, we determine the surface response function which is used
to calculate the plasmon frequencies.
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Figure 4.1: (Color online)Schematic illustration of a pair of 2d layer at z = `2 and at z = `3
embedded in the background dielectric material of dielectric constant b and encapsulated
by conducting substrate of dielectric function 1(ω) and 2(ω). A protective coat of 2d layer
lies on top of this heterostructure at z = 0.
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The electrostatic potential in the vicinity of the surface for the shown heterostructure
can be written as[93]
φ<(z) = e
−q‖z − g(q‖, ω)eq‖z , z / 0. (4.1)
This introduces the surface response function g(q‖, ω) which is the object of our calculation.
In addition, we express the potential solutions of Poisson’s equation in the various regions
as displayed in Fig. 4.1 as linear combinations of e±q‖z by making use of the translational
invariance parallel to the xy-planar interfaces.
Referring to Fig. 4.1, we can write the potential functions in the different regions as
follows:
φ>(z) = a1e
q‖z + b1e
−q‖z , 0 ≤ z ≤ `1
φ1<(z) = t1e
q‖z + r1e
−q‖z , `1 ≤ z ≤ `2
φ1>(z) = t2e
q‖z + r2e
−q‖z , `2 ≤ z ≤ `3
φ2<(z) = f1e
q‖z + k1e
−q‖z , `3 ≤ z ≤ `4
φ2>(z) = k2e
−q‖z , z ≥ `4 (4.2)
where a1, b1, t1, r1, t2, r2, f1, k1 and k2 are independent of z.
Making use of the continuity of the potential and the discontinuity of the electric field
across the interfaces, these coefficients can comfortably be determined. We assume that
the 2D layer at z = 0 has induced surface charge density σ1 and that at z = `2 and
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z = `3 has charge density σ2 and σ3, respectively. Also, Using linear response theory, we
have σ1 = χ1φ<(0), σ2 = χ2φ1<(`2) and σ3 = χ3φ2<(`3), where χ1, χ2 and χ3 are 2D
susceptibilities. After some algebraic simplification, we can obtain the surface response
function for the structure shown in Fig. 4.1 with the cap 2D layer. However, here we are
concerned with a heterostructure without the protective layer at z = 0 since this simplifies
our calculation and which is reasonable to neglect if `1 is large. For this, we set σ1 = 0 ,
`1 = d1, `2 = d1 +d2, `3 = d1 +d2 +d3 and `4 = d1 +d2 +d3 +d4. In this notation, we obtain
g(q‖, ω) for two encapsulated sheets. Setting d1, d2 = d/2, d3 = d, d4 = d/2, we have
g(q‖, ω) =
N (q‖, ω)
D(q‖, ω) . (4.3)
Here,
N (q‖, ω) = 2q2‖202b
[
sinh(q‖d1)N1 + cosh(q‖d1)1N2
]
−2 sinh(q‖d)N3N4χ2χ3 + q‖0b
[
sinh(q‖d)N5b(χ2 − χ3)− sinh(2q‖d)N6b(χ2 + χ3)
+ cosh(2q‖d)N7(χ2 + χ3) + cosh(q‖d)N8(χ2 + χ3)
]
(4.4)
with 0 denoting the permittivity of free space, for convenience we suppress the frequency-
dependence of some quantities,
N1 = sinh(2q‖d)
(
212 − 2b
)
+ b
(
21 − 2
)
cosh(2q‖d), (4.5)
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N2 =
(
2b − 2
)
sinh(2q‖d) + (2 − 1)b cosh(2q‖d), (4.6)
N3 = 2 sinh
(
q‖d
2
)
+ b cosh
(
q‖d
2
)
, (4.7)
N4 = b cosh
(
q‖d
2
)[
sinh(q‖d1)− 1 cosh(q‖d1)
]
+1 sinh
(
q‖d
2
)[
cosh(q‖d1)− 1 sinh(q‖d1)
]
,
(4.8)
N5 =
(
21 + 2
)
sinh(q‖d1)− 1(2 + 1) cosh(q‖d1), (4.9)
N6 =
(
21 − 2
)
sinh(q‖d1) + 1(2 − 1) cosh(q‖d1)
)
, (4.10)
N7 = sinh(q‖d1)
(
2b − 212
)
+ 1
(
2 − 2b
)
cosh(q‖d1), (4.11)
N8 = sinh(q‖d1)
(
212 + 
2
b
)− 1 (2 + 2b) cosh(q‖d1), (4.12)
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and
D(q‖, ω) = 2q2‖202b
[
cosh(q‖d1)1D1 + sinh(q‖d1)D2
]
+2 sinh(q‖d)D3D4χ2χ3 − q‖0b
[
sinh(q‖d)D5b(χ2 − χ3) + sinh(2q‖d)D6b(χ2 + χ3)
− cosh(q‖d)D7(χ2 + χ3) + cosh(2q‖d)D8(χ2 + χ3)
]
(4.13)
with
D1 =
(
2 + 
2
b
)
sinh(2q‖d) + (2 + 1)b cosh(2q‖d), (4.14)
D2 = sinh(2q‖d)
(
212 + 
2
b
)
+ b
(
21 + 2
)
cosh(2q‖d), (4.15)
D3 = 2 sinh
(
q‖d
2
)
+ b cosh
(
q‖d
2
)
, (4.16)
D4 = b cosh
(
q‖d
2
)[
1 cosh(q‖d1) + sinh(q‖d1)
]
+1 sinh
(
q‖d
2
)[
1 sinh(q‖d1) + cosh(q‖d1)
]
,
(4.17)
D5 =
(
2 − 21
)
sinh(q‖d1) + 1(2 − 1) cosh(q‖d1), (4.18)
D6 =
(
21 + 2
)
sinh(q‖d1) + 1(2 + 1) cosh(q‖d1), (4.19)
CHAPTER 4. PLASMON MODE DISPERSION 70
D7 = sinh(q‖d1)
(
212 − 2b
)
+ 1
(
2 − 2b
)
cosh(q‖d1), (4.20)
D8 = sinh(q‖d1)
(
212 + 
2
b
)
+ 1
(
2 + 
2
b
)
cosh(q‖d1), (4.21)
where, 1(ω) = 2(ω) = 1− ω2p/ω2 and b is constant.
4.2 Some recoverable results
Our general result in Eq. ( 4.3), agreeing with Persson[94], easily recover the surface response
function for a 2D sheet lying on top of a substrate with dielectric function 2(ω) with vacuum
on the other side as
gP(q‖, ω) = 1− 2
1 + 2 − χ3q‖0
(4.22)
by replacing d1 = 0, d = 0 and χ2 = 0. In a similar way, Hwang and Das Sarma [95]
obtained the plasmon dispersion equation for a pair of free standing 2D layers with a chosen
separation between them. When we substitute 1(ω) = 1, 2(ω) = 1 and b = 1 in Eq. (4.3),
we obtain
gfree-standing(q‖, ω) =
e−q‖(3d+2d1)
[
χ2χ3
(
e2q‖d − 1)− 2q‖0 (χ2e2q‖d + χ3)]
4q2‖
2
0
[(
1− χ2
2q‖0
)(
1− χ3
2q‖0
)− χ2
2q‖0
χ3
2q‖0
e−2q‖d
] . (4.23)
The plasmon poles correspond to the zeros of the denominator in Eq. ( 4.23) the resulting
dispersion equation agrees with that in Ref. [95].
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The dispersion equation for plasmon excitations when a 2D layer is located at some
distance from the surface of a thick conducting substrate, as considered by Gumbs, et al.[30]
can be successfully deduced from Eq. (4.3) by substituting d1 = 0, χ3 = 0, b = 1 and 2 = .
The surface response function for this case is
g2D-substrate(q‖, ω) =
(− 1) (2q‖0 + χ2)− χ2 (+ 1) e3q‖d
2q‖0(+ 1)e4q‖d
[
1− χ2
2q‖0
(
1 + 1−
1+
e−2q‖
3d
2
)] (4.24)
from which the dispersion equation is obtained by setting the factor in parenthesis in the
denominator of this equation equal to zero and this agrees with the result in Ref. [30]. We
emphasize that in this special case, the distance from the conducting substrate to the 2D
layer is 3d/2.
Next, turning our calculation on the situation when there is a single 2D layer sandwiched
between a conducting material of finite thickness on one side and by a semi-infinite conductor
on the other side we got the surface response function of the structure from Eq. (4.3) by
setting χ2 = 0 and d = 0. The surface response function obtained is as follows:
gsingle-layer(q‖, ω) = 1−
2
[(
1 + 2 − χ3q‖0
)
+
(
1 − 2 + χ3q‖0
)
e−2q‖d1
]
[
(1 + 1)(1 + 2 − χ3q‖0 )− (1 − 1)(1 − 2 +
χ3
q‖0
)e−2q‖d1
] . (4.25)
Equating the denominator of the second term to zero, we obtain the plasmon dispersion
equation for one encapsulated layer with susceptibility χ3. Furthermore, if one sets χ2 and
χ3 equal to zero in Eqs. (4.4) and (4.13), i.e., all the 2D layers in Fig. 4.1 are removed, we
obtain an expression for the surface response function of a thick slab consisting of regions
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with different dielectric materials. In particular, one may then also set 2 = 1, d = 0, d1 = L
and 1 =  to obtain the surface response function for a film of thickness L given by
gfilm(q‖, ω) = 2
g∞(q‖, ω)
eq‖L − g2∞(q‖, ω)e−q‖L
sinh(q‖L) (4.26)
where g∞(q‖, ω) = (− 1)/(+ 1)
The preceding calculations confirm that our result in Eq. (4.3) is very useful and can be
employed for a variety of structures. As we pointed out above, we may extend our calculations
to include the influence of a protective top layer, as schematically demonstrated in Fig. 4.1.
The plasmon frequency of an encapsulating substrate such as Bi2Se3[96] is calculated using
ωp =
√
n3De2/(b0m∗)=270 meV for n3D ≈ 8.2 × 1018cm−3 and m∗ = 0.15me representing
the charge density of the conducting substrate and the effective mass of an electron given
in terms of me, the free electron rest mass, respectively. Consequently, the background
dielectric constant of a conductor can vary significantly from b = 200 − 500 for barium or
strontium titanate, to many orders of magnitude greater for clean, copper-based metals and
the plasmon frequency may vary over a wide range up to 1012 Hz, which corresponds to a
few meV. On the other hand, the zero temperature doping(Fermi energy) in graphene could
be estimated as EF = ~vFkF = ~vF
√
pin2D = 0.04eV [97] for two dimensional charge density,
n2D = 10
15m−2 and Fermi wave vector, k∆F =
√
µ2 −∆2/~vF with vF , µ and ∆ as Fermi
velocity, chemical potential and half band gap respectively. Thus, both quantities are of the
same order of magnitude, and using µ as the unit for frequency is reasonable. Now, in order
to determine the plasmon modes for a pair of encapusulated 2D graphene layers numerically,
the denominator, D(q‖, ω, T ) in Eq. (4.3) is equated to zero with χ2 = χ3 = −e2Π(0)2D(q‖, ω, T ),
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where Π(0)2D(q‖, ω, T ) is the polarization function of graphene with
Π
(0)
2D(q‖, ω, T ) =
1
2pi2
∫
d2k
∑
s,s′=±1
{
1 + ss′
~2v2F (k + q) · k + ∆2
Ek E|k+q|
}
f0(sEk − µ, T )− f0(s′E|k+q| − µ, T )
sEk − s′E|k+q| − ~(ω + i0+) , (4.27)
where, f0(sEk − µ, T ) = (1 + e(sEk−µ)/kBT )−1 is the Fermi-Dirac distribution function for
subband energy, sEk = s
√
(~vFk)2 + ∆2 with s = ±1 and T is temperature of the system.
To investigate the effect of encapsulation on gapless and gapped graphene, we employ
the polarization function of Wunsch[22] and Pyatkovskiy[23] respectively whereas to see the
effect of temperature on the plasmon modes, we make use of the results given in Ref. [98].
4.3 Observed results
4.3.1 Plasmon mode for gapless graphene encapsulation
We display our numerical results for the nonlocal plasmon excitations of a pair of gapless
and gapped graphene layers encapsulated by dielectric materials in Figs. 4.2 and 4.3
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Figure 4.2: (Color online) Panel(a) and (b) present density plots at zero temperature of the
plasmon dispersion relation for a double layer gapless, doped graphene structure inserted in
(a) vacuum with background dielectric constant b = 1 and (b) dielectric with background
dielectric constant b = 2.4 and sandwiched between two conducting plasmas, one with finite
thickness and another which is semi-infinite. The dashed lines in the dark regions show
the plasma resonance for chosen values of the chemical potential µ, dielectric thickness d1
and inter-layer separation d. Also, kF is the Fermi wave vector for graphene. An acoustic
plasmon (AP), optical plasmon (OP) and two high-frequency modes labeled as a lower hybrid
plasmon (LHP) and upper hybrid plasmon (UHP) also appear in the excitation spectrum.
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The dielectric on one side has finite thickness whereas on the other side it is semi-
infinite. Figure 4.2 demonstrates the plasmon modes for encapsulated double-layer gapless
graphene when the double layer system is in vacuum(left panel) and background dielectric
with b = 2.4(right panel). In total, we observe four plasmon excitation modes, two of which
originating from the origin are referred as the acoustic plasmon (AP), which is linear in the
wave vector at long wavelengths and has the lowest frequency, and a mode lying above it
which is 2D-like that we refer to as the optical plasmon (OP). Remaining other two plasmon
modes originating from the bulk plasma frequency ωp and the surface plasmon frequency
ωp/
√
2 are labeled as the upper hybrid plasmon (UHP) and the lower hybrid plasmon (LHP),
respectively. All plasmon modes survive in the longer wavelength region and decay as the
mode enters the particle-hole mode region at shorter wavelengths. Comparison of the results
on the left-hand side of Fig. 4.2 with those on the right illustrates that due to embedding
of the 2D layers in the dielectric background the UHP mode flattens out and becomes less
dispersive. The AP mode is noticeably closer to the particle-hole mode region and the range
of wave vector for which this not Landau damped is reduced. Besides this, the embedding of
graphene layers in a dielectric background leads to the separation of the AP and OP mode
in the shorter wavelength region where they were merged when there was no background
dielectric screening.
4.3.2 Plasmon mode for gapped graphene encapsulation
Figure 4.3 demonstrates numerical results for encapsulated double-layer gapped graphene.
The left panel of these plots are for a double-layer gapped graphene system lying in vacuum
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and the right panel figures are for cases when the layers are embedded in a background
dielectric with constant b. In analogy with gapless graphene encapsulation, when gapped
graphene layers are embedded in a dielectric, we observe four plasmon modes for which
an AP and OP mode originate from the origin and the other two hybrid plasmon modes,
the LHP and UHP stem from the surface and bulk plasma frequencies of the substrate. A
corresponding panel comparison of Fig. 4.2 with Fig. 4.3 clearly shows that because of
the energy bandgap, the particle-hole mode excitation region splits into two parts which is
due to an increase in the energy required for an electron to transfer from the valence to
the conduction band. When the bandgap is small of range ∆ = 0.2~ωp, the splitting is not
large enough for the plasmon modes to enter. However, as the band gap is increased, the
splitting widens and can allow the plasmon modes originating from the bulk and surface
plasma frequencies of the substrate not to undergo any Landau damping over a wide range
of wave numbers. As the bandgap continues to be increased, the two-hybrid modes merge
into one in shorter wavelength regime. Besides this, we observe that when the 2D layers
are embedded in a background dielectric material (right-hand side panels in the figures)
the oscillator strengths of all modes become smaller and the AP mode lies closer to the
particle-hole excitation region where it is Landau damped. The AP and OP modes which
are degenerate in the shorter wavelength region now become non-coincident when the pair
of graphene layers is embedded in the dielectric background.
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Figure 4.3: (Color online) The same as in Fig. 4.2, except that the half-band energy gap is
finite. In (a) and (b), ∆=0.2~ωp, for (c) and (d)∆=0.5~ωp and for (e) and (f) ∆=0.8~ωp.
The 2D layers lie in vacuum for the left panels and in background dielectric constant b = 2.4
for right panels.
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4.3.3 Temperature effect on the plasmon modes
Our results for the temperature effect on the heterostructure displayed graphically in Fig.
4.4 for encapsulated gapless graphene which reveals that the behavior of the plasmon spectra
may be affected non uniformly with respect to wave vector and frequency even at a chosen
temperature. At zero temperature, the Fermi energy is equal to 0.04eV , the corresponding
Fermi temperature is TF ≈ 450 K and the Fermi wave vector is kF ≈ 107m−1. We may choose
the plasma frequency ωp ≈ 1013Hz so that we could take T = 0.5TF in our calculations.
At this temperature, the electron is thermally excited and the transition between the
valence band and conduction band occurs continuously causing the boundary of the single-
particle excitations to smear out which is a distinct difference from that seen in Figs. 4.2
and 4.4 as a temperature effect. This effect of smearing resulted in the removal of a sharp
boundary of the particle-hole excitation region in wave vector-frequency space for which
there is none at absolute zero. Due to this, the two-hybrid modes originating from the
vicinity of ωp seem to be affected the most. The UHP mode dies off soon after it emerges
with the bulk frequency in the long-wavelength regime whereas the LHP mode survives over
a wider range of wave vectors and decays as q‖ is increased. The AP and OP modes survive
for longer wavelength and decay in the shorter wavelength region. Also, another distinct
behavior observed, when the double layer of graphene is embedded in a dielectric material is
that the AP mode moves closer to the particle-hole region and decayed at longer wavelengths.
Furthermore, the AP mode and OP mode become non-degenerate in the shorter wavelength
regime.
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Figure 4.4: (Color online) The same as in Fig. 4.2. except that T = 0.5TF for a pair
of graphene sheets lying in vacuum(left panel) and in background dielectric constant b =
2.4(right panel).
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4.4 Conclusion
In brief, this chapter has shed light on the formalism for calculating the surface response
function for a layered 2D structure which is sandwiched by conducting materials. The 2D
layers may be separated by arbitrarily thick dielectric materials and our formulation uses
a transfer matrix method for explicitly calculating the electrostatic potentials and electric
fields along with linear response theory for the induced charge density on the 2D layers. In
addition, we could include the effect on the surface response function due to a 2D layer on
the surface of the hybrid structure as illustrated in Fig. 4.1. However, the presence of this
2D layer was neglected in our calculations. For comparison, we have presented numerical
results when the encapsulated 2D layers are not embedded in a dielectric with that when
these layers have a dielectric material on either side. Our results are shown in Figs. 4.2 and
4.3 for gapless and gapped graphene, respectively. The effect due to temperature on these
self-sustaining modes appear in our plots in Fig. 4.4.
These plasmons may play a vital role in fundamental studies involving strong light-
matter interactions on the nanoscale. Furthermore, the existence of a branch with acoustic
dispersion could offer many-fold novel possibilities for the development of electronic devices
for detector[99, 100], bio sensor[101, 102], medical treatment[103, 104] and communication
applications[105, 106] in the technologically important THz range, such as nanoscale waveg-
uides or modulators.
The results of this study have demonstrated that we may tune the plasma frequency of
a double layer graphene heterostructure by adjusting the doping concentrations. Our model
calculations show that these devices have potential for high-frequency operation and large-
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scale integration. We only consider high doping concentrations so that the Fermi level is far
away from the DiracK point. Otherwise, localization effects on the charge carriers cannot be
neglected. As a matter of fact, the broken electron-hole symmetry may be attributed to the
mutual polarization of the closely spaced interacting layers[31] and impurity scattering. The
encapsulated double-layer graphene plasmons prediction possess strong field confinement and
very low damping[107]. This enables a new class of devices for tunable subwavelength het-
erostructures, strong light-matter interactions and nano-optoelectronic switches. Although
all of these prospects require low plasmon damping, our model calculations show that this
may be achieved if the Fermi level is not too low so that impurity scattering may be ne-
glected.
Chapter 5
Strain and Plasmon-Phonon Effect on
Energy Loss
The monolayer graphene sheet shows various changes with respect to the change in its at-
mosphere such as its energy band structure modifies accordingly when (a) doped[35], (b)
polarized photon interacts with its electron[45], (c)subjected to strain[33, 108, 109, 110], (d)
placed over certain kind of substrate[31, 96], etc. Among these unique properties, the energy
loss and the effect of plasmon phonon interaction has attracted tremendous attention in both
theoretical and experimental research. Recently, A. politano[96] studied the plasmon behav-
ior when graphene interacts feebly with the copper substrate and Woessner et. al.[111, 112]
researched the plasmon excitation in a heterostructure of encapsulated graphene. In addi-
tion, Pellegrino et. al.[25, 108] dealt with the effect of mechanical strain on the plasmon
dispersion for freestanding graphene. Motivated with their work, we investigated the com-
bined effect of strain, encapsulation and phonon on the plasmon dispersion[33]. In addition,
the shielding potential and the rate of energy loss[113, 114, 115] for a beam of charged parti-
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cles moving over the structure with certain velocity were calculated. Our results demonstrate
the significant effect of strain on the polarization of graphene. Consequently, the effect is
further seen to tune the plasmon mode and rate of energy loss when a charged beam of
particle run over the composite structure of graphene and substrate. In addition, the lattice
vibration on the substrate contributes to generate a new pair of plasmon modes originating
from the middle range of origin and plasma frequency. In this chapter, we emphasize our
concern on presenting the combined effect of strain and graphene-substrate interaction on
the plasmon mode and rate of energy loss. Supplementary, the calculation of the effect on
the shielding potential is further included and analyzed graphically.
5.1 Theory
5.1.1 Energyloss in terms of surface response function
Let us consider that a medium occupies the half space z < 0. A particle with charge Z∗e
moves in a prescribed path r(t) outside the medium. The external potential φext(r, t) satisfies
Poisson’s equation ∇2φext(r, t) = −(Z∗e/0)δ (r− r(t)) which has solution
φext(r, t) =
∫
d2q‖
(2pi)2
∫ ∞
−∞
dω φ˜ext
(
q‖, ω
)
ei(q‖·r‖−ωt)eq‖z , (5.1)
where φ˜ext
(
q‖, ω
)
= −Z∗e/(4pi0q‖)F
(
q‖, ω
)
with the form factor defined as
F (q‖, ω) ≡ ∫ ∞
0
dt e−q‖z(t)ei(ωt−q‖·r‖(t)) . (5.2)
Here, q‖ is a two-dimensional wave vector in the xy-plane parallel to the surface which
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is placed at z = 0. Also, we know that the frequency has a small imaginary part, i.e.,
ω → ω + i0+.
The external potential will give rise to an induced potential which, outside the structure
can be written as
φind(r, t) = −
∫
d2q‖
(2pi)2
∫ ∞
−∞
dω φ˜ext
(
q‖, ω
)
ei(q‖·r‖−ωt)g(q‖, ω)e−q‖z . (5.3)
This equation defines the surface response function g(q‖, ω). It has been implicitly assumed
that the external potential φext is so weak that the medium responds linearly to it. The
function g(q‖, ω) is itself related to the density-density response function χ by
g(q‖, ω) =
2pi
q‖
∫ ∞
−∞
dz
∫ ∞
−∞
dz′eq‖zeq‖z
′
χ(z, z′; q‖, ω)
= −
∫ ∞
−∞
dz eq‖zρind(z; q‖, ω) (5.4)
which defines the induced surface charge density ρind(z; q‖, ω).
The quantity Im g(q‖, ω) can be identified with the power absorption in the structure due
to electron excitation induced by the external potential. The total potential in the vicinity
of the surface (z ≈ 0), is given by
φ(r, t) =
∫
d2q‖
(2pi)2
∫ ∞
−∞
dω
(
eq‖z − g(q‖, ω)e−q‖z
)
ei(q‖·r‖−ωt)φ˜ext
(
q‖, ω
)
(5.5)
which takes account of nonlocal screening of the external potential.
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Now, the induced potential is expressed as
φind(r, t) =
Z∗e
4pi0
∫
d2q‖
(2pi)2
1
q‖
∫ ∞
−∞
dω F (q‖, ω) ei(q‖·r‖−ωt)g (q‖, ω) e−q‖z . (5.6)
Then, the instantaneous force is
Find = e∇ φind(r, t)|r=r(t)
=
Z∗e2
4pi0
∫
d2q‖
(2pi)2
1
q‖
∫ ∞
−∞
dω F (q‖, ω) ei(q‖·r‖−ωt)g (q‖, ω) e−q‖z (iq‖ − q‖zˆ)∣∣r=r(t) .(5 7)
In our calculation we consider the charge moves parallel to the surface with velocity v
at a height z0 so that its trajectory is described by r‖(t) = vt and z(t) = z0. Then, in this
case, the form factor in Eq. (5.2) becomes F (q‖, ω) = i e−q‖z0/(ω−q‖ ·v). Using this result
in Eq. (5.7), a straightforward calculation yields the rate of loss of energy of the charged
particle to the medium of plasma as
dW
dt
= Find · v = Z
∗e2
4pi0
∫
d2q‖
2pi
q‖ · v
q‖
e−2q‖z0 Im
{
g
(
q‖, ω = q‖ · v
)}
. (5.8)
We can use the result in Eq. (5.8) to determine the contributions to dW/dt from the plasmon
excitations as well as the single-particle excitations for the hybrid structure shown schemat-
ically in Fig. 5.1. However, what is needed to proceed further with our calculation is an
explicit formula for g
(
q‖, ω
)
. This is achieved by making sure that the potential just out-
side the surface at z = 0 in Eq. (5.5) is continuous with that inside the material and the
latter is continuous throughout the z < 0 region.
CHAPTER 5. STRAIN AND PLASMON-PHONON EFFECT ON ENERGY LOSS 86
5.1.2 Surface response function for a hybrid structure
Let us consider a structure shown schematically in Fig. 5.1 which is composed of a graphene
layer on top of conductor with dielectric function 1(ω) and thickness d1. This in turn lies
on a dielectric with background constant b and thickness 2d where another 2D layer is
embedded in the middle. The whole structure, then is placed on a conducting substrate
whose dielectric function 2(ω). Now the potential in each region with a dielectric constant
displayed in Fig. 5.1 as
φi(r, t) =
∫
d2q‖
(2pi)2
∫ ∞
−∞
dω
(
ai e
−q‖z + bieq‖z
)
ei(q‖·r‖−ωt)φ˜ext
(
q‖, ω
)
, (5.9)
where ai, bi are determined using the electrostatic conditions at the boundaries separating
the regions.[32] From a straightforward calculation, the coefficients for the potential in the
region −d1 ≤ z ≤ 0 is obtained as
a1 = − N11(q‖, ω)
D11(q‖, ω)
, b1 =
N12(q‖, ω)
D11(q‖, ω)
, (5.10)
where
N11(q‖, ω) = 2q‖0
{
e6dq‖+4d1q‖Na1 + 2e
4(d+d1)q‖Na2 − e2(d+2d1)q‖Na3
}
(5.11)
and
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Figure 5.1: (Color online) Schematic illustration of a pair of 2D graphene layers nonlocally
screened by two conducting materials with dielectric functions 1(ω) and 2(ω). A background
medium with dielectric constant b = 2.4 lies between them. A particle of charge Z∗e moves
parallel to the surface.
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Na1 = (1(ω)− b)(2(ω) + b)(2q||0b − χ2) ,
Na2 = χ2
(
1(ω)2(ω) + b
2
)
,
Na3 = (1(ω) + b)(2(ω)− b)(2q||0b + χ2) . (5.12)
Also,
N12(q‖, ω) = − 2e2d1q‖q‖0
{
e6dq‖+4d1q‖Nb1 + 2e
4(d+d1)q‖Nb2 − e2(d+2d1)q‖Nb3
}
(5.13)
with
Nb1(q‖, ω) = (1(ω) + b)(2(ω) + b)(2q‖0b − χ2(q‖, ω) ,
Nb2(q‖, ω) = χ2(q‖, ω)
(
1(ω)2(ω)− 2b
)
,
Nb3(q‖, ω) = (1(ω)− b)(2(ω)− b)(2q‖0b + χ2(q‖, ω) (5.14)
and
D11(q‖, ω) = e6(d+d1)q‖Dd1 + e6dq‖+4d1q‖Dd2 − 2e(4dq‖+6d1q‖)Dd3
+2e(4(d+d1)q‖)Dd4 + e
(2(d+3d1)q‖)Dd5 − e(2(d+2d1)q‖)Dd6 (5.15)
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with
Dd1(q‖, ω) = (1(ω) + b)(2(ω) + b)
{
q‖0(1(ω) + 1)− χ1
}
(2q‖0b − χ2) ,
Dd2(q‖, ω) = (1(ω)− b)(2(ω) + b)
{
q‖0(1(ω)− 1) + χ1
}
(2q‖0b − χ2) ,
Dd3(q‖, ω) = χ2
(
1(ω)2(ω)− b2
) {
q‖0(1(ω) + 1)− χ1
}
,
Dd4(q‖, ω) = χ2
(
1(ω)2(ω) + b
2
) {
q‖0(1(ω)− 1) + χ1
}
,
Dd5(q‖, ω) = (1(ω)− b)(2(ω)− b)
{
q‖0(1(ω) + 1)− χ1
}
(2q‖0b + χ2) ,
Dd6(q‖, ω) = (1(ω) + b)(2(ω)− b)
{
q‖0(1(ω)− 1) + χ1
}
(2q‖0b + χ2) , (5.16)
where the (q‖, ω)-dependence of the layer susceptibilities χ1 and χ2 has been suppressed for
convenience. In addition we express the surface response function as:
g(q‖, ω) =
N (q‖, ω)
D(q‖, ω) (5.17)
with
N (q‖, ω) =
{
q‖0 [1(ω)− 1]− χ1(q‖, ω)
}
[A1 + A3 + A5] +
{
q‖0 [1(ω) + 1] + χ1(q‖, ω)
}
×[−A2 − A4 + A6] , (5.18)
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D(q‖, ω) =
{
q‖0 [1(ω) + 1]− χ1(q‖, ω)
}
[A1 + A3 + A5] +
{
q‖0 [1(ω)− 1] + χ1(q‖, ω)
}
×[−A2 − A4 + A6] (5.19)
we have
A1(q‖, ω) = e8(d1+d)q‖ [1(ω) + b] [2(ω) + b]
[
2q‖0b − χ2(q‖, ω)
]
,
A2(q‖, ω) = e2(3d1+4d)q‖ [1(ω)− b] [2(ω) + b]
[
2q‖0b − χ2(q‖, ω)
]
,
A3(q‖, ω) = 2e2(4d1+3d)q‖
[
1(ω)2(ω)− 2b
]
χ2(q‖, ω) ,
A4(q‖, ω) = 2e6(d1+d)q‖
[
1(ω)2(ω) + 
2
b
]
χ2(q‖, ω) ,
A5(q‖, ω) = e4(2d1+d)q‖ [1(ω)− b] [−2(ω) + b]
[
2q‖0b + χ2(q‖, ω)
]
,
A6(q‖, ω) = e2(3d1+2d)q‖ [2(ω)− b] [1(ω) + b]
[
2q‖0b + χ2(q‖, ω)
]
. (5.20)
Here, 0 is the permittivity of free space, for the upper 2D layer, for convenience we write
χ1(q‖, ω) = e2Π1(q‖, ω) and, similarly, for the lower layer, χ2(q‖, ω) = e2Π2(q‖, ω). Here,
e is the electron charge and, for simplicity, we have introduced the polarization functions
Π1(q‖, ω), Π2(q‖, ω). As a matter of fact, we have
Π(q, ω) =
∫
dω′dk
i(2pi)3
Tr
[
G0(k, ω′)G0(k + q, ω + ω′)
]
, (5.21)
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where G0(k, ω) is a single-particle Green’s function which is a 2 × 2 matrix due to the
underlying A and B sublattices.
The low-energy model Hamiltonian for unstrained graphene is well known and given by
H(0) = ~vFσ · q where vF is the Fermi velocity, σ = {σx, σy} in terms of Pauli matrices.
When strain is applied, the low-energy Hamiltonian can be written as
H = ~vFσ · q′ (5.22)
with q′ = R(θ)S(ζ)R(−θ)q = (I − 2κζ)q,
where
ζ = ζ
 cos2 θ − ν sin2 θ (1 + ν) cos θ sin θ
(1 + ν) cos θ sin θ sin2 θ − ν cos2 θ
 , (5.23)
and I is the unit 2× 2 matrix, S(ζ) =diag(c‖, c⊥), κ = a2t | ∂t∂a | − 12 ≈ 1.1, the carbon carbon
bond length is a = 1.42A◦, R(θ) as the rotation matrix in the direction of the applied strain
and θ as the angle of the applied strain with respect to the x-axis, the known value for
Poisson’s ratio for graphite is ν = 0.165 and for monolayer graphene it is ν as 0.14. The
difference between the two values for the Poisson ratio is negligible compared with other
parameters in our calculation. However, we chose the former value because the graphene
sheet is part of a multi-layer structure. We have
q′x
q′y
 =
qx − 2κζxxqx − 2κζxyqy
qy − 2κζyxqx − 2κζyyqy
 . (5.24)
Defining the eigenvalues and eigenvectors in the pseudospin space of the Hamiltonian
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without and with applied strain, asH(0)|q′,± >(0)= E(0)±q′|q′,± >(0) andH|q,± >= E|q,± >,
respectively, with± as a pseudospin index, it follows that both E±q and |q,± > under applied
strain are mapped onto E(0)±q′ and |q′,± >. The polarization function of strained graphene
would then be mapped onto the polarization function of unstrained graphene by [22]
Π(q, ω) =
1
Det S(ζ)
Π(0)(q′, ω) , (5.25)
where Π(0)(q′, ω) is the polarizability of unstrained monolayer graphene. For small values of
strain on graphene, the generalized polarization function [25, 116] may be obtained from a
Taylor series expansion in ζ and expressed approximately as
Π(q‖, ω) = [1 + 2κ(1− ν)ζ] Π(0)(q‖, ω)− 2κ
∂Π(0)(q‖, ω)
∂qh
ζhkqk
+ 2κ2[1 + 2κζ(1− ν)]
[
∂2
∂q2x
Π0(qx, qy, ω)
(
ζxxqx + ζxyqy
)2
+ 2
∂2
∂qx∂qy
Π0(qx, qy, ω)(ζxxqx + ζxyqy)(ζyxqx + ζyyqy)
+
∂2
∂q2y
Π0(qx, qy, ω)(ζyxqx + ζyyqy)
2
]
. (5.26)
The subindex h, k denotes x and y and the summation convention is adopted here. With
the aid of the expression for the polarization of unstrained monolayer graphene in Ref. [22]
one could proceed to calculate plasmon excitations in dimensionally mismatched Coulomb
coupled 2D systems using the obtained surface response function. However, before we do
so, we will examine from a numerical point of view the effect of strain on the polarization
function.
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Using the expression for the polarization function presented in Eq. (5.26), by considering
or ignoring the second-order correction term, we obtain the behavior of the real part of
the static polarization as shown in Fig. 5.2 . The upper panels of the figure show the
polarizability when only the first-order correction term is included and the bottom panels
correspond to the polarization when both first and second-order terms contribute. Figure
5.2(a) shows the polarization for three values of strain. For a chosen strain, the polarization
remains constant in the range of 0 ≤ q‖ < 2kF . At q‖ = 2kF , we observe a dip due to the
strain which monotonically increases afterward. The magnitude of the polarization and the
size of dip increases with increasing value of strain. Figure 5.2(b) in the top right panel
shows the modification in polarization due to change in wave vector direction. There, we
notice the polarization remains constant in the range of 0 ≤ q‖ < 2kF and has the same
value for any direction of the wave vector. However, the value changes when the wave vector
exceeds twice the Fermi wave vector. The polarization value increases monotonically outside
this range of wave vectors. We could see similar behavior in the bottom panel figures when
the second-order correction terms are considered. A significant difference that we see there
is the discontinuity at q‖ = 2kF when strain is applied. This is due to the indeterminate
nature of polarization at q‖ = 2kF .
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Figure 5.2: (Color online) Plots showing the real part of the polarization for (a) various
values of strain and (b) various direction of wave vector when only the first-order correction
term in strain is included. Panels (c) and (d) show the polarization for strained graphene
for various strain and wave vector directions, respectively, when both first and second-order
corrections terms are included. The values for the other parameters are shown in the figures.
5.1.3 Dispersion relation for strained 2D layer-dielectric-conducting
substrate heterostructure
We now focus our attention to a detail investigation on the case when a 2D layer is at a
distance d1 from a semi-infinite conducting substrate with a dielectric function 2(ω) with
the space in between them filled with a medium of dielectric constant b. For this, we replace
1(ω) in Eq. (5.17) by b, set χ2 and d equal to zero. The resulting surface response function
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becomes
gHybrid(q‖, ω) =
NHybrid(q‖, ω)
DHybrid(q‖, ω)
, (5.27)
where
NHybrid(q‖, ω) = (b− 1){1 + (2 − b)
(2 + b)
(b + 1)
(b − 1)e
−2q‖d1}− 2 χ1
2q‖0
{1− 2 − b
2 + b
e−2q‖d1} , (5.28)
DHybrid(q‖, ω) = (b + 1){1 + (2 − b)
(2 + b)
(b − 1)
(b + 1)
e−2q‖d1}− 2 χ1
2q‖0
{1− (2 − b)
(2 + b)
e−2q‖d1} (5.29)
and we shall set χ1 = e2Π(q‖, ω).
At long wavelengths, we have
Π(q‖, ω) ≈ 2EF
pi~2
B(θ, φ)
q2‖
ω2
. (5.30)
Making use of this approximation for the polarizability in Eq. (5.29) and then setting the
resulting equation equal to zero, we obtain the dispersion equation for plasma excitations as
(b + 1)
{
e−2q‖d1
(b − 1)(2 − b)
(b + 1)(2 + b)
+ 1
}
−
Kq‖B(θ, φ)
{
(b−2)e−2d1q‖
2+b
+ 1
}
ω2
= 0 , (5.31)
where K = 2EF e2/(pi0~2) and B(θ, φ) = 1 − 2κ(1 + ν)ζcos2(θ − φ) with φ, indicating the
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direction of the wave vector. What remains to be specified for solving Eq. (5.31) is the form
for 2(ω). In accounting for coupling between the plasmons in the 2D layer with those with
frequency ωp in the conducting substrate as well as the longitudinal and transverse optical
phonons with frequency ωLO and ωTO, respectively, in this case, we have
2(ω) = 1 +
ω2LO − ω2TO
ω2TO − ω2
− ω
2
p
ω2
. (5.32)
The analytic solution of Eq. (5.31) in conjunction with Eq. (5.32) for ω is unwieldy and is
not suitable for presentation. Consequently, we present numerical results for the plasmon
dispersion relations in Figs. 5.3(a) and 5.3(b) where we compare strained and unstrained
graphene. In Fig. 5.3(a), there is no separation between the 2D layer and the surface
(d1 = 0), whereas in Fig. 5.3(b), there is a separation (d1 = 5.0k−1F ). This difference leads
to a semi-linear plasmon branch originating from the origin in Fig. 5.3(b). In both panels,
there is a plasmon branch close to 0.5ωp and another near 1.0ωp when q‖ → 0. These
two plasmon branches are a direct consequence of the plasmon-phonon interaction. Finite
separation of 2D layer and the conducting substrate generates new plasmon branch from the
origin called Acoustic plasmon branch. Also, for all branches in strained graphene, the slope
of the uppermost dispersion curve increases the most as the strain is increased whereas, in
contrast, the effect on the two other lower branches is small. This indicates how the plasmon
frequency and its group velocity may be tuned for device applications.
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Figure 5.3: (Color online) Plasmon mode dispersion relation for gapless graphene in the long
wavelength limit in the presence(solid curve) and absence(dashed curve) of strain (ζ = 0.2).
These results demonstrate the effect due to plasmon-phonon interaction. In (a), there is no
separation between the 2D layer and the substrate. In (b), this separation is finite.
The algebra involved in solving Eq. (5.31) is considerably simplified if we neglect the
plasmon-phonon coupling and instead use 2(ω) = 1 − ω2p/ω2. After a straightforward cal-
culation, we obtain
ω±(q‖, θ, φ) =
{
A1(q‖, θ, φ)±
√
A1(q‖, θ, φ)2 − 4N1(q, θ, φ)
−2(−1 + b)2 + 2eq‖d1(1 + b)2
}1/2
, (5.33)
where
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A1(q‖, θ, φ) =
{
B(θ, φ)Kq‖ + ω2p
}{− 1 + b + e2q‖d1(1 + b)} , (5.34)
N1(q‖, θ, φ) = B(θ, φ)Kq‖ω2p(−1 + e2q‖d1)
{
− 1 + b + e2q‖d1(1 + b)
}
. (5.35)
As a special case that is of interest to experimentalists, we consider SiO2 as the dielectric
background which has dielectric constant, b = 3.6 to 3.8[117]. The corresponding dispersion
relations for this structure in the long-wavelength limit are given by
ω1(q‖, θ, φ) ≈ ωp√
2
+
1√
2ωp
{
KB(θ, φ)
2
− 84d1ω
2
p
95
}
q‖ , (5.36)
and
ω2(q‖, θ, φ) ≈
{
5
19
B(θ, φ)d1K
}1/2
q‖ . (5.37)
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Figure 5.4: (Color online) Plasmon mode dispersion relation for gapless graphene in the long
wavelength approximation. (a) The plasmon modes dispersion for strained and unstrained
graphene and (b) polar plots showing the variation of the plasmon modes for chosen wave
vector. The electron-phonon coupling is neglected.
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When the plasmon-phonon interaction is turned off, the spectrum of plasmon branches
is changed drastically. In Fig. 5.4, we present results for the plasmon mode dispersion
for a structure consisting of a graphene layer separated from the conducting substrate by
a distance d1. The space in between them is filled with a dielectric having background
constant b = 2.4, the known value for bulk graphite. This separation gives rise to a linear
low-frequency “acoustic" mode similar to the one in Fig. 5.3(b) for which there is also a
spacer-layer in the structure. In Fig. 5.3(a), there is also a plasmon branch which is a
hybrid with the surface plasmon with frequency ωp/
√
2 in accordance with Eq. (5.36). A
previous paper[30] for unstrained graphene interacting with a conducting substrate has also
demonstrated the existence of two modes similar to those appearing in Fig. 5.4(a). However,
our main goal in presenting Figs. 5.3 and 5.4 is to show the influence of strain as well as
plasmon-phonon interaction for the described structure we are investigating. To present the
matter in more detail, we have displayed the variation of the plasmon frequency with the
change in the direction of the applied strain in Fig. 5.4(b). The plots show that for the
chosen wave vector and a specified direction of the applied strain, we have two plasmon
frequencies. The one with a lower frequency corresponds to acoustic plasmon whereas the
higher frequency branch corresponds to hybrid plasmon mode. The plots also illustrate
that the range of variation of both plasmon mode frequencies, keeping the magnitude and
direction of the strain fixed and for chosen small q‖. In Fig. 5.4(b), the intersection of two
plasmon branches implies that for different directions of applied strain we can have the same
resonating frequency for the same direction of the wave vector. We also show in Fig. 5.5
how the plasmon spectrum in Fig. 5.4 gets affected when the separation between the 2D
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layer and the surface reduced to zero. In any case, we still keep the interaction between
the 2D layer and plasmons in the substrate. The resulting spectrum consists of only one
branch originating near the surface plasmon frequency, ωp/
√
2, as is well known.[118] The
figure demonstrates the significant role in modification of the plasmon branch slope due to
the application of strain although the linearity of the dispersion curve in the long-wavelength
limit is still preserved. We also observe only one plasmon branch which in comparison to
Fig. 5.3(a) shows the disappearance of plasmon mode rooted from ωp/2 as an important
effect of absence of plasmon phonon interaction.
0.2
0
EF=ħωp
q||/kF
Figure 5.5: (Color online) Plasmon mode dispersion for graphene sheet lying in contact with
the conducting substrate.
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5.1.4 Plasmon excitations for a graphene-2DEG double layer
In a recent paper, Politano, et al. [119] reported some interesting results for the plasmon
excitations when graphene weakly interacts with a Cu(111) substrate. Momentum-resolved
electron-energy-loss spectroscopy used in their experiments revealed multiple “acoustic" sur-
face plasmons. These authors accounted for this occurrence of low-frequency plasma modes
as arising from both the graphene overlayer and the Cu(111) substrate If we follow the paper
of Ahn, et al. [120] and treat the Cu(111) substrate as a 2DEG, this means that we may
adopt our model as follows. There is a graphene overlayer with vacuum on one side and a
semi-infinite dielectric with constant b on the other. We have embedded in this dielectric a
2DEG at a distance d1 from the graphene layer. A straightforward calculation renders the
surface response function for this arrangement as
g(q‖, ω) =
[
(b − 1)− χ1q‖0
] [
2b − χ2q‖0
]
− e−2q‖d1
[
χ1
q‖0
+ (b + 1)
]
χ2
q‖0[
(b + 1)− χ1q‖0
] [
2b − χ2q‖0
]
− e−2q‖d1
[
χ1
q‖0
+ (b − 1)
]
χ2
q‖0
, (5.38)
Where χj(q‖, ω)/(q‖0) ≈ Cjq‖/ω2, Cj (j = 1, 2) is constant in the long wavelength limit. AS
a result, one can show that the poles of the surface response function in Eq. (5.38) correspond
to the plasmon frequencies
ω±(q‖) =
1
2
[
1
b(b + 1)
e−2q‖d1{C2q‖(b − 1) + e2q‖d1q‖(C2 + 2C1b + C2b)±R(q‖)}
]1/2
,
(5.39)
where
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R(q‖) = q‖
[
−8C1C2e2q‖d1(e2q‖d1−1)b(b+1)+
{
C2(b−1)+e2q‖d1
(
C2 +2C1b+C2b
)}2]1/2
.
(5.40)
The dispersion relation in Eq. (5.39) is interesting and needs to be analyzed in some detail.
If C1 6= C2, as is most likely the case for a graphene-2DEG double layer, then both modes
have a √q‖ behavior at long wavelengths. However, if C1 = C2 = C and both layers are
embedded in a medium with uniform background dielectric constant, as was the case in Ref.
[121], then the frequencies are given by
ω2±(q‖) ≈
Cq‖
2b
(
1± e−q‖d1) (5.41)
so that one mode has a√q‖ dependence while the other is linear in q‖. All of this is incumbent
on the appearance of the 2D Fourier transform of the Coulomb interaction as 2pie2/(4pi0q‖)
which appears naturally in the procedure used for calculating the surface response function.
In the paper of Ahn, et al. [120], a screening parameter is introduced into the 2D Fourier
transform of the Coulomb potential, which has no place in our calculations. In summary, the
fundamental differences in the plasmon dispersion relations stemming from Eq. (5.39) arise
from the nonlocal screening by the background as well as the hybridization of the underlying
2D modes.
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5.2 Numerical Results and Discussion
5.2.1 Plasma Excitations for gapless graphene
ϵb=2.4 ϵb=2.4
ωTO=0.7ωp(a) (b)
Figure 5.6: (Color online) Plasmon excitation spectra for gapless graphene. In (a), the
plasmon-phonon coupling is neglected. In (b), the plasmon-phonon interaction is considered.
By making use of the expression for the surface response function in Eq. (5.17), we have
carried out numerical calculations to obtain the plasmon dispersion relation for the hybrid
structure shown in Fig. 5.1. The plasmon modes can be seen in Fig. 5.6 where our results
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are presented as density plots. These results illustrate the plasmon mode for a pair of gapless
graphene layers with one of them serving as a protective layer on top and the other embedded
within a medium of dielectric constant b = 2.4. We have chosen an encapsulating dielectric
material with dielectric function 1(ω). The plot in the left panel of Fig. 5.6 shows the
plasmon spectrum in the absence of phonon effects. In this case, we observe four plasmon
modes in Fig. 5.6(a), two of which originate from the origin and are due to the 2D plasmon
modes (ω ∼ q1/2‖ ) of free-standing graphene. The remaining two have frequencies which are
shifted by a depolarization from the bulk plasma frequency ωp of the pair of encapsulating
dielectric materials. However, Fig. 5.6(b) shows the plasmon excitations due to plasmon
phonon interaction. In Fig. 5.6(b), we observe two additional plasmon branches along with
the four plasmon modes in Fig. 5.6(a). These two new plasmon modes are the result of
longitudinal and transverse optical phonon modes which couple with the graphene plasmon
mode. In both Figs. 5.6(a) and (b), the plasmon modes get Landau damped as soon as
they enter the single-particle excitation region(light blue). Sharp boundaries could be seen
defining these regions in the figure.
5.2.2 Plasma Excitations for gapped graphene
In Fig. 5.7, we present our results which show the influence on the plasmon mode dis-
persion arising from lattice vibrations in the substrate for the structure shown in Fig.
5.1 when the used graphene layers have an energy band gap described by the parameter
∆ = 0.3, 0.6, 0.9~ωp. The figures in the left panel show two pairs of plasmon modes: one
pair arising from the origin and the other pair near the bulk plasmon frequency whereas the
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figures on the right panel show three pairs of plasmon modes. This additional pair which
lies in between the other upper and lower plasmon modes is a direct result of the plasmon
phonon coupling. For comparison with Fig. 5.6, we chose the same values of parameters for
the transverse and longitudinal optical phonon frequencies ωLO and ωTO, the static back-
ground dielectric constant b, the doping level as well as the thickness of the encapsulating
materials. The density plots in both left and right panels show that due to the introduction
of the bandgap, the particle-hole excitation region splits into two parts creating a region
where plasmon mode can be excited as damping- free self-sustained charge density oscil-
lations. This region widens with the increase of the bandgap leading to expanded regions
for the charge density to oscillate without Landau damping. Due to increasing bandgap,
the members from each pair of plasmon mode group begin to merge at larger wave vector
corresponding to short-range coupling.
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Figure 5.7: (Color online) Plasmon excitation spectra for gapped graphene. In the left panel
Fig (a), (c) and (e), the plasmon-phonon coupling is neglected. In right panel, Fig. (b), (d)
and (f), the plasmon-phonon interaction is included.
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5.2.3 Plasma Excitations for strained graphene
Additionally, we have carried out calculations to find the effect due to strain on the plasmon
mode dispersion of graphene layers. In Fig. 5.8, we have presented our numerical results
to illustrate the strain effect in the presence of plasmon phonon coupling for the given
heterostructure shown in Fig. 5.1. The left panel of Fig. 5.8 shows the plasmon mode in the
absence of strain whereas the right panel displays cases in the presence of strain. No great
difference can be observed between these two panels because the application of a small strain
does not affect the energy band structure noticeably. A small distinction between them is on
the uppermost pair of plasmon modes. Here, we see the two modes are not in contact with
each other under no strain but they come closer under a finite strain. In a recent paper,[122] a
generalization of the early surface plasmon theory (see Ref. [123]), was presented by including
a surface current[75] flowing within either a graphene or a Boron-Nitride monolayer on the
surface of a bulk dielectric. Although the retarded interaction between the incident light and
electrons in a monolayer was employed for calculating surface confinement of the TE mode
of light and its propagation loss, the important nonlocal dynamics involved in the optical
response of electrons [124] was neglected. Under strain, we anticipate that this mode will be
affected.
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Figure 5.8: (Color online) Plasmon excitation spectra for graphene showing the effect of
strain and phonon vibration on the plasmon dispersion with one layer of graphene as a
protective layer and the other layer of graphene sheet encapsulated in between dielectric
materials. Panel (a) shows the effect due to coupling of plasmons with phonons when gapless
graphene is considered. Panel (b) shows the coupling of plasmon with phonon when the
gapless graphene is under strain.
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5.2.4 Contributions to Energy Loss
In Sec. 5.1.1, we demonstrated that the power loss for a beam of charged particles moving
with velocity v at a distance z0 from a surface may be expressed in terms of Im g
(
q‖, ω = q‖ · v
)
as given in Eq. (5.8). Then, subsequently, in Eq. (5.17), we expressed the surface response
function in fractional form as g(q‖, ω) = N (q‖, ω)/D(q‖, ω). We may separateN = NR+iNI
and D = DR + iDI into their real and imaginary parts so that
Im g
(
q‖, ω
)
= NI
( DR
D2R +D2I
)
−NR
( DI
D2R +D2I
)
. (5.42)
Given the form in Eq. (5.42), there is a contribution to the integrand in Eq. (5.8) whenever
we have either (a) DI(q‖, ω = q‖ ·v) 6= 0 or (b) both DI(q‖, ω = q‖ ·v) and DR(q‖, ω = q‖ ·v)
are simultaneously equal to zero. When case (a) holds, we have Landau damping and the
particle-hole region contributes to the energy loss. In case (b), the dispersion equation for
plasmon excitations is satisfied in the hybrid structure and the plasmon modes contribute.
In this case, we use the Dirac identity so that
Im g
(
q‖,Ωp
)
= piNI δ(Ωp − q‖ · v)|∂DI/∂ω| − piNR
δ(Ωp − q‖ · v)
|∂DR/∂ω| (5.43)
where the derivative here is to be evaluated at the plasmon frequency Ωp. In the case, when
a graphene layer is free-standing and embedded in a dielectric medium, the power loss is
simplified for a high-speed charged particle and given by
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dW
dt
=
Z∗e2
80
∫ ∞
0
dq‖
∫ pi/2
0
dα e−2q‖z0
√
KB(θ, φ)
∣∣√KB(θ, φ)q‖ + q‖v cosα∣∣√
q‖v cosα
δ
(
1− KB(θ, φ)
q‖v2 cos2 α
)
.
(5.44)
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Figure 5.9: (Color online) The plots show the energy loss rate in units of Z∗e2k2FvF/(80)
due to (a) paricle hole mode and (b) the plasmon excitations for a freely suspended strained
and unstrained graphene.
Making use of Eq.(˙5.8) and the surface response function in Eq. (5.17) for free-standing
graphene, we have numerically calculated the contributions to the rate of loss of energy
for a charged particle, moving parallel over the graphene sheet, due separately to single-
particle excitations and the plasmon modes. Our results shown in Fig. 5.9 simply present
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the variation of the rate of loss of energy as a function of the impinging particle velocity for
a chosen height z0 = 0.5k−1F . A comparison of plots for strained and unstrained graphene
shows that the results are qualitatively similar over the exhibited velocity range. However,
a distinct difference is observed in their magnitudes. At low velocities of a charged particle,
the energy loss rates for both strained and unstrained graphene are almost equal. But, at
high velocities of an incoming charged particle, the energy loss rate due to particle-holes
and plasmon modes is enhanced for strained than for unstrained graphene. The energy loss
rate due to particle-hole modes is increased first and eventually levels off as the value of the
charged particle velocity is raised. On the other hand, the energy loss rate due to plasmon
excitations for either strained or unstrained graphene remains negligible at small velocity and
beyond a critical value, it increases rapidly to a maximum after which it starts decreasing
continuously as the particle velocity becomes larger and larger. Overall, the energy loss rate
for strained graphene is greater than for unstrained graphene.
5.2.5 Screened Impurity potential
Starting with Eq. (5.5), we obtain the static screening of the potential on the surface at
z = 0 due to an impurity with charge Z∗0e located at distance z0 above the surface of the
hybrid structure shown in Fig. 5.1. We have
φ(r‖, ω = 0) =
Z∗0e
2pi0
∫ ∞
0
dq‖
∫ 2pi
0
dθ eiq‖r‖ cos θ
[
1− g(q‖, ω = 0)
]
e−q‖z0 . (5.45)
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Figure 5.10: (Color online) The screened impurity potential in unit of Z∗0ekF/(2pi0) is plotted
as a function of (a) height z0 and (b) r‖ respectively for strained and unstrained graphene
monolayers for the chosen parameters in the figure.
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By employing Eq. (5.45), we have computed the screened impurity potential Vsc for
both strained and unstrained monolayer graphene. In Fig. 5.10(a), the screened potential
decays exponentially with increasing height z0. This behavior applies for both strained and
unstrained graphene. However, we note that there is a significant variation in the screened
potential when the charge is put closer to the graphene sheet. In Fig. 5.10(b), we have
calculated the screened potential as a function of the in-plane variable r‖ in units of the
inverse Fermi wave number for both strained and unstrained graphene. The plot shows
the occurrence of Friedel oscillations with the potential being shifted upward when strain
is applied. We also notice that there is no significant change in the screened potential for
strained and unstrained graphene as long as the value of r‖ is large.
5.3 Conclusion
We have determined an expression for the rate of loss of energy for a beam of charged
particles traveling parallel to the surface of a hybrid structure explicitly in terms of its surface
response function. The formalism covers the case when the dependence of the response
function on the in-plane wave vector is anisotropic. Specifically, we apply our formalism to
investigate uniformly strained graphene both analytically and numerically. We report on
the low-energy plasma excitations using an effective Dirac Hamiltonian which reveals the
absence of graphene trigonal symmetry at the lowest order for weak strain. In particular,
we investigate and report results for the effect due to the deformation of the Dirac cone,
the bandgap, doping level, thickness of the substrate, screening due to dielectric material
and the effect of plasmon-phonon coupling on the plasmon modes, energy loss and static
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shielding of an impurity located either just outside the surface of the hybrid structure or
embedded inside it. The versatility of our calculated results is that it governs an extended
range of applications for investigating impurity shielding, power loss of impinging charged
particles as well as the charge density oscillations for a hybrid structure such as the one
depicted in Fig. 5.1. Strained graphene may be successfully substituted by alternative 2D
materials having planar or buckled structures with lattice asymmetry. With the use of our
procedure, a wide variety of stacking arrangements may also be adapted.
Chapter 6
α− T3 lattice
Though graphene has several potential uses in the field of modern electronic devices, it has
some limitations which prevent it from using efficiently. Some of its demerits are: (a) The
cost of producing it in a commercial scale is very large and it is hard to get pristine graphene,
(b)graphene at its pure form is gapless, so different techniques are implemented in order to
open up a gap between the conduction and valence band which are not much efficient, (c)
it is hard to obtain a large sheet of graphene, etc. Due to these limitations, researchers are
in immediate search for novel material similar to graphene without these disadvantages. On
quest to new 2D material which is similar to graphene, many searches are underway and
α−T3 lattice is one which is similar to graphene in many respect with some features distinct
from graphene. People are now turning their attention on exploiting its properties.
The lattice structures of α − T3 lattice is hexagonal honeycomb, similar to graphene,
with an additional Carbon atom at the center as shown schematically in figure 6.1 (a). The
pseudospin for this lattice is S = 1 and is defined by Dirac Weyl Hamiltonian. The electron
from the central sublattice can jump to either sublattice A or B but not to both. The line
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Figure 6.1: (a) Schematic of the α-T3 lattice showing an atom C at the hub of a honeycomb
structure having types A and B atoms on sublattices. Panel (b) shows the low-energy band
structure along high symmetry directions in the tight-binding approximation. At low energy,
there exists a pair of linear bands intersecting at the high symmetric K point because of the
honeycomb symmetry along with a flat dispersionless subband.
joining the central atom to the rim atom in the fig. 6.1(a) signifies the hopping of the electron
from the hub to the sublattice B. The presence of a new atom at the hub of the hexagon
causes the origination of a new band in the energy band structure called flat band which has
zero energy and lies between the conduction and valence band. The energy band structure
for the lattice is shown in figure 6.1(b) which is linear for low energy regime. All the features
in this lattice, distinct from graphene are due to the flat band. The ratio of hopping from the
central atom to the rim atom and hopping between the rim atom is defined by the parameter
α and defined as tanϕ. This new parameter represents the coupling strength between the
central atom and rim atom in the hexagon. Continuous variation of α from 0 to 1 evolve the
lattice from graphene to dice lattice.
The use of latest laser and microwave technology has paved the way to tune the value
of α parameter which consequently varies its basic electronic, optical and magnetic prop-
erties. Several scientists investigated its properties such as: Hall quantization[125], Hofs-
tadter butterfly effect[125], Klein tunneling [126], optical polarizability[29],magneto-optical
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conductivity[127], magnetic field effect on the magnetoplasmon dispersion [128] etc. The
geometrical phase, described as Berry phase arisen due to adiabatic cyclic evolution of the
quantum state effects these properties.
6.1 Tight binding Hamiltonian for α− T3 lattice
In the lattice, assuming the electrons are tightly bound to their respective atoms and can
hop from site A and B with parameter t and from site B and C with parameter αt, we define
the ratio of hopping between B and C to hopping between A and B by α = Tanϕ with ϕ as
Berry Phase. The value of α can vary from 0 to 1 transitioning from diamagnetic nature in
graphene to paramagnetic in dice lattice. Tight Binding Hamiltonian[129] for α− T3 lattice
can be expressed as
Hˆ = −t
∑
δA,n
(b†nan+δA + a
†
n+δA
bn)− αt
∑
δC ,n
(b†ncn+δC + c
†
n+δC
bn)
= −t
∑
δA,δC ,n
(b†nan+δA + αb
†
ncn+δC +H.c.) (6.1)
where, a†, b†, c† and a, b, c are creation and annihilation operators at sites A, B, C respec-
tively. H.c. represents Hermitian conjugate and n is the index for all N lattice sites. These
operators simply create and annihilate electron at the corresponding sites. For example bn
annihilates an electron with index n at site B and a†
n+δA
creates an electron with index n+δA
at one of the nearest neighbour A sites. We can express these operators to momentum space
as:
bn =
1√
N
∑
k′
e−ik
′.nb′k (6.2)
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a†
n+δA
=
1√
N
∑
k
eik.(n+δ
A)ak . (6.3)
With this transformation, we shall be able to write the Hamiltonian in terms of the
momentum space operators and get the Hamiltonian in a form that helps in computing the
energy dispersion. Thus, we have
1
N
∑
n
e(k−k
′).n = δkk′ (6.4)
Hence, the Hamiltonian in eq. 6.1 can be expressed as
Hˆ =
∑
k
(a†kb
†
kc
†
k)

0 fk 0
f ∗k 0 fktanϕ
0 f ∗k tanϕ 0


ak
bk
ck
 (6.5)
where fk = −t(1+e−ik.a1+e−ik.a2) and α = tanϕ. The Hamiltonian can further be expressed
in terms of cosϕ and sinϕ as
Hˆ(k) =

0 fkcosϕ 0
f ∗k cosϕ 0 fksinϕ
0 f ∗ksinϕ 0
 (6.6)
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6.2 Energy dispersion of the α− T3 lattice
The energy eigenvalues of the Hamiltonian in Eq. 6.1 is calculated as
 = 0,±|fk| (6.7)
which is similar to the one in graphene except that it has one extra band called flat band
with energy zero. At low energy regime, this energy dispersion becomes
 = 0,±~vF |k| (6.8)
where + and - sign corresponds to the conduction and valence band respectively.
6.3 Wavefunctions of the α− T3 Lattice
Using the Hamiltonian in Eq. 6.1, we compute the wave functions associated with each of
three eigenvalues is written as:
(a)for flat band
|ψ0 >=

sinϕeiθk
0
−cosϕe−iθk
 , (6.9)
and (b) for the cones
|ψs >= 1√
2

cosϕeiθk
s
sinϕe−iθk
 , (6.10)
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where s = +1 and −1 represent conduction and valence band respectively.
6.4 Magnetic field application
6.4.1 Wave function of the α− T3 lattice in the K valley
Let us adopt the Hamiltonian describing the effect of a magnetic field Bz zˆ perpendicular to
the lattice plane as presented in the work by Illes et. al. [129]. In the Landau gauge, the
vector potential Aˆ = −Bzyxˆ and ∇ × A = Bzzˆ is the magnetic field. Using this we will
calculate the wave functions and Landau levels for the lattice. With the vector potential
A = −Bzyxˆ and using the usual Peierls substitution ~k → p → p + eA, where k is the
momentum eigenvalue in the absence of magnetic field and p is the momentum operator, we
have
HK = −H∗K′ = γB

0 cosϕaˆ 0
cosϕa+ 0 sinϕaˆ
0 sinϕaˆ+ 0
 (6.11)
where γB = vF
√
2eBz~ with vF referring to Fermi velocity. Creation operator aˆ† =
1√
2~eBz
( ˆpx − eBzyˆ + ipˆy) and annihilation operator aˆ = 1√2~eBz ( ˆpx − eBzyˆ − ipˆy) are analo-
gous to harmonic oscillator. It is clear that when ϕ = 0, the first two rows agree with the
Hamiltonian for monolayer graphene [61], with all element being zeros in the third row and
in third column. This is the case which has important consequences in demonstrating the
difference between α−T3 lattice with ϕ = 0 and graphene. The corresponding wave function
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of the Hamiltonian in Eq. 6.11 can be written as
|ψ >=

β1|l >
β2|m >
β3|n >
 e
ikyy√
Ly
. (6.12)
Here, the graphene wave functions are
|n >= 1
2nn!pilH
exp−1
2
(
x− kyl2H
lH
)2Hn(
x− kyl2H
lH
) (6.13)
expressed in terms of the Hermite polynomial Hn(x), ky =
2pimy
Ly
with 0 ≤ my ≤ m A(2pil2H) ,
my is an integer, Ly is a normalization area and lH =
√
~
eBz
is the magnetic length. For
convenience, we suppress the dependence of |ψ >, |l >, |m > and |n > on ky. The quantities
β1, β2, and β3 are now determined by substituting this form of the wave function into the
eigenvalue equation Hˆ|ψ >= |ψ >, we obtain
γBcosϕβ2
√
m|m− 1 >= β1|l >
γBcosϕβ1
√
l + 1|l + 1 > +γBsinϕβ3
√
n|n− 1 >= β2|m >
γBsinϕβ2
√
m+ 1|m+ 1 >= β3|n > (6.14)
Equating the above equations, we have, if l = n− 2, then, m = n− 1 and n is just n.
thus
γBcosϕβ2
√
n− 1 = β1 (6.15)
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γBcosϕβ1
√
n− 1 + γBsinϕβ3
√
n = β2 (6.16)
sinϕβ2
√
n = β3 (6.17)
These three equations for β1, β2 and β3 has the solutions when  = ±γB
√
n− 1 + sin2ϕ.
Hence,
β1 = β2
cosϕ√
n− 1 + sin2ϕ
√
n− 1 (6.18)
β3 = β2
sinϕ√
n− 1 + sin2ϕ
√
n (6.19)
thus the eigenfunction is
|ψK±,n >=
1√
2

√
n−1√
n−1+sin2ϕ
cosϕ|n− 2 >
±|n− 1 >
√
n√
n−1+sin2ϕ
sinϕ|n >

eikyy
L
1/2
y
(6.20)
for n ≥ 2. We note that when φ = 0, the first two rows of Eq. 6.20 give exactly the
spin-1
2
wave function for graphene. Furthermore, when n = 1, the solution of Eq. 6.14 yields
for the eigenfunction of the lowest state as:
|ψK±,1 >=
1√
2

0
±0
|1 >
 . (6.21)
This is not the same as that for graphene due to the appearance of an extra state on the
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wave function [61]. Turning now to the derivation of the eigenstates for the flat band,  = 0,
we have
γBaˆcosϕβ2|m >= 0
γBcosϕβ2
√
m|m− 1 >= 0
γBcosϕβ1
√
l + 1 + γBβ3sinϕ
√
n|n− 1 >= 0 (6.22)
this implies l = n− 2.
β1
β3
= −sinϕ
cosϕ
√
n√
l + 1
(6.23)
By a similar process as above, we obtain the normalized wave function for the flat band
as
|ψK0,n >=

√
nsin2ϕ
n−cos2φ |n− 2 >
0|n− 1 >
−
√
(n−1)cos2ϕ
n−cos2ϕ |n >
 (6.24)
for n ≥ 2. We may also have the solution of Eq. 6.24, for n = 0 with β1 = β2 = m = 0,
thereby yielding for the lowest flat band state as:
|ψK±,1 >=
1√
2

0
0
−|0 >
 e
ikyy
L
1/2
y
. (6.25)
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6.4.2 Wave functions of the α− T3 lattice in the K ′ valley
The low-energy magnetic Hamiltonian in the K ′ valley takes the form
HK′ = −γB

0 cosϕaˆ† 0
cosϕaˆ 0 sinϕaˆ†
0 sinϕaˆ 0
 (6.26)
whose eigen functions we express as
|ψ >=

β′1|l >
β′2|m >
β′3|n >
 e
ikyy
L
1/2
y
(6.27)
so that from the eigenvalue equation we have the following simultaneous equations:
−γBcosϕβ′2
√
m+ 1|m+ 1 >= β′1|l >,
−γBcosϕβ′1
√
l|l − 1 > −γBβ′3sinϕ
√
n+ 1|n+ 1 >= β2|m > and
−γBsinϕ
√
m|m− 1 > β′2 = β′3|n > .
(6.28)
From these equation, it follows that possible solutions are l = n, m = n−1 and n = n−2.
Consequently, the Landau levels are given by
n = ±γB
√
n− 1 + cos2ϕ (6.29)
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and the corresponding normalized eigenfunctions are
ψK
′
±,n =
1√
2

−
√
ncos2ϕ
n−sin2ϕ |n >
±|n− 1 >
−
√
(n−1)sin2ϕ
n−sin2ϕ |n− 2 >
 e
ikyy√
Ly
(6.30)
for n ≥ 2. Setting ϕ = 0 in Eq. 6.30, the matrix element in the third row vanishes but the
resulting eigenvector has three rows and does not coincide with the pseudospin, S = 1
2
wave
function for graphene which has two rows only. Additionally, when n = 1, the solution of
Eq.6.28, yields the eigenfunction of the lowest state as:
|ψK′±,1 >=
1√
2

|1 >
±|0 >
0
 e
eikyy
L
1/2
y
(6.31)
where the extra row makes the difference with graphene.
By employing a similar procedure as above, we obtain the normalized wave function for
the flat band in the K ′ valley as
|ψK′0,n >=

√
(n−1)sin2ϕ
n−sin2ϕ |n >
0|n− 1 >
−
√
ncos2ϕ
n−sin2ϕ |n− 2 >
 (6.32)
for n ≥ 2. Again for n = 0 the wave function is:
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|ψK′0,0 >=
1√
2

|0 >
0
0
 e
ikyy√
Ly
. (6.33)
6.5 Research conducted
The unique feature of this Dirac Weyl material with pseudospin, S = 1 has several interesting
features that are already studied. Some of them are:
(a) The study of Klein tunneling through the potential step and potential barrier[126]
where it is found that the transmission probability is increased in comparison to graphene.
There lies a value of incoming energy equal to half of the barrier height at which the potential
barrier is perfectly transparent.
(b)Alam et.el.[130] studied the effect of the continuous evolution of the edge modes on the
thermoelectric transport properties. In his work, they calculated the transport coefficients
such as conductance, thermo-power, thermal conductivity, etc where they discovered that
tuning the edge mode can improve the above-mentioned properties.
(c)Iurov et. al[131] investigated the response of electron dressed states in α− T3 lattices
where they found that the electronic properties of the α − T3 model could be significantly
modified depending on the polarization of the imposed radiation, etc
Though many researches were conducted on this lattice, we did not get any research
related to the study of magnetic field effect on the magnetoplasmon dispersion. Thus, in the
following chapter, we intend to show some of the results and the theory that we have carried
out in our research on magnetoplasmon dispersion in α − T3 lattice when perpendicular
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magnetic field is applied on it[128].
Chapter 7
Dressed state particle transmission
We have already discussed about the nature of particle transmission through a potential bar-
rier in the case of graphene in chapter 2. The role of bandgap in modifying the transmission
and conductivity behavior is well analyzed there. As α − T3 lattice is similar to graphene
with a central atom at the hub of the hexagonal lattice, here, we are focused at testing
the transmission of dressed state electron through a potential barrier. These electrons are
referred to as dressed state electron because they form a bound state system as a whole.
The effect of these electrons in the energy spectrum has been studied in various materi-
als and condensed matter. Current research on graphene reveal the modification of energy
dispersion[131, 132], transport and optical response[133] due to dressing. The influence of
dressing on the plasmon dispersion and berry phase has just recently been conducted in the
α− T3 lattice by Iurov et. al. [134] where the tuning of plasmon mode and the Berry phase
have been analyzed. In our case, we chose the circularly polarized dressed state electron
transmission in dice lattice rather than calculating it for general α− T3 lattice and elliptical
polarization of light.
129
CHAPTER 7. DRESSED STATE PARTICLE TRANSMISSION 130
In contrast to graphene[43], we get constant transmission probability in this novel lattice
for a wide range of incident angle. Our findings show that the dressed state electron has a
big impact on transmission. The comparison of transmission for dressed state and undressed
state electron for the same lattice demonstrate that the barrier is perfectly transparent to
undressed state electron for a larger range of incident angle which is suppressed when the
electron get coupled with the field. This peculiar nature has an important role in devising
the perfect focusing lens without any loss. One does not have to stick with a particular
angle of incidence to obtain certain value of transmission which is a delightful benefit of this
material.
7.1 Theoretical formulation
The electron in dice lattice when coupled with circularly polarized light has the wave
function[134] as
Ψ
(C)
d (γ, τ |λ0,k) =
1√
N (γ)

τ C (1) e−iτθk
C (2)
τ (~vFk)2 e+iτθk
 , (7.1)
where
C (1)(γ, τ |λ0, k) = (~vFk)2 + 2
[
∆2(λ) − 2c0λ0 γ τ
√
(~vFk)2 + ∆2(λ)
]
, (7.2)
C (2)(γ, τ |λ0, k) =
√
2 γ (~vFk)
[√
(~vFk)2 + ∆2(λ) − γ τ ∆ (λ)
]
,
N (γ)(τ |λ0  1, k) w 2
{
2 (~vFk)4 − 5γ τ c0λ0(~vFk)3 + 9 [c0λ0 (~vFk)]2
}
.
CHAPTER 7. DRESSED STATE PARTICLE TRANSMISSION 131
Here, ∆λ = 2λ0c04−λ20 is not equivalent to the actual energy band gap, 2∆0(β = 1, λ0) = λ0c0,
subscript d is for dice lattice and superscript C stands for circular polarization of light. Here,
c0 =
vF eε
ω
is the interaction coefficient with dimension of energy and λ0 = c0~ω =
vF eε
~ω2 is the
dimensionless electron-light coupling parameter. The wave function could be rewritten as
Ψ
(E)
d (γ, τ |λ0,k) =

τ c
(1)
γ e−iτθk
c
(2)
γ
τ c
(3)
γ e+iτθk
 , (7.3)
where
c (1)γ =
C (1)√
N (γ)
,
[
c
(1)
1
]2
≡ 1
4
− 1
8
λ0c0
~vFk
+ ... , (7.4)
c (2)γ =
C (2)√
N (γ)
,
[
c
(2)
1
]2
≡ 1
2
+
3
4
λ0c0
~vFk
+ ... ,
c (3)γ =
(~vFk)2√
N (γ)
,
[
c
(3)
1
]2
≡ 1
4
+
5
8
λ0c0
~vFk
+ ... .
Also, the wave function for the Flat band is given by
Ψ
(C)
d (γ = 0, τ |λ0,k) =
1√
N (0)

τ k e−iτθk
2
√
2λ0 (4− λ20) c0/(~vF )
−τ k e+iτθk
 , (7.5)
where
N (0)(λ0  1, k) ≡ 2
[
k2 +
(
8λ0
c0
~vF
)2]
+ ... . (7.6)
The components of wave function are no longer equivalent, as expected for a finite energy
gap, ∆D0 = λ0c0/2. This wave function could be presented as
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Ψ
(C)
d (γ = 0, τ |λ0,k) =

c
(1)
0 e
−iτθk
c
(2)
0
−c (1)0 e+iτθk
 , (7.7)
Where
c
(1)
0 =
k√
N (0)
,
[
c
(1)
0
]2
≡ 1
2
− 32
(
λ0c0
~vFk
)2
+ ... , (7.8)
c
(2)
0 = 2
√
2λ0
(4− λ20)√
N (0)
c0
~vF
,
[
c
(2)
0
]2
≡ 64
(
λ0c0
~vFk
)2
+ ... ,
The energy band structure for the dice lattice, with c0 = vF eεω , interaction coefficient
energy, λ0 = c0~ω =
vF eε
~ω2 , electron-light coupling parameter and Energy band gap, εG =
2∆0 =
λ0c0
2
is
εd(k) = ±
√
(λ0 c0/4)
2 + [~vFk (1− λ20/4)]2 , . (7.9)
The schematic diagram of the transmission of particles is shown in fig. 8.2
7.1.1 Transmission of particle through single barrier
We consider the wave function mentioned in eq. 7.3 for different region for conduction band
in K(τ = 1) point as:
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Figure 7.1: Schematic diagram of transmission in α− T3 lattice.
ΨI =
{
c
(1)
γ e−iφk
c
(2)
γ
c
(3)
γ e+iφk
 e
ikxx + r

− c (1)γ eiφk
c
(2)
γ
− c (3)γ e−iφk
 e
−ikxx
}
eikyy (7.10)
Where r is the reflection coefficient. Again for region II, we have
ΨII =
{
a

c
′(1)
γ e−iθ
c
(2)
γ
c
′(3)
γ e+iθ
 e
iqxx + b

− c ′(1)γ eiθ
c
(2)
γ
− c ′(3)γ e−iθ
 e
−iqxx
}
eikyy (7.11)
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Also, wave function for region III is given by
ΨIII = t

c
(1)
γ e−iφk
c
(2)
γ
c
(3)
γ e+iφk
 e
ikxxeikyy (7.12)
The Boundary condition for wave function presented at 7.10, 7.11 and 7.12 at the respec-
tive interface is presented as:
at x = 0,
c(2)γ + rc
(2)
γ = ac
′(2)
γ + bc
′(2)
γ (7.13)
cosϕ[c(1)γ e
−iφk − rc(1)γ eiφk ] + sinϕ[c(3)γ eiφk − rc(3)γ e−iφk ] = cosϕ[ac
′(1)
γ e
−iθ − bc′(1)γ eiθ]
+sinϕ[ac
′(3)
γ e
iθ − bc′(3)γ e−iθ]
(7.14)
Now at x = d we have
ac
′(2)
γ e
iqxd + bc
′(2)
γ e
−iqxd = tc(2)γ e
ikxd (7.15)
Again, we have
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cosϕ[ac
′(1)
γ e
−iθeiqxd − bc′(3)γ e−iθe−iqxd] + sinϕ[ac
′(3)
γ e
iθeiqxd − bc′(3)γ e−iθe−iqxd]
= t(cosϕc(1)γ e
−iφk + sinϕc(3)γ e
iφk)eikxd
(7.16)
For dice lattice , sinϕ = cosϕ = 1√
2
because ϕ = pi
4
. Now rearranging the terms of
equation 7.13, 7.14, 7.15 and 7.16, we get
c(2)γ + rc
(2)
γ = ac
′(2)
γ + bc
′(2)
γ (7.17)
(c(1)γ e
−iφk +c(3)γ e
iφk)−r[c(1)γ eiφk +c(3)γ e−iφk ] = a[c
′(1)
γ e
−iθ+c
′(3)
γ e
iθ]−b[c′(1)γ eiθ+c
′(3)
γ e
−iθ] (7.18)
With,
A = (c(1)γ e
−iφk + c(3)γ e
iφk)
B = [c(1)γ e
iφk + c(3)γ e
−iφk ]
C = [c
′(1)
γ e
−iθ + c
′(3)
γ e
iθ]
D = [c
′(1)
γ e
iθ + c
′(3)
γ e
−iθ] (7.19)
Eqn. 7.18 can be written as
A− rB = aC − bD (7.20)
CHAPTER 7. DRESSED STATE PARTICLE TRANSMISSION 136
and 7.16 can be written as:
aCeiqxd − bDe−iqxD = tAeikxD (7.21)
solving the equation 7.15, 7.17, 7.20 and 7.21 for r,a,b and t we get the transmission by
T = tt∗.
Hence the transmission probability is given by
T =
1
sin2(dqx)
{
c
(2)
γ D[c
′(2)
γ (B−A)+2Cc(2)γ ]+c
′(2)
γ [Cc
(2)
γ (A−B)+2ABc
′(2)
γ ]
}2
c
(2)
γ
2c
′(2)
γ
2
(A+B)2(C+D)2
+ cos2(dqx)
(7.22)
7.1.2 Case I
In the absence of dressing, our result for the tranmsission, obtained by using λ0 = 0 in eq.
7.22, is
T =
4cos2θcos2φk
4cos2(qxd)cos2θcos2ki+ (cos
2θ + cos2φk)2sin2(qxd)
(7.23)
7.1.3 case II
when ϕ = 0, our third element in the wave function that is c(3)γ = 0 and for the case of
undressed state, our result for transmission become
T =
cos2θcos2φk
cos2(qxd)cos2φkcos2θ + sin2(qxd)(1− γγ′sinφksinθ)2 (7.24)
which agrees with the result obtained by Castro Neto et. al. [15].
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7.2 Conductivity
Using the expression of transmission we can further calculate the conductance G for particle
transmitting in a valley through the barrier by
G = G0
∫ pi/2
−pi/2
T (φk)cosφkdφk (7.25)
where G0 = e
2kFW
2pih
with W the sample width along y-direction. Making use of expression
in 7.22 and the expression for conductance in eq. 7.25 we can tune the conductance by
tuning the barrier width. The oscillatory nature of transmission in terms of incident angle
leads to fluctuation in the conductance value and the dependence of wave vector q and d
which shows that when q is imaginary the transmission coefficient shows decaying nature
with d. Also, the wave vector q becoming real and imaginary depends on λ0 and c0 i.e. the
coefficient of polarization and irradiation directly plays the role in making the wave vector
real and imaginary and ultimately responsible for the decay or the survival of the particle
transmission.
7.3 Numerical results and discussions
Using the expression in Eq. 7.22 we got the density plot and polar plot for the transmission
through the potential barrier as shown in fig. 2.6. Here Fig. 7.2(b) shows the density plot for
the transmission for different value of energy versus different angle of incident particle. The
sharp red color at the center shows that particle has high transmission probability when they
are allowed to incident within some range of head-on incidence. For a large range of incidence
CHAPTER 7. DRESSED STATE PARTICLE TRANSMISSION 138
angle, the particle has high transmission probability which is a direct benefit over graphene.
Fig. 7.2(a) demonstrates the polar plot for the transmission coefficient vs different angle of
incidence which shows the perfect transmission for a wide range of angle of incidence when
the particle has some incident energy less than the potential height. For incident energy
larger than the potential height the incident angle range is reduced as demonstrated by the
blue region in the density plot in fig. 7.2(b) This property of dice lattice can be used in
building a highly transparent devices.
Fig.7.2 (c) and (d) demonstrates the figure for the polar plot and the density plot for the
transmission of the circularly dressed state particle through the potential barrier of the same
barrier width 6k−1F . These figures depict that the range of perfect transmitting angle does
not have a big change in the region for energy above the barrier height but we can see big
differences for energy range about and less than barrier height. The transmission is reduced
by some degree which is verified by a comparison of figures 7.2(a) and(c)for energy value
equal to 0.25V . At this value of energy, there is no Klein tunneling even at normal incidence
and transmission value drop down. Additionally, the comparison of two figures 7.2(b) and
(d) shows that at a region where the incident energy is near to the value of barrier potential
the particle does not transmit at all as there exist no state for the particle to occupy within
the barrier. Actually, bandgap creation in the energy band dispersion due to light-matter
interaction is responsible for this region.
Similarly, Fig. 7.3 shows the graphs for the conductance demonstrating the differences
between dressed state and undressed state particle transmission through the single barrier
in dice lattice. The figure portrays the variation of conductivity versus incident energy of
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Figure 7.2: (Color online)Transmission of a particle through a potential barrier in the case
of dice lattice.Fig (a) and (b) are the polar plot and density plot for undressed state particle
transmission and Fig. (c) and (d) are the polar plot and density plot for dressed state particle
transmission.
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Figure 7.3: (Color online)Conductivity of the particle through the potential barrier for (a)
undressed state particle, and (b) dressed state particle.
the particle when the particle is dressed and undressed for shown barrier width. Fig. 7.3(a)
shows there is a very small fluctuation in conduction value when the barrier width is small.
The conductance value oscillates largely for larger barrier width. In fig. 7.3(b) we see the
large impact of dressing. The impact is high for the case when the incident energy is smaller
than the barrier height. Conductance value for energy greater than the barrier height is
smooth and almost constant for both dressed and undressed particle. And, the particle does
not get conducted for energy less than the band gap, given by ∆λ = λ0c04−λ20 , created due to
light-matter interaction as the states within the barrier for this case are not allowed. Besides
this, light interaction cause the conductivity value from zero as shown in the figure.
7.4 Conclusions
In brief, the dressing of electron in dice lattice creates a bandgap in between the conduction
and valence band which results in the generation of the forbidden region inside the potential
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barrier where no state can exist. Thus, transmission is not possible in this small region.
Furthermore, the dressing of the electron has a large impact on the transmission, in fact the
wide-angle of perfect transmission is much reduced, the Klein tunneling for head-on collision
is also suppressed for different ranges of incident energy. All this effect has great use in
building the focusing lens. The tuning of transmission by dressing significantly contributes
to build the electronic and optical devices.
Chapter 8
Magnetoplasmon in α− T3 lattice
8.1 Introduction
When a magnetic field is applied perpendicular to the direction of electron motion, the
electron moves in a circular orbit at cyclotron frequency ωc = eBm where B refers to magnetic
field, e to electron and m refers to electron mass. The frequency of circular motion increases
with the increment of the magnetic field. If, in addition, an electric field E, due to external
potential, acts on the rotating electron, the center of the circular orbit moves with a velocity
v = E
eB
which is called as drift velocity. This velocity becomes small when the magnetic field
is increased.
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Figure 8.1: (Color online) Schematic diagram of α − T3 lattice under the application of
magnetic field. A, B and C are the sublattice to represent the rim lattice and hub lattice.
In quantum mechanics, the application of magnetic field splits the energy spectrum into
different level whose value for the electron in 2-dimensional electron liquid is n = (n+ 12)~ωc.
Whereas for the case of graphene, it is n = ~vFlH
√
2n[67] and for the case of α − T3 lattice
it is given by n = ±γB
√
n− 1 + sin2ϕ[129] for electron in K valley where ϕ is defined in
terms of parameter α as ϕ = tan−1α. Here, α is the coupling strength between the hub
atom and the sublattice A and B in the rim as shown in the figure 8.1 where the central
atom connected to the rim lattice by a line represent the hopping from C atom to B atom.
The continuous variation of α = 0 to 1 changes the lattice from honeycomb lattice to dice
lattice. The vertical arrow shows the magnetic field applied to the lattice.
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In this chapter, we present the detail investigation of the combined effect of varying α
and the magnetic field on the magnetoplasmon excitations on the α− T3 lattice for which we
study the orbital susceptibility[135], the frequency-dependent polarizability and the magne-
toplasmon dispersion for the pseudospin-1 dice lattice.
8.2 Polarizability for the α− T3 Model
A major quantity in our investigation is the computation of frequency and wave vector
dependent polarization function which is generally given by
Π(q, ω) =
∑
s,s′
∑
n,n′
f(s′,n′)− f(s,n)
~ω + s′,n′ − s,n + i0+F
n,n′
s,s′ (q) (8.1)
Where f(s,n) is the Fermi Dirac distribution function and F n,n′s,s′ is a form factor which
we will discuss later.
The polarization function has separate contributions such as from the conduction to
conduction band, valence to conduction band and from flat band to conduction band. So,
we separate those contribution into two parts as:
Π(q, ω) = Π(q, ω)cc + Π(q, ω)Fc (8.2)
The subindex cc represents valence and conduction band to conduction band and Fc
represents Flat band to conduction band transitions.
Π(q, ω)cc = Π(q, ω)vc + Π(q, ω)con−con (8.3)
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let us consider NF be the landau filling factor for the α− T3 lattice then we have
Π(q, ω)vc =
∑
s=−1,s′=1
Nc,Nc∑
n=1,n′=NF+1
f(s′,n′)− f(s,n)
~ω + s′,n′ − s,n + i0+F
n,n′
s,s′ (q) (8.4)
and
Π(q, ω)con−con =
∑
s=1,s′=1
NF ,Nc∑
n=1,n′=NF+1
f(s′,n′)− f(s,n)
~ω + s′,n′ − s,n + i0+F
n,n′
s,s′ (q) (8.5)
Again, we have flat band to conduction band contribution to the polarization. where we
suppose s = 0 and s′ = 1. then we have
Π(q, ω)Fc =
∑
s=0,s′=1
Nc,Nc∑
n=1,n′=NF+1
f(s′,n′)− f(s,n)
~ω + s′,n′ − s,n + i0+F
n,n′
s,0 (q) (8.6)
Here, F n,n
′
s,s′ (q) is the form factor and Nc is the cut off value.
8.3 Form factor for valence to conduction band and con-
duction band to conduction band transitions
The form factor for the conduction to conduction and valence to conduction transitions is
given by
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F n,n
′
s,s (q)
= | < ψksn|eiq·r|ψKs′n′ > |2
=
1
4
∣∣∣∣ (cosϕC1 < n− 2| c2 < n− 1| sinϕC3 < n|) eiq·r

cosϕC ′1|n′ − 2 >
C ′2|n′ − 1 >
sinφC ′3|n′ >

∣∣∣∣2
=
1
4
|cos2ϕC1C ′1 < n− 2|eiq·r|n′ − 2 > +C2C ′2 < n− 1|eiq·r|n′ − 1 > +sin2ϕC3C ′3 < n|eiq·r|n′ > |2
=
1
4
|cos2ϕC1C ′1Rn−2,n′−2 + C2C ′2Rn−1,n′−1 + sin2ϕC3C ′3Rn,n′|2
(8.7)
Here,
C1 =
√
n− 1√
n− 1 + sin2ϕ
C ′1 =
√
n′ − 1√
n′ − 1 + sin2ϕ
C2 = s
C ′2 = s
′
C3 =
√
n√
n− 1 + sin2ϕ
C ′3 =
√
n′√
n′ − 1 + sin2ϕ
(8.8)
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In the eqn. 8.7, the new term Rn,n′ is defined as:
Rn,n′ =< n|eiq·r|n′ > (8.9)
which is calculated as:
< n|eiq·r|n′ >
=
∫ ∞
−∞
1√
2nn!
√
pilH
√
2n′n′!
√
pilH
e
− 1
2
( x
LH
)2
eiqxxe
− 1
2
( x
LH
)2
Hn(
x
lH
)Hn′(
x
lH
)dx
=
∫ ∞
−∞
1√
2nn!
√
pilH
√
2n′n′!
√
pilH
e
− 1
2
( x
LH
)2
(cos(qxx) + isin(qxx))e
− 1
2
( x
LH
)2
Hn(
x
lH
)Hn′(
x
lH
)dx.
(8.10)
Here, |n′ − n| can be even or odd. For both cases, the integral will have the results as:
< n|eiq·r|n′ > = e−( q
2
xl
2
H
4
)(−1)n>−n<(q
2
xl
2
H
2
)
n>−n<
2
√
n<!
n>!
Ln>−n<n< (
q2xl
2
H
2
)
< n− 1|eiq·r|n′ − 1 > = e−( q
2
xl
2
H
4
)(−1)n>−n<(q
2
xl
2
H
2
)
n>−n<
2
√
(n< − 1)!
(n> − 1)!L
n>−n<
n<−1 (
q2xl
2
H
2
)
< n− 2|eiq·r|n′ − 2 > = e−( q
2
xl
2
H
4
)(−1)n>−n<(q
2
xl
2
H
2
)
n>−n<
2
√
(n< − 2)!
(n> − 2)!L
n>−n<
n<−2 (
q2xl
2
H
2
).
(8.11)
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Hence, our form factor has the form as
F n,n
′
s,s′ (q) = | < ψksn|eiq·r|ψks′n′ > |2
=
1
4
e−(
q2xl
2
H
2
)(
q2xl
2
H
2
)n>−n<
{
cos2ϕ
√
n− 1
n− 1 + sin2ϕ
√
n′ − 1
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8.4 Form factor for the flat band to cone transition
The wave function for the flat band is
|ψK0,n >=

√
nsin2ϕ
n−cos2ϕ |n− 2 >
0|n− 1 >
−
√
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 (8.13)
and the wave function for the conduction and valence band is
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We now have the form factor for the flat to conduction band transition as:
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(8.15)
This form factor reduces to zero when ϕ = 0, clearly showing no contribution of flat band
to the polarization. Thus, with this, we reach the condition of getting graphene polarization
at ϕ = 0.
Making use of Eq. 8.1, we have carried out the calculations of polarization function for
the α − T3 lattice for several possible cases. We have presented all the results graphically
and analyzed them thoroughly.
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8.5 Numerical results and discussion
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Figure 8.2: (Color online)Static polarization for doping level NF = 2 and ultraviolet cutoff
Nc = 120 when (a)ϕ = pi4 ,(b)ϕ =
pi
6
, (c)ϕ = pi
8
and (d)ϕ = 0. In all panel the black line
correspond to total polarization whereas red, orange and dotted(blue) correspond to Flat to
conduction band, conduction band and valence band contributions respectively.
In Fig. 8.2, we have presented the static polarization of α − T3 lattice for several values of
ϕ when two Landau levels are filled. Contribution from all transitions are clearly portrayed
in each figure. From all figures for NF = 2 we notice the polarization value increases from
the origin monotonically. The total polarization for each ϕ has a significantly large bump
in the small wave vector regime which afterward increases linearly in the larger wave vector
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regime. We can see another small bump following the larger one in the total polarization
for ϕ = pi
4
which start fading away with the decreasing value of ϕ and completely absent in
ϕ = 0. Detail observation of all the contribution depicts that the contribution of conduction
band to conduction band is dominant in the small wave vector region whereas the combined
contributions from flat band and valence band dominates in the larger wave vector region. An
important result we noticed here is the contribution of flat band which grows continuously
as ϕ becomes larger and larger and become maximum for dice lattice. The contribution
from the flat band at ϕ = 0 is null, the case similar to graphene clarifying the claim that the
central atom in the α− T3 lattice, here, is inert.
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Figure 8.3: (Color online)Static polarization for doping level NF = 3 and ultraviolet cutoff
Nc = 120 when (a)ϕ = pi4 ,(b)ϕ =
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and (d)ϕ = 0. In all panel the black line
correspond to total polarization whereas red, orange and dotted(blue) correspond to Flat to
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We obtain a similar result for NF = 3 as shown in fig. 8.3. A comparison of two
figures, 8.2 and 8.3, shows that two larger bumps are present in all diagram of fig. 8.3 which
obviously verifies that the number of bumps is directly related to the Landau filling factor.
Next distinct feature we observe is in the magnitude of total polarization which increases
when Landau filling factor increases. This is due to the increment in the number of possible
transitions.
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In addition, in fig. 8.4 we present the dynamical polarization of α − T3 lattice for two
different values of ϕ for NF = 3 in which we have compared the nature of dynamical po-
larization with static polarization. Detail investigation shows that the polarization for finite
frequency drop down to negative values initially and increases rapidly to a peak after a
certain value of wave vector. This negative polarization regime, which lies in the shorter
wave vector region, increases when the frequency increases. In all frequencies, we see two
distinct peaks with the initial one being always larger than the other one. The height of
the polarization peak becomes larger for larger frequency as shown in the figure. Most of
the feature of polarization remains similar for any value of ϕ however, the magnitude of
polarization drops down when ϕ lowers down from ϕ = pi
4
to pi
7
.
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Figure 8.5: (Color online)Density plots for the ImΠ(q, ω) and Landau filling factor NF = 2
for (a)ϕ = 0, (b)ϕ = pi
7
and (c)ϕ = pi
4
. Ultraviolet cutoff Nc = 40 is taken in order to remove
the computation difficulty.
The density plot in fig. 8.5 and 8.6 detail the behavior of particle-hole excitation spectrum
for non-interacting electron. The effect of the magnetic field can be seen as a significant
contribution to the polarization in the region around ω = qvF . The density plot of Im
Π(q, ω) in fig. 8.5 for different ϕ’s clearly shows the variation in the piles of horizontal lines
with little modulation running parallel to the boundaries of the particle-hole continuum.
The number of bright patches in each horizontal line is equivalent to the Landau level filling
factor. For ϕ = 0 we can see one very bright patch followed by hardly visible, very dim, patch.
But when ϕ increases to pi
7
and pi
4
the dim patch become brighter and brighter. Overview
of the whole density plot shows that the spacing between the brighter region decreases as
the frequency increases and at higher frequency regime the brighter patch horizontal become
longer for ϕ = 0. A sharp horizontal bright line can be seen as ϕ become finite and bright
patch of polarization can be viewed in between these lines.
CHAPTER 8. MAGNETOPLASMON IN α− T3 LATTICE 155
Figure 8.6: (Color online)Density plots for the ImΠ(q, ω) and Landau filling factor NF = 3
for (a)ϕ = 0, (b)ϕ = pi
7
and (c)ϕ = pi
4
. Ultraviolet cutoff Nc = 40 is taken in order to remove
the computation difficulty.
A similar effect is seen in fig.8.6 for NF = 3 where for ϕ = 0 each horizontal line has two
patches with the first one being distinct and the second one being dim. All the bright patches
run along the ω = qvF region and along the region parallel to this diagonal. A similar effect
is seen for finite ϕ’s but in larger frequency region we can observe long horizontal stripes
with clear spacing in between them. The spacing between them becomes smaller for higher
frequency region.
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Figure 8.7: (Color online)Density plots for the ImΠRPA(q, ω) and Landau filling factor
NF = 2 for (a)φ = 0, (b)ϕ = pi7 and (c)ϕ =
pi
4
. Ultraviolet cutoff Nc = 40 is taken in order
to remove the computation difficulty.
The renormalized polarization function within the random phase approximation is given
by
ΠRPA(q, ω) =
Π0(q, ω)
1− v(q)Π0(q, ω) (8.16)
with v(q)=2pie2
b|q| representing the unscreened 2D Coulomb potential, b is the dielectric
const. The graphical results are demonstrated in Fig. 8.6 and Fig.8.7 for NF = 2 and
NF = 3, respectively for different value of ϕ from 0(for inert central atom) to pi4 for dice
lattice. In each figure, we compare the intensity of magnetoplasmon dispersion for various
values of ϕ. In both figures, we can easily see several bright branches originating at finite
wave vector and finite frequency. These branches are highly dispersive in the lower frequency
regime than those in higher frequency regime. These branches are intensely bright in the
lower wave vector and fade away in the larger wave vector region. The plasmon modes
for each branch increase monotonically in the longer wavelength region and flatten out and
bifurcates after reaching a certain height in frequency. A comparison of density plots for
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various ϕ tell that for ϕ = 0 the area covered by the bright region is less than the area
covered for finite ϕ. The bright region for ϕ = 0 runs diagonally with little spacing in
between the branches which decreases as we go upward in frequency regions. We can also
observe long horizontal bright lines in the higher frequency regime for ϕ = pi
7
and pi
4
as
portrayed in fig. 8.7 and 8.8. Also a comparison between fig.8.7 and 8.8 shows that for
NF = 2 a dim patch follow the bright region in the same horizontal line and for NF = 3
the bright region is followed by two bright patch whose intensity decreases in larger wave
vector region and they are hardly visible. These, secondary patches are comparatively more
distinct for ϕ = pi
4
rather than for ϕ = 0 and pi
7
.
Figure 8.8: (Color online)Density plots for the ImΠRPA(q, ω) and Landau filling factor
NF = 3 for (a)ϕ = 0, (b)ϕ = pi7 and (c)ϕ =
pi
4
. Ultraviolet cutoff Nc = 40 is taken for
simplicity.
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8.6 Conclusion
In brief, in this chapter, we have presented a brief description of our investigation on the
particle-hole excitation spectrum in α− T3 lattice for several values of φ. Making use of the
Lindhard function we have derived the polarization function of α−T3 lattice in the presence
of the magnetic field for which we showed the detail calculation of the form factor. The
polarization function composed of three transitions, conduction to conduction band, flat to
conduction band and valence to conduction band. All of them are graphically demonstrated.
Overall speaking, the contribution from flat band is significant only when φ is finite other-
wise when φ = 0 it is zero, corresponding to graphene. Among these three contributions,
conduction to conduction band contribution is dominant in the longer wavelength region
whereas the combined contribution of the flat and valence band is dominant in the shorter
wavelength region. The static polarization at zero temperature reveals that the number of
Landau filling factor is responsible for raising the same number of polarization peaks and the
same number of bright patches in the q − ω space in the density plots where the secondary
patch is hardly visible, noticeable distinctly only for dice lattice. The dynamic polarization
shows the region of plasmon mode dispersion branches whose origination point starts from
finite frequency and shifts towards larger wave vector region for higher frequency region.
Chapter 9
Summary and future outlook
Basically, in this thesis, I have studied some of the interesting phenomena like Klein tunnel-
ing, polarization and plasmon mode dispersion, etc. that occur in graphene-like material.
An uninterrupted transmission of a particle through the potential barrier is defined as Klein
tunneling which is suppressed even in a head-on collision when the bandgap is introduced in
between the conduction and valence band in the energy band dispersion. The creation of a
bandgap causes the origination of the forbidden region where the transmission is not allowed.
All this calculation is done in a rectangular barrier potential and referring to this work in-
vestigation can be extended to know more of it when the barrier is triangular. Magnetic
field can be put into effect to determine the change in the behavior of transmission[136].
The continuum energy band in graphene gets quantized when a strong magnetic field
is applied perpendicular to the graphene sheet. The electron from the filled Landau Level
can jump to the energy level leaving a hole there. Thus, the transition can occur between
valence to conduction band and from conduction to conduction band. The number of peaks
in the polarization function directly depend on the number of Landau filled level. And, the
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increase of heat may result in the smearing of these peaks at finite temperature T > 0.
Electron below the Femi level jump to the conduction band leaving a hole behind which
causes smearing effect. The effect of smearing is further seen in the shielding potential as
well. Referring to this calculation, the work can be extended to check the combined effect of
electric and magnetic field. Furthermore, the result would be different if graphene is placed
over a substrate like SiC or SiO2 in the presence of a magnetic field.
Another major area of our research includes the study of plasmon mode dispersion of 2D
material for example two dimensional electron gas, Graphene, and α − T3 lattice. In this
area of research, we used the surface response function determination technique to know the
plasmon mode nature. This method is so powerful that with this we were able to calculate
plasmon mode dispersion for any number and any combination of 2D layer and dielectric
material composite structure.
In addition, a charged beam of particle moving over this type of hetero-structure loses
some amount of energy. The rate of energy loss depends upon the height above which it
passes. Similarly, the strain in graphene also plays a role in altering the energy loss rate.
Thus, this energy loss determination method plays the role of identification of the composite
structure. It also helps in determining the type of impurity molecule lying in the structure
which has a potential application in the medical field. Referring to our work on energy loss,
one can further investigate transmission behavior, bending effect on plasmon dispersion and
study its role in semiconductor devices.
Additionally, we have calculated the rate of energy loss when a charged beam of particle
move over the system with composition graphene and substrate. The value of energy loss
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is much effected by several parameters of the composition such as the type of 2D material
and the dielectric function. Even the strain application on graphene shows the change in
the loss rate. In fact, this nature gives us the information about the type of impurity in the
sample. One can extend this work to study the adsorbed states of organic compounds like
Benzene, Ethylene, etc. The method is often used in high resolution electron microscope in
order to quantify the elements at microscopic level. Electron spectroscopic imaging is one
of the special technique in which energy loss determination is used to get graphic images of
the element located in the sample.
The next part of our research include the study of properties of graphene-like material
called α − T3 lattice in which we looked transmission and magneto-plasmon behavior. The
detail calculation shows that Klein transmission for electron incident on the potential barrier
exists for a wider range of angles. The barrier is highly transparent and can be used as
electron focusing lens. Tuning of the transmission of an electron is possible by tuning the
width of barrier and angle of incidence. Also, the lattice if exposed to irradiation of light,
creates bandgap in between conduction and valence band resulting in a forbidden region
for a certain value of energy and angle of incidence. On top of that Klein transmission is
suppressed by a significant amount. The circularly polarized light irradiated dressed state
has high impact in varying the tunneling nature. This work can further be extended to study
the transmission coefficient for smooth or trapezoidal potential barrier.
In another case in α − T3 lattice, a new contribution of transition of electron from the
flat band to conduction band plays a significant role in the polarization function. This
contribution is null when the central atom in the lattice is inert and the lattice acts like
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graphene though there is little variation in the value of polarization. The contribution of
the flat band is maximum when the parameter α reaches its maximum value of 1. The
application of the magnetic field directly affects the number of Landau level filling which
impacts the number of peaks in the polarization and the number of bright patches for the
plasmon mode in the wave vector-frequency space. Making use of this calculation the effect
of temperature on the plasmon mode and the screening potential can also be calculated.
Furthermore, the use of the polarization function, derived here can be used to understand
the effect of substrate and lattice in the presence of a magnetic field. Moreover, the rate of
energy loss of a particle moving over the α − T3 lattice in the presence of a magnetic field
can also be identified and the work can be utilized to check the effect of strain in α − T3
lattice for different value of α.
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