In this paper, we introduce a new hybrid preprocessing method for editing imbalanced data. The algorithm we propose first resamples the training data using the Synthetic Minority Oversampling Technique (SMOTE) method, and subsequently applies an editing technique based on fuzzy rough set theory to the balanced training set. We evaluate the performance of our algorithm in an experimental study, using the C4.5 classifier as the learning algorithm. Statistical tests show the superiority of our method over state-of-the-art resampling methods.
Introduction
An important data mining task is the problem of classifying imbalanced data.
? These are datasets for which one of the classes is highly underor overrepresented. In case of two classes, the problem we discuss in this paper, this means that there is one class with significantly more instances than the other class. The Imbalance Ratio (IR), defined by the number of instances in the majority class divided by the number of instances in the minority class, expresses to which extent a dataset is imbalanced: a dataset with IR equal to 1 is perfectly balanced, the higher the IR, the more imbalanced the dataset. Imbalanced datasets occur in many research fields, fraud detection, oil spill detection, text classification and medical applications are a few examples.
Standard classification methods are often biased towards the majority class, because they attempt to perform well w.r.t. global quantities such as classification accuracy, not taking the data distribution into account. As a result, examples from the majority class are generally correctly classified, whereas examples from the minority class are more often misclassified. In order to evaluate if a method is able to classify both instances from the minority and majority class well, the Receiver Operating Characteristic (ROC) curve that plots the rate of correctly classified minority instances against the rate of incorrectly classified minority instances can be used. The Area Under the ROC curve (AUC 2 ) reflects the trade-of between correctly classified instances in the minority class and a high classification accuracy of instances in the majority class.
Several techniques have emerged to improve a classifier's performance under the data imbalance assumption. They can be divided into two classes depending on the level on which they operate, viz. learning algorithms level, and data level. In this paper, we work with the latter type: data level algorithms mainly focus on resampling instances, i.e. either generating synthetic instances from the minority class, removing examples from the majority class or both. Specifically, we focus on the Synthetic Minority Oversampling Technique (SMOTE 4 ) methodology. As its name implies, this method generates synthetic instances, belonging to the minority class, to balance the training set.
In this paper, we attempt to improve SMOTE's performance by monitoring the quality of the generated synthetic instances. In an iterative process, after applying SMOTE, we remove synthetic minority instances, as well as original majority instances, that have a small membership degree to the fuzzy positive region. Such instances are considered to be noisy and hence are filtered out from the training data. The whole process (SMOTE instance generation + fuzzy-rough instance removal) is repeated until the training set is perfectly balanced. It is called SMOTE-FRST.
The remainder of this paper is structured as follows. In Section 2, we review basic preliminaries on fuzzy rough set theory, while in Section 3 we detail the methodology our proposal, the process SMOTE-FRST. In Section 4, an experimental study is set up to compare SMOTE-FRST to leading resampling techniques, using the well-known C4.5 classifier as the learning algorithm, and evaluating their performance on a large corpus of 44 datasets obtained from the KEEL dataset repository. Finally, in Section 5 we conclude.
Fuzzy Rough Set Theory
Rough set theory 6 provides a methodology for data analysis based on the approximation of concepts in a decision system (X, A ∪ {d}), in which X is a set of instances, A is a set of conditional attributes and d is the decision or class attribute. The theory revolves around the notion of (in)discernibility: the ability to distinguish between instances, based on their attribute values. When fuzzy rough sets are used, indiscernibility is typically modelled by means of a fuzzy tolerance relation R in X. In this paper, R is defined as, for x and y in X,
where
, and R a (x, y) is given by
if a is a quantitative (real) attribute, and
when a is quantitative (discrete). Given R, the fuzzy-rough positive region of X is defined as the fuzzy set P OS in X defined in this paper by
where I L is the Lukasiewicz implicator, given by I L (a, b) = min(1, 1 − a + b) for a, b ∈ [0, 1], and R d (x, y) = 1 if x and y belong to the same class, and 0 otherwise. The idea of the fuzzy-rough positive region is that instances on the border of a class (i.e., for which there exists a similar instance in another class) will have a small membership value to P OS compared to instances in the center of a class. This makes the fuzzy-rough positive region suitable to measure the quality of an instance as a typical representative of its class.
Methodology
In this section, we introduce SMOTE-FRST, our new hybrid editing method for imbalanced datasets. The algorithm consists of two stages, which are repeated until the training set is balanced, or until a maximum number of iterations is reached (10 in our experimental study):
(1) Apply SMOTE to introduce new synthetic minority class instances to the training set. (2) Remove synthetic instances, or majority class instances, for which the membership to the fuzzy-rough positive region of the training set falls below a given threshold γ (γ = 0.8 in our experimental study).
Our hypothesis is that some of the introduced synthetic minority class instances may not be suitable for use in the learning phase, and hence should be eliminated. Similarly, majority class instances in the original training data that do not sufficiently belong to the fuzzy-rough positive region are removed. Note that we do not apply this procedure to the original minority class instances, since they are relatively sparse and are better left untouched.
Experimental Study
In this section we compare SMOTE-FRST to six well known preprocessing algorithms based on SMOTE:
• The SMOTE algorithm itself • SMOTE with data cleaning using Tomek Links (SMOTE-TL 1 ) • SMOTE with data cleaning using the Edited Nearest Neighbour technique (SMOTE-ENN 1 ) • Borderline SMOTE, where only border instances are resampled (SMOTE-BL1 5 ) • A variation on SMOTE-BL1 where the synthetic instances are closer to the minority class (SMOTE-BL2 5 ) • SMOTE weighting the minority instances according to their safe-level (SMOTE-SL 3 )
We apply these algorithms and the SMOTE-FRST algorithm to 44 datasets from the KEEL dataset repository a , using the C4.5 classifier 7 as the learning algorithm. The datasets and their IR (we only use datasets with an IR higher than 9) are listed in Table 4 . For each experiment, we follow a 10 fold cross validation strategy: we divide the data in 10 folds and classify the instances of each fold using the remaining folds as training data. In Figure 1 , we show the average AUCs over all datasets for each method b .
a http://sci2s.ugr.es/keel/datasets.php b Due to space constraints, we cannot list all results in this paper, but they can be found at the url: http://users.ugent.be/∼nverbies/ SMOTE-FRST has the best average score. The improvement over SMOTE is small, so we must check if the differences are significant. We apply the Wilcoxon's signed ranks statistical test 8 to compare SMOTE-FRST against all other considered SMOTE methods. This is a non-parametric pairwise test that aims to detect significant differences between two sample means; that is, the behavior of the two implicated algorithms in the comparison. For each comparison we compute the sum of ranks of the Wilcoxons test in favor of SMOTE-FRST R+, the sum of ranks in favor of the other methods R− and also the p-value obtained for the comparison. The observed values of the statistics are listed in Table 2 . The p-values are all lower than 0.10, which means that SMOTE-FRST outperforms the other SMOTE approaches at the 10 percent significance level. 
Conclusion
In this paper, we proposed a hybrid preprocessing technique for imbalanced datasets, the SMOTE-FRST process, which iteratively applies SMOTE to balance the dataset and uses fuzzy rough techniques to carry out editing on the synthetical and majority instances. A preliminary experimental study shows that our proposed technique outperforms the existing SMOTE based techniques significantly.
