ABSTRACT From today's conventional cars to tomorrow's self-driving cars, advances in technology will enable vehicles to be equipped with more and more-sophisticated sensing devices, such as cameras. As vehicles gain the ability to act as mobile sensors that carry useful traffic information, people and vehicles are sharing sensing data to enhance the driving experience. This paper describes a vehicular cloud service for route planning, where users collaborate to share traffic images by using their vehicles' on-board cameras. We present the architecture of a collaborative traffic image-sharing system called social vehicle navigation, which allows drivers in the vehicular cloud to report and share visual traffic information called NaviTweets. A set of NaviTweets is then filtered, refined, and condensed into a concise, user-friendly snapshot summary of the route of interest, called a traffic digest. These digests can provide more pertinent and reliable information about the road situation and can complement predictions, such as estimated time of arrival, thereby supporting users' route decision making. As proof of concept, this paper presents the system design and a prototype implementation running on the Android smartphone platform, along with its evaluation.
I. INTRODUCTION
Advancements in technology are making vehicles smarter as manufacturers continually equip them with on-board computers, global positioning systems (GPSs), collision avoidance systems, and dashboard cameras. Ongoing attempts to alleviate traffic congestion via smart cars use crowdsourced traffic data collected from GPS-equipped devices to determine traffic speed and identify traffic conditions. When provided to navigation systems, this information is used to generate and present a list of recommended routes for trip planning. Such crowdsourcing (or infrastructure-less) services can be classified into two types: push-based and pullbased. The majority of today's systems anonymously pull GPS location information from mobile phone users or navigation systems to generate a live traffic map. The push-based approach depends on social participation, where drivers purposely report traffic information in a richer context (e.g. the location of speed trap cameras, the degree of traffic congestion, and the types of traffic incidents) onto a dedicated server to be redistributed and shared with other drivers. Waze [1] is an example of a navigation app that functions by anonymously pulling GPS data and, at the same time, providing an interface for drivers to push detailed traffic reports.
Conventional ways of reporting traffic conditions have mainly been through the police, transportation officials, drivers on phones, and traffic reporting companies. Nowadays, real-time traffic updates on traffic congestion are becoming widely available and easily accessible via online maps, mobile phones, and GPS-equipped devices. Drivers' route planning can be heavily influenced by such traffic information, which consequently leads them to less congested routes. Such planning is done by selecting a route from a recommended list of alternative routes calculated based on factors like shortest distance or estimated time of arrival (ETA), taking real-time traffic data into account.
ETA is the main deciding factor in route decisions, and this subsequently does not allow the design of vehicle navigation systems to consider other semantically rich information to guide in the decision making and improve satisfaction in the route decisions. For example, if a driver has information that an accident on a certain road will be cleared soon, the driver may choose to stay on the road. But the driver would certainly take a different route if the traffic jam is due to a long-term lane closure. Having this type of traffic information about the road ahead in a timely fashion will alleviate stress and significantly improve the quality of the driving experience.
This paper highlights the use of geo-tagged traffic images, called NaviTweets, provided by the vehicular cloud to assist drivers in route planning and route decisions. We introduce a vehicular cloud service called Social Vehicular Navigation (SVN), which exploits the mobility of vehicles to expand coverage beyond the limited scope of static sensors, such as traffic cameras. Drivers who are planning a route can opt into the service and request images showing the traffic conditions on the alternative routes ahead. Other drivers whose vehicles are subscribed to the same service collaborate and share their sensing data by uploading NaviTweets concerning the current traffic conditions or any unexpected events. The Internet (central) cloud computes a Traffic Digest that organizes the traffic reports into a user-friendly format to show to the driver and aid the individual in route choice decision-making.
In the near future, rapid development in autonomous or semi-autonomous cars mounted with wide-angle cameras will make such information sharing more pervasive and desirable at the same time. Moreover, hands-free driving experiences will allow drivers to have the time to leisurely participate in sharing traffic information and to engage in more careful route planning. This paper is organized as follows. The next section provides background by presenting previous work. Section III illustrates an example scenario, along with the functions of the proposed SVN model. Section IV discusses the SVN system design considerations in vehicular clouds, and the prototype implementation is described in Section V. Evaluations on the Traffic Digest and system performance are presented in Section VI. Discussed in Section VII is a user study conducted to investigate the real behavior of traffic information sharing. Future work is discussed in Section VIII, followed by concluding remarks in Section IX.
II. RELATED WORK A. COLLABORATIVE SHARING
Drivers can specify their interest in a service, in which other drivers subscribed to the same service can collaborate by sharing necessary information with regard to the request [2] . Gerla et al. [3] described Pics-on-wheels, where images taken from on-board car cameras in the vehicular cloud are delivered to the customer on request. Pics-on-wheels is a surveillance service in which several vehicles are selected to take photo images of an urban landscape within a given deadline, as requested by the customer. For example, an insurance company investigating a car accident can request pictures that were taken at a particular location at the time of the incident. Similarly, Hussain et al. [4] introduced a service called Vehicle Witnesses as a Service (VWaaS), which utilizes mounted in-car cameras where vehicles act as witnesses to events and provide pictures to law enforcement agencies for forensic purposes. However, the authors mainly focused on the security and privacy of the data exchange between entities [4] .
Unlike traditional navigation systems, Waze [1] is a navigation app that collects traffic data from users to provide traffic reports to a central server, where such information is shared with other drivers to provide real-time traffic and road information, such as the volume of traffic, any road hazards, or accidents affecting traffic. Other navigation apps, such as Inrix Traffic [5] , have included user-generated traffic reports, and after Google's acquisition of Waze, Google Maps added similar features in its mapping business. Moreover, recent research [6] - [11] discussed the potential for traffic information sharing, and we are starting to see greater integration of these techniques.
B. TRAFFIC INFORMATION VIA SOCIAL NETWORKING SERVICES
Due to the increased usage of social networking services (SNS) like Facebook or Twitter, users post events to inform or share information with one another. Research into extracting useful information from SNS, especially traffic information, has been conducted [12] - [16] . In [12] , the authors proposed extracting traffic events from Twitter and, using natural language techniques, classifying them by the location mentioned and the type of traffic event. Similarly, Sakaki et al. [13] extracted traffic-related Tweets along with location information based on keywords. Schulz et al. [14] suggested detecting small incidents, such as car accidents from microblogs by utilizing machine learning and semantic web page techniques, localizing the microblogs by location and time to provide real-time detection of incidents. Ribeiro et al. [15] investigated the relationship between Foursquare and Instagram check-ins to detect traffic movement and built a more efficient traffic condition predictor. D'Andrea et al. [16] proposed a real-time system to detect from Twitter events relevant to traffic and to classify them by event type, such as traffic congestion, crash, or heavy traffic due to an external event like a football game.
C. ROUTE PLANNING
In the field of transportation, route choice behavior is associated with the decision-making process of route selection, and much research has been conducted to understand this complex behavior [17] , [18] . Studies previously did not consider traffic images as part of the criteria for route selection; thus, there has been limited work on their role in route selection behavior. However, there are patent proposals [19] , [20] and studies in the literature [21] , [22] that apply or identify the usage of traffic photos in route planning. Hanchett [19] proposed a method to install infrastructure that includes a series of camera sensors spaced along major roads to provide traffic images, which are sent to a central station and then distributed to users. Users have a receiver that displays the images so they can preview the route ahead and make route choices. Adam et al. [20] proposed a navigation device that displays a route on a road map along with locations where visual 3618 VOLUME 4, 2016 traffic information exists. Visual traffic information comes from fixed traffic cameras, and viewing the video feed or still images allows the driver to assess traffic conditions. The Highways Agency in the United Kingdom is making images from traffic cameras available to licensed organizations to provide traffic information to the public to enable better route planning [21] . Speirs and Whitehead [22] presented a research survey to evaluate the influence of providing public access to traffic camera images. Their results showed that combined with other sources of traffic information (e.g. speed/delay information or radio traffic news), traffic images provided an additional secondary level of detail, and they support drivers in making better decisions on their route choice. Real-time traffic camera images are also available to the public in the United States and can be accessed from the corresponding state's 511 website [23] .
D. VEHICULAR SOCIAL NETWORKS
A framework called Vehicular Social Networks (VSN) was introduced [7] , which is an integration of social and vehicular networks where the goal is to construct a periodic virtual social community for commuters who are simultaneously traveling on the same roadways. As an application of VSN, the authors presented RoadSpeak, a voice chatting system over VSN, which is used to facilitate communications between commuters so they can share common interests.
SVN is another application of VSN, which was first introduced in [8] and [24] . The SVN version described in this paper differs in several ways. First, a new design architecture is proposed to fit vehicular cloud settings. Second, a desktop web version of SVN was developed, and the latest version of the prototype was upgraded from OpenStreetMap (OSM) [25] to the Google Maps [26] platform, which currently incorporates all media file types (i.e. voice, images, and video clips). Third, the digest algorithm differs in that the previous version was based on time and space, whereas the current version is based on time, space, and causal relationship (e.g. car accident causes traffic congestion). Fourth, a more detailed version of the SVN model is described. Finally, extensive simulations were conducted to evaluate the digest and system performance in the current settings, along with a user study that investigated the real behavior of sharing traffic information.
III. SOCIAL VEHICLE NAVIGATION A. EXAMPLE SCENARIO
The proposed SVN architecture is hierarchical, which includes three interacting components: (a) the vehicular cloud (VC), where a mobile cloud is formed from a group of participating vehicles that collaborate to share its resources, i.e. sensed data from the local environment; each vehicle can opt into the VC and utilize its services; (b) a roadside unit (RSU), where the VC establishes wireless connections to the RSU using a vehicle-to-infrastructure (V2I) communications technology, such as cellular, Wi-Fi, or dedicated short range communication (DSRC); and (c) the Internet cloud (IC), where the central cloud consists of a group of aggregated servers on the Internet that is responsible for managing the VC's resources; the VC communicates with the IC via the RSU. However, information to assess the safety of the roads is not available in current navigators. Therefore, John registers with a vehicular cloud service that allows him to benefit from social feedback shared by other drivers in the VC ahead. John's social navigator accesses traffic updates that are along Route 66 and Route 22 to his destination. Lucy, driving on Route 66, experiences traffic congestion due to an accident ahead and shares this information by posting an image tweet (T1) to the IC via the vehicular cloud service. Similarly, Sam posts a voice tweet (T2) noting that the bridge on Route 22 is slippery, but luckily, there is little traffic. Other drivers in the vehicular cloud along Route 66 have previously posted tweets (T3-T5) concerning the traffic accident at the same location in front of Lucy. The IC recognizes that T1 and T3 to T5 refer to the same traffic accident, so it discards the older tweets while retaining T1, which is the most up-to-date. The IC then aggregates T1 and T2 into a Traffic Digest and sends it to the querying navigator. John acknowledges both routes' conditions based on the Traffic Digest and plans his route accordingly, where he decides to take Route 66, despite the slow traffic because he prefers a safe, albeit slow journey. Had John's navigation system computed the route based solely on the fastest route, he would have likely taken Route 22.
By using vehicular cloud services, shared real-time sensed data about the environment becomes a possibility. Users can either post or receive other users' real-time sensed data about the traffic in more detail. Then, based on the user's perception of the traffic situation, the navigator can include the driver's preference in the route planning. Figure 2 depicts detailed functions of the proposed SVN model, partitioned into abstraction layers. This is similar to the Open Systems Interconnection (OSI) networking model, where each layer has independent functionalities and passes information to the layer above it.
B. LAYERED ARCHITECTURE MODEL
• Traffic Layer. The Traffic Layer consists of real-time GPS data from mobile sensors, and traffic data from static road sensors, which are used to update speed or delay information on road segments. Given the source and destination, the routing algorithm is executed, and ETA is calculated to find a list of alternative routes based on the fastest route or shortest distance. Information regarding route plans and traffic volume for the routes flows to the upper layer.
• Social Traffic Layer. The Social Traffic Layer consists of social traffic data, i.e. traffic reports in media files, such as text, voice, or images, which are tagged by location and placed on the road network map. Such traffic information is shared by participating drivers in the vehicular cloud who subscribed to it. After the traffic layer recommends alternative routes, all corresponding social traffic reports that coincide with the routes are selected and passed to the presentation layer. The reason for this is to filter out social traffic reports that are irrelevant to the route the driver is interested in.
• Presentation Layer. The role of the Presentation Layer is to summarize the information passed from the lower layers. In route selection, users generally seek only information pertinent to their routes of interest. People who receive too much information can easily become overwhelmed and may have difficulty processing the information [18] , [27] . It would also be redundant to view similar traffic reports on the route, so the Traffic Digest summarizes the social traffic data set based on geo-tagged locations. For example, in the Social Traffic Layer in Figure 2 , the blue, square-dot route consists of a set of NaviTweets {A, B, C, D, E}. The digest summarizes the set, and {A, C, E} is displayed, as shown in the Presentation Layer. Details on the mechanism of the Traffic Digest are presented in Section IV.C.1b. Also, in the user interface, drivers do not have the luxury of clicking on each geo-tagged image. Thus, to reduce the cognitive load, it is important to provide a userfriendly interface so drivers can sequentially view the information as a virtual tour of the routes, as shown in the Presentation Layer of Figure 2 .
IV. SYSTEM DESIGN A. DESIGN CONSIDERATION
There are several unique characteristics in a vehicular environment, and we designed the SVN system accordingly, as explained below. The problem domain includes unique features, such as short-time events, increases in traffic communications in congested areas, and data annotation, etc., which provide challenges as well as advantages.
1) NETWORK PERFORMANCE
Network performance varies according to the commuting traffic volume, and it is expected that the aggregated network data traffic for uploading and downloading data is associated with peak rush hours. This is under the assumption that higher rates of traffic reporting will occur when roads are congested or during peak rush hours (also shown in the user study results). Thus, communications with the IC should be kept minimal.
2) DATA ANNOTATION
Traffic reports, i.e. NaviTweets can be composed of any type of media file, such as voice messages, photos, or short videos. The size of such data is in the order of kilobytes or, at most, megabytes. Social networking services such as Instagram [28] have shown that uploading and downloading photos via mobile devices can be handled by contemporary network architectures. Photos or videos are taken as raw byte streams and contain little cues to imply the content. Identifying and recognizing the content of the data, e.g. determining whether an image is of an accident or of a moderate to heavy traffic jam, is essential in order to present only pertinent, concise information. Utilizing recognition techniques, object detection, or usergenerated or machine-generated tagging can annotate the data more effectively. Recognition techniques can be used to determine the level of traffic congestion [29] , [30] in order to automatically annotate traffic data. Detecting and identifying objects in images or video sequences and annotating events, such as car accidents or the type of road incident, can be accomplished by applying current object detection and identification algorithms [31] , [32] . Also, machine-generated annotation can be used to describe the traffic situation in natural language [33] . In our implementation, we provide a platform for users to easily annotate the traffic data they share, i.e. user-generated tagging.
3) TIME-DRIVEN EVENTS
A typical traffic event has a time-to-live (TTL) that can last anywhere from several minutes to several days. For example, traffic jams rarely last for more than a few hours, but construction can last for several days or weeks. A TTL feature based on the type of traffic event is incorporated into the design, where data can be safely deleted from the storage/cache system after the TTL expires. Such a feature reduces the requirement to sustain data durability, and means the system needs less storage space. As the average commute time in urban cities is about 30 min [34], we set the TTL to 15 min in our prototype implementation, which is half the average commute time. Further study as to the optimal TTL is left to future work.
4) SCALABILITY
SVN is designed as a scalable online service for commuters to share traffic information. The architecture should accommodate a large number of users uploading or downloading data simultaneously. A distributed architecture of the ICs (for example, cloudlets [35] ) can provide a natural solution to achieve scalability. Moreover, a distributed architecture is favored due to the fact that most commutes occur between home and work within a reasonably stable and small geographic region, where a local IC or cloudlet can handle the majority of requests in its locality.
5) CONSISTENCY vs. AVAILABILITY
In a distributed system architecture, it is essential to ensure distribution transparency and data consistency. In our SVN system, data consistency can be tolerated for two reasons: drivers generally prefer to obtain up-to-date traffic information, and user-generated shared information can be inaccurate, leading to false negatives or false positives, e.g. false traffic alerts. Hence, emphasizing data consistency among the distributed storage servers is not necessary, and therefore, it is more desirable to provide drivers with timely and inconsistent traffic data rather than outdated and consistent data.
6) LOW COGNITIVE LOAD
In order to provide a user-friendly system, it is important to minimize the driver's cognitive load when the driver orders the application to share traffic data, and when the driver needs to comprehend traffic information. The SVN utilizes voice commands or gestures for easy interaction with the application, and the digest of traffic information aids in easier comprehension.
B. VEHICULAR CLOUD CLIENT 1) POSTING NaviTweets
When a user posts a NaviTweet, it is important to gather as much information as possible, while also being able to reduce the cognitive burden on the user. We propose two models for posting: active mode and passive mode. To minimize the cognitive load, the entire procedure is completed within three commands, where each command is executed by either voice or gesture. Active mode is for users who are actively willing to post NaviTweets. A variable, f , is defined as a threshold where the client device detects potential traffic congestion and takes a picture when f is larger than a predefined value. This value is set by using parameters, such as the current speed, acceleration and deceleration rates, and position. Several car-following models for traffic in stop-andgo conditions [36] , [37] can be used to determine a suitable threshold value. Then, the user is prompted to share the image. If agreeing to post the NaviTweet, the user is prompted to annotate it. If agreed to again, a list of recommended tags (e.g. congestion, accident, hazard, construction, and others) is presented for selection via voice command. On the other hand, passive mode is designed for users to post NaviTweets whenever they choose to. The only difference from active mode is that whenever the user wants to share a traffic image, the user can voice-activate the camera. Once the picture is taken, the annotating process is the same as active mode.
The most favorable placements, so the camera can take suitable pictures, is any areas above the vehicle's dashboard. However, the middle area in the front windshield provides the most optimal view.
2) REQUESTING TRAFFIC DIGEST
The Traffic Map Layer carries out the route calculation, and based on the routing algorithm, several recommended routes are provided. Users who opt in can ask the VC for the traffic digest on routes of interest. The client device will send to the server the corresponding road segments, and the user will be able to view the digest in a sequential series of events along the route to the destination. Figure 3 presents the design of the system. The application server (AS) sits on top of the storage server (SS) in VOLUME 4, 2016 the Internet cloud, where it receives posts from (or sends digests to) the mobile client subscribed to the VC. The connection manager (ConnManager) authenticates each user and dispatches the job to the handler. Depending on the type of request, the handler updates or retrieves data from the SS. We propose a simple API for communication between the AS and the SS. The SS provides two basic methods to the AS: put() and get(). The AS is designed to handle two types of request: post() and download(). Upon receiving post request T, the AS simply calls put(T ). On the other hand, when a client asks to download a Traffic Digest, it sends the route of interest to the AS. Upon receiving the digest download request, the AS performs a process of selection, digestion, and composition to satisfy the request. Details are covered in the next section.
C. INTERNET CLOUD DESIGN

1) CLOUD APPLICATION SERVER a: RECEIVING NaviTweets
Once the AS receives a tweet, the AS forwards the tweet to the underlying SS via the Tweet Feeder. When a user requests a digest from its associated cloud, the local AS will handle the request by fetching and aggregating the relevant tweets, and finally by responding with a digest containing a series of organized tweets. Since each NaviTweet contains a user-generated or context-inferred tag, the server can index and aggregate the photos based on the tags. We define five tags that can be associated with an image: traffic, accident, hazard, construction, and other. Moreover, a causal order is defined between images using the tags. A causal order is a happen-before relationship between events x and y. It indicates whether event y is caused or influenced by an earlier event, x. Therefore, it is a semantic causal order relationship. It is safe to assume that drivers prefer to know the reason for a traffic jam. For instance, a lane closed for the remainder of the day leads to a completely different logical predictability of future traffic than from a malfunctioning car. Hence, causal order can also indicate which tweet is more valuable to drivers and should be included in the digest. This is also explained in [38] , where knowledge of the causal relationship between a traffic event and slow traffic can be derived. We define the following simple causal relationship between traffic events:
x → y (x is a cause of y): Accident → Traffic, Construction → Traffic, Hazard → Traffic.
b: TRAFFIC DIGESTS
When a user requests a digest, the server will handle the request and respond with a series of NaviTweet results, each of which is a well-formed data structure, containing the location, time, and media content. The Traffic Digest consists of three processes: selection, digestion, and composition. Each process is examined in detail below.
• Selection. The Request Handler instructs the Tweet Fetcher to retrieve all the tweets that are posted on the requested road segment within the last TTL.
This operation is a simple iterative get() call on the SS, with each road segment and the current time as the parameters.
• Digestion. The AS then summarizes the potentially large return set from the tweet selections into a readable set of tweets. The resulting set is the Traffic Digest. The motivation for digestion is twofold. First, sending all the relevant tweets to a driver is not feasible, since browsing through them will consume too much time. Secondly, by helping to eliminate redundancy in the tweets, digestion can present drivers with a concise and up-to-date view of the traffic. The digestion algorithm first assigns each tweet to its corresponding road segment. Assume the length of each road segment has an upper bound. Those road segments that exceed the bound are divided into shorter ones. The algorithm then clusters all the tweets on each road segment using dbscan in a two-dimensional space, i.e. distance and time, to identify possible traffic events that trigger the tweeting. In our prototype, we set the minimum tweets per cluster at two to filter out noise and un-noteworthy events. Another important property of traffic events is that they are transient. As the situation evolves, older tweets reflecting past stages of the event will become less relevant. The latest state of the event is likely to be the most relevant for drivers. Therefore, the digestion first includes tweets with the most recent timestamp in each cluster in the corresponding tweet digest. For example, in Figure 4 , tweets T1, T2, and T6 are the most up-to-date tweets for their respective clusters. The algorithm then iterates through each road segment to extract and return the selected tweets in each tag category. Moreover, a tweet with the tag ''traffic jam'' will only be included in the resulting set when there is no tweet tagged accident, construction, or hazard. This rule is used to enforce causal order between the tweets. In other words, if tweet x represents a traffic accident, and tweet y represents a traffic jam on the same road segment, then tweet x is returned while tweet y is not -the reason being that ''accident'' is more informative than the consequence (traffic jam). Digestion is performed and subsequently produces a concise final set of tweets for the composition stage. Thus, in the first cluster in Figure 4 , although T1 is more recent than T7, the casual order T7 → T1 results in T7 being included in the Traffic Digest rather than T1.
• Composition. The tweet digest produced by the Tweet Aggregator is not ordered by either location or time.
It is the role of Response Assembler to sort the tweets in increasing distance order and annotate each tweet with location and time. This provides a natural view for drivers as to the reasons for the traffic conditions ahead. The resulting ordered list of NaviTweets is then sent to the client in the VC. Thus, referring to Figure 4 , Car 1 is shown T7, T2, and T6, whereas Car 2 is shown T2 and T6. In addition, a noise tweet, which is a singular tweet that has no neighbor, will not be selected for a digest.
2) CLOUD STORAGE SERVER
The SS is the foundation of the Internet cloud, where it is dedicated to provide high-speed, lazy-consistent, and highly available storage services to small media files as well as their metadata. The tweets posted by the clients in the VC will be ultimately stored in the database in the SS. Also, both the metadata used by the Digestion process and the media files used in the Composition process are located in the Database subsystem. We discuss the design of each component in the SS below.
a: DATABASE SEPARATION
The database in the SS is divided into two components: a metadata database and a file system database. The metadata include the client ID, tag, time, and locations of the media files. The media files corresponding to the metadata are separately located in the file system database. The metadata are used by both Digestion and Composition processes, whereas the media files are only needed for Composition. Thus, the metadata and media files are stored separately. Such separation of databases allows the metadata database to meet the requirements of high-speed search and random access, since the actual media files are not required during the Digestion process.
b: CONNECTIONS
Considering the scalability of the SVN system, as well as the locality feature of the request, the SS is designed as a distributed cloud architecture, which means the SS can provide data for the local AS, the remote AS, and the remote SS. The local/remote ASs can access the data in the SS via the Connector shown in Figure 3 . For each digest request, the AS provides the road segment set and fetches the metadata of the tweet that corresponds to the road segment set. Upon a Composition request, the AS retrieves the media file content that corresponds to the metadata after the digest. In cases where the local SS does not have the corresponding media file content of the metadata, but is located in a neighboring cloud SS, we use another connection between these storage servers. The Proxy component is used to enable data sharing between neighboring cloud storage servers. Both metadata and media file content can be sent and received via the Proxy, so that cross-cloud requests can also be handled by the local cloud.
c: CACHE SUBSYSTEM
An SS that consists only of databases and connection modules can work alone without a cache subsystem. However, we include the cache subsystem in our design for two reasons. First, the last fetched tweets are usually the most recent ones, and thus, have a higher possibility of being accessed again in the near future. Second, when the required storage space goes beyond a certain threshold, the SS must evolve to a distributed schema, which undoubtedly will increase the response time to fetch data from a neighboring cloud's SS. Therefore, the cache subsystem is deployed between the databases and connection modules, as shown in Figure 3 .
For either metadata access or media file access, neither Connector nor Proxy can link to the databases without going through the cache subsystem. Such a design promotes cache hits and reduces the fetch cost from the AS and to the remote SS. In addition, the cache subsystem holds both the metadata and media file contents that are likely to be used in the near future.
V. PROTOTYPE A. IMPLEMENTATION
The prototype SVN system is based on many of the available online services. The SVN client runs on the Andriod 4.1+ mobile platform and uses the Google Places API, the Google Directions API, and the Google Maps API to compute and list the alternative routes, given the origin and destination.
The SVN server engine is currently set up on Ubuntu 12.04 LTS, and the server was configured with Apache 2.2 and PHP 5.3 to process web requests from the client application. In addition, MySQL 5.5 was deployed on the server to store the tweets as well as metadata, such as the timestamp, location, and label categories. The Google Directions API obtains the routes between origin and destination. A set of NaviTweet APIs was developed to provide functionalities for the client. The PostTweet API and the GetDigest API work as mentioned in Section IV.C1 and IV.C2. In addition, the GetTweet API was implemented to support the client in fetching the image itself by using image tags.
B. SYSTEM USAGE SCENARIO
In this section, a usage scenario for the SVN prototype system is presented to explain the workflow (shown in Figure 5 ) and the user interface (shown in Figure 6 ).
When the user first launches the client application, the origin/destination input screen is shown, seen in Figure 6 (a). After inputting the origin and destination, location information for both is transmitted to the SVN engine (Figure 5 #1) . The SVN engine passes the origin and destination to the Google Maps API and receives the calculated recommended route information ( Figure 5 #2 and #3) . Route information is then returned to the client ( Figure 5 #4) , and thus, the user can see the alternative route list and the corresponding ETAs, seen in Figure 6 (a).
Upon selecting a route, users may want to check what traffic events are occurring along the route. In this case, the user presses the View button in Figure 6 (a), and the request is passed to the SVN engine ( Figure 5 #5) . Based on the route information and the metadata of tweets ( Figure 5 #6 and #7) , the SVN engine computes the digest and returns it to the client ( Figure 5 #8) , which triggers the application to jump to the screen shown in Figure 6 (b). The traffic events are geotagged on the map, and the image of the first event is shown in the bottom half of the screen. The user can slide the screen to the left or right to navigate through images one by one, and such actions will trigger the client to fetch the next image from the server database ( Figure 5 #9 and #10) . The color of the geo-tag changes from green to cyan as the corresponding image is viewed. (A purple tag is the current location, a red tag is the destination, green tags are the traffic reports, and a cyan tag is the traffic report being viewed.) Finally, after deciding which route to take, the user presses the Go button to start the navigation, as shown in Figure 6(c) . Also, as shown in Figure 6 (d), a desktop web version of the SVN was developed to view the Social Traffic media data shared and geo-tagged by users in the VC. As shown in the upper right corner check box, both the traffic congestion data and social media data are viewable.
VI. EVALUATION A. DIGEST PERFORMANCE
We evaluated the reduction rate in terms of tweet numbers using digestion. Reduction rate is defined as the ratio of tweet numbers with digestion to the number without digestion. In the simulation, we assumed cars move in one direction and on a one-lane highway. In addition, no detour path is assumed to be available, such that the buffer length in this queue is infinite, starting from the location of the traffic accident (i.e. the driver needs to wait until the car can pass through the position where the accident occurred). As a result, the traffic can be modeled as standard M/M/1 queuing system. We further assumed that each car that entered the traffic jam has either a possibility of p (posting a tweet on the traffic jam if the car is at least V cars away from the accident) or a possibility of q (posting a tweet on the traffic accident if the car is at most V cars away from the accident). Table 1 lists the values of the parameters in the evaluation. We set an average volume per lane of 1,700 cars/lane/hour [39] as the influx rate. Figure 7 illustrates the change in the reduction rate as the traffic jam progresses, when the digest algorithm is used. Note that a lower reduction rate actually means better performance, because fewer tweets are contained in the final digest. Figure 8 shows that tweet numbers grow to a very large amount if tweets are returned to clients without digestion. For example, after one hour, a driver might need to browse through over 500 images for a big traffic jam. On the other hand, the digest contains only around 40 images, which are equally spread along the jammed road. The resulting savings in reading time and network bandwidth is over a magnitude. There are also two key observations from Figure 7 . One is that the reduction rate generally decreases over time. The other is that the reduction rate converges at some point. We can show that the converging rate is inversely proportional to road segment length, TTL, and p (under some assumptions) with the following:
and by definition,
The assumption above can typically be met by properly setting the road segment length and TTL for a given p. 
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We simulated the impact of two deciding factors on the number of tweets. Under the default setting, the assumption above is met; therefore, we show that road segment length and TTL are the only deciding factors for the reduction rate, given that p is fixed. Figure 9 shows that L only affects the tweet number with digestion. This is intuitively true because with fewer road segments and one tweet for each segment, there is a decreasing number of tweets using digestion. Figure 10 illustrates that increasing TTL can significantly increase tweet number without digestion while not affecting tweet number with digestion much at all. Therefore, a good reduction in the tweet number using a digest can be achieved by properly setting road segment length and TTL.
B. SYSTEM PERFORMANCE
In order to explore the feasibility of NaviTweets, we tested our prototype system using simulation experiments. First, the setup of our experimental test bed is presented.
With those steps, we tested three main functions (Tweet Post, Tweet Fetch, and Tweet Search) and present the performance evaluations.
1) EXPERIMENT SETUP
Based on the implementation of the prototype SVN system, we used another machine to create multiple test instances emulating smartphone client applications. Each test instance was implemented as a thread that uses the same APIs as those implemented in the SVN application. The client setup was on a Dell machine equipped with an Intel Core i7-3520 CPU @ 2.90 GHz, 8 GB DDR RAM, and a 1TB hard disk. The server side setup was as mentioned in Section V.A. The client/server network connection was over a private 100 Mbps LAN.
By checking the functionality of the SVN system, we can divide the prototype system into three separate functional parts: Tweet Posting, Tweet Searching, and Tweet Fetching. Tweet Posting is the function used when the client application wants to report an event, e.g. post a photo, while Tweet Searching and Tweet Fetching together fulfill the digest task, i.e. when an application user requests a Traffic Digest by providing the source/destination pair as input. Tweet searching finds the alternative routes and searches the tweets that are relevant to all the road segments contained in the route candidates. If a user wants to check the tweets for details, the client application fetches the corresponding tweets for the user by using the metadata, which is abstracted as a Tweet Fetching function. In the following sections, performance analysis is conducted individually for these three parts.
2) TWEET POSTING
To test the Tweet Posting function, several experiments were conducted, emulating different workload levels by managing the number of instances of tweet post threads. Every thread had the same image file prepared in memory and posted the image ten times to the server. In addition, each thread inserts a random waiting period of up to 100ms. We measured the response time on the client from posting the request until getting the confirmation from the server. The results under different workloads (i.e. number of concurrent threads) were recorded and plotted in Figure 11 . In Figure 11 , a linear relationship between the workload and corresponding response time can be observed. In particular, the results show that the prototype system can finish posting ten tweets in one second for each client when the total number of clients is less than 30. Although the response time increases with the number of users, there is no noticeable sign that the system will crash when the number of posting requests reaches some threshold.
3) TWEET FETCHING
Similar setups were deployed to evaluate the performance of Tweet Fetching: different workloads were emulated by establishing various numbers of threads in the client desktop.
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Additionally, each thread was assigned to fetch ten image tweets of the same size from the server, with a random delay of up to 100ms between two consecutive requests.
Compared to Tweet Posting, we face a new question as to whether fetching the same tweet by multiple clients affects response time due to potential access contention or caching in the database. Hence, in this evaluation, we added a new parameter: the range of tweet candidates. When the number of requests is fixed, random access to a smaller range of tweet candidates means higher probability to access the same tweet.
The results of the experiments are shown in Figure 12 . The relation between the number of requests and the response time is also linear in general. However, fluctuations in this relationship are more significant than with Tweet Posting. In addition, a different range of settings does not incur meaningful variation. This implies that concurrently reading the same content in the database does not noticeably influence the cost of Tweet Fetching.
4) TWEET SEARCHING
The previous two evaluations tested the two functional modules that mainly deal with the storage systems. However, Tweet Searching is different. Upon receiving the source/destination pair, the application server fetches the routing information by calling the Google Maps API. Then, for each road segment, the server searches the corresponding tweets in the database and returns the metadata to the client. The cost of this process not only depends on the cost of calling the Google Maps API, but also on the set of road segments as well as the corresponding tweets.
In the first part of this test, we evaluated variation in the response time when given a different number of road segments. We fixed the source location as the Busch Campus, Rutgers University, and varied the destinations. As a result, both the route segments as well as the corresponding tweet set were changed. For each source/destination pair, we established a thread that calls the Tweet Searching API ten times and then recorded the average response time of the ten requests. The destinations' setup and corresponding results are shown in Table 2 , from which we see that the response time is kept relatively stable, even though the variation in destinations greatly changed the total distance of the road segment and travel time. A possible explanation for this observation is that the tweets are locally distributed in our prototype system: even though a longer route may incur extra search time in the extended area, the vacuity of the tweet set in this area made the cost of additional searches negligible.
According to the results in the first part, there were no noticeable variations in the response times for different source/destination pairs. Also, the previous section shows that potential access contentions have added negligible cost. Thus, when we studied system performance under different workload levels, we chose one of the source/destination pairs (Busch Campus, Rutgers University to New Brunswick, NJ) as representative. Other source/destination pairs would show similar results. The simulation setups are similar to those in the evaluations of the first two functions. Similar to previous setups, various numbers of threads were created to emulate the different workload levels; each thread executed ten tweet searches with randomized intervals occurring between two consecutive requests.
In Figure 13 , the relationship between the response time and the number of threads is shown. Although there is also a linear trend in relations, the fluctuations in response times are even higher than those of the Tweet Fetching function. The reason is that for Tweet Searching, the number of factors that influence the cost is more than for either Tweet Posting or Tweet Fetching, i.e., variations in the costs of calling the Google Map API and the costs for database access resulted in a larger fluctuation. Another finding is that the increasing rate of the response time is smaller compared to Tweet Posting and Tweet Fetching, which implies that when the workload goes beyond a certain threshold, the cost of Tweet Searching will not be the dominant factor for the total cost.
VII. USER STUDY
The motivation for implementing SVN was to develop a platform where users can easily share traffic data that provides detailed information using images to support drivers for route planning. The best user study approach is to deploy our application to study the real behavior of tweet posting and the efficiency of the tweet digest. However, there are several limitations to such a user study. There is the lack of a decent number of traffic images that can be crowdsourced. Also, even if there were to be enough images, there needs to be drivers who take the corresponding route to make use of the images taken.
Therefore, we designed an alternative approach for the field experiment to study users' behavior in tweet posting and using a tweet digest. A video was recorded for each of two different routes (the same origin and destination) with a smartphone camera mounted on the windshield of a car when both routes are simultaneously driven by two vehicles beginning at the same start time, as shown in Figure 14 . Participants were then recruited and instructed to view the two videos (route 1 and route 2) as if they are driving. They recorded the times they felt they would take a photo of the traffic environment to share with other drivers. 
A. SETUP AND DESIGN
A summary of the details of the user study setup is shown in Table 3 . The starting location was the university, and the destination was a local grocery store, where route 1 was via the highway and route 2 was via local roads. Both cars set out at 5 p.m., when high-volume traffic was expected due to rush hour. The ETA given with live traffic information was 16 min and 17 min for route 1 and route 2, respectively. However, the actual duration of the travel time was 33 min for route 1 and 18 min for route 2. Route 2's ETA was quite accurate, yet route 1's actual travel time was nearly twice the ETA due to congestion. Also, there were no construction sites or accidents along either route at the time of the experiment (or video recording).
A total of 14 participants (university students with a driver's license) were recruited, and each was instructed in how to use the SVN application. Each participant viewed both videos of the routes and recorded the times they decided to take a photo of the road environment to share with others. Route 2 had a total of 38 tweets, but route 1 had a total of 115 tweets due to traffic congestion. On average, approximately eight tweets and three tweets per person occurred for route 1 and route 2, respectively.
B. RESULTS
Figure 15 (a) shows the results of route 1's tweet count, and the corresponding tweet moments shown (by time) for all of the 14 participants are represented with different markers. After compiling the Traffic Digest, 10 clusters were produced, and the final digest included nine tweets (see Table 3 ). The first cluster containing one tweet was regarded as noise and was omitted from the final digest. Thus, a total of 115 tweets on route 1 was reduced and summarized into nine tweets, a reduction to about one-twelfth of the original number.
An example from the time span between 5 min and 7 min is enlarged in the lower graph of Figure 15 (a) . This illustrates how the digestion process clusters the tweets, and how tweets are selected from that cluster to be included in the final traffic digest. In this setup, since both routes did not have any unexpected incidents, such as an accident or construction, the tweet with the most updated timestamp was selected in the tweet digest because the tag category for all tweets was the same (i.e. traffic jam).
Due to the fact that route 2 did not have much traffic congestion, the total tweets (38) was much less, compared to route 1 (115 tweets). However, as shown in Figure 15 (b), route 2's tweets were highly concentrated in two clusters, whereas route 1's tweets were more distributed throughout the route. Route 2's digestion produced a total of four clusters, and the final traffic digest included three tweets (reduced from 38), for a reduction ratio similar to that of route 1 (one-twelfth).
In summary, the user study implies that when drivers are willing to share traffic information (tweet posting), the majority would be sharing road information on the same or a similar event. In our user study setup, for an ordinary travel time of about 20-30 min where about a dozen people share traffic information (from a moderately congested road and a highly congested road), the digest algorithm showed a reduction of about one-twelfth in both cases. Thus, reducing and summarizing this information into a digest will effectively reduce both the shared traffic information and the communication load between the vehicular cloud and the Internet cloud.
VIII. DISCUSSION AND FUTURE WORK
Several issues require further research. Building an optimized user interface is essential in order to allow drivers to interact with the navigation system. Issues such as passenger safety and reducing cognitive load must be further examined through an analytical user study.
Like any other crowdsourcing system, a suitable number of users is necessary for the system to work. Incentives for tweeters, such as ''likes'' or points, are used in existing apps like Waze [1] so that many users will contribute data, and the system will work. Such mechanisms can also be integrated in our implementation to properly incentivize drivers. For instance, acquired points (or a reputation) for drivers can be used to give priority to their social tweets in the selection for Tweet Digests.
Selecting the most relevant tweets to be included in the Tweet Digest and to effectively capture the semantic meaning of events on the route is a non-trivial task. Other approaches can be explored to improve tweet selection by using other criteria, such as user reputation, or by crowdsourcing this task to people willing to help in real time. Driver feedback on tweets can also help to eliminate improper or malicious tweets.
Although digestion can effectively eliminate redundancy, there is no guarantee on the quality of images the digestion algorithm produces. It is quite normal for photos taken from different angles and locations to cause a difference in perceived quality. Therefore, computer vision techniques can be explored to provide a mechanism to select photos with the best quality to represent a traffic event. Also, computer vision algorithms can be tuned to automatically annotate an image as a traffic jam, an accident, etc.
Finally, security, privacy, malicious users, and last but not least, passenger safety [40] must also be considered. As future work, we plan to implement our SVN system to link with sensors that detect environmental pollution, and as a result, provide pollution-free routes.
IX. CONCLUSION
Advancements in technology have contributed to making cars smarter by equipping them with sophisticated devices, such as cameras and communications devices. Also, significant advances in the production of autonomous cars mounted with wide-angle cameras give most vehicles the potential to gather a significant amount of useful traffic information. This paper described a vehicular cloud service for route planning, where cars obtain local traffic information from nearby cars in real time in contexts like text, images, and short videos. However, too much information can make route planning even more difficult when processing it all. As current navigation systems mainly rely on estimated time of arrival, there are limitations to taking other semantically rich information into account to support decision making and improve satisfaction in route selection.
This paper introduced the use of traffic images provided through the vehicular cloud to assist drivers in route planning and route decisions. We proposed a social vehicular navigation system where driver-generated geo-tagged traffic reports can assist other drivers in route planning. The traffic reports are called NaviTweets, and summaries are called Traffic Digests, which are composed and sent to drivers upon request. The paper presents the system design and the SVN prototype, along with performance and user-study evaluations. 
