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Abstract
We study monopole-instantons in M2-brane theories, focussing on the ABJM class
of Chern-Simons gauge theories coupled to matter. We calculate calculate explicitly
the 8-fermion term in the effective action induced by these monopole-instantons, and
discuss their role in resolving a classical singularity in the moduli space. The results
are compared with monopole-instantons in N=8 3d SYM and D-brane theories, as
well the dual supergravity description as a membrane scattering process.
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1 Introduction
The work of Bagger-Lambert [1-3], Gustavsson [4, 5] and ABJM [6] represents an impor-
tant step forward in our understanding of the conformal field theory describing coincident
M2-branes. While the work of BLG provided the initial breakthrough in understanding
the conformal field theory describing multiple M2-branes, its description is seemingly lim-
ited to two M2-branes in a certain orbifold background. The ABJM theory improved on
this, proposing to describe N M2-branes probing C4/Zk. Both theories enjoy many com-
mon qualitative features and ingredients. Most importantly, they give explicit Lagrangian
descriptions of the conformal field theory, and hence open up the possibility of explicitly
computing quantities peculiar to M2-brane theories. An example is understanding the dy-
namics and scattering of M2-branes, much in the way [7] explored scattering of D-branes.
To make progress in this directions it is important to understand the quantum corrected
moduli space of the ABJM and BLG theories.
In this note we will explore two related aspects of the ABJM moduli space. The first
is the appearance of a distinguished locus in the classical moduli space. When any two
M2-branes lie along this locus, we find new massless off-diagonal states, even though the
M2-branes may be separated arbitrarily far apart. Furthermore, there are no enhanced
gauge symmetries that would typically be associated with such a singular locus. This is
in contrast to D-brane theories, where the only time one finds singularities in the moduli
space and associated massless states is when a pair of D-branes coincide with an associated
gauge symmetry enhancement. Physically, the massless D-brane states and symmetry en-
hancement are ascribed to open strings becoming light, and a question arises: what is the
physical interpretation of the anomalously light M2-brane states?
These off-diagonal states appear to have been largely overlooked in the literature. Some
exceptions include [8] who speculated the analogous massless excitations in BLG theories
describe a type of three-prong object, which might be related to the N3/2 entropy scaling of
M2-brane SCFTs. In the context of ABJM, [9] labelled them ‘membrane bits’, proposing
that a pair of M2-branes are connected by a single membrane bit. A simple scaling argument
suggested that a membrane bit has two spatial dimensions and wraps the M-theory circle
so that when two M2-branes are separated along the M-theory circle, the membrane bits
become massless. However, both papers largely ignore the role of quantum corrections in
the dynamics of these excitations.
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In the low-energy effective action on the Higgs branch, supersymmetry dictates that the
first quantum correction appears at the four-derivative level, or equivalently an 8-fermion
coupling [10-12]. It is generated by monopole–instantons, the dimensional reduction of
monopoles to three Euclidean dimensions. Monopole–instantons in ABJM have been dis-
cussed in [13], where a finite-energy BPS solution to the equations of motion was con-
structed. However, an explicit calculation of the influence of monopole-instantons on the
moduli space dynamics is lacking. Our goal here is to both rectify this as well as discuss
how monopole–instantons affect the distinguished locus and the corresponding massless
off-diagonal modes discussed above. Although we will focus on the ABJM theory, similar
conclusions to apply for the BLG theory, as well as generalisations of ABJM to M2-branes
probing non-compact toric Calabi-Yau’s.
The outline for the remainder of this paper is the following. In the next section we will
review ABJM and its classical moduli space. We will identify the singular locus in ABJM,
in its generalisations, and in the BLG theory. In section 3, we will review some generalities
of monopole–instantons and how they appear in ABJM. In section 4 we will discuss their
role in resolving the singular locus and discuss open questions. Three appendices discuss
the generalization to related theories, the one-loop fluctuation determinant, and the zero
mode analysis.
2 ABJM on the Higgs Branch
The N = 6 ABJM theory is a superconformal Chern-Simons matter theory defined on
a three-manifold Σ with a U(N) × U(N) gauge group coupled to bifundamental matter.
The gauge fields are denoted by A(1), A(2) and have Chern-Simons levels (k,−k). The
bifundamental matter fields are composed of four complex scalars ZP and their fermionic
partners ψP . Both fields transform in the (N,N) representation of the gauge group. There
is a global SU(4) R-symmetry under which the scalars ZP and fermions ψP transform in
the 4. Further details of our notation are given in the appendix. The Lagrangian of [6] is
given by
S = SKE + Sint + SV + SCS, (2.1)
where the individual components of the action are given by
SKE =−
∫
Σ
d3x tr(DµZ
PDµZP ) + itr(ψ
P
γµDµψP ),
2
SV =−
∫
Σ
d3xV (Z),
Sint =
2πi
k
∫
Σ
d3x
{
tr(2ψ
P
ψQZPZ
Q − 2ψPZQZPψQ − ψPψPZQZQ + ψPZQZQψP )+
− εPQRStr(ψPZQψRZS) + εPQRStr(Z¯PψQZ¯RψS)
}
,
SCS =
k
4π
∫
Σ
ωCS(A(1))− ωCS(A(2)). (2.2)
We have written the action in Lorentz signature, though will eventually switch to Euclidean
signature for the instanton calculation. The covariant derivative for the scalars is given by
DZP = dZP − iA(1)ZP + iZPA(2), (2.3)
while the Chern-Simons form is given by
ωCS(A) = tr
(
A ∧ dA− 2i
3
A ∧ A ∧A
)
. (2.4)
The U(N)× U(N) gauge transformations act as
Z → LZM−1, Z → L−1ZM,
A(1) → LA(1)L−1 − idLL−1, A(2) →MA(2)M−1 − idMM−1,
(2.5)
where L,M are U(N) matrices. The Chern-Simons form transforms as
ωCS(A(1))→ ωCS(A(1))− id
[
tr
(
A(1)L
−1dL
)]− 1
3
tr(L−1dL)3,
ωCS(A(2))→ ωCS(A(2))− id
[
tr
(
A(2)M
−1dM
)]− 1
3
tr(M−1dM)3,
(2.6)
The bosonic potential V (Z) can be written has a sum of squares
V =
2π2
3k2
tr(ΥPQR Υ
R
PQ), (2.7)
where
ΥPQR = (2Z
PZRZ
Q − δQRZPZSZS − δPRZSZSZQ)− (P ↔ Q). (2.8)
The supersymmetry transformations are given by
δZP = −iηPQψQ,
δψP =
[
γµDµZ
R − 4π
3k
(Z [QZQZ
R])
]
ηRP +
8π
3k
(ZQZPZ
R)ηRQ − 4π
3k
ǫPQRS(Z
QZEZ
R)ηDE,
δA(1)µ =
2πi
k
(
ηPQγµZ
P ψ¯Q + ηPQγµψQZP
)
,
δA(2)µ =
2πi
k
(
ηPQγµψ¯
QZP + ηPQγµZPψQ
)
. (2.9)
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Here ηPQ is spinor parametrizing the supersymmetry transformation. It satisfies two con-
straints: ηPQ = −ηQP and ηPQ = (ηPQ)∗ = 12ǫPQRDηRD leaving 6 independent complex
components. That is, the theory manifestly preserves 12 supersymmetries.
2.1 Moduli Space
The moduli space consists of the set of zero-energy field configurations. As usual one sets
the fermions to zero, and then looks for V = 0 states. A sufficient condition for this to
occur is
ZPZQZ
R − ZRZQZP = 0, ZPZQZR − ZRZQZP = 0. (2.10)
For hermitian matrices, this implies the fields ZP are diagonal:3
〈ZP 〉 = diag(zP1 , . . . , zPN ). (2.11)
Naively, the field configuration (2.11) parametrizes a moduli space [C4]N . However, in
ABJM we define global gauge transformations to be part of the gauge group, and as such
we need to eliminate gauge equivalent field configurations.4 If we restrict to diagonal vev’s
(2.11), we only need to worry about two subgroups: the Weyl group, which for U(N)×U(N)
is the symmetric group SN ; and the Cartan subgroup which is (U(1)×U(1))N . The former
simply permutes the diagonal elements of (2.11). As for the latter, it is not hard to see
that each scalar field zPi is neutral under the diagonal subgroup of U(1)D ⊂ U(1) × U(1)
and charged under a baryonic (or axial) subgroup U(1)b ⊂ U(1)×U(1). Thus the classical
moduli space is [C4/U(1)b]
N/SN . However, this is N(8 − 1) = 7N dimensional, which is
incompatible with supersymmetry. The resolution is that only a Zk subgroup of global
U(1)b transformations is a symmetry of the quantum theory, as there are semi-classical
vacua that carry charge k under the U(1)b. These vacua restrict the global extension of
U(1)b to Zk and therefore the moduli space of the full quantum theory is [C
4/Zk]
N/SN .
Monopole-instanton configurations effect transitions between these vacua. Chern-Simons
matter theories have been long known to have monopole-instanton configurations [16]. In
3That eqn. (2.10) is a necessary consequence of ΥPRQ = 0 is not directly obvious in field theory. However,
(2.10) is reasonable when one thinks of ABJM as the IR limit of a intersecting brane construction, as
originally developed in [6].
4When the spacetime manifold is non-compact, one is free to interpret global gauge rotations as global
symmetries, or as part of the gauge group, the choice is part of the data going into defining the theory. For
example, in [14, 15], or in say QED, global gauge transformations are regarded as global symmetries, giving
rise to properties such as selection rules. On the other hand, ABJM define global gauge transformations to
be part of the gauge group. This means that in order to determine the moduli space, we need to quotient
by them.
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a bifundamental theory such as ABJM, the off-diagonal nature of the Chern-Simons term
couples electric U(1)b and magnetic U(1)D gauge potentials. Thus, a monopole-instanton
with field strength in U(1)D is also charged under the U(1)b. The saddle point field con-
figuration in the path integral is then charged as the Chern-Simons term transforms under
U(1)b rotations. Denoting our spacetime by Σ3 with an asymptotic boundary ∂Σ3, then
the Chern-Simons form transforms under a U(1)b rotation Ab → Ab + ∂θ as
SCS → SCS + k
4π
∫
∂Σ3
θfD = SCS + θpk, (2.12)
where fD is the gauge invariant field strength that carries magnetic charge
∫
∂Σ3
fD = 4πp,
where p ∈ Z is the monopole-instanton number. We demand the partition function be
invariant under gauge transformations, and this is only the case if θ = 2π/k. Otherwise,
the monopole-instanton vacua are projected out, leading to the mismatch in dimension of
the moduli space mentioned above.
2.2 Excitations on the Higgs Branch
Consider now the small excitation spectrum around a generic point on the Higgs branch.
Let us recall the usual intuition for D-branes. For N near-coincident D-branes, the low-
energy effective field theory describing the dynamics of the system is given by maximally
supersymmetric Yang-Mills (SYM). There are scalar fields XI , where I is an R-symmetry
label, and the fields transform in the adjoint of the U(N) gauge group. There is a potential
of the form
V ∼ −g2YM
∫
tr[XI , XJ ]2. (2.13)
The minimum occurs when [XI , XJ ] = 0 implying the scalar fields are mutually commuting
and hence diagonal up to gauge transformations
XI = diag(xI1, . . . , x
I
N). (2.14)
Taking into account global gauge transformations, the moduli space is [Rd]N/SN where d is
the number of dimensions transverse to the branes. At a generic point in this moduli space,
all of the off-diagonal scalar excitations are massive and the unbroken gauge symmetry is
U(1)N . Expanding the potential V about this point in the moduli space, one finds the
off-diagonal excitations have a mass
m2 ∼ (xIi − xIj )2. (2.15)
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The xIi are interpreted as parametrizing the location of the N D-branes in the d dimensional
transverse space. The quanta of the XI are open strings connecting the branes. If r of
the xIi are equal, corresponding to r D3-branes coinciding, there is an r × r matrix worth
of scalars that become massless. The corresponding W-bosons in the same supermultiplet
also become massless, and there is an enhanced U(r) gauge symmetry. In terms of open
strings, the open string excitations connecting the r D3-branes have vanishing length, and
hence are massless. From the structure of the potential, it is clear that the enhanced gauge
symmetry occurs if and only if the D-branes coincide.
Now let us perform the analogous computation in the M2-brane theory. For simplicity
we will from now on restrict to N = 2 M2-branes, so that our gauge group is U(2)×U(2).
The Higgs branch is parametrized by
〈ZP 〉 =
(
zP 0
0 wP
)
, (2.16)
where the position of the two M2-branes in C4 is labelled by zP and wP . Expanding in
small fluctuations about (2.16)
ZP = 〈ZP 〉+ δZP , (2.17)
the fluctuations orthogonal5 to the VEV are described by
V =
4π2
k2
[|zQzR − wQw¯R|2 + |zQwR − zRwQ|2] ∣∣δZPij ∣∣2. (2.18)
The mass of the off-diagonal modes is then given by
m2 =
4π2
k2
[
(|zP |2 + |wP |2)2 − 4|zP w¯P |2
]
. (2.19)
This formula has a remarkable property quite different from its D-brane cousin (2.15), most
easily seen if we specialize to the simple scenario where the two M2-branes are separated
in a single complex plane i.e. zP = wP = 0 for P = 2, 3, 4. In that case, the mass goes like
m2 ≃ (|z1|2 − |w1|2)2. (2.20)
This implies there are massless off-diagonal scalar excitations whenever the two M2-branes
are at the same radius from the origin, but not necessarily coincident. By taking an
arbitrarily large radius, the M2-branes can be separated by an arbitrarily large distance.
This behavior differs dramatically from the usual intuition from D-brane theories.
5Fluctuations projected along the VEV, δZp · 〈Zp〉, are gauge.
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The massless excitations in (2.20) are not flat directions due to a quartic term in the
potential. The quartic term goes like
4π2
k2
(|z1|2 + |w1|2)|δZPij |4, for P = 2, 3, 4,
which is always non-zero away from the origin. This makes one think that quantum cor-
rections may play an important role.
There are also W-bosons becoming massless along this locus. As before, consider the
special example of zP = wP = 0 for P = 2, 3, 4. In that case, there are two W-bosons
whose mass goes like (2.20). They are given by
W1 = Ab 2 sin
θ
2
− AD 1 cos θ
2
,
W2 = −Ab 1 sin θ
2
+ AD 2 cos
θ
2
. (2.21)
where Ab µ = A(1)µ−A(2) µ and diagonal ADµ = A(1)µ+A(2)µ and we have picked out µ = 1, 2
components of the baryonic and diagonal gauge fields. The angle θ is the separation of the
M2-branes along the circle of radius r in Z1. Although there are massless W-bosons, for
θ 6= 0 there is no enhanced gauge symmetry—the corresponding generators do not close to
form a subgroup. At θ = 0, when the branes are coincident but translated from the origin,
there is an enhanced gauge symmetry, the diagonal subgroup U(2)D. When the M2-branes
are at the origin there is a further symmetry enhancement to U(2) × U(2). Finally, the
excitations are BPS in the same ways as the D-brane excitations discussed around (2.15).
With the amount of supersymmetry in our theory, we do not expect the modes to be lifted
by any perturbative corrections, even though they are not flat directions.
A way to understand the classical massless excitations is via the action of the U(1)b
gauge symmetry on the vacuum. Suppose the M2-branes are coincident but not at the
origin. Then there is an enhanced U(2) gauge symmetry together with the massless off-
diagonal scalars. The U(1)2b gauge symmetry acts on the scalar vevs via
zP → eiθ1zP , wP → e−iθ2wP
separating the M2-branes along a circle in the transverse C4. As this is a symmetry of the
classical Lagrangian, the fields that are massless when the branes coincide remain massless
throughout the gauge orbit. In the quantum theory, the U(1)b gauge symmetry is broken
down to Zk by monopole–instantons. Consequently, when all the quantum corrections are
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taken into account, we expect the U(1)b degeneracy and the associated massless excitations
to be lifted.
Let us turn now to the dynamics of the light fields zP , wP at a generic point on the
Coulomb branch where the off-diagonal modes are massive. In fact, let us simplify life a
wee bit by considering just the dynamics of zP ; the dynamics of wP will follow analogously.
The field zP is governed by an effective action
Seff = −
∫
Σ
|DµzP |2 + k
4π
ab ∧ fD + . . . , (2.22)
with terms omitted of the order the Higgs mass. Even though ab has been Higgsed, and
enjoys a mass via a Chern-Simons-Higgs mechanism, we have not integrated it out, as it
still has a role to play. The field zP couples only to the baryonic U(1)b gauge group and is
neutral under the U(1)D as illustrated by the covariant derivative:
Dµz
P = ∂µz
P − iab µzP . (2.23)
Indeed, the U(1)D gauge field appears in Seff only via its field strength fD. We can dualize
it into a scalar by introducing a lagrange multiplier imposing the Bianchi identity for fD
Sτ =
1
4π
∫
Σ
τdfD. (2.24)
The equation of motion for τ enforces the Bianchi identity dfD = 0. If Σ has a boundary,
then in the presence of monopoles with field strength in fD there is a periodicity constraint
on the zero-mode of τ . A monopole localized in Σ will have its charge quantised
∫
∂Σ
fD =
4πn. Then, Sτ pulls back to an integral on the boundary ∂Σ and is equivalent to adding
an operator to correlation functions of the form
O = eiSτ = eiτn. (2.25)
This implies the zero-mode of τ is periodic τ ∼ τ +2π. As fD is now unconstrained by the
Bianchi identity, we can integrate it out by imposing its equation of motion
ab =
1
k
dτ. (2.26)
Under a global U(1)b transformation z
P → zP eiθ, the relation (2.26) implies τ ∼ τ + kθ.
The analysis for the wP scalar field follows in the same way, implying we end up with two
scalars dual to the U(1)2b photons. Our motivation for introducing the dual photons is they
are needed to construct local gauge invariant monopole-instanton vertex operators in the
effective action.
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2.3 Light states in related M2-branes Theories
The appearance of massless excitations at special points in the moduli space was also
noticed by [8] in the context of the Bagger-Lambert-Gustavsson (BLG) model. In that
case, excitations became massless when the M2-branes were collinear with the orbifold
fixed point. At the level of the classical Lagrangian, it is straightforward to map the BLG
theory to the SU(2) × SU(2) ABJM theory by a field redefinition (see [17] for a related
discussion). Using the explicit field redefinition, we show in appendix A.1 how the singular
locus noted in [8] maps to the ABJM singular locus discussed above. In particular, one
expects that non-perturbative corrections in BLG are likely to play a similar role to the
discussion presented here for ABJM. In appendix A.2 we show how a singular locus appears
in more general ABJM-like theories, for example those probing toric Calabi-Yau four-folds.
It is clear that whatever physics resolves the singular locus and associated light states in
ABJM will apply in these associated contexts.
3 Monopole–Instantons
The effective action of the light modes zP , wP at a generic point on the Coulomb branch
receives quantum corrections. Supersymmetry forbids any non-trivial perturbative correc-
tions, leaving one to consider non-perturbative corrections. Non-perturbative corrections
that we consider here arise in the form of instanton corrections: finite action Euclidean so-
lutions of the classical equations of motion, which preserve some amount of supersymmetry.
Instantons in three-dimensions arise as the dimensional reduction of monopoles in 3+1 di-
mensions along the time direction. These field configurations are classified by a topological
invariant and form a saddle point about which we perform the path integral. Constructing
these instanton and evaluating their semi-classical contribution to the effective action is the
subject of this section.
3.1 Constructing the monopole–instanton solution
We construct a solution to the Euclidean equations of motion, largely following and slightly
improving on the analysis in [13]. The action (2.1) after a Wick rotation t = −iτ becomes
−SE = SKE + Sint + SV + iSCS,
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The gauge field equations of motion in Euclidean signature are given by
k
2π
⋆ F(1) = (DZ
P )ZP − ZP (DZP ),
k
2π
⋆ F(2) = (DZP )Z
P − ZP (DZP ). (3.1)
The lack of a Maxwell term for A(i) means the gauge field has no independent dynamics—its
behaviour is completely tied to the dynamics of the matter fields. For simplicity we assume
the solution is confined to a single complex plane, so that ZP = 0 for P = 2, 3, 4 and label
the remaining field Z1 = Z. We wish to preserve some supersymmetry, which from (2.9)
gives rise to a BPS condition:
DZ = 0. (3.2)
BPS instanton solutions of (3.1) will in general be complex, meaning Z† 6= Z. This is a
generic property of Chern-Simons matter theories, as well as more general theories in which
the gauge field has a term linear in time derivatives (e.g. [18]). Physically, we interpret the
instanton as a tunneling solution, taking physical vacua to physically inequivalent vacua.
The vacua obey the reality constraint Z† = Z meaning the instanton solution, though
complex in the interior of Σ, must be real on the boundary ∂Σ. We will address this issue
later.
The equations of motion (3.1) together with the BPS condition (3.2) give
k
2π
⋆ F(1) = −iD(ZZ),
k
2π
⋆ F(2) = iD(ZZ). (3.3)
These equations resemble the usual Bogomol’nyi equation describing a ‘t Hooft–Polyakov
monopole, which together with the knowledge that ABJM on the Coulomb branch can
be rewritten as a Yang–Mills theory [19], leads one to search for ‘t Hooft–Polyakov like
solutions. To that end, we first make the ansatz A(1) = A(2). This has several justifications.
Asymptotically, physical considerations imply Z and Z become diagonal in order to be
vacuum states. This implies Fb vanishes asymptotically, and as such, the BPS solution
only has a non-trivial field strength in the diagonal subgroup. Further, only the diagonal
generators close to form a group; the non-abelian baryonic (or axial) generators do not
close to form a group. Finally, the abelian diagonal subgroup U(1)2D is the only subgroup of
U(2)×U(2) that is unbroken in the vacuum. The remaining components are spontaneously
broken, and hence cannot carry the monopole field strength.
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Now rewrite (3.3) in terms of the diagonal and baryonic bases:
k
2π
⋆ FD = jb,
k
2π
⋆ Fb = 0, (3.4)
where jb = j(1) − j(2) is the baryonic matter current. The general form of the solution to
(3.4) together with the BPS condition DZ = 0 is of the form
Z = L(aI2)M
−1, Z =M(bΦ + cI2)L
−1, (3.5)
where the equations of motion amount to Φ satisfying the Bogomol’nyi equation
⋆FD = mDΦ, m = πab/k. (3.6)
An explicit solution of the Bogomol’nyi equation involves a gauge choice. As a first attempt,
we choose L = M = 1 and solve the Bogomol’nyi equation using the ‘t Hooft–Polyakov
monopole. We describe the field configuration of the monopole in Hedgehog gauge, and
denote the Hedgehog gauge field configuration by A. Then, the solution to (3.6) is
Φ =
rˆµσµ
2rm
(mr cothmr − 1) , AD = A = ǫµνρσ
µrˆν
2r
(
1− mr
sinhmr
)
dxρ, (3.7)
where r = |x|. The parameter m is the mass scale of the monopole; it defines the size of
the core of the monopole in which the non-abelian gauge fields become excited. Outside
the core, r ≫ m, the fields behave as
Φ ∼ 1
2
rˆµσµ, A = ǫµνρσ
µrˆν
2r
dxρ, (3.8)
and
F ∼ drˆ
r2
dθ ∧ dφ. (3.9)
The abelian component of the monopole is long-ranged, being only power-law suppressed.
With these conventions the enclosed magnetic flux is∫
S2∞
F = 4π . (3.10)
The constants a, b, c in (3.5) are determined by boundary conditions. As expected the
solution (3.5) is complex, even asymptotically. We can patch this up by a judicious choice
of L,M in (3.5)
L = f(x)eΛ(x)Φ(x), M = f(x)e−Λ(x)Φ(x), (3.11)
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where Λ(x) is a function designed so that Z,Z have real boundary conditions, while the
role of f(x) is to implement a discrete SU(2) Weyl transformation at the beginning of time
so the monopole has the correct tunnelling interpretation. The gauge fields are related to
A in (3.7) by
A(1) = LAL−1 − idLL−1, A(2) = MAM−1 − idMM−1. (3.12)
Do not be fooled: this is not necessarily a gauge transformation, as L,M need not be
unitary. Nonetheless, as (3.5), (3.12) take the same form as (2.5), we can regard it as a field
redefinition with the attribute that the supersymmetry conditions, equations of motion and
solution transform covariantly, thereby mapping BPS solutions to BPS solutions in a 1-1
fashion. Furthermore, the similarity to a gauge transformation means the measure in the
path integral is invariant under this transformation.
We still need to specify the functions f(x),Λ(x). The function f(x) is given by
f(x) =
1
2
(1− tanh τ)σ1 = e ipi4 (1−tanh τ)σ1 , (3.13)
while Λ(x), as well as a, b, c, are fixed by first specifying the in and out vacua
〈Zi〉 =
(
zi 0
0 wi
)
, (3.14)
〈Zf〉 =
(
zf 0
0 wf
)
. (3.15)
and then looking at the boundary conditions are the ending τ →∞ and beginning of time
τ → +∞.
1. End of time τ → ∞: In this case Λ(x) → Λ+ and Φ → 12σ3 giving e2ΛΦ ∼
diag(eΛ+ , e−Λ+). Plugging into (3.5) and comparing with (3.15) we can fix Λ+ and
the constants a, b, c in the ansatz (3.5):
a =
√
zfwf , e
Λ+ =
√
zf/wf , b =
|zf |2 − |wf |2√
zfwf
, c =
|zf |2 + |wf |2
2
√
zfwf
. (3.16)
2. Beginning of time τ → −∞: In this case Λ(x) → Λ−, and Φ → −12σ3 giving e2ΛΦ ∼
diag(e−Λ−, eΛ−). The constants a, b, c have already been determined, but Λ− has not.
Using (3.5) and (3.14) we find
eΛ− =
√
wi/zi, (3.17)
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as well as the consistency conditions
zf/zi =
1
wf/wi
, |zf | = |zi|, |wf | = |wi|,
⇒ zf = e−iθzi, wf = eiθwi. (3.18)
These conditions6 tell us the monopole is transferring U(1)b charge consistent with
the monopole being sourced by jb in (3.4).
A smooth function Λ(x) satisfying these boundary conditions is
Λ(x) =
[
1
4
(1 + tanh τ) log
(
zf
wf
)
+
1
4
(1− tanh τ) log
(
zi
wi
)]
. (3.19)
To summarise, the monopole solution is
Z =
√
zfwf f(x)e
2Λ(x)Φ(x)f(x),
Z = f(x)
e−2Λ(x)Φ(x)√
zfwf
(
(|zf |2 − |wf |2)Φ(x) + (|zf |2 + |wf |2)I2
)
f(x), (3.20)
with f(x) given by (3.13) and Λ(x) given by (3.19). The monopole acts on states by(
zi 0
0 wi
)
τ=−∞
−→
(
zf 0
0 wf
)
τ=∞
=
(
zie
−iθ 0
0 wie
iθ
)
. (3.21)
3.2 Evaluation of the classical action
It will be useful for us later to evaluate the classical action in this background. There are
three terms to consider:
−SE = SKE + SV + iSCS. (3.22)
The term SKE vanishes due to the BPS condition DZ = 0, while the potential term SV
vanishes as we are on the moduli space. This leaves the Chern-Simons action SCS. As the
field redefinition (3.12) has the same form as a gauge transformation, it is straightforward
to evaluate SCS using (2.5)-(2.6).
SCS =
k
4π
∫
Σ
ωCS(A(1))− ωCS(A(2)),
=
−ik
4π
∫
Σ
d
[
tr
(AL−1dL)− tr(AM−1dM)]− k
12π
∫
Σ
tr(L−1dL)3 + tr(M−1dM)3.
(3.23)
6Without f(x) the monopole–instanton would also flip the M2-branes z ↔ w. If as in [13] we were to
take f(x) = 1, Λ+ = Λ− in the unitary gauge, with z = u1, w = u2 real, then it is not hard to see that the
consistency conditions would force θ = 0 and u1 = u2. This solution does not have the interpretation of
a tunneling solution, hence our different choice of f(x), L,M and parametrization of the moduli space by
complex scalars.
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The first line restricts to the boundary ∂Σ, while the last line evaluates to the winding
numbers of L,M , which cancels. We evaluate the first line on the asymptotic two-sphere
S2∞, which truncates us to the linear approximation.
−SE = k
2π
∫
S2∞
f(x)(ΛΦa)f(x)Fa, (3.24)
where we have used the following normalization on the Lie algebra generators: trT aT b =
1
2
δab. Split the integral into a sum over the upper hemisphere S2+ and lower hemisphere S
2
−.
By spherical symmetry and the property of f(x):∫
S2
±
f(x)Λ(x)Φa(x)f(x)Fa = ±2πΛ±,
which after using (3.17) we find
−SE = k
2π
[ ∫
S2
+
Λ+(x)Φ
r(x)Fr −
∫
S2
−
Λ−(x)Φ
r(x)Fr
]
=
k
2
(
log
zf
wf
+ log
zi
wi
)
, (3.25)
where Fr = rˆaFa. Thus, the monopole-instanton contributes
e−SE =
(
zi
wi
e−iθ
)k
, (3.26)
to the path integral.
4 Monopole–Instantons and light excitations
Previously we observed the small-fluctuation analysis around the vacuum exhibited a pole
when two M2-branes are separated by a U(1)b transformation. The pole represented the off-
diagonal modes becoming light. Can we use the monopole-instanton solution to determine
the physics of these off-diagonal light modes?
As a warm-up, we can study the excitation spectrum in the instanton background by
a simple generalization of the analysis performed above for the vacuum. We expand the
scalar fields as
ZP = δP1〈Z〉+ δZP = √zfwfL2 + LδZPL,
Z
P
= δP1〈Z〉+ δZP
=
e−2Λ(x)Φ(x)√
zfwf
(
(|zf |2 − |wf |2)Φ(x) + (|zf |2 + |wf |2)I2
)
+ L−1δZPL−1,
(4.1)
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where 〈Z〉, 〈Z〉 denote the monopole-instanton background (3.20) and δZ, δZ are the small
fluctuations. It is convenient to first perform the analysis for the case where the monopole-
instanton is confined to a single complex plane, though we will later expand the analysis to
an SU(4) covariant expression. The off-diagonal excitations intertwine with the transfor-
mation L defined in (3.11), LδZL = δZ, and we need to keep in mind the fields ZP satisfy
the reality constraint ZP † = Z
P
asymptotically.
Now expand the scalar potential (2.7) about this background:
δΥPRQ = (|zf |2 − |wf |2) δQ1
(
δR1[δZP ,Φ]− δP1[δZR,Φ]) ,
δΥ
Q
PR = (|zf |2 − |wf |2) δQ1
(
δR1[δZP ,Φ]− δP1[δZR,Φ]
)
. (4.2)
Hence,
V =
4π2
3k2
(|zf |2 − |wf |2)2tr[δZP ,Φ][δZP ,Φ], (4.3)
As the vacuum is approached at τ → ±∞, then Φ → ±1
2
σ3 and one finds a multiplet of
massive states with mass (2.20). Hence, just as for the vacuum in section 2.2, there is a
locus of singularities when |z| = |w|. This phenomenon persists for higher order monopole-
instanton numbers thanks to the putative U(1)b symmetry, implying that order-by-order
in the monopole-instanton expansion, the off-diagonal modes remain massless.
Indeed, in the low-energy effective action on the Higgs branch, supersymmetry prohibits
the generation of a mass term via quantum corrections. In a derivative expansion, the
lowest order term that is quantum corrected is an 8-fermion coupling, or equivalently, a
four-derivative coupling of the scalars. These couplings determine the strength with which
M2-branes scatter, and are generated by monopole-instantons. Do these couplings have
any bearing on the massless off-diagonal modes along the U(1)b locus?
As explored by [10-12], N = 8, d = 3 SYM possesses an analogous 8-fermion coupling
that contributes to the strength of D2-brane scattering. Order by order in the monopole-
instanton expansion, the coupling exhibits a pole from light states only when the D2-brane
coincide in R7. However, when viewed from the point of view of M-theory, this is really an
M2-brane scattering process in R7 × S1. Is this fact visible in N = 8 d = 3 SYM? Firstly,
the M-theory circle coordinate is not manifest in the classical Lagrangian: it appears via
the dual photon for the U(1) gauge group when on the Higgs branch. Secondly, at at
any given order in the monopole-instanton expansion, the theory exhibits a degeneracy
along the S1. This is in contrast to our M-theory expectations, in which we expect the
branes to be localized in R7 × S1, so how does one reconcile this with what is seen in the
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gauge theory? A clue comes from studying the 11-dimensional supergravity dual, where
Fourier expanding the M2-brane interaction potential along the M-theory circle direction
corresponds to a semi-classical expansion in monopole–instantons in the gauge theory. At
each order in the Fourier expansion, the potential is smeared in the U(1) direction, and it
is only once all the terms are summed that the degeneracy is removed. In the gauge theory,
this means the degeneracy in the U(1) direction of field space is removed only once all the
monopole–instantons are summed.
There are some striking analogies with what we have seen thus far in ABJM. The theory
exhibits a degeneracy along the U(1)b direction, implying the M2-branes are smeared in
this direction. At each order in the monopole-instanton expansion the theory preserves this
degeneracy. Unlike SYM this gives rise to new massless states, even when the M2-branes
are not coincident. This seems to be a consequence of a direction in the moduli space
being tied to a classical gauge symmetry. Nonetheless, the analogy with SYM leads one to
suspect that the degeneracy will be lifted once the monopole–instantons are summed.
One can give evidence for this effect by considering the supergravity dual of the gauge
theory. This is given by a pair of M2-branes moving in the background C4/Zk, and by
treating one M2-brane as a background source, one can compute what the low-energy
effective action is on the probe brane. The first non-trivial interaction term in the DBI
expansion is
1
8π2
∫
d3σF (~z, ~w)|~˙z4|+ . . . , where F (~z, ~w) =
k−1∑
l=0
1
|~z − ~we−2πil/k|6 , (4.4)
and we are summing over images of the orbifold action, so that we can work in the C4
cover. Writing C4 as a cone over S7, the S7 admits a Hopf fibration with base CP3.
The function F (~z, ~w) then admits a Fourier expansion F =
∑p=+∞
p=−∞ fp(z, w)e
ipθ where θ
parametrizes the S1 fibre of the Hopf fibration. This θ is interpreted as the M-theory circle,
and from the ABJM point of view it is the U(1)b direction along which the monopole carries
electric charge. Details of this expansion will be given below. The Fourier coefficients are
interpreted as monopole-instanton corrections in ABJM with instanton number given by p.
The interaction term is expanded as
F (~z, ~w) =
p=∞∑
p=−∞
fp(~z, ~w)e
ikpθ, (4.5)
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where in the case where z2,3,4 = w2,3,4 = 0, the Fourier coefficients take the form
fp(z, w) =
4π3
k4m5
( |z|
|w|
)k|p|{
8π2(|~z|4 + 4|z|2|w|2 + |~w|4)+
+ 6π|p|k2(|z|2 + |w|2)m+ p2k4m2
}
.
(4.6)
Without loss of generality we have assumed |z| < |w|.
Following [11, 20] we interpret the Fourier coefficient fp as the coefficient of the corre-
sponding vertex in the gauge theory generated by the monopole-instanton with charge kp.
That main point is that for each instanton number p, the coefficient, fp, is manifestly SU(4)
invariant and smeared in the U(1)b. However, when all of the coefficients are summed, as
is done in (4.5), the resulting expression F (~z, ~w) is manifestly SO(8) invariant modulo the
Zk quotient, with the smearing in the U(1)b direction removed. From the point of view of
the gauge theory, this implies once the instantons are summed, the U(1)b degeneracy in
the classical theory will be lifted. It is then natural to conclude that the corresponding
off-diagonal modes, which were generated by the putative U(1)b symmetry, are in fact in
some sense massive in the full quantum theory. This is so, even though at each order in
the instanton sum, the result looks smeared in the U(1)b direction and the corresponding
off-diagonal modes are massless.
However, seeing this explicitly in ABJM is tricky. Firstly, the monopole–instantons
do not directly generate a mass-term, instead generating a higher-derivative coupling in
the effective theory. Relating this to the dynamics of the light off-diagonal excitations is
subtle. Secondly, seeing the decoupling of the light off-diagonal excitations requires an
all-order instanton calculation, which we do not yet have. Nonetheless, in the remainder
of this section we present the calculation for the p = 1 monopole-instanton contribution to
the effective action. The resulting 8-fermion coupling is related by supersymmetry to the
coefficient f1 written in (4.6) above. The technology developed here should be extendable
to an all-order calculation in the near future.
4.1 Monopole–instanton calculation of 8-fermion correlator
The first step is to evaluate the 8-fermion correlator in the microscopic theory using the
monopole-instanton background developed above. Local symmetries tightly constrain the
types of correlators we can compute. There are 8 fermion zero modes to soak up, and the
insertion should be U(2)×U(2) gauge invariant. In particular, it should be invariant under
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the global U(1)D, as well as SU(4)R invariant. This leaves only two choices:
ǫQRSTψP αψ
Q
βZ
Pψ
R
γ Z
Sψ
T
δ , Z
PZRψP αψ
Q
β ψQγψ
R
δ , (4.7)
where we have exhibited the SO(2, 1) spinor indices α, β, . . . explicitly. Only the first term
is relevant if we choose the vev to lie in a single complex plane, and as the monopole–
instanton as 8 fermion zero modes, we need the square of this term contracting spinor
indices pairwise (ψP )
2. Hence, the local symmetries have told us we need to calculate the
following correlator in the monopole-instanton background:〈
tr
[
ǫQRSTψPψ
Q
ZPψ
R
ZSψ
T ] 2〉
. (4.8)
The calculation then proceeds by integrating over the non-zero modes, leaving a finite
integral over the zero modes of the background:〈
tr
[
ǫQRSTψPψ
Q
ZPψ
R
ZSψ
T ] 2 〉
=
=
∫
dµB
∫
dµF∆1−loop e
−Scltr
[
ǫQRSTψPψ
Q
ZPψ
R
ZSψ
T ] 2
.
(4.9)
The zero mode measures are calculated in Appendix C and are given by (C.10) and (C.27):∫
dµB = k
2m3π2d3Xcmdφ,∫
dµF =
1
4(2πk)4(b2d)2m2
∫
d8η.
(4.10)
Here Xcm denotes the monopole-instanton center of mass and φ parametrizes global U(1)D
gauge rotations under which the monopole carries field strength. The integrand will be
independent of this direction, and hence the φ integral will just give a factor of 2π. The
constant b is determined in (3.16), while d is fixed in terms of the vevs ~z, ~w in (C.12)-(C.13):
|d|2 = trZ
2Z¯2
trZ1Z¯1
=
|z2|2 + |w2|2
|z1|2 + |w1|2 . (4.11)
As discussed in appendix C, to perform the zero-mode integrals one needs to put the M2-
branes at a more generic point in the moduli space. In particular, this implies 〈Z1,2〉 6= 0
up to the SU(4)R symmetry. The end result will however be independent of d and so we
can take the limit where 〈Z2〉 = 0 if we wish, without causing any difficulty. The 1-loop
determinant, denoted by ∆1−loop is calculated in Appendix B and is given by
∆1−loop = 2
−4.
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The evaluation of the classical action is cf. (3.26),
e−Scl =
( z
w
)k
.
The insertion tr
[
ǫQRSTψPψ
Q
ZPψ
R
ZSψ
T ] 2
in (4.9) soaks up the zero modes of the instanton
(C.18), which in the long–distance limit looks like cf. (C.19):
tr
[
ǫQRSTψPψ
Q
ZPψ
R
ZSψ
T ] 2
= (8πk)4(b2d)2(GLDη)
8m−4.
With our explicit choice of vev, we can now put the pieces of the jigsaw together to evaluate
the the correlator (4.8):
〈
tr(ψ1ψ
2
Z1ψ
3
Z1ψ
4
)2
〉
=
(2π)3k2
m3
( z
w
)k ∫
d3Xcm
8∏
i=1
GLD(X − xi), (4.12)
The answer is invariant under all the relevant symmetries, including the U(1)D, up to the
spontaneous breaking by choice of vev.
4.2 Effective action and a comparison with supergravity
We now turn to the effective action of ABJM on the Higgs branch, where the action takes
the schematic form
S = Sfree + S8-fermion + . . . (4.13)
The omitted terms are the supersymmetric completion of the 8-fermion term. This term
can be attributed to monopole–instantons, and takes the form
S8-fermion =
∫
d3X
∞∑
p=1
gp(z
P , wP , ψPz , ψ
P
w ), (4.14)
where gp contains fermion zero-modes and combinations of the scalar fields. In the lan-
guage of effective field theory, there is a vertex g1 that reproduces the monopole-instanton
correlator (4.12). Are there any independent checks of (4.12)? As mentioned in [13], one
can appeal to the supergravity description of the system. In the supergravity limit, the
four-derivative interaction term that is most easily calculated is the v4 coupling mentioned
above, which is in the supersymmetric completion of the 8–fermion vertex. Unfortunately,
it is not easy to directly relate the two thanks to the complicated nature of the super-
symmetry transformations. One would ideally like a more direct check. In the context
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N = 8 SU(2) SYM, [12] were able to constrain the form of the 8-fermion vertex gp using
various properties of the supersymmetry algebra, and infer the eight fermion interaction in
M-theory. Although the microscopic theories are distinct, the IR fixed points are related
and so we might hope to compare the result in [12] with our result in (4.12).
First we briefly describe the result in [12]. To do so we need to briefly introduce some
notation. Denote the SU(2) adjoint valued scalar field by φ˜i, with i = 1, . . . , 7 the SO(7)
R-symmetry indices. As we are looking at the effective theory on the Higgs branch, the
gauge theory becomes abelian in the IR limit with the light field defined as φi = trσ3φ˜
i. A
similar definition applies to the light fermions, which are denoted by ψαa. These transform
in the (2, 8) of the SO(2, 1) × Spin(7) symmetry group, where α = 1, 2 are the SO(2,1)
spinor indices and a = 1, . . . , 8 the spinor R-symmetry indices. There is also a dual photon,
denoted by φ8. At the IR fixed point, [12] showed there was an 8-fermion vertex given by
(up to an overall coefficient):
S8-fermion =
∫
d3x
1
r10
[
a1(ψ1γ
prψ1)
2(ψ2γ
qrψ2)
2 + a2(ψ1γ
prψ1ψ2γ
prψ2)
2
]
, (4.15)
where r2 = φ21+ . . . φ
2
8 and γ
r = φiγi/r. Here the subscripts 1, 2 on the fermions are explicit
SO(2, 1) spinor indices.
Our task is to now relate this result to ABJM by changing coordinates, orbifolding and
Fourier transforming in an appropriate U(1) direction. The first coefficient of this Fourier
transform is interpreted as the p = 1 instanton coefficient.
The rewriting of R8 as C4 is trivial with the two membrane locations denoted by SU(4)
vectors ~z, ~w, and by translation invariance we identify the relative coordinate ~r = ~z − ~w.
Thanks to the classical U(1)b gauge symmetry the ABJM instanton calculation is smeared
over the common phase circle of the C4 coordinates of ~r. Geometrically, the R8 of the
relative coordinate is described as a cone over S7, and the smearing averages over the circle
fiber in S7, written as a Hopf fibration with base CP3. The cone projected on this circle
has a radial coordinate whose squared length is m12.
To take into account that the moduli space is an orbifold C4/Zk, we sum over images
on the original cone. As the branes interact in a pairwise manner, by symmetry we can
treat one of the membranes, say ~z, as fixed and sum over the k images of ~w. Thus, the
scalar prefactor in the vertex (4.15) becomes
1
r10
=
k−1∑
l=0
1
|~z − e2πil/k ~w|5 .
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To relate this to the ABJM 1-instanton vertex, we Fourier transform in the U(1) direction
given by the phase separation of the two membranes, eiθ = ~z·~w
|~z||~w|
. As the fermions are
invariant under this U(1), we only need to focus on the scalar prefactor whose Fourier
modes are given by
k−1∑
l=0
1
|~z − e2πil/k ~w|5 =
∑
p
fp(~z, ~w)e
ikpθ,
with the inverse relation
fp(z, w) =
k−1∑
l=0
k
2π
∫ 2π/k
0
e−ipθdθ
|~z − e2πil/k ~w|5 . (4.16)
To evaluate this integral we first note that fp = 0 unless p ∈ kZ. We then trade the
sum over images for an extension of the domain of integration to [0, 2π]. Finally using
|~z − ~w|2 = |~z|2 + |~w|2 − 2|~z · ~w∗| cos θ, the Fourier modes become
fp(z, w) =
k
2π
∫ 2π
0
e−ikpθdθ
(|~z|2 + |~w|2 − 2|~z · ~w∗| cos θ)5 . (4.17)
We solve this using cos θ = (eiθ + e−iθ)/2 and changing variables to q = eiθ. Then (4.17)
becomes a contour integral, with the contour C being the unit circle with the origin at zero:
fp =
k
2πi
∮
C
q−pk−1dq
(|~z|2 + |~w|2 − |~z · ~w∗|(q + q−1))5 . (4.18)
Let α = |~z|2 + |~w|2, β = |~z · ~w∗|. Then,
fp = − k
4!
d4
dα4
∮
C
dq
2πi
q−kp
β − αq + βq2 . (4.19)
The countour integral has a contribution at q = 0 and q = q−, where
q± =
α
2β
(
1±
√
1− 4β
2
α2
)
.
Using Cauchy integral formula and restricting to the case where the two membranes are in
a single complex plane, we find for p > 0:
fp =
k
4!
( |z|
|w|
)kp
1
m9
[
(9− 10k2p2 + k4p4)m4 + (55kp− 10k3p3)(|z|2 + |w|2)m3+
+ 45(k2p2 − 2)(|z|2 + |w|2)2m2 − 105(|z|2 + |w|2)3kpm+ 105(|z|2 + |w|2)4
]
,
(4.20)
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where m2 = (|z|2− |w|2)2, and we have assumed |z| ≤ |w|. The instanton result is a 1-loop
semi-classical calculation, and to compare (4.20) with (4.12) we take the leading term in
an expansion of 1/m is given by
fp =
k
4!
( |z|
|w|
)kp
k4p4 − 10k2p2 + 9
m5
. (4.21)
The higher order terms in the 1/m expansion correspond to higher-loop corrections about
the instanton. Finally, we extract the semiclassical charge 1 instanton result
f1 =
k
4!
( |z|
|w|
)k
k4 − 10k2 + 9
m5
. (4.22)
Up to an overall normalization, the charge one vertex takes the form∫
d3x
( |z|
|w|
)k
1
m5
[
a1(ψ1γ
prψ1)
2(ψ2γ
qrψ2)
2 + a2(ψ1γ
prψ1ψ2γ
prψ2)
2
]
, (4.23)
We are now in a position to compare with the result in (4.12). We first note that both
results have the same power of r. The correlator leading to (4.12) has four scalar insertions
in addition to the eight fermions. The Wick contractions of the fermions will result in
the scalars in the numerator, evaluated on their vev, combining to m2; with the prefactor
scaling as m−5, the scaling of the instanton correlator (4.12) agrees with that of the vertex
(4.23). The U(1) charges also agree, not surprisingly.
In the course of their analysis, [12] used an intricate series of Fierz identities to write
the 8-fermion vertex in terms of the spinor bilinears in (4.15) having explicit SO(2, 1) index
structure. Consequently, (4.15) is not manifestly SO(2, 1) Lorentz invariant, so to compare
to (4.12) we need to delve into the index structure of the fermions.
Decomposing the contracted fermion bilinears ψγprψ under SU(4), the only terms that
can contribute when the vev is in a single complex plane have the structure
(ψP αZ
P ψ¯Qβ )× (ǫQRST ψ¯Rγ ZSψ¯Tδ ), (4.24)
where ZP = φ2P−1 + iφ2P . This agrees with the structure of (4.7) up to the specializations
α = β and γ = δ in each of the two terms in (4.23). Note that Z, ψ are coordinates on the
moduli space, and hence have no matrix structure. The instanton measure is a product of
two copies of the SU(4) invariant structures (4.7). Specializing to a scalar vev restricted to
a single complex plane, again only the first structure appears. The SU(4) indices on the Ψ¯
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fields are totally antisymmetric, therefore the SO(2, 1) indices are totally symmetric and
comprise the spin-3/2 representation; the possible labels are βγδ = 111, 112, 122 and 222.
Using (anti)symmetry, one can readily arrange this specialization; the case where βγδ = 111
corresponds to the a1 term in (4.23), while the βγδ = 112 case yields the a2 term (with
the index structures 222 and 122, respectively, are equivalent since they must appear in the
other fermion quadrilinear in the product). The 112 state has three terms relative to the
111 state with an overall normalization of 1/
√
3. Then, we find the ratio a1/a2 = 1/3. Thus
we see complete agreement between the instanton calculation and the M-theory effective
vertex, up to an overall normalization; and the determinantal structure of the instanton
zero modes serves to fix the relative coefficient a1/a2 in the M-theory vertex.
Note that for this argument it is crucial that we have specialized to the relative co-
ordinate on the moduli space, otherwise the fermions carry additional labels, voiding the
symmetry structure. It is also worth noting that the way in which the relative coordinate
arises is more obscure in ABJM than in SYM. ABJM is bi-fundamental U(2)×U(2) gauge
theory while SYM is an adjoint SU(2) gauge theory, and this difference is manifested in the
IR limit in a number of ways. In SYM the separation of the overall U(1) is clean thanks
to translation invariance and the adjoint nature of the fields: the centre of mass modes de-
couple from the modes describing the pairwise membrane interactions. The effective field
theory, and corresponding vertex (4.15), can be written purely in terms of the light scalar
φ describing the relative motion of the membranes. In ABJM, the U(1)b corresponding to
the centre of mass modes does not easily decouple thanks to the bifundamental nature of
the theory and the off-diagonal Chern-Simons couplings. The effective dynamics is then
most straightforwardly described in terms of the two light scalars ~z, ~w, which do not have
a simple relation to φ.
We do not yet have a complete calculation in the gauge theory showing the decoupling
of the off-diagonal modes in the effective action, as that would require summing all of the
monopole-instanton corrections. However, the supergravity analysis and p = 1 monopole-
instanton calculation does give an indication that the off-diagonal modes are a red herring
and will decouple from the effective theory at low-energies when all the instanton effects are
included. The obvious next step is to perform the all-instanton calculation, just as [10, 12]
extended the one-instanton calculation of [11] in SYM. As discussed above, this could shed
light on the type of interactions that would lift the U(1)b degeneracy of the light off-diagonal
excitations. Thanks to the Zk quotient, the moduli space of U(2)× U(2) ABJM has three
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distinguished points: the two M2-branes and the orbifold point. This is in contrast with
SU(2) SYM whose moduli space has a single distinguished point, the centre of mass of the
D2-branes. It would be interesting to explore analogies with monopole–instantons in say
SU(3) SYM [21], which has three distinguished points.
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A Massless Excitations in M2-brane theories
In this appendix we illustrate how the singular locus appears in other descriptions of M2-
brane theories.
A.1 Bagger-Lambert-Gustavsson
At the level of the classical Lagrangian, it is straightforward to map the BLG theory to the
SU(2)× SU(2) ABJM theory by a field redefinition [6]. This was also observed [17] where
subtleties with the Chern-Simons level k and quantisation of flux were pointed out.
The BLG theory can be written as a SU(2)× SU(2) gauge theory with manifest N = 8
supersymmetry and SO(8) R-symmetry [22]. The scalars are denoted by XI for I = 1, . . . , 8
and are related to the complex scalars of ABJM by
ZP = XP + iXP+4 (A.1)
for P = 1, 2, 3, 4. The scalars XI are in the bi-fundamental of SU(2) × SU(2) and obey a
reality constraint XI = −ε(XI)∗ε where ε = iσ2. The XI can then be parametrized as
XI = xIaσ
a, where σa = (1, i~σ) (A.2)
where xIa are real numbers. We can define two operations that conjugate the SU(2)×SU(2)
gauge symmetry representation and the SU(4) R-symmetry representation:
Z†P = −ε(ZP )T ε = X†P + iX†P+4, gauge symmetry
ZP = −ε(ZP )∗ε = XP − iXP+4, R− symmetry. (A.3)
These two operations can only be performed separately for a gauge group SU(2)× SU(2),
where a reality constraint can be imposed. For U(N)×U(N) theories, only the combination
ZP makes sense. We can invert
XP =
1
2
(ZP + ZP ), X
P+4 =
1
2i
(ZP − ZP ). (A.4)
The potential in the BLG theory is
V (X) =
8
3
tr
(
X [IXJ†XK]XK†XJXI†
)
, (A.5)
and one can readily check that this potential, and indeed the entire BLG action, maps to
the ABJM action under the field redefinition (A.1). The BLG potential vanishes when the
XI are diagonal:
〈XI〉 = xI0 + ixI3σ3. (A.6)
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By an SO(8) rotation, we can put xI0 = x
I
3 = 0 for I 6= 1, 5. The two vectors xI0 and xI3
span the 1-5 plane in R8. Under (A.1) the 1-5 plane becomes the C-plane spanned by 〈Z1〉.
Expanding the potential to quadratic order:
V (X) ∼
4∑
i,j=1
(x10x
5
3 − x50x13)2(δXKij )2 + . . . (A.7)
with K 6= 1, 5 and the mass of the lightest excitation goes like
m2 ∼ |x10x53 − x50x13|2,
∼ |~x0 × ~x3|2. (A.8)
which is the area of the triangle spanned by ~x0, ~x3 and the origin in 1-5 plane. In particular
note there are massless scalar excitations when ~x0 and ~x3 become collinear. How does this
compare with (2.20)? Apply the transformation (A.1) to (A.6):
〈Z1〉 =
(
x10 − x53 + i(x13 + x50) 0
0 x10 + x
5
3 − i(x50 − x13)
)
(A.9)
We identify
z1 = x10 − x53 + i(x13 + x50), and w1 = x10 + x53 − i(x50 − x13). (A.10)
With this identification, the two formulae (2.20) and (A.8) agree. However, the interpreta-
tion of the coordinates of the moduli spaces in the ABJM and BLG theories are different.
In the ABJM theory the VEVs zP and wP are interpreted as the coordinates of the two
M2-branes. In [8, 22], the VEVs ~x0 and ~x3 are interpreted as the coordinates of the two
M2-branes. This change in interpretation together with (A.1) maps a mass going like the
area of a triangle (A.8) into a mass going like the separation in radius (2.20).
A.2 M2-branes probing toric CY4-folds
Although we explicitly analysed this behavior for the U(2)×U(2) ABJM theory, it persists
for more general constructions. Firstly, it is clear the analysis above generalises to U(N)×
U(N) theories. Secondly, the theories corresponding to M2-branes probing non-compact
Calabi-Yau’s also have this behavior. These theories are constructed using a generalization
of the tiling techniques familiar from Hanany-Witten constructions in 3+1 dimensions. We
will now review the pertinent features of these constructions and refer the reader to any of
the original references for more details, for example [23].
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The tiling constructions give rise to 2+1-dimensional theories with N = 2 supersym-
metry, Chern-Simons couplings and a product of U(N) gauge groups G1 × . . . × Gr. The
Chern-Simons terms appear in such a way that
∑r
i=1 ki = 0. The theory flows in the IR
to a non-trivial fixed point; the moduli space is given by solving the D-terms and F-terms
modulo gauge transformations. The theory is then argued to describe M2-branes probing
a non-compact Calabi-Yau cone.
Our particular interest is in the moduli space. The bosonic potential is given by
V ∼ Tr
−4∑
i
kiσiDi +
∑
i
Diµi(Z)−
∑
Zij
|σiZij − Zijσj |2 −
∑
Zij
∣∣∣∂ZijW ∣∣∣2
 (A.11)
where Zij is a scalar field in the bifundamental of Gi × Gj; σi is an auxiliary field in the
corresponding 2+1 vector supermultiplet; and µi(Z) is the moment map action for the a-th
gauge group given by
µi(Z) =
∑
j
(
ZijZ ij − ZjiZji
)
+ [Zii, Z ii]. (A.12)
The potential is a sum of squares and vacua are given by setting the last two terms to zero,
and integrating out the D-terms, Di. The vacuum conditions are then given by
σiZij − Zijσj = 0,
µi(Z) = 4kiσi,
∂ZijW = 0. (A.13)
In the particular case where the gauge groups are all abelian, these equations are straight-
forward to solve. The first implies all the σi are equal viz. σi = σ for i = 1, . . . , r. The
second equation imposes the symplectic quotient of the toric variety. The last equation is
the standard F-term constraint from 3+1 dimensions.
We now make a change of coordinates that illustrates the appearance of the peculiar
loci we discussed above for the U(2) × U(2) ABJM theory. The change of coordinates is
defined by the r × r matrix
Mij =

m1 m2 . . . mr
1 1 . . . 1
M31 M32 . . . M3r
. . . . . .
 (A.14)
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This matrix has the property that all the rows are orthogonal and ~k = λ~m for some λ ∈ Z>0.
The new gauge fields are defined by A˜(i) =
∑r
j=1MijA(j), and denote G˜j the gauge group
corresponding to A˜(i).
7 The Chern-Simons term is
SCS =
∑
i
ki
4π
∫
Σ
A(i) ∧ dA(i),
=
∑
i,j,k
ki
4π
M−1ij M
−1
ik
∫
Σ
A˜(j) ∧ dA˜(k),
=
λ
2πr
∫
Σ
A˜(1) ∧ dA˜(2) +
∑
i,j 6=2,k 6=2
M−1ij M
−1
ik
ki
4π
∫
Σ
A˜(j) ∧ dA˜(k). (A.15)
In the last line we used the orthogonality of the rows of Mij . The covariant derivative
becomes
DZij = dZij − iA(i)Zij + iZijA(j), (no sum on i, j),
= dZij − i
∑
k 6=2
(M−1ik −M−1jk )A˜(k)Zij , (A.16)
where A˜(2) dropped out due to the structure of (A.14), and consequently the gauge group
G˜2 is unbroken in the vacuum. The remaining r − 1 gauge groups G˜1 and G˜i with i ≥ 3
are Higgsed for generic expectation values for the scalars Zij.
Using
∑
i ki = 0 and
∑
i µi = 0 we see one of the D-term constraints is redundant. The
remaining r − 1 D-term constraints become
4(~m · ~k)σ = ~m · ~µ(Z), (A.17)
µ˜i(Z) = Mijµj(Z) = 0, for i ≥ 3. (A.18)
The first equation determines the field σ in terms of the scalars Zij and does not constrain
the moduli space. The remaining r − 2 equations impose constraints on the fields Zij via
the moment map. As happens in 3+1 dimensions the r − 2 D-term constraints and the
action of the r − 2 gauge groups G˜i for i ≥ 3 may be imposed as a complexified gauge
quotient. The moduli space is then a toric Calabi-Yau four-fold realised as a holomorphic
quotient.
Thus, in these generalizations of ABJM, there are two distinguished gauge groups G˜1
and G˜2 and play a role analogous to the U(1)b and U(1)D respectively in ABJM.
7To recover the ABJM analysis in the previous subsection, we set r = 2 and ~m = (1,−1). Then
G˜1 = U(1)b and G˜2 = U(1)D.
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The analysis of the non-abelian moduli space follows from the abelian analysis in a
similar manner to the U(N) × U(N) ABJM theory [cf. the discussion in section (2.1)].
Indeed, by studying equations in (A.13) (in a gauge where the σi are diagonal), a generic
solution has the form of Zij being diagonal
8. The scalar fields then Higgs the gauge groups
down to a symmetric product of the abelian groups. This is the generalization of the
U(N) × U(N) ABJM theory breaking to U(1)N × U(1)N via the expectation values in
(2.16) .
The non-abelian generalization has one important feature: the theory can now carry
monopole–instantons. To see these we write out the schematic equations of motion for the
gauge fields. They are given by
⋆F˜(1) = 0,
λ
2πr
⋆ F˜(2) = j˜(1) −
∑
i;k 6=2
M−1i1 M
−1
ik
ki
4π
F˜(k),∑
i,j 6=2
M−1ij M
−1
ik
ki
4π
F˜(j) = j˜(k), for k > 2 (A.19)
with the matter currents defined as
j˜(k) = −i
∑
i,j
∑
k 6=2
(M−1ik −M−1jk )
(
ZijDZ
ij − Z ijDZij
)
(A.20)
Again, we see the distinguished role of G˜1 and G˜2, as is to be expected from the structure
of the D-terms and (A.14).
What does (A.19) tell us about the structure of monopoles in these theories? Suppose
we are in a monopole background. Then, as all of the gauge groups except G˜2 are Higgsed,
the monopole can only have its field strength in G˜2. Hence, F˜j = 0 for j 6= 2. In this
case, (A.19) reduces to the same set of equations as for the ABJM theory. Thus, we expect
monopole–instantons to play an identical role in the generalisations of ABJM to the original
construction. Also, as A˜(2) only appears in the Lagrangian via its field strength dA˜(2) in the
Chern-Simons term (A.15) it may be dualized to a scalar in the same way as the U(1)D field
strength in ABJM. Monopole–instantons then imply G˜1 is broken to a discrete subgroup
Zλ = Zgcd(k1,...,kr). Finally, G˜1 is a symmetry of the classical Lagrangian. Hence, by the same
argument we gave above for ABJM, this implies there is a U(1) locus in the moduli space
8Diagonal Zij is certainly a sufficient condition for V = 0. There remains the possibility however of
more general solutions to the vacuum equations in which the Zij are not diagonal [23] in which case the
moduli space dynamics may be more interesting.
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along which there are anomalous massless excitations. Thus, although we have focussed
in this note on the ABJM U(2) × U(2) theory, it is clear our analysis generalises to more
involved theories.
B Monopole-Instanton Fluctuation Determinant
This section outlines the computation of the small-fluctuation determinant about the monopole-
instanton background.
B.1 Bosonic Fields
The bosons, ZP , A(1), A(2), are involved in three contributions: the scalar kinetic terms,
bosonic potential and Chern-Simons term. We write the gauge bosons in terms of their
diagonal and baryonic linear combinations: AD =
1
2
(A(1) + A(2)), Ab =
1
2
(A(1) − A(2)) and
consider each of the pieces in turn.
Scalar kinetic Terms
These are of the form
−trDµZPDµZP .
Expand to quadratic order, keeping in mind that we need to consider both δAD and δAb
fluctuations. To quadratic order we find
DµZ
P = DˆµδZ
P − 2iaδP1 δAb µ − i[δAµ, δZP ]− i{ δAb µ, δZP},
DµZP = δP1b
(
DˆµΦ− i[δAµ,Φ]− i{ δAb µ,Φ}
)
− 2icδP1 δAb − i[ δAD µ, δZP ]+
− i{ δAb µ, δZP}+ DˆµδZP
(B.1)
where where Dˆ is the connection computed with respect to the monopole-instanton back-
ground where A(1) = A(2) = AD. Plugging these expressions into the kinetic term and
keeping up to quadratic pieces we find
−trDµZPDµZP = tr
(
δZP DˆµDˆµδZP + 2ib[δAµ, δZ
1]DˆµΦ− 2ab δAb µ[Φ, δAD µ]
+ 4a δAb µ(bΦ + cI2) δAb µ + ibδZ
1[Φ, F ]
)
.
(B.2)
In deriving this we’ve integrated by parts and made use of the gauge fixing condition
Dˆµ δAD µ = F (δZ, δZ¯,Φ), Dˆµ δAb µ = 0. (B.3)
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We need to find a convenient choice for F . It turns out that if F = 0 or F ∝ [Φ, δZ],
the determinant is unchanged. However, the zero-mode analysis easiest in the gauge F =
2imb−1ΦδZ.
Scalar Potential
In addition to its expression in (2.7), the potential can also be written as a sum of a D-term
and an F-term [24]:
VF =− 16π
2
9k2
ǫPQRV ǫ
STUV trZ‡PZQZ‡,RZSZ
‡
TZU ,
VS =
4π2
k2
tr
[
ZPZPZ
QZQZ
RZR + ZPZ
PZQZ
QZRZ
R − 2ZPZQZQZPZRZR
]
.
To quadratic order, the F-term does not contribute while the D-term gives
δVD = −4π
2a2b2
k2
tr[δZP
′
,Φ][δZP ′,Φ], (B.4)
P ′ = 2, 3, 4. Note the δZ1 fluctuations cancelled out without the need to impose any gauge
conditions or choices of polarisation.
In analogy to the d = 4 SYM monopole [20] we can formally rewrite this in terms of
four-dimensional quantities. Introduce a four-dimensional index m = 1, 2, 3, 4 and define a
four-dimensional operator
Dm = (Dˆµ, D4), where D4δZP ′ = −i[A4, δZP ′]. (B.5)
We can then expression the fluctuation of VD as
δVD = −trδZP ′D24δZP
′
(B.6)
Chern-Simons and gauge fixing
The Chern-Simons Lagrangian is given by (2.2), and we expand it to quadratic order:
LCS = ik
4π
tr
[
(δA1F
(1)
2 − δA2F (2)2 ) + (δA1Dˆ(1)δA1 − δA2Dˆ(2)δA2)
]
, (B.7)
where Dˆ(i)δAi = dδAi − i[A(i), δAi]. To clarify, background gauge bosons are denoted
A(1), A(2) while fluctuations are denoted δA1, δA2. The linear terms cancel once we apply
the equations of motion for the scalars, and so we will not worry about them. Rewriting in
terms of the diagonal and baryonic basis we get
LCS = ik
π
tr
[
δAD ∧ DˆδAb
]
(B.8)
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where Dˆ δAb = d δAb − iA ∧ δAb .
There is also a gauge fixing condition which we can impose using a Lagrange multiplier:
Sgauge fixing =
∫
d3xλ1DµADµ + λ2DµAb µ (B.9)
The fields λ1, λ2 will also contribute to the scalar determinants.
Scalar determinant
We now put the pieces together to compute the determinant. It naturally splits into study-
ing fluctuations orthogonal to the plane of the VEV and those along the plane of the VEV.
The fluctuations orthogonal to the plane of the VEV are of the form tr δZ¯P ′D2mδZP ′ and
give rise to a determinant of the Laplacian built from the derivative operator (B.5) in the
monopole background
(detD2m)−3 (B.10)
The fluctuations in the plane of the VEV δZ1 are grouped together with the gauge bosons,
and λ1, λ2. With our choice of gauge, the term proportional to F in (B.2) is tribδZ
1[Φ, F ] =
−trδZ1D24δZ1. The quadratic fluctuation operator may then be written as a bilinear form
−trDµZ1DµZ1 + LCS + Lgaugefixing =
(
δAD µ δAb ν δZ
1 δZ¯1 λ1 λ2
)
∆µν;ρτ

δAD ρ
δAb τ
δZ1
δZ¯1
λ1
λ2

where the operator ∆ takes the form
∆µν;ρτ =

0 2abΦδµτ + k
2π
ǫµλτDλ −2ibDµΦ 0 −Dµ 0
−2abΦδνρ + k
2π
ǫνλρDλ 4a(bΦ + cI2)δ
τν 0 0 0 −Dν
2ibDρΦ 0 0
1
2
D2m 0 0
0 0 1
2
D2m 0 −2im
2
b
Φ 0
Dρ 0 0 2i
m2
b
Φ 0 0
0 Dτ 0 0 0 0

The determinant is remarkably nice: det∆ = (detD2m)2(detD2µ)4, and together with (B.10),
we find the 1-loop determinant of the scalars is
δZP + δZP + gauge bosons + λ1,2 = (detD
2
µ)
−2(detD2m)−4 (B.11)
where we have inverted and taken the appropriate square root.
32
B.2 Fermionic Fields
The fermions have vanishing expectation value, and their kinetic term is
itr(δψ
P
γµDˆµδψP ). (B.12)
The only non-trivial Yukawa type term is given by
δVD =
2πiab
k
tr
[
δψ¯P ′ [Φ, δψ
P ′]− δψ¯1[Φ, δψ1]
]
(B.13)
As for the scalars, we introduce a formal gauge boson
A4 =
2πab
k
Φ, (B.14)
and the covariant derivative is defined as
Dm = (Dˆµ, D4), where D4δψ = −i[A4, δψ].
The Weyl basis for the gamma matrices in positive signature flat metric for SO(4) consists
of
σm = (σµ,−i), σ¯m = (σµ, i)
and the corresponding Dirac operators /D = σmDm and /¯D = σ¯mDm . Then, the fermionic
terms become
δLferm = i
2
tr
(
δψ¯P
′
/D δψP ′ + δψP ′ /¯D δψ¯P ′
)
+
i
2
tr
(
δψ¯1 /¯D δψ1 + δψ1 /D δψ¯1
)
(B.15)
In order to evaluate the Gaussian integration it is convenient to rewrite this as a 4D matrix
δLferm = i
2
tr
(
δΨ¯P
′
(
0 /¯D
/D 0
)
δΨP ′ + δΨ¯
1
(
0 /D
/¯D 0
)
δΨ1
)
(B.16)
where δΨ¯ = δΨ¯Γ0 is the usual Dirac conjugate. Letting
∆F =
(
0 /¯D
/D 0
)
, ∆˜F =
(
0 /D
/¯D 0
)
(B.17)
the 1-loop determinant is then given by
(det∆2F )
3/4(det ∆˜2F )
1/4 = (det /D /¯D )(det /¯D /D ) (B.18)
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The four-dimensional field strength Fmn is defined to be the three-dimensional field strength
together with Fµ4 = DˆµA4. As ǫ
µν
ρFµν = DˆρA4, this field strength is self-dual Fmn =
ǫ pqmn Fpq. The operators above become
/D /¯D = D2m + σmnFmn, σmn =
1
4
(σmσn − σnσm),
= D2m,
/¯D /D = D2µ + σmnFmn, σmn =
1
4
(σmσn − σnσm),
= D2m + 2iσµBµ. (B.19)
We have used σmnFmn = iσ
µBµ, with Bµ the monopole field strength, and σ
mnFmn = 0.
The fermionic determinants then become
1− loop Fermions = (det I2×2D2)(detD2 + 2iσµBµ) (B.20)
where I2×2 is the rank 2 identity matrix in inserted explicitly to emphasise these terms are
determinants of 2-component spinor operators.
B.3 Ghosts
The FP ghosts from the background gauge fixing give rise to
FP = (detD2)2. (B.21)
Note this will nicely cancel the corresponding term from the gauge fixing in (B.11).
B.4 Final Result
Putting together (B.11), (B.20), and (B.21), we get
∆1−loop = [(detD2)−3−1(detD2)−2]× [(det I2×2D2)(detD2 + 2iσµBµ)]× (detD2)2
=
(detD2 + 2iσµBµ)
(det I2×2D2)2 .
(B.22)
In the first line, the first term is the bosonic determinant, the second term the fermionic
determinant and the last term from the FP term. We can interpret this as the following.
The field content of our theory is roughly the dimensional reduction of two d = 4 N = 2
hypermultiplets. Each hypermultiplet gives a factor of
∆1−loop
−1 =
(detD2 + 2iσµBµ)1/2
(detD2) .
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The gauge multiplet completely cancels against the FP gauge fixing determinant, consistent
with the fact that in Chern-Simons theories the gauge field has no propagating degrees of
freedom. To contrast with 3D N=8 Yang-Mills the field content consists of a d = 4 N = 2
vector multiplet and a N = 2 hypermultiplet reduced to 3D. The vector multiplet has
propagating degrees of freedom and thus does not completely cancel against the gauge
fixing determinant. Instead it gives a factor of R which cancels against the R−1 coming
from the hypermultiplet, the end result is unity [10].
This determinant was evaluated in [20], which in our conventions and normalization is
dimensionless, taking the form
∆1−loop = 2
−4 (B.23)
C Zero Mode Integral
After integrating out the non-zero modes as is done in Appendix B, the path integral
reduces to a finite integral over the bosonic and fermionic zero modes of the background.
C.1 Bosonic Zero Modes
With the ansatz AL = AR, the only classical solutions are equivalent to the Yang-Mills BPS
monopole monopole. Consequently, there are zero modes associated with the monopole
solution. The gauge group is
U(2)D × U(2)b = U(1)D × SU(2)D × U(1)b × SU(2)b (C.1)
The monopole solution spontaneously breaks the U(2)b and the SU(2)D → U˜(1)D, where
the U˜(1)D is the unbroken gauge group carrying the magnetic field strength. There are
non-normalizable zero modes associated with the broken U(2)b and the non-abelian W-
bosons in SU(2)D, as well as motion of the vev in the R
8 moduli space. As usual these
do not contribute to the monopole moduli space. For monopole-instanton charge p = 1,
the monopole zero modes are three from translation of the centre of the monopole as well
as a global U(1)D rotation. These are to be converted to an integral over the collective
coordinates of the monopole, which induces a Jacobian. Schematically denote our fields as
φa and moduli mi. Then, the metric on field space gab naturally induces a metric hij on
the moduli space
hij =
∫
d3x
δφa
δmi
δφb
δmj
gab. (C.2)
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The metric on field space we identify from kinetic terms in the Lagrangian, which for us is
always a constant. The integral over the zero modes then pulls backs to an integral over
the moduli space as (see for example, [25] for a more detailed discussion)∫ ∏
i
dφi =
∫ ∏
r
dmr J(m), J(m) =
√
det h (C.3)
where J(m) is a Jacobian from the change of coordinates. For us, the Jacobian is straight-
forward to compute thanks to its close relation to the Yang-Mills BPS monopole. The
metric on field space is diagonal, with the scalar field metric being gPQ =
1
2
δPQ, while the
gauge field metric is gALAL = gARAR =
k
4π
, gALAR = 0. The three translation zero modes
excite only AL, AR, Z1 which can be seen by translating the monopole background (3.7),
(3.20) by a constant vector xµ → xµ + vµ, v/m≪ 1:
δALµ = v
ν∂νAL +DµΛ
= vνF clµν ,
δARµ = v
νF clµν
δZ1 = ∂νZ1 − i[Λ, Z1]
= bDνΦ. (C.4)
We have gauge transformed the fluctuations using Λ = −vνAν , and used Λ ≪ 1 to drop
the terms [δAµ,Λ] and −i[Λ, δZ] in the gauge transformation of the fluctuation. Note that
DµδALµ = v
νDµF
cl
µν = 2imb
−1δZΦ, which is compatible with the gauge choice (B.3) in the
1-loop calculation. We can now compute the metric on the moduli space parametrized by
vµ
hij =
1
V
∫
d3x
[ ik
4π
δALµ
δvi
δALµ
δvj
+
ik
4π
δARµ
δvi
δARµ
δvj
+ 2gzz
DδZ1
δvi
DδZ1
δvj
]
,
= δij
ik
4πV
∫
d3x (F clµν)
2,
= δij
kmp
V
, (C.5)
where in the last line p is the monopole charge, V is the volume of spacetime and we used
the equation of motion Fµν = −imǫµνρDρΦ, to convert the volume integral into an integral
over the asymptotic two-sphere.
There is an additional zero mode global U(1)D rotations. The monopole spontaneously
breaks this symmetry, thereby generating a zero mode. This is most easily computed in
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singular gauge. In that case Z ∝ aI2, and Z = f(x)mσ3. Consequently, the U(1)D gauge
transformations commute with the scalar. The gauge fields on the other hand generate a
zero mode
δAL = δθ
[ i
2
[σ3, ALsing] +D(Φsing − 1
2
σ3)
]
,
= δθDΦsing,
δAR = δθDΦsing. (C.6)
where δθ is the infinitesimal U(1)D parameter. The induced metric is similar to that
computed above:
hθθ =
1
V
∫
d3x
[ ik
4π
(
δALµ
δθ
)2
+
ik
4π
(
δARµ
δθ
)2
+ 2gzz
DδZ1
δθ
DδZ1
δθ
]
,
=
k
4πV
∫
d3x (DµΦ)
2,
=
kp
V m
. (C.7)
and hθi = 0. Hence, the bosonic Jacobian for p = 1 is
JB =
1
V 2
(km)3/2
(
k
m
)1/2
,
=
k2m
V 2
(C.8)
The bosonic measure is normalized by demanding the Gaussian integral over the non-
zero modes satisfies
NB
∫
DδA exp
(
−m
∫
d3xδAµδAµ
)
= 1. (C.9)
This fixes the constant NB and this normalization then descends to the zero-mode integrals.
The power of m in the exponential is fixed by demanding the exponent to be dimensionless.
Putting all this together, the zero mode measure is
dµB = (mV π)
2
4∏
n=1
DδAn,
= k2m3π2d3Xcmdθ
(C.10)
C.2 Fermion Zero Modes
The fermion zero modes are goldstinos arising from the broken supersymmetries. When
the monopole is in a single complex plane, the supersymmetry variations (2.9) give
δΨ
P ′
= (/DµZ1)η
1P ′ (C.11)
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for P ′ = 2, 3, 4, and by antisymmetry η11 = 0. This implies there are 6 broken supersymme-
tries, which after lowering the indices, are η34, η23,−η24, and the corresponding goldstinos
are Ψ
2,3,4
. This is in agreement with the fermionic equations of motion, [c.f. (B.15)],
/D δΨP ′ = 0 having zero modes for P ′ = 2, 3, 4. However, from (B.15) we see that Ψ1 also
has two zero modes as it obeys /D δΨ1 = 0, which does not have an interpretation as a
Goldstino.
As pointed out in [13], things become clearer if we examine a generic background. Start
a generic form of the scalar vev:
ZP =
(
zP 0
0 wP
)
ZP =
(
zP 0
0 wP
)
(C.12)
We can use the SU(4)R-symmetry to rotate the vevs into a pair of complex planes. Denote
the location of the M2-branes by complex 4-vectors: ~z = (z1, . . . , z4) and ~w = (w1, . . . , w4).
Use the SU(4)R-symmetry to set z
3,4 = w3,4 = 0. This leaves us with four complex or
eight real parameters. Four of these may be eliminated by the remaining SU(2)R ⊂ SU(4)R
R-symmetry. A convenient (over)-parametrization is given by ~z = (z, dw∗, 0, 0) and ~w =
(w, dz∗, 0, 0), which in terms of matrices is
Z1 =
(
z 0
0 w
)
Z2 =
(
dw∗ 0
0 dz∗
)
. (C.13)
Demanding we preserve the diagonal matrix structure breaks the SU(2)L × SU(2)R gauge
symmetry down to U(1)2D ×U(1)2b . This vev leaves the U(1)2D unbroken but spontaneously
breaks U(1)2b symmetry. Let us write U(1)
2
b = U(1)(σ3)× U(1)(I). The former rotates the
M2-branes by a relative phase; the latter by an overall phase. The angular momentum,
corresponding to U(1)(σ3) rotations, sources the monopole via the equations of motion,
while the overall rotation U(1)(I) decouples. To ensure the right transformation properties,
we assign d a charge (0,+2) under U(1)(σ3)× U(1)(I), while z has charge (+1,+1) and w
charges (−1,+1). Computing the SU(4)R invariants
|~z|2 = |z|2 + |d|2|w|2,
|~w|2 = |w|2 + |d|2|z|2,
~z · ~w∗ = zw∗ + |d|2z∗w (C.14)
we see that we may as well take d to be real. This amounts to choosing a centre of mass
for the relative angular separation of the branes – moving the branes along by a constant
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overall phase doesn’t change physics. Furthermore, the phase of either z or w may be
eliminated by an R-symmetry rotation and amounts to a rotation of the overall centre of
mass of the monopole. This brings us down to four real degrees of freedom. With this
choice of parametrization the background is given by a generalization of (3.20):
Z1 = aI2, Z1 = (bΦ(x) + cI2),
Z2 = d (−bΦ(x) + cI2) , Z2 = ad∗I2, (C.15)
where recall from (3.16), (4.11), the coefficients a, b, c, d are
a =
√
zw, b = (|z|2 − |w|2)/√zw, c = (|z|2 + |w|2)/√zw, d = |z2|
2 + |w2|2
|z1|2 + |w1|2 .
On the moduli space, the relevant fermionic supersymmetry variations are
δΨ
P ′
= (/DµZ1)η
1P ′ δΨP ′ = (/DµZ
2)η2P ′ (C.16)
with all other variations vanishing. There is an additional broken supersymmetry from
/DZ2 6= 0, so that the broken supersymmetries are {η12, η23, η24, η34}. The Goldstinos arising
from varying the background are
δψ1 = −(/DZ2)η12,
δψ
2
= (/DZ1)η34,
δψ
3
= −(/DZ1)η24, δψ4 = (/DZ2)η24
δψ
4
= (/DZ1)η23, δψ
3 = (/DZ2)η23 (C.17)
We see the Goldstinos ψ
3
, ψ4 and ψ
4
, ψ3 are paired together, coming from the same su-
persymmetry variation. Its easy to see the linear combination dψ
3 − ψ4 and dψ4 + ψ3
are preserved by the SUSY variations. Then, using (C.15) a choice of polarisation for the
goldstinos/zero modes is:
Ψ(1) = ψ1, Ψ
(2) = ψ
2
, Ψ(3) = Z1ψ
3
+ Z2ψ4, Ψ
(4) = Z1ψ
4 − Z2ψ3. (C.18)
We will need the asymptotic form of these zero modes. Using (C.17) and DµΦ(x) ∼ xµ/mx3
as x/m→∞ we find
Ψ(1) = − 4πbdGLDη12m−1σ3,
Ψ(2) = 4πbGLDη34m
−1σ3,
Ψ(3) = − 2kGLDη24σ3,
Ψ(4) = 2kGLDη23σ3.
(C.19)
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where GLD(x) =
xµγµ
4πx3
is the free fermionic propagator, and we are suppressing spinor indices.
As for the bosonic zero-modes the fermionic zero-mode measure is fixed by normalizing
the non-zero modes and letting the normalization constant descend. That is, we require
NF
∫ 4∏
P=1
DψPDψ¯P exp
(
−m
∫
d3xψ¯PψP
)
= 1, (C.20)
to fix NF . The zero-mode measure is then
dµF = (mV π)
−4
4∏
n=1
(dΨ(n))2, (C.21)
where Ψ(n) are listed in (C.18). The measure should be SU(4) and gauge invariant up
to breaking by the choice of vacuum. The eight fermion operator is constructed from a
product of two four-fermion operators of which the possibilities are listed in (4.7). When
the monopole is in a single complex plane, the measure descends from the first operator.
The generic case involves a linear combination of the two.
We now compute the fermionic Jacobian that arises when we convert to the fermionic
collective coordinates ηPQ. For each zero mode listed in (C.18), there is a Jacobian
J (i)η =
1
V
∫
d3xd2ηtrδΨ(i)δΨ (i), (C.22)
so that the fermionic measure is given by
dµF = (mV π)
−4
4∏
i=1
(J (i)η )
−1d8η (C.23)
Computing the first Jacobian we find
J (1)η =
1
V
∫
d3xd2η12 tr(/DZ
2)2η212
=
4πp
mV
(bd)2, (C.24)
where p is the monopole-instanton charge, the monopole mass m is suitably extended for
the vevs (C.15) viz.
m =
2π
k
ab(1 + |d|2). (C.25)
and a, b, d are defined in (3.16) and (4.11). Repeating this exercise for the four remaining
zero modes we find
J (2)η =
4πp
mV
b2,
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J (3)η =
8πp
mV
a2b2(1 + |d|2)2,
J (4)η =
8πp
mV
a2b2(1 + |d|2)2, (C.26)
Note that b2d is invariant under the U(1)(σ3) × U(1)(1) implying (J1J2), J3, and J4 are
invariant under U(1)(σ3) × U(1)(1), and as such the fermionic Jacobian
∏4
i=1 J(i) is also
invariant. This gives a zero mode measure of the form∫
dµF =
1
4(2πpk)4(b2d)2m2
∫
d8η. (C.27)
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