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Présentation
Ce mémoire présente la majeure partie de mes travaux de recherche de-
puis mon arrivée à l’Université de Provence, fin 1992. Ces travaux, détaillés
ici, se composent de deux parties indépendantes. La partie II est divisée en
trois chapitres qui peuvent être lus pratiquement indépendamment.
La première partie porte sur l’étude de la propagation d’ondes acous-
tiques dans une bande multistratifiée. C’est un projet proposé par Y. Der-
menjian quand je suis arrivé dans la "jeune équipe" à l’université de Pro-
vence. A ce moment-là des travaux, Y. Dermenjian et E. Croc avaient établi
le principe d’absorption limite pour l’opérateur d’ondes acoustiques dans une
bande multistratifiée constituée de trois régions homogènes. J’ai fourni alors
des représentations numériques de quelques ondes appelées "modes propres
généralisés". Plus tard, en collaboration avec Y. Dermenjian et Boris Vain-
berg, nous avons établi le prolongement méromorphe de la résolvante de
l’opérateur de diffusion des ondes, avec ses conséquences. Puis j’ai publié un
résultat sur la distribution des valeurs propres d’un tel opérateur.
Les sections 1, 2, 3, 4 se basent sur l’article [8]. J’y ai corrigé quelques er-
reurs sans conséquences, notamment la définition de D(A) (noté H dans [8,
(1.3)]). J’y ai aussi ajouté un petit complément en précisant le fait qu’en un
seuil λ0, les résidus R1(λ0 + i0) et R1(λ0 − i0) coincident, au contraire de
R2(λ0 + i0) et R2(λ0− i0), sauf exception comme le cas de la bande stratifiée
non perturbée. J’ai repris les détails de certaines démonstrations de [8] qui
me paraissent assez originales, et laissé ceux d’autres preuves plus classiques.
La section 5 se base sur le résultat de l’article [13] qui présente un résultat
assez peu usuel, ainsi qu’une partie de la démonstration, qui ne me semble
pas très standard.
La deuxième partie porte sur une inégalité de Carleman et des problèmes
inverses, pour la même équation parabolique. Elle est découpée en trois cha-
pitres. L’arrivée dans notre équipe d’Assia Benabdallah et de Jérome Le
Rousseau au début des années 2000 a permis une très bonne animation scien-
tifique ainsi qu’une fructueuse collaboration sur des sujets riches comme le
contrôle des solutions d’équations de type parabolique avec coefficient de
conductivité discontinu, ou des problèmes inverses associés à de telles équa-
tions, incluant la technique des inégalités de Carleman pour l’équation de
la chaleur. J’ai publié en 2008 le résultat d’inégalité de Carleman multi-
dimensionnel étendant les résultats du papier originel Dubova-Osses-Puel en
2002. Le résultat a cependant été complètement dépassé par une nette amé-
lioration de J. Le Rousseau et L. Robbiano l’année suivante, basée sur une
approche différente. Toujours en 2008, j’ai également publié le résultat de
problème inverse basé sur la méthode inventée par Bukgheim et Klibanov.
Pour une raison chronologique, la démonstration que j’y élabore utilise pour
l’inégalité de Carleman la version "Dubova-Osses-Puel" et non la mienne,
où les hypothèses, quoique plus faibles, sont plus longues à décrire, et où
la démonstration est techniquement plus sophistiquée. Il est clair que c’est
maintenant la version "Le Rousseau-Robbiano" qu’il faut considérer, la seule
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à notre portée pour l’instant, même si son emploi n’est pas direct. Plus récem-
ment, sous l’impulsion de Hiroshi Isozaki, j’ai étudié le problème de Caldéron
pour l’équation de la chaleur, par des méthodes très différentes de celles pour
les questions précédentes. C’est pourquoi les trois chapitres de cette partie
sont liés mais j’ai fait en sorte qu’on puisse les lire indépendamment. Le
chapitre 1 se base sur l’article [42], qui reprend les résultats de [28] en éten-
dant les hypothèses sur le coefficient de conductivité. Les fonctions poids de
Carleman sont construites à partir de fonctions spatiales βi(x), comme dans
le système de notations de [28] ou de [42]. La relation entre les β (ou βi) et
la fonction spatiale ϕ du système de notations de [39] est explicitée.
Le chapitre 2 se base sur l’article [43]. Pour l’inégalité de Carleman utilisée,
c’est la fonction ϕ précédente qui est employée. Le chapitre 3 porte sur le
problème de Calderón, version équation de la chaleur. Il s’agit de donner une
méthode de reconstruction de l’interface où la conductivité est discontinue,
connnaissant la conductivité de fond ("background"). Y sont présentés deux
résultats. Le premier concerne une conductivité indépendante du temps, et
la méthode consiste à revenir au cas elliptique avec un potentiel dépendant
d’un grand paramètre. Le deuxième se place dans le cadre difficile où la
conductivité dépend du temps, la dimension d’espace étant un. La preuve
du résultat principal utilise une méthode d’ansatz ainsi qu’une estimation
d’énergie.
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Partie I :
Résonances pour des Guides d’Ondes
Acoustiques Multistratifiés
1. Introduction
Nous considérons la propagation d’ondes dans la bande Ω = R×]0, h[,
h > 0, régie par l’équation des ondes
(1) ∂2t v − a(x, z)∇ · (b(x, z)∇v) = f, (x, z) ∈ Ω, t > 0,
avec une condition initiale appropriée et les conditions au bord usuelles. Les
résultats obtenus peuvent être adaptés au cas plus général où Ω = R×ω avec
ω ouvert borné non vide régulier de Rd−1. Pour cela, il suffit seulement de
supposer que x désigne un vecteur dans ω et de remplacer les problèmes de
Sturm–Liouville par les équations elliptiques correspondantes dans ω. Les co-
efficients a et b dans (1) sont supposés être des fonctions mesurables bornées
supérieurement et inférieurement par des constantes strictement positives :
0 < c1 ≤ a(x, z), b(x, z) ≤ c2 pour presque tout (x, z) ∈ Ω.
Dans le cas d’ondes acoustiques, v est la pression, b−1 la densité du milieu,
a la compressibilité,
√
ab la vitesse de propagation des ondes dans la bande
Ω. Dans le cas d’ondes élastiques, v est la déviation verticale, b la tension,
a−1 la densité. Nous supposons que le milieu est multistratifié dans un voi-
sinage de l’infini, i.e qu’il existe une constante l telle que a(x, z) = a−(z),
b(x, z) = b−(z) si x < −l et a(x, z) = a+(z), b(x, z) = b+(z) si x > l. Nous
considérons (1) avec les conditions au bord suivantes :
(2) ∂zv
∣∣
z=0
= v
∣∣
z=h
= 0.
Tous les résultats restent valables pour d’autres conditions au bord pour
lesquelles le problème est symétrique dans L2(Ω, a−1), l’espace des fonctions
dans Ω de carré intégrable, muni de la mesure a−1(x, z)dxdz, i.e
〈u, v〉L2(Ω,a−1) =
〈
a−1u, v
〉
L2(Ω)
.
Nous notons par A l’opérateur auto–adjoint dans L2(Ω, a−1) pour l’équation
stationnaire correspondant à (1) et (2) :
−a(x, z)∇ · (b(x, z)∇u) = f, (x, z) ∈ Ω,(3)
∂zu
∣∣
z=0
= u
∣∣
z=h
= 0.
Donc, Au = −a∇ · (b∇u), de domaine D(A) ⊂ L2(Ω, a−1) défini par
(4) D(A) = {u : u ∈ H1,0(Ω), ∇ · (b(x, z)∇u) ∈ L2(Ω)},
avec la norme
(5) ‖u‖D(A) =
√
‖u‖2
H1(Ω)
+ ‖∇ · (b∇u)‖2
L2(Ω)
,
où on a posé
H1,0(Ω) ≡ {q ∈ H1(Ω); q∣∣
z=h
= 0},
et H1(Ω) est l’espace de Sobolev usuel. Si b est régulier alors D(A) est inclus
dans l’espace de Sobolev H2(Ω). Sinon, les conditions au bord dans (3) sont
à prendre au sens faible :
(6)
∫
Ω
a−1Auϕdxdz =
∫
Ω
b(x, z)∇u · ∇ϕdxdz
pour tout ϕ ∈ H1,0(Ω).
Nous étudions les propriétés analytiques de la résolvante tronquée Rˆ(λ) =
χR(λ)χ de A. Ici R(λ) = (A−λ)−1 est la résolvante de A et χ ∈ C∞0 (R) est
une fonction de troncature telle que χ = 1 pour |x| < l+ 1. Il est bien connu
que pour des problèmes extérieurs elliptiques (avec bords compacts) la ré-
solvante tronquée admet un prolongement méromorphe au–delà du spectre
continu, et que les pôles de ce prolongement – les résonances – jouent un
rôle important dans la théorie de la diffusion (voir [10, 14] et leurs réfé-
rences). Notre objectif est d’obtenir des résultats similaires pour le problème
ci–dessus où le bord n’est pas compact. Comme conséquences nous obtenons
trois résultats :
1) Les valeurs propres de A sont de multiplicité finie et ne peuvent s’accu-
muler qu’à l’infini.
2) Le principe d’absorption limite ("P.AL") en dehors des valeurs propres.
3) Le comportement en temps long des solutions du problème instationnaire.
Les résonances pour les problèmes extérieurs sont bien définies lorsque
les coefficients de l’opérateur sont constants au voisinage de l’infini (ou bien
même lorsque les coefficients tendent exponentiellement vers des constantes).
En ce sens, l’hypothèse selon laquelle les coefficients de (3) sont indépendants
de x dès que |x| > l est très naturelle.
Dans [4, 11, 16], le prolongement analytique de la résolvante a été étu-
dié pour l’opérateur A˜ = −∂2x − a(x, z)∂2z avec le coefficient de ∂2x constant.
Dans ce cas, la résolvante pour l’opérateur libre (l’opérateur A˜ avec a = a(z))
peut être construite par séparation des variables. Ce cadre est beaucoup plus
simple que le nôtre. L’équation qui intervient usuellement dans les applica-
tions a la forme (1) avec le coefficient de ∂2x non constant. Nous pouvons
encore faire la séparation des variables pour trouver la résolvante, mais alors
les modes propres de l’équation de Sturm–Liouville correspondante dans la
section transverse de Ω dépendent du paramètre spectral λ (voir (13)). Ils
ne sont pas orthogonaux quand λ est un nombre complexe. C’est pourquoi
nous ne pouvons pas décomposer le domaine de l’opérateur en une somme di-
recte infinie de sous–espaces orthogonaux, et ainsi étudier la résolvante dans
chaque sous–espace séparément. En particulier, cela nous mène à quelques
différences dans les propriétés analytiques des résolvantes des opérateurs A
et A˜. Une autre difficulté est liée à la non régularité des coefficients a et b.
Considérons les problèmes de Sturm–Liouville suivants :
(7) − a(z)∂z b±∂zw = λ±j w, ∂zw
∣∣
z=0
= w
∣∣
z=h
= 0,
où λ+j et λ
−
j , j ≥ 1, sont numérotées par ordre croissant. (Comme on le
verra par la suite, la séparation des variables mène à un problème de Sturm–
Liouville différent, voir (13)). Les valeurs λ±j sont appelées seuils. Soit λ1 =
minλ±1 . Dans [5, 6, 7], le spectre et les fonctions propres généralisées de A
ont été étudiées pour a(x, z) ≡ 1. En particulier, dans [7], il a été prouvé
que le spectre absolument continu du spectre de A est égal à [λ1,+∞[, et
que sa multiplicité change aux seuils λ±j . Il a été montré dans [5, 6, 7] que
les valeurs propres de A ne peuvent approcher les seuils par la gauche 1.
1. en fait à l’époque j’avais trouvé et donné une preuve de ce résultat à mes collègues
après avoir lu le préprint de leur article. Ils publièrent une autre preuve selon leur propre
méthode.
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Nous montrons que la résolvante tronquée
(8) Rˆ(λ) : L2(Ω, a−1)→ D(A)
de l’opérateur A admet un prolongement méromorphe à travers le spectre
continu de A dans une surface de Riemann à multiples feuillets de la variable
spectrale λ. Nous étudions les pôles de Rˆ(λ) dans le spectre continu de A et
les singularités de Rˆ(λ) aux seuils. Ici, il faut commencer à expliquer ce que
nous entendons par "description de Rˆ(λ) pour λ au voisinage d’un seuil". En
effet, dans la surface de Riemann en question, nous verrons qu’il existe deux
points particuliers λ0 ± i0 au-dessus de chaque valeur réelle λ0 du spectre
absolument continu de l’opérateur A, et que Rˆ(λ) possède des points de
branchement du second ordre en ces points λ0 ± i0 lorsque λ0 est un seuil.
Nous prouvons que les pôles de Rˆ(λ) dans le spectre continu de A et qui
ne sont pas des seuils sont nécessairement du premier ordre et coincident
avec les valeurs propres de l’opérateur A. Les pôles de Rˆ(λ) ne peuvent pas
s’accumuler aux seuils, et, par conséquent, il y a un nombre fini de valeurs
propres dans tout compact de R. Nous montrons que l’opérateur Rˆ(λ) peut
avoir des singularités aux seuils d’ordre au plus un, et que Rˆ(λ) a la forme
suivante dans un voisinage de n’importe quel point λ0 ± i0, où λ0 ∈ {λ±j } :
(9) Rˆ(λ) =
R1(λ)
λ− λ0 +
R2(λ)√
λ0 − λ
,
où les opérateurs R1(λ), R2(λ) sont analytiques dans un voisinage de λ0±i0.
Nous verrons que R1(λ0 + i0) et R1(λ0 − i0) sont égaux et coincident avec
l’opérateur de rang fini −χPχ, où P est la projection orthogonale dans
L2(Ω, a−1) sur l’espace propre de A associé à la valeur propre λ0. La déter-
mination de R2(λ0 + i0) et R2(λ0 − i0) est plus délicate. Ils sont a priori
distincts, mais coincident dans le cas de la bande stratifiée non perturbée
(où l’on a nécessairement R1(λ0) = 0). Nous pouvons spécifier R2(λ0 ± i0)
dans (9) si λ0 n’est pas valeur propre – i.e, si R1(λ0) = 0. Pour cela, intro-
duisons l’espace D = D(λ0) des fonctions u qui sont solutions de l’équation
homogène (A− λ0)u = 0 et de la forme :
(10) u = C+ψ(x)w+(z) + C−ψ(−x)w−(z) + uˆ(x, z), uˆ ∈ D(A).
Ici, C± sont des constantes, ψ ∈ C∞(R), ψ(x) = 0 si x < l, ψ(x) = 1 si
x > l+ 1, et w± sont les fonctions propres du problème (7) avec λ±j = λ0. Si
un seul seulement des problèmes (7) (avec le signe "plus" ou "moins") admet
la valeur propre λ0, alors l’autre fonction w+ ou w− est supposée nulle. Ainsi,
nous pouvons dire que Rˆ(λ) admet la singularité d’ordre (λ−λ0)−1 au seuil
λ0 si et seulement si λ0 est valeur propre de A. Si λ0 n’est pas valeur propre
de A alors R1(λ0) = 0 et on a
ImR2(λ0 ± i0) = {χu : u ∈ D(λ0)}.
Nous en déduisons que Rˆ(λ) est borné dans un voisinage du seuil λ0 si et
seulement si λ0 n’est pas valeur propre de A et l’espace D(λ0) est réduit à
{0}.
Une fois le prolongement méromorphe de la résolvante établi, les consé-
quences standard s’ensuivent. En particulier, le principe d’absorption limite
s’obtient comme conséquence triviale de cette propriété de la résolvante. En
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fait, la formule (9) montre que le principe d’absorption limite est valable
pour tout λ0 ∈ [λ1,∞[, excepté aux valeurs propres de A et aux seuils pour
lesquels D(λ0) 6= {0}. Nous obtenons le comportement asymptotique en
temps long des solutions de l’équation des ondes instationnaire (1), (2) pour
une donnée initiale à support compact. Nous montrons que l’énergie de la
perturbation initiale tend vers l’infini dans le cas de la bande stratifiée non
perturbée (c’est–à–dire quand les coefficients a et b ne dépendent que de
z), et qu’elle peut rester dans une région bornée pour une bande localement
perturbée. Prenons la donnée initiale dans (1) nulle et le terme de droite de
l’équation (la force extérieure) de la forme f = e−iωth(x) où h est à support
compact. Soit S l’ensemble des seuils qui ne sont pas valeurs propres de A
et pour lesquels D(λ0) 6= {0}. Pour un tel seuil λ0, l’opérateur R2(λ0 ± i0)
dans la formule (9) n’est pas nul. Supposons d’abord que ω2 (le carré de la
fréquence de la force extérieure) n’est pas valeur propre et n’appartient pas
à S. Nous prouvons dans ce cas que la solution du problème se comporte
pour t grand comme combinaison linéaire d’ondes dont les fréquences sont
ω ou des racines carrées de valeurs propres de A. En particulier, le principe
d’amplitude limite est valable si A ne possède aucune valeur propre. Sinon,
le principe d’amplitude limite est valable en un sens plus faible : il existe une
limite pour T−1
∫ T
0 v(t, x, z)e
iωtdt quand T → +∞. Si ω2 coincide avec une
des valeurs propres de A alors l’amplitude de la solution croît linéairement
avec le temps. Si ω2 ∈ S alors l’amplitude de la solution croît comme √t.
Ces questions ont été étudiées dans le cas plus simple où la bande n’est pas
stratifiée et les coefficients de l’équation sont constants dans un voisinage
de l’infini (voir [16]). L’existence et la complétude des opérateurs d’ondes
peuvent se déduire immédiatement des asymptotiques en temps long des so-
lutions de l’équation des ondes (voir, par exemple, [14], où c’est fait pour
des problèmes extérieurs), mais ces propriétés des opérateurs d’ondes sont
connues dans des situations plus générales (voir [3, 15] et leurs références).
Enfin, par une technique assez différente, nous prouvons le résultat sui-
vant :
Théorème 1.1 ([13]). Pour r > 0, le nombre N (r) des valeurs propres
dans l’intervalle [0, r] est majoré par C(1 + r
3
2 ) pour une constante C > 0.
2. Bande stratifiée non perturbée
2.1. Seuils.
Dans cette section nous étudions les propriétés analytiques de la résolvante
tronquée pour le problème (3) quand les coefficients a = a(z), b = b(z)
ne dépendent pas de x. Dans ce cas nous notons l’opérateur A par A0,
et nous conservons la notation D(A0) pour le domaine de A0. L’équation
(A0 − λ)u = f s’écrit
−a(z)∇(b(z)∇u)− λu = f, dans ]0, h[,(11)
∂zu
∣∣
z=0
= u
∣∣
z=h
= 0,
5
et les seuils λ1 < λ2 < . . . sont les valeurs propres du problème de Sturm–
Liouville suivant
(12) − a(z)∂zb(z)∂zuj = λjuj , ∂zuj
∣∣
z=0
= uj
∣∣
z=h
= 0.
Les vecteurs propres uj associés aux λj forment une base orthonormale dans
L2([0, h], a−1).
2.2. Courbes de dispersion.
Pour étudier (11) en y considérant λ comme variable, il est pratique de
diviser l’équation par a(z)b(z) puis de séparer les variables. Cela mène au
problème de Sturm–Liouville suivant, dépendant du paramètre λ :
(13)
(
− 1
b(z)
∂z b(z)∂z − 1
a(z)b(z)
λ
)
vj = µjvj , ∂zvj
∣∣
z=0
= vj
∣∣
z=h
= 0.
Ici µj = µj(λ), vj = vj(λ) et les conditions au bord sont à comprendre
au sens faible, similairement à (6). Soit L2(I, b) l’espace L2 sur l’intervalle
I = (0, h) avec le poids b(z), c’est–à–dire
〈u, v〉L2(I,b) =
∫ h
0
b(z)u(z)v¯(z)dz.
L’opérateur dans le terme de gauche de (13) est auto–adjoint sur L2(I, b) si
λ est réel. C’est pourquoi, pour λ réel, le système de vecteurs propres {vj}
forme une base orthogonale dans L2(I, b). Nous choisissons vj réel pour λ réel
et unitaire dans L2(I, b). Comme le problème de Sturm–Liouville (13) dépend
analytiquement de λ, les fonctions vj (en tant qu’élément de L2(I, b)) et µj
sont analytiques selon λ dans un voisinage de l’axe réel (dans le cas multi–
dimensionnel, cela découle du théorème de Rellich ou de la théorie de T.
Kato). Les fonctions µj = µj(λ) ne peuvent avoir des racines complexes (non
réelles), car sinon le problème (12) admettrait des valeurs propres complexes
(coincidant avec les racines complexes des µj(λ)).
Dans le cas λ réel, le principe de min–max implique :
−κ2 < ∂µj
∂λ
< −κ1 < 0, où κ1 = min 1
a(z)b(z)
, κ2 = max
1
a(z)b(z)
.
Donc chaque fonction µj = µj(λ) admet exactement une seule racine réelle,
et il existe une bijection naturelle entre l’ensemble {λj} des seuils et l’en-
semble des racines des µj(λ) (comparer (12) et (13)). On a λ1 < λ2 < . . .
et des inégalités correspondantes pour les racines des fonctions µj = µj(λ),
provenant de (13) et de µ1(λ) < µ2(λ) < . . . pour λ réel. On peut donc dire
que µj(λ) = 0 si seulement si λ = λj . En particulier, si λ coincide avec un
seuil λj , alors vj(λ) = uj .
La figure suivante 2.2 donne une idée du graphe des µj(λ) pour λ réel.
2.3. Représentation de la résolvante dans C \ [λ1,∞[.
Des estimations classiques sur l’équation (11) montrent que le spectre de A0
est contenu dans [λ1,+∞[, et donc que la résolvante R0(λ) est analytique
en λ ∈ C \ [λ1,∞[. Pour déterminer un prolongement analytique au–delà de
C \ [λ1,∞[, nous résolvons (11), pour λ ∈ C \ [λ1,∞[, par une méthode qui
fournit une expression pratique de u en fonction de λ.
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Fixons n ∈ N∗ arbitrairement. Divisons (11) par a(z)b(z) :
(14)[
−∂2x −
1
b(z)
∂z b(z)∂z − λ
a(z)b(z)
]
u =
f
a(z)b(z)
, ∂zu
∣∣
z=0
= u
∣∣
z=h
= 0.
Soit H1,λ le sous–espace suivant de L2(Ω) :
H1,λ =
v : v =
n∑
j=1
αj(x, λ)vj(z, λ), αj(·, λ) ∈ L2(R)
 , λ ∈ Un,
où Un est le domaine maximal de C pour lequel les fonctions {µj(·), vj(z, ·),
1 ≤ j ≤ n} sont analytiques. Soit P1,λ : L2(Ω)→ H1,λ l’opérateur défini par
la formule
P1,λg =
n∑
j=1
αj(x, λ)vj(z, λ), αj =
∫ h
0
b(z)g(x, z)vj(z, λ)dz, λ ∈ Un.
Soulignons que c’est vj , et non v¯j , qui est utilisé dans la dernière intégrale,
en dépit du fait que vj est à valeurs complexes pour λ complexe. Nous avons
(15)
∫ h
0
b(z)vk(z, λ)vj(λ, z)dz = δjk, λ ∈ Un, 1 ≤ k, j ≤ n,
puisque la relation est vraie pour λ réel et que le membre de gauche est
analytique en λ. De (15) il suit que P1,λ est une projection. Cependant, la
projection P1,λ n’est orthogonale dans L2(Ω, b) que si λ est réel, et P1,λ est
le prolongement analytique de cette projection orthogonal pour λ ∈ Un.
Soit P2,λ = I − P1,λ, et soit
H2,λ = P2,λL
2(Ω), λ ∈ Un.
Puisque H1,λ et H2,λ sont invariants pour l’opérateur du membre de gauche
dans (14), nous pouvons écrire la solution u = R0(λ)f de (11) comme la
somme u = u1 +u2, avec us = Ps,λu ∈ Hs,λ, s = 1, 2, où chaque composante
us satisfait
(16)
[
−∂2x −
1
b(z)
∂z b(z)∂z − λ
a(z)b(z)
]
us = gs, ∂zus
∣∣
z=0
= us
∣∣
z=h
= 0,
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avec gs = Ps,λ fa(z)b(z) , s = 1, 2.
D’une part, puisque u1 et g1 sont dans l’espace H1,λ de dimension finie n, la
résolution de (16) pour s = 1 mène rapidement à
(17) u1 =
n∑
j=1
∫ ∞
−∞
e−
√
µj(λ)|x−y|
2
√
µj(λ)
fj(y, λ)dy vj(z, λ), λ ∈ C \ [λ1,∞[,
avec
(18) fj(x, λ) =
∫ h
0
a−1(z)f(x, z)vj(z, λ)dz.
D’autre part, on montre de façon classique (voir [8]) que l’équation (16) avec
s = 2 admet une unique solution u2 ∈ H2,λ pour tout λ ∈ Un \ [λn+1,∞[,
avec
‖u2‖D(A0)+‖∂xu2‖H1(Ω)+‖∂z b(z)∂zu2‖L2(Ω) ≤ c(λ)‖g2‖L2(Ω), λ ∈ Un\[λn+1,∞[.
En posant Rn(λ)f = R0(λ)
[
abP2,λ
f
ab
]
, nous définissons l’opérateur Rn(λ) :
f → u2, qui satisfait donc l’estimation
(19)
‖∂xRn(λ)f‖H1(Ω)+‖∂z b(z)∂zRn(λ)f‖L2(Ω) ≤ c(λ)‖f‖L2(Ω), λ ∈ Un\[λn+1,∞[.
Soit l’opérateur
Bλ =
[
abP2,λ
1
ab
(A0 − λ)
]
+ P1,λ : D(A0)→ L2(Ω, a−1), λ ∈ Un.
Il coincide avec A0−λ sur l’espace H2,λ et avec l’opérateur identité sur H1,λ.
Il est borné et dépend analytiquement de λ ∈ Un. La formule
Rn(λ)f = B
−1
λ [abP2,λ
f
ab
]
montre alors que l’opérateur Rn(λ) est analytique en λ ∈ Un \ [λn+1,∞[.
La résolvante
R0(λ) = (A0 − λ)−1 : L2(Ω, a−1)→ D(A0), λ ∈ C \ [λ1,∞[,
admet donc la représentation suivante :
(20) R0(λ)f =
n∑
j=1
∫ ∞
−∞
e−
√
µj(λ)|x−y|
2
√
µj(λ)
fj(y, λ)dy vj(z, λ) +Rn(λ)f,
où n est arbitraire,
√
µj(λ) est défini par la condition
√
µj(λ) > 0 pour
λ < λj , et Rn(λ) dépend analytiquement de λ quand λ ∈ Un\[λn+1,∞[, avec
l’estimation (19) satisfaite. De la représentation (20) il suit immédiatement
le
Théorème 2.1. Le spectre de A0 est absolument continu, coincide avec
[λ1,∞[, et a la multiplicité 2j sur ]λj , λj+1[.
Dans le cas a(z) = 1, ce résultat se trouve dans [6, 7].
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2.4. Prolongement méromorphe de la résolvante tronquée.
Pour fj = fj(λ) défini à partir de f ∈ L2(Ω) dans (18), posons
Sj(λ)f (x, z) =
∫ ∞
−∞
χ(x)
sinh
√
µj(λ)|x− y|
2
√
µj(λ)
χ(y)fj(y, λ)dy · vj(z, λ),
Tj(λ)f (x, z) =
∫ ∞
−∞
χ(x)
cosh(
√
µj(λ)|x− y|)
2
√
µj(λ)/(λj − λ)
χ(y)fj(y, λ)dy · vj(z, λ),
Qn(λ) = χRn(λ)χ−
n∑
j=1
Sj(λ),
La résolvante tronquée Rˆ0(λ) = χR0(λ)χ s’écrit donc
(21) Rˆ0(λ) =
n∑
j=1
1√
λj − λ
Tj(λ) +Qn(λ), λ ∈ Un \ [λn+1,∞[,
où
√
λj − λ > 0 pour λ < λj . Les opérateurs Tj et Qn dépendent analyti-
quement de λ dans Un \ [λn+1,∞[, et dsdλsTj(λ), s ≥ 0, sont des opérateurs
de rang fini quand λ = λj .
Soit Mn la surface de Riemann de la fonction
fn =
n∑
j=1
√
λj − λ, λ ∈ Un \ [λn+1,∞[,
où
√
ξ > 0 quand ξ > 0 (Mn admet la coupure [λn+1,∞[). La représen-
tation (21) montre que, pour tout n ≥ 1, Rˆ0(λ) admet un prolongement
analytique dans Mn. Le prolongement analytique n’a pas de pôles, a des
points de branchement en λ = λj .
Remarque 2.1. L’opérateur Tj(λ) est réel si λ est réel, puisque, dans ce
cas, Tj(λ)f = Tj(λ)f¯ . Il en résulte que l’opérateur R2(λ0+i0) défini dans (9)
est égal à son conjugué R2(λ0 − i0), et est réel.
2.5. Principe d’absorption limite.
Soit f ∈ L2(Ω) à support compact 2. Pour tout λ0 ∈ [λ1,∞[, il s’agit de voir
si les limites de R0(λ0 ± iε)f existent (et en quel sens ?) quand ε↘ 0, et si
oui, caractériser ces limites, notées alors, respectivement, de R0(λ0 ± i0)f .
Posons
(22) αj = αj(λ0) = i lim
λ→λ0+i0
√
µj(λ).
De la partie 2.2, il suit que
(23) αj > 0 si λj < λ0, αj = 0 si λj = λ0.
Posons W (λ0), l’espace des fonctions u = u(x, z) telles que
(24) u =
∑
j:λj≤λ0
ψ(|x|)(C ′j + C ′′j signx)eiαj |x|vj(z, λ0) + uˆ,
2. le cas plus général f ∈ L2,s(Ω) peut se traiter comme dans [6, 7].
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où uˆ ∈ D(A0), ∂xuˆ ∈ H1(Ω), ψ ∈ C∞(R), ψ(x) = 0 quand |x| < 1, ψ(x) = 1
quand |x| > 2, et C ′j = 0 si λj = λ0. Soit
W (λ0) = {u¯ : u ∈W (λ0)}.
Notons que la relation u ∈ D(A0) (voir (4), (5) pour la définition de D(A))
implique que χu ∈ D(A0) pour toute fonction de troncature χ ∈ C∞0 (Rx)
telle que χ(x) = 1 pour |x| < l. Par définition, une suite un converge vers u
dans D(A0)loc quand lorsque χun → χu dans D(A0) pour toute fonction χ
de ce genre.
P.A.L. en dehors des seuils. Soit une valeur (fixée) λ0 réelle, en dehors
des seuils : λ0 6∈ {λj}. On peut considérer l’égalité (20) dans D(A0)loc et y
faire la limite quand λ → λ0 ± i0. Ceci conduit immédiatement au fait que
les fonctions de la forme
(25) u = R0(λ0 + i0)f, ou u¯ = R0(λ0 − i0)f.
sont solutions de
(26) (A0 − λ0)v = f, (x, z) ∈ Ω,
et qu’elles appartiennent respectivement àW (λ0),W (λ0). La solution de (26)
dans W (λ0) est unique. (L’unicité de la solution dans W (λ0) s’en déduit).
Ceci permet de caractériser complètement la limite dans (25).
Preuve (brève) de l’unicité. Soit u ∈ W (λ0), écrit sous la forme (24), et
solution de l’équation homogène (26). En multipliant (26) par u¯, puis en
utilisant la formule de Green dans un cylindre fini ΩL = Ω∩{(x, z) : |x| < L},
où L > 2, il vient une relation du type∑
j:λj<λ0
4iαj(|C ′j |2 + |C ′′j |2) + w1(L) + w2(L) = 0,
où w1(·) ∈ L1(2,∞) et w2(·) ∈ L2(2,∞). Donc∑
j:λj<λ0
αj(|C ′j |2 + |C ′′j |2) = 0,
ce qui, avec (23), montre que C ′j = C
′′
j = 0. C’est pourquoi u ∈ D(A0) et
∂xu ∈ H1(Ω). Ensuite, en appliquant la transformée de Fourier selon x ∈ R
à l’équation (A0 − λ0)u = 0, on obtient, pour presque tout µ, variable duale
de x,
−a(z)∂z(b∂zw) + a(z)b(z)µ2w − λ0w = 0, ∂zw
∣∣
z=0
= w
∣∣
z=h
= 0,
où w(µ, z) est la transformée de Fourier de u = u(x, z). Comme le problème
ci–dessus ne possède de solution non triviale que si w = Cvj et µ2 = −µj(λ0),
pour un j, il en résulte w(µ, ·) = 0, p.p µ. D’où l’unicité des solutions de (26).
P.A.L. en un seuil. Considérons maintenant le cas où λ est un seuil :
λ0 = λj0 . Posons
γ(f) =
∫ ∞
−∞
∫ h
0
a−1(z)f(x, z)uj0(z)dzdx.
10
Encore une fois il n’est pas difficile de vérifier que les limites suivantes existent
dans D(A0)loc :
u = lim
λ→λ0+i0
[
R0(λ)f − γ(f)
2
√
µj0(λ)
uj0(z)
]
,(27)
u¯ = lim
λ→λ0−i0
[
R0(λ)f − γ(f)
2
√
µj0(λ)
uj0(z)
]
.
De plus, elles sont solutions de (26) et satisfont :
(28)
u+
1
2
γ(f)|x|ψ(|x|)uj0(z) ∈W (λ0), u¯+
1
2
γ(f)|x|ψ(|x|)uj0(z) ∈W (λ0).
L’unicité de u (respect., u¯) comme solution de l’équation (26) et de la pre-
mière (respect., deuxième) condition de (28), permet de caractériser com-
plètement la limite dans (27). La preuve de l’unicité se fait avec les mêmes
arguments que dans le cas λ0 non seuil.
Remarque 2.2. 1) Si γ(f) 6= 0, alors R0(λ0 ± i0)f n’existent pas dans
D(A0)loc.
2) Si γ(f) = 0, alors (26) admet une solution unique dans W (λ0) et dans
W (λ0), et les solutions u ∈W (λ0), u¯ ∈W (λ0) sont déterminées par (25).
3. Résolvante tronquée pour la bande multistratifiée
Dans cette section nous établissons l’existence du prolongement analy-
tique (méromorphe) de la résolvante tronquée pour l’opérateur A qui corres-
pond au problème (3), dans lequel les coefficients dépendent de (x, z) pour
|x| < l et seulement de z quand |x| > l.
3.1. Quelques notations.
Rappelons deux définitions et une propriété importantes.
Définition 3.1. La fonction d’opérateurs F (λ) est dite famille d’opéra-
teurs de Fredholm si 1) les opérateurs F (λ) sont de Fredholm en tout point
d’analyticité ; 2) Si λ = λ0 est un pôle de F (λ), alors le coefficient d’ordre
zéro de (λ− λ0) dans la série de Laurent est de Fredholm.
Définition 3.2. - Famille finiment méromorphe d’opérateurs de type
Fredholm - Soient H1 et H2 deux espaces de Hilbert, et soit U un domaine
du plan complexe. Une fonction d’opérateurs F (λ) : H1 → H2, λ ∈ U ,
est dite famille finiment méromorphe d’opérateurs si 1) F (λ) dépend méro-
morphiquement de λ au sens de la norme d’opérateurs ; 2) pour tout pôle
λ = λ0 ∈ U les coefficients d’ordre strictement négatif de (λ − λ0) dans
le développement de F (λ) en série de Laurent sont des opérateurs de rang
fini. Si F (λ) admet des points de branchement d’ordre fini, alors elle est
dite finiment méromorphe si elle est finiment méromorphe en dehors des
points de branchement et si elle est finiment méromorphe selon la variable
z = (λ− λ0)1/n dans un voisinage d’un point de branchement λ0 d’ordre n.
Théorème 3.1. (voir [1]). Soit F (λ) une famille finiment méromorphe
d’opérateurs de type Fredholm dans un domaine U ⊂ C, et soit l’opérateur
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F (λ0) inversible en un point λ0 ∈ U . Alors F−1(λ) : H2 → H1, λ ∈ U , est
une famille finiment méromorphe d’opérateurs de type Fredholm.
L’équation (A− λ)u = f prend la forme
−a(x, z)∇ · (b(x, z)∇u)− λu = f, dans Ω,(29)
∂zu
∣∣
z=0
= u
∣∣
z=h
= 0,
où a = a±(z), b = b±(z) quand ±x > l. Les seuils λ±j sont les valeurs propres
du problème (12) avec a±(z), b±(z) à la place de a(z), b(z). Notons par A±
les opérateurs A0 introduits dans la section précédente, qui correspondent au
problème non perturbé (11) avec les coefficients a±(z), b±(z). Ces opérateurs
A± sont appelés "libres". Les résolvantes (A±−λ)−1 de ces opérateurs seront
notées par R±(λ) et les résolvantes tronquées par Rˆ±(λ). Nous posons
λj = min(λ
+
j , λ
−
j ).
3.2. Surface de Riemann pour la résolvante.
Soit Vn le domaine maximal sur lequel les fonctions {µ±j (·), v±j (z, ·), 1 ≤
j ≤ n}, sont analytiques (voir partie 2.2). Nous notons par Pn la surface de
Riemann de la fonction
gn =
n∑
j=1
(√
λ+j − λ+
√
λ−j − λ
)
, λ ∈ Vn \ [λn+1,∞[,
où
√
λj − λ > 0 quand λj > λ (Pn admet la coupure [λn+1,∞[). Soit C′ =
C\ [λ1,∞[, et 0 < arg(λ−λ1) < 2pi sur C′. La frontière ∂C′ de C′ consiste en
deux copies du demi–axe [λ1,∞[ sur lequel arg(λ−λ1) = 0, et arg(λ−λ1) =
2pi, respectivement. Ainsi, chaque réel λ > λ1 possède deux copies, λ+ i0 et
λ+ i0 = λ− i0, sur ∂C′. Ces deux points sont l’un au-dessus de l’autre dans
Pn. Il existe encore d’autres points dans Pn au–dessus de λ, mais ces points
n’ont pas d’intérêt particulier. On a, pour un seuil λ±k donné et un point
λ ∈ ∂C′, la détermination
√
λ±k − λ = −i
√
|λ− λ±k | si λ±k < λ et arg λ = 0,
et
√
λ±k − λ = i
√
|λ− λ±k | si λ±k < λ et arg λ = 2pi. Cela s’écrit aussi, pour
λ réel et λ±k < λ, par√
λ±k − λ− i0 = −i
√
|λ− λ±k |,
√
λ±k − λ+ i0 = i
√
|λ− λ±k |.
3.3. Expression de la résolvante de l’opérateur A.
Par des arguments variationnels standard on montre que, pour tout λ ∈
C \ [0,∞[, pour tout f ∈ L2(Ω), le problème (29) admet une solution faible
unique, u, qui satisfait l’estimation
(30) ‖u‖D(A0) ≤ c(λ)‖f‖L2(Ω), c(λ) > 0, λ ∈ C \ [0,∞[.
Comme l’opérateur (A− λ) : D(A)→ L2(Ω, a−1) est borné et dépend ana-
lytiquement de λ, il vient donc que l’opérateur R(λ) = (A − λ)−1 dépend
analytiquement de λ ∈ C \ [0,∞[.
Pour obtenir une expression utile de R(λ), en commençant par λ ∈ C′,
nous résolvons (29) en changeant d’inconnue, i.e, précisément, en posant u =
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P (λ)g, où g ∈ L2(Ω, a−1) et P (λ) est l’opérateur suivant ("parametrix") :
(31)
P (λ) = ψ1R+(λ)ϕ1+ψ2R−(λ)ϕ2+ψ3R(σ)ϕ3 : L2(Ω, a−1)→ D(A), λ ∈ C′,
où σ < 0 est choisi ultérieurement, ϕ1 ∈ C∞(Rx), ϕ1(x) = 1 quand x >
l + 2/3, ϕ1(x) = 0 quand x < l + 1/3, ψ1 ∈ C∞(Rx), ψ1(x) = 1 quand
x > l + 1/3, ψ1(x) = 0 quand x < l, ϕ2(x) = ϕ1(−x), ψ2(x) = ψ1(−x),
ϕ3 = 1− ϕ1 − ϕ2, ψ3 ∈ C∞(Rx), ψ3(x) = 1 quand |x| < l + 2/3, ψ3(x) = 0
quand |x| > l + 1. Nous obtenons alors l’équation :
(32) (A+ − λ)ψ1R+(λ)ϕ1g = K1(λ)g +K2(λ)g + ϕ1g,
où
K1(λ)g = −a+(z)b+(z)(∂2xψ1)R+(λ)ϕ1g,
K2(λ)g = −2a+(z)b+(z)(∂xψ1)(∂xR+(λ)ϕ1g).
Un point crucial est de voir queK1(λ) etK2(λ) sont des opérateurs compacts
dans L2(Ω, a−1), et qu’ils dépendent analytiquement de λ ∈ C\ [λ+1 ,∞[, ceci
d’après le théorème 2.1. Similairement, nous avons
(A− λ)ψ2R−(λ)ϕ2g = K34(λ)g + ϕ2g,
où K34(λ) est compact, analytique en λ ∈ C \ [λ−1 ,∞[ dans L2(Ω, a−1), et
(A− λ)ψ3R(σ)ϕ3g = K56g + ϕ3g,
où l’opérateur K56 est indépendant de λ et est compact dans L2(Ω, a−1).
Ceci prouve que g satisfait l’équation
(33) (A− λ)P (λ)g = g + T (λ)g, g ∈ L2(Ω, a−1), λ ∈ C′ = C \ [λ1,∞[,
où l’opérateur T (λ) est compact dans L2(Ω, a−1) et dépend analytiquement
de λ ∈ C′. Comme les constantes c(λ) dans (30) tendent vers zéro quand
λ est réel et tend vers −∞, on a donc ‖T (σ)‖ < 1 pour un bon choix de
σ < 0. En appliquant le théorème 3.1, il s’ensuit que la famille d’opérateurs
(I+T (λ))−1 est finiment méromorphe dans L2(Ω, a−1) quand λ ∈ C′. De (33)
nous tirons l’expression
(34) R(λ) = P (λ)(I + T (λ))−1 : L2(Ω, a−1)→ D(A), λ ∈ C′,
qui montre que R(λ) est une famille finiment méromorphe d’opérateurs
quand λ ∈ C′.
3.4. Prolongement méromorphe de la résolvante tronquée. Nous
avons donc obtenu la formule
(35) Rˆ(λ) = χR(λ)χ = χP (λ)(I + T (λ))−1χ, λ ∈ C′,
que nous allons étendre à λ dans la surface de Riemann Pn. Posons
Pˆ (λ) = χP (λ)χ : L2(Ω, a−1)→ D(A),
Tˆ (λ) = χT (λ)χ : L2(Ω, a−1)→ L2(Ω, a−1),
qui sont des opérateurs finiment méromorphes sur Pn, n ≥ 1. Pour le voir
par exemple pour Pˆ (λ), il suffit d’écrire, grâce à (31),
(36) Pˆ (λ) = ψ1Rˆ+(λ)ϕ1 + ψ2Rˆ−(λ)ϕ2 + ψ3Rˆ(σ)ϕ3.
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Comme Rˆ(λ) diffère de Pˆ (λ)(I + Tˆ (λ))−1, il faut travailler encore un peu
pour avoir le prolongement souhaité. Posons donc Kˆ(λ) = χ1T (λ)χ1, où χ1
est une nouvelle fonction de troncature, comme χ, i.e, χ1 ∈ C∞0 (Rx) telle que
χ1(x) = 1 quand |x| < l+ 1, et telle que, en plus, avec |χ1| ≤ 1 et χ1(x) = 0
quand |x| > l+ 2. La relation (35) peut s’écrire alors sous la forme suivante,
plus exploitable,
(37) Rˆ(λ) = Pˆ (λ)− Pˆ (λ)(I + Kˆ(λ))−1Tˆ (λ).
Les opérateurs I + Kˆ(λ) forment une famille de type Fredholm et finiment
méromorphe sur Pn, et I + Kˆ(σ) est inversible pour un σ < 0 bien choisi.
En utilisant le théorème 3.1, on peut presque conclure que (I + Kˆ(λ))−1
est une famille finiment méromorphe sur Pn, à ceci près que ce théorème ne
s’applique que dans un domaine U de C. Comme un voisinage assez petit d’un
point λ0 ∈ Pn qui n’est pas au–dessus d’un seuil est une copie d’un ouvert de
C (car ne possède qu’un feuillet), le théorème s’applique. Au voisinage d’un
point λ0 ∈ Pn qui est au–dessus d’un seuil λ±j , nous changeons de variable
en considérant à la place de λ la variable ξ =
√
λ±j − λ ∈ C, avec |ξ2| < ε
assez petit, pour lequel les opérateurs Rˆ±(λ) = χ(A±−λ)−1χ, et donc aussi
Kˆ(λ) = Kˆ(λ(ξ)), sont univoques (ou : "uniformes") comme fonctions de ξ,
avec un pôle d’ordre un en ξ = 0 et sans point de branchement (selon la
variable ξ). Ceci règle le détail final pour prouver que (I + Kˆ(λ))−1, puis
donc Rˆ(λ), admet un prolongement finiment méromorphe dans Pn.
Une première conséquence du résultat de prolongement méromorphe de
Rˆ(λ) est que l’ensemble des pôles de Rˆ(λ) est discret, c’est–à–dire que le
nombre de pôles de Rˆ(λ) dans tout compact de Pn est fini. La formule (37)
prouve aussi que les pôles de Rˆ(λ) sont indépendants de la fonction de tron-
cature χ.
3.5. Précisions sur la résolvante tronquée au voisinage des seuils.
Pour tout seuil λ0 ∈ {λ±j }, il existe donc un voisinage U ⊂ Pn dans le-
quel
(38) Rˆ(λ) = (λ− λ0)−m
(
R1(λ)−
√
λ0 − λR2(λ)
)
,
où les opérateurs R1(λ) et R2(λ) sont analytiques dans U , ∂kλR1(λ0) et
∂kλR2(λ0) sont de rangs finis quand k < n, et m, R1, R2 dépendent de
λ0 et du feuillet de Pn considéré.
En particulier, (38) est valable au voisinage de λ0 ± i0 ∈ ∂C′. Comme,
en plus, ‖R(λ)‖ ≤ 1/|=mλ| quand λ ∈ C′, il vient que les pôles de Rˆ(λ) sur
∂C′ sont simples et que m ≤ 1 dans (38) quand λ ∈ C′. Ceci prouve à la fois
la formule (9) et la proposition suivante :
Proposition 3.1. (Voir [8]). Les pôles de Rˆ(λ) sur ∂C′ sont simples et
ne peuvent s’accumuler qu’en l’infini.
Pour préciser les opérateurs R1, R2 de la formule (9) , nous considérons la
mesure spectrale dE(λ) (à valeurs projecteurs) qui correspond à l’opérateur
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A, c’est–à–dire
f =
∫ ∞
−∞
dE(λ)f, f ∈ L2(Ω, a−1),
et
h(A)f =
∫ ∞
−∞
h(λ)dE(λ)f,
pour toute fonction h borélienne sur R, et tout f ∈ D(h(A)). Soit dEˆ(λ) =
χdE(λ)χ la mesure spectrale tronquée. La formule de Stone implique direc-
tement
(39)
∫
∆
dEˆ(λ)f =
1
2ipi
lim
ε↘0
∫
∆
(Rˆ(λ+iε)−Rˆ(λ−iε))fdλ, f ∈ L2(Ω, a−1),
pour tout intervalle ∆ de l’axe réel tel que Rˆ(λ) soit régulier aux extrêmités
de ∆. Ceci, avec la formule (9), permet de démontrer le
Théorème 3.2. (Voir [8]). L’opérateur Rˆ(λ) admet un pôle en λ = λ0±
i0 ∈ ∂C′ si et seulement si λ0 est valeur propre de A. Le résidu R1(λ0 ± i0)
de Rˆ(λ) en λ0± i0 est l’opérateur de rang fini −χPχ, où P est la projection
orthogonale dans L2(Ω, a−1) sur l’espace propre de A associé à la valeur
propre λ0. En particulier, R1(λ0 ± i0) =: R1(λ0) est univoque.
Corollaire 3.1. (Voir [8]). De la proposition 3.1 et du théorème 3.2 il
suit que l’ensemble des valeurs propres de l’opérateur A est discret, et que ces
valeurs propres λ = µn, n = 1, . . ., sont de multiplicité finie, et ne peuvent
s’accumuler qu’en +∞.
Nous pouvons donc représenter la mesure spectrale dE(λ) sous la forme
dE(λ) =
∑
n
Pnδµn + dEc(λ),
où Pn est la projection orthogonale dans L2(Ω, a−1) sur l’espace propre de
A associé à la valeur propre µn, et dEc(λ) est la partie continue de dE(λ).
Pour spécifier l’opérateur R2(λ0 ± i0), nous prouvons dans [8] le
Théorème 3.3. (Voir [8]). Soit λ0 un seuil qui n’est pas valeur propre
de A. Alors l’image de R2(λ0 ± i0) est χD(λ0).
(L’espace D(λ0) a été défini dans l’introduction, voir (10)).
Remarque 3.1. De la relation classique
Rˆ(λ) = Rˆ(λ¯), λ ∈ C′,
on déduit que l’opérateur R2 de la formule (9) satisfait
R2(λ+ i0) = R2(λ− i0), λ > λ1.
Corollaire 3.2. (Voir [8]). 1) Rˆ(λ) est borné dans un voisinage d’un
seuil λ0 si et seulement si λ0 n’est pas valeur propre de A et l’espace D(λ0)
est réduit à {0}.
2) Soit λ0 un seuil qui n’est pas valeur propre de A. L’image de R2(λ0±i0)
est de dimension deux au plus. Elle est de dimension un au plus si λ0 est
dans {λ+j } \ {λ−j } ou dans {λ−j } \ {λ+j }.
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La formule de Stone et l’analyse de la résolvante tronquée mènent direc-
tement à la
Proposition 3.2. (Voir [8]). La mesure tronquée χdEc(λ)χ est absolu-
ment continue et a la forme
(40) χdEc(λ)χ = e(λ)dλ, e(λ) : L2(Ω, a−1)→ L2(Ω, a−1),
où e(λ) est un opérateur analytique en λ ∈ [λ1,∞[ avec des points de bran-
chement du second ordre aux seuils {λ±j }.
Pour chaque seuil λ0 ∈ {λ±j }, il existe un segment ∆ = {λ; |λ − λ0| <
ε} de l’axe réel et quatre opérateurs réels, eR, eI , BR(λ), BR(λ), les deux
derniers étant analytiques dans ∆, tels que
e(λ) =
{
eI
pi
√
λ0−λ +
√
λ0−λ
pi BI(λ), λ0 − ε < λ < λ0,
eR
pi
√
λ−λ0 +
√
λ−λ0
pi BR(λ), λ0 < λ < λ0 + ε.
4. Comportement asymptotique en temps long
Le lien entre les singularités de la résolvante tronquée et l’existence de
certaines solutions de l’équation (A−λ)u = 0 mène à la description détaillée
des propriétés de régularité de la mesure spectrale de l’opérateur A, qui
sont la base de l’analyse du comportement en temps long des solutions du
problème :
∂2t v − a(x, z)∇ · (b(x, z)∇v) = 0, (x, z) ∈ Ω, t > 0,(41)
∂zv
∣∣
z=0
= v
∣∣
z=h
= 0; v
∣∣
t=0
= 0, ∂tv
∣∣
t=0
= f,(42)
où f ∈ L2(Ω) est à support compact. L’analyse précédente de la mesure
spectrale permet d’obtenir la formule asymptotique suivante :
(43) v =
∑
n
sin
√
µnt√
µn
Pnf + w,
où, pour tout χ ∈ C∞0 (Rx),
(44) ‖χw‖L2(Ω) + ‖χ∂tw‖L2(Ω) + ‖χ
√
Aw‖L2(Ω) → 0 quand t→∞.
La preuve de (43) dans [8] exploite la proposition 3.2 et la formule classique
v =
∫ ∞
−∞
sin
√
λt√
λ
dE(λ)f.
Enfin, nous nous intéressons au comportement asymptotique en temps
de solution v du problème :
∂2t v − a(x, z)∇ · (b(x, z)∇v) = f(x)e−iωt, (x, z) ∈ Ω, t > 0,
∂zv
∣∣
z=0
= v
∣∣
z=h
= 0; v
∣∣
t=0
= ∂tv
∣∣
t=0
= 0,(45)
où ω est un réel non nul, f ∈ L2(Ω) est à support compact.
Désignons par S l’ensemble des seuils λ0 qui ne sont pas valeurs propres de
A et pour lesquels l’espace D(λ0) n’est pas réduit à {0}, et, par conséquent,
pour lesquels l’opérateur R2(λ0 ± i0) n’est pas nul (voir le théorème 3.3).
Nous obtenons le résultat suivant.
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Théorème 4.1. (Voir [8]). 1) Si ω2 n’est ni valeur propre de A, ni dans
S, alors
v = e−iωtu(x)−
∑
n
1
µn − ω2
(
cos
√
µnt− iω√
µn
sin
√
µnt
)
Pnf + w,
où u(x) est la limite de R(λ)f dans D(A)loc quand λ→ ω2 + i0 si ω > 0 ou
quand λ→ ω2 − i0 si ω < 0, et
l(w) := ‖χw‖L2(Ω) + ‖χ∂tw‖L2(Ω) + ‖χ
√
Aw‖L2(Ω) → 0 quand t→∞.
2) Si ω2 est une valeur propre µn, alors
v =
i
2ω
te−iωtPnf(x) + w, l(w) ≤ C(1 + tγ),
avec γ = 1/2 si µ est un seuil tel que D(ω2) 6= {0}, et γ = 0 sinon.
3) Si ω2 ∈ S, alors
v =
√
t
pi|ω|e
−iωtu(x) + w, l(w) ≤ C, u ∈ D(ω2),
où χu = (1 + i sign ω)R2(ω2 + (sign ω)i0)f , et R2 et D sont définis
dans (9), (10) (voir aussi le théorème 3.2, et la proposition 3.2).
Idée de Preuve. La solution v de (45) a la forme
(46) v =
∫ ∞
−∞
g(λ, t)dE(λ)f, g =
1
λ− ω2 (e
−iωt − cos
√
λt+
iω√
λ
sin
√
λt).
On exploite ensuite les relations (45) et la proposition 3.2.
5. Comptage des valeurs propres
Dans cette partie, la fonction a(·) de (1) ou (3) est prise constante, égale
à un, mais ceci n’est pas une restriction pour les résultats qui suivent. Soit
N (r) le nombre de valeurs propres de l’opérateur A dans l’intervalle [0, r],
r > 0 : N (r) = #(σp(A) ∩ [0, r]) où σp(A) désigne le spectre ponctuel de A.
Le résultat d’analyticité de la résolvante tronquée de A a montré dans les
sections précédentes que N (r) < ∞ pour tout r. Des estimations de N (r)
pour des problèmes similaires sont bien connues quand les fonctions b±(z)
sont constantes :
(47) N (r) ≤ Cr +O(r1/2) quand r → +∞,
et la valeur optimale de C est connue (voir [9]).
Démontrons (47), en reprenant directement une idée de Lax et Phillips
(voir [10]) pour le cas d’ondes en milieu non borné, mais homogène. Pour
simplifier, supposons b+ = b− =: b0. La non-homogénéité des coefficients
b(x, z) se trouve donc dans l’ouvert O :=] − l, l[×]0, h[. Il est alors possible
de caractériser les valeurs propres et les vecteurs propres de l’opérateur A en
termes, respectivement, de racines d’équations non linéaires, et de vecteurs
associés définis dans l’espace HO = {v ∈ H1(O)
∣∣ v∣∣
z=h
= 0}. Pour cela,
posons
γ : v(x, z) 7→ (v(−l, z), v(l, z)), l’opérateur trace de HO dans son image H˜,
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sous–espace fermé de H
1
2 (0, h)⊕H 12 (0, h) 3. Soit λ > 0, la forme quadratique
Q(λ) sur HO définie par
(48) Q(λ)u =
∫
O
b(x, z)|∇u(x, z)|2dxdz + 〈W (λ)γu, γu〉H˜′×H˜ ,
avec
(49) W (λ)ϕ =
∑
n: λn>λ
√
µn(λ)ϕnvn, ϕn ≡ 〈ϕ, vn〉L2(I,b0) ,
et 〈·, ·〉H˜′×H˜ désigne le produit de dualité dans H˜ ′× H˜. Pour la définition de
(µn(λ), vn(λ))n≥1, voir le paragraphe 2.2. Chaque forme quadratique Q(λ)
détermine une forme bilinéaire B(λ) sur HO ainsi qu’un unique opérateur
réel symétrique G(λ) non borné sur L2(O), de domaine
D(G(λ)) = {u ∈ HO
∣∣ ∃C > 0, |B(λ)(u, v)| ≤ C‖v‖L2(O),∀v ∈ HO},
tel que
〈G(λ)u, v〉L2(I) = B(λ)(u, v), ∀(u, v) ∈ D(G(λ))×HO.
L’opérateur auto–adjoint G(λ) est à résolvante compacte, et son spectre est
constitué d’une suite de réels croissante (ζj(λ))j≥1 tendant vers +∞.
Notons maintenant que si λ est valeur propre de A, associée au vecteur
propre φ ∈ D(A), alors la fonction u = φ∣∣O est non identiquement nulle dansO, et est vecteur propre de G(λ) pour la valeur propre λ. Donc nous avons
la propriété suivante :
(50) λ ∈ σp(A)⇒ ∃j, ζj(λ) = λ.
Il faut noter, et c’est le point clé dans le cas déjà connu où b0 ne dépend
pas de z (c’est donc ici une constante positive non nulle), que les vn sont
ici indépendants de λ, et donc les ϕn dans (49) aussi. Par conséquent, nous
voyons que si λ n’est pas un seuil, alors
(51)
d 〈W (λ)γu, γu〉
dλ
=
∑
n: λn>λ
d
√
µn(λ)
dλ
|(γu)n|2 ≤ 0,
Donc Q′(λ) ≤ 0, pour tout λ non seuil. Comme, en plus, la famille de formes
quadratiques Q(λ) : HO → R est continue en λ > 0, il en résulte qu’elle est
décroissante sur ]0,∞]. Comme la famille Q(λ) est analytique dans R\{λn}n
et décroissante dans ]0,∞[, les courbes ζj(λ) sont continues sur ]0,∞[, ana-
lytiques en λ 6∈ {λn}n, et décroissantes. Comme les ζj(λ) sont décroissants,
si ζj(λ) = λ pour un couple (j, λ), alors ζk(λ′) 6= λ′ pour tout λ′ < λ et tout
k ≥ j. Soit la forme quadratique Q˜ définie par
Q˜(u) = bO,min
∫
O
|∇u|2dxdz, u ∈ HO,
et soit l’opérateur réel auto–adjoint G˜ non borné sur L2(O), défini comme
G(λ) en remplaçant Q(λ) par Q˜. Les valeurs propres ζ˜1 ≤ ζ˜2 ≤ · · · ≤ ζ˜j →
3. H˜ est strictement dans H
1
2 (0, h) ⊕ H 12 (0, h), à cause de la condition formelle
v(±l, h) = 0.
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+∞ de G˜ sont indépendantes de λ. Il est connu que
#({j : ζ˜j ≤ bO,minr}) ≤ l
4
r + C max(l, 1)
√
r, ∀r ≥ 1.
De la minoration triviale Q(λ) ≥ Q˜, il vient ζj(λ) ≥ ζ˜j pour tout j, d’où l’es-
timation (47). Ce résultat vient donc de l’application directe de la méthode
de Lax et Phillips 4.
Revenons au cas général avec stratifications b±(z) pour |x| > l. En mo-
difiant la preuve ci–dessus, nous allons démontrer le
Théorème 5.1. (Voir [13]). Il existe C > 0 indépendant de l tel que
(52) N (r) ≤ C∗r3/2 + C max(l, 1) r, ∀r ≥ 1,
avec C∗ = C∗+ + C∗−, C∗± =
lR±b
8bO,min
√
b±,m
, et
bO,min = inf essO b(·),
R±b : plus petit entier ≥
√
2(b±,M/b±,m)2,
b±,M = sup ess]0,h[ b±(·),(53)
b±,m = inf ess]0,h[ b±(·).
Le résultat est encore valable avec des conditions de Dirichlet ou de Neumann
homogènes en z = 0, h, à la place des conditions au bord (2).
Donnons les grandes lignes de la preuve, sans calculs superflus. Sup-
posons pour simplifier que b+(z) = b−(z) =: b0(z). Soit, pour N ≥ 1,
λ ∈ [λN , λN+1[, l’opérateur auto–adjoint G(λ) défini similairement à G(λ),
en remplaçant la forme quadratique Q(λ) par
QN (λ)u =
∫
O
b(x, z)|∇u(x, z)|2dxdz(54)
+ 〈W (λ)γu, γu〉H˜′×H˜ + t(λ)
〈
V (λ)γu
∣∣γu〉
L2(I,b0)
, u ∈ HO,
avec t(·) une fonction réelle, pour l’instant arbitraire, mais au moins analy-
tique par morceaux, et
V (λ)ϕ =
N∑
n=1
ϕn(λ)vn(λ, ·).
Ici W 5 est encore défini par (49), à la différence près que les ϕn et vn dé-
pendent de λ. En particulier, la propriété (51) tombe à l’eau, et donc, il n’y
a plus de raison que G′N soit négatif avec le choix t(·) = 0.
Notons par la suite réelle croissante (ζN,j(λ))j≥1 tendant vers +∞ les élé-
ments du spectre de GN . Ces ζN,j(λ) dépendent analytiquement (par mor-
ceaux) de λ ∈]λN , λN+1[. Notons à nouveau que si λ est valeur propre de
A, associée au vecteur propre φ ∈ D(A), alors la fonction u = φ∣∣O est non
identiquement nulle dans O, satisfait γun(λ) = 0 pour tout n ≤ N , et donc
V (λ)γu = 0, et par suite, u est vecteur propre de GN (λ) pour la valeur
propre λ. Donc la propriété (50) est conservée, avec ζj remplacé par ζN,j .
4. C’est pourquoi il n’a pas été considéré comme nouveau dans [13]
5. qui est −TR de [13]
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Soit 0 = κ0 < κ1 . . . < κk → +∞ une suite strictement croissante contenant
tous les seuils λn. Posons Jk,N =]κk, κk+1] ∩ [λN , λN+1]. En choisissant la
fonction
t(λ) =
√
2b±,M (λN+1 − λN ) κk+1 − κk
λ− κk+1 + 1√2Cρ (λN+1 − λN )
, λ ∈ Jk,N ,
où Cρ = (b±,M/b±,m)2, de façon que
λ− κk+1 + 1√
2Cρ
(λN+1 − λN ) > 0, ∀λ ∈ Jk,N ,
c’est–à–dire, de façon que
(55)
1√
2Cρ
(λN+1 − λN ) > κk+1 − κk,
alors, bien sûr QN = QN,k dépend du choix de l’intervalle Jk,N , mais la
condition de décroissance est remplie localement :
dQN,k(λ)
dλ
≤ 0, ∀λ ∈ Jk,N .
Ceci permet de comparer le nombre NA(Jk,N ) = #(σp(A)∩Jk,N ) avec les va-
leurs propres ζ˜j de l’opérateur G˜. L’estimation cherchée est acquise lorsqu’on
s’aperçoit que la condition (55) est satisfaite si l’on découpe chaque intervalle
[λN , λN+1] en Rb± segments (nombre indépendant de N) pour construire les
κk.
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Perspectives
Il y a des questions (difficiles) qui se posent après les résultats qui
viennent d’être développés.
— Préciser le domaine maximal Un défini en section 2. Il faudrait pouvoir
donner une condition explicite , comme par exemple |=mλ| ≤ e−C<eλ,
suffisante pour que λ ∈ Un. En particulier, ∩nUn est–il un ouvert
contenant R ?
— Pour préciser le comportement en temps "intermédiaire", ni court,
ni long, des solutions du problème (41), il faut, dans des études
similaires, préciser les résonances λ en dehors des valeurs propres,
et qui peuvent s’approcher de l’axe réel, asymptotiquement quand
<eλ→ +∞.
— Si l’hypothèse selon laquelle les coefficients de (3) sont indépendants
de x dès que |x| > l est affaiblie et remplacée par exemple par l’hypo-
thèse que les coefficients tendent exponentiellement vers des fonctions
indépendantes de x à l’infini, alors les difficultés techniques nouvelles
qui surgissent ne me paraissent pas surmontables automatiquement.
Sans doute on peut arriver à un énoncé similaire de prolongement mé-
romorphe de la résolvante. Mais les résultats du comptage des valeurs
propres se généralisent-ils ? Ceci ne me parait pas clair.
— Qu’en est-il du cas du système de l’élasticité par exemple ? On s’at-
tend bien sûr à l’existence d’un prolongement méromorphe de la ré-
solvante. Mais le comptage des valeurs propres reste encore nette-
ment plus compliqué. En fait, l’étude des seuils n’est pas simple non
plus, car les courbes de dispersion ne sont pas monotones (Cf. [2] par
exemple).
Le traitement infligé à notre opérateur A peut-il être étendu à d’autres opé-
rateurs ? Ainsi, le cas d’un milieu périodique, modèle de l’optique pour les
micro et nano–technologies, plus général que notre milieu stratifié, est ac-
tuellement très étudié. Voir notamment [17]. Nous pouvons donc considérer
l’équation (1) avec des fonctions a(·), b(·), non pas indépendantes de x pour
|x| > L, mais périodiques en x pour |x| > L, ainsi que des conditions au
bord périodiques du genre
v|z=0 = eiβv|z=h, ∂zv|z=0 = eiβ∂zv|z=h,
pour un paramètre β réel, à la place de (2).
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Partie II :
Quelques Problèmes Inverses pour
l’équation de la chaleur

Introduction de la deuxième partie
Cette deuxième partie se compose de trois chapitres qui peuvent se lire
indépendamment. Dans chaque partie, nous considérons le domaine Ω borné
assez régulier de Rn, n ≥ 1, de bord noté Γ = ∂Ω, et le paramètre temps
T > 0, puis l’équation de la chaleur suivante (que l’on remplacera en fin de
chapitre 2 par un système parabolique couplé 1D) :
(1) ∂tu− div(c∇u) = f dans ΩT :=]0, T [×Ω,
avec une condition au bord de type Dirichlet :
(2) u = h sur ΓT :=]0, T [×Γ,
et avec la condition initiale
(3) u(0, x) = u0(x) dans Ω.
Le plus souvent, u0 ∈ L2(Ω), bien qu’il soit possible de prendre un espace
plus grand que L2(Ω).
Le coefficient de diffusion est une fonction c(t, x), et mesurable dans ΩT ,
régulière selon la variable temporelle t. Il satisfait la condition (usuelle) :
(4) ∃C > 0, C ≤ c(t, x) ≤ 1/C <∞, ∀(t, x) ∈ ΩT .
Dans au moins les deux premiers chapitres, c est indépendant du temps t.
Nous considérons dans cette partie II deux types de problèmes inverses
dans lesquels les fonctions c et u0 sont inconnues. Le problème qui nous
intéresse consiste à déterminer c, puis éventuellement u0, à partir d’un type
particulier de données. Par l’expression vague "déterminer c", nous pouvons
signifier une partie des trois points du programme suivant :
— Montrer l’unicité de c dans une certaine classe de coefficients.
— Montrer en plus de l’unicité, de la stabilité, pour une certaine mé-
trique dans la classe de c.
— Donner un procédé de (re)construction de la solution (unique) c, adé-
quat pour l’élaboration d’un code numérique.
Les données de tels problèmes peuvent être distinguées en "input" - fonc-
tions que nous imposons dans les équations - et en "output" - fonctions qui
proviennent de mesures.
Dans le premier type de problème inverse, nous nous bornons pour le
cas de la dimension n ≥ 2 aux deux premiers points du programme de
détermination c, et effectuons les trois pour le cas n = 1 (système parabolique
couplé 1D). De plus, les données sont en nombre fini sur le bord latéral ΓT du
cylindre ΩT ainsi que sur une section {θ}×Ω pour un temps donné θ ∈]0, T [
et la fonction c est supposée indépendante du temps. Nous donnons une
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estimation de ‖c − c˜‖L2(ω), où c˜ désigne une autre conductivité, qui sera
pour nous connue. Il s’agit donc d’un résultat de stabilité local, qui est le
principal objet du chapitre 2 de cette partie.
Il a été montré dans l’article très cité de Bukgheim et Klibanov (Cf. [23])
qu’un outil essentiel pour traiter le premier type de problème inverse est
une inégalité de Carleman globale sur u, en supposant connus soit u|γ pour
un ouvert (relatif) γ ⊂ Γ soit u|ω pour un ouvert ω ⊂ Ω. Une inégalité de
Carleman globale pour l’équation parabolique est démontrée dans [30], pour
le cas d’un coefficient c(·) régulier. Lorsque c(·) est seulement régulier par
morceaux Ωj , et sous certaines conditions sur la géométrie de ces Ωj ainsi
que sur le signe du saut de c à travers ∂Ωj , un résultat analogue est obtenu
dans [28]. En partant d’hypothèses plus larges sur c que celles dans [28],
nous prouvons qu’il est possible de prolonger leur inégalité de Carleman.
C’est l’objet du chapitre 1.
Dans le second type de problème inverse que nous traitons, et qui est
l’objet du chapitre 3, les données sont en nombre infini, mais sur le bord
latéral seul : c’est le problème de Calderón pour l’équation parabolique.
Nous nous bornons au troisième point du programme de détermination c :
chercher un outil théorique pour reconstruire, au moins en partie, la fonction
inconnue c(t, x). Nous la supposons de la forme c = c0 + (c1 − c0)χD où
c0(x) est régulière et connue "(background"), l’ensemble D inconnu, appelé
inclusion, ne touche pas le bord latéral ΓT et est un ouvert relatif de [0, T ]×Ω,
la fonction c1(x) est régulière et inconnue dans D, et satisfait c1(x) 6= c0(x)
pour (t, x) sur le bord latéral deD. Nous considèrons les deux cas : le premier,
le plus simple, où D est supposé cylindrique de la forme [0, T ]×D0 pour un
ouvert D0 de Ω : la conductivité c est alors une fonction indépendante du
temps et l’inclusion est stationnaire. Dans le second, la section Dt = D∩{t}
dépend (régulièrement) de t : l’inclusion est mouvante. Nous nous limitons
alors au cas c0 = 1, c1 = k2 avec le nombre inconnu k > 0, k 6= 1.
Notation. Dans la suite, D(L) désigne le domaine de l’opérateur L =
∂t − div(c∇·), à savoir,
D(L) := {u : u ∈ L2(0, T ;H10 (Ω)), ∂tu ∈ L2(0, T ;H−1(Ω)), Lu ∈ L2(ΩT )}.
Nous écrivons Lu à la place de Lu si u ∈ D(L).
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Chapitre 1
Une Inégalité de Carleman pour l’équation de la
chaleur
1. Introduction
Dans tout ce chapitre, nous supposons la dimension spatiale n ≥ 2, les
ensembles Ω et Γ de classe C2, et considérons les équations (1), (2), (3) dans
le cas où la donnée au bord est nulle, i.e, h = 0. Le but (atteint en chapitre
2) est d’obtenir une estimation de Carleman globale sur la solution u de
l’équation de la chaleur, avec u0 inconnu, mais en supposant u|ωT connu, où
ωT = (0, T )× ω, ω étant un ouvert non vide donné dans Ω. Nous reprenons
la plupart des hypothèses suivantes de [28] sur le coefficient de diffusion c(·),
où deux situations exclusives sont considérées ("cas 1" et "cas 2").
La fonction c est régulière par morceaux dans Ω. Plus précisément, l’ouvert
Ω admet une partition en deux ouverts non vides de classe C2, Ω1 et Ω2 =
Ω \ Ω1, tels que cj ≡ c|Ωj ∈ C1(Ωj), j = 1, 2. L’interface S = Ω1 ∩ Ω2 est de
classe C2. L’ouvert ω satisfait :
Hypothèse 1.1. Chaque composante connexe de Ω1 contient une partie
de ω.
Il y a les deux situations différentes suivantes.
— Cas 1 : Ω1 ⊂⊂ Ω (voir Fig. 1) ;
— Cas 2 : Ω2 ⊂⊂ Ω (voir Fig. 2).
Notons par n la normale unitaire sur S sortante de Ω2 et entrante dans Ω1,
aussi bien que la normale unitaire sur Γ sortante de Ω. Formellement, le saut
d’une quantité q sur S est défini par [q] := q1 − q2 ≡ (q|Ω1)|S − (q|Ω2)|S .
Hypothèse 1.2. Pour le cas 1. Il existe un champ de vecteur ζ : Ω2 →
Rn, ζ ∈ C1(Ω2), tel que
ζ(x) · n(x) < 0 ∀x ∈ Γ ,
ζ(x) · n(x) > 0 ∀x ∈ S ,
ζ(x) 6= 0 ∀x ∈ Ω2.
Soient les caractéristiques associées à ζ,
(5)
{
dx(t)
dt = ζ(x(t)) , t > 0 ,
x(0) = x0,
avec x0 ∈ Γ. Il existe T1 > 0 et, pour tout x0 ∈ Γ, un temps t1(x0) < T1 tel
que la solution x(t) de (5) satisfait
x(t) ∈ Ω2 pour 0 < t < t1(x0), et x(t1(x0)) ∈ S.
Voir [28, page 624].
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Hypothèse 1.3. Pour le cas 2. Il existe un ouvert non vide O ⊂⊂ Ω2,
de normal unitaire sortante n, ainsi qu’un champ de vecteur ζ : Ω2 → Rn,
ζ ∈ C1(Ω2), tels que
ζ(x) · n(x) > 0 ∀x ∈ S ,
ζ(x) · n(x) > 0 ∀x ∈ ∂O ,
ζ(x) 6= 0 ∀x ∈ Ω2 \ O.
Soient les caractéristiques associées à ζ :
(6)
{
dx(t)
dt = −ζ(x(t)) , t > 0 ,
x(0) = x0 ,
avec x0 ∈ S, il existe T2 > 0 et, pour tout x0 ∈ S, un temps t2(x0) < T2 tels
que toute solution x(t) de (6) satisfait :
x(t) ∈ Ω2 \ O pour 0 < t < t2(x0), et x(t2(x0)) ∈ ∂O.
Voir la figure 2 ou [28, page 625].
Remarquer que S est partitionné en S = S+ ∪ S− ∪ S0 avec
S± := {x ∈ S; ±[c](x) > 0}, S0 = {x ∈ S; [c](x) = 0}.
Notre hypothèse originale vis–à–vis de [28, page 625], qui suppose S+ = ∅,
i.e, (c|Ω1)|S ≤ (c|Ω2)|S , est :
Hypothèse 1.4. (Voir [42]). L’ensemble S+ peut être étendu en une
variété S′ de classe C2 qui est l’interface entre deux ouverts Ω′1 et Ω′2 ⊂ Ω,
avec Ω′2 ⊂ Ω1, Ω2 ⊂ Ω′1, et chaque composant connexe de Ω′1 = Ω \ Ω′2
contient une partie de ω. Voir les figures 1 et 2.
Remarque 1.1. Si S+ = ∅ alors l’hypothèse 1.4 est satisfaite pour le cas
1 avec S′ = ∅ et Ω′2 = ∅, et pour le cas 2 avec S′ = Γ, Ω′2 = ∅.
Notons par ∇′ la dérivée tangentielle sur S et posons
S00 := S+ ∩ S− ⊂ S0.
Nous avons besoin de l’hypothèse technique suivante.
Hypothèse 1.5. (Voir [42]). Il existe un voisinage V ⊂ S de S00 et
une fonction h0 ∈ C2(V ) tels que (∇′h0(x) 6= 0, ∀x ∈ V ) et (±h0(x) > 0,
∀x ∈ V ∩ S±).
Elle est équivalente à supposer que S00 est une sous–variété de dimension
(n − 2) de S, qui sépare S− ∩ V = h−10 (R−∗) et S+ ∩ V = h−10 (R+ ∗). Elle
est vérifiée si la fonction (au moins de classe C2) [c(·)] satisfait ∇′[c(x)] 6= 0
pour tout x ∈ S00, puisque nous pouvons alors prendre h0(x) = [c(x)].
Remarque 1.2. Si S+ = ∅ alors S00 = ∅ et l’hypothèse 1.5 est vérifiée.
Cependant il peut arriver que les ensembles S+, S−, soient non vides, mais
que S00 soit vide. Dans une telle situation nous avons ∇′[c] = 0 sur S0 =
∂S+ ∪ ∂S−.
Remarque 1.3. Dans l’hypothèse 1.5 la fonction h0 peut être étendue
en une fonction h˜0 ∈ C2(W ), où W est un certain voisinage de S00 dans Ω
tel que le champ de vecteurs ∇′h0 ∈ (C1(V ))n−1 s’étend en un champ ∇h˜0 ∈
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(C1(W ))n avec ∇h˜0(x) 6= 0 pour tout x ∈ W . L’ensemble h˜−10 ({0}) ⊂ W
sépare W en deux parties W+ = h˜−10 (R+∗) et W− = h˜
−1
0 (R+∗). Donc, si
S′ est un prolongement C2 de S+, alors S′ ∩ W+ = S+ ∩ W = S+ ∩ V ,
S ∩W− = S− ∩W = S− ∩ V , h˜0(x) < 0 pour tout x ∈ (S′ \ S+) ∩W et
h˜0(x) > 0 pour tout x ∈ S+ ∩W .
En plus, nous pouvons réduire V et W suffisamment, de façon que |h˜0| ≤ 12
dans W .
S’
S−
Γ
S’
S+
Γ
ω
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’
Ω
Ω
1
2
ω
Ω
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2
Figure 1. Cas 1 : les hypothèses 1.2, 1.1 et 1.4 sont vérifiées.
La flèche signifie que nous étendons S+ à S′.
Γ
ω
S
S+
S’
ω
Γ
S’
S−
Ω
Ω
’Ω
’Ω1
21
2
Figure 2. Cas 2 : les hypothèses 1.3, 1.1 et 1.4 sont vérifiées.
La flèche signifie que nous étendons S+ à S′.
2. Résultats Principaux
2.1. Fonctions poids de Carleman.
Nous construisons dans cette section nos fonctions poids de Carleman par-
ticulières.
Lemme 2.1. (Voir [42]). Supposons le cas 1. Sous les hypothèses 1.1,
1.2, 1.4, 1.5, il existe des fonctions βi ∈ C0(Ω), i = 1, 2, satisfaisant les
propriétés suivantes.
(i) βi ∈ C0(Ω), βki ≡ βi |Ωk ∈ C2(Ωk), k = 1, 2 ; div(c∇βi) ∈ L∞(Ω).
(Donc, les conditions de transmissions sur S, i.e, [βi] = 0 et [c∂nβi] =
0, sont vérifiées).
(ii) βi(x) > 0, ∀x ∈ Ω.
(iii) Il existe r > 0 tel que |∇βi| ≥ r dans Ω \ ω, i = 1, 2.
(iv) ∂nβi(x) < 0 pour tout x ∈ Γ, i = 1, 2.
(v) β1 = β2 sur S00, β1(x) > β2(x) pour tout x ∈ S−, β2(x) > β1(x)
pour tout x ∈ S+.
(vi) Pour x ∈ S, soit la matrice symétrique M(x) := ∑i=1,2Mi(x) de
taille n+ 1, avec
(7) Mi :=
 −ρµi -ui |-ui |2 − ρ(µi)2t-ui −µiIn−1 t0Rn−1
|-ui |2 − ρ(µi)2 0Rn−1 2µi{|-ui |2 − ρ(µi)2}
 ,
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µi := c∂nβi,
-
ui:= ∇′βi, ρ(x) := (c1(x)c2(x))−1 et In−1 désigne la
matrice unitaire de taille n− 1.
Alors, il existe C > 0 indépendant de x ∈ S tel que :
M1(x) ≤ 0 dans S−,M2(x) ≥ 0 dans S+,M = 0 dans V ,
|M| ≤ −CM1 dans S− et |M| ≤ CM2 dans S+.
Lemme 2.2. (Voir [42]). Supposons le cas 2. Sous les hypothèses 1.1,
1.3, 1.4, 1.5, il existe des fonctions βi ∈ C0(Ω), i = 1, 2 que vérifient les
propriétés (i), (ii), (iv), (v), (vi) du lemme 2.1. La fonction β2 satisfait (iii)
du lemme 2.1 et β1 satisfait en plus :
(iii)′ il existe r > 0 tel que |∇β1| ≥ r dans Ω \ (ω ∪B),
où B est une boule ouverte telle que B ⊂⊂ O. De plus, β1 et β2 satisfont
(vii) β2 ≥ 2β1 dans B.
Remarque 2.1. 1) Les βi seront constantes sur Γ, i = 1, 2.
2) Les µi satisferont : µ2 = −ρ− 12 | -u2 | < 0 dans S+∩V , µ1 = ρ− 12 | -u1 | > 0
dans S− ∩ V , µ2 < −ρ− 12 | -u2 | dans S+ \ V et µ1 > ρ− 12 | -u1 | dans S− \ V .
3) Un petit calcul montre que si ∓µi ≥ ρ−1/2|-ui |, alors on a :
±Mi ≥ C(ρ(µi)2 − |-ui |2) ≥ C ′|M|, C, C ′ > 0.
Cette condition est satisfaite en particulier si
-
ui= 0Rn−1 et ∓µi > 0.
Les lemmes 2.1 et 2.2 se prouvent en suivant la démarche dans [28]. Voir
[42] pour les détails.
2.2. Inégalités de Carleman globales.
Posons β := 54 maxi=1,2 maxΩ βi. Nous pouvons supposer :
(8) max
i=1,2
max
Ω
βi(x) < β < 2 min
i=1,2
min
Ω
βi(x) ,
puisque, sinon, nous remplaçons βi par βi + 4β puis β par 6β.
Posons
φi(t, x) :=
eλβi(x)
t(T − t) ,
ζi(t, x) :=
eλβ − eλβi(x)
t(T − t) ,
Πj := s
jηj(t)
(
e−2sζ1(t,x) + e−2sζ2(t,x)
)
, j ∈ N.
Remarque 2.2. Pour que les notations de ce chapitre correspondent à
celles du chapitre 2, il faut poser
ϕi(x) := e
λβi(x) − eλβ, η(t) := T
2
T (t− T ) ,
ce qui donne les relations
sζi(t, x) = −s˜η(t)ϕi(x), Πj := s˜jηj(t)
(
e2s˜η(t)ϕ1(x) + e2s˜η(t)ϕ2(x)
)
,
où s˜ = s/T 2.
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En vue de présenter le résultat principal de ce chapitre d’une façon com-
mune aux cas 1 et 2, nous posons B = O = ∅ pour le cas 1. (Les ensembles
B et O apparaissent pour le cas 2 dans le lemme 2.2.)
Théorème 2.1. (Voir [42]). Supposons les conditions du lemme 2.1 pour
le cas 1 (respectivement, du lemme 2.2 pour le cas 2) satisfaites.
Alors, il existe λ2(Ω, ω, c) > 0 tel que, pour tout λ > λ2, il existe une
constante C > 0 qui ne dépend que de Ω, ω, O, λ et c, et il existe s1(λ) > 0,
tels que l’on ait∫
Q
{
Π−1|∂tu|2 + Π−1|div(c∇u)|2 + Π3|u|2 + Π1|∇u|2
}
(9)
≤ C
(∫
ωT
Π3|u|2 +
∫
Q
Π0|Lu|2
)
,
pour tout u ∈ D(L) et tout s ≥ s1. De plus, s1 est de la forme s1 = σ1(T 2 +
T ), où σ1 > 0 est une constante qui ne dépend que de Ω, ω, O, c et λ.
3. Preuve du résultat principal
Dans cette section, nous démontrons le théorème 2.1. Nous nous restrei-
gnons au cas 1, en donnant les grandes lignes seulement. Pour les détails ou
le cas 2, voir [42].
Commençons par restreindre les solutions u à l’ensemble suivant (voir aussi
[28]) :
(10)
Z0 := {u : u|Ωj ∈ C2([0, T ]×Ωj), j = 1, 2, [u] = 0, [c∂nu] = 0, u = 0 sur ΓT }.
Le traitement du cas général u ∈ D(L) se fait ensuite comme dans [43, &
6.1]. Soit donc u ∈ Z0 et f := Lu ∈ L2(ΩT ). Posons ψi := e−sζiu, i = 1, 2.
En suivant la méthode dans [30] ou [28], nous tirons de (1) la relation
(11) M1ψi +M2ψi = fi,s,
où nous avons posé
M1ψi := div(c(x)∇ψi) + s2λ2φ2i |∇βi|2c(x)ψi + s∂tζiψi ,
M2ψi := ∂tψi − 2sλφic(x)∇βi · ∇ψi − 2sλ2φic(x)|∇βi|2ψi ,
fi,s := e
−sζif + sλφidiv(c(x)∇βi)ψi − 2sλ2φic(x)|∇βi|2ψi.
Cette relation (11) implique
(12) ‖M1ψi‖22 + ‖M2ψi‖22 + 2(M1ψi,M2ψi) = ‖fi,s‖22 ,
où (·, ·) désigne le produit scalaire dans L2(ΩT ). Calculons le produit sca-
laire du membre de gauche de (12), avec les indices i omis par soucis de
simplification. En posant ST = (0, T )×S et Q′ = ΩT \ST , nous obtenons la
relation
(13) (M1ψ,M2ψ) =
3∑
k=1,l=1
Ikl ,
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avec
• I11 :=
∫
Q′
div(c(x)∇ψ)∂tψ,
• I12 := −2sλ
∫
Q′
ϕdiv(c(x)∇ψ)c(x)∇β · ∇ψ,
• I13 = etc...
Des intégrations par parties, comme dans [28], mènent à la formule
(M1ψi,M2ψi) = Ji +Ki +Hi,
où les Ji sont des intégrales sur Q′, le Ki des intégrales sur ST , les Hi des
intégrales sur Σ. Le traitement de Ji et Hi se fait comme dans [28], d’où il
ressort la positivité des sommes J1 + J2 et H1 +H2 pour λ et (puis) s assez
grands, avec une minoration de J1 + J2, et donc de
∑
i=1,2(M1ψi,M2ψi),
pourvu que le terme K := K1 + K2 soit positif, ce qui mène directement
à (9). Il reste donc à montrer la positivité de K, et la preuve sera achevée.
En utilisant les relations ψi := e−sζiu et ∇ψi = e−sζi∇u + sλφi∇βi u, nous
avons les formules quadratiques suivantes, i = 1, 2,
Ki :=
∫
ST
e−2sζi
(
Qinn|c∂nu|2 + 2Qinτ · ∇′u(c∂nu) +Qiττ |∇′u|2
+2(Qi00 +X
i
00)|u|2 + 2(Qin0 +Xin0)(c∂nu)u
)
,
avec les coefficients
Qinn := sλφi[∂nβi], Q
i
nτ := sλφi[c∇′βi],
Qiττ := −sλφi[c2∂nβi], Qi00 := s3λ3φ3i [c2∂nβi |∇βi|2],
Qin0 := s
2λ2φ2i [c|∇βi|2],
Xi00 := s
−1φ−1i Q
i
00, X
i
n0 := s
−1φ−1i Q
i
n0.
Posons
Ri :=
 Qinn Qinτ Qin0Qinτ QiττIn−1 t0Rn−1
Qin0 0Rn−1 2Q
i
00
 , Xi :=
 0 0Rn−1 Xin0t0Rn−1 0n−1 t0Rn−1
Xin0 0Rn−1 2X
i
00
 ,
et R′i := e
−2sζiRi, X ′i := e
−2sζiXi, R′ := R′1 + R′2, X ′ := X ′1 + X ′2,
P := R′+X ′. Prouvons que, pour s assez grand, la matrice P (x) est positive
pour tout x ∈ S. Ceci impliquera la positivité de K et terminera la preuve.
Nous avons Ri = [c] sλφiLiMiLi et Xi = [c]λLiYiLi, avec les matrices
Li diagonales strictement positives de taille (n + 1), d’éléments diagonaux
Lijj = 1, j ≤ n, et Lin+1,n+1 = sλφi et la matrice Yi ne dépend ni de s ni de
λ. Donc P s’annule sur S0, puisque [c] y est nul.
Considérons le cas x ∈ V ∩ S+. Puisque les coefficients Xin0, Qi00, Xi00 s’an-
nulent dans ce cas, de la remarque 2.1 nous tirons que la matrice X ′(x)
s’annule. Puisque [c(x)] ≥ 0, M2(x) ≥ 0 et M1(x) = −M2(x) ≤ 0, nous
obtenons donc R2(x) ≥ 0 et R1(x) ≤ 0. De β2(x) ≥ β1(x) nous obtenons
φ2(x) ≥ φ1(x), ζ2(x) ≤ ζ1(x), e−2sζ2(x) ≥ e−2sζ1(x) et L2(x) ≥ L1(x). D’où
R′2(x) ≥ −R′1(x), R′(x) ≥ 0, et P (x) ≥ 0.
Similairement, nous obtenons P (x) ≥ 0 pour tout x ∈ V ∩ S−.
Considérons le cas x ∈ S+ \ V . Puisque la distance entre S+ \ V et S00
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est strictement positive et que β2(x) > β1(x), il existe donc r > 0, indé-
pendant de λ, s et de x, tel que β2(x) ≥ β1(x) + r. D’où la minoration
−ζ2(x) ≥ −ζ1(x) + r, qui implique R′ ≥ e−2sζ2(R2 − e−2rs|R1|). Puisque
|M1(x)| ≤ CM2(x), alors |R1(x)| ≤ CR2(x). D’où R′ ≥ e−2sζ2R2(1 −
Ce−2rs). Maintenant, notons que Xi est une perturbation de R2, d’ordre
au moins s−1φ−1i , i.e, nous avons |Xi(x)| ≤ C ′s−1R2(x), i = 1, 2. D’où
P ≥ e−2sζ2R2(1 − Ce−2rs − 2C ′s−1), qui est positif pour s suffisamment
grand.
Similairement, nous obtenons P (x) ≥ 0 pour tout x ∈ S− \ V .
Ceci termine la preuve.
4. Deux situations particulières
Il peut être intéressant pour le traitement du problème inverse (voir
chapitre 2 ultérieur) de n’avoir à traiter qu’une seule fonction β (ou ce qui
correspond, la fonction ϕ), à la place des deux β1, β2, car ceci permet de
diminuer le nombre d’observations.
Nous considérons le cas 1.
Lemme 4.1. (Voir [42]). Supposons S− = ∅, et que S+ = S \ S0 satis-
fait l’hypothèse 1.4. Alors il existe une fonction β ∈ C0(Ω) qui satisfait les
propriétés suivantes.
(1) βk ≡ β|Ωk ∈ C2(Ωk), k = 1, 2 ;
(2) [β] = 0 et [c∂nβ] = 0.
(3) β(x) > 0, ∀x ∈ Ω.
(4) Il existe r > 0 tel que |∇β| ≥ r dans Ω \ ω.
(5) β est constante sur Γ et ∂nβ(x) < 0 pour tout x ∈ Γ.
(6) Il existe r > 0 tel la matrice
M(x) := −ρc∂nβ ∇′β |∇′β|2 − ρ(c∂nβ)2t∇′β −(c∂nβ)In−1 t0Rn−1
|∇′β|2 − ρ(c∂nβ)2 0Rn−1 2c∂nβ{|∇′β|2 − ρ(c∂nβ)2}
 ,
satisfaitM(x) ≥ r > 0 sur S+.
Une preuve de ce lemme se trouve dans [42].
Remarque 4.1. La fonction β est construite indépendamment du fait
que [c] = 0 dans S \ S+.
Nous obtenons directement le
Corollaire 4.1. (Voir [42]). En modifiant les fonctions poids comme
suit,
φ(t, x) :=
eλβ(x)
t(T − t) , ζ(t, x) :=
eλβ − eλβ(x)
t(T − t) ,
Πj := s
jt−j(T − t)−je−2sζ , j ∈ N ,
(et aussi, en suivant la remarque 2.2, en posant ϕ(x) := eλβ(x) − eλβ), alors
le théorème 2.1 tient encore pour le cas 1 avec S− = ∅.
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Toujours dans le cas 1, supposons maintenant les ensembles S− et S+
non vides, mais S00 vide. Donc la distance d(S−, S+) est non nulle. Il est
alors possible, quitte–à modifier la fonction β du lemme 4.1, d’obtenir la
même conclusion du corollaire 4.1.
Remarque 4.2. Pour le cas 2, si S− est vide ou si, plus généralement,
S00 est vide, alors nous sommes ramenés dans la première ou la seconde
situations particulières de la section 4 (mais correspondant au cas 2). Donc,
nous pouvons encore prouver le théorème 2.1 (cas 2) en introduisant une
seule fonction β. Ceci donne un corollaire similaire au corollaire 4.1 (pour
le cas 2).
5. Remarque
Le résultat de l’article [39] ultérieur rend quelque peu obsolètes nos ré-
sultats du chapitre 1, ainsi que la méthode, puisque toutes les contraintes
sur la fonction c, tant sur le signe du saut de c à travers une interface que
sur la géométrie de Ω et des interfaces que nous imposons, y sont levées, à
l’exception de la régularité C2. En effet, les auteurs de [39] ont montré qu’il
ne faut pas traiter dans les formes quadratiques Ki les trois quantités c∂nu,
∇′u, u sur l’interface S comme indépendantes.
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Chapitre 2
Stabilité Höldérienne du Coefficient de diffusion
1. Introduction
Nous considérons principalement dans ce chapitre le cas n ≥ 2, l’équation
de la chaleur homogène (1) avec que les conditions au bord (2) et initiale (3),
à savoir,
(14)
 ∂tu− div(c∇u) = 0 dans ΩT :=]0, T [×Ω,u(0, x) = u0(x) dans Ω,
u(t, x) = h(t, x) sur ΓT :=]0, T [×Γ.
Le cas d’un système parabolique couplé pour n = 1 sera abordé en fin de
chapitre.
Le coefficient de diffusion est ici une fonction c(x) indépendante du temps t,
et mesurable dans Ω. Il est connu (voir [41]) que si c satisfait la condition (4),
alors, pour tout u0 ∈ L2(Ω) et tout h suffisamment régulier sur ΓT , le pro-
blème (1) + (2) + (3) admet une unique solution u ∈ L2(0, T ;H10 (Ω)) telle
que ∂tu ∈ L2(0, T ;H−1(Ω)), et que nous notons u = U(h, u0; c). Si, en plus,
f ∈ L2(ΩT ) et h = 0, alors u appartient au domaine D(L) de l’opérateur
L = ∂t − div(c∇·). Voir [40, Théorèmes 1.1, 4.1 et Remarque 4.3 ; Chap. 3]
et [41] pour des preuves complètes.
Durant une expérimentation, nous sommes censés ne pouvoir agir à l’aide
de capteurs que sur une partie γ du bord. Soit donc γ, un ouvert relatif du
bord Γ, et non vide. Les données sont :
(1) Input - La fonction h, à support dans γ. Nous dirons aussi : "contrôle
au bord (sur γ)".
(2) Output - La mesure de u = U(h, u0; c) dans Ω entier à un instant θ
(connu), avec 0 < t0 < θ < T .
(3) Output - La mesure du flux sortant (c∂nu) sur γ, pendant un inter-
valle de temps [t0, T ] (connu), où n désigne la normale unitaire sur
Γ, sortante.
L’explication du paramètre t0 > 0 est que nous n’avons pas la possibilité
d’agir sur les diverses quantités avant ce temps t0. Ainsi, dans les équa-
tions (14), nous supposons que la condition sur le bord est homogène pendant
le laps de temps [0, t0]. Mais, pour la démonstration du théorème principal
1.1, il n’est pas restrictif de se ramener au cas t0 = 0.
La condition au bord est aussi homogène sur Γ \γ pour tout t ∈ [0, T ]. Nous
avons donc u(t, x) = h(t, x) = 0, pour (t, x) ∈ Γ0,t0 ∪ (Γ \ γ)0,T , avec la
convention de notation que ga,b désigne l’ensemble (a, b)×g lorsque (a, b) est
un intervalle de temps et g un sous–ensemble de Ω.
Suivant une stratégie déjà élaborée dans [45], notre problème inverse consiste
à sélectionner des données en nombre fini, hl ∈ C∞(ΓT ), l ∈ [[1, ln]] pour un
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ln à déterminer aussi, pour que les solutions u = U(hl, u0; c) à l’instant θ,
u(θ, ·)|Ω, 1 ≤ l ≤ ln, ainsi que les mesures des dérivées normales des solutions
sur la partie γ du bord, (∂nu)|γT , permettent de déterminer le coefficient de
diffusion c inconnu. Rappelons que les termes non homogènes hl sont appelés
couramment "inputs" de l’équation (14) et les termes (∂nu)|γT et ul(θ, ·)|Ω
les "outputs". Si ln = 1, il n’y a qu’une expérimentation suffisante pour
le résultat. Si ln > 1, la stratégie nécessite au moins deux expérimentations
successives dans le temps. Au bout de la première (t = T ), la solution u = u1
de (14) avec l’input h = h1 prend une certaine valeur inconnue u1(T ) qui
sert de condition initiale pour la deuxième expérimentation, pour laquelle h,
t ∈ [0, T ], u0 dans (14) sont respectivement remplacés par h2, t+T ∈ [T, 2T ],
u1(T ). Et ainsi de suite pour effectuer les ln expérimentations. Ceci justifie
encore dans le modèle le fait que l’on considère u0 comme inconnu. En fait,
on peut raccourcir le temps réel d’expérimentation ln ·T car, l’équation étant
parabolique, les résultats qualitatifs (unicité) ou quantitatifs (stabilité) ul-
térieurs tiennent encore (avec une constante différente pour la stabilité, car
dépendant de T ) si T est remplacé par un temps plus court, arbitrairement
(mais il faut changer aussi t0 et θ).
Nous allons montrer l’unicité locale et la stabilité locale de c dans la
classe E(R) suivante. La nuance de "locale" est une restriction qui va aussi
être précisée. Soit E ⊂ L∞(Ω;R) l’ensemble des fonctions c(x) qui satisfont
les conditions suivantes :
(i) Les inégalités (4) sont vraies avec C = R.
(ii) La fonction c est régulière par morceaux (réguliers) dans Ω. De plus,
les conditions géométriques, ainsi que la condition de saut sur c(·) du
chapitre 1 sont remplies 1.
Nous posons Ωcj , j = 1, 2, les deux morceaux ouverts, et notons par cj la
restriction c
∣∣
Ωcj
, que l’on s’étend à Rn en fonction C∞. Rappelons que l’in-
terface Ωc1 ∩ Ωc2, notée ici Sc, est connexe et ne touche pas Γ. Ainsi, Sc, qui
dépend évidemment de c, contient l’ensemble des points de discontinuité de
c dans Ω. La détermination de c implique donc celle de Sc ! Nous supposons
que c’est l’ouvert Ωc1 qui ne touche pas Γ : Ωc1 est appelé l’inclusion.
La difficulté du choix des inputs oblige à considérer un problème inverse
local. Nous nous donnons donc d’abord une conductivité de référence c˜ ∈ E ,
ce qui permet un (bon) choix des hl. Ces inputs dépendent malheureusement
de c˜. Pour d’autres types de problèmes inverses (avec équation de la chaleur,
ou même, équation des ondes), comme dans les articles de référence [23],
[19], les inputs sont bons s’ils satisfont des conditions simples et générales
(du type h > 0, par exemple), et, par conséquent, les résultats n’y sont pas
locaux.
Notre objectif principal est de prouver le résultat suivant :
Théorème 1.1. (Voir [43]). Stabilité - Soient u˜0 ∈ L2(Ω) et c˜ ∈ E.
Alors il existe h1, h2 ∈ C∞0 (γt0,T ) tels que pour tout c ∈ E, tout u0 ∈ L2(Ω),
1. les auteurs de [39] ont prouvé qu’elles sont superflues, au moins pour obtenir des
inégalités de Carleman. Voir la Remarque en fin de chapitre 1.
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il existe C > 0 tel que
‖c− c˜‖2L2(Ω\ω) ≤ C
(
‖c− c˜‖2L2(ω) +
2∑
l=1
‖∂n(ul − u˜l)‖2H1(t0,T ;L2(γ))
+‖(ul − u˜l)(θ, ·)‖W 1,∞(Ω)
)
,(15)
où on a posé ul = U(hl, u0, c), u˜l = U(hl, u˜0, c˜).
Corollaire 1.1. (Voir [43]). Unicité Locale - Soient u˜0 ∈ L2(Ω) et
c˜ ∈ E. Alors il existe h1, h2 ∈ C∞0 (γt0,T ), tels que, pour tout u0 ∈ L2(Ω),
tout c ∈ E tel que c|ω = c˜|ω, si ul = u˜l sur γt0,T et si ul(θ, ·) = u˜l(θ, ·) dans
Ω, l = 1, 2, alors c = c˜.
Remarque 1.1. Il est possible d’écrire une version améliorée de ce co-
rollaire avec h1, h2, C, indépendants de c, u0, u˜0, pourvu que ceux-ci aient
des normes controlées. Voir la remarque 6.1 ultérieure. Une fois l’estimation
de c− c˜ acquise, il est alors possible d’estimer u˜0 − u0. Voir l’article [22] à
ce sujet.
Remarque 1.2. Les hypothèses de régularité C∞ peuvent être affaiblies,
en supposant les variétés Sc et Γ de classe C2n′+2, et les cj ∈ C2n′+1(Ωcj),
où n′ = [n/4] + 1. Voir [43] pour les précisions.
Remarque 1.3. Il existe d’autres voies pour déterminer la ou les in-
terfaces, qui ne nécessitent pas de mesure au temps θ, notamment celle des
ul(θ, ·). Voir le chapitre 3 à ce sujet.
La preuve du théorème 1.1 suit une idée de A.L. Bukhgeim et M.V. Kli-
banov (voir [23]) pour résoudre un problème inverse d’inconnue le potentiel
q(x) pour l’équation parabolique
(16) ∂tu−∆u+ qu = 0, dans ΩT .
La méthode dans [23] est basée sur une inégalité de Carleman, avec donnée
dans L2(ΩT ), correspondant à un terme non homogène dans le membre de
droite de (16). Elle est reprise dans l’article [22], qui s’intéresse à un problème
très similaire au nôtre, avec la difficulté de la discontinuité du coefficient de
diffusion. Les auteurs de [22] utilisent l’inégalité de Carleman, avec donnée
dans L2(ΩT ), établie dans [28]. Pour plus de simplicité, la fonction poids
de Carleman utilisée dans la preuve du théorème 1.1 est aussi celle de l’ar-
ticle [28], même si nous avons une version améliorée (mais sophistiquée) de
l’inégalité de Carleman dans le chapitre 1, où la contrainte sur le saut de la
fonction c à travers Sc a été allégée. Nous utiliserons donc l’estimation (9)
avec les hypothèses de [28], bien que les conditions géométriques et celle sur
le saut de c à travers Sc peuvent y être levées, comme prouvé dans [39]. Ce-
pendant, les auteurs de [39] utilisent une fonction poids (spatial) β(x) moins
pratique ici que celle de [28], car elle ne satisfait pas la condition suivante :
(17) div(c∇β) ∈ L∞(Ω).
que nous utilisons pour prouver le théorème 4.1.
Il y a des différences fondamentales dans nos hypothèses et notre preuve,
comparées à celles de [22]. Dans [22], et contrairement à nous, il est supposé
que :
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— L’interface Sc de la conductivité inconnue c est fixe donc connue, i.e,
Sc = S c˜.
— Le saut de c à travers Sc est constant, i.e, indépendant de x.
Pour lever ces conditions, nous utilisons les deux outils suivants.
- Une inégalité de Carleman avec donnée de la forme divxf ∈ L2(H−1)
(voir (29) dans le théorème 3.2), espace 2 qui est le dual de L2(H10 ). Ici, f est
une fonction vectorielle dans(L2(ΩT ))n. Pour une telle inégalité, la fonction
poids de Carleman est inchangée, i.e, c’est celle du cas avec donnée dans
L2(ΩT ) (voir (26) dans la proposition 3.1).
- Nous devons résoudre le problème suivant : déterminer l’unicité et la sta-
bilité L2 de c ∈ E solution de l’équation "linéaire" du premier ordre
(18) − div(c∇u) = f, dans Ω,
avec données u ∈ H1(Ω), f ∈ L2(Ω). Il s’agit d’estimer ‖c − c˜‖L2(Ω) en
fonction de u− u˜, f− f˜ , où c˜ est une solution donnée de (18) en y remplaçant
(u, f) par (u˜, f˜). Il faut remarquer que si c dépend linéairement de f , il n’en
est pas de même selon u. Contrairement au cas de l’équation (16), où le
potentiel q s’obtient algébriquement sous la forme
q(x) = −
(
∂tu−∆u
u
) ∣∣∣
t=θ
,
pour établir l’estimation de c− c˜, nous aurons besoin d’utiliser une inégalité
de Carleman avec fonction poids qui, en plus (pour bien faire), doit coincider
avec celle du problème parabolique prise au temps t = θ. Nous ferons donc
une hypothèse de type suivant sur la fonction u(x) de l’équation (18) :
|∇ϕ · ∇u| ≥ δ > 0, dans Ω,
où ϕ(x) provient de la construction de la fonction poids de Carleman. Cette
condition est à comparer avec celle de [22, Assumption 2.1], à savoir, dans
notre système de notations,
|∆xu| ≥ δ > 0 dans Ω \ Sc.
La fonction ϕ employée satisfait la condition utile
(19) div(c∇ϕ) ∈ L∞(Ω),
qui est équivalente à (17), puisque les fonctions ϕ et β sont reliées par
(20) ϕ(x) = exp(λβ)− exp(λβ(x)).
Voir aussi la remarque 3.1.
Notons par (P1) notre problème inverse. Des difficultés techniques pour
résoudre (P1) proviennent de ce que les observations sur l’intervalle de temps
(t0, T ) sont localisées sur la partie γ du bord. Il est plus facile de résoudre
d’abord deux problèmes similaires (P2), (P3), avec la modification que les
données au bord sont remplacées par des données distribuées. Soit donc un
ouvert non vide fixé ω de Ω. Comme on peut réduire ω au besoin, la seule
hypothèse utile est que ω ne touche ni Γ ni S c˜. (P2) correspond au cas où
2. les notations d’espaces sont précisées en section 2
38
ω ⊂ Ωc˜2, (P3) correspond au cas où ω ⊂ Ωc˜1.
Considérons les équations suivantes :
(21)
 ∂tu− div(c∇u) = Hχω dans ΩT ,u(0, x) = u0(x) dans Ω,
u(t, x) = 0 sur ΓT ,
où χω désigne la fonction indicatrice de ω et H(t, x) le terme source (ou
input), fonction dans L2(ΩT ). Nous fixonsH(t, x) = 0 pour t ∈ [0, t0] ou pour
x 6∈ ω. Il est connu qu’il existe une unique solution u ∈ L2(H10 ) de (21), notée
U(H,u0; c), que u ∈ C0([0, T ];H10 ) et que si H est suffisamment régulier (ce
qui sera notre cas), alors u ∈ Cr([t0, T ];D(Ak(c))) pour tous r, k ∈ N. En ce
qui concerne les problèmes inverses associés, les résultats à établir sont les
suivants, où L = 2 pour (P2) et L = 1 pour (P3).
Théorème 1.2. (Voir [43]). (Stabilité) - Soient u˜0 ∈ L2(Ω) et c˜ ∈ E.
Alors il existe Hl ∈ C∞0 (ωt0,T ), 1 ≤ l ≤ L, tels que pour tout c ∈ E, tout
u0 ∈ L2(Ω), il existe C > 0 tel que
‖c− c˜‖2L2(Ω\ω) ≤ C
(
‖c− c˜‖2L2(ω) +
L∑
l=1
∑
k=1,2
‖∂kt (ul − u˜l)‖2L2(ωt0,T )
+ ‖(ul − u˜l)(θ, ·)‖W 1,∞(Ω)
)
,(22)
où on a posé ul = U(Hl, u0; c), u˜l = U(Hl, u˜0; c˜), ωt0,t1 = (t0, t1)× ω.
La suite du texte concerne la preuve du théorème 1.1. Nous posons
quelques notations, puis nous établissons les deux problèmes inverses suc-
cessifs (P2) et (P3), similaires à notre principal problème inverse, appelé
(P1). Ceux–ci sont intermédaires et plus simples, de difficulté croissante, i.e,
en langage simpliste, (P3)⇒ (P2)⇒ (P1). Les résultats correspondants de
(P2) et (P3) peuvent être vus aussi indépendamment.
Nous commençons donc par nous occuper de (P3), en prouvant le théo-
rème 1.2 dans le cas ω ⊂ Ωc1, L = 1.
2. Notations
Nous prenons les conventions d’écritureHr = Hr(Ω),Hr(Hs) = Hr(0, T ;Hr(Ω)),
r, s ∈ R, et H0 = L2. De même avec H10 (Ω) à la place de H1(Ω). Si k est
un réel positif, V un ouvert de Rn et f une fonction définie dans V ′ ⊃ V ,
nous écrivons f |V ∈ Ck(Rn) si f |V peut être prolongée à tout Rn comme
une fonction de classe Ck.
L’opérateur formel de la chaleur défini par une conductivité c s’écrit
L(c)q = ∂tq +A(c)q,
avec A(c) := −div(c∇·) l’opérateur spatial formel. L’adjoint formel de L(c)
est L∗(c) := −∂t − div(c∇·). Nous définissons l’opérateur auto–adjoint sur
L2(Ω; dx) parA(c)p := A(c)p avec domaineD(A(c)) := {p ∈ H10 (Ω) , A(c)p ∈
L2(Ω)}. Nous posons aussi
D(L(c)) := {q : q ∈ L2(H10 ), L(c)q ∈ L2(ΩT )}
D(L∗(c)) := {q : q ∈ L2(H10 ), L∗(c)q ∈ L2(ΩT )}.
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Par L(c) (respectivement, L∗(c)) nous désignons l’opérateur L(c) (respecti-
vement, L∗(c)) avec domaine D(L(c)) (respectivement, D(L∗(c))).
L’interface globale de c est notée Sc ou S s’il n’y a pas ambiguité. Il existe
un champ de vecteur dans C∞(S), noté n, qui est unitaire normal. Le vec-
teur unitaire normal sur Γ et sortant de Ω est noté aussi n. Etant donnée
une fonction spatial q régulière par morceaux avec discontinuités éventuelles
seulement sur S nous posons q±(x) := limε↘0 q(x±εn), x ∈ S, [q] := q−−q+.
Si, en plus, q est continue à travers S alors ∂τq désigne le champ de dérivées
partielles tangentielles de q sur S.
Si K ⊂ Ω, le cylindre (t0, t1)×K ⊂ ΩT est noté Kt0,t1 .
3. Estimations de Carleman pour l’équation parabolique
Soit c ∈ E . Considérons l’équation de la chaleur non homogène,
(23) ∂tq − div(c∇q) = f dans ΩT ,
ou son équation adjointe
(24) − ∂tq − div(c∇q) = f dans ΩT ,
avec, pour chaque équation, les conditions au bord :
(25) q = 0 sur ΓT , q(tinit, ·) ∈ L2(Ω),
où tinit = 0 pour (23) et tinit = T pour (24).
Comme nous allons d’abord démontrer (P3), nous considérons c ∈ E ,
l’ouvert ω dans Ωc1, et l’espace Z0 défini en chapitre 1 par (10). D’après [28,
Lemmes 3.1, 3.2 et Théorèmes 3.3, 3.4], nous avons la
Proposition 3.1. 1) Pour tout λ > 0, il existe une fonction ϕ ∈ C0(Ω)∩
C2(Ωcj), j = 1, 2, qui satisfait les propriétés suivantes :
(1) ϕ ≤ −C < 0 dans Ω ;
(2) ϕ est constante sur Sc.
(3) ϕ est constante sur Γ, et ∂nϕ ≤ −C < 0 sur Γ.
(4) [c∂nϕ] = 0 sur Sc.
(5) |∇ϕ| ≥ λ|ϕ| > 0 dans Ω \ (ω ∪ Sc).
2) Il existe λ1 > 0 tel que, pour tout λ > λ1, il existe des réels C > 0, s0 > 0,
tels que, pour tous s > s0, f ∈ C0(ΩT ) et tout q ∈ Z0 solution de (23) ou
de (24), nous avons∫
ΩT
(
Π−1|∂tq|2 + Π−1|A(c)q|2 + Π1|∇q|2 + Π3|q|2
)
(26)
≤ C
(∫
ωT
Π3|q|2 +
∫
ΩT
Π0|f |2
)
,
avec les définitions
Πr(t, x; s) := s
rηr(t)e2sη(t)ϕ(x), s ∈ R+, r ∈ R,(27)
η(t) =
T 2
t(T − t)e
T−2θ
θ(T−θ) t,(28)
et où le fonction ϕ satisfait le point 1) avec cette valeur λ > λ1 fixée.
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Remarque 3.1. 1) La fonction ϕ satisfait la relation (20), où la fonction
β(x), la constante β, et le paramètre λ sont ceux dans [28].
2) Elle satisfait la même propriété (17) que la fonction β.
3) Si θ = T/2 alors η(t) = T
2
t(T−t) . Dans le cas général nous avons une
exponentielle en facteur dans la formule de η pour assurer que η atteigne
son minimum en t = θ, avec stricte convexité.
La proposition 3.1 tient sous l’hypothèse q ∈ Z0. Elle s’étend au cas
général q ∈ D(L(c)) pour l’équation (23). Le cas q ∈ D(L∗(c)) pour l’équa-
tion (24) est similaire. Pour plus de précisions, voir [43]. Nous avons donc
le
Théorème 3.1. (Voir [43]). L’estimation (26) reste valable pour tout
q ∈ D(L(c)) (respect., q ∈ D(L∗(c))) solution de (23) (respect., de (24)),
avec une condition initiale comme celle dans (25).
Remarque 3.2. Dans ce théorème 3.1, la condition initiale dans (25)
est généralisable et peut être remplacée par la condition q(tinit, ·) ∈ D(Ar(c))
pour un r ∈ R−.
Nous déduisons de (26) l’estimation de Carleman suivante, avec donnée
f 6∈ L2(ΩT ).
Théorème 3.2. (Voir [43]). Supposons que dans (23) (respectivement,
dans
(24)) la fonction f n’appartenant pas nécessairement à L2(ΩT ) s’écrit
f = f0 + divx f ,
avec (f0, f) ∈ L2(ΩT ) × (L2(ΩT ))n. Alors il existe C > 0, s0 > 0 tels que
pour tous s > s0 et q satisfaisant (23) (respectivement, (24)) nous avons∫
ΩT
Π3|q|2 ≤ C
(∫
ωT
Π3|q|2 +
∫
ΩT
Π0|f0|2 + Π2|f |2
)
.(29)
La preuve de (29) utilise le théorème 3.1, et est standard. Elle était
connue lorsque c et ϕ sont des fonctions régulières, et s’adapte directement
à notre cas. Pour plus de détails, voir [43].
4. Estimation de Carleman pour l’équation stationnaire d’ordre
un
Considérons l’équation différentielle (18), d’inconnue la fonction c ∈ E ,
où u ∈ H1(Ω), f ∈ L2(Ω), et cherchons la stabilité de c en fonction de f et
de u. Soit c˜ ∈ E une solution de référence de (18), avec (u, f, c) remplacé par
(u˜, f˜), i.e,
(30) − div(c˜∇u˜) = f˜ , dans Ω.
Nous utilisons les notations de la section 2 : Ω est partitionné par les Ωk =
Ωck et l’interface S := S
c, (respectivement, par les Ω˜k = Ωc˜k et l’interface
S˜ := S c˜), k = 1, 2.
Soient les poids pir(x; s) = Πr(θ, x; s), où Πr est défini par (27), θ ∈ (0, T )
est fixé, le paramètre s et la fonction spatiale ϕ est celle de la proposition
3.1 ou du théorème 3.1, mais avec c remplacé par c˜. Donc, les fonctions ϕ,
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pir dépendent de c˜, mais non de c.
Nous ferons les deux hypothèses suivantes. La première concerne u (ou u˜),
la deuxième le couple (c, u) (ou (c˜, u˜)).
(HS1) : ∃δ > 0, |∇ϕ · ∇u| ≥ δ > 0 p.p dans Ω \ ω.
(HS2) : u|Ωk ∈ C2(Rn), k = 1, 2.
Dans le cas où (HS2) est satisfaite par (c, u), nous posons
Mc(u) =
2∑
k=0
n∑
j=1
‖∂kj u|Ω\S‖L∞(Ω\S).
Posons ξ = c− c˜, Ωjk := Ωj ∩ Ω˜k, Ω∗ := ∪j,kΩjk.
Le théorème suivant donne l’estimation de ξ.
Lemme 4.1. Soient R,R′ > 0, c˜ ∈ E, c ∈ E(R), f, f˜ ∈ L2R(Ω), u, u˜ ∈
H10 (Ω) satisfaisant (18) et (30). Supposons que u˜ satisfait (HS1), que (c, u)
et (c˜, u˜) satisfont (HS2), avec Mc(u),Mc˜(u˜) ≤ R′. Alors il existe s0 > 0 tel
que, pour tout s ≥ s0,∫
Ω\ω
pi3|ξ|2 ≤ C1
(∫
Ω
pi1|f − f˜ |2 +
∫
ω
pi2|ξ|2
)
+C2(s)
(
‖∇(u− u˜)‖L∞(Ω) + ‖(u− u˜)‖2H2(Ω∗)
)
.(31)
De plus, les constantes C1, C2 et le paramètre s0 dépendent de R, R′, c˜, et
δ, mais pas de c, u, f .
Remarque 4.1. 1) La constante C1 ne dépend pas de s.
2) Cette estimation n’est pas Lipschitz mais Hölder 12 . En dimension n = 1,
il est possible de l’améliorer nettement. Voir la fin du chapitre, ou [25].
Une estimation de ce type, sans le mauvais terme ‖∇(u − u˜)‖L∞(Ω), se
trouve dans [34, Lemme 3.2], quand les coefficients sont réguliers : elle est
obtenue par comparaison entre les termes dominants provenant d’un pro-
duit scalaire dans l’espace de Hilbert L2(Ω, dx). Dans notre cas, la non
régularité de c ou c˜ provoque deux difficultés. Premièrement, les intégra-
tions par parties nécessitent une théorie plus sophistiquée que celle de la for-
mule de Gauss-Green. Nous utiliserons donc la formule de De Giorgi-Federer
(voir, par exemple, [46, paragraphe 5.8]). A ma connaissance, cette technique
n’avait pas été utilisée pour résoudre des problèmes comme le nôtre. Deuxiè-
mement, les intégrales sur S et S˜ qui interviennent doivent être exprimées
en termes de u− u˜. Ceci ne peut être effectué avec des produits scalaires dans
L2(Ω, dx). En effet, nous allons utiliser la propriété :
(32) c˜∇ϕ ∈ (W 1,∞(Ω))n,
qui est une conséquence de (19) (avec c˜ à la place de c), et le fait que ϕ
est constante sur S˜ (voir proposition 3.1). C’est pourquoi ces produits sont
effectués dans L2(Ω, c˜(x)dx). La conséquence en est que l’estimation (31)
n’est pas lipschitzienne (voir le terme ‖∇(u− u˜)‖L∞(Ω)). L’origine précise de
cette perte se tient dans les intégrales de bord sur (S \ S′) et sur (S′ \ S).
En dimension un, une estimation meilleure s’obtient (Cf. [25]).
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Preuve- (du théorème). Nous utilisons les notations de la section 2 : Ω
est partitionné par les Ωk = Ωck, ainsi que par les Ω˜k = Ω
c˜
k, k = 1, 2. Nous
posons S˜ := S c˜. Comme Γ′ n’est pas forcément lipschitzienne, la formule de
Gauss–Green dans Ω∗ doit être remplacée par celle de De Giorgi-Federer,
qui s’utilise comme suit. Soient E± := {x ∈ S ∩ S˜ ; n(x) = ±n˜(x)}, E :=
E− ∪ E+, et q un champ de vecteurs sur Rn, défini pour x ∈ Ω, et tel que
qjk ≡ q|Ωjk ∈ C1(Ωjk). Posons
S∗ = (S˜ \ S) ∪ (S \ S˜) ∪ E, Γ∗ ≡ ∂∗Ω∗ = Γ ∪ S∗,
et soit n∗ le vecteur normal unitaire sur Γ∗, et déterminé par n∗ = n sur
S ∪ Γ, n∗ = n˜ sur S˜ \ E. Alors on a∫
Ω∗
div q(33)
=
∫
∂Ω
q · ndσ +
∫
S˜\S
[q]∼ · n˜dσ +
∫
S\S˜
[q] · ndσ +
∫
E
[q] · ndσ
=:
∫
Γ∗
[q]∗ · n∗dσ,
où [q]∗ désigne le saut de la quantité q à travers Γ∗, i.e, [q]∗ = [q] sur S \E,
[q]∗ = [q]∼ sur S˜ \E, [q]∗ = q sur Γ, est indéterminé sur S ∩ S˜ \E, lequel est
dσ - négligeable. Remarquer que
∫
E [q] · n =
∫
E [q]
∼ · n˜, puisque [q]∼ = ±[q]
sur E±.
Dans la suite, une quantité qs désigne exp(s′ϕ(x))q, avec s′ = sη(θ), s > 0,
et la fonction η est définie dans (28).
Posons
µ := −div(cs∇(u− u˜)) + s′cs∇ϕ∇(u− u˜),
R1 := s
′ξs∇ϕ∇u˜, R2 := −∇ξs∇u˜− ξs∆u˜+ µ,
puis
(34) I :=
∫
Ω∗
(R1(x) +R2(x))
2c˜(x)dx.
De (18), (30), nous tirons directement la relation
R1 +R2 = fs − f˜s dans Ω∗.(35)
De (34), (35), nous tirons l’estimation
I ≤ C(c˜)‖fs − f˜s‖2L2(Ω).
Puisque (R1 +R2)2 ≥ R21 + 2R1R2, nous obtenons la minoration
(36) I ≥ s′2I1 + s′(I2 + I3),
où nous avons posé
I1 :=
∫
Ω∗
ξ2s |∇ϕ∇u˜|2 c˜,
I2 := −
∫
Ω∗
(∇ξ2s · ∇u˜) (c˜∇ϕ∇u˜),
I3 := 2
∫
Ω∗
(−ξ2s c˜∇ϕ∇u˜)∆u˜+ 2
∫
Ω∗
ξsc˜∇ϕ∇u˜ µ ≡ I31 + I32.
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Grâce à (HS1) pour u˜, nous avons
(37) I1 ≥ C(c˜, δ)
∫
Ω\ω
ξ2s , C(c˜, δ) > 0.
Grâce à (32), une intégration par parties sur I2 est possible - formule (33) -,
et produit
I2 = I21 +X1, avec
I21 :=
∫
Ω∗
ξ2sdiv((c˜∇ϕ∇u˜)∇u˜),
X1 := −
∫
Γ∗
[ξ2s (c˜∇ϕ∇u˜)∂n∗ u˜]∗ ≡ −
∫
Γ∗
[φ]∗.
De (32), (HS2) pour (c, u), et de l’inégalité de Schwarz, nous tirons
(38) |I31|+ |I21| ≤ C(c˜, R′)‖ξs‖2L2(Ω).
De l’inégalité de Minkovski, et en remarquant que
‖µ‖L2(Ω∗) ≤ C(R, c˜, s)‖u− u˜‖H2(Ω∗),
nous tirons
(39) |I32| ≤ C(c˜, R′)‖ξs‖2L2(Ω) + C(R, c˜, s)‖u− u˜‖2H2(Ω∗).
La difficulté réelle est d’estimerX1. Il s’agit d’y faire apparaitre le terme u−u˜.
Rappelons que sur S˜, ϕ est constante, et donc, en chaque point x ∈ S˜ \ E,
nous avons n∗(x) = n˜(x), ∇ϕ(x) = (∂n˜ϕ) n˜(x), puis
φ = c˜∂n˜ϕ(c
2
s − 2csc˜s + c˜2s)(∂nu˜)2.
Remarquons que, sur S∗, nous avons
[c˜2s(∂n∗ u˜)
2]∗ = [c˜s∂n∗ u˜]∗ = [c2s(∂n∗u)
2]∗ = [cs∂n∗u]∗ = 0.
Nous obtenons donc sur S∗ ∩ S˜ :
[φ]∗ = (c˜∂n˜ϕ)
(
− [c2s((∂n˜u)2 − (∂n˜u˜)2)]∼ + 2(c˜s∂n˜u˜)[cs∂n˜(u− u˜)]∼
)
= −(c˜∂n˜ϕ)[−c2s(∂n˜(u− u˜))2 − 2csξs∂n˜u˜ ∂n˜(u− u˜)]∼,
puis
|[φ]∗| ≤ C(c˜, R, s)
(
|∂n∗(u− u˜)|2∞ + |∂n∗(u− u˜)|∞
)
≤ C(c˜, R,R′, s)|∂n∗(u− u˜)|∞, sur S˜ \ S.(40)
Sur S∗ \ S˜, nous avons
[φ] = (c˜∇ϕ∇u˜)∂nu˜[ξ2s ] = (c˜∇ϕ∇u˜)∂nu˜([c2s]− 2c˜s[cs])
= (c˜∇ϕ∇u˜)([(−c2s + 2c˜scs)∂n(u− u˜)] + [c2s∂nu]).
Le problème tient dans le dernier terme [c2s∂nu]. Remarquons la formule
c2s = (c1,s + c2,s)cs − c1,sc2,s dans Ω1 ∪ Ω2 = Ω \ S.
Alors, sur S \ S˜, nous avons :
[c2s∂nu] = [(c1s + c2,s)cs∂nu]− [c1,sc2,s∂nu] = c1,sc2,s[∂n(u− u˜)].
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Donc (40) tient aussi sur sur S∗ ∩ S.
Sur Γ, puisque ∂nϕ < 0, nous avons donc
(41) [φ] = ξ2s c˜∂nϕ(∂nu˜)
2 ≤ 0.
De (40), (41), nous déduisons :
X1 ≥ −C(c˜, R,R′, s)‖∇(u− u˜)‖L∞(Ω), C(c˜, R,R′, s) ≥ 0.(42)
De (38), (39), (42), nous tirons
I2 + I3 ≥ −C1(c˜, R′)‖ξs‖2L2(Ω) − C2(c˜, R,R′, s)‖∇(u− u˜)‖L∞(Ω)
−C3(R, c˜, s)‖u− u˜‖2H2(Ω∗) ,(43)
où C1 ≥ 0. De (36), (37), (43), nous tirons∫
Ω\ω
ξ2s ≤ C1(c˜, R′, δ)s−1
∫
Ω
ξ2s + C2(c˜, δ)s
−2
∫
Ω
|fs − f˜s|2
+ C3(R,R
′, s, δ)
(
‖∇(u− u˜)‖L∞(Ω) + ‖u− u˜‖2H2(Ω∗)
)
.
Donc si s0 = s0(c˜, R′, δ) ≥ C1(c˜, R′, δ), alors, pour tout s > s0, nous obtenons
l’estimation (31).
5. Preuve du résultat principal
Dans cette section, nous démontrons le théorème 1.2 en trois étapes.
Etape 1. Soient u0 ∈ L2(Ω) et c˜ ∈ E . Pour une donnée H ∈ C∞0 (ωt0,T ),
nous notons par u˜ l’unique solution U(H,u0, c˜) de (21), et nous posons v˜ =
u˜|t=θ. Nous allons construire une donnée H ne dépendant que de c˜ et R =
‖u0‖L2(Ω), telle que la fonction v˜ satisfasse (HS1). Pour cela, nous avons
besoin du lemme technique suivant.
Lemme 5.1. (Voir [43, lemme 3.1]). Soit b une fonction continue dans
Ω, nulle sur le bord Γ, et telle que [c˜∂n˜b]∼ = 0 et b|Ω˜j ∈ C1(Ω˜j), j = 1, 2.
Alors, pour tout m ∈ N, m > n/4 + 1/2, il existe une famille de fonctions
bε ∈ D(A(c˜)m), ε > 0, qui tend vers b pour la topologie forte de W 1,∞(Ω)
quand ε→ 0.
Dans l’énoncé du lemme 5.1, l’hypothèse de continuité sur b équivaut à
la condition [b]∼ = 0. Nous obtenons le résultat suivant de contrôle approché
dans W 1,∞(Ω) pour l’équation (21).
Théorème 5.1. (Voir [43]). Soit la fonction b comme dans le lemme
ci–dessus. Il existe alors, pour tout ε > 0, un terme source régulier H ∈
C∞0 (ωt0,T ), tel que ‖v˜ − b‖W 1,∞(Ω) ≤ ε.
C’est une conséquence directe du lemme 5.1 et des résultats connus sui-
vants :
— Les injections (continues) de Sobolev Cr(Ω˜j) ⊂ H2m(Ω˜j), pour tout
0 ≤ r < 2m− n2 .
— Les injections continues D(A(c˜)m) ⊂ H2m(Ω˜j), prouvées dans [22].
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Considérons le cas spécial b = ϕ, fonction de la proposition 3.1, avec c˜ à la
place de c. Lorsque ε > 0 est suffisamment petit, nous obtenons
∇v˜ · ∇ϕ ' |∇ϕ|2 ≥ C > 0, uniformément dans Ω \ (S˜ ∪ ω).
Donc v˜ satisfait (HS1). Dans la suite, nous conservons cette fonction H.
Etape 2. Pour tout ε > 0, la fonction u˜ = U(H,u0, c˜) appartient à
H3(ε, T ;D(A(c˜)r), pour tout r > 0. Donc, les ∂kt u˜, 0 ≤ k ≤ 2 appar-
tiennent à L∞(ε, T ;W 1,∞(Ω)). Soient c ∈ E . Pour tout ε > 0, la fonction
u = U(H,u0, c) appartient àHr(ε, T ;D(A(c)m), r,m ≥ 0, et par conséquent,
les ∂kt u, 0 ≤ k ≤ 2 appartiennent à L∞(ε, T ;W 1,∞(Ω)). Comme nous pou-
vons considérer l’équation (21) partant de t = t0, nous pouvons remplacer
t0 et ε par 0 et les oublier dans la suite de la preuve. Posons v = u|t=θ. Les
conditions suivantes sont alors satisfaites :
(H1) La fonction v˜ satisfait (HS1).
(H2) Les couples (v˜, c˜) (v, c) satisfont (HS2).
(H3) Les fonctions ∂kt u˜ et ∂kt u appartiennent à L∞(W 1,∞), 0 ≤ k ≤ 2.
Reprenons la méthode dans [23]. Posons z = ∂tu− ∂tu˜, w = ∂tz, ξ = c− c˜.
Il est facile de voir que z et w satisfont :
(44)
{ L(c˜)z = div(ξ∇∂tu) au sens faible dans ΩT ,
z = 0 sur ΓT ,
(45)
{ L(c˜)w = div(ξ∇∂2t u) au sens faible dans ΩT ,
w = 0 sur ΓT .
Posons
B =
1
2
∫
Ω
pi1z
2(θ, x)dx.
Une intégration par parties fournit
B =
1
2
∫
Ωθ
∂t
(
Π1z
2(t, x)
)
dtdx
=
1
2
∫
Ωθ
∂tΠ1 z
2 +
∫
Ωθ
Π1 z ∂tz ≡ B1 +B2.
L’inégalité de Carleman (29) du théorème 3.2 pour l’équation parabolique (44)
implique, pour s assez grand,
s|B1| ≈ sB′1 ≡
∫
Ωθ
Π3 z
2 ≤ C
(∫
ΩT
Π2|∂t∇u|2ξ2 +
∫
ωT
Π3 z
2
)
.
De la condition (H3) avec k = 1, et puisque d’après le troisième point de la
remarque 3.1 nous avons Π2(t, x) ≤ Cspi1(x) pour tout t ∈ [0, T ], nous tirons
alors
(46) |B1| ≈ B′1 ≤ C(c˜, R)
(∫
Ω
pi1ξ
2dx+ s−1
∫
ωT
Π3z
2dx dt
)
.
Pour obtenir une estimation pour B2, nous utilisons similairement l’iné-galité
de Carleman (29) pour l’équation parabolique (45) et la condition (H3) avec
k = 2. Nous obtenons
(47) |B2| ≤ |B′1|+ C(c˜, R)
(∫
Ω
pi1ξ
2 + s−3
∫
ωT
Π3w
2
)
.
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De (46), (47), nous tirons, pour s assez grand,
(48) B ≤ C1(c˜, R)
∫
Ω
pi1ξ
2 + C2(c˜, R, s)
∫
ωT
Π3(z
2 + w2).
Comme (H1) et (H2) sont satisfaites, le théorème 4.1 s’applique aux équa-
tions (18), (30), où l’on a posé
f := −∂tu|t=θ +H|t=θ,
f˜ := −∂tu˜|t=θ +H|t=θ.
L’inégalité de Carleman (31), avec (u, u˜) remplacé par (v, v˜), fournit alors la
minoration suivante de B1 :
B ≥ C−13 (c˜, R)
∫
Ω
pi3ξ
2 −
∫
ω
pi2ξ
2(49)
−C4(c˜, R, s)
(
‖∇(v − v˜)‖L∞(Ω) + ‖v − v˜‖2H2(Ω∗)
)
.
De (48), (49), nous déduisons le résultat (22) dans le cas (P3).
Etape 3. Dans cette dernière étape, il s’agit de passer de (P3) à (P2),
puis de (P2) à (P1). La seule différence entre (P3) et (P2) est que la fonction
ϕ de (P2) ne satisfait pas la propriété (5) de la proposition 3.1. Considérons
(P2), i.e, le cas ω ⊂ Ω˜2. Dans [28], la fonction ϕ s’écrit alors
ϕ = ϕ1 + ϕ2,
où ϕ, ϕj , j = 1, 2, satisfont les propriétés (1)-(4) de la proposition 3.1 avec
c à la place de c˜. La propriété (5) y est remplacée par
(5’) Il existe deux boules ouvertes séparées O1,O2 ⊂⊂ Ω˜1, et δ > 0, tels
que
|∇ϕj | ≥ λ|ϕj | ≥ C > 0 dans Ω \ (ω ∪ Oj ∪ S˜),
ϕ3−j ≥ ϕj + δ dans Oj , j = 1, 2.
Nous appliquons les résultats de (P3) deux fois, en remplaçant successive-
ment ω par ω∪O1, puis par ω∪O2, ce qui nécessite deux données correspon-
dantes H1, H2. Le résultat (22) pour (P2), i.e, dans le cas L = 2, s’ensuit.
Le passage de (P2) à (P1) est assez standard : on commence par agrandir Ω
dans une partie de γ, en un ouvert Ω′ ; puis on fixe un ouvert ω ⊂ Ω′ \Ω, et
on applique (P2), avec Ω′ remplaçant Ω. Les détails sont dans [43].
6. Un problème inverse pour un système parabolique
Le problème inverse précédent est associé à un modèle biologique as-
sez simpliste. Plus réaliste est de remplacer l’équation (1) par un système
d’équations paraboliques avec plusieurs inconnues u1, . . . , uN , associées res-
pectivement aux conductivités c1, . . . , cN , lesquelles peuvent présenter des
discontinuités sur les interfaces (respectives) S1, . . . , SN . Nous présentons
ici un résultat récent avec N = 2 en 1D, effectué en collaboration avec M.
Cristofol, P. Gaitan, K Niinimäki (voir [25]).
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Soit Ω =]0, 1[, T > 0, et le système suivant de deux équations parabo-
liques :
∂tu1 − ∂x(c1∂x)u1 = a11u1 + a12u2 dans ΩT ,
∂tu2 − ∂x(c2∂x)u2 = a21u1 + a22u2 + h dans ΩT ,
uj(t, x) = 0 sur ΓT , j = 1, 2,
uj(0, x) = u0,j(x) dans Ω, j = 1, 2.
Nous supposons les conductivités cj dans la classe E des fonctions strictement
positives et régulières par morceaux sur Ω = [0, 1]. Les coefficients de cou-
plage aj,k ∈ L∞(ΩT ), 1 ≤ j, k ≤ 2 ne sont pas connus, mais nous supposons
le couplage fort, i.e,
(C-1) : ∃δ > 0, |a21| ≥ δ > 0 et |a12| ≥ δ > 0 dans ω.
Nous posons pour R > 0 :
E(R) = {ξ ∈ E ; ‖ξ|Ω\Sξ‖W 1,∞(Ω\Sξ) ≤ R},
L2R = {f ∈ L2(Ω); ‖f‖L2(Ω) ≤ R},
Nous nous fixons à nouveau un temps θ ∈]0, T [ pour effectuer dans Ω des
mesures des solutions du système parabolique, ainsi qu’un intervalle de temps
[0, t0] ⊂ [0, θ[ pendant lequel nous n’agissons pas sur le système.
Le résultat principal est le suivant.
Théorème 6.1. (Voir [25]). Soit R > 0, c˜ ∈ E2. Sous l’hypothèse (C-
1) il existe alors C > 0, h ∈ C∞c ((t0, T )× ω) tels que, pour tout c ∈ E(R)2,
u0, u˜0 ∈ (L2R)2, nous avons
‖c− c˜‖L2(Ω) ≤ C
( ∑
k=1,2
‖∂kt (u2 − u˜2)‖L2(ωt0,T ) + ‖∂t(u− u˜)|t=θ‖L2(ω)
+‖(u− u˜)|t=θ‖H2(ω) + ‖(u− u˜)|t=θ‖H1(Ω)
)
.(50)
Remarque 6.1. 1. Cette estimation de ‖c−c˜‖L2(Ω) est de type Lipschitz,
et pas seulement de type Holder 12 comme c’était le cas dans les sections
précédentes avec n ≥ 2. L’amélioration vient de ce que nous ne traitons ici
que le cas très particulier n = 1. De même, les espaces pour (u− u˜)|t=θ sont
de bons Sobolev, comparés à ceux du théorème 1.1.
2. Dans (50), le paramètre C ne dépend pas de u˜0, u0, c. Il est possible
d’exprimer les théorèmes 1.1 et 1.2 similairement.
3. Il n’y a plus dans le terme à droite de (50) la quantité ‖c − c˜‖L2(ω),
ce qui est une autre amélioration vis-à-vis de (15), et qui ne vient pas de
la restriction à la dimension 1. Mais cela restreint les choix possibles pour
l’input h.
7. Perspectives
Dans le cadre de l’équation parabolique avec coefficient de conductivité
discontinu et en milieu isotrope, lorsque l’interface S = {x : x ∈ Ω; c est
discontinue en x} rencontre le bord Γ = ∂Ω, il a été montré dans [20], pour le
cas où cette rencontre se fait orthogonalement, et en utilisant la méthode des
intégrations par parties, qu’une inégalité de Carleman telle que (9) est valide.
La conséquence pour le problème inverse (tel que nous l’avons détaillé en
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chapitre 2) est directe. Lorsque l’interface rencontre Γ obliquement ou même
tangentiellement, ou bien lorsque S présente une singularité du genre "coin"
(en dimension n = 2), il n’y a pas (à la connaissance de l’auteur) d’inégalité
de Carleman prouvée, ni même pressentie. Cette question est donc un vrai
point d’interrogation. Dans une telle situation, et au regard du chapitre 2,
peut-on se passer d’une inégalité de Carleman pour résoudre le problème
inverse ?
Le problème inverse du chapitre 2 a été résolu grâce à l’inégalité de Carle-
man de l’article [28], où des conditions géométriques aussi lourdes qu’inutiles
interviennent, ainsi qu’une condition superflue sur le signe du saut [c] de la
conductivité à travers l’interface. De ce point de vue, l’inégalité de Carle-
man du chapitre 1 n’est pas bien meilleure. Il faut donc refaire la preuve du
problème inverse en utilisant l’inégalité de Carleman de [39]. Cependant, la
fonction poids de Carleman de [39] ne satisfait pas (dans le cadre le plus
général) la condition (32), ni même (19), que nous avons utilisées en section
4.
L’estimation de stabilité obtenue pour le système devrait pouvoir être
adaptée au cas multidimentionnel, en utilisant aussi l’inégalité de Carleman
de [39], à condition que l’union des interfaces des conductivités soit un en-
semble assez régulier. Ceci ramène à la question précédente, de trouver une
inégalité de Carleman avec interface singulière.
De plus, le cas de multiples équations (N > 2) ne peut se déduire directement
du cas N = 2.
La question d’une inégalité de stabilité globale pour c− c˜ se pose : peut-
on avoir une version du théorème (1.1) dans laquelle les inputs h1, . . . hl ne
dépendent pas (trop) de c˜ ? Il est difficile de croire que oui car ces données
choisies dépendent de c˜ via la fonction poids de Carleman adaptée pour les
singularités de c˜.
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Chapitre 3
Problème de Calderón parabolique
1. Introduction
Dans le problème inverse du chapitre 2, nous avons supposé possible une
mesure globale de la solution u dans Ω à un instant donné θ. Ceci n’est
évidemment pas très réaliste, en tout cas pour un modèle biologique. Se pri-
ver d’une telle hypothèse mène à poser un problème inverse comme celui de
Calderón (voir [24]), très repris en tomographie inverse : l’équation linéaire
à traiter est stationnaire, i.e., la fonction u qui représente une température,
ne dépend que de x ∈ Ω et satisfait div(c∇u) = 0. Le problème inverse de
Calderón peut se poser dans le cadre instationnaire à partir de l’équation
parabolique ∂tu − div(c∇u) = 0 dans le cylindre ΩT = (0, T ) × Ω, où Ω
est le domaine spatial, borné en général. Nous considérons dans ce chapitre
deux situations : la première, où c ne dépend pas du temps, la deuxième,
nettement, plus difficile, où c = 1 + (k2 − 1)χD dépend du temps via l’en-
semble D = ∪0≤t≤T {t}×D(t), où D(t) modélise l’inclusion au temps t. Pour
obtenir des informations sur la conductivité c, nous avons recours à une in-
finité de mesures de la température u sur une partie du bord, Γ′ ⊂ Γ = ∂Ω,
ainsi que la donnée du flux (c∂nu) à travers Γ′. Malgré cela, la stabilité sur
la conductivité c ou sur l’inclusion - démontrée en théorie ou estimée nu-
mériquement - n’est jamais meilleure que logarithmique. Voir par exemple
[27] pour l’étude théorique de la stabilité de l’inclusion. En ce qui concerne
une méthode de reconstruction d’une partie de l’inclusion indépendante du
temps, les résultats numériques dans [33] sont mitigés, car s’il y a la situa-
tion, assez favorable, lorsque l’inclusion est proche du bord Γ, il y a celle,
très défavorable, où l’inclusion est éloignée du bord. Dans ces deux cas-là,
ou bien lorsque l’inclusion n’est pas une petite déformation d’un convexe, il
n’y a pas de bonne méthode de reconstruction pour l’instant (à ma connais-
sance). La situation se complique beaucoup si nous supposons l’inclusion
(et donc, la conductivité) dépendant aussi du temps, car elle fait échouer
certaines estimations cruciales des solutions de l’équation parabolique. Pour
reconstruire une inclusion convexe dépendant du temps, j’ai utilisé la vieille
technique de l’ansatz, qui s’appuie sur une inégalité d’énergie assez classique.
Cependant, le constat du résultat numérique oblige à revoir la méthode de
reconstruction : voir [31]. De plus, la technique de l’ansatz devient vite très
pesante lorsque le comportement des solutions u tend à se compliquer : pen-
ser à une onde plane diffractée qui se transmet ou se réfléchit de multiples
fois à travers ou sur l’interface S, ou sur le bord Γ. Le cas d’une inclusion
non convexe et mouvante reste donc à faire.
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2. Conductivité stationnaire
Nous considérons les équations suivantes
(51)

∂tu−∇ · (c(x)∇u) = 0 dans ΩT ,
u = f on ΓT ,
u
∣∣
t=0
= u0 sur Ω
où Ω est un domaine borné de Rn avec un bord de régularité Lipschitz, la
fonction c(x) est de la forme c(x) = c0(x) + (c1(x)− c0(x))χD, où l’ouvert D
ne touche pas Γ, n’est ni nécessairement connexe ni régulier. Nous supposons
la fonctions c0 régulière, et les fonctions c, 1/c, c0, 1/c0, c1, 1/c1 dans L∞(Ω),
et le signe c1− c0 constant dans D. Pour pouvoir distinguer D, nous faisons
l’hypothèse suivante :
(A) infx∈K |c(x)− c0(x)| > 0 pour tout compact K ⊂ D.
Le cas où c1(x) = c0(x), pour des valeurs x ∈ ∂D, est donc autorisé.
La solution unique de (51) est notée u = U(f, u0). Le principe pour
la reconstruction de D est de construire des fonctions réelles (en 1D) ou
complexes (en multidimensionnel) ϕλ(x), avec un grand paramètre λ > 0,
qui, d’une part, satisfont la relation
(52) (−∇ · (c0∇) + λ)ϕλ(x) = 0, λ >> 1,
pour x ∈ Ω et même au-delà, en prolongeant la fonction c0 régulièrement
dans Rn, avec c0(x) = 1 pour |x| assez grand, et, d’autre part, sont localisées
au sens suivant. Pour la dimension n = 1, étant arbitrairement fixé un réel
x0, nous demandons la propriété suivante :
(C(x0)) Pour tout compact K− ⊂ (−∞, x0), et K+ ⊂ (x0,∞), il existe
des constantes C, δ > 0 telles que, pour tout λ > C,
|ϕλ(x)| ≥ Ceδ
√
λ, |ϕ′λ(x)| ≥ Ceδ
√
λ, ∀x ∈ K−,
|ϕλ(x)| ≤ Ce−δ
√
λ, |ϕ′λ(x)| ≤ Ce−δ
√
λ, ∀x ∈ K+.
Pour les dimensions supérieures, n ≥ 2, nous introduisons les notations sui-
vantes. Désignons par dist(x0, A), la distance entre un point x0 ∈ Rd et un
ensemble A ⊂ Rn, par B(x0, R) la boule ouverte {x ∈ Rn ; |x − x0| < R}.
Etant fixés x∗ un point dans Rn \Ω, une boule B ⊂ Rn centrée en un point
x0, et dont le bord contient x∗, nous posons
aB(O) =
{
supx∈O
R2−|x−x0|2
|x−x∗|2 si O 6= ∅,
−∞ si O = ∅.
Fixons un autre paramètre µ > 0 assez petit (voir condition (55) ultérieure),
nous demandons sur ϕλ les propriétés suivantes :
— Pour tous compacts K− ⊂ B, K+ ⊂ Bc, il existe des constantes
C, δ > 0 telles que, pour tout λ > C,
|ϕλ(x)| ≥ Ceδλ, |∇xϕλ(x)| ≥ Ceδλ, ∀x ∈ K−,
|ϕλ(x)| ≤ Ce−δλ, |∇xϕλ(x)| ≤ Ce−δλ, ∀x ∈ K+,
— Pour tout O ⊂ Rn \ {x∗},
√
2µλ log
∫
O
|∇ϕλ(x)|2dx→ aB(O) quand λ→∞.
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Comme nous avons besoin de répéter l’expérience - jeu d’inputs et d’outputs
sur (une partie de) ΓT - avec un grand paramètre λ > 0, nous supposons que
la donnée initiale u0 n’est pas connue mais satisfait l’estimation suivante :
(C-λ) Il existe des constantes positives C0, T0 indépendantes de λ,
avec T0 < T et telles que ‖u0‖L2(Ω) ≤ CeλT0 .
Nous obtenons pour le cas n = 1 le
Théorème 2.1. (Voir [33]). Soit n = 1, Ω = (a, b), D = (a1, b1) avec
a < a1 < b1 < b. Supposons (C-λ) et fixons x0 ∈ R arbitrairement. Alors
(1) Il existe une fonction réelle ϕλ(x) ∈ C∞(R), dépendant d’un grand pa-
ramètre λ > 0 et satisfaisant (52),(C(x0)).
(2) Fixons T1 ∈ (T0, T ] arbitrairement, et soit
hλ(a) = ϕλ(a), hλ(b) = 0,
fλ(t, x) = e
λthλ(x), pour x = a, b,
I(λ) = e−λT1 (c0(a)∂xU(fλ, u0)) (T1, a)hλ(a)− c0(a)dhλ
dx
(a)hλ(a).
Alors, si ±(c − c0) > 0 dans D, nous avons ±I(λ) > 0 pour λ assez grand,
et
(53) lim
λ→∞
(2
√
λ)−1 log(|I(λ|)) = −y(a1),
où y(x) est défini par
(54) y(x) =
∫ x
x0
dz√
c0(z)
.
L’asymptotique dans (53) montre donc qu’on peut reconstruire y(a1) -
ce qui revient à a1 - à partir des mesures en x = a, soit Γ′ = {a}.
Pour les dimensions supérieures, nous obtenons le
Théorème 2.2. (Voir [33]). Supposons 2 ≤ n ≤ 7. Fixons une boule
B de rayon R > 0, de centre x0, telle que son bord contienne le point
x∗ ∈ ∂B \ Ω. Alors :
(1) Il existe une fonction à valeurs complexes ϕλ(x) ∈ C∞(Rn \ {x∗}) dé-
pendant de µ > 0 et du grand paramètre λ > 0, satisfaisant (52) pour tout
x ∈ Rn tel que 0 < |x− x∗| < 2√λR,
(2) Posons
1
µB
=
{ √
2aB(Ω) if Ω ⊂ B,√
2
(
aB(Ω) + supx∈Ω\B
|x−x0|2−R2
|x−x∗|2
)
si Ω 6⊂ B.
Supposons (C-λ) et que B satisfasse
(C-1a) ∅ 6= B ∩ ∂Ω ⊂ Γ′,
(C-1b) B ∩ Ω 6= ∅.
Fixons une constante positive T1 ∈ (T0, T ] et supposons que
0 < µ <
(T1 − T0)µB√
2
2 aB(Ω)µB + 1
.(55)
Posons
hλ(x) = ϕλ(x)
∣∣
Γ
, fλ(t, x) = e
λthλ(x).
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Soit χ ∈ C∞(Rn), 0 ≤ χ ≤ 1, χ = 1 dans un voisinage de B, χ = 0 sur
Γ \ Γ′. (Si Γ′ = Γ nous posons χ = 1). Posons
I(λ) =
∫
Γ′
c0(x)
(
e−λT1∂νU(fλ, u0)(χfλ)(T1, x)− ∂νϕλ(x)
)
χhλ(x)dσ(x),
dσ(x) étant la mesure induite sur Γ. Sous la condition (C-λ) nous avons la
conclusion suivante
(1) Si ±(c− c0) > 0 dans D, nous avons ±I(λ) > 0 pour λ assez grand.
(2) Si aB({χ 6= 0}∩D) ≤ aB({χ 6= 1}) alors I(λ) tend exponentiellement
vers 0 quand λ→∞ et
lim sup
λ→∞
(
√
2µλ)−1 log(|I(λ)|) ≤ aB({χ 6= 1}) < 0.
(3) Si aB({χ 6= 0} ∩D) > aB({χ 6= 1}) alors
lim
λ→∞
(
√
2µλ)−1 log(|I(λ|)) = aB(D).
Par ce Théorème 2.2 nous pouvons voir si B touche ou non D. En effet,
en corollaire de ceci, nous avons le
Corollaire 2.1. (Voir [33]). (1) Si R < dist(x0, ∂D), alors I(λ) tend
exponentiellement vers 0 quand λ→∞.
(2) Si R > dist(x0, ∂D), alors |I(λ)| tend exponentiellement vers ∞.
(3) Si R = dist(x0, ∂D), alors
lim
λ→∞
(
√
2µλ)−1 log(|I(λ|)) = 0.
3. Idées de preuves
Le cas n = 1 n’est pas très difficile. L’équation (52) est transformée en
(56) φ′′(y)− 2
√
λφ′(y)−Q(y)φ(y) = Q(y), y ∈ R
où φ(y) = c
1
4
0 (x)e
√
λyϕλ(x) − 1, y = y(x) est défini par (54), et Q(y) est
une fonction régulière et à support compact dans R. L’équation (56) possède
alors une unique solution φ régulière telle que φ, φ′ ∈ L1(]−∞, A]) pour tout
A > 0. La conclusion suit pour n = 1.
Considérons le cas n ≥ 2. Nous cherchons des solutions de (52) sous la
forme
ϕλ(x) = |x− x∗|2−nc0(x)−1/2(1 + φλ(x))e−ζ·y(x),
où y = y(x) est l’inversion définie par
y = y∗ + 2R
x− x∗
|x− x∗|2 ,
le vecteur complexe ζ ∈ Cn est défini par
ζ =
µλ√
2
(y∗ + iy∗⊥),
et y∗, y∗⊥ ∈ Rn sont des vecteurs réels tels que
y∗ =
x∗ − x0
|x∗ − x0| , y
∗ · y∗⊥ = 0, |y∗⊥| = 1,
54
La fonction φλ est alors solution de
−∆φλ + 2ζ · ∇φλ + qλφλ = −qλ,
où le potential qλ(y), bien que régulier dans Rn \ {y∗}, croit linéairement
selon λ. Pour se ramener au problème connu analogue dans l’article [?], nous
posons la dilatation
Y =
√
λ(y − y∗), η = (
√
λ)−1ζ.
La fonction Φ(Y ) = φ(y) est alors solution de
−∆Y Φ + 2η · ∇Y Φ +QλΦ = −Qλ,
où le nouveau potentiel Qλ(Y ), bien que singulier en Y = 0 est borné
selon λ. Ceci permet d’établir l’existence (et unicité) d’une solution φλ ∈
L2,σ(|y − y∗| > 1/√λ), pour tout σ ∈]− 1,min(0, 6−n2 )[ 1.
Le deuxième point essentiel est de ramener (51) à sa version elliptique,
puisque c est indépendant de t et que la donnée au bord est fλ de la forme
eλthλ(x). En effet, pour t ≥ T1, la solution U(fλ, u0)(t, x) est suffisamment
proche de la solution V (hλ)(x) de
(57)
{ −∇ · (c(x)∇v) + λv = 0 dans Ω,
v = hλ sur Γ.
On peut alors utiliser la double inégalité suivante :
1
C
∫
Ω
|c1 − c0| |∇ϕλ(x)|2dx ≤(58)∣∣∣∣∫
Γ
∂ν(V (hλ)− ϕλ)(x)ϕλ(x)dσ(x)
∣∣∣∣ ≤ C ∫
Ω
|c1 − c0| |∇ϕλ(x)|2dx,
où la constante C > 0 est indépendante de λ. La fin de la preuve s’ensuit.
4. Conductivité instationnaire
Ici nous supposons c dépendant de t et sous la forme
c(t, x) = 1 + (k2 − 1)χD(t, x),
où k > 0, k 6= 1 est une constante, D = ∪[0,T ]{t} × D(t), D(t) étant un
ouvert de Ω et t 7→ D(t) est une fonction régulière. Nous nous limitons au
cas 1D : Ω =]0, 1[. Supposons donc D(t) = (0, a(t)) où a(t) ∈ C2([0, T ]) est
telle que
0 < inf
0<t<T
a(t) ≤ sup
0<t<T
a(t) < 1,
Le problème parabolique s’écrit
(59)

∂tu(t, x)− ∂x (c(t, x)∂xu(t, x)) = 0 dans ΩT ,
u(t, 0) = f0(t), u(t, 1) = f1(t) pour 0 < t < T,
u(0, x) = u0(x) dans Ω,
Les mesures sont effectuées au point x = 1, mais nous traitons les deux cas
suivants pour les inputs :
Case 1 : f0 = 0.
Case 2 : f1 = 0.
1. Ce qui explique la restriction n < 8.
55
Pour le cas 1, nous imposons donc f1(t) de la forme
f1(t) = hfw(t, 1;λ),
tandis que pour le 2eme cas, nous imposons
f0(t) = hfw(t, 0;λ),
où nous considérons les fonctions
hfw(t, x;λ) = e
λt+
√
λx, hbw(t, x;λ) = e
−λt+√λx,
qui sont solutions des équations de la chaleur en avant et en arrière, respec-
tivement : (
∂t − ∂2x
)
hfw = 0,
(
∂t + ∂
2
x
)
hbw = 0.
Comme à ma connaissance dans ce cadre personne n’a réussi à obtenir version
de l’inégalité (58) pour le cas parabolique, une bonne méthode reste celle de
l’ansatz. La forme particulière des données fj(t) est propice au calcul direct
de la solution u = Uj(u0, λ) de (59), avec j = 1, 2 selon le cas traité, au moins
au temps t > 0. En étudiant les ondes réfléchies et transmises par l’interface
x = a(t), nous pouvons écrire les solutions approchées de (59) assez simples
qui suivent. Nous présentons par la suite le cas 1 seul. Le cas 2, similaire
dans le traitement, nécessite un ansatz un peu plus compliqué. Nous posons
uA(t, x;λ) = e
√
λa
{
2
k+1e
(
√
λ+ 1
2
(1− 1
k
)a˙)x−a
k sur (0, a(t)),
e
√
λ(x−a) + 1−k1+k{e(
√
λ+a˙)(a−x) − e(
√
λ+a˙)(x+a−2)} sur (a(t), 1),
où nous avons noté a = a(t), a˙ = ∂ta(t). Pour montrer que uA diffère peu de
U1(u0, λ), nous avons besoin de l’estimation d’énergie qui suit, assez stan-
dard, qu’il faut lire comme l’estimation de ∂x(uA − U1(u0, λ))|Γ en norme
L1(Γ;ϕλdσ(x)). Posons
I−(t) = (0, a(t)), I+(t) = (a(t), 1),
D± = {(t, x) ; 0 < t < T, x ∈ I±(t)},[
f
]
a(t)
= f(a(t) + 0)− f(a(t)− 0).
Nous avons le
Lemme 4.1. (Voir [31]). Soit U = U(t, x) ∈ C([0, T ];L2(Ω))∩L2((0, T );H10 (Ω))
telle que
U(t)
∣∣
I±(t)
∈ H2(I±(t)), ∂t(U(t)
∣∣
I±(t)
) ∈ L2(I±(t)), 0 < t ≤ T.
Supposons que U soit solution de l’équation
(60) ∂tU − divx(c(t, ·)∇xU) = F dans L2(D±),
et satisfait les relations{
U(t,a(t) + 0) = U(t, a(t)− 0) dans L2(0, T ),
U(t, 0) = U(t, 1) = 0, dans L2(0, T ),
où F = F (t, x) ∈ L2(ΩT ).
Soit H une fonction continue et positive dans ΩT , avec H ∈ C2(D+) ∩
C2(D−), satisfaisant[
H
]
a(t)
=
[
c∂xH
]
a(t)
= 0, 0 ≤ t ≤ T,
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et supposons qu’il existe une constante réelle K telle que
−∂tH − divx(c(t, ·)∇xH) ≥ KH dans ΩT .
Nous posons
E(U,H; t) =
∫ 1
0
|U(t, x)|H(t, x) dx.
Alors, nous avons l’inégalité suivante
E(U,H;T ) +
∫ T
0 e
K(t−T )|U ′(t, 1)|H(t, 1)dt
≤ e−KTE(U,H; 0) + ∫∫ΩT eK(t−T )|F (t, x)|H(t, x) dtdx
+
∫ T
0 e
K(t−T )|[c(t, x)U ′(t, x)]
a(t)
|H(t, a(t))dt.
Nous utilisons ce lemme avec K = ν
√
λ, où ν <
√
λ est un réel tel que
ν > max
( 2
T
,max
(
2, |1− k|,
∣∣∣1− 1
k
∣∣∣) sup
0<t<T
∣∣a˙(t)∣∣).
La fonction H choisie est un ansatz de e−λtv(t, x), où v(t, ·) est la solution
du problème elliptique (57) avec
√
λ remplacé par
√
λ − ν. Il résulte de
l’expression de cet ansatz que ∂tH + λH = O((
√
λ− ν)a˙)H, de sorte que H
est aussi ansatz pour le problème parabolique adjoint :{
−∂tu∗ −∇ · (c(x)∇u∗)−
√
λνu∗ ≥ C(√λ− ν)|a˙|u∗ dans ΩT ,
u∗(t, x) = e−λth(√λ−ν)2(x) sur ΓT .
Avec ceci et l’ansatz uA plus haut, nous obtenons le
Théorème 4.1. (Voir [31]). Soit le cas 1. Soit la fonction
Iind(T ;λ) =
∫ T
0
e
√
λνthbw(t, 1;λ)∂x (u(t, x;λ)− hfw(t, x;λ))
∣∣∣
x=1
dt.
Alors pour λ→∞ nous avons l’asymptotique
Iind(T ;λ) ' 2(k − 1)
(k + 1)(ν + 2a˙(T ))
e
√
λνT+2
√
λa(T )−a˙(T )(1−a(T )).
Les valeurs des Iind(t;λ), t ∈]0, T ], sont obtenues par les mesures et
permettent donc de déterminer a(t) pour 0 ≤ t ≤ T , puisque la fonction a
est continue sur [0, T ], puis la valeur de k.
Pour le cas 2, nous supposons que le paramètre ν satisfait
ν > max
(
(3 + |1− 1
k
|)/T, sup
0<t<T
∣∣L˙1(t)∣∣),
où nous avons posé L1(t) := (1− 1k )a(t). Nous obtenons le
Théorème 4.2. (Voir [31]). Posons
I˜ind(T ;λ) =
∫ T
0
e
√
λνthbw(t, 1;λ)∂xu(t, x;λ)
∣∣∣
x=1
dt.
Alors pour tout λ→∞, nous avons
(61) I˜ind(λ;T ) ' − 4k
k + 1
1
ν + L˙1(T )
e
√
λνT+
√
λL1(T )− 12 L˙1(T )(1−a(T )).
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Remarque 4.1. Les symboles ' peuvent être précisés : l’erreur relative
sur Iind(λ;T ) et I˜ind(λ;T ) est un O(λ−1).
Les valeurs des I˜ind(λ; t), t ∈]0, T ], sont obtenues par les mesures et
permettent donc de déterminer L1(t) ainsi que 4kk+1e
− 1
2
L˙1(t)(1−a(t)). Contrai-
rement au cas 1, nous ne pouvons pas en déduire le couple (k, a(·)) de façon
univoque. Une petite étude élémentaire mène au
Corollaire 4.1. (Voir [31]). Pour toute donnée initiale u0(x) ∈ L2(0, 1),
nous pouvons déterminer les fonctions L1(t), ξ(t) = 12 L˙1(t)L1(t), et F :=
k
k+1e
k
k−1 ξ(t), 0 < t < T , à partir des données du problème de Calderón para-
bolique du cas 2. De plus, le couple (k, a(t)) ne peut prendre qu’au plus deux
valeurs.
Remarque : des précisions sur k selon les valeurs de ξ et de F peuvent
être apportées. Voir [31].
5. Perspectives
Les données imposées sur le bord du domaine ne sont pas réalistes, car
croissent exponentiellement avec t. Cela nécessite de traiter réellement l’équa-
tion parabolique avec le noyau de la chaleur, et ne plus pouvoir revenir à
l’équation elliptique : l’analyse devient plus ardue, comme c’était déjà vi-
sible dans les articles [29, 27, 26].
Pour l’inclusion non stationnaire, le cas multidimensionnel peut être
traité similairement au cas 1D, avec la méthode de l’ansatz, à condition
de supposer D(t) régulier et strictement convexe. Voir [32]. Pour d’autres
géométries, ou si D(t) n’est pas régulier dans Ω, les méthodes actuelles de
reconstruction ne s’adaptent pas.
Des projets de recherche analogues peuvent se placer dans le cadre similaire
de travail où la conductivité est connue, vaut un, mais une partie inconnue
du domaine Ω varie avec le temps, par exemple pour l’étude de la corrosion.
Il s’agit de reconstruire cette partie du domaine ainsi que, éventuellement
la condition au bord à cet endroit. Pour des résultats d’unicité, voir par
exemple [37], des résultats de stabilité, voir [44], [18]. Pour une méthode de
reconstruction par enveloppement ("enclosure method"), voir [36].
L’étude du problème de Calderón pour l’équation hyperbolique est en
cours. De même que dans le cas parabolique, il est difficile de trouver un bon
moyen assez général pour reconstruire l’inclusion si elle dépend du temps.
La méthode de l’ansatz constitue alors encore un bon début.
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