Abstract. We determine the worst case behavior of the standard BPX-preconditioner for elliptic problems with arbitrary coefficient jumps along the boundaries of the coarsest partition. The counterexamples are also useful for other problems.
Introduction
Let Ω be a (bounded, open, connected) polyhedral domain in R d equipped with an initial partition
into L ≥ 2 simplices. We restrict our attention to the cases d = 2, 3 of practical interest (although the statements below may be generalized to d > 3 in a natural way). For convenience we also assume that T 0 is quasi-uniform, with simplices of diameter 1. Let {T j } J j=0 be obtained by regular uniform dyadic refinement from T 0 . In particular, this means that analogous uniform refinement structures are inherited from {T j } to all edges (and faces) of the Ω k ∈ T 0 , which is assumed without further mentioning.
Introduce the bilinear form
with positive weights ω = {ω 1 , . . . , ω L }. As usual, we introduce the H 1 norm and seminorm with respect to any subdomain Ω k by
Thus,
We also need the weighted L 2 scalar product leads to a large sparse system of equations. In the case ω 1 = . . . = ω L , one of the most popular (and efficient) methods for solving this system iteratively is the preconditioned conjugate gradient method with the multilevel BPX-preconditioner proposed by Bramble, Pasciak, and Xu [3] . In the weighted case (arbitrary ω), Dryja, Sarkis, and Widlund [5, 6] have established the optimality of this preconditioner under special assumptions on ω. It is folklore that this method is not robust with respect to general ω. See [4, 11] for the closely related problem of robustness of weighted L 2 approximation. However, no definitive results seem to be available so far. It is the aim of this note to answer this question.
As is well-known [12, 14, 7, 9] , the above-mentioned BPX-preconditioner is mathematically determined by the additive Schwarz operator
where P ω,0 u ∈ V 0 solves the problem
If not indicated otherwise, i means summation with respect to all basis functions in V i . The associated subspace splitting (see [7] for the terminology and for a survey of basic results on additive Schwarz operators) is
with the one-dimensional subspaces V j,i spanned by the individual basis functions φ j,i . The operator P ω,J : V J → V J is symmetric positive definite with respect to a ω (·, ·), and the preconditioning power of the BPX-preconditioner is described by the numbers
see [7, Theorem 16] . The triple bar norm is given by
We state the main results of this note separately for d = 2 and d = 3. For d = 2, we call a triangulation T 0 exceptional if it is equivalent to one of the two triangulations shown in Figure 1 .
For the two exceptional T 0 , the sharper estimate κ J = O(1), J → ∞, holds true. The constants are independent of J but may depend on T 0 . In (7) and throughout the paper, stands for a two-sided inequality between the expressions, with positive constants that do not depend on the parameters involved. Roughly speaking, Theorem 1 states that for the jumping coefficient case the BPXpreconditioner has the same worst case behavior as the hierarchical basis method of Yserentant [13] . The upper estimate in (7) follows from [4, Theorem 4.5] and for the exceptional cases from [5, Theorem 3] (more precisely, by its two-dimensional analog, see [6, section 5] ). The counterexamples which show the lower bound in (7) for the non-exceptional case seem to be new; however, analogous examples have been used in [13, 8] . In particular, they show that the result of [10, Theorem 4.2] is incorrect for T 0 with interior points.
The case d = 3 is a bit more complicated. We consider three types of initial partitions. We say that T 0 is of point type if there exists at least one tetrahedron Ω k0 such that ∂Ω k0 ∩ ∂Ω contains no edges and at least one (boundary) vertex. T 0 is exceptional if it is equivalent to one of the three initial partitions shown in Figure  2 . All other T 0 are said to be of edge type. It turns out that in an initial partition of edge type all Ω k should touch the boundary ∂Ω at least along an edge which justifies the name. We derive this and further geometric properties of T 0 in section 2.
The upper estimates are essentially known, at least for exceptional T 0 and for T 0 of point type, where they follow from [5, 6] and [4] , respectively. The counterexamples for the latter case are similar to those used in [11] . The result on the asymptotic behaviour of κ J for T 0 of edge type is partly new. Here, the counterexamples are inherited from the two-dimensional case.
The statements of Theorems 1 and 2 have extensions to the case when the subdomains Ω k are unions of several simplices of T 0 as considered in [4] , to other element types, other boundary conditions, and fourth order elliptic problems. An extension to dimensions d ≥ 4 is also possible. Since these extensions only add technical difficulties but do not exhibit principally new phenomena, we omit them here.
Analogous results hold for the worst case behavior of the multiplicative multilevel Schwarz iteration associated with the splitting (4) (see [2, 11] for a description of this algorithm which corresponds to a simple V -cycle multigrid method). This follows from the two-sided estimates for the norms of the iteration operators governing the multiplicative method (compare, e.g., [15, Theorem 5.1] ) and the fact that the deterioration of κ(P ω,J ) is due to the deterioration of λ min while λ max 1 (and the corresponding Cauchy-Schwarz inequalities) hold uniformly for all ω > 0. Details will not be discussed in this note. The estimations of λ min and λ max can be found in the next section.
The asymptotically exact worst case estimate of Theorems 1 and 2 is complemented by the trivial estimate
which comes from switching to the case of constant weights (see [7, Theorem 19] for the uniform condition number estimate if ω 1 = . . . = ω L ), and by the results of [5, 6] on so-called quasimonotone weights ω. The counterexamples are of interest also in connection with [4, 11] (see the end of section 3) and with other inequalities for (weighted) discrete norms of finite element functions and their traces. For example, they may be used to show the asymptotic sharpness of the convergence results for various domain decomposition methods based on substructuring.
Upper estimates
We start by introducing some notation. Let Ω j,i denote the (open) support of φ j,i , and set
Obviously, by the properties of the nodal bases {φ j,i } |||u||| 2 ω inf u0∈V0,uj,i∈Vj,i : u=u0+
These equivalent representations (up to constants) of the triple bar norm |||·||| ω are very convenient. The discrete version (9) will be explored in connection with the counterexamples of section 3. As a choice for the u j which realizes the infimum (up to constants) in (10), one should think of u j = Q j,ω u − Q j−1,ω u, with Q j,ω denoting the L 2,ω orthogonal projection operators into V j . This makes the connection with [4, 11] more transparent. Below, the terms in the sum (10) will be further split with respect to interior vertices, edges, and faces, so that the weights are constant in each group. This leads to the study of a variety of "local", unweighted triple bar norms with restrictions on the set of admissible u j,i (a closer look at the restrictions to be expected shows that all this is closely related to the study of norms for finite element functions with trace restrictions). The following lemma contains the basic theoretical result on the BPX-preconditioner in the non-weighted case (see, e.g., [7, Theorem 15] ).
Lemma 1. For arbitrary
where |||u||| 2 and |||u||| 2 0 are defined as in (6) and (10), respectively, but with uniform weight ω = {1, 1, . . . , 1}, and
Here,
The constants in the norm equivalences (11) depend only on the shape of the simplices in T 0 but not on u and J. The result also holds if
The equivalence of the triple bar norm (12) with (13) and (14) holds under fairly general conditions (a general Hilbert space norm instead of the L 2 norm and any increasing sequence of subspaces V j ) as long as the weighting factors continue to grow at a geometric rate. This will occasionally be used below. Note that the summation in (12) and (13) could also include j = 0, without changing the norm equivalence. Since V 0 contains constant functions, estimates for the H 1 seminorm can also be deduced for the choice
For general ω and arbitrary u ∈ V J , by locally applying Lemma 1 with the triple bar norm (12) (10) . From these inequalities we have
independently of the weights ω and J (see (5) for the definition of λ max ). Since 
with constants depending on T 0 and d but independent of ω and J.
The remainder of this section consists of proving robust lower estimates for λ min which together with Lemma 2 lead to the upper estimates for κ J in Theorem 1. In most cases, these bounds follow from the following estimates for L 2,ω orthoprojections which have essentially been obtained in [4] . Theorem 3. Let d = 2, 3, and denote by Q j,ω : V J → V j the orthogonal projection with respect to the L 2,ω scalar product (2) . Then
with constants independent of j = 0, . . . , J − 1, u ∈ V J , J, and ω. 
Except for (17), Theorem 3 is contained in [4, Theorem 4.5]. As observed in [4, Remark 3.1], the estimate for a ω (Q j,ω u, Q j,ω u) follows from the L 2,ω error bound for Q j,ω . The proof of (17) will be given at the end of this section.
Together with (10), Theorem 3 immediately gives
where the first case applies to d = 2 and to T 0 of edge type if d = 3, and the second to general T 0 if d = 3. For the exceptional domains of Figures 1 and 2 , one observes that any weight ω is quasimonotone in the terminology of [5, 6] , which gives a better O(1) bound by applying [5, Theorem 3] . We arrive at Lemma 3. For λ min as defined in (5) we have The results of Lemma 2 and 3 imply the upper estimates for κ J in Theorems 1 and 2 in all cases. It remains to provide a proof of (17). To this end, we need some geometric properties of initial partitions T 0 which will be useful also in connection with the construction of counterexamples in section 3. Let Γ k = ∂Ω k ∩ ∂Ω and notice that Γ k either is empty or decomposes into closed connected components which represent single vertices (point components) or unions of ≥ 1 edges (edge components) or unions of ≥ 1 faces (face components) or, finally, unions of edges and faces (mixed components). The latter two types appear only if d = 3. Proof. Let d = 2, and assume that (β) is not satisfied. This means that for all boundary triangles Γ k consists of one edge or the union of two edges; see Figure  3 a). Now observe that, when starting at any boundary triangle and moving to its neighbors, we arrive after finitely many steps at one of the situations shown in Figure 3 b) (a "chain" of triangles with no interior vertex which is of exceptional type, Figure 1 a), or satisfies (β), i.e. contradicts our assumption) or in Figure 3 c) (a triangulation with one interior vertex which is exceptional, Figure 1 b), or satisfies (γ)). This proves the statement. Now let d = 3. Assume that T 0 is not of point type. Thus, any boundary tetrahedron (Γ k = ∅) contains at least one boundary edge. But this immediately implies that there are no interior tetrahedra Γ k = ∅ in T 0 . Thus, all Ω k are boundary tetrahedra, and Γ k contains at least one edge.
Suppose that (δ) does not hold. A moment's reflection shows that then for any Ω k the set Γ k is the union of one or more faces. Assume next that T 0 possesses at least one interior vertex, which we denote by P . In this case T 0 represents the three-dimensional analog of the triangulation of Figure 3 c), since for any Ω k with P as a vertex, the boundary set Γ k must be the face opposite to P . Thus, T 0 is either exceptional, Figure 2 c), or satisfies ( ) (to see the latter, consider the triangulated boundary of Ω and observe that ( ) is equivalent to finding one vertex of this boundary triangulation with at least 4 triangles attached).
On the other hand, if there is no interior vertex then Γ k is the union of at least 2 faces for all k. The case of 4 faces in some Γ k , i.e., Γ k = ∂Ω k , contradicts the connectedness of Ω or L ≥ 2. If some Γ k contains 3 faces then the only reasonable partition (satisfying all other requested properties) is the exceptional one of Figure  2 a). Thus, we can assume that Γ k is the union of exactly 2 faces for all k. Once again, starting with any of the Ω k and going from neighbour to neighbour through interior faces, we see that in this case T 0 is characterized by having exactly one interior edge, with the Ω k "winding" around it. Again, this results in an exceptional partition (L = 3, Figure 2 b) ) or a partition satisfying ( ).
We come to the proof of (17). The following notation is used:
, V j,e corresponding to the tetrahedra Ω k of T 0 , their faces f , and edges e , respectively. For arbitrary u ∈ V J , let u j ∈ V j be defined at the nodal points P of T j by
It is straightforward (see [4] for quite analogous considerations) that
The first three terms (associated with the projections Q j,Ω k and Q j,f ) can be estimated by C2 −2j |u| 2 1,Ω k and CJ2 −2j |u| 2 1,Ω k in a standard way, using the results in [4] or Lemma 1. We leave the details to the reader. Only for estimating the terms Q j,e u 2 L2(e) , e ∈ ∂Ω k , we need that T 0 is of edge type. By Lemma 4, there is another edge e of Ω k such that u ≡ 0 on e (if e = e , the above integral vanishes). Let
With this notation,
compare the equivalence with (14) in Lemma 1 for the last estimation step. Taking all estimates together, we arrive at (17), which also completes the proof of Theorem 3 and Lemma 3.
Counterexamples
The proof of the sharpness of the bound (18) for λ min requires the following technical result (see [7, p.89/90] or [9, p.11]) for partial results). Since there might be other applications, we formulate it for general d ≥ 1 although it essentially reduces to a one-dimensional result. Let us fix any simplex Ω * from T 0 and its vertex P (for the following to be formally correct, it should be assumed that all (open) faces of Ω * attached to P are in the interior of Ω). The basis function φ j,i ∈ S 0 1 (T j ) satisfying φ j,i (P ) = 1 will be denoted by φ j,P , j = 0, . . . , J. For later convenience we set
and V * j = span{φ j,i : (j, i) ∈ I P,Ω * }, j = 0, . . . , J. For ease in understanding the technicalities below, the reader may restrict his attention to the case where T 0 consists of one simplex Ω 1 = Ω = Ω * and V j = S 0 1 (T j ). In that case I P,Ω * contains all index pairs but those corresponding to the φ j,P , and V * j = {u j ∈ V j : u j (P ) = 0}.
Lemma 5. Let d ≥ 1. For any
we have
If in addition u P (P ) = 0, then where
Proof. Without loss of generality, let Ω * be the simplex with vertices P = (0, 0, . . . , 0), P 1 = (1, 0, . . . , 0), P 2 = (1, 1, 0, . . . , 0), . . . , P d = (1, 1, . . . , 1) .
Obviously, u P (x 1 , x 2 , . . . , x d ) =ũ P (x 1 ), whereũ P is a univariate linear spline function with respect to the partition 0 < 2 −J < 2 −J+1 < . . . < 2 −1 < 1 determined by the values 
and observe that 2b j − b j−1 = c j , j = 0, . . . , J. These formulae give
which leads to (19).
To establish (20), we first remark that
where
are the best approximations of u in the L 2 (Ω * ) norm with respect to V * j . The proof of (21) is the same as for the corresponding norm equivalence of Lemma 1; cf. [7, Theorem 6] and the remarks after Lemma 1.
We use (21) for u = u P ∈ V * J and the fact that a J+1 = u P (P ) = 0. Let v * j,P ∈ V * j denote the unique function which coincides with u P for x 1 ≥ 2 −j . We have the following trivial estimates:
where Ω * j = {x ∈ Ω * : x 1 ≤ 2 −j }. This leads to the upper estimate
On the other hand, we have
where we have used the fact that u P −v * j,P is constant along hyperplanes x 1 = const, is piecewise linear with respect to x 1 , vanishes for x 1 ≥ 2 −j and x 1 = 0, and takes the value a j+1 − a j /2 at x 1 = 2 −j−1 . See Figure 4 b) for an illustration in the case j = 1, J = 4. Thus,
where this time b 1 = a 1 and b j = a j − a j−1 /2, j = 2, . . . , J. Since the matrix transforming the vector α with components α j = 2 −j(d/2−1) a j into the vector β with components
is strictly diagonally dominant, with the identity matrix as diagonal part, we get
which together with the already established upper estimate gives (20).
Lemma 5 will be used to construct functions u with large |||u||| 2 ω compared to a ω (u, u). Let us first consider d = 2. According to Lemma 4 it follows that for a non-exceptional T 0 at least one of the conditions (β) or (γ) is satisfied. If (γ) holds then there are two triangles ∆ = Ω 1 and ∆ = Ω 2 from T 0 withΩ 1 ∩Ω 2 = {P }, where P is an interior vertex. Figure 3 c) shows such a situation.
We set ω 1 = ω 2 = 1, and ω k = for k ≥ 3, where is chosen sufficiently small to essentially eliminate the influence of all other triangles. Set
outside∆ ∪∆ any extension to a function in V J will do. By Lemma 5, (19) , for sufficiently small we have
On the other hand, by the property (9) of the triple bar norm ||| · ||| ω and the definition of ||| · ||| P,Ω * from (20), we have
To see this inequality, collect the terms in (9) into groups corresponding to whether 1) (j, i) is associated with a φ j,P (the sum of these u j,i gives u P ), 2) (j, i) ∈ I P,∆ , 3) (j, i) ∈ I P,∆ , or 4) (j, i) is one of the remaining indices. After this, apply (19) to the sum of terms in group 1) and neglect all terms from group 4). This gives the above estimate from below (the terms corresponding to groups 2) and 3) give exactly the triple bar norms forũ associated with (P, ∆) and (P, ∆ ), respectively). The important observation is thatũ = u − u P − u 0 when restricted to either ∆ or ∆ is essentially (up to a V 0 -perturbation) of the form J j=0 c j φ j,P which allows us to apply (20). Let us consider ∆ first. If Q, R denote the other two vertices of ∆, and if u 0 takes the values x 0 ,y,z at P ,Q,R, respectively, theñ
(1 + x j )φ j,P − x 0 φ 0,P ≡uP,∆ −yφ 0,Q − zφ 0,R By (21) we have
Sinceũ coincides with the linear function u 0 on the set ∆\supp φ 1,P , we also have
, and
Altogether, again using (21) this gives
For ∆ , the same consideration leads to
After all, looking at the discrete representations (20) for d = 2, one immediately obtains the following lower bound for any choice of x j satisfying J j=0 x j = 0 (and, therefore, for any choice of u 0 and u P ):
Here,ã j,∆ resp.ã j,∆ stand for the values a j corresponding to the restrictions ofũ to ∆ resp. to ∆ , and it is stressed thatã j,∆ −ã j,∆ are exactly the a j corresponding to u| ∆ . The computation of the latter is simple, and gives the lower bound of order J 3 . Note that a similar function u * P = J j=1 φ j,P has been used in [13, 8] to prove the asymptotic exactness of the condition number estimates for the hierarchical basis method of Yserentant. Thus, after all, we have shown that for some function u ∈ V J and a specific set of weights
The same argumentation works for the case (β); see Figure 3 b ). Let ∆ = Ω 1 be the triangle with boundary vertex P (and such that the edges of ∆ emanating from P are in the interior of Ω). Then ω 1 = 1 and ω k = , k ≥ 2; u|∆ is the same as above and will be suitably extended to some u ∈ V J . Once again, (22) holds for small enough, and since there are no u P and u 0 components associated with a boundary vertex (i.e., x j = 0 for all j), we have
as before.
The case d ≥ 3 is similar to the case d = 2. However, if T 0 is of point type, the counterexamples are much simpler (see also [11] ). Indeed, if Ω 1 is a tetrahedron with vertices P , P 1 , P 2 , P 3 and such that {P } ⊂ Γ 1 ⊂ {P, P 1 , P 2 , P 3 }, then we set
plus suitable extension to a function u ∈ V J which is sufficient to show the result of Theorem 1. For sufficiently small, the function satisfies
which can be verified by direct calculation. On the other hand, as above we obtain (20) is the essential ingredient for carrying out the computations. This gives the necessary examples in Theorem 1 for T 0 of point type:
It remains to consider T 0 of edge type. According to Lemma 4 (δ), ( ), the situation is very much the same as in the case d = 2. For example, if (δ) is satisfied for Ω 1 with boundary edge e, then the crucial counterexample is obtained as follows. Let P be the midpoint of e and defineφ j,P as the unique function in V j vanishing at nodal points outside e and satisfying φ j,P | e = φ 1,P | e . 
where the constant C is independent of ω, j = 0, 1, . . . , J − 1, and J. We leave this as an exercise. For d = 3 and partitions of point type, see [11] . To obtain the worst case estimate for d = 2 (and T 0 of edge type if d = 3), use the same examples as above, and estimate the best approximations E j (u) L2,ω(Ω) from below (on ∆ and ∆ , as shown in the proof of Lemma 5) for j J/2. Note that the statement of Theorem 4 also shows the asymptotical sharpness of the logarithmic term in Theorem 4.7 of [4] if T 0 is not exceptional.
We conclude with another inequality which is of interest in the theory of nonoverlapping domain decomposition algorithms for two-dimensional problems but also demonstrates the fact that certain non-integer Sobolev norms are not additive with respect to the domain of definition. 
