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3"Donde haya un árbol que plantar,
plántalo tú. Donde haya un error que
enmendar, enmiéndalo tú. Donde haya
un esfuerzo que todos esquivan, hazlo
tú. Se tú el que aparta la piedra del
camino". Gabriela Mistral
"Sostengo que cuanto más indefensa es
una criatura, más derechos tiene a ser
protegida por el hombre contra la
crueldad del hombre. Debo realizar
todavía muchas purificaciones y
sacrificios personales para poder salvar
a esos animales indefensos de un
sacrificio que no tiene nada de
sagrado. Ruego constantemente a Dios
para que nazca sobre esta tierra algún
gran espíritu, hombre o mujer,
encendido en la piedad divina, capaz
de librarnos de nuestros horrendos
pecados contra los animales, salvar las
vidas de criaturas inocentes y purificar
los templos" Mahatma Gandhi
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Resumen
Con el objetivo de investigar si el esquema SAVT-ISBA (Interactions Soil
Biosphere Atmosphere Scheme, [81], [75],[80]) es apto para la reproducción del
ciclo hidrológico en Colombia, se seleccionó la cuenca del río la Vieja (CRLV)
como área de estudio para evaluar las simulaciones de escorrentía obtenidas con
este esquema. Para ello se realizó una completa descripción de la hidroclimatología
de la cuenca en función de la información disponible (proporcionada por IDEAM
(Instituto de Hidrología, Meteorología y Estudios Ambientales) y CeniCafe (Centro
de Investigaciones del Café)) ; con base en este análisis se determinó que el mejor
periodo para el desarrollo de este trabajo cubría entre 1991 y 2005, además, se
pudo establecer el marco climatológico general de la CRLV y se determinó que el
fenómeno ENOS (El Niño - La Oscilación de Sur) es el mayor forzante para las
variaciones en los promedios de precipitación trimestral en el área de estudio.
Inicialmente se tenía contemplado el uso de información observada para el
forzamiento atmosférico del esquema ISBA, no obstante, la información disponi-
ble para tal fin no fue suficiente para generar este tipo de análisis, por ello se
intentaron usar los resultados de una simulación climatológica del modelo WRF
(Weather Research and Forecasting Model), pero los resultados de la evaluación
de la información simulada en función de las series de tiempo disponibles para
la CRLV y con relación a las escalas intra-anual e inter-anual, indicaron que los
resultados de esta corrida particular del modelo atmosférico, no se aproximan a
las observaciones y en consecuencia la información de forzamiento requerida por
ISBA fue deducida a través de fórmulas empíricas.
La evaluación del esquema ISBA se realizó con dos experimentos (de una celda
y multicelda) y se utilizó la metodología de calibración GLUE (Generalized Like-
lihood Uncertainty Estimation [94]) con valores de los parámetros seleccionados
de manera aleatoria de una distribución uniforme [94][95]. Los resultados indica-
ron que en general el esquema ISBA preserva una adecuada representación de la
evaporación y que los parámetros del modelo asociados al drenaje son los mas
sensibles. No obstante, la reproducción de la escorrentía es bastante limitada, pero
se encontraron argumentos para corroborar que para mejorar esta deficiencia del
esquema ISBA, este debe ser acoplado a un modelo hidrológico y además, que se
debe profundizar en el manejo que el modelo le da a la conductividad hidráulica
[49], [18]. Finalmente gracias al adecuado manejo de la evaporación, el esquema
ISBA es recomendado para estudios de cambio climático en Colombia.
Palabras clave: SVAT’s, ISBA, Cuenca del río La Vieja, Hidrometeorología,
Variabilidad climática, GLUE.
Abstract
In order to investigate if the SVAT-scheme ISBA (Interactions Soil Biosphere
Atmosphere Scheme, [81], [75],[80]) is able to reproduce the hydrological cycle in
Colombia, was selected the la Vieja river basin (CRLV) as a study area to assess
runoff simulations obtained with this scheme. A full description of the hydroclima-
tology of the basin based on available information (provided by IDEAM (Institute
of Hydrology, Meteorology and Environmental Studies) and CENICAFE (Coffee
Research Center)) was performed; based on this analysis it was determined that the
best period for the development this work was between 1991 and 2005, also,it was
established the general climatological framework of the CRLV and was determined
that the ENSO (El Niño - The Southern Oscillation phenomenon ) is the largest
forcing to variations in quarterly averages of rainfall in the study area.
Initially it had planned the use of observed information for the atmospheric
forcing of the ISBA scheme, however, the information available for this purpose
was not sufficient to generate this type of analysis, for it, was attempted to use the
results of a climatological simulation of WRF model (Weather Research & Fore-
casting Model), but the results of the evaluation of the simulated data in terms of
time series available for CRLV and in relation to the intra -annual and inter-annual
scales, indicated that the results of this particular run of the atmospheric model,
don’t approach the observations and thus the forcing information required by ISBA
was derived through empirical formulas.
The evaluation of the ISBA scheme was carried out by two experiments (of a
cell and multicell) and was used the calibration methodology GLUE (Generalized
Likelihood Uncertainty Estimation [94]) with values of the parameters selected
randomly from uniform distribution [94][95]. The results indicated that in general
the ISBA scheme preserves adequate representation of the evaporation and the
model parameters associated with the drainage are the most sensitive. However, the
reproduction of runoff is fairly limited, but it was found arguments to corroborate
that, to improve this deficiency in the ISBA scheme, it must be coupled to a
hydrological model and also it must be deepened in handling the model gives of
the hydraulic conductivity [49], [18]. Finally thanks to the appropiate management
of the evaporation, the ISBA scheme is recommended for studies on climate change
in Colombia.
Palabras clave: SVAT’s, ISBA, La Vieja river basin, Hydrometeorology, Cli-
mate variability, GLUE.
Índice general
Agradecimientos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Resumen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Índice de figuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Índice de tablas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Lista de símbolos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Capítulo 1. Introducción y objetivos . . . . . . . . . . . . . . . . . . . 20
2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1Objetivo general . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2Objetivos específicos . . . . . . . . . . . . . . . . . . . . . . . . 23
Capítulo 2. Área de estudio . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1. . Ubicación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2. . Economía local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3. . Problemática ambiental . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4. . Morfometría . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5. . Clima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.1. . Información meteorológica disponible . . . . . . . . . . . . 29
2.5.2. . Verificación de datos atípicos . . . . . . . . . . . . . . . . . 32
2.6. . Comportamiento de la precipitación y el caudal para el área de
estudio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.7. . Espacialización de la precipitación . . . . . . . . . . . . . . . . . . . 36
2.7.1. . Selección del método de interpolación . . . . . . . . . . . . 36
2.8. . Análisis de Variabilidad Hidroclimática . . . . . . . . . . . . . . . . 40
Capítulo 3. El esquema ISBA . . . . . . . . . . . . . . . . . . . . . . . 49
3.1. . Breve historia del desarrollo del esquema ISBA . . . . . . . . . . . 49
3.2. . Los esquemas SVAT’s y el esquema ISBA . . . . . . . . . . . . . . . 54
3.3. . Ecuaciones para la temperatura en la superficie suelo/vegetación
TS y para la temperatura del suelo en profundidad T2 . . . . . . . 55
3.4. . Ecuaciones de humedad del suelo en la capa superficial Wg y flujo
de humedad en las capas más profundas del suelo W2 y W3 . . . . 59
3.4.1. . Coeficientes del método de forzamiento-restitución para el
cálculo de la humedad del suelo . . . . . . . . . . . . . . . . 65
3.5. . Ecuación de pronóstico para el volumen de agua interceptada por
la vegetación Wr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Índice general 8
Capítulo 4. Forzamiento atmosférico . . . . . . . . . . . . . . . . . . . 72
4.1. . Evaluación de las salidas promedio de Precipitación y Temperatura
media del modelo WRF para forzamiento del esquema ISBA . . . . 73
4.1.1. . Esquema de corrida del modelo WRF para forzamiento del
esquema ISBA . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.1.2. . Evaluación de la variable precipitación . . . . . . . . . . . . 77
4.1.3. . Evaluación de los resultados del modelo WRF a partir del
análisis caja-estación para las variables Temperatura media,
Humedad relativa y Evaporación. . . . . . . . . . . . . . . . 82
4.2. . Estimación del forzamiento atmosférico para el esquema ISBA
a través del empleo de los valores observados en superficie y la
aplicación de fórmulas indirectas . . . . . . . . . . . . . . . . . . . 85
4.2.1. . Complementación de la información de precipitación . . . . 86
4.2.2. . Deducción de la información de Temperatura media,
Radiación de onda larga y Radiación de onda corta . . . . 89
4.2.3. . Deducción de la información de Presión y vientos zonales y
meridionales . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Capítulo 5. Características de simulación . . . . . . . . . . . . . . . . 95
5.1. . Hardware y software . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2. . Opciones de simulación generales . . . . . . . . . . . . . . . . . . . 96
5.2.1. . Parámetros . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.1.1. . Parámetros primarios . . . . . . . . . . . . . . . . 98
5.2.1.2. . Parámetros secundarios . . . . . . . . . . . . . . . 99
5.2.1.3. . Parámetros asociados a la fisiología de la cobertura
vegetal . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3. . Calibración del esquema ISBA : GLUE . . . . . . . . . . . . . . . . 108
5.4. . Metodología de calibración . . . . . . . . . . . . . . . . . . . . . . 110
5.4.1. . Información hidrológica de calibración y verificación . . . . 113
5.4.2. . Transformación de la escorrentía simulada por ISBA en caudal116
Capítulo 6. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.1. . Experimento 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.2. . Experimento 2D . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2.1. . Evaluación 2D del esquema ISBA . . . . . . . . . . . . . . 134
Capítulo 7. Conclusiones y recomendaciones . . . . . . . . . . . . . . 137
Capítulo 8. Anexos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8.1. . Morfometría de la CRLV . . . . . . . . . . . . . . . . . . . . . . . . 142
8.2. . Gráficas de valores promedio mensual multianual de las series
climatológicas (T, HR y E) para la CRLV . . . . . . . . . . . . . . 145
8.3. . Comprobación del funcionamiento de ISBA . . . . . . . . . . . . . 148
8.4. . Series promedio para toda la CRLV del forzamiento atmosférico
para el experimento 2D . . . . . . . . . . . . . . . . . . . . . . . . 151
8.5. . Estadísticos de bondad de ajuste para el experimento 2D . . . . . 152
8.6. . Análisis regional de sensibilidad paramétrica para el experimento 2D 154
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
Índice de figuras
2.1. Ubicación de la CRLV . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2. Patrón general de drenaje de la CRVL escala 1:500.000, elaboración
propia. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3. Mapa con la ubicación de las estaciones hidrometeorológicas
consideradas en el estudio (La composición es propia) . . . . . . . . . 30
2.4. Promedios mensuales multianuales de precipitación en la CRLV,
período 1991-2005. Para cada mes se muestran los percentiles 25 y 75,
como expresión de la variabilidad de la serie. . . . . . . . . . . . . . . 34
2.5. Promedios mensuales multianuales de caudal en la CRLV, estaciones
26127010 (Alambrado) y 26127040 (Cartago), en el período
1991-2005.Son mostrados los percentiles 25 y 75, como expresión de
la distribución de las series. . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6. Curva de rendimiento promedio mensual multianual hasta las
estaciones 26127010 y 26127040 en el período 1991-2005. . . . . . . . 36
2.7. Curva de duración de caudales promedios mensuales en la CRLV,
estaciones 26127010 y 26127040 en el período 1991-2005. . . . . . . . 36
2.8. Validación cruzada de los tres métodos de interpolación seleccionados
para la espacialización de la precipitación multianual promedio,
basada en los registros de la red de estaciones seleccionadas para el
análisis de la climatología. . . . . . . . . . . . . . . . . . . . . . . . . 37
2.9. Mapas de precipitación promedio anual en la CRLV para el periodo
1975-2005 estimados por los métodos de Kriging, IDW y Polinomio
local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.10. Espacialización de la precipitación promedio mensual multianual en
la CRLV,período 1975-2005, con el método de interpolación Kriging. . 39
2.11. Correlogramas cruzados entre el índice de variabilidad climática y las
series de precipitación y caudal para la CRLV . . . . . . . . . . . . . . 42
2.12. Escenarios trimestrales más probables de alteración de la precipitación
en la CRLV durante una fase El Niño a cero rezagos de ocurrencia, en
el periodo 1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.13. Escenarios trimestrales más probables de alteración de la precipitación
en la CRLV durante una fase Neutra a cero rezagos de ocurrencia, en
el periodo 1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.14. Escenarios trimestrales más probables de alteración de la precipitación
en la CRLV durante una fase La Niña a cero rezagos de ocurrencia,
en el periodo 1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Índice de figuras 10
2.15. Tablas de contingencia para la variación del caudal en la estación
Alambrado en función de las fases del fenómeno ENOS. Periodo
1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.16. Tablas de contingencia para la variación del caudal en la estación
Cartago en función de las fases del fenómeno ENOS. Periodo 1991-2005. 48
3.1. Linea de tiempo de ISBA. Elaboración propia . . . . . . . . . . . . . 50
3.2. Diagrama mostrando los flujos de humedad en el esquema ISBA
considerando dos capas. La composición es propia, basado en [4] . . . 62
3.3. Diagrama mostrando la conceptualización de los flujos de humedad
en el esquema ISBA una vez se ha incorporado una tercera capa del
suelo. La composición es propia, basado en [4] . . . . . . . . . . . . . 64
4.1. Dominios de corrida del WRF. Nótese que el dominio interior (en
amarillo) y que cubre el área de la CRLV es de 4°N - 5°N y 74°W -
76° W. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2. Arriba: Asociación de cajas respecto a los polígonos de Thiessen
y radios de representatividad para cada estación de precipitación.
Abajo: Altitudes, en msnm, para cada caja en la CRLV, utilizadas
para evaluar el modelo WRF (10km) . . . . . . . . . . . . . . . . . . . 78
4.3. Valores promedio trimestrales multianuales de precipitación (en mm)
para caja de análisis (10 km) en el periodo 1991-2005. Colores azules
más oscuros indican precipitaciones más altas, colores verde claro
precipitaciones más bajas. Para cada caja se indican en números
negros los valores trimestrales de precipitación. b.: resultados del
modelo WRF. a: interpolaciones a nivel de caja para los datos
observados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4. Mapa mostrando la correlación lineal entre los valores mensuales de
precipitación observada y simulada por el modelo WRF en el periodo
1991-2005 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5. Paneles a la izquierda: Precipitación promedio mensual y Paneles a la
derecha: Precipitación promedio mensual multianual. Ambas en mm
en el periodo 1991-2005, para las cuencas alta (a.), media (b.) y baja
(c.) de la CRLV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6. Escenarios de afectación de la precipitación (división por terciles)
bajo el fenómeno ENOS para los cuatro trimestres del año, según las
observaciones (a.) y los resultados del WRF (b.) . . . . . . . . . . . . 84
4.7. Valores promedio mensual (tres paneles a la izquierda) y promedio
mensual multianual (tres paneles a la derecha) de Temperatura
(arriba, °C), Humedad Relativa (en la mitad,%) y Evaporación
(abajo,mm) en el periodo 1991-2005, en comparación con las salidas
del modelo WRF para las cajas asociadas a las series de la estación
Cumbarco. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.8. Agrupaciones de estaciones vecinas en función de la correlación y la
distancia, para las estaciones de medición de precipitación con datos
faltantes: AlmaCafeVivero, El Berrion, El Recreo y La Argentina. . . 87
Índice de figuras 11
4.9. Agrupaciones de estaciones vecinas en función de la correlación y la
distancia, para las estaciones de medición de precipitación con datos
faltantes: La Esperanza, La Esperanza2, La Miranda y La Playa. . . . 88
4.10. Agrupaciones de estaciones vecinas en función de la correlación y la
distancia, para las estaciones de medición de precipitación con datos
faltantes: La Renta, Los Cambulos, Mónaco y 52612015. . . . . . . . . 88
4.11. Agrupaciones de estaciones vecinas en función de la correlación y la
distancia, para las estaciones de medición de precipitación con datos
faltantes: Monaco, 52612017 y 52612018. . . . . . . . . . . . . . . . . 89
4.12. Mapa de temperatura deducida a partir del gradiente adiabático
húmedo para la CRLV (izquierda) y según Chávez y Jaramillo
(1998,[15]) (derecha), ambos en función del modelo digital de elevación
usado, resolución 1 km. . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.13. Intercomparacion de los datos de radiación de onda larga observados
por el proyecto HAPEX para el año 1986 (observaciones cada 30
minutos) y calculados con la fórmula de Swinbak (1963,[84]) . . . . . 92
4.14. Intercomparacion de los datos de radiación de onda corta diaria
observados en la estación IDEAM - AptoMatecana para el periodo
comprendido entre octubre 1 de 1990 a diciembre 31 de 1991 y
calculados con la fórmula de Ångstrom . . . . . . . . . . . . . . . . . 93
5.1. Mapas de coberturas vegetales en la CRLV para ISBA raster 1 km.
Dos versiones, (izquierda) basado en [156], (derecha) basado en
[112, 168, 100]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2. Mapa utilizado de coberturas vegetales en la CRLV para ISBA raster
10 km. Composición final basada en [156], y [112, 168, 100]. Nótese
generalización de la información respecto a lo observado a 1 km. . . . 101
5.3. Mapa de tipo de suelos para la CRLV en ISBA, raster 1 km, basado
en [112, 168, 100] (Derecha).Mapa de tipo de suelos para la la CRLV
en ISBA, raster 10 km.Basado en [112, 168, 100] (Izquierda). . . . . . 102
5.4. Área foliar e índice de área foliar según la densidad de siembra, en
variedad Colombia (Castillo et al., 1997). . . . . . . . . . . . . . . . . 104
5.5. Sistema típico de raíz de árbol de café arabica de 6 años de edad
Tomado de (11) [a:Tap central root, b:axial root, c:lateral root,d:feeder
bearer,e:feeder] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.6. Gráficas de regresión lineal del caudal promedio mensual registrado
en la estación Cartago en función del caudal promedio mensual
registrado en la estación aguas arriba del Alambrado en el período
1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.7. Gráfica de la serie de caudal diario en la estación Cartago desde
octubre 1 de 1982 a octubre 31 de 1985. De acuerdo con Ceballos
y Poveda (2004,[20]), Aquí (1 − γ)=0.97, c3/c1 = 2, 36, d = 0 y el
valor del caudal base inicial corresponde al caudal mínimo registrado
durante el período de evaluación . . . . . . . . . . . . . . . . . . . . . 115
Índice de figuras 12
5.8. Gráfica de la serie de caudal en la estación Cartago en el período
1991-2005, completada en función del caudal registrado en la estación
aguas arriba del Alambrado. En azul se muestra la deducción del
caudal base de acuerdo con Ceballos y Poveda (2004,[20]) y Furey P.E
y Gupta B.K (2001,[122]). . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.9. Direcciones de flujo deducidas a partir del modelo digital de elevación
10 km de resolución. (Derecha) Resolución de 1km (Izquierda). . . . . 117
6.1. Forzamiento atmosférico de experimento 1D, para las variables
humedad especifica, presion, vientos, temperatura, precipitación,
radiación de onda corta y radiación de onda larga. . . . . . . . . . . . 119
6.2. Balance hídrico para el experimento 1D sin calibración. . . . . . . . . 120
6.3. Comparación de evaporación (Izquierda) y escorrentía (Derecha),
acumulada observada y acumulada calculada por ISBA, para el
experimento 1D sin calibración. . . . . . . . . . . . . . . . . . . . . . 120
6.4. Resultados de algunos experimentos con variación de los parámetros
d2, Wdrain y CLAY (ver Tabla 5.4), preservando los demás constantes.
El coeficiente RunoffB se ha tomado de acuerdo a Habets et
al.,(1999,[54]), ver sección 5.2.1.2 . . . . . . . . . . . . . . . . . . . . . 121
6.5. Variación del drenaje, la evaporación y la escorrentía para el
experimento 1D, en función de la variación del porcentaje de arcillas
y arenas. El coeficiente RunoffB se ha tomado de acuerdo a Habets
et al.,(1999,[54]), ver sección 5.2.1.2 . . . . . . . . . . . . . . . . . . . 122
6.6. Diagramas de dispersión de los valores muestreados de los distintos
parámetros calibrados, en función de la F.O obtenida para la
calibración del experimento 1D, de la evaporación (a.) y de la
escorrentía (b.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.7. Análisis de sensibilidad regional de los distintos parámetros calibrados
para el experimento 1D, de la evaporación (a.) y de la escorrentía (b.). 125
6.8. Frentes de Pareto más significativos de las 10000 simulaciones de
MonteCarlo del experimento 1D. Las variaciones de los parámetros se
hicieron conforme a la Tabla 5.4. . . . . . . . . . . . . . . . . . . . . 126
6.9. Balance hídrico para el experimento 1D con calibración. . . . . . . . . 127
6.10. Comparación de evaporación (izquierda) y escorrentía (derecha),
acumulada observada y acumulada simulada por ISBA, para el
experimento 1D con calibración. . . . . . . . . . . . . . . . . . . . . . 128
6.11. Balance hídrico para el experimento 2D sin calibración, periodo
1991-2005. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.12. Serie observada y simulada de los caudales para la CRVL en el periodo
1991-2005, sin calibración. . . . . . . . . . . . . . . . . . . . . . . . . 130
6.13. Frentes de Pareto más significativos de las 500 simulaciones de
MonteCarlo del experimento 2D, en función de las componentes de
la F.O (Ecuación 5.1). Las variaciones de los parámetros se hicieron
conforme a la Tabla 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.14. Diagramas de dispersión de los distintos parámetros calibrados para
el experimento 2D, en función de la F.O (Ecuación 5.1) y de sus
componentes por separado. . . . . . . . . . . . . . . . . . . . . . . . . 133
6.15. Balance hídrico para el experimento 2D pos calibración (2003-2005). . 134
Índice de figuras 13
8.1. Elevaciones sobre el nivel del mar para el área de estudio, raster 1km
(izquierda) y órdenes de los cauces en la CRLV, escala 1:500.000,
elaboración propia (derecha). . . . . . . . . . . . . . . . . . . . . . . . 143
8.2. Curva hipsométrica para la CRLV . . . . . . . . . . . . . . . . . . . . 143
8.3. Promedios mensuales multianuales de temperatura media (a.) y
humedad relativa (b.) en la CRLV, período 1984-1990 (arriba) y
1991-2005 (abajo), son mostrados los percentiles 25 y 75 como
expresión de la distribución de la serie. . . . . . . . . . . . . . . . . . 146
8.4. Promedios mensuales multianuales de temperatura máxima (a.) y
mínima (b.), y de evaporación (c.) en la CRLV, período 1984-1990
(arriba) y 1991-2005 (abajo) respectivamente. Son mostrados los
percentiles 25 y 75, como expresión de la distribución de las series. . . 147
8.5. Series de forzamiento para HAPEX tomadas de Shao & Sellers (1996,
[179]), las mismas series utilizadas por Boone et al., (1999,[4]) . . . . 149
8.6. Evolución del drenaje segun ISBA para el experimento
HAPEX-MOBILHY, para el caso de 2 y 3 capas (2L y 3L,
respectivamente). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
8.7. Forzamiento obtenido a través de la combinación de datos in-situ y
empleo de fórmulas empíricas para la CRLV en el periodo 1991-2005 . 151
8.8. Análisis de sensibilidad regional de los distintos parámetros calibrados
para el experimento 2D, en función de la F.O (Ecuación 5.1) y de sus
componentes por separado. . . . . . . . . . . . . . . . . . . . . . . . . 154
Índice de tablas
2.1. Aspectos lineales, areales y de relieve, para la descripción de la
morfometria de la CRLV.(ver significado de las siglas al inicio del
documento en la lista de símbolos) . . . . . . . . . . . . . . . . . . . . 28
2.2. Períodos posibles en función del número de datos perdidos en la escala
diaria y del número disponible de estaciones para el análisis de la
hidroclimatología . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3. Tabla mostrando el número de estaciones disponibles y la cantidad de
datos perdidos, en la escala mensual para el análisis de precipitación
y caudal en el periodo 1991-2005 . . . . . . . . . . . . . . . . . . . . . 32
2.4. Intervalos validos para variación de los valores asociados a la
hidroclimatología tomados del [108] y [69] . . . . . . . . . . . . . . . . 33
2.5. Indices de variabilidad climática seleccionados . . . . . . . . . . . . . 40
3.1. Tabla para valores de C2ref según el tipo de suelo. Clasificación USDA
(Departamento de Agricultura de los Estados Unidos de América, por
sus siglas en inglés).Tomado de [81]. . . . . . . . . . . . . . . . . . . . 66
4.1. Cantidad de datos faltantes en las estaciones con registros de
precipitación y caudal en el periodo 1991-2005 . . . . . . . . . . . . . 73
4.2. Estaciones y cajas utilizadas para la evaluación del modelo WRF . . . 79
4.3. Fórmulas indirectas utilizadas para la deducción del forzamiento . . . 86
4.4. Valores de Ra y N utilizados para generar las series de Radiacion de
onda corta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1. Área en función del tipo de cobertura para la CRLV . . . . . . . . . . 98
5.2. Parámetros secundarios en ISBA . . . . . . . . . . . . . . . . . . . . 100
5.3. Clases de cultivos en ISBA . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4. Parámetros e intervalos de calibración . . . . . . . . . . . . . . . . . . 112
6.1. Tabla de los mejores parámetros de acuerdo a la F.O. de la Ecuación
5.1, para la calibración del experimento 1D. . . . . . . . . . . . . . . . 127
6.2. Estadísticos de bondad de simulación del experimento 2D sin calibración130
6.4. Resultados de las cinco mejores simulaciones, según las componentes
NS y WB de la F.O . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.5. Estadísticos de bondad de simulación post calibración . . . . . . . . . 135
8.1. Tabla de parámetros morfomtricos calculados, aspectos lineales,
areales y de relieve. Basada en [121] . . . . . . . . . . . . . . . . . . . 144
8.2. Estadísticos seleccionados para estimar la bondad de simulación . . . 152
Índice de tablas 15
8.4. Estadísticos seleccionados para estimar la bondad de simulación . . . 153
Lista de símbolos
α: Coeficiente obtenido de la regresión multivariada de mínimos cua-
drados para el ajuste del parámetro C4ref
αs: Albedo en superficie
a: Parámetro entero conocido, función del valor del porcentaje de
arcilla en el suelo
β: (adimensional) pendiente de la curva de retención de humedad
del suelo
c1yc2: Constantes adimensionales
C1: Coeficiente calculado por Noilhan y Planton (1989,[81]) asumien-
do propiedades hidráulicas constantes
C2: Coeficiente que caracteriza la velocidad a la cual el perfil de agua
es restituido al equilibrio
C3: Tasa a la cual el perfil de agua es restituido a la capacidad de
campo
C4: Es un estimativo de la velocidad a la cual los perfiles de agua en
el suelo retornan al equilibrio
CT : Capacidad calorífica volumétrica total del suelo
Cg: Capacidad calorífica volumétrica del suelo desnudo
Cv: Capacidad calorífica volumétrica del suelo cubierto por vegeta-
ción
CH : Coeficiente aerodinámico dependiente de la estabilidad térmica
de la atmósfera
Ce: Calor específico de la columna de suelo
C4b: Coeficiente que depende de la textura del suelo
C2ref : Valor promedio de C2 para cada tipo de suelo
C4ref : Coeficiente que depende de la textura del suelo
CLAY : Porcentaje de arcillas
δ: Fracción de la cobertura vegetal en la superficie capaz de alma-
cenar una película de agua
d: Profundidad a la cual la variación diurna de la temperatura es
insignificante
d1: Profundidad superficial del suelo
d2: Profundidad de la zona radicular
d3: Profundidad total del suelo modelado
d′1: Profundidad hasta la cual se cree se extienden los efectos del ciclo
diurno (10 cm para la primera versión de ISBA)
Lista de símbolos 17
d′2: Profundidad de la zona radicular con un valor especifico de 50
cm
dc: Profundidad a la que se supone el suelo compactado
D1: Difusividad del agua entre las dos primeras capas de suelo
D2: Difusión vertical entre las capas 2 y 3 del suelo
D: Coeficiente de difusión
Dd: Densidad de drenaje
Dmax: Máximo déficit de saturación
s: Emisividad de la superficie del suelo en el infrarrojo
esat: Presión de vapor saturado a la temperatura Ts
es: Presión de vapor
E: Tasa de evaporación total
Eg: Tasa de evaporación de suelo desnudo
EInt: Energía interna de una columna del suelo
Epot: Tasa de evaporación potencial
Er: Tasa de evaporación del reservorio de intercepción
Etr: Tasa de transpiración de las plantas (zona radicular)
f : Factor de forma para la conductividad hidráulica de saturación
a la profundidad dc
F1: Factor que mide la influencia de la radiación en la actividad fo-
tosintética
F2: Factor que representa el estrés hídrico en la superficie
F3: Factor que representa los efectos del déficit de la presión de vapor
en la atmósfera
F4: Factor que representa la dependencia de la resistencia estomatal
mínima Rsmin con la temperatura del aire
Fs: Frecuencia de la corriente
Ff : Factor de forma
g: Parámetro empírico para el calculo del déficit de la presión de
vapor en la atmósfera
G: Flujo por calor latente
Gr: Tasa del gradiente
G(z, t): Flujo de calor en la columna de suelo
H: Flujo de calor sensible
Ha: Suma de los flujos en la atmósfera hacia la superficie del suelo
K: Conductividad hidráulica
k2: Coeficiente de ajuste para el drenaje gravitacional
k3: Drenaje gravitacional de la última capa de suelo
Ksat: Conductividad hidráulica para condiciones saturadas
KsatC : Conductividad hidráulica para condiciones saturadas del suelo
compactado a la profundidad dc
λ: Difusividad térmica del suelo
L: Flujo de calor latente de condensación
LAI: Indice de área foliar
Lu: Longitud de la corriente
Lista de símbolos 18
NS: Coeficiente de Nash-Sultcliffe
ψ: Potencial mátrico
ψsat: Potencial mátrico para condiciones saturadas
p: Parámetro entero conocido, función del valor del porcentaje de
arcilla en el suelo
P : Tasa de precipitación que llega a la superficie del suelo
Pg: Tasa de precipitación que verdaderamente se infiltra en el suelo
qsat: Humedad específica de saturación cuando el ambiente tiene la
temperatura Ts,
qa: Humedad especifica de la atmósfera en el nivel za
ρ: Densidad
ρa: Densidad del aire sobre la superficie
ρw: Densidad del agua líquida
R: Relieve
Rr: Escorrentía por la retención foliar
Rsmin: Resistencia estomatal mínima
RG: Radiación solar entrante
RGL: Valor límite específico de radiación para cada tipo de especie de
cultivo
Ra: Resistencia aerodinámica
Rs: Resistencia superficial que depende de factores atmosféricos así
como del contenido de agua en el suelo
RL ↓: Flujo radiativo de onda larga descendente
Rb: Relación de bifurcación
Rc: Radio de circularidad
Re: Radio de elongación
RL: Tasa de longitud de las corrientes
Rt: Tasa del relieve
RunoffB: ó (B), coeficiente de escorrentía en la rejilla
σ: Constante de Stefan-Bolztman
S ↓: Magnitud del flujo radiativo de onda corta
Sb: Pendiente
SAND: Porcentaje de arenas
τ : Período de un día
T : Textura del drenaje
T2: Temperatura del suelo
Ts: Temperatura suelo-superficie
Tz: Temperatura del suelo en la profundidad z
T : Temperatura promedio diaria
T2: Término de restitución, temperatura promediada sobre un día,
asumida como la misma para todas las profundidades de la co-
lumna de suelo.
u: Orden de la corriente
veg: Rejilla con vegetación
Va: Velocidad de los vientos en superficie
Lista de símbolos 19
wg: Contenido de agua en el tope del suelo
wr: Intercepción de agua
w2yw3: Contenido de agua en el suelo
w23: Valor de humedad en la interfase de las capas 2 y 3
w2 + w3: Total de agua al interior de la columna de suelo
W2: Humedad del suelo en profundidad
Wl: Valor numérico que no impide que C2 sea indeterminado cuando
W2está cerca de la saturación
Wfc: Capacidad de campo
Ws: Flujo de agua en el suelo
Wdrain: Tasa de drenaje cuando el contenido de agua del suelo es inferior
a la capacidad de campo Wfc
Wmax: Capacidad de campo de la porción de suelo analizada
Wsat: Humedad a la cual se alcanza la saturación.
Wwilt: Valor del punto de marchitez
Wrmax: Valor máximo de almacenamiento Wr
Wg: Volumen de agua dividido por el volumen de suelo
Wb: Fracción de volumen de humedad total e igual al valor promedio
de humedad de los primeros 50 centímetros de suelo
ζ: Coeficiente obtenido de la regresión multivariada de mínimos cua-
drados para el ajuste del parámetro C4ref
za: Altura del follaje
z: Coordenada vertical
Zo0ZoH: Relación de la longitud de rugosidad para transferencia del mo-
mento y el calor
Capítulo 1
Introducción y objetivos
El análisis de los efectos del cambio climático en el ciclo hidrológico se
ha venido convirtiendo en un área prioritaria para la investigación de los re-
cursos hídricos, Leavesley (1994, [58]) y Xu (1999, [32]) fomentaron grandes
discusiones entorno al método convencional utilizado en MCG (Modelos de
Circulación General) para la simulación del caudal y desde entonces impor-
tantes progresos se han dado con el objetivo de mejorar las parametrizaciones
de superficie. Ahora la mayoría de los esquemas estándar de los MCG, han
sido remplazados por modelos físicos SVAT´s (Soil – Vegetation – Atmosp-
here - Transfer Schemes, por sus siglas en inglés) los cuales proveen mejores
simulaciones de la distribución vertical del agua, en cada punto de la rejilla
de análisis y para cada intervalo de tiempo (Dolman et al., 2001 [10]).
El esquema francés ISBA (Interactions Soil Biosphere Atmosphere Sche-
me) corresponde a estos esquemas SVAT´s y forma parte de un conjunto de
modelos utilizados para el pronóstico de las condiciones climáticas de Francia
y parte de Europa (Noilhan & Planton 1989 [81]; Mahfouf & Noilhan 1996
[75]; Noilhan & Mahfouf 1996 [80]). Con el objetivo de investigar si este
esquema es apto para la reproducción del ciclo hidrológico en Colombia, me-
diante el forzamiento de modelos atmosféricos y que esta información pueda
ser tenida en cuenta en los distintos planes de proyecciones del clima a largo
plazo, en este trabajo se seleccionó la cuenca del río la Vieja (CRLV) como
área de estudio para evaluar las simulaciones del caudal hechas mediante
el esquema ISBA, además de estudiar a fondo sus suposiciones teóricas de
simulación y en lo posible alternativas que optimicen su parametrización en
el caso tropical colombiano.
A lo largo de este trabajo el lector podrá encontrar la descripción del área
de estudio, así como una descripción de la hidroclimatología de la cuenca en
función de la información disponible, depurada y verificada, dispuesta para
este estudio por el IDEAM (Instituto de Hidrología, Meteorología y Estu-
dios Ambientales) y CeniCafe (Centro de Investigaciones del Café). Como
resultado de los análisis efectuados (Capítulo 2), se pudo establecer el mejor
periodo de análisis de cada variable en función de la calidad de la informa-
ción. Igualmente, se estableció el marco climatológico general de la CRLV
y se pudo determinar que entre los más importantes modos de variabilidad
climática, el fenómeno ENOS (El Niño - La Oscilación de Sur) es el mayor
forzante para las variaciones en los promedios de precipitación trimestral en
el área de estudio, en función de escenarios de afectación basados en división
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por terciles y utilizando como variable independiente el índice ONI (Oceanic
El Niño Index).
En el Capítulo 3 se presenta de manera detallada la descripción física
que hace el esquema ISBA de los procesos de interacción suelo - atmósfera
- vegetación. En este capítulo se presenta la deducción de la ecuación de
temperatura en la superficie suelo/vegetación TS y de la temperatura del
suelo con la profundidad T2, que se fundamentan en el método de restitución
de Deardoff (1977, [91]), así como las ecuaciones de humedad del suelo Wg en
los primeros 10 cm y de humedad del suelo en profundidad ( W2), que tienen
una formulación también basada en este mismo método de restitución, cuya
mayor ventaja es la de ser parsimoniosa y de habilidad razonable, ya que en
ausencia de información observada de humedad del suelo, no se considera un
único volumen total, sino que se permiten múltiples capas, con la posibilidad
de tratar el ciclo diurno de la temperatura del suelo. La importancia de estas
dos últimas formulaciones está en que la exactitud en la simulación de los
flujos en la superficie del suelo potencialmente es limitada por la exactitud
de la estimación de la humedad del suelo [109] . En ISBA el volumen de
agua interceptada por la vegetación Wr también se describe a través de una
formulación matemática, lo que indica que el esquema es capaz de representar
el proceso de intercepción del agua proveniente de la precipitación y del rocío,
por las hojas de las plantas, agua que potencialmente puede evaporarse a una
tasa que es función de la fracción de cobertura vegetal en la superficie.
Así mismo, al inicio del Capítulo 3 se presenta una recopilación bibliográ-
fica de las últimas mejoras propuestas al esquema y que eventualmente son
sugeridas para investigaciones posteriores a este trabajo; en estas se identifi-
can los enfoques disponibles en la literatura para mejorar la parametrización
de la generación escorrentía, así como importante inclusión en el esquema
ISBA de la simulación de procesos relacionados con variaciones del CO2 at-
mosférico.
El Capítulo 3 se relaciona mucho con la información que proporciona el
Capítulo 5, puesto que en este último se dan a conocer las características
de simulación. Para ello, se describe el hardware utilizado y se presentan los
condiciones operativas de corrida del esquema ISBA de manera independiente
a los otros esquemas de SURFEX, siempre con el objetivo de mantener un
esquema de simulación semejante al de la versión del artículo “The ISBA land
surface parameterization scheme” de la revista Global and Planetary Change
(vol 13)[80], en el que ya está incluida la simulación de evaporación del suelo
desnudo, el drenaje gravitacional y un mejor manejo de los coeficientes ae-
rodinámicos, pero conservando la introducción de la tercera capa de Boone,
Calvet y Noilhan (1999,[4]), y sin incluir cambios en la concentración del CO2
(ISBA-A-gs).De interés en este proyecto fue la calibración objetiva de algunos
de los parámetros del modelo ISBA, por lo que también en este Capítulo el
lector encontrará de forma detallada los valores iniciales y la descripción de
los intervalos posibles de oscilación de los parámetros primarios de ISBA, que
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describen la naturaleza de la superficie del suelo y de la vegetación mediante
índices numéricos.
Incialmente, en la propuesta de este trabajo se tenía contemplado el uso
de información observada para la evaluación del esquema ISBA, no obstante
y como el lector podrá encontrar en el Capítulo 2, la información disponi-
ble para tal fin no fue suficiente para generar un esquema de corrida que
permitiera este tipo de análisis. Por ello, en el Capítulo 4, se presentan los
resultados de la evaluación de la información simulada por el modelo WRF
(Weather Research and Forecasting Model) en el período 1991-2005, en fun-
ción de las series de tiempo disponibles para la CRLV y con relación a las
escalas intra-anual e inter-anual. Se pudo comprobar que los resultados de
una corrida particular del modelo atmosférico WRF no se aproximan a las
observaciones de precipitación y temperatura disponibles, por lo que para
para un experimento 2D (multicelda) con el esquema ISBA, la información
de forzamiento requerida fue deducida a través de la aplicación de fórmulas
empíricas.
Finalmente, la evaluación del esquema ISBA se realiza con dos experimen-
tos, el primero de una celda denominado “experimento 1D” y otro multicelda
llamado “experimento 2D”, a ambos se les implementó un ejercicio de cali-
bración bajo la metodología GLUE (Beven & Binley 1992, [94]), que para el
experimento 1D utilizó 10000 simulaciones, pero por limites computacionales
para el segundo caso correspondió a 500 simulaciones. Los valores de los pará-
metros seleccionados para la calibración fueron escogidos de manera aleatoria
de una distribución uniforme [94][95].Toda la información correspondiente a
este proceso de calibración se presenta en el Capítulo 5, en donde el lector
también encontrará los resultados de la calibración efectuada, con respecto
a la función objetivo seleccionada.
Los resultados indicaron que en general el esquema preserva una adecuada
representación de la evaporación y que los parámetros del modelo asociados
al drenaje son los más sensibles. No obstante, la reproducción de la esco-
rrentía es bastante limitada y por ello al final se presentan los argumentos
para corroborar que como lo estableció F. Habets (1998,[49]) y Decharme
et al., (2006,[18]), a fin de mejorar las deficiencias del esquema ISBA en la
reproducción de la escorrentía, este debe ser acoplado a un modelo hidroló-
gico y además se debe profundizar en el manejo que le da a la conductividad
hidráulica .
2. Objetivos
2.1Objetivo general
Evaluar el desempeño del esquema ISBA, en la simulación de los caudales
en la cuenca del Río La Vieja.
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2.2Objetivos específicos
a. Comprender a profundidad las características hidrometeorológicas de la
CRLV, a partir de una base de datos georeferenciada.
b. Entender de forma profunda la descripción física y parametrizaciones del
esquema ISBA.
c. Calibrar e implementar rigurosamente el esquema ISBA, en un dominio
que cubra el área de estudio.
d. Evaluar el desempeño del esquema ISBA en el área de estudio.
e. Dar a conocer las posibles ventajas y limitaciones de implementar el es-
quema ISBA en el estudio y proyecciones del cambio climático, y sus
efectos en los recursos hídricos colombianos.
Capítulo 2
Área de estudio
2.1. Ubicación
La CRLV está ubicada en el centro-occidente de Colombia, en la zona sur
del eje cafetero colombiano [26], principalmente en el departamento de Quin-
dío; el río la Vieja se forma de la confluencia de los ríos Barragán y Quindío,
sitio a partir del cual estas dos corrientes pierden su nombre original; el río
La Vieja es uno de los principales tributarios del río Cauca [31]. La cuenca
es compartida por tres (3) departamentos y veintiún (21) municipios, de los
cuales quince (15) se encuentran totalmente en su interior [30], correspon-
diendo a los doce (12) municipios del Quindío y a tres (3) del Valle del Cauca.
De los seis (6) restantes, cinco (5) pertenecen al Valle del Cauca y uno (1) a
Risaralda; de estos tan solo Cartago y Pereira tienen la cabecera municipal
dentro de la cuenca. Los puntos extremos de la CRLV están ubicados entre
los 4°4´ y 4°49´de Latitud Norte y los 75°24´ y 75°57´de Longitud Oeste
[30] y la CRLV tiene un área de 2880 km2 [30]. En la Figura 2.1se presenta
la ubicación general de la CRLV.
2.2. Economía local
Hasta hace unas pocas décadas, gran extensión de la cuenca del río La
Vieja estuvo cubierta por bosques húmedos de alta diversidad y endemismo.
La transformación de estos bosques en un agropaisaje ocurrió principalmen-
te en la segunda mitad del siglo XX. Durante algunas décadas, la principal
actividad productiva fue el cultivo de café con sombrío de Cachimbo o Poró
(Erythrina poeppigiana), guamo (Inga codonantha) y árboles remanentes,
estas especies arbóreas contribuían a mantener la conectividad estructural
entre los remanentes de bosque. Sin embargo, desde la década de 1990, los
sistemas tradicionales de café con sombra fueron sustituidos por plantaciones
de monocultivo a pleno sol y posteriormente, fueron transformados a pasturas
[182] y combinaciones de este cultivo con otros como frutales y plátano. Co-
mo consecuencia de ello, actualmente se desarrollan actividades productivas
del sector primario especialmente agrícolas, pecuarias,forestales, mineras y
turísticas en la cuenca.
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Figura 2.1. Ubicación de la CRLV
La agricultura de la CRLV está representada básicamente por cultivos
de café, plátano, cítricos, yuca y caña; en menor proporción algunos frutales
como aguacate, banano, cacao, guanábana y piña mandioca[30]), las olea-
ginosas, el maíz y el sorgo. La contribución de la ganadería a la actividad
económica en la región es marginal, representando menos del 1% de la mis-
ma. No obstante, la disminución en los precios del café ha transformado la
CRLV en una alternativa productiva interesante para antiguos productores
cafetaleros [182].
La población total para la Cuenca es de 1.140.378 habitantes, corres-
pondiéndole al Quindío el 53,7% del total (612.719 hab.), al Valle el 19,3%
(219.626 hab.) y a Risaralda el 27,0% (308.033 hab.) . Al confrontar la su-
perficie de la Cuenca con la población censada al 2005 se observa la gran
presión antrópica que soporta el territorio con un 85,7% de los habitantes
localizados en las áreas urbanas y una densidad poblacional de 396 hab./km.2,
cifra superior en diez veces a la densidad promedio poblacional nacional (39,4
hab/km2) [31].
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2.3. Problemática ambiental
En general las aguas de la cuenca se ven expuestas a contaminantes de
origen atropogénico por medio de vertimientos indiscriminados, lo que ha
sido reconocido por Sarmiento et al., 2005 [41]; según ellos los sobrecostos
que genera la contaminación hídrica por el tratamiento del agua cruda y las
tarifas del servicio de acueducto, son apenas una primera aproximación al
valor mínimo que debería invertirse en la recuperación de la CRLV, recono-
ciendo que este no es el único efecto que tiene la contaminación en el bienestar
económico de la población aledaña a la Cuenca, puesto que actividades eco-
nómicas como el turismo, la agricultura y la ganadería, entre otras, pueden
verse afectadas negativamente por la degradación de los recursos hídricos,
resaltando así que la estimación total de los verdaderos impactos es mucho
más difícil de cuantificar.
No obstante, importantes avances se han logrado en la CRLV en virtud
del desarrollo de estrategias de adaptación al cambio climático, por ejemplo
Fajardo et al., (2009,[35]),muestran que los sistemas silvopastoriles de alta
densidad de árboles contribuyen a la abundancia, riqueza y diversidad de aves
en la cuenca del río La Vieja, por encima incluso de los ecosistemas boscosos,
mientras que el suelo alcanza valores más altos de servicios ecológicos por
aumento en la capacidad de enraizamiento, la disponibilidad de nutrientes
y la resistencia a la erosión; en general, las fincas son de gran extensión
(mayores de 100 Ha), lo que hace que el impacto al suelo no sea tan fuerte.
Este mismo estudio, muestra que los campesinos que habitan la CRLV, que
en su gran mayoría han generado una cultura ganadera, han aplicado un
manejo adecuado mediante el uso de sistemas silvopastoriles, pero que el
poco tiempo que estos sistemas han estado vigentes no ha sido suficiente
para modificar las características del suelo, que al momento de realizarse la
reconversión ya tenían una alta degradación y que indica que la cuenca se
encuentra en una importante problemática ambiental.
2.4. Morfometría
El análisis morfométrico realizado para la CRLV y cuyos principales resul-
tados son mostrados a continuación (ver apéndice 8.1) sigue la metodología
de Sreedevi et al., (2009,[120]), según ellos las características morfométricas
deben ser divididas en : aspectos lineales, areales y de relieve (ver Tabla 8.1
en el anexo 2.4). La Tabla 2.1 resume las características morfométricas de la
cuenca y en la Figura 2.2 se presenta el patrón general de drenaje. Particu-
larmente se observa un patrón dentrítico [68], lo que sugiere formaciones de
roca homogénea y un amplio tiempo de formación de la cuenca.
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Figura 2.2. Patrón general de drenaje de la CRVL escala 1:500.000, elabora-
ción propia.
Capítulo 2. Área de estudio 28
Tabla 2.1. Aspectos lineales, areales y de relieve, para la descripción de la
morfometria de la CRLV.(ver significado de las siglas al inicio del documento
en la lista de símbolos)
Aspectos lineales
Orden Frecuencia (Un) Longitud total (Lu) Rb RL
1 330 1157,2 2,41 -
2 137 347,3 3,51 0,3
3 39 140,7 1,56 0,41
4 25 71,2 1,56 0,51
5 16 38,9 16 0,55
6 1 2,2 – 0,06
Promedio 91,33 292,92 5,01 0,36
Aspectos areales
Dd T Fs Re Rc Ff
0,63 0,12 0,20 0,72 0,37 0,40
Aspectos del relieve
Relieve Tasa Relieve Pendiente Tasa del gradiente
3774 0,05 0,05 0,31
Los resultados morfométricos efectuados mostraron que para la CRLV se
cumple la ley “de los números de corriente” [120], que establece que el número
de corrientes de diferente orden en función del orden tiende a aproximarse
estrechamente a una progresión geométrica inversa; del mismo modo que se
cumple la relación lineal entre el logaritmo de la longitud de las corrientes
para cada orden. El parámetro RL que muestra la variación de la distancia
recorrida por el agua en función de la pendiente por las condiciones topo-
gráficas de la cuenca [128]) tiene un valor promedio de 5.01 y aumentando
conforme aumenta el orden de los cauces en la CRLV,del mismo modo que
el valor promedio 5.01 del parámetro Rb, indica que la cuenca se encuentra
muy bien drenada y ramificada.
Con relación a los aspectos areales, el primer orden es el más domi-
nante, mientras que la densidad de drenaje es 0.63, lo que según Langbein
(1947,[171]) corresponde a una región húmeda, con baja resistencia a la in-
filtración y vegetalmente cubierta. Respecto a la textura de drenaje (T) se
observa que es inferior a 2 lo que indica que es muy gruesa según la clasifi-
cación de Smith (1950,[96]).
La frecuencia de las corrientes Fs es 0.20, entonces en promedio cada
4km2 hay una corriente. Este indicio sumado al alto valor de la densidad de
drenaje, permite afirmar que la CRLV no se ve mayormente influenciada por
procesos de infiltración y que la escorrentía superficial es más importante que
el aporte de aguas subterráneas[138]. Los parámetros de forma Rc y Re, así
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como el propio factor de forma tienen valores que indican que la forma de la
cuenca es principalmente oblonga, alejada de la forma circular y con picos
de creciente someros y de larga duración. Finalmente, el valor de la textura
de drenaje que es un indicio del espacio relativo para los canales fluviales en
el terreno [99], es mostrado en la Tabla 2.1
Con relación a los aspectos del relieve, se encuentra que la CRLV tiene
una variación drástica, puesto que la diferencia entre el punto más alto (4667
msnm) y el punto más bajo (893 msnm) es de 3774 msnm. La tasa del
relieve que es una medida adimensional de la altura en función de la longitud
de la cuenca, con un valor de 0.045 para la CRLV, según Sreedevi et al.,
(2009,[120]) indica que la CRLV no tiene una característica de un valle, ni
de una planicie más bien se asemeja a una región alta cuyas inclinaciones del
canal y del relieve favorecen el drenaje superficial. El tiempo de concentración
calculado con la formula de Kirpich modificada [118] es de 11.8 horas.
El cálculo de la pendiente promedio a partir de los valores del punto más
alto y del punto más bajo de la cuenca, indica que es muy moderada (0.045°);
no obstante, la orografía de la CRLV puede verse influenciada por cambios
más abruptos en el relieve. La relación del gradiente [120] es una expresión
de la pendiente del canal principal, donde en últimas es medido el caudal; el
valor de este parámetro es de 0.30 que es mucho mayor que el valor promedio
de la pendiente de toda la cuenca. Finalmente la curva hipsométrica para
la CRLV es presentada en la Figura 8.2 (ver apéndice 8.1), esta curva fue
calculada conforme el Modelo Digital de Elevación utilizado e indica que la
altitud del 50% del área de la cuenca está cerca a los 1500 msnm .
2.5. Clima
2.5.1. Información meteorológica disponible
Con el objetivo de incluir la información de la hidroclimatología de la
CRLV, fue solicitada al IDEAM y a CENICAFE, la información de las se-
ries diarias de precipitación, temperatura, humedad relativa, evaporación y
caudal disponibles para la cuenca. En la Figura 2.3 se presenta el mapa con
la ubicación de las estaciones disponibles para el estudio, de acuerdo con
la variable que registra. Después de recibida la información, se realizó un
inventario de la misma y la organización por variables; seguidamente me-
diante el empleo de un código de transformación binaria, las series fueron
convertidas al formato NetCdf 1. En la Tabla 2.2 se presenta la selección
de los mejores posibles periodos de análisis de la hidroclimatología; estos
periodos se escogieron con base en el número de estaciones por cada variable,
el número de años de medición y el número de datos perdidos para cada uno
de los periodos posibles .
1 Network Common Data Form : http://www.unidata.ucar.edu/software/
netcdf/
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Figura 2.3. Mapa con la ubicación de las estaciones hidrometeorológicas con-
sideradas en el estudio (La composición es propia)
Teniendo en cuenta la información obtenida de parte del IDEAM y de
CENICAFE, y los análisis mostrados en la Tabla 2.2 queda en claro que
las variables Temperatura (máxima, mínima y media), Humedad relativa y
Evaporación, no se encuentran bien representadas espacialmente en la CRLV,
como para ser utilizadas en el forzamiento del esquema ISBA (ver Sección
4) y como se verá en el Capítulo 4, los valores observados de las estas varia-
bles fueron utilizados únicamente para efectos de verificación del forzamiento
deducido a partir de ecuaciones empíricas.
Con relación a la variable precipitación se encontró que el mejor período
para su caracterización es el comprendido entre 1975-2005, con 42 estacio-
nes disponibles y 29224 datos perdidos (un equivalente al 12.1%). Respecto
Capítulo 2. Área de estudio 31
Tabla 2.2. Períodos posibles en función del número de datos perdidos en
la escala diaria y del número disponible de estaciones para el análisis de la
hidroclimatología
Variable Período seleccionado No. de
estaciones
Cantidad
datos
perdidos
% datos
perdidos
(aprox)
Temperatura media 2 metros 1984-1990/ 1978-2010 3 /1 473 /1679 6.1 /13.9
Temperatura máxima 1984-1990/ 1978-2010 3 /1 1561 /4273 20.3 /35.4
Temperatura mínima 1984-1990 /1978-2010 3/ 1 1561 /4273 20.3 /35.4
Humedad relativa 1984-1990 /1978-2010 4 /2 1774/ 3552 13.5 /14.7
Precipitación 1975-2005 42 29224 12.1
Evaporación 1979-2010 1 2254 18.7
Caudal(26127040) 1991-2010 1 177 2.4
Caudal (26127010) 1971-2008 1 384 2
a la variable caudal, son dos las estaciones sobre la corriente de La Vie-
ja disponibles para este estudio. La primera (26127010-Alambrado, área de
drenaje de 1504 km2) tiene un periodo de operación entre 1954 -1957 y entre
1971-2008, siendo este último el escogido por ser el más largo y con una
cantidad de datos perdidos de 384 (2%) en la escala diaria. La segunda esta-
ción (26127040-Cartago, área de drenaje de 2043 km2 ), tiene un periodo de
operación entre 1991-2010, con 177 datos perdidos, equivalentes a un 2.4% .
Teniendo en cuenta lo anterior, los resultados de clima y variabilidad hi-
droclimática para la CRLV solo se analizaron para las variables precipitación
y caudal en el periodo 1991-2005 (ver Tabla 2.3 y 4.1) . Como se discute
más adelante este fue el periodo seleccionado para la simulación y evaluación
del esquema ISBA. Para el caso de la variable precipitación aparecen menos
estaciones que para el periodo 1975-2005, debido a que se retiraron las se-
ries que respecto al periodo 1991-2005 aumentaban de manera importante
el porcentaje de datos perdidos. Las series históricas disponibles de las de-
más variables meteorológicas fueron tratadas como se discute en la siguiente
sección, y para ellas solo se presentan los resultados de los promedios clima-
tológicos en el periodo 1984-1990 (3 estaciones ver Tabla 2.2 ) y 1991-2005 (1
estación, Cumbarco (2612513-IDEAM) ubicada a 1692 m.s.n.m ) que sirven
para hacerse a una idea del comportamiento de estas series en la CRLV, pero
que no resultan ser confirmatorios por la escasa distribución espacio-temporal
(ver anexo 8.2).
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Tabla 2.3. Tabla mostrando el número de estaciones disponibles y la cantidad
de datos perdidos, en la escala mensual para el análisis de precipitación y
caudal en el periodo 1991-2005
Variable No. de
estaciones
Cantidad
datos
perdidos
% datos
perdidos por
estación
(aprox)
Precipitación 29 63 en total 4% en
promedio
Caudal(26127040) 1 2 1.1%
Caudal (26127010) 1 2 1.7
2.5.2. Verificación de datos atípicos
A fin de obtener series confiables para el desarrollo de este trabajo, se
realizó un riguroso análisis de los datos atípicos . Estos fueron detectados a
través del diagrama de cajas y patillas por variable, para cada uno de los
periodos seleccionados e indicados en la Tabla 2.2; luego de ello los datos
identificados como posiblemente anómalos fueron cotejados con respecto a
la ocurrencia del fenómeno de El Niño-La Oscilación del Sur; esto es valores
atípicos registrados en algunas de las fases La Niña o El Niño del fenómeno
respecto al índice de variabilidad climática ONI (Oceanic El Niño Index2),
no fueron retirados, asumiendo que este fenómeno es uno de los de mayor
relevancia en la variabilidad del clima de la región. No obstante, valores
que estuvieron alejados de la realidad física posible de variación para cada
variable fueron retirados y marcados como datos faltantes (ver Tabla 2.4).
Un tercer y cuarto criterio fueron aplicados, en tanto que se consideró
que valores atípicos repetidos en la misma variable y en diferentes estaciones
no podrían ser errores y fueron dejados, del mismo modo que valores atípicos
entre las variables fueron cotejados entre sus interrelaciones, así:
2 Es de esperarse que un dato atípico de caudal coincida con un dato atípico
de precipitación, aunque no se cumpla siempre en el sentido contrario
2 Del mismo modo que datos atípicos de las variables temperatura míni-
ma y máxima esten relacionados siempre, así como valores atípicos de
evaporación con valores atípicos de temperatura media.
Los resultados mostraron que las variables temperatura, humedad relativa
y evaporación, en general, exhiben valores atípicos más frecuentes, por debajo
del límite más bajo del diagrama de caja; que la variable con más valores
atípicos es la temperatura media y que en general la mayoría de los valores
atípicos coincide con fases El Niño / La Niña. Se resalta la gran cantidad
2 http://www.cpc.ncep. noaa.gov/data/indices/
Capítulo 2. Área de estudio 33
Tabla 2.4. Intervalos validos para variación de los valores asociados a la
hidroclimatología tomados del [108] y [69]
Variable Resolución Unidades Rango
posible
Evaporación total diaria promedio multinaual mm 2.5-10.27*
Humedad relativa media anual, promedio multianual % 70-90
Temperatura máxima media anual, promedio multianual °C 8-32
Temperatura mínima media anual, promedio multianual °C 0-24
Temperatura media media anual promedio multianual °C 0-32
Precipitación total mensual, promedio multinaual mm 0-334 **
Caudal promedio mensual, promedio multinaual m3/s 9-302 ***
*Los valores del Atlas vienen dados en evaporación total anual promedio multianual en
mm, para hallar el valor diario promedio total multianual, el rango fue dividido entre
12meses y 30.41dias
**Los valores del Atlas vienen dados en precipitación total anual promedio multianual en
mm, para hallar el valor total mensual promedio multianual, el rango fue dividido entre
12meses
***Entre el valor mínimo de la serie y el valor promedio mas 3 veces la desviación estándar,
en el periodo 1991-2005.
de datos atípicos encontrados para la variable temperatura mínima desde
septiembre de 1982 a julio de 1983 (coincidiendo con la fase El Niño) que
indica la suceptibilidad de esta variable a la ocurrencia de las dos fases del
fenómeno ENOS.
Con relación a las series de caudal y precipitación, investigadas a nivel
mensual, se encuentra que el mes con más valores atípicos en precipitación
es octubre de 2005. También en su gran mayoría los valores coinciden con la
ocurrencia de las fases del fenómeno ENOS.
Una vez fueron removidos los atípicos más sospechosos de las series histó-
ricas registradas, se compararon los histogramas de frecuencias de las series
ajustadas y los valores de los estadísticos más importantes; se encontraron
importantes similitudes con respecto a los resultados de las series iniciales,
por ejemplo las distribuciones generales y los sesgos se conservan, así como la
mediana, varianza, desviación estándar y valor promedio se conservan muy
cercanos a los valores obtenidos antes de haber retirado los valores atípicos,
lo que indica que la depuración de las series no afecta la distribución inicial
de las series.
2.6. Comportamiento de la precipitación y el caudal
para el área de estudio
Para la descripción de la climatología en el periodo de estudio (1991-2005),
se presentan en este numeral las gráficas de los valores promedio mensual
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Figura 2.4. Promedios mensuales multianuales de precipitación en la CRLV,
período 1991-2005. Para cada mes se muestran los percentiles 25 y 75, como
expresión de la variabilidad de la serie.
multianual de las variables caudal y precipitación, en función de su variación
intercuartilica (025 inferior y 075 superior) .La información en ningún caso fue
completada con el objetivo de no crear falsas apreciaciones.Adicionalmente,
para la variable caudal son presentadas las curvas de duración de caudales
(CDC) y rendimiento. En el Anexo 8.2 el lector encontrará las mismas gráficas
pero para las series de temperatura, humedad relativa y evaporación .
De acuerdo con lo observado para la variable precipitación (ver Figura
2.4) se encuentra que su régimen es de tipo bimodal con épocas de mayores
valores en abril-mayo y octubre-noviembre, mientras que de más bajas preci-
pitaciones para julio-agosto y enero-febrero. El rango de variación promedio
de la precipitación mensual se encuentra entre 80 mm/mes y 272 mm/mes
con una varianza, medida por los percentiles 25 y 75, como máximo de 85
mm/mes, observada en los meses de enero y noviembre. De acuerdo con los
resultados de los valores promedios diarios multianuales (no mostrados aquí),
los días más lluviosos en general son el 151 y 281, mientras que el menos llu-
vioso es el 205; no obstante, en ningún caso la precipitación alcanza el valor
de cero en el promedio diario multianual . En concordancia con los resultados
encontrados para la precipitación, la distribución intranual de los caudales,
de acuerdo con los promedios mensuales, calculados a partir de los datos de
las dos estaciones hidrométricas disponibles para este trabajo(ver Figura 2.5)
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Figura 2.5. Promedios mensuales multianuales de caudal en la CRLV,
estaciones 26127010 (Alambrado) y 26127040 (Cartago), en el período
1991-2005.Son mostrados los percentiles 25 y 75, como expresión de la dis-
tribución de las series.
indican que la hidrología tiene un comportamiento bimodal, con valores más
altos registrados en noviembre-diciembre y abril-mayo y valores más bajos
en agosto-septiembre y enero-febrero. El rango de variación de los caudales
promedio mensual multianual es de 20 a 86 m3/s para la estación Alambrado
(2612701), hasta donde la CRLV tiene un área de 1600 km y de 40 a 130
m3/s para la estación Cartago (2612704), hasta donde la cuenca tiene un
área de drenaje de 2880 km2.
De acuerdo con lo mostrado en la Figura 2.6, en términos de rendimiento
(m3/s/km) se encuentra que coinciden para ambas estaciones, con un valor
promedio de 0.04 (m3/s/km2) y que está muy relacionado con la natura-
leza detrítica de la cuenca, así como con su alta densidad de drenaje (ver
sección 2.4). Observando las curvas de duración de caudales medios mensua-
les para ambas estaciones (ver Figura 2.7) el caudal mediano tiene valores
de 73,2(m3/s) y de 45.1 (m3/s), con valores promedio de 53.9 (m3/s) y
84.41(m3/s), para las estaciones Cartago y Alambrado, respectivamente. El
caudal firme observado de la curva CDC, es de 18 (m3/s) hasta la esta-
ción Cartago (26127040), que sería una medida del flujo base promedio. Sin
embargo, como se discute en la sección 5.4.1 aplicando la metodología de
Ceballos y Poveda (2004,[20]) y Furey P.E y Gupta B.K (2001,[122]), para
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Figura 2.6. Curva de rendimiento promedio mensual multianual hasta las
estaciones 26127010 y 26127040 en el período 1991-2005.
Figura 2.7. Curva de duración de caudales promedios mensuales en la CRLV,
estaciones 26127010 y 26127040 en el período 1991-2005.
la estimación del flujo base, este tiene un valor promedio de 58.41 m3/s y un
rango de variación entre 9 m3/s a 274 m3/s, en el periodo 1991-2005.
2.7. Espacialización de la precipitación
Uno de los objetivos del proyecto aquí descrito es efectuar la caracteriza-
ción hidroclimática completa del área de estudio, a partir de datos mensuales
. No obstante y de acuerdo a lo discutido en la sección 2.5.1, la red de ob-
servación disponible solo permite hacer una completa espacialización de la
información puntual para el caso de la variable precipitación, tal como se
discute a continuación.
2.7.1. Selección del método de interpolación
Antes de interpolar la información puntual de precipitación, a fin de co-
rroborar la distribución espacial del campo, se hace una comprobación de los
Capítulo 2. Área de estudio 37
métodos de interpolación más utilizados, a fin de seleccionar entre ellos aquel
con menor error en la predicción de los valores puntuales registrados, lo que
se conoce como validación cruzada. Los tres métodos escogidos incluyen:
1. Kriging: Es es un método geoestadístico, en el que se asume que al
menos algunas de las variaciones espaciales observadas en los fenómenos na-
turales pueden ser modeladas por procesos aleatorios con autocorrelación
espacial [48].
2. Inverso de la distancia: Este método determínistico, se basa en la hi-
pótesis de que observaciones que están más cercanas son más parecidas que
las que se encuentran más alejadas. Para predecir un valor en un lugar sin
observaciones, este método utiliza los valores medidos que rodean el lugar de
interés. Así, el método asume que cada punto de medida tiene una influencia
local que disminuye con la distancia, dando mayor peso a los puntos más
cercanos a la ubicación de la predicción, mientras que estos disminuyen en
función de la distancia, de ahí su nombre [48].
3. Polinomio local: En este método determínistico, se ajustan múltiples
polinomios del orden especificado (cero, primer, segundo, tercer, y así suce-
sivamente) a partir de los valores resgistrados en las estaciones seleccionadas
para un área local definida. Estas áreas de vecinos se superponen y el valor
que se utiliza para cada predicción es el valor predicho por el polinomio que
se sobrepone en tal área [48].
Figura 2.8. Validación cruzada de los tres métodos de interpolación selec-
cionados para la espacialización de la precipitación multianual promedio,
basada en los registros de la red de estaciones seleccionadas para el análisis
de la climatología.
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Figura 2.9. Mapas de precipitación promedio anual en la CRLV para el pe-
riodo 1975-2005 estimados por los métodos de Kriging, IDW y Polinomio
local .
Para la interpolación de la precipitación mediante los métodos de Kriging
y de Inverso de la distancia al cuadrado, se utilizó la información de los 41
vecinos ( la red completa de estaciones) y como centroide de interpolación el
punto ubicado en -75°,733 de Longitud oeste y 4°,516 de Latitud Norte. Para
el caso de la interpolación polinomial se utilizó un polinomio de grado 2 .
En la Figura 2.8 se presentan los resultados de la validación cruzada
efectuada para cada uno de los tres métodos de interpolación seleccionados.
Cada método en la Figura 2.8 presenta la comparación entre los valores
observados y simulados y el cálculo del error del método (en porcentaje),
tanto en sobre-estimación como en sub-estimación con relación a los valores
observados. Nótese que de los tres métodos seleccionados el que más se aleja
de los valores observados es el método del inverso a la distancia, del mismo
modo que este es el único que tiende a la sobre-estimación. También se ob-
serva en la Figura 2.8 que los métodos de Kriging y Polinomio Local realizan
estimación muy similares . Entre estos dos últimos finalmente se seleccionó
el método de Kriging, por ser el que menor error tiene en la sub-estimación
y en la reproducción general de los datos anuales observados. Mediante este
método se realiza igualmente la espacialización de la precipitación promedio
mensual multianual en la CRLV, tal como se presenta en la Figura 2.10
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Figura 2.10. Espacialización de la precipitación promedio mensual multi-
anual en la CRLV,período 1975-2005, con el método de interpolación Kriging.
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Tabla 2.5. Indices de variabilidad climática seleccionados
Nombre Url
Indice de la
Oscilación del Sur
http://www.cpc.ncep.noaa.
gov/products/analysis
_monitoring/ensostuff/ ensoyears.shtml
Indice de
Oscilación
Atlántico Norte
http://www.cpc.noaa.gov
/products/precip/CWlink
/pna/norm.nao.monthly. b5001.current.ascii
Indice Oscilación
Cuasibienal
http://www.cdc.noaa.gov
/Correlation/qbo.data
Oceanic Niño
Index
http://www.cpc.ncep.
noaa.gov/data/indices/
Fuentes:National Oceanic and Atmospheric Administration(NOAA), Climate Prediction
Center (CPC)
2.8. Análisis de Variabilidad Hidroclimática
En la Figura 2.11 se presentan los correlogramas cruzados de las series de
tiempo de precipitación total y caudal mensual de la CRLV en relación con
los siguientes modos de variabilidad climática3 : La Oscilación del Atlántico
Norte (NAO), la Oscilación Cuasi-Bienal (QBO) y el Fenómeno ENOS (El
Niño/La Oscilación del Sur), a través de los indices comúnmente utilizados
para su análisis (ver Tabla 2.5) cuyo periodo de análisis se corresponde con el
periodo de la serie disponible de las variables hidrometeorológicas analizadas.
El nivel de significancia de los correlogramas es conforme a la Ecuación 2.1[23]
− 2/
√
N ≤ r ≤ 2/
√
N (2.1)
En donde N es el tamaño de la muestra y r el coeficiente de correlación
De acuerdo con lo mostrado por los correlogramas cruzados (de todas las
variables y por limitaciones de espacio no presentados aquí), las correlaciones
más importantes entre las variables precipitación y caudal y los índices de
variabilidad climática analizados se presentan para los indices SOI y ONI,
para los que es posible observar (ver Figura 2.11) que todas las series, ex-
ceptuando las de humedad relativa y temperatura mínima, muestran una
respuesta clara a variaciones de los índices, incluso a más de seis meses de
rezago, sobresaliendo la relación hallada con las series disponibles de cau-
dales. Esta exploración permite identificar al fenómeno macroclimático del
3 Un análisis similar pero no mostrado aquí fue elaborado para las series de las varia-
bles Temperatura (máxima, media y mínima), Humedad relativa y Evaporación del anexo
8.2
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ENOS como el mayor forzante de variabilidad climática en la CRLV; para su
descripción y análisis detallado fue seleccionado el indice ONI .
A fin de establecer la afectación de las variables analizadas (precipitación
y caudal) bajo las fases de ocurrencia del fenómeno ENOS, se utilizó la me-
todología de análisis compuesto[163] implementada en el software Jaziku 0.6
[175]. La metodología de análisis compuesto se basa en el uso de la tabla de
contingencia, dentro de la cual, y para el caso analizado, la variable inde-
pendiente fue el indice ONI, con categorías asociadas a los umbrales +/- 0.5,
siendo valores entre estos limites correspondientes a fases Neutras, mientras
que por encima de 0.5 a la fase cálida El Niño y por debajo de -0.5 a la
fase fría del fenómeno La Niña 4; del mismo modo, la variable dependiente
es entonces, la serie de la variable hidometeorológica analizada (caudal o
precipitación), con categorías por debajo, por encima y dentro de lo normal,
divididas por los percentiles 33 y 66 [175].
El análisis compuesto se aplicó a las series de cada uno de los trimestres
del año5, con rezagos de 0, 1 y 2 trimestres (lo que de hecho reduce el periodo
de análisis un año en cada extremo de la serie). El análisis, descrito más ade-
lante, se corresponde con una revisión de la ubicación de estos promedios en
cada una de las categorías establecidas por los percentiles seleccionados, bajo
cada una de las fases de ocurrencia del fenómeno. En efecto, los resultados
de los escenarios mostrados a continuación están orientados a indicar la ten-
dencia de la variable analizada bajo variaciones de las fases del ENOS y no a
los resultados determínisticos de afectación por aumento o reducción en los
valores de la variable o sus desviaciones del promedio trimestral. Teniendo
en cuenta que un análisis del tipo frecuencial requiere de datos en la escala
climatológica, el análisis compuesto fue aplicado a las series de Caudal y
Precipitación6, pues para variables como Temperatura (máxima, mínima y
media), evaporación y humedad relativa, como se vio en la sección 2.5.1, no se
cuenta con la información suficiente para efectuar este tipo de análisis . Tam-
bién fueron revisados los datos atípicos que no fueron removidos de acuerdo
con la descripción hecha en la sección 2.5.2 y se verificó su asociación con las
fases El Niño/La Niña.
2 Fase El Niño:Bajo condiciones anómalamente cálidas del mar Pacífico
Tropical, el comportamiento en general esperado es de descensos significa-
tivos en la precipitación y en los caudales, no obstante este comportamien-
to no es homogéneo para todos los trimestres del año. De acuerdo con los
resultados para la variable precipitación mostrados en la Figura 2.12, se
encuentra que los trimestres mayormente afectados son NDE, DEF, EFM,
4 Sin corresponderse estrictamente con la definición del índice ONI, para más de tres
meses consecutivos con valores por encima o por debajo de +/-0.5
5 EFM, FMA,MAM, AMJ, MJJ,JJA,JAS,ASO, SON, OND, NDE, donde E corres-
ponde a enero,F a febrero y subsecuentemente N a noviembre y D a diciembre
6 Interpolación tipo Kriging de los resultados para cada una de las estaciones.
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Figura 2.11. Correlogramas cruzados entre el índice de variabilidad climática
y las series de precipitación y caudal para la CRLV .
Capítulo 2. Área de estudio 43
MJJ y JJA, para los que se observa que la variable tiende a ubicarse en la
categoría por debajo de lo normal con probabilidades por encima del 80%
de los casos; sin embargo, existen trimestres como SON, OND, FMA y
AMJ, para los que se encuentra que en un importante número de casos la
precipitación se ubicó en la categoría normal (entre el percentil 33 y 66 de
la serie de cada una de las estaciones). Esta tendencia en la precipitación
se mantiene a 0, 1 y 2 trimestres de rezago de ocurrencia de la fase El
Niño del fenómeno ENOS.
Con relación a la información recopilada de las dos estaciones de caudal
disponibles para este trabajo, se encuentra que al igual que para el caso
de la precipitación en los trimestres NDE, DEF, EFM, MJJ y JJA existe
una mayor tendencia a la reducción de sus valores promedio trimestral (ver
Figuras.2.16 y 2.15). Sin embargo, al analizar los resultados de todos los
trimestres del año a cualquiera de los rezagos estudiados (0,1,2), se encuentra
que este comportamiento de disminución de los caudales por ocurrencia de
la fase cálida del ENOS (El Niño) no desaparece para otros trimestres del
año sino que se mantiene, aunque con menor probabilidad para los trimestres
SON, OND, FMA y AMJ.
2 Fase Neutra:Bajo una fase neutra del fenómeno ENOS (ver Figuras.2.16
y 2.15), en general se observa que las series de caudal tienden a perma-
necer en condiciones dentro de lo normal o que la cantidad de casos en
los que se da una condición de cada una de las categorías (por encima,
por debajo y dentro de lo normal), son muy cercanas o equivalentes. Sin
embargo, existen trimestres y rezagos para los que este comportamiento
no es el mencionado y que en efecto indicaría que las la variabilidad en
los caudales no es explicada en su totalidad por el fenómeno ENOS, lo
que además permite inferir que pueden existir otros fenómenos de la es-
cala climatológica que siendo inhibidos por el fenómeno ENOS, influyen
levemente en las desviaciones del promedio trimestral de las series de las
dos estaciones analizadas (ver Figuras.2.16 y 2.15).
Un comportamiento muy similar es el observado para la variable precipita-
ción (ver Figuras.2.13), ya que para condiciones neutras del fenómeno en
general la precipitación tiende a ubicarse en condiciones normales excepto
por los trimestres JJA, JAS, ASO y DEF para los que se ha observado que
por lo menos en un 55% de los casos, la precipitación se ha mantenido en
condiciones por debajo de lo normal (valores por debajo del percentil 33 de
las series analizadas), comportamiento que prevalece en cada uno de los tres
rezagos analizados.
2 Fase La Niña:En condiciones La Niña del fenómeno ENOS, se observa
que la variable más afectada es el caudal (ver Figuras.2.16 y 2.15), con una
tendencia generalizada al aumento y persistente en todos los rezagos, con
probabilidades muy significativas desde un 71% de los casos hasta el 100%
de ellos, principalmente en los trimestres de MAM, AMJ, MJJ y JJA. Este
comportamiento es igualmente observado para la variable precipitación
(ver Figura 2.14); en este caso se observa que los trimestres con mayor
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desviación de los valores de precipitación a la categoría por encima de lo
normal (por encima del percentil 66) son DEF, EFM, JJAS y JAS (ver
Figura 2.14), siendo este último el trimestre más afectado es JAS con
un 90% a 100% de los casos registrados de precipitaciones promedio por
encima de lo normal; este comportamiento de la precipitación en general
prevalece en cualquiera de los rezagos analizados. Sobresale para el caso
de la precipitación que el trimestre SON a 0 y 1 un rezagos, no exhibe
desviaciones de los valores promedio y en cambio tiende a mantenerse en
condiciones dentro de lo normal
Finalmente, el análisis de cada una de las series de precipitación y caudal
investigadas bajo la metodología de análisis compuesto y la revisión de los
datos atípicos registrados por cada variable, permite concluir que el mes de
mayor afectación por causa del fenómeno ENOS es el mes de Julio y los
trimestres que lo incluyen, en especial el trimestre de transición del primer
pico lluvioso al de menos lluvioso JJA. Teniendo en cuenta que entre 1991
y 2005 se registraron 54 trimestres con valores del ONI > 0.5 y 44 con va-
lores ONI<-0.5, es posible que los escenarios probabilisticos acá mostrados
se encuentren sesgados a la condición por debajo de lo normal (el comporta-
miento más típico para fases El Niño). Sin embargo, es importante resaltar
que las probabilidades halladas de casos en los que la precipitación se ubicó
en condiciones por encima de lo normal en la fase La Niña son mayores que
los del caso de El Niño.
A este respecto, se sugiere la realizacion de estudios adicionales en la
CRLV que permitan establecer entre todos los demás forzantes de variabili-
dad climática que se ha demostrado afectan al país y que no fueron tenidos
en cuenta aquí, cual es el grado de influencia para las desviaciones de los
promedios de los trimestres de las variables bajo las fases neutras del fenó-
meno y que en efecto ubicaron atípicos en los meses de octubre de 1983,
noviembre de 1985, septiembre de 1988, septiembre a diciembre de 1989,
julio a noviembre de 1990, octubre de 2001 y diciembre de 2008. Aunque,
no se descarta la posibilidad de que se trate de un fenómeno de variabilidad
climática diferente, sino que se corresponda con condiciones anómalas del
sistema océano - atmósfera en el mar Pacifico tropical, que pueden hacer
que el valor del ONI tenga valores negativos o positivos, no necesariamente
por encima o por debajo de +/- 0.5, como para establecer una categoría El
Niño/La Niña.
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Figura 2.12. Escenarios trimestrales más probables de alteración de la preci-
pitación en la CRLV durante una fase El Niño a cero rezagos de ocurrencia,
en el periodo 1991-2005.
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Figura 2.13. Escenarios trimestrales más probables de alteración de la preci-
pitación en la CRLV durante una fase Neutra a cero rezagos de ocurrencia,
en el periodo 1991-2005.
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Figura 2.14. Escenarios trimestrales más probables de alteración de la preci-
pitación en la CRLV durante una fase La Niña a cero rezagos de ocurrencia,
en el periodo 1991-2005.
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Figura 2.15. Tablas de contingencia para la variación del caudal en la
estación Alambrado en función de las fases del fenómeno ENOS. Periodo
1991-2005.
Figura 2.16. Tablas de contingencia para la variación del caudal en la esta-
ción Cartago en función de las fases del fenómeno ENOS. Periodo 1991-2005.
Capítulo 3
El esquema ISBA
3.1. Breve historia del desarrollo del esquema ISBA
El esquema ISBA ha sido ampliamente utilizado por el Servicio Meteoro-
lógico Francés y por otros, para diferentes propósitos de investigación climáti-
ca e hidroclimática. A continuación se presenta el histórico desde el desarrollo
original del modelo pasando por las modificaciones y las propuestas que po-
drían ser útiles para optimizar los resultados de esta investigación (ver Figura
3.1)
Los orígenes del esquema se dan con el artículo “A simple parameteriza-
tion of land surface processes for meteorological model” (Noilhan y Planton,
1989[81]), en el cual los autores presentan una parametrización de la superficie
del suelo para un modelo meteorológico de mesoescala, comprobando que su
propuesta tiene la habilidad de reproducir en buena medida los componentes
del balance de energía sobre una amplia variedad de condiciones de superficie.
Sin embargo, no fue sino hasta 1996 cuando en el artículo “The ISBA land
surface parameterization scheme” de la revista Global and Planetary Change
(vol 13)[80], que Noilhan y Mahfouf presentaron dicha parametrización como
el esquema ISBA, basada en el trabajo previo de Noilhan y Planton [81].
En este artículo, los autores presentan una actualización del esquema, con
cambios principalmente en la simulación de la evaporación del suelo desnudo,
la inclusión del drenaje gravitacional (presentado de manera explícita en el
artículo Inclusión of gravitational drainage in land suface scheme Base on
the forcé restore method [75]) y una modificación de los coeficientes arodi-
námicos.
En 1998 en la revista Agricultural and Forest Meteorology [74], Calvet,
Noilhan y un equipo de cinco colaboradores más, hacen una modificación
del esquema ISBA, con el objetivo de tener en cuenta la concentración de
dióxido de carbono atmosférico en los cambios estomatales de las plantas,
re-bautizando el esquema como ISBA-A-gs. En esta mejora de Calvet et
al.,[74] primero utilizaron la parametrización de Jacobs (1994, [28]) y Jacobs
et al., (1996,[27]) para dar una mejor representación al estrés hídrico, luego
incluyeron la transferencia radiativa al interior del cultivo de acuerdo con la
representación de Jacobs (1994[28],) a fin de usar la asimilación de dióxido de
carbono para estimar la producción de biomasa y convertirla en cambios del
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Figura 3.1. Linea de tiempo de ISBA. Elaboración propia
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Índice de Área Foliar y calibrarla para múltiples tipos de suelo. Respecto a la
versión básica del esquema, según Calvet et al., [74], las mejoras introducidas
al esquema fueron:
(1) Una representación más realística de la conductancia en la hoja, puesto
que hay un nexo funcional entre la representación de la fotosíntesis y la
apertura estomatal.
(2) Una mejor integración en la escala del cultivo por incluir una para-
metrización de la transferencia radiativa
(3) Una estimación del Índice de área foliar climatológicamente basada,
que contribuye a un mejor entendimiento del control biológico de las plantas
sobre la evapotranspiración
(4) Un esquema físicamente basado, que tiene en cuenta la asimilación
del CO2 y que puede ser comparado con mediciones in-situ
Finalmente, con la mejora de 1998, los resultados mostraron a los auto-
res que a pesar de que el tiempo de cómputo se incrementaba en un 45%
respecto a la versión estándar, la inclusión de estas modificaciones hacía que
el esquema ISBA-A-gs fuese adecuado para evaluar el impacto del cambio
climático. Este esquema fue implementado en estudios avanzados en el año
2000 por Calvet [85] .
H.Douville(1998,[63]) en su artículo “Validation and sensitivity of the glo-
bal hydrologic budget in stand-alone simulations with the ISBA land-surface
scheme” de la revista Climate Dynamics número 14, propone que el méto-
do de restitución de Deardoff, le da a ISBA un característica de esquema
de balde, esto es que la escorrentía solo ocurre cuando existe saturación y
propone que es erróneo, por lo que reemplaza en ISBA esta parametrización
y utiliza el esquema propuesto por Duemenil & Todini (1992,[97]), para el
modelo ECHAM. Estos autores escogieron esta parametrización porque tiene
en cuenta una distribución más heterogénea de la capacidad de infiltración
del suelo y la escorrentía es calculada en cada paso de tiempo en función
de una precipitación crítica. Múltiples fueron los resultados de la simulación
global realizada, pero en relación con este trabajo los autores encontraron
que por ejemplo la escorrentía global total es subestimada. Casi de manera
simultánea a la publicación del trabajo de H.Douville, F. Habets (1998,[49])
en su trabajo de doctorado reporta que es necesario acoplar ISBA a un modelo
hidrológico, a fin de mejorar los resultados de la simulación de la escorrentía.
Un año después, en 1999 y con el objetivo de mejorar la simulación de
la hidrología en ISBA se generan tres nuevas modificaciones al esquema. Por
un lado Boone, Calvet y Noilhan (1999,[4]) con el artículo “Inclusion of a
third soil layer in a land surface scheme using the force restore method” de la
revista número 38 de la serie Journal of Applied Meterology, reportan además
que a raíz de la participación del esquema en el proyecto GSWP (Global Soil
Wetness Project, por sus siglas en inglés) el enfoque inicial de dos capas de
suelo, una delgada en la parte más superficial del suelo, que actuaba como
reservorío para la evaporación y otra en la subsuperficie, que era usada por
el esquema a fin de modelar el contenido de agua de la zona radicular, no era
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adecuada para modelar la cantidad de agua en el suelo y la partición de la
precipitación en escorrentía y evapotranspiración. Para aquella época, cuando
la mayoría de los esquemas Suelo- Atmósfera- Vegetación (SVAT por sus
siglas en inglés)ya poseían tres capas, Boone et al., [4], proponen la inclusión
de una tercera capa de suelo en ISBA con el objetivo de hacer distinción entre
la zona radicular y la capa de flujo base, por medio de un enfoque newtoniano
de restitución, muy similar al método de fuerza restitución de Deardoff [91]
a fin de modelar la difusión vertical a través de esas dos capas.
Las otras dos modificaciones se dan por F. Habets et al., (1999,[49]) y
F. Habets et al., (1999,[53]). En el primer trabajo se incluye el coeficiente
de escorrentía B (RunoffB) y el punto de marchitamiento (Wwilt), que repre-
sentan la forma heterogénea de la distribución de la capacidad de humedad
del suelo efectiva y que evitan el exceso de producción de escorrentía en
verano para suelos secos, respectivamente . En el segundo trabajo y casi de
manera simultánea F. Habets et al (1999,[53]) incluyen en ISBA una nueva
parametrización que modifica las ecuaciones de ISBA para el drenaje en la
tercera capa (k3), introduciendo un nuevo parámetro (Wdrain) que caracteriza
la intensidad del drenaje cuando el contenido de agua del suelo es inferior a
la capacidad de campo, a fin de simular el efecto de la reducción de desal-
macenamiento en pequeños parches de la rejilla y que mantienen el flujo en
las corrientes fuera de los períodos lluviosos[177].
En los años 2000 y 2001, son incluidas modificaciones para tener en cuenta
la respuesta de la superficie del suelo a la nieve y el hielo, (Giard & Bazile,
2000[36] y Boone & Etchevers, 2001[3])) y en relación con estas Cavazzi et al.,
(2001,[24]), encontraron que usando el esquema de reproducción de la nieve
CROCUS (Brun et al., 1989[43]) en vez de utilizar el del esquema ISBA en
una cuenca para la cual son de gran importancia los procesos relacionados con
la nieve, se obtenían mejores resultados de la transferencia de agua líquida
al suelo por el derretimiento.
En 2002 Belair et al., [145], hicieron la implementación operacional del
esquema en un acople con el modelo meteorológico canadiense, evaluando
principalmente el comportamiento del esquema ISBA en la épocas de verano.
Un experimento en el que incluyeron las tres mejoras más importantes del
esquema (mejor tratamiento de la vegetación, la emisividad de la superficie
y la versión multicapa), esforzándose por alimentar las corridas con una des-
cripción más detallada de cobertura vegetal y la textura del suelo, así como
la inclusión de datos cercanos a la realidad del índice de área foliar, deduci-
dos a través de imágenes satelitales, con el objetivo de evaluar las mejoras
del modelo meteorológico, les permitieron corroborar que estos esfuerzos por
alimentar el modelo con datos más reales, podrían brindar mejoras en el
pronóstico del tiempo. En este mismo sentido, Kerkhoven & Gan (2006,[44]),
hicieron una modificación al tratamiento original del esquema ISBA para
la humedad del suelo y la precipitación, con la meta de tener en cuenta la
heterogeneidad de estas variables, a través de una distribución no lineal para
la superficie y la sub-superficie. Para evaluar su experimento utilizaron los
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datos del Modelo Global Multiescala del Servicio Meteorológico de Canadá
(GEM) y los datos del reanálisis ERA40 (the European Centre for Mid-range
Weather Forecasts global re-analysis (ERA-40)). Las simulaciones realizadas
mostraron una mejora significativa en la variación estacional de la escorren-
tía, pero estas no mostraron un mejora significativa en el tratamiento del
derretimiento de nieve, la recesión del flujo base y la variación del promedio
anual de los mínimos y promedios del flujo.
Decharme et al., en 2006[18], encuentran que a pesar de las modificaciones
de 1999 ([4, 49, 53]), la reproducción de la escorrentía en ISBA seguía presen-
tando problemas, debido a que para ese entonces la conductividad hidráulica
de saturación en ISBA dependía única y exclusivamente de la textura del
suelo, que era considerada constante con la profundidad y para resolver este
problema proponen una nueva parametrización de la conductividad hidráu-
lica en ISBA, que la trata como un perfil exponencial1. En 2009 Quintana
S. et al.,[117], basados en experimentos unidimensionales en la cuenca del
rio Herault al sur de la ciudad de Montpellier (Francia) y bidimensionales
para todo Francia (con 152 estaciones de medición de caudal), utilizan el
mismo enfoque de Decharme (2006, [18]), y encuentran resultados bastante
satisfactorios del caudal simulado respecto el observado .
Entre los estudios más recientes conocidos de aplicación del esquema IS-
BA, se encuentra el desarrollado por Vincendon et al., [19], quienes en el
2010 utilizaron la versión más reciente del esquema ISBA y el modelo TOP-
MODEL, juntos acoplados para simular los flujos de primer lavado . Los
investigadores encontraron que este acople aumenta la coherencia entre los
supuestos físicos del SVAT y el modelo hidrológico. Por otro lado, resaltan
que debido a que la versión de TOPMODEL utilizada es capaz de tomar
en cuenta la distribución espacial de las precipitaciones en la cuenca de la
región de Cévennes–Vivarais, en un área en donde los sistemas convectivos
de mesoescala inducen fuertes gradientes de precipitación horizontal, la apli-
cación del modelo acoplado brindó importantes mejoras en la reproducción
de la amplitud y la dinámica del flujo, en comparación con simulaciones en
las que se usó ISBA de manera independiente.
Al comparar los resultados obtenidos con TOPMODEL y el acople con
ISBA, los autores demostraron que el acople tiene el mismo rendimiento que
TOPMODEL solo en cuanto a la simulación del tiempo al pico y la amplitud,
pero que el acople tiene un mejor desempeño en la simulación del hidrograma
total (mayor valor del coeficiente de eficiencia de Nash). Acoples similares ya
han sido implementados e indican resultados muy similares ([53], [113], [154],
[52]).
Finalmente, la revisión exhaustiva de la historia del esquema ISBA per-
mite concluir que para incluir mejoras al modelo se requieren mediciones muy
detalladas y espacialmente muy bien distribuidas, el acople con algún modelo
hidrológico para el tránsito, así como la evaluación de otros enfoques para la
1 El mismo enfoque del modelo TOPMODEL para la escorrentía[117]
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estimación de la escorrentía. Adicionalmente, dada la importante mejora en
el esquema de 1998 con relación a la simulación de procesos relacionados con
variaciones del CO2 atmosférico, se considera que el esquema puede ser usado
para analizar algunas de las alteraciones más probables por este forzamiento
de cambio climático global.
3.2. Los esquemas SVAT’s y el esquema ISBA
La vegetación influencia el clima modificando la radiación, el cambio de
momento y los balances hídricos y de energía en la superficie, lo que explica
por qué las simulaciones del clima, obtenidas mediante los modelos de cir-
culación general son sensibles a las variaciones de la evapotranspiración y
la humedad del suelo([164]). La vegetación ejerce un control sobre el clima
mediante sus propiedades físicas como el índice de área foliar, la resistencia
estomatal, la profundidad radicular, el albedo en superficie, la rugosidad de
superficie y el efecto de la humedad del suelo. Estos efectos biofísicos de la
vegetación en el clima han sido reportados en númerosos estudios ([87], [136],
[76], [14], [77], [180],[165], [114]|, [103],[37]). A su vez, los procesos en la super-
ficie del suelo en particular, los que están asociados con la biosfera, pueden
amplificar la variabilidad del clima dado que existe una retroalimentación
positiva ([135], [60]) .
Cada vez hay mayor interés en explorar las interacciones bidireccionales
entre el clima y la vegetación, lo que ha llevado, desde la década de los años
80 a investigaciones de los acoplamientos entre los modelos de la superficie del
suelo y los Modelos de Circulación General (MCG). No obstante, la condición
de frontera en la superficie terrestre para los MCG es un mecanismo particu-
larmente difícil de modelar [50] ya que el balance de energía es controlado por
las complejas interacciones entre la vegetación, la topografía y la humedad
del suelo (y otros elementos del sistema), cantidades que varían espacialmente
y para las que se estiman diferentes grados de correlación espacial. A pesar
de estas dificultades, la modelación más real de los procesos que ocurren en
la superficie de la tierra es fundamental ([50]); gran cantidad de esfuerzos
han sido realizados en la última década con el fin de obtener una correcta
representación de los flujos en la superficie y de inicializar la humedad del
suelo en los modelos atmosféricos, este tipo de trabajos han impulsado la
investigación de la interacción suelo-atmósfera-vegetación, dando aparición
a los esquemas SVAT´s (Surface-Vegetation- Atmosphere Transfer Schemes,
por sus siglas en inglés) y uno de estos esquemas es ISBA (Interactions bet-
ween Soil, Biosphere, and Atmosphere)([47]).
ISBA es un esquema de transferencia suelo-atmósfera-vegetación, desa-
rrollado por el Centro Nacional de Investigación Meteorológica CNRM(por
sus siglas en inglés) de Francia, el cual es usado como modelo de intercambio
de calor y masa entre la superficie del suelo y la atmósfera inmediatamente
por encima de esta. Este esquema puede ser usado de manera independiente
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o acoplado para generar condiciones de contorno de un modelo atmosférico o
de un modelo hidrológico distribuido[29]. La versión de ISBA implementada
en este trabajo está escrita en el lenguaje FORTRAN 77 y ha sido corrida
de manera independiente en un sistema operativo LINUX (versión 2011). El
esquema ISBA incluye el tratamiento del contenido calórico del suelo, del
contenido calórico del agua, la intercepción de agua por parte de las plantas
y los procesos de transferencia aerodinámica. Un tema aqui no tratado y
muy bien descrito en Douville et al., (1995[64]) es la representación de la
nieve. Son seis las ecuaciones de pronóstico consideradas en ISBA para: la
temperatura del suelo T2, el contenido de agua en la capa más superficial
suelo w2 y w3, la temperatura suelo-superficie Ts, el contenido de agua en el
tope del suelo wg y la intercepción de agua wr.A continuación se describe de
forma detallada cada una de estas ecuaciones del modelo.
3.3. Ecuaciones para la temperatura en la superficie
suelo/vegetación TS y para la temperatura del
suelo en profundidad T2
En la década de los 70 la mayoría de las parametrizaciones que permitían
definir la temperatura del suelo lo hacían mediante la solución numérica de
algún modelo que casi siempre resolvía la ecuación de balance de energía
en superficie; este enfoque generaba inexactitudes puesto que, para su so-
lución el flujo de calor en el suelo, que depende de la temperatura, debía
ser discretizado usualmente en 6 o más capas[92]. ISBA utiliza un método
para el tratamiento de la temperatura del suelo que permite influenciar las
capas de suelo más profundas por la temperatura en superficie y que fue pro-
puesto de manera independiente por Bhumralkar (1975,[104]) y Blackadar
(1976,[12]).En esta formulación, denominada en la literatura como “Método
de Restitución” o en inglés (Force-Restore Method) se propone que en el
suelo la transferencia de calor se da principalmente por conducción y que no
hay fuentes de energía al interior de la capa, por lo que una expresión del
balance de energía está dada por :
•
Qz −
•
Qz+4z =
4EInt
4t (3.1)
Luego la fórmula para la energía interna de una columna del suelo 4EInt,
donde Ce es el calor especifico y la densidad ρ = mV , es:
4EInt = A4ZρCe(T t+4t − T t) (3.2)
Reemplazando la última ecuación en la Ecuación 3.1 y dividiendo por A4Z,
se tiene
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1
A
•
Qz −
•
Qz+4z
4z = ρCe
T t+4t − T t
4t (3.3)
Si se toma el limite cuando 4z → 0 y 4t→ 0, se obtiene
Lim4Z→0
•
Qz −
•
Qz+4z
4z =
∂
∂t
(−kA∂T
∂z
) (3.4)
⇒ ∂4z (−k
∂T
∂z
) = ρCe
∂T
∂t
(3.5)
En esta última ecuación se utiliza la expresión λ = k
ρCe
para la difusividad
térmica del suelo [181]. Así se obtiene la Ecuación 3.6 que es la ecuación
unidimensional de transferencia de calor, cuyas condiciones de frontera y
condición inicial están respectivamente dadas por las expresiones en 3.7 [154],
∂
∂z
λ
∂T
∂z
= ∂T
∂t
(3.6)
[T (z, t)]z=0 = T (0, t);Lim4Z→∞T (z, t) = T (3.7)
La ecuación unidimensional de transferencia de calor puede ser resuelta por
descomposiciones de Fourier y con expansiones analíticas [136], para ello se
utilizan algoritmos numéricos muy complejos . Sin embargo, según Bhum-
ralkar (1975,[104]) y Blackadar (1976,[12]) esta expresión puede ser resuel-
ta haciendo uso del método de restitución, suponiendo que T (0, t) = T +
Asin(ωt)[154]. Siguiendo a Berg & McGregor (1966,[126]) la solución de la
ecuación es :
Tz(z, t) = T + Ae−
z
d
[
sin(ωt− z
d
)
]
(3.8)
En donde Tz es la temperatura del suelo en la profundidad z y d =
(
2k
ω
)1/2
con ω = 2pi86400 , que es la profundidad por debajo de la cual la variación diurna
de la temperatura es insignificante. Ahora según Bhumralkar (1975,[104]) y
Blackadar (1976,[12]), para una delgada capa de suelo el flujo de calor está
dado por una función de la conductividad térmica y el gradiente de tempe-
ratura, como G(z, t) = λ∂T
∂t
. Al combinar con la Ecuación 3.8 y derivando se
tiene
G(z, t) = λA
d
e−
z
d
[
sin(ωt− z
d
) + cos(ωt− z
d
)
]
(3.9)
Luego para z = 0 y utilizando sin(x+pi4 ) =
1√
2sinx+
1√
2cosx y
√
2sin(x+pi4 ) =
sinx+ cosx, según Rodríguez (2005,[154]) resulta
G(0, t) = λ
d
[
1
ω
∂T (0, t)
∂t
+ (T (0, t)− T )
]
(3.10)
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Operando un poco más y para T en cualquier z y si se acepta que la capacidad
calorífica del suelo es Cg = 4piτλCe =
√
2ω
λCe
[81] con τ = 86400[92], se tiene [81]:
d
λ
ωG(0, t)− ω(T (0, t)− T ) = ∂T (0, t)
∂t
(3.11)
=⇒ ∂T (z, t)
∂t
= CgG(0, t)− 2pi
τ
(T (z, t)− T ) (3.12)
En esta ecuación el primer término de la derecha representa el forzamiento
diurno de T (z, t) que es dado por el flujo de calor en el sueloG(0, t), el segundo
término corresponde a la restitución de T (z, t) respecto a la temperatura
promedio T [154]. Según Noilhan y Planton (1989,[81]), para suelo desnudo
CT = Cg (cuya fracción de vegetación en la rejilla es igual a cero, V eg = 0)
y para suelo cubierto por vegetación (V eg 6= 0), la parametrización sugerida
incluye la capacidad calorífica volumétrica de toda la columna del suelo CT ,
como función de la capacidad calorífica del suelo desnudoCg, de la vegetación
Cv y del calor específico del tipo de suelo Ce, así :
Sí V eg = 0⇒ CT = Cg y Cv = 103km2/J
Sí V eg 6= 0⇒ CT = 1( 1−vegCg + vegCv ) con Cg = 2
(
pi
τλCe
)1/2
La expresión más general de la Ecuación 3.12 fue presentada por Deardoff
en 1978[92] en donde hace una muy buena descripción de todos los métodos
para su solución . Siguiendo Deardoff (1978,[92]), −G = Ha, en donde Ha es
la sumatoria de los flujos desde la atmósfera hacia la superficie del suelo, tal
que:
Ha = sσT 4s +H + LE − (1− αs)S ↓ −sRL ↓ (3.13)
Aquí s es la emisividad, en el rango del infrarojo de la superficie del suelo,
σ es la constante de Stefan-Bolztman, H es el flujo de calor sensible, L es el
flujo de calor latente de condensación, αs es el albedo en superficie, S ↓ es la
magnitud del flujo radiativo de onda corta, RL ↓es el flujo radiativo de onda
larga descendente [92], y E la tasa de evapotranspiración total, [92] tal que
E = Eg +Etr +Er, donde Eg es la tasa de evaporación de suelo desnudo [75],
Etr es la tasa de transpiración de las plantas y Er es la tasa de evaporación
del reservorio de intercepción [75].
Rescribiendo resulta [91],
∂T (z, t)
∂t
= −c1Ha
ρCed
− c2
τ
(T (z, t)− T ) (3.14)
Donde c1 y c2 son constantes adimensionales que según Deardoff (1977,[91])
son descritas como 2:
c1 = 2pi1/2 ; c2 = 2pi (3.15)
2 De acuerdo a Blackadar [12] los valores recomendados para c1 y c2 son 3.72 y 7.4,
respectivamente.
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Teniendo en cuenta esto, la Ecuación 3.14, puede ser escrita según Noilhan
& Mahfouf (1996,[75]) como
∂Ts
∂t
= CT (Rn −H − LE)− 2pi
τ
(Ts − T2) (3.16)
Con CT siendo la capacidad calorífica volumétrica del suelo y Rn la ra-
diación neta según Noilhan & Mahfouf (1996,[80]) dada por:
Rn −H − LEs = −Ha (3.17)
Rn = (1− αs)S ↓ −s(RL ↓ −σT 4s ) (3.18)
De esta forma, la Ecuación 3.16 pronostica la temperatura en superficie
sobre un día τ , así como el flujo G de calor en el medio suelo-vegetación, el
cual es igual a la suma de todos los flujos atmosféricos en superficie. Esta
ecuación puede ser resuelta como en la mayoría de los otros esquemas de
superficie del suelo, esto es dando solución al balance de energía sin tener en
cuenta el almacenamiento de calor de las plantas. Sus propiedades dependen
claramente de la textura, humedad, tipo y contenido volumétrico de agua del
suelo [81].
En la Ecuación 3.16, el primer término del lado derecho representa el for-
zamiento diurno de la temperatura en superficie mediante el flujo de calor, el
segundo en cambio, representa la tendencia de restitución de la temperatura
a la temperatura promedio [81].Cuando CT = Cg (suelo desnudo) la tempera-
tura en superficie puede ser calculada si se asumen constantes las propiedades
térmicas del suelo y una variación sinuosoidal de G .Por otro lado, cuando
el suelo está totalmente cubierto por vegetación, esto es veg = 1, el valor de
CT tiende al valor de Cv.
Entre los muchos modelos disponibles en la literatura para analizar la
temperatura en la superficie del suelo, el método de fuerza - restitución es
uno de los más populares gracias a que, como se describió anteriormente,
tiene un fundamento físico razonable y computacionalmente es más eficiente
que muchos otros métodos [154]. Tal cual como es usado en ISBA y como
ha sido detallado aquí, el método utiliza dos ecuaciones de pronóstico, una
(Ecuación 3.16) para la temperatura en superficie, que tiene en cuenta el suelo
desnudo, así como aquel con cobertura vegetal, y otra ecuación, presentada
abajo para el término de restitución3 T2 que según Bhumralkar (1975,[104])
debe representar la temperatura promedio en un día, asumida constante para
todas las profundidades de la columna de suelo.
No obstante, la definición de T2 no ha sido siempre consistente en la
literatura y ha sido variada incluso al interior de la misma comunidad cientí-
fica que usa ISBA. En algunos casos es referida como la temperatura media
diaria (Noilhan y Planton (1989,[81]), Noilhan y Mahfouf (1996, [80]), Calvet
3 De aquí el nombre “Método de Restitución”
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et al., (1998,[86])) en otros como la temperatura a distintas profundidades
como a 1 metro para Bouttier et al., (1993,[127]) y a 0.81m para Calvet et
al.,(1998,[86]) y Mahfouf y Noilhan (1996,[75]). En este trabajo, y de acuerdo
con la parametrización de ISBA utilizada, T2 es dada por la Ecuación 3.19
tal cual como la definieron Noilhan y Planton (1989, [81]) en la primera
presentación de la parametrizacion con fines de modelación meteorológica.
∂T2
∂t
= 1
τ
(Ts − T2) (3.19)
Donde Ts es la temperatura en superficie cuyo valor promedio sobre un dia
τ es T24.
3.4. Ecuaciones de humedad del suelo en la capa
superficial Wg y flujo de humedad en las capas
más profundas del suelo W2 y W3
El contenido de agua de los tres reservorios de humedad (en la superficie
y en la zona radicular) resulta clave en el cálculo de los balances de agua
y energía. De esta manera, la exactitud en la simulación de los flujos en la
superficie estaría potencialmente limitada por la exactitud en la estimación
de la humedad del suelo5 [109] ; y por supuesto estos flujos a su vez afectan
la termodinámica y la dinámica de los sistemas de tiempo y clima [109]. No
es común encontrar suelos en la naturaleza cuyas propiedades hidrológicas
permanezcan homogéneas; de hecho, los suelos tienen gradientes y capas de
estructuras con texturas bien definidas. En ausencia de información detallada
y para reducir complejidad en los cálculos, los suelos en ISBA inicialmente se
asumieron como campos que poseen una única conductividad hidráulica (la
de saturación, ver Ecuación 3.39 ) que decrece con la profundidad de manera
exponencial [6], aún cuando se había demostrado que la estratificación del
suelo interfiere en los procesos de evaporación e infiltración [174, 6, 101]. Por
ello y como se vera mas adelante, B. Decharme et al., (2006 [18]) introdujeron
en el esquema una modificación para que la conductividad hidráulica que
depende de la pendiente de la curva de retención de humedad del suelo y de
la conductividad hidráulica en la saturación
En la década de los 70 los modelos atmosféricos que permitían tratar el
contenido de agua del suelo, lo trataban únicamente considerando el volumen
total de agua; la evaporación se estimaba como una porción de la evaporación
potencial [91]. Sin embargo, era deseable que la humedad del suelo, que varía
en la escala intra-diaria de la misma manera que la temperatura, pudiera
ser estimada no como un valor constante sino como una cantidad variable,
4 Aunque ya en 1978 Deardoff [92] había presentado la misma expresión pero con
τ = 1an˜o
5 Es más, existen esfuerzos recientes en la asimilación de datos que buscan incluir en
los modelos atmosféricos observaciones periódicas de humedad del suelo[109]
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lo que además permitía lograr cálculos más realistas de la evaporación. Si se
tiene en cuenta que ya en 1973 [133, 22] se reconocía que las variaciones en
la tasa de evaporación dependen del contenido de humedad del suelo y que
esta a su vez depende de la humedad total en la columna [133, 22], surge
entonces el esquema conceptual para la parametrización del agua utilizado
en ISBA y dado a conocer por Deardoff en 1977 [91]6; esta parametrización
que es parsimoniosa y de habilidad razonable[154], utiliza una ampliación del
método de fuerza restitución pero ahora para la modelación de la humedad en
la superficie del suelo [109]. Entonces la ecuación análoga para la predicción
de Wg(volumen de agua dividido por el volumen de suelo) en la superficie
está dada por
∂Wg
∂t
= C1
(Eg − P )
ρwd′1
− C2 (Wg −Wb)
τ
(3.20)
Con 0 ≤ Wg ≤ Wmax
Donde Wb es una fracción de la humedad total del suelo, e igual al valor
promedio de humedad en los primeros 50 centímetros de suelo[91], o lo que es
lo mismo, el contenido volumétrico de humedad de la superficie en equilibrio,
y descrito como el estado hipotético para el cual se han equilibrado las fuerzas
de gravedad y capilaridad, tal que no hay flujo vertical al interior de la
columna de suelo [109] (ver 3.4). C1 y C2 son constantes adimensionales,
Eg es la tasa de evaporación desde la superficie del suelo, P es la tasa de
precipitación que llega a la superficie del suelo, ρw es la densidad del agua
líquida, d′1 la profundidad hasta la cual se asume se extienden los efectos del
ciclo diurno (10 cm para la versión de ISBA implementada), Wmax = Wfc es
la capacidad de campo de la porción de suelo analizada y τ = 1dia.
En la ecuación 3.20 el valor de C1 depende tanto de la escogencia de
d′1 como de las propiedades del suelo. C2 es más fácilmente determinado
y depende únicamente de la profundidad a la cual se considera que Wb es
representativo[91]. En la Ecuación 3.20 el primer término del lado derecho de
la ecuación reseca la superficie del suelo cuando una evaporación significante
ocurre, mientras que el último término tiende a restituirWg exponencialmen-
te en ausencia de una precipitación o evaporación apreciable [91].
Dado que la Ecuación 3.20 solo permite efectuar el cálculo de la humedad
en los primeros 10 cm de suelo, para describir la humedad del suelo en pro-
fundidad W2, surge una nueva ecuación dependiente del tiempo y propuesta
por Deardoff en 1977 [91]
∂W2
∂t
= −(Eg − P )
ρwd′2
(3.21)
6 Para la simulación del contenido de humedad del suelo (apenas algunos milímetros)
y el contenido de humedad total del suelo (capa de 1/2 metro de suelo o mas).
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Donde d′2 = 50cm y Eg es la tasa de evaporación de suelo desnudo [91]
que es condicionada por la relación del contenido de humedad en el suelo y
la humedad de saturación según la ecuación 3.22
Eg =
 (Wg/Wsat)Epot ;Wg < WsatEpot ;Wg > Wsat (3.22)
En donde Epot es la tasa de evaporación potencial, esto es, la tasa de
evaporación obtenida si la superficie del suelo (a la temperatura existente y
dada) tuviera agua para evaporar a discreción [91] y Wsat es la humedad a
la cual se alcanza la saturación.
Con el objetivo de mejorar esta parametrización, incluida en la primera
versión de ISBA, Noilhan y Planton en 1989 [81] incorporaron la transpira-
ción de las plantas, la evaporación de suelo desnudo y la intercepción de la
cobertura vegetal, en la ecuación 3.21 para representar más realísticamente
el balance de agua en profundidad así:
∂W2
∂t
= − 1
ρwd′2
(Pg − Eg − Etr) (3.23)
Con 0 ≤ W2 ≤ Wsat
Donde Pg es la tasa de precipitación que verdaderamente se infiltra en
el suelo, Etr es la tasa de transpiración de la zona radicular de profundidad
d′2[109].
La escorrentía superficial ocurre cuando Wg ó W2 exceden el valor de la
saturación Wsat; esto ocurre cuando la capa está saturada (W2 = Wsat) o
cuando la intensidad de la precipitación es lo suficientemente grande como
para permitir que Wg alcance Wsat[81]. En la versión original de ISBA, esto
significaba que se simula área de escurrimiento a través del mecanismo de
exceso de saturación (también conocido como mecanismo de Duan), por lo
tanto, la escorrentía se produce solamente cuando hay precipitación sobre
un suelo saturado [117].Según Quintana et al., (2009, [117]) este es un pro-
blema de escala porque en la realidad, la variabilidad de la generación de
escorrentía tiene una escala más pequeña que el tamaño típico de la celda y
en consecuencia cuando ISBA se utiliza para simulaciones a baja resolución,
casi nunca se alcanza el valor de Wsat y por lo tanto no hay producción de
escorrentía. Para resolver este inconveniente de la versión original de ISBA,
Habets et al., (1999, [49]) incluyeron una nueva parametrizacion que deter-
mina la fracción de la celda saturada en función de algunos parámetros del
suelo como el contenido de humedad en el suelo en la zona radicular W2
y un parámetro B (RunoffB) que representa la forma heterogénea de la
distribución de humedad del suelo; así mismo en esta nueva parametrización,
para evitar el exceso de generación de escorrentía durante las épocas de bajas
precipitaciones es utilizado el punto de marchitz Wwilt[117].
Para obtener el valor de Wb, además de aceptar el equilibrio de fuerzas
gravitacionales y capilares, se está aceptando que no hay flujo vertical al
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Figura 3.2. Diagrama mostrando los flujos de humedad en el esquema ISBA
considerando dos capas. La composición es propia, basado en [4]
interior o afuera de la capa de suelo en estudio. No obstante, un importante
objetivo del tratamiento de largo plazo de la humedad del suelo concierne
a los flujos de agua en el fondo de la capa de suelo [75]. Esta condición de
frontera puede ser manejada asumiendo que no existe flujo en el fondo (como
en la primera versión de ISBA) o colocando como igual a cero el gradiente
vertical en la humedad del suelo.
A este respecto, algunos modelos apuntan a representar el drenaje gra-
vitacional como una mejor alternativa. Por ejemplo Warrilow et al., (1986,
[34]) lo representan como la conductividad hidráulica en el fondo de la capa
de suelo, no obstante esta suposición solo es válida en condiciones de satu-
ración. Por ello con el objetivo de tener en cuenta el drenaje gravitacional
en la subsuperficie Mahfouf & Noilhan [75] en 1996 modificaron el esquema
ISBA a través de la Ecuación 3.45 así:
∂W2
∂t
= − 1
ρwd′2
(Pg − Eg − Etr)− C3
τ
(max(0, (W2 −Wfc)) (3.24)
Con 0 ≤ W2 ≤ Wsat
En esta ecuación el coeficiente C3 caracteriza la tasa a la cual el perfil
de agua es restituido a la capacidad de campo Wfc, su valor depende de la
textura del suelo y crece conforme la textura del suelo se hace cada vez ms
pequeña.La Figura 3.2 presenta la parametrización de los flujos de humedad
en la columna de suelo en un modelo de dos capas que sigue las Ecuaciones
3.45 y 3.59.
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En la Figura 3.2, D1 = C2τ (wg − wb) es la difusividad del agua entre las
dos capas de suelo [81] y k2 = C3τ
d3
d2
(max(0, (w2 − wfc) es el ajuste para el
drenaje en la tercera capa [117].
Durante la participación del esquema ISBA en el proyecto GSWP (Global
Wetness Project, por sus siglas en inglés) se encontró que un enfoque de dos
capas de suelo tenía limitaciones [4] y se concluyó además que la partición de
la precipitación en escorrentía y evapotranspiración podía ser mejorada con
una re-distribución entre la zona radicular y la subzona (Douville 1997 [63]).
Para 1999 la mayoría de los esquemas SVAT ya utilizaban 3 capas para el
cálculo del contenido de agua en el suelo, por lo que Boone et al., 1999 [4]
se propusieron incluir esta mejora al esquema ISBA a través de un enfoque
similar al método de forzamiento - restitución . Las ecuaciones antes descritas
y la que representa el reservorio adicional para la tercera capa del suelo para
ISBA se re-formulan como[4]:
∂Wg
∂t
= C1
ρwd1
(Eg − P )− C2 (Wg −Wb)
τ
(3.25)
∂W2
∂t
= − 1
ρwd2
(Pg − Eg − Etr)− C3
τ
(max(0, (W2 −Wfc))− C4
τ
(W2 −W3)
(3.26)
∂W3
∂t
= − d2(d3 − d2)

C3
τ
(max(0, (W2 −Wfc)) + C4τ (W2 −W3)
−C3
τ
d3
(d3−d2)(max(0, (W3 −Wfc))
−C3
τ
d3
(d3−d2)(max(0, (W3 −Wfc))
 (3.27)
Donde W2 +W3 representan el total de agua al interior de la columna de
agua, como una suma ponderada por el ancho de la rejilla. C4 es también
un parámetro adimensional que depende de la textura del suelo, d1 es la
profundidad superficial del suelo, d2 es la profundidad de la zona radicular
y d3 es la profundidad total del suelo modelado. Nótese que d1 y d2 pueden
tomar cualquier valor y no únicamente 10 y 50 cm respectivamente, como en
la versión original de ISBA.
La Figura.3.3 presenta la conceptualización de ISBA, esta vez con tres
capas de suelo. A diferencia de la formulación de dos capas, esta nueva re-
presentación del esquema trata de manera separada la difusión vertical de
la superficie D2 y el drenaje gravitacional k2 de la zona radicular; aquí k3
es formulado de la misma manera que k2, lo que exige que su modelación
sea consistente con el drenaje hacia afuera del modelo [4]. Además, en la
formulación de tres capas el flujo de humedad del suelo en la vertical cumple
la ley de Darcy7, luego el drenaje gravitacional es mucho más grande que la
7 La ley de Darcy: La difusión y el drenaje son procesos que se comportan de manera
diferente sobre el mismo rango de humedad del suelo y están asociados a escalas de tiempo
diferentes [4]
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Figura 3.3. Diagrama mostrando la conceptualización de los flujos de hume-
dad en el esquema ISBA una vez se ha incorporado una tercera capa del
suelo. La composición es propia, basado en [4]
difusión vertical cuando la humedad del suelo se acerca a la saturación y en
contraposición la difusión vertical es dominante cuando la humedad del suelo
se encuentra por debajo de la capacidad de campo[4].
En la Figura 3.3, D1 = C4τ (w2 − w3) es la difusividad del agua entre la
capas de suelo 2 y 3 [81] y k3 = C3τ
d3
d3−d2 (max(0, (w3 − wfc) es el ajuste para
el drenaje gravitacional [117].
De la misma manera que T2 para la Ecuación 3.16, el valor de Wb merece
algún tipo de deducción de especial cuidado. Este término de restauración de
la Ecuación 3.20 es igual a W2 si los efectos de la gravedad no son tenidos en
cuenta [81] . Aprovechando la relación entre Wb y W2, para ISBA Noilhan y
Planton en 1989 [81] siguen las especificaciones para las propiedades hidráu-
licas del suelo de Clapp y Hornberger (1978 [129]) e incorporan en ISBA el
siguiente ajuste polinomial :
Y = x− axp(1− x8p) (3.28)
Donde : x = W2
Wsat
, Y = Wb
Wsat
Donde a y p son parámetros con valores enteros conocidos estimados de
acuerdo con el valor del porcentaje de arcilla en el suelo, así [80]8:
a = 732,42× 10−3( %arcilla)−0,539 (3.29)
8 En la versión original de ISBA de 1989, los coeficientes a y p fueron calibrados para
11 tipos de textura de suelo
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p = 0,134( %arcilla) + 3,4 (3.30)
3.4.1. Coeficientes del método de forzamiento-restitución para el
cálculo de la humedad del suelo
Los coeficientes del método de forzamiento-restitución C1, C2 [81] y C4[4]
fueron calibrados en ISBA por medio de la implementación de un modelo
hidrológico de múltiples capas RM (Reference Model), mientras que C3 fue
ajustado a una ley de potencia (Mahfouf & Noilhan 1996 [75]). El modelo
de referencia RM halla los perfiles de temperatura y agua para 26 capas
de suelo mediante la solución de las ecuaciones de Fourier - Darcy, en este
modelo la transferencia de vapor se considera que únicamente se incluye para
condiciones atmosféricas pre-establecidas (la radiación entrante, la velocidad
de los vientos, la humedad específica del suelo y la temperatura en superficie
[81]).
El coeficiente C2 caracteriza la velocidad a la cual el perfil de agua es
restituido al equilibrio. Una primera aproximación para su estimación se dio a
través de corridas del modelo RM suponiendo que la cantidad de precipitación
caída sobre la superficie es exactamente igual a la cantidad evaporada (sin
infiltración ni escorrentía) y que el cálculo de la condición de capilaridad
ascendiendo desde d2 en la zona radicular es cero, así:
W (0) = Pg = Eg = 0 (3.31)
W (d2) = ρwK
(
∂ψ
∂z
− 1
)
|d2= 0 (3.32)
Donde W es el volumen de agua fluyendo, ψ es la succión y K es la
conductividad hidráulica expresada de acuerdo a la Ecuación 3.38 [117].
La Ecuación 3.32 representa la formulación de Darcy para un volumen
de suelo saturado [130], aquí se ha multiplicado por ρw(densidad del agua
líquida) y no aparece el signo menos por considerarse z positivo hacia abajo.
Noilhan y Planton en 1989 [81] después de correr este mismo modelo
para diferentes valores de contenido total de agua a lo largo de todo el per-
fil, encontraron una mayor interdependencia entre el coeficiente C2 y W2, y
propusieron como expresión para su cálculo:
C2 = C2ref
(
W2
Wsat −W2 +Wl
)
(3.33)
Donde Wl es un pequeño valor numérico que no deja que sea indetermi-
nado C2 cuando W2 está cerca de la saturación y C2ref es un valor promedio
para cada tipo de suelo [81], según la Tabla 3.1.
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Tabla 3.1. Tabla para valores de C2ref según el tipo de suelo. Clasificación
USDA (Departamento de Agricultura de los Estados Unidos de América, por
sus siglas en inglés).Tomado de [81].
Tipo de suelo C2ref
Arena 3.9
Arenoso Franco 3.7
Franco arenoso 1.8
Franco limoso 0.8
Franco 0.8
Margo arcilloso arenoso 0.8
Margo arcilloso limoso 0.4
Arcilla Marga 0.6
Arcilla arenosa 0.3
Arcilla limosa 0.3
Arcilla 0.3
El coeficiente C1 fue calculado por Noilhan y Planton (1989,[81]) asumien-
do propiedades hidráulicas constantes en el espacio de variación del flujo de
agua y la pendiente de la curva de retención de humedad en el suelo β como:
C1 = Clsat
(
wsat
wg
)β/2+1
(3.34)
Donde
Clsat = 2
√
pid1
√
wsat/‖ψsat‖ksatτ (3.35)
El parámetro C4 (ver Ecuación 3.49) brinda un estimativo de la veloci-
dad a la cual los perfiles de humedad del suelo retornan al equilibrio. Fue
calibrado haciendo cientos de simulaciones para cada tipo de suelo con dis-
tintas configuraciones de d2 y d3, este procedimiento es muy similar al usado
para determinar el coeficiente C2 . Para su estimación, los desarrolladores de
ISBA utilizaron un modelo multicapa de profundidad variable (MLSM, por
sus siglas en inglés) que integra la ecuación de Richards suponiendo un perfil
de suelo con textura vertical homogénea y condiciones isótermicas. En dicho
modelo los flujos verticales de humedad en la subsuperficie están gobernados
por la ecuación de Darcy y sus resultados son integrados para una columna
con un espesor total de 2 a 7 metros con 100 capas, con resolución más fina
cerca de la superficie del suelo y con base en la zona radicular entre 0.1 y 3
metros.
Es importante aclarar que si bien el parámetro C2 fue calibrado sobre una
delgada capa superficial, sin tener en cuenta la capa por debajo de ella9, el
coeficiente C4 fue calibrado con una rejilla que tiene en cuenta la geometría
9 Puesto que se asumió que esta siempre es mucho menor que la del reservorio w2
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de ambas capas subsuperficiales del suelo [4]. Para el cálculo de la succión y
la conductividad hidráulica como función de la humedad del suelo se emplean
las ecuaciones propuestas por Clapp y Hornberger [129] y mostradas en las
Ecuaciones 3.37 y 3.38. Las expresiones para la relación de la conductividad
hidráulica y la succión ambos con el contenido de humedad del suelo, así
como del flujo vertical en el suelo según la ley de Darcy, son:
Ws(z) = ρwk
(
∂ψ
∂z
+ 1
)
(3.36)
ψ = ψsat
(
W
Wsat
)−β
(3.37)
K = Ksat
(
W
Wsat
)−2β+3
(3.38)
Donde W es el flujo de agua en el suelo, z es la coordenada vertical,
ψsat la succión para condiciones saturadas, β (parámetro adimensional) es
la pendiente de la curva de retención de humedad del suelo y Ksat es la
conductividad hidráulica en la saturación expresada como [18]:
K(z)satC = K(z)satCe−f(z−dc) (3.39)
En la Ecuación 3.39, K(z)satC representa la conductividad hidráulica de
saturación a la profundidad dc en la que se supone el suelo compactado, f es
un factor de forma [129].
Para la condición de frontera z = 0 está dada por la Ecuación3.31 y para
cuando z = d3 por la Ecuación 3.40
Ws(z = d3) = ρw
(
D
∂W
∂z
+K
)
= 0 (3.40)
Donde D es el coeficiente de difusión descrito como,
D = K
(
∂ψ
∂W
)
(3.41)
Sustituyendo se tiene que:
K
∂(ψsat + (W/Wsat)−β
∂W
= D (3.42)
Ksat
(
W
Wsat
)2β+3
− β ψsat
Wsat
(
W
Wsat
)−β−1
= D (3.43)
−Ksatβψsat
Wsat
(
W
Wsat
)β+2
= D (3.44)
Haciendo uso de las condiciones de frontera, las ecuaciones de pronóstico
para los reservorios subsuperficiales (Ecs.3.45 y 3.46) quedan:
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∂W2
∂t
= −C4
τ
(W2 −W3) (3.45)
∂W3
∂t
= − d2(d3 − d2)
[
C4
τ
(W2 −W3)
]
(3.46)
Donde el drenaje profundo ha sido despreciado y la variación de W3 es-
tá condicionada por el valor de Wdrain, que es la tasa de drenaje residual
que ocurre aún cuando no se ha alcanzado la capacidad de campo Wfc[55].
Restando las dos expresiones anteriores e integrando respecto al tiempo es
posible hallar una ecuación para el gradiente de agua en el suelo (w2 − w3)
así
ˆ
∂(w2 − w3) =
ˆ
− d3(d3 − d2)
C4
τ
(W2 −W3)dt (3.47)
(w2 − w3)t = (w2 − w3)t0exp
{−C4d3(t− t0)
(d3 − d2)τ
}
(3.48)
La Ecuación 3.48 propuesta por Boone et al., (1999, [4]) con las salidas
del modelo MSML, usando profundidades ponderadas para los contenidos de
agua w2 en la capa z = 0 a z = d2 y para w3 de z = d2 a z = d3, encontrando
que la expresión para C4 es :
C4 = C ′4
(d3 − d2)
d3
(3.49)
Donde C ′4 es ajustado como función de la humedad del suelo en el tiempo t1
usando la siguiente ecuación de dos parámetros:
C ′4 = C4ref (w23)C4b (3.50)
Donde w23 es el valor de humedad en la interfase de las capas 2 y 3
Las Ecuaciones 3.49 y 3.50 muestran que C4 comienza a aumentar confor-
me aumenta el contenido de agua en el suelo, lo que hace que sea proporcional
a la conductividad hidráulica. Los parámetros C4ref y C4b fueron calibrados
utilizando una amplia variedad de configuraciones de rejilla, pero no usando
valores de C4 para cada combinación posible de d2 y d3, en lugar de ello este
coeficiente fue escalado como una función de la geometría de la rejilla, dando
como resultado un único conjunto de valores de C4b y C4ref que dependen de
la textura del suelo 3.17, así.
C4b = 5,14 + 0,115Xarcilla (3.51)
C4ref =
2(d3 − d2)
(d2d23)
log−110
ζ + 3∑
j=1
(ζjXjarena + αjXjarena)
 (3.52)
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Como se aprecia en la Ecuación 3.51 el parámetro C4b depende de la
textura del suelo superficial; Boone et al., (1999,[4]) ajustaron su valor como
una función lineal del porcentaje de arcilla Xarcilla . El parámetro C4ref (ver
Ecuación 3.50 ) además de estar relacionado con la textura del suelo (a través
del porcentaje de arena), lo está con la profundidad de las capas del modelo
(d2 y d3); este parámetro fue ajustado mediante una regresión multivariada
de mínimos cuadrados en función del porcentaje arcillas Xarcilla y de arenas
Xarenas, donde ζ y α son los coeficientes obtenidos de dicha regresión . El
contenido de agua promedio en las capas d2 y d3 se da como:
w23 =
[
W q2
(
d2
d3
)
+W q3
(
d3 − d2
d3
)]1/q
(3.53)
Donde q es tomado como una constante igual a 6 [4]. Nótese que en la
Ecuación 3.53 a medida que el gradiente de humedad del suelo aumenta, el
valor de w23, que es utilizado en la Ecuación 3.50 para hallar el valor del
coeficiente de restitución por difusión C4, se incrementa, ponderando el valor
de la humedad en las capas 2 y 3.
Finalmente, el coeficiente C3 caracteriza la tasa a la cual el perfil de agua
es restituido a la capacidad de campo.Es correcto pensar que su formulación
debe depender de la textura del suelo superficial, puesto que se espera exista
un incremento en la transferencia de agua conforme la textura del suelo se
haga cada vez más gruesa. Mahfouf & Noilhan (1996,[75]) derivaron una
relación continua para el parámetro C3 en ISBA mediante un ajuste por ley
de potencia al valor conocido del porcentaje de arcillas:
C3 =
5,32X−1,042arcilla
d2
(3.54)
3.5. Ecuación de pronóstico para el volumen de agua
interceptada por la vegetación Wr
Las plantas, a través de sus hojas, son capaces de interceptar agua pro-
veniente de la precipitación y del rocío. Al contenido volumétrico de esta
reserva de agua se le denomina en ISBA como Wr. Esta cantidad de agua
potencialmente puede evaporarse a una tasa que es función de la fracción δ
de la cobertura vegetal en la superficie capaz de almacenar una película de
agua [81]. De otra parte, el volumen de agua transpirada por la planta es
función de la fracción 1− δ de la cobertura vegetal que no puede almacenar
una película de agua, pero que sí es capaz de interactuar con la atmósfera
[81]. Siguiendo a Deardoff (1978,[92]) δ es una función potencial del contenido
de humedad interceptada, así:
δ =
(
Wr
Wrmax
)2/3
(3.55)
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Donde Wr es según Dickinson (1984,[134]) función de la fracción de la
cobertura vegetal en la rejilla con vegetación veg y del índice de área foliar
LAI [81]
Wrmax = 0,2vegLAI[mm] (3.56)
Finalmente, el balance de agua interceptada por la vegetación se da como:
∂Wr
∂t
= vegP − (Ev − Etr)−Rr (3.57)
Donde P es la cantidad de precipitación caída al tope de la cobertura
vegetal, Etr la transpiración de las plantas, Rr la escorrentía debida a la
retención foliar, que se da cuando el valor de almacenamiento Wr es igual al
valor máximo permitido Wrmax de la Ecuación 3.56, Ev es la evaporación de
la lámina de agua sobre la vegetación, tal que:
Ev = vegρaCHVahv(qsat + (Ts)− qa) (3.58)
Donde qsat es la humedad específica de saturación cuando el ambiente
tiene la temperatura Ts, qa es la humedad atmosférica en el nivel za (de
altura del follaje), ρa y Va son respectivamente la densidad del aire sobre la
superficie y la velocidad de los vientos. CH es el coeficiente aerodinámico,
dependiente de la estabilidad térmica de la atmósfera.
Finalmente hv es igual a:
hv = (1− δ)Ra/(Ra +Rs) + δ (3.59)
En esta expresión Raes la resistencia aerodinámica [81] y Rs es la re-
sistencia superficial que depende tanto de factores atmosféricos como del
contenido de agua en el suelo, según Noilhan y Planton (1989[81] ) y están
respectivamente dados por
Ra =
1
CHVa
(3.60)
Rs =
RsminF1
LAI F2 F3 F4
(3.61)
En esta última expresión el factor F1 mide la influencia de la radiación
en la actividad fotosintética [124], teniendo en cuenta el trabajo de Dic-
kinson (1984,[134]) y de Noilhan y Planton (1989,[81]), Noilhan y Mahfouf
(1996,[80])proponen:
F1 =
1 +m
m+Rsmin/5000
(3.62)
Donde
m = 1,1 RG(RGLLAI)
(3.63)
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En esta última expresión RG es la radiación solar entrante y RGL es el
valor límite específico para cada tipo de especie de cultivo.
Finalmente en la Ecuación 3.61 el factor F2 representa el estrés hídrico
en la superficie producido por la habilidad que tiene la zona radicular para
transpirar [80], varía entre 0 y 1 de acuerdo al valor de W2 y los valores del
punto de marchitezWwilt y de la capacidad de campoWfc [80]; F3 representa
los efectos del déficit de la presión de vapor en la atmósfera y F4 la depen-
dencia de la resistencia estomatal mínima Rsmin con la temperatura del aire
. Sus ecuaciones son [80]
F2 =

1 si W2 > Wfc
W2−Wwilt
Wfc−Wwilt si Wwilt ≤ W2 ≤ Wfc
0 si W2 < Wwilt
 (3.64)
F3 = 1− g(esat(Ts)− es) (3.65)
F4 = 1,0− 0,0016(298,0− Ts)2 (3.66)
Donde g es un parámetro empírico, esat es la presión de vapor de satu-
ración a la temperatura de la atmósfera inmediatamente por encima de la
superficie del sueloTs y es la presión de vapor [80].
Capítulo 4
Forzamiento atmosférico
Para implementar el modelo ISBA, además de la información correspon-
diente a tipo de suelo y cobertura vegetal (ver Capítulo 5), es necesario contar
con información a nivel subdiario espacialmente distribuida de Precipitación
[mm], Temperatura media en superficie [K], Radiación de onda larga [W/m2],
Radiación de onda corta [W/m2], Velocidad zonal y meridional de los vientos
[m/s], Presión en superficie [mb] y Humedad específica [g/kg].
Para estimar la distribución espacial de la información de precipitación a
partir de las series históricas de las estaciones mencionadas (ver 2), se decidió
que estas debían ser completadas y que su período debía ser congruente con el
de la variable caudal, utilizada en el proceso de evaluación del esquema ISBA
. En el Capítulo 2 se mencionó igualmente que la variable caudal es medida
en dos estaciones hidrométricas durante los periodos 1971-2008 y 1991-2010
respectivamente. Del mismo modo la CRLV cuenta con 42 estaciones que
miden precipitación en el periodo 1975-2005; esto indica que el periodo con-
junto de estas mediciones es 1991-2005 (15 años), el cual es utilizado de aquí
en adelante como el único periodo de análisis para la evaluación del esquema
ISBA en la CRLV. En la Tabla 4.1 se presentan la cantidad de datos perdidos
en este periodo para las variables precipitación y caudal, nótese que siempre
el porcentaje es inferior al 6% y que el número de estaciones con medición de
precipitación se redujo a 28, esto con el objetivo de mantener una adecuada
distribución espacial y el menor número de datos perdidos (igual a cero en
la mayoría de casos).
Como se describió en el primer Capítulo de este documento, no es posible
contar con información de Temperatura espacializada para la cuenca (ver
sección 2.5.1) y exceptuando la precipitación, esta situación se da también
para las otras variables atmosféricas requeridas por el esquema ISBA. Por
ello, se investigó inicialmente utilizar las salidas de una corrida específica del
modelo WRF (Weather Research and ForecastingModel [78]) en el dominio
de la CRLV, que infortunadamente luego de una rigurosa evaluación produjo
resultados poco satisfactorios (ver sección 4.1) y que por ello fueron descar-
tados de los análisis. Así, se optó por generar un forzamiento atmosférico
aproximado para correr el esquema ISBA en el dominio de la CRLV durante
el periodo 1991-2005, aprovechando la disponibilidad de las observaciones de
la variable precipitación y la estimación de los valores de las otras variables
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Tabla 4.1. Cantidad de datos faltantes en las estaciones con registros de
precipitación y caudal en el periodo 1991-2005
atmosféricas a partir de la aplicación y validación de fórmulas indirectas (ver
sección 4.2).
4.1. Evaluación de las salidas promedio de
Precipitación y Temperatura media del modelo
WRF para forzamiento del esquema ISBA
Una vez se comprobó que los datos disponibles in-situ eran insuficientes
para correr el esquema ISBA, se solicitó al Grupo de Investigación Tiempo,
Clima y Sociedad (TCS) del Departamento de Geografía de la Universidad
Nacional de Colombia-Bogotá, las salidas del modelo WRF para utilizarlas
como datos complementarios para el forzamiento del esquema ISBA. El grupo
de investigación TCS tiene a su disposición el engranaje computacional para
tal efecto 1 y amablemente hizo una corrida especial en modo clima del
modelo WRF a una resolución de 10km, con resolución temporal diaria desde
enero 1 de 1991 a diciembre 31 de 2005. A continuación se presenta una
1 Maquina Principal: 24 GbRam, 3 procesadores quadcore y un disco duro de 1.5 Tera
Tres máquinas secundarias de 8Gb Ram, procesadores Intel core I7 y disco duro de 1 Tera.
Cada mes de corrida dura en promedio 3 horas y 40 minutos, en las máquinas en paralelo
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breve reseña del modelo WRF y posteriormente se discute la evaluación de
las salidas de precipitación y temperatura para la zona de estudio.
4.1.1. Esquema de corrida del modelo WRF para forzamiento del
esquema ISBA
El modelo WRF fue presentado por primera vez como versión no beta
en mayo de 2004 y “representó un hito clave” en el esfuerzo para diseñar e
implementar un modelo de última generación para la investigación atmos-
férica [78]. Para el caso de este estudio fueron utilizados los resultados de
ARW 3.2.1 (Advanced Research WRF) [162]. En esta versión especial para
la investigación climatológica regional, el modelo WRF ofrece varias opciones
de parametrizaciones físicas que se pueden combinar de diferente manera; no
obstante, estas combinaciones, que pueden ser muy simples o bastante sofis-
ticadas según se prefiera, influyen notablemente en el tiempo computacional
de la corrida. Givati et al., (2012, [5]) en la aplicación del modelo WRF
en la Cuenca del Rio Jordán, propusieron un ejercicio de este tipo a fin de
brindarle al modelo HYMKE (Hydrological Model for Karst Environment) la
precipitación de forma más acertada para toda el área de estudio y obtener
así mayor certeza en los resultados obtenidos del modelo hidrológico. En el
desarrollo de esta tesis no se contempló esta posibilidad, dado que no se con-
taba con los recursos apropiados y el tiempo requerido para dicha selección
y análisis de parametrizaciones físicas de convección y microfísica de nubes,
por lo que se siguieron las sugerencias de corrida propuestas por el Grupo de
investigación TCS, quienes han manejado de manera amplia esta versión del
modelo. El esquema general de modelación para el modelo WRF se describe
a continuación :
El intervalo de tiempo de cada cálculo fue de 21600 segundos (6horas),
la parametrización utilizada para el comportamiento de las partículas en las
nubes y la generación de gotas de agua, o también denominada microfísica
de nubes corresponde con WSM 6-class (WRF Single Moment Microphysics
Scheme, por sus siglas en inglés). Esta parametrización fue propuesta por
Hong et al., (2006,[67]) con el propósito de superar las desventajas de las
propuestas anteriores y ampliamente utilizadas en los años 80’s 2. Entre las
principales mejoras de esta parametrización está que incluye procesos tales
como la concentración, la acreción y la nucleación del hielo, resultando en una
formulación más realista de las nubes que son principalmente formadas por
hielo. Según Hong & Lim (2006, [158]) esta representación de la microfísica es
verdaderamente representativa de la formación de hielo ya que es función de la
temperatura e involucra el número promedio de cristales, lo que por supuesto
hace que las nubes altas, la precipitación en superficie y la temperatura media
en la macro escala estén mejor representadas. Además, cuenta con la ventaja
de dar una representación a la retro alimentación hielo-nube (radiación), que
2 Lin et al., (1983, [178]) y Rutlege and Hobbs (1983,[151]), aplicadas con éxito en
sistemas convectivos, con excesivos cristales de hielo en la alta troposfera [158]
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se resuelve para los casos de cambios de vapor de agua, nubes formadas por
hielo/agua, precipitación sólida/líquida y la sedimentación de hielo en las
nubes.
Las parametrizaciones de la radiación de onda corta y onda larga, corres-
ponden a las versiones del modelo CAM (Community Atmosphere Model).
Esto significa que para la radiación de onda corta se da un tratamiento de la
superposición de nubes verticales, se trata la absorción por vapor de agua del
infrarrojo cercano y son incluidos además datos de aerosoles prescritos para el
cálculo del forzamiento radiativo de onda corta, a través de una división en 19
intervalos espectrales discretos del espectro solar [173]. Por su lado el método
utilizado para representar la radiación de onda larga es basado en la formu-
lación de emisividad/absortividad de Ramanathan y Downey (1986,[166]),
a través de la relación de Stefan-Boltzmann y en donde los coeficientes de
absorptividad y emisividad son derivados de la función de Planck respecto a
la temperatura de absortividad. Este enfoque principalmente fue mostrado
por Ramanathan en 1976 y fue denominado enfoque de banda ancha, el cual
asume que el rango de absorción de un gas es limitado a un pequeño intervalo
de longitudes de onda 3. En el modelo CAM este formalismo fue empleado
además del H2O, para el CO2, 03, CH4, N2O, mientras que para los aeroso-
les estratosféricos se emplea una aproximación de transmisión exponencial
(Ramanathan et al., 1985, [167]).
Respecto a las condiciones en superficie, no fue activado el modelo de
suelo urbano, la temperatura del suelo fue estimada mediante la solución de
la ecuación de difusión térmica tratándose de un balance energético entre
dos instantes t y t+dt y la aplicación de la ley de Fourier que establece la
transferencia de calor por conducción por el gradiente de temperatura. Los
flujos en superficie fueron obtenidos utilizando las relaciones de similaridad de
Monin-Obukhov, para las que se establece que hay condiciones estacionarias
y horizontalmente homogéneas, para relacionar el flujo de momento, de calor
sensible y humedad. La capa límite planetaria utiliza el formalismo de la
Universidad de Yonsei (YSU PBL -Yonsei University PBL [67]) que entre
sus ventajas más relevantes tiene que aumenta la mezcla en el régimen de
convección térmicamente libre y la disminuye en el régimen de convección
forzada inducida de manera mecánica y que resuelve el exceso de mezcla en
la capa de mezcla en presencia de vientos fuertes.
La parametrización de convección utilizada fue la de Kain - Fritsch. Es-
ta parametrización se basó en la primera versión propuesta por Fritsch -
Chappell [90], cuyas modificaciones subsecuentes se discuten en Kain et al.,
2003 [90]. Básicamente este esquema es una parametrización para el flujo de
masa en el cual se incluye la dinámica del momento vertical para estimar la
inestabilidad existente y la que podría estar disponible para el crecimiento
3 Es importante resaltar que el formalismo de Ramanathan y Downey (1986, [166])
inicialmente fue propuesto para el H2O únicamente y que para el modelo CAM fueron
utilizadas nuevas formulaciones
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Figura 4.1. Dominios de corrida del WRF. Nótese que el dominio interior
(en amarillo) y que cubre el área de la CRLV es de 4°N - 5°N y 74°W - 76°
W.
de nubes, en términos generales esta parametrizacion reorganiza la masa en
una columna utilizando las corrientes ascendentes, descendentes y los flujos
de masa ambientales hasta por lo menos un 90% de la energía potencial
convectiva disponible (CAPE)[90]. El modelo WRF puede manejar varios
dominios sin lugar a superposición, así como múltiples niveles de jerarquía
(telescópico [162]). Para este caso se hizo una corrida de una sola vía sin
anidación, esto significa que en lugar de correr dos o más dominios de igual o
diferente resolución de manera simultánea a fin de que el dominio más grande
proporcione valores límite para el más pequeño, la corrida en los límites es
forzada únicamente por el modelo CFSR (Climate Forecast System Reanaly-
sis). En la Figura 4.1 se muestra en color amarillo el dominio de corrida que
cubre el área de la región de la CRLV, un poco extendido a fin de incluir la
influencia de las cordilleras central y oriental.
El modelo WRF fue forzado con los resultados en la escala global del
NCEP Climate Forecast System Reanalysis (CFSR [150]) que posee datos en
el periodo 1979 – 2009 y básicamente se constituye en una corrida acoplada
(atmósfera, océano, suelo, hielo) en una resolución de 2.5° x 2.5°. En general
este reanálisis, al igual que las versiones 1 y 2 del NCEP (NOAA’ s National
Center for Environmental Prediction), cumple con el objetivo de generar una
representación en rejilla de las variables de estados atmosféricos en función de
las salidas de un modelo atmosférico, pero con una constante asimilación de
datos observados [150]. Esto se obtiene gracias a los esquemas de asimilación
4DVAR y 3DVAR (Four/Three-Dimensional Variational Data Assimilation).
En este reanálisis se acopla un modelo oceánico (MOM4: GFDL Modular
OceanModel) y su modelo interactivo de cobertura de hielo (Geophysical
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Fluid Dynamics Laboratory), se da asimilación de datos de radiación prove-
nientes de satélite, se implementa el modelo de superficie del suelo NOAH
LSM [150], el cual es implementado ya de manera operacional por el modelo
GFS para el pronóstico del tiempo y por supuesto es utilizado el modelo
atmosférico CFS. El CFSR fue desarrolladopor el NCEP. Los datos están
disponibles en el sistema NOMADS (NOAA’ s National Operational Model
Archive and Distribution System) del NCDC (NOAA’ s National Climatic
Data Center)4
4.1.2. Evaluación de la variable precipitación
Teniendo en cuenta que la red de estaciones disponibles con mediciones
de precipitación en la CRLV es densa y contando que en su gran mayoría no
existen datos perdidos en el periodo 1991-2005, la evaluación de las salidas
del modelo WRF para esta variable se hizo de manera espacializada, a la
misma resolución espacial de la corrida del modelo WRF (10km). Existen
distintos métodos que permite llevar los datos observados de manera puntual
a la rejilla del modelo y viceversa, como lo son por ejemplo algoritmos de
extrapolación lineal o dependiente de la altura topográfica. No obstante, y a
fin de evitar falsas apreciaciones sobre todo en áreas altas en donde no hay
gran número de estaciones, inicialmente se utilizó el método de los radios de
representatividad, que son función del número de estaciones y del área de la
cuenca (ver Córdoba et al., 2006 [146]), de acuerdo con la siguiente fórmula:
L = 1,07
√
A
n
(4.1)
Donde A es el área de la cuenca, n el número de estaciones y L es el
radio de representatividad de un punto (en este caso una estación)5. Con
un área de 2880 km2 y 28 estaciones disponibles para la evaluación de las
simulaciones de precipitación del modelo WRF en el periodo 1991-2005, se
tiene que en promedio el radio de representatividad (L) de una estación es de
aproximadamente 2.05 km lo cual muestra que en el sur y en el nor-occidente
de la cuenca la red de estaciones es insuficiente para el análisis (ver Figu-
ra.4.2). Con el objetivo de encontrar un criterio apropiado de asociación de
cajas con estaciones para la evaluación de las salidas de precipitación del
modelo WRF, se generaron los polígonos de Thiessen y se ponderó el valor
de la precipitación como función del área relativa entre el polígono y el área
de la caja (ver Figura.4.2)
4 http://nomads.ncdc.noaa.gov/data.php;http://climatedataguide.ucar.
edu/reanalysis/climate-forecast-system-reanalysis-cfsr
5 Con un error determinado Z1 (calculado como función de las series de precipitación
media en una estación y la distancia de la correlación cero)
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Figura 4.2. Arriba: Asociación de cajas respecto a los polígonos de Thiessen
y radios de representatividad para cada estación de precipitación. Abajo:
Altitudes, en msnm, para cada caja en la CRLV, utilizadas para evaluar el
modelo WRF (10km) .
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La precipitación fue evaluada en el periodo 1991-2005 y todos los análisis
promedios multianuales fueron discriminados para las zonas alta, media y
baja de la CRLV (ver Figura. 4.2). Según el Plan de Ordenamiento y Manejo
de la CRLV [30], la cuenca alta va aproximadamente de 3000 a 4000 msnm, la
media de 1300 a 3000 msnm y la baja de 950 a 1300 msnm. En la Tabla 4.2,
se presenta la relación de estaciones, alturas y cajas usadas para la evaluación
del modelo WRF.
Tabla 4.2. Estaciones y cajas utilizadas para la evaluación del modelo WRF
En la Figura 4.3 se presentan los mapas promedio trimestrales de preci-
pitación en la rejilla de 10 km para la CRLV, tanto para valores observados,
como para valores simulados obtenidos con el modelo WRF. Es de anotar
que el modelo en general considera un único patrón de distribución de las
precipitaciones, con mayores valores de precipitación en la parte alta y algo
inferiores en la cuenca baja, que de hecho coinciden bastante bien con los
valores registrados in-situ para los trimestres de más altas precipitaciones
(AMJ y OND). Sin embargo, y como también se observa en la Figura. 4.5 los
valores totales de precipitación son importantemente subestimados en toda
la CRLV (cuencas alta, media y baja), en porcentajes incluso por encima del
80% para el caso de la cuenca baja.
Teniendo en cuenta que en el contexto de la verificación de las simulacio-
nes de un modelo, el coeficiente de correlación brinda una medida del grado
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Figura 4.3. Valores promedio trimestrales multianuales de precipitación (en
mm) para caja de análisis (10 km) en el periodo 1991-2005. Colores azules más
oscuros indican precipitaciones más altas, colores verde claro precipitaciones
más bajas. Para cada caja se indican en números negros los valores trimes-
trales de precipitación. b.: resultados del modelo WRF. a: interpolaciones a
nivel de caja para los datos observados
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Figura 4.4. Mapa mostrando la correlación lineal entre los valores mensuales
de precipitación observada y simulada por el modelo WRF en el periodo
1991-2005
de asociación lineal entre la simulación de interés y las observaciones, en la
Figura 4.4 se presenta el mapa de correlación lineal entre la precipitación ob-
tenida mediante el modelo WRF y la observada y espacializada en la CRLV.
De acuerdo con los resultados obtenidos la correlación es en la mayoría de
los casos positiva y con valores altamente significativos (superiores a 0.5)
para la cuenca baja. Esto permite concluir que el modelo hace un razonable
trabajo, y que, tal como se muestra en la Figura 4.5 la estacionalidad de la
precipitación en la CRLV (épocas de lluvias y de bajas precipitaciones ) es
simulada de forma razonablemente adecuada, por el modelo WRF.
Resulta también de interés en el desarrollo de esta tesis, evaluar la señal
de afectación en la precipitación trimestral bajo la ocurrencia de las diferentes
fases del fenómeno ENOS (El Niño - Oscilación del Sur) en las simulaciones
del modelo WRF. En la Figura.4.6 se presentan los escenarios observados
más probables de alteraciones en la precipitación trimestral para las fases El
Niño, La Niña y Neutral (con la misma metodología mostrada en la Sección
2.8), en comparación con lo simulado por el modelo WRF6.
6 Por ello los escenarios de afectación fueron pasados a rejilla mediante la metodología
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Nótese que bajo condiciones La Niña en las simulaciones con WRF exis-
ten zonas durante los trimestres EFM y JAS cuya respuesta es inversa a lo
observado, esto es, que mientras algunas tienden a la categoría por encima
de lo normal, las otras muestran valores por debajo de lo normal ; respecto
a las fases El Niño y Neutra, se puede decir que los resultados del modelo
WRF no indican una patrón claro de afectación, ya que para ambas fases los
escenarios más probables son reducciones en los volúmenes de precipitación
en las distintas partes de la cuenca.
En general se puede concluir que el modelo WRF de acuerdo a la con-
figuración indicada antes, reproduce de manera adecuada la distribución
intra-anual de la precipitación en la CRLV, en tanto que exhibe patrones
bimodales en las partes alta, baja y media, pero que los volúmenes de pre-
cipitación son subestimados y tampoco captura las señales de afectación en
esta variable por causa del fenómeno ENOS.
4.1.3. Evaluación de los resultados del modelo WRF a partir del
análisis caja-estación para las variables Temperatura
media, Humedad relativa y Evaporación.
Considerando que no se cuenta con una red de estaciones que permita
evaluar espacialmente (tal como se hizo para el caso de la precipitación) la
bondad de las simulaciones realizadas con WRF para las variables tempe-
ratura media, humedad relativa y evaporación y teniendo en cuenta que la
estación Cumbarco (2612513-IDEAM) ubicada a 1692 m.s.n.m, (ver localiza-
ción del punto 27-extremo sur de la CRLV - en la Figura. 4.2) es la única que
posee información de calidad de estas variables durante el periodo 1991-2005
(ver sección 2.5.1), la evaluación de las simulaciones para las variables consi-
deradas se hizo a través del método caja-punto, tanto en la escala intra-anual
como inter-anual, con una asociación de cajas ponderada de la misma manera
que se hizo para la variable precipitación.
En la Figura 4.7 se presentan para la estación Cumbarco las gráficas
de las series de tiempo observadas y simuladas a nivel promedio mensual
(paneles derechos) y promedio mensual multianual de las variables Tempe-
ratura media, Evaporación y Humedad relativa, en el periodo 1991-2005 y a
nivel mensual multianual.Nótese que los resultados de la variable Humedad
Relativa resultan ser bastante satisfactorios en general y a nivel multianual
mucho mejores para los meses de julio a septiembre (más bajas precipitacio-
nes). Sin embargo, en la escala multianual para los otros meses se presentan
sobre-estimaciones, que son coherentes con las bajas evaporaciones estima-
das por el modelo WRF y deducidas mediante (conversión del calor latente
mostrada en la Figura 4.2, en algunos casos la extrapolación a la rejilla de 10 km, hace
que se pierda detalle respecto a lo mostrado en las Figuras 2.12 a 2.14.
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a. Cuenca Alta
b. Cuenca Media
c. Cuenca Baja
Figura 4.5. Paneles a la izquierda: Precipitación promedio mensual y Paneles
a la derecha: Precipitación promedio mensual multianual. Ambas en mm en
el periodo 1991-2005, para las cuencas alta (a.), media (b.) y baja (c.) de la
CRLV.
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Figura 4.6. Escenarios de afectación de la precipitación (división por terci-
les) bajo el fenómeno ENOS para los cuatro trimestres del año, según las
observaciones (a.) y los resultados del WRF (b.)
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Figura 4.7. Valores promedio mensual (tres paneles a la izquierda) y prome-
dio mensual multianual (tres paneles a la derecha) de Temperatura (arriba,
°C), Humedad Relativa (en la mitad,%) y Evaporación (abajo,mm) en el
periodo 1991-2005, en comparación con las salidas del modelo WRF para las
cajas asociadas a las series de la estación Cumbarco.
a evaporación) y comparadas con datos de tanque evaporímetro de la esta-
ción Cumbarco. También sobresale la pobre representación de la temperatura
media que es ampliamente subestimada por el modelo WRF.
Todas estas características impidieron el uso de las simulaciones del mo-
delo WRF como forzamiento de ISBA.
4.2. Estimación del forzamiento atmosférico para el
esquema ISBA a través del empleo de los valores
observados en superficie y la aplicación de
fórmulas indirectas
Teniendo en cuenta que los datos observados resultan ser insuficientes
para la implementación del esquema ISBA en la CRLV, que la evaluación
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de los resultados del modelo WRF en la escala climatológica resultó poco
satisfactoria, y que por ende a escala diaria y subdiaria se esperan resultados
del WRF menos satisfactorios (ver Sección 4.1), fue entonces necesario com-
plementar las series históricas disponibles a través de la generación de manera
indirecta, de series de tiempo diarias para la rejilla de 10km de las variables
requeridas por ISBA para el forzamiento atmosférico (ver Figuras.8.7 y 6.1),
obtenidas a través de la aplicación de las fórmulas indirectas presentadas en
la Tabla 4.3.
Además, se utilizaron los mismos datos de precipitación de la distribución
de estaciones mostrada en la Figura 4.2, de manera tal que para las áreas
alta, media y baja de la CRLV, las series de precipitación coinciden con las
indicadas en las Figuras. 4.5.En la primera parte de esta sección se da a cono-
cer el proceso mediante el cual fueron completadas las series en la resolución
diaria, después se presenta la deducción de la información de temperatura y
de las variables asociadas.
Tabla 4.3. Fórmulas indirectas utilizadas para la deducción del forzamiento
Radiación de onda larga (Tomado de Izimon M.G., et al ((2003, [106])
Lw = (0, 009x10−5 ∗ T 2)σT 4 (4.2)
Radiación de onda corta (Tomado de Richarf G.„ et al ((1998, [62])
Sw =
(
a+ b n
N
)
Ra (4.3)
Humedad especifica (Tomado de Campos Aranda D.F., et al ((1998, [42])
qh = 0, 622e
p
(4.4)
e = Hrel ∗ es (4.5)
es = 611exp
(
17, 2T
237, 3 + T
)
(4.6)
4.2.1. Complementación de la información de precipitación
Son 28 las estaciones que registran valores de precipitación en la CRLV
en el período 1991-2005, con al menos un 95% de la información completa.
Según la Tabla 4.1, son pocos los valores que debían ser completados, por lo
que fue utilizado el método de inverso a la distancia para la mejor agrupación
de estaciones vecinas en función de la distancia y correlación lineal .Respecto
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a estas agrupaciones, en general siempre fue encontrada más de una que com-
partía correlaciones y distancias similares con la serie de tiempo de la estación
cuyo dato era faltante; en la mayoría de los casos fueron seleccionadas las
agrupaciones ubicadas a menor distancia (sombra verde en las Figuras. 4.8 a
4.11).En términos generales las correlaciones siempre fueron significativas, ya
que en general poseen valores por encima de 0.7. No obstante, para la serie
incompleta de la estación Cámbulos, no fue posible establecer un conjunto
consistente de estaciones que permitieran realizar la complementación de la
información; por ello, la información de esta estación fue retirada del grupo
de estaciones utilizadas para la espacialización de la variable precipitación .
Figura 4.8. Agrupaciones de estaciones vecinas en función de la correlación
y la distancia, para las estaciones de medición de precipitación con datos
faltantes: AlmaCafeVivero, El Berrion, El Recreo y La Argentina.
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Figura 4.9. Agrupaciones de estaciones vecinas en función de la correlación
y la distancia, para las estaciones de medición de precipitación con datos
faltantes: La Esperanza, La Esperanza2, La Miranda y La Playa.
Figura 4.10. Agrupaciones de estaciones vecinas en función de la correlación
y la distancia, para las estaciones de medición de precipitación con datos
faltantes: La Renta, Los Cambulos, Mónaco y 52612015.
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Figura 4.11. Agrupaciones de estaciones vecinas en función de la correlación
y la distancia, para las estaciones de medición de precipitación con datos
faltantes: Monaco, 52612017 y 52612018.
4.2.2. Deducción de la información de Temperatura media,
Radiación de onda larga y Radiación de onda corta
Varios de los procesos que se dan en la atmósfera terrestre, en particular
los asociados con parámetros termodinámicos, se describen con base en la
ecuación hidrostática, que es deducida a partir del balance de las fuerzas
gravitacional y de flotabilidad, experimentadas por una parcela de fluido en
reposo en la atmósfera. Esta ecuación es válida para varios procesos tanto
de densidad constante como variable, así como para atmósferas isotermas
y de temperatura variable linealmente con la altura. Este último caso es
de especial interés en el desarrollo de este trabajo, puesto que dado que no
fue posible espacializar la información de temperatura media de tan pocas
estaciones (ver sección 2.5.1), fue entonces aplicada la formulación de la tem-
peratura basada en el gradiente adiabático húmedo para deducir el mapa de
temperatura de la Figura. 4.12, para cada una de las cajas de la rejilla de 10
km seleccionadas (ver Figura.4.2), con una tasa ambiental de 6.5°C por cada
km de altitud, partiendo del valor promedio diario en el periodo 1991-2005
para la estación Cumbarco, ubicada a 1740 msnm (Lat:4.2;Lon:-75.76).
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Figura 4.12. Mapa de temperatura deducida a partir del gradiente adiabático
húmedo para la CRLV (izquierda) y según Chávez y Jaramillo (1998,[15])
(derecha), ambos en función del modelo digital de elevación usado, resolución
1 km.
En particular para el área de estudio, existe otro enfoque para la estima-
ción indirecta de la temperatura media en superficie, basado en la relación
existente entre la altura y la temperatura media, y aprovechando las condi-
ciones tropicales. Este enfoque es el presentado por Poveda et al., (2007,[59]),
en donde se propone utilizar la clasificación de Chávez y Jaramillo (1998,[15])
para hacer la deducción del mapa de temperatura en función de la altitud.
Chávez y Jaramillo (1998,[15]), realizaron un estudio de 1.002 estaciones, en
cuatro regiones, que necesariamente no coinciden con la regiones geográficas
colombianas, donde dedujeron expresiones para calcular la temperatura me-
dia en función de la altura conocida y un valor de referencia constante. En
particular para la región Andina (en la que clasificaría el área de estudio),
proponen la siguiente ecuación:
T = 29,42°C − 0,0061(°C) ∗ h(msnm) (4.7)
El número de estaciones utilizadas para la obtención de esta ecuación fue
de 626, el procedimiento de cálculo según Poveda et al., (2007,[59]), se basó
en el gradiente adiabático húmedo. Teniendo en cuenta esto y encontrando
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amplia similitud entre las dos deducciones7, se optó por el primer método
descrito para la estimación de la Temperatura media (ver Figura.8.7).
La radiación descendente de onda larga es muy importante para establecer
el balance de global de energía y en ISBA su conocimiento es indispensable
para modelar la variación de la temperatura media y el enfriamiento noc-
turno. Según Izimon MG. et al., (2003,[106]) el principal obstáculo para la
investigación de la radiación solar es el retraso en la medición de los flujos de
onda larga y por ello se recomiendan técnicas alternativas para la estimación
de estos flujos en la superficie. Si la atmósfera es asumida como un cuerpo
gris, la cantidad de radiación de onda larga descendente es determinada por la
máxima emisividad Eatm y la temperatura efectiva Tatm de toda la atmósfera
de acuerdo con la ley de Stefan-Boltzman:
φ ↓= Eatmσ (Tatm)4 (4.8)
Donde σ es la constante de Stefan-Boltzman (5,67X10− 8W/m2K4).
Dado que es difícil especificar Eatm y Tatm para una columna vertical en
la atmósfera (Crawford y Duchon, 1999 [161]) la cantidad de radiación de
onda larga descendente puede ser parametrizada de acuerdo con los valores
de temperatura del aire Ta (K) y/o con la presión de vapor e (hPa) medida
cerca al suelo, así
φ ↓= E0 (Ta, e)σTa4 (4.9)
Donde E0 es adimensional y representa la emisividad de la atmósfera
en cielo claro. Muchos autores desde Brunt en 1932 hasta los trabajos más
recientes como los de Chevallier et al., (2000) [106], para los datos de radar
del sistema TIROS (Terrestrial Infrared Observing System), han propuesto
formulaciones para el valor de E0. En este trabajo fue utilizada la formula-
ción de Swinbak (1963,[84]) que depende únicamente de la temperatura del
aire y que está dada por la Ecuación 4.2 de la Tabla 4.3. Basados en esta
ecuación y con los datos de temperatura media cuya deducción fue explica-
da previamente, se estimaron los valores diarios de radiación de onda larga
(ver Figura.8.7).Para verificar que la formulación de Swinbak (1963,[84]) re-
produce razonablemente la radiación de onda larga, se tomaron los datos
observados de temperatura y radiación cada 30 minutos para el año 1986 del
proyecto HAPEX-MOBILHY (Hydrological Atmospheric Pilot Experiment -
Modelisation du BiLan Hydrique), en el sur-este de Francia y mostrados en
el artículo “Inclusion of a Third Soil Layer in a Land Surface Scheme Using
the Force–Restore Method” de Booene et al., en 1999[4] . Reproduciendo los
7 Esta similitud puede variar de acuerdo con la diferencias de humedad relativa exis-
tente
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Figura 4.13. Intercomparacion de los datos de radiación de onda larga ob-
servados por el proyecto HAPEX para el año 1986 (observaciones cada 30
minutos) y calculados con la fórmula de Swinbak (1963,[84])
datos a través de la formulacion de Swinbank, se calculó el error cuadrá-
tico medio (MSE), la correlación lineal y su intercomparación se presenta
en la Figura.4.13, nótese que en los primeros meses los datos observados y
calculados con la fórmula se distancian, pero después del inicio del segundo
trimestre alcanzan una buena aproximación; del mismo modo de acuerdo con
los resultados de esta gráfica es posible observar que la fórmula subestima
los valores de radiación de onda larga y que la correlación lineal es aceptable
con un valor positivo de 0.82
La radiación solar de onda corta puede ser calculada mediante la fórmula
de Ångstrom, que relaciona la radiación solar extraterrestre con la duración
de las horas de sol, tal como se muestra en la Ecuación 4.3. En esta ecuación
Sw es la radiación solar de onda corta, Ra es la radiación extraterrestre,
n la duración actual de tiempo soleado, N la duración máxima posible de
horas de sol o luz día, n/N la relación de duración de horas de sol, a una
constate de regresión que expresa la fracción de radiación extraterrestre que
Capítulo 4. Forzamiento atmosférico 93
Figura 4.14. Intercomparacion de los datos de radiación de onda corta diaria
observados en la estación IDEAM - AptoMatecana para el periodo compren-
dido entre octubre 1 de 1990 a diciembre 31 de 1991 y calculados con la
fórmula de Ångstrom
llega a la tierra en los días nublados n = 0 y a+ b es la fracción de radiación
extraterrestre que llega a la superficie en días claros n = N . Dependiendo
de las condiciones atmosféricas (humedad y polvo) y de la declinación solar
(latitud y mes) los valores de a y b pueden variar, según Richard et al.,
(1998,[62]), para los lugares donde aún no se han calibrado estos valores se
recomienda utilizar 0.25 y 0.50, respectivamente. Considerando la ubicación
en el trópico de la CRLV, el valor de N en promedio es de 12 hrs, sin embargo
se utilizaron los indicados mensualmente por Richard et al., (1998,[62]) y
los mismos a nivel mensual para Ra (ver Tabla 4.4). De acuerdo con estos
mismos autores el valor de n debe ser medido por el heliómetro Campbell
Stokes . Para verificar la aproximación de la fórmula de Ångstrom con los
datos observados, en la Figura. 4.14 se presenta la intercomparación de los
los resultados con los datos observados en la estación IDEAM-AptoMatecana
(26135040) para el periodo comprendido entre octubre 1 de 1990 a diciembre
31 de 1991, nótese que la aproximación es bastante buena, un R2 = 0,81.
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Tabla 4.4. Valores de Ra y N utilizados para generar las series de Radiacion
de onda corta
Ra [MJ/m2dı´a]
Ene Feb Mar Abl May Jun Jul Ago Sep Oct Nov Dic
34.6 36.4 37.6 37.4 36.0 35 35.3 36.5 37.3 36.6 34.9 33.9
N [hr]
Ene Feb Mar Abl May Jun Jul Ago Sep Oct Nov Dic
11.8 11.9 12 12.1 12.2 12.2 12.2 12.1 12.0 11.9 11.8 11.8
Teniendo en cuenta que la Humedad específica, otra variable atmosférica
requerida por ISBA, corresponde a la masa de vapor de agua por unidad de
masa de aire húmedo y que esta puede ser calculada si se conocen los datos
de Temperatura media del aire y la Presión atmosférica, tal cual como se
presenta en las Ecs. 4.4a 4.6, en este trabajo se aprovechó el cálculo de estas
dos variables para generar las series deducidas de humedad específica para
cada una de las cajas de rejilla utilizadas (ver Figura 8.7).
4.2.3. Deducción de la información de Presión y vientos zonales y
meridionales
No estuvo al alcance de este trabajo el uso de datos observados de Presión
atmosférica en superficie de estaciones ubicadas al interior de la CRLV.No
obstante y adoptando el modelo barotrópico de la atmósfera (lo que significa
que la superficies de igual densidad y temperatura coinciden con las de igual
presión [141]) fueron deducidos de los datos de Presión observada a nivel
del mar en la ciudad de Cali (26075040-IDEAM- AptoBonilla) y la ecuación
hidroestática [141].
Para una atmósfera barotrópica el gradiente térmico horizontal se apro-
xima a cero y de allí se deduce que la cizalladura vertical es casi nula y
con ello que la velocidad del viento no cambia con la altura [141] .Apoyados
en esta suposición para generar la serie de tiempo de velocidades zonales y
meridionales de los vientos, fueron utilizados los datos correspondientes a la
estación IDEAM-AptoMatecana (26135040) en la resolución diaria. El uso
de esta información para forzar el esquema ISBA puede que no sea el más
preciso, sobre todo si se tiene en cuenta que de acuerdo con el Atlas Climato-
lógico Nacional [108] en los valles interandinos y en las zonas montañosas, las
condiciones fisiográficas determinan en gran parte la dirección y velocidad del
viento y en menor medida los vientos Alisios, lo que indica que no es correcto
hacer generalizaciones de este tipo, sin embargo para propósitos del ejercicio
planteado así se hizo.
Capítulo 5
Características de simulación
5.1. Hardware y software
Desde los años 80 la simulación numérica de la superficie ha sido un
objetivo de investigación del CNRM (Centre National de Recherches Mé-
téorologiques, de Francia) [115]. El esquema ISBA fue uno de los primeros
intentos de experimentación computacional en este ámbito, no obstante desde
su primera versión varias han sido las mejoras incluidas, así como los nuevos
esquemas cuyo objetivo fue complementar las simulaciones de los procesos
no contemplados por ISBA. Actualmente ISBA no es distribuido de manera
independiente, en cambio desde 2005 fue incluido en el modelo SURFEX
(Surface Externalisée, en francés), un código autónomo el cual puede correr
de manera acoplada a un modelo meteorológico o de manera independiente.
Son cuatro los principales procesos que simula SURFEX [125]:
1. Mar y océanos: descrito a través de la temperatura superficial del
mar en un modelo de una sola capa, por medio de la fórmula de
Charnock, Mondon y Redelsperger.
2. Lagos: descrito por la temperatura superficial a través de la fór-
mula de Charnock
3. Suelo/vegetación: por medio del esquema ISBA (Interaction Soil
Biosphere Atmosphere)
4. Urbano: por medio del esquema TEB (Town Energy Balance) que
detalla el almacenamiento de calor entre edificios.
Para efectos de la implementación del esquema ISBA en la CRLV, fueron
utilizadas dos computadoras de escritorio, con procesador Intel® Core™ i3
de segunda generación (3.20GHz) con una velocidad de 1199,00 MHz y 4 nú-
cleos. Memoria RAM (Random Access Memory) de 1,8 GiB bajo un sistema
operativo LINUX 2.6.34-12-desktop x86_64 (openSUSE 11.3 (x86_64)) en
entorno KDE 4.4.4. Para correr el esquema ISBA de manera independiente a
los otros esquemas de SURFEX, se precisó del uso selectivo de las opciones
del archivo OPTIONS.NAM, que es una lista de nombres (NAMELIST) en
un archivo plano que permite definir entre otros, los parámetros de simulación
del modelo. El esquema ISBA fue diseñado para generar cálculos, incluso en
la escala intra - horaria, siempre y cuando la resolución del forzamiento lo
permita, como ya se explicó antes en este trabajo la resolución temporal
de las series de forzamiento atmosférico fue diaria y consecuentemente esta
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fue la misma resolución de calculo para las simulaciones generadas. A fin de
verificar la idoneidad en la instalación del esquema ISBA, así como en la ma-
nipulación e interpretación de sus resultados, en el anexo 8.3 se presenta una
detalla comprobación del funcionamiento de ISBA con datos del experimento
HAPEX-MOBILHY.
De interés en este proyecto es intentar la calibración objetiva de algunos
de los parámetros del modelo ISBA, para ello se generaron rutinas (scripts)
en lenguaje que BASH (Unix shell), que permitieron la automatización del
proceso de calibración. Teniendo en cuenta que los parámetros seleccionados
para calibración en el modelo representan los procesos físicos más importantes
y que son divididos en dos agrupaciones a saber (los primarios que describen
la naturaleza de la superficie del suelo y la vegetación, mediante índices
numéricos, y que los secundarios, que son deducidos internamente por el
modelo a partir de los parámetros primarios), a continuación se presenta
en detalle la descripción de las opciones de corrida para la evaluación del
esquema ISBA en el área de estudio, tomando como referente la propuesta
de los autores del modelo quienes intentan ampliar las descripciones a un
rango que cubra la mayoría de proceso termohídricos del suelo (dependientes
siempre de la naturaleza y del contenido de agua), así como una aproximación
a la reproducción de la baja inercia térmica de la vegetación y de su habilidad
para re-evaporar el agua lluvia interceptada, que mediante el procesos de
fotosíntesis puede reducir la evaporación proveniente de la superficie del suelo
y por tanto puede jugar un importante papel en la simulación y evaluación
de la escorrentía superficial en la CRLV.
5.2. Opciones de simulación generales
El esquema de simulación fue semejante al de la versión del artículo “The
ISBA land surface parameterization scheme” de la revista Global and Plane-
tary Change (vol 13)[80], en el que ya está incluida la simulación de evapo-
ración del suelo desnudo, el drenaje gravitacional y un mejor manejo de los
coeficientes aerodinámicos. Se conservó la introducción de la tercera capa de
Boone, Calvet y Noilhan (1999,[4]) y las mejoras realizadas por F. Habets et
al., (1999,[49]) y F. Habets et al., (1999,[53]) para la generación de escorrentía
y el drenaje de la tercera capa. No se incluyeron opciones de simulación para
la concentración del CO2 (ISBA-A-gs). De acuerdo a lo anterior, ISBA fue
corrido con las siguientes opciones de parametrización:
La escorrentía superficial es manejada según la descripción de Noilhan
& Planton (1989[81]) y de F. Habets et al., (1999,[49]), esto significa que el
escurrimiento ocurre cuando Wg (el contenido de agua de la primera capa)
excede el valor de un umbral de saturación Wsat, lo que significa que el
total de la capa está saturado cuando la intensidad de la precipitación es lo
suficientemente grande como para permitir que la humedad del suelo alcance
rápidamente el valor de la humedad de saturación, pero que la fracción de la
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celda saturada es dada en función del contenido de humedad en el suelo en
la zona radicular W2, el parámetro RunoffB y el punto de marchitamiento
Wwilt[117].
Para los cálculos de las variables a 2 metros de altura (Temperatura,
humedad específica, humedad relativa) y a 10 metros (el viento zonal y me-
ridional), se utilizó una interpolación del forzamiento atmosférico deducido
tal como se explicó en el Capítulo previo y la temperatura y humedad en el
suelo [148]. La longitud de la rugosidad fue considerada teniendo en cuenta
la velocidad del viento, como se verá en la siguiente sección.
El tratamiento del contenido de calor en el suelo se da de acuerdo con lo
expresado por Noilhan y Planton (1989 [81]), lo que significa que en el caso
de suelo desnudo, la temperatura en superficie es calculada asumiendo las
propiedades térmicas del suelo y una variación sinusoidal del valor del flujo
de calor latente, mientras que para casos de cobertura completa la capacidad
calorífica del suelo tiende a 10 −3 (km2/J), del mismo modo que el albedo es
calculado como función de la humedad del suelo.
La capacidad calorífica depende de la relación entre el límite de humedad
de saturación y la humedad del suelo (Wsat/W2) (ver Sección 3), mien-
tras que los valores usados de los coeficientes de fuerza de restitución fueron
obtenidos según los calibrados por Noilhan & Mahfouf (1996 [80]), particu-
larmente el coeficiente C1, se basó en la formulación de Braud et al., (1993)
y Giordani et al.,(1996), quienes describen implícitamente las transferencias
de fase del vapor de agua en el suelo aproximando una función de Gauss.
5.2.1. Parámetros
El esquema ISBA está orientado a mantener el menor número de pará-
metros que sean capaces de describir la física de los procesos de intercambio
de energía y agua [81], puesto que un amplio conjunto de parámetros puede
causar inestabilidades numéricas en la simulación. Entonces, para representar
los procesos fundamentales en la superficie del suelo los creadores de ISBA
encontraron que se debía tener en cuenta el amplio rango de los procesos
termodinámicos del suelo, que son principalmente dependientes de la na-
turaleza del sustrato, así como de la baja inercia térmica de las plantas y
de su habilidad para re-evaporar el agua lluvia interceptada [81]. Pensando
en esto, los creadores de ISBA dividieron los parámetros en dos categorías,
los parámetros primarios que necesitan ser especificados en su distribución
espacial y los secundarios que son deducidos de manera directa a partir de
los primarios [81].
También son necesarias series de tiempo de Temperatura, Precipitación (y
otras variables, ver Sección 4.2), a fin de forzar el modelo con las condiciones
climatológicas existentes en el área de estudio, así como un conocimiento
detallado de la fisiología de la cobertura vegetal a través de parámetros de
medición de su actividad fotosintética. A continuación se presenta la relación
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Tabla 5.1. Área en función del tipo de cobertura para la CRLV
Tipo cobertura Área (km2)
Café, plátano, frijol 176
Café, plátano, yuca 705
Café, plátano, yuca, maíz 348
Caña de azúcar 15
Frailejon, pajonales 138
Hortalizas pequeñas 32
Pastos 1386
Yuca,caña de azúcar 22
de estos parámetros primarios y fisiológicos, con base en múltiples referencias
bibliográficas consultadas.
5.2.1.1. Parámetros primarios
Los parámetros primarios describen principalmente la naturaleza de la
superficie del suelo y su cobertura vegetal mediante índices numéricos, cal-
culados a partir del conocimiento del tipo de suelo (textura) y del tipo de
cobertura para cada caja de la rejilla de simulación escogida [81]. En la Fi-
gura 4.2, se presenta el raster escogido a fin de efectuar la simulación del
área de estudio (10 km1). Para conocer el tipo de cobertura de suelo fueron
consultadas dos tipos de fuentes de información: La primera fuente de in-
formación es la correspondiente a Senthil-Kumar Selvaradjou et al., al[156],
mientras que la segunda fue: Aponte M. et al., (2004, [100]), Perilla P. et
al.,(2004,[112]) y V.H. Saavedra & IGAC (2004,[168]). En los dos casos se
digitalizaron los mapas de coberturas y fueron llevados a la escala de 1km
y después remuestreados a 10 km que finalmente fue el tamaño de rejilla
escogida (ver Figs. 5.1, 5.2,). Para proporcionar al esquema la información
correspondiente a tipo de suelo, fueron utilizados los estudios de clasificación
y zonificación de suelos elaborados por el IGAC ([112, 168, 100]), para los
departamentos de Quindío, Valle del Cauca y Risaralda. El procedimiento
fue sencillo, puesto que una vez fueron digitalizadas las coberturas de los
mapas estas fueron cruzadas con la información asociada a los perfiles de
suelo y llevada al tamaño de rejilla escogido (ver Figura 5.3 )
1 Inicialmente se pensó en realizar una corrida de muy alta resolución (1km), infortu-
nadamente el forzamiento atmosférico fue un impedimiento para ello
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Figura 5.1. Mapas de coberturas vegetales en la CRLV para ISBA raster 1
km. Dos versiones, (izquierda) basado en [156], (derecha) basado en [112,
168, 100].
5.2.1.2. Parámetros secundarios
En este conjunto se incluyen todos aquellos parámetros que pueden ser
deducidos por medio de relaciones empíricas de la información textural del
suelo, de la orografía y del tipo de cobertura de la caja de rejilla. A continua-
ción se describen de manera detallada algunos, que están relacionados con la
generación de escorrentía y el drenaje[117], y en la Tabla 5.2 se referencian
los restantes:
2 El coeficiente RunoffB, que de acuerdo a Habets et al.,(1999,[54]) tiene
valores de 0.5 para porcentajes de arena inferiores al 50% y toma un valor
de 0.001 para el resto de valores (ver Sección 3.4, acerca de la producción
de escorrentía) .
2 La profundidad de la zona radicular d2, que según Habets et al.,(1999,[54]),
corresponde a 1.5 mts para pastos, 2 mts para cultivos y 3 mts para bos-
ques.
2 El parámetro de drenaje C3, que es función de d2 y del porcentaje de
arcillas (ver Ecuación 3.54)
2 El parámetro Wdrain, que es deducido de manera empírica. Por defecto
tiene un valor de 0, pero según Caballero Y. (2001,[54]), tiene valores de
0.002 m3/m3 para superficies de roca, 0.001 m3/m3 para formaciones en
pendiente y 0.0 m3/m3 en valles .
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Tabla 5.2. Parámetros secundarios en ISBA
Símbolo Descripción Referencia
α y ζ Coeficientes obtenidos de la regresión
multivariada de mínimos cuadrados
para el ajuste del parámetro C4ref
(ver Ecuación 3.52)
A.Boone et al.,(1999,[4])
a y p Parámetros enteros conocidos, función
del valor del porcentaje de arcilla en
el suelo (ver Ecs.
3.29 y 3.30)
Noilhan y Mahfouf (1996,[80])
β (adimensional) pendiente de la curva
de retención de humedad del suelo
(ver Ecuación 3.38)
Decharme, B. et al.,(2006,[18])
C4 Es un estimativo de la velocidad a la
cual los perfiles de agua en el suelo
retornan al equilibrio (ver Ecuación
3.49)
A.Boone et al.,(1999,[4])
C4b Coeficiente que depende de la textura
del suelo (ver Ecuación 3.51)
A.Boone et al.,(1999,[4])
C2ref Valor promedio de C2para cada tipo
de suelo (ver Ecuación 3.33)
Noilhan y Planton (1989, [81])
C4ref Coeficiente que depende de la textura
del suelo (ver Ecuación 3.52)
A.Boone et al.,(1999,[4])
d1 Profundidad superficial del suelo
(ver Ecuación 3.20)
A.Boone et al.,(1999,[4])
d3 Profundidad total del suelo modelado
(ver Ecuación 3.27)
A.Boone et al.,(1999,[4])
dc Profundidad a la que se supone el
suelo compactado (ver Ecuación 3.39)
Decharme, B. et al.,(2006,[18])
g Parámetro empírico para el calculo
del déficit de la presión de vapor en la
atmósfera (ver Ecuación 3.65)
Noilhan y Mahfouf (1996,[80])
LAI Indice de área foliar (ver Ecuación
3.63)
Noilhan y Mahfouf (1996,[80])
Rsmin Resistencia estomatal mínima
(ver Ecuación 3.61)
Noilhan y Planton (1989, [81])
RGL Valor límite específico de radiación
para cada tipo de especie de cultivo
(ver Ecuación 3.63)
Noilhan y Mahfouf (1996,[80])
Wfc Capacidad de campo (ver Ecuación
3.24)
P.R. Rowntree, (1975,[144])
Wwilt Valor del punto del punto de
marchitez (ver Ecuación 3.64)
Noilhan y Mahfouf (1996,[80])
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Figura 5.2. Mapa utilizado de coberturas vegetales en la CRLV para ISBA
raster 10 km. Composición final basada en [156], y [112, 168, 100]. Nótese
generalización de la información respecto a lo observado a 1 km.
5.2.1.3. Parámetros asociados a la fisiología de la cobertura
vegetal
Las características fisiológicas descritas en este aparte, se basan en el con-
cepto de que la agricultura está basada en la capacidad que poseen las plantas
de crecer y para ello de transformar sustancias simples en otras complejas
que satisfacen las necesidades del hombre, lo que de hecho es conocido como
fisiología vegetal [73] . Por ello, la mayoría de los valores de los parámetros
a continuación analizados provienen de estudios de fisiología vegetal del café
(la más importante cobertura vegetal de la CRLV, ver Tabla 5.1 ). Una
importante consideración debe hacerse, y es que se ha supuesto que toda el
área de estudio está dominada por el cultivo de café, lo cual a la escala de
análisis y teniendo en cuenta la información extraída de los mapas del uso
del suelo es correcto (ver 5.2).No obstante, no se debe dejar de lado que este
no corresponde a un monocultivo y que en cambio en la CRLV su siembra es
combinada con el cultivo de otras plantas como el plátano.
La Tabla 5.3, presenta las clases de cultivos disponibles para la simulación
en ISBA [148].De acuerdo con Carvalho Carelli et al., (2003) la planta de café
exhibe todas las características bioquímicas y fisiológicas de las plantas que
tienen actividad fotosintética del tipo C3 y este fue el tipo de planta seleccio-
nado para la simulación en ISBA, pese a que los estudios de Carvalho Carelli
et al., (2003) muestran que los valores de las características anatómicas de
varias especies indican una eficiencia fotosintética relacionada con una de
tipo C4.
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Figura 5.3. Mapa de tipo de suelos para la CRLV en ISBA, raster 1 km,
basado en [112, 168, 100] (Derecha).Mapa de tipo de suelos para la la CRLV
en ISBA, raster 10 km.Basado en [112, 168, 100] (Izquierda).
En 1723 el cultivo del café fue introducido en nuestro país por algunos
sacerdotes de la Compañía de Jesús y se dio comienzo a la recolección no
mercantilizada y más bien familiar, hasta su industrialización en el siglo XX;
desde entonces se ha mantenido como uno de los pilares de la economía
colombiana y por ello es común encontrar (sobre todo en la región cafetera),
plantas con edades mayores a 20 años y alturas que pueden llegar a alcanzar
entre 2 y 3 metros. Para la simulación de este tipo de cultivo en este trabajo
se seleccionó 2.5 m [140] como la altura estándar de la planta en el esquema
ISBA. Igualmente, se tuvo en cuenta el hecho de encontrar en la región plan-
tas con edades superiores a la década, lo que indica la naturaleza policárpica
de la planta (esto significa que la estructura básica se mantiene viva a través
de múltiples fases de reproducción y dispersión de semillas [72]); por lo tanto
en la simulación se supuso que toda el área está dominada entonces, por
cafetos perennes y en un estado de madurez 2.
Puesto que el esquema ISBA requiere conocer el periodo para la senes-
cencia3 de las plantas que dominan el área de estudio y reconociendo la
naturaleza policárpica del café [71], el tiempo escogido de senescencia fue de
7 años, que coincide con el tiempo máximo reportado del cafeto en la fase de
madurez [123].Es importante reconocer además, que la muerte de una parte
de la planta o de una de sus células implica una serie de sucesos bioquímicos
metabólicos y estructurales delicados y cuidadosamente controlados, que no
2 Según Barcello Coll et al., (1980 [72] en plantas perennes la madurez ocupa la mayor
parte de su vida
3 Última etapa del desarrollo de las plantas que se caracteriza por una tasa de respi-
ración mas acelerada y una menor eficiencia fotosintética.
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Tabla 5.3. Clases de cultivos en ISBA
1. Suelo desnudo
2.Rocas
3.Nieve Permanente
4.Bosque Caducifolio
5. Bosque Conífero
6.Arboles de Hoja
Perenne
7.Cultivo tipo C3
8. Cultivos Tipo C4
9. Cultivos Irrigados
10. Praderas
11.Praderas tropicales
12.Jardines y Parques
son simulados por el esquema ISBA; sin embargo, conocer el momento de
muerte de la planta indica al esquema las necesidades hídricas del cultivo en
cada etapa.
Considerando que Valencia (1973, [9]) ha encontrado que el lAF (Índice
de área Foliar4), hallado en plantas de café con crecimiento óptimo para la
variedad de café Caturra es de 8 cuando su edad supera los tres años y la
densidad de siembra es de 10.000 plantas/ha (ó lo mismo para una edad de
cuatro años y una densidad de 5.000 plantas/ha), pero sobre todo teniendo en
cuenta lo mostrado en la Figura 5.4 (Tomada de: Arcila P.J et al., (2007[123]))
que muestra la variación del IAF para la variedad Colombia (de mas típica
siembra en la CRLV), se tomó como valor de IAF para la parametrizacion del
esquema ISBA, un valor de 5, constante para todos los meses; muy en relación
con el IAF, ISBA requiere conocer el valor del coeficiente de intercepción, que
de alguna manera intenta medir la capacidad de la planta para interceptar
precipitación en sus hojas, se calcula como la diferencia entre la precipitación
abierta menos la precipitación medida bajo la vegetación, en este estudio se
utilizó el valor reportado por Koenings (1998, [105] ) de 0.50.
La interacción de las plantas y todos sus procesos fotosintéticos y de
respiración ocurren en la capa límite atmosférica, que representa una pequeña
fracción del primer kilómetro de la atmósfera. Principalmente los procesos
de pequeña escala que en ella ocurren son provechosos para la agricultura
así como para muchas de las actividades humanas. En esta capa, la energía
luminosa recibida por las plantas es utilizada en el proceso fotosintético,
4 Área total de la superficie superior de las hojas por área de unidad de terreno que
se encuentre directamente debajo de la planta
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Figura 5.4. Área foliar e índice de área foliar según la densidad de siembra,
en variedad Colombia (Castillo et al., 1997).
mediante el cual es transformada y almacenada en forma de compuestos
carbonados ricos en contenido energético. Estos compuestos son utilizados
después como manantiales de energía en la propia planta [73]. La otra parte
de esta energía se convierte en energía térmica devuelta a la atmósfera por
medio de varios procesos, entre los cuales se encuentra la emisión de radiación.
Los objetos terrestres emiten una radiación electromagnética en la banda
infrarroja en longitudes de onda largas entre 3 micras y 100 micras. Esta
emisión es proporcional a la temperatura elevada a la cuarta potencia [57]
y a la emisividad ε; generalmente la emisividad oscila desde 0,95 hasta 1,05
[57], según Lambers et al., (2008[66]) la emisividad de todas las hojas varía
entre 0.94 y 0.99 [66], para el caso de estudio se tomó un valor promedio de
0.97.
El aire en la capa límite atmosférica está en continuo movimiento turbu-
lento dando lugar a los procesos que facilitan el intercambio de calor sensible
y de calor latente, de cantidad de movimiento y de masa entre la superficie
terrestre y la atmósfera, mecanismos de interés en los esquemas SVAT. Para
correr ISBA y representar este tipo de interacción se precisa del conocimiento
de la longitud de rugosidad que se define como la altura en donde la veloci-
dad del viento se hace cero [102]. La longitud de rugosidad (Zo) puede ser
calculada gráficamente extrapolando la velocidad del viento en una gráfica
semilogarítmica a la altura en donde la velocidad es cero. No obstante, en
todo caso no toma el valor de la altura de los diferentes elementos rugosos
en el suelo, pero sí es siempre inferior a la altura física de estos [102].Según
5 Un cuerpo negro tiene una emisividad igual a uno
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Garratt 1992 [88], para vientos en calma depende de la velocidad del viento
y de la velocidad interna de la capa atmosférica límite que es una función
del viento geostrófico y del número de Rosbby. Para el caso de la rugosidad
aerodinámica de elementos inmóviles Zo es una función complicada que de-
pende de la geometría (la altura del elemento comienza a ser importante),
mientras que para elementos flexibles como cultivos (el caso del área de es-
tudio), depende más de la velocidad interna de la capa límite atmosférica.
Según el atlas de modelamiento del viento (Wind Atlas modelling [143]) para
aplicaciones acopladas de AROME 6 con ISBA, Zo depende principalmente
del Índice de Área Foliar y de la altura de los árboles, para cultivos de tipo
C3 es sugerido utilizar la expresión MIN (1, e(LAI-3.5)/1.3)), en este caso
con un IAF promedio de 5 se obtienen los valores de 1m y 3.17m, tomando
1 como valor inicial para Zo.
Con el objetivo de determinar la profundidad de las tres capas y la densi-
dad de raíces para la simulación en el esquema ISBA fue utilizada la informa-
ción del libro de Nicolas Wintgens: “ Coffee: Growing, Processing sustainable
production [110]” y la de Boone et al.,1999[4]. La Figura 5.5 permite ver es-
quemáticamente la distribución de las raíces del cafeto (clase arábica) en las
tres capas de suelo. A partir de esta imagen se definió que la distribución
porcentual de la raíces es de 15%, 60% y 25%, en la primera, segunda y
tercera capa, cuyas profundidades son 10, 40 y 160 cm respectivamente [4].
De todas las sustancias que las plantas toman para su crecimiento y sus-
tentación, es el agua la que constituye la mayor parte. Sin embargo, casi la
totalidad del agua que la planta absorbe por las raíces no es retenida por ella
si no que se evapora y pasa al aire desde las hojas, en el proceso denominado
transpiración. Desde el punto de vista físico la transpiración está originada
por la diferencia entre la concentración de vapor de agua en la superficie foliar
(o en el interior de la hoja) y la concentración en la atmósfera circundante
[73]. Físicamente la transpiración es un proceso más complejo que la simple
evaporación, de hecho incluye dos etapas:
2 Una en la que se da la evaporación de agua, mayoritariamente desde las
paredes del mesófilo a los espacios aéreos de este.
2 Y otra en la que toma parte la difusión de agua en estado de vapor por
los espacios aéreos del interior de la planta hacia el exterior [123] .
La transpiración tiene una variación diurna puesto que depende de la energía
lumínica que experimenta la planta, lo que indica que el papel de la luz en
el intercambio de agua de la planta con la atmósfera tiene doble función,
puesto que por un lado influye en la apertura estomática 7 y por otro en
6 AROME sistema de modelamiento: sistema de modelación atmosférica desarrollado
por un grupo de colaboradores en su mayoría europeos. Incluye predicción numérica del
tiempo y un sistema de asimilación de datos. Desde 2008, es utilizado por Météo-France
para sus propios pronósticos meteorológicos ver: http://www.cnrm.meteo.fr/arome/
7 Los estomas se cierran en la oscuridad y abren con la luz
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Figura 5.5. Sistema típico de raíz de árbol de café arabica de 6 años de
edad Tomado de (11) [a:Tap central root, b:axial root, c:lateral root,d:feeder
bearer,e:feeder]
los cambios de la temperatura que a su vez influyen en la transpiración; así
mismo la transpiración depende de la diferencia de presión de vapor del agua
al interior del órgano o en su superficie y del déficit de presión de vapor en
la atmósfera [73]. Desde las raíces el agua encuentra una serie de resistencias
que se oponen a su difusión, como son la resistencia que oponen los espacios
aéreos intercelulares casi saturados de agua, la resistencia de los estomas y
la resistencia de las capas de aire prácticamente inmóvil y bastante húmedas
adyacentes a la superficie de la planta. Para casos de temperatura ambiente
muy elevada, hay una ruta alternativa para la pérdida de agua, ya que la que
baña las paredes externas de las células epidérmicas puede perderse a través
de la cutícula [72]. Las estimaciones indirectas de la resistencia de la zona
de la atmósfera interior del mesófilo dan valores que oscilan entre 0.1 y 0.35
s/cm, con valor intermedio de 0.25 s/m para la mayoría de las plantas y pu-
diendo alcanzar en las xerofitas hasta 2 s/m[72]. Sin embargo, las resistencias
relacionadas con la transpiración requieren una atención especial. El modelo
más usado para la resistencia foliar rh se refiere al flujo de vapor a través
de los estomas y la cutícula, y considera que rh consta de dos resistencias
conectadas en paralelo así: rh = 1/rc+ 1/re
Aquí rc representa la resistencia cuticular, que depende de las caracterís-
ticas de la cutícula foliar [82] y re la resistencia estomática.
La resistencia estomática re es otro parámetro que debe ser indicado en
el esquema ISBA y es utilizado para establecer límites en la transpiración
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de las plantas y con ello enriquecer la habilidad para el cálculo del balance
hídrico. Depende del número de estomas por unidad de área foliar, así co-
mo de su geometría y del grado de apertura; las variaciones de la apertura
estomática se producen como consecuencia de cambios en la turgencia8 de
las células oclusivas. Alves de Sena et al., (2007 [82]) mediante un expe-
rimento controlado con plantas adultas en el departamento de producción
de la Escuela Superior de Agricultura en Sao Paulo 9 establecieron que el
valor promedio de la resistencia estomatal para la especie Coffee Arabica,
tiene un valor de 6.13 s/cm. Por su lado Deuner et al., (2011[147]), en tres
escenarios diferentes del cultivo del café (arabica) (régimenes: con contenido
de agua en el suelo igual a la capacidad del campo, con suspensión gradual
de la irrigación y con suspensión total de la irrigación ) encontraron que la
resistencia estomática con mediciones a las 10.00 am y las 5.00 pm puede
variar de 8 s/cm hasta un elevado valor de 180 s/cm (lo mismo que 0.08
s/m-1.80s/m). Más específicamente el valor de interés para dar a conocer
a ISBA la actividad estomática de la planta que se simula, es la resistencia
estomática mínima, en este caso se tomó el valor reportado por Alves de Sena
et al., [82] y como rango de variación posible para esta resistencia mínima
el 30% de lo observado por Duener et al., [147], esto es desde 6.13 s/cm a
54 s/cm (es decir 0.0413 s/m a 0.54 s/m) [147]. Es importante resaltar que
la conductancia cuticular también puede ser especificada para las corridas
del esquema ISBA, no obstante y teniendo en cuenta que la transpiración
cuticular puede ser despreciable en relación con la transpiración estomática,
sobre todo en las horas de la noche[71], este parámetro no fue estudiado en
esta investigación. Entre el grupo de parámetros fisiológicos que deben ser
dados a ISBA para la simulación de la relación de la planta con el medio
y de su actividad estomática, está el máximo déficit de humedad específica
tolerado por la planta con un suelo sin estrés hídrico, permitido antes de
que los estomas se cierran y evitar así la marchitez [116]. Según Le Moigne
(2009,[116]) el valor de este parámetro para plantas tipo C3 es de 0.05 kg/kg,
oscilando entre 0.03 kg/kg y 0.125 kg/kg para todos los tipos de plantas
simulados por ISBA y listados en la Tabla 5.3.
La atmósfera que rodea las plantas contiene generalmente una concentra-
ción de vapor de agua inferior a la de saturación; si por ejemplo la humedad
relativa de una muestra de aire alrededor de la planta es de 50% entonces su
déficit de saturación es del 50%, lo que indica que el aire está en capacidad
de recibir humedad. Ahora, la presión de vapor, o sea la diferencia entre la
presión real del agua y la necesaria para que el aire esté saturado a la misma
temperatura, es función de la temperatura de la misma manera que sucede
para el déficit de saturación. La transpiración de las hojas depende entonces,
de la diferencia entre la presión de vapor del agua al interior del órgano o en
8 Presión ejercida por los fluidos y por el contenido celular sobre las paredes de la
célula
9 Production Department of Escola Superior de Agricultura “Luiz de Queiroz”, Pira-
cicaba, São Paulo
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su superficie y la presión de vapor de la atmósfera y existe siempre un límite
máximo para que la hoja deje de transpirar y así evitar el marchitamiento. En
ISBA este límite debe ser conocido a fin de determinar el momento en que la
planta deja de retornar humedad a la atmósfera. Según Katen y Vaast (2006
[131] ) en un cultivo de café (arabica) de 4 Ha, con precipitación bien distri-
buida y clima tropical, altas temperaturas de la hoja junto con condiciones
extremas de sequedad del aire llevan a un decrecimiento de la transpiración
de la hoja debido a una reducción de la conductancia estomatal; según estos
autores el máximo valor para el déficit de saturación es de 1.5 kPa (según
el gráfico de Mollier, equivalente a 0.015 kg de vapor de agua por kg de aire
seco [83]).
Importantes aspectos de la predicción de los flujos de calor en superficie
están relacionados con la especificación de las propiedades térmicas del suelo,
así como con la distinción entre las longitudes de rugosidad para la trans-
ferencia de calor ZoH y para la transferencia del momento Zo0, (Garratt y
Hicks, 1973 [65, 89]). En ISBA la magnitud de la relación de Zo0 / ZoH
influencia la importancia relativa que tiene el flujo de calor latente G frente
al flujo de calor sensible H para el control de la resistencia aerodinámica
entre la superficie y la atmósfera, y aunque no existe un consenso general
sobre la necesidad de introducir dos longitudes de rugosidad, el valor de la
relación de Zo0 / ZoH es todavía una pregunta abierta [65]. En este trabajo se
tomaron los resultados de Giordani et al., (1996 [65]) quienes después de una
calibración en un rango de 1 a 1000 establecieron que un valor de 20 para la
relación de las rugosidades, es tal que los errores medios de las simulaciones
en ISBA de los flujos de calor latente y calor sensible son menores de 30
W/m2 [65].
Finalmente y teniendo en cuenta que ISBA simula los resultados de la
interacción del suelo con la atmósfera y la planta, es de especial interés para
las corridas del esquema, conocer el punto para el cual la humedad del suelo
puede generar marchitez. Gómez O. (2000, [111]) con el objetivo de estudiar
la afectación de las plantas de café por disminución y exceso de humedad
del suelo de la variedad Arabica y Colombia, sembradas bajo condiciones de
campo en la zona óptima colombiana por suelos y clima (unidad Chinchiná)
encontró que el punto de marchitez permanente para el cafeto debe estar por
debajo del 15% de humedad volumétrica del suelo, de tal manera que en este
trabajo se tomó como valor promedio 10% .
5.3. Calibración del esquema ISBA : GLUE
Jakeman et al., (2008, [11]) establecen que los modelos pueden ser utili-
zados con múltiples propósitos, entre los que se encuentran: generar, medir y
representar una estructura, un comportamiento o el patrón de la naturaleza,
del mismo modo que pueden ser utilizados para reconstruir el pasado o para
predecir el futuro, para generar y evaluar teorías e hipótesis o bien para guiar
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políticas de desarrollo y así facilitar el conocimiento colectivo [11]. Jakeman
et al., (2008, [11]) resaltan que la evaluación de los modelos es una parte
central de su proceso de desarrollo y que no debería ser una idea de último
momento. En 1989 Beven [93], resaltó que existían limitaciones a la mode-
lación distribuida en hidrología, con lo que dio a conocer un posible camino
hacia estimaciones mas realísticas de la incertidumbre predictiva [94]. En este
nuevo contexto se establece que los modelos no ilustran la realidad completa
y que en cambio por el camino de la calibración y la validación se puede
obtener un intervalo de confianza que puede hacer útiles sus resultados en
un espacio, tiempo y estado dados [169].
El proceso de calibración comprende una estructura matemática dada y
busca encontrar el mejor acuerdo entre las observaciones y los resultados
asociados a las predicciones del modelo, mediante la adaptación de múltiples
conjuntos de parámetros [169]. De esta manera, Willi Gujer (2008, [169])
indica que un modelo es validado si ha sido evaluada su validez en un esta-
do, espacio y tiempo requeridos, para responder a una pregunta propuesta
[169]10. Tal es el caso de este trabajo de tesis, en el cual se ha propuesto esta-
blecer para la CRLV, en el periodo 1991-2005, la bondad de la reproducción
de los caudales del esquema ISBA 11.
Años más tarde Beven & Binley (1992, [94]) y a inicios del milenio Beven
& Freer (2001, [95]), propusieron la metodología GLUE (Generalized Like-
lihood Uncertainty Estimation), que parte de la información cuantitativa o
cualitativa disponible para un ejercicio de modelación y de algún conjunto
conocido de parámetros que pronostiquen la variable o variables de interés,
pero sin apuntarle al enfoque de diferentes procedimientos de calibración
en hidrología, en el cual un único conjunto de parámetros óptimo global es
buscado y la evaluación del parámetro y la predicción de la incertidumbre es
única, puesto que la metodología reconoce la dificultad de hallar tal óptimo
en un espacio multidimensional asociado a modelos hidrológicos [94].
Desde 1992 y esto ya ha sido reportado, por ejemplo Beck (1987, [21])
argumentó que los parámetros no pueden ser invariantes en el tiempo, puesto
que a través de estimaciones recursivas se obtienen mejores desempeños en los
resultados de los modelos [11]. En 1994, Jakeman et al., [11] encontraron que
para la investigación de casos de comportamientos pre y pos deforestación
en un cuenca, la calibración de modelos lluvia - escorrentía, derivados de
largas series de tiempo puede exponer cambios. Más interesante aún para el
desarrollo de esta investigación, es lo reportado por Gupta et al., (1999,[176])
quienes mostraron que un esquema de superficie del suelo es incapaz de re-
producir simultáneamente el flujo de calor latente y la humedad del suelo
con un simple conjunto de parámetros [11].
10 Por su lado, el autor llama verificación a las aplicaciones en un amplio espectro de
casos específicos, sin tener en cuenta las restricciones de la validación [3]
11 Lo que también es llamado por Jakeman et al., (2008,[11]) como una prueba de
sensibilidad, en esta se evalúa la utilidad del modelo basada en los datos de calibración
que rara vez cubren todos los escenarios en los cuales el modelo llegaría a ser usado
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Según Beven & Binley (1992, [94]), la dificultad en la calibración de un
modelo hidrológico aumenta con el número parámetros, tal es el caso de
los modelos distribuidos físicamente basados (como ISBA), los que inevita-
blemente tienen muchos parámetros y en los cuales se puede esperar que
muchos de ellos estén correlacionados [94] los cuales en principio casi nunca
pueden ser medidos en campo [159]. Se intenta entonces la estimación de
cada parámetro usando un procedimiento de calibración mediante el cual sus
valores son ajustados hasta que las salidas del modelo muestran un adecuado
nivel de aceptación con las observaciones. Para ello han sido creados entonces
algoritmos automáticos de búsqueda que superan la búsqueda manual [159],
tal ajuste es medido mediante indicadores de desempeño que son estadísticos
que indican exactamente la cercanía entre los resultados de un modelo y
las observaciones usualmente desde un punto de vista particular, por lo que
Jakeman et al., (2008, [11]) resaltan que idealmente estos deben reflejar el
propósito del ejercicio de modelación y que un indicador estándar no siempre
puede ser una elección correcta [11]. A estos estadísticos se les conoce como
“función objetivo” y gracias al criterio simple de búsqueda de GLUE, según
Wagener et al., (2001, [159]) esta estrategia tiene la desventaja de que sus
resultados son ampliamente dependientes de la función objetivo, lo que nece-
sariamente lleva a soluciones que se acomodan a un aspecto de la hidrógrafa
a expensas de otras [159]12 .
No obstante, GLUE permite analizar la equifinalidad (múltiples conjun-
tos de parámetros que brindan respuestas adecuadas), lo cual es una gran
ventaja puesto que concilia las múltiples opciones de modelos diferentes y
sus muchos conjuntos de parámetros, que se encuentra, son comportamen-
tales o que reproducen de manera aceptable el comportamiento observado
del sistema (un problema inherente a la modelación mecanicista de sistemas
ambientales complejos), con la idea de múltiples posibilidades de producir
simulaciones que sean aceptables para algún caso [95]. Al aceptar el con-
cepto de equifinalidad la incertidumbre asociada en la predicción puede ser
más amplia que la usualmente considerada [95], lo que sugiere además que
todas las predicciones aceptables deben ser incluidas en la evaluación de la
incertidumbre. Esto es, una ponderación por su probabilidad relativa o por su
nivel de aceptabilidad. Según Beven & Freer (2001, [95]), tal enfoque permite
tener en cuenta la no-linealidad de la respuesta del modelo puesto que usa
los diferentes conjuntos de parámetros para la predicción [95].
5.4. Metodología de calibración
Como se explicó antes, la metodología GLUE reconoce la equivalencia o
la casi-equivalencia de diferentes conjuntos de parámetros en la calibración
de modelos distribuidos [94], puesto que involucra un amplio número de co-
12 Para solucionar este problema un enfoque de calibración multicriterio es propuesto
por Gupta et al., [159]
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rridas del modelo para diferentes valores de los parámetros que son escogidos
de manera aleatoria de una distribución especificada [94], lo que en efecto
permite abordar el problema de la interacción paramétrica, puesto que esta
relación puede ser reflejada en los valores de la distribución de probabilidades,
pero que es un caso no tratado en esta investigación.
Para orientar la implementación de la metodología GLUE, se siguieron los
tres pasos expuestos por Shen et al., (2012, [183]) y se tuvo en cuenta que la
dificultad de su implementación en la CRLV puede verse incrementada por la
amplia variación estacional de la precipitación ya que los resultados pueden
exhibir heteroestacidad y autocorrelación, resultados también reportados por
Shen et al., (2012, [183]). Los pasos seguidos en la metodología de calibración
fueron:
2 Paso1
Definición de la función de ajuste [183] (función objetivo):
Jakeman et al., (2008, [11]), afirman que una función de ajuste ideal
debería tener en cuenta los errores en las observaciones de la misma manera
que las predicciones del modelo, pero que sin embargo la gran mayoría de
indicadores de bondad de ajuste no lo hacen [11]. Para la evaluación del
esquema ISBA en la CRLV, se seleccionó como función de minimización
la misma función objetivo utilizada por Quintana et al., (2009, [117]) para
la evaluación de ISBA. Esta función está compuesta por el coeficiente de
Nash-Sutcliffe (NS) y el error en el volumen total del balance de agua (WB),
así:
FO(Qsim, Qmea) = (NS − 1)2 + (WB)2 (5.1)
Tal que
NS = 1−
∑n
i=1(Qsimi −Qmeai)2∑n
i=1(Qmeai −Qmea)2
(5.2)
y
WB =
∑n
i=1(Qsimi −Qmeai)∑n
i=1(Qmeai)
(5.3)
Donde Qmeai y Qsimi son los i - esimos valores medidos y simulados.
Qmea es el valor promedio de los valores medidos y n es el total de parejas
evaluadas. FO varia desde 0 a ∞, donde 0 indica un perfecto ajuste [183].
2 Paso 2
Muestreo aleatorio del conjunto de parámetros [183]:
No se pretendió en ningún caso sesgar el proceso de calibración del es-
quema ISBA, por el contrario se prefiero desconocer la distribución de pa-
rámetros a-priori y se optó por utilizar una distribución uniforme para cada
parámetro por simplicidad. En este caso, tal cual como lo indican Shen et
al., (2012, [183]) el rango de variación de cada parámetro fue dividido en n
partes solapadas y sus valores fueron escogidos de manera aleatoria con la
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Tabla 5.4. Parámetros e intervalos de calibración
Detalle Abreviación Unidad Valor
inicial
Intervalo de
variación
Porcentaje de arcillas y arenas %CLAY,%SAND (-) Ver
Fig.5.3
0,1-99% (i,e)
Resistencia estomatal mínima
(Tomado de: [147])
Rsmin (s/m) 0,0613 0.0413 - 0.54
Relación de la longitud de
rugosidad para el momento y el
calor. (Tomado de: [65])
Zo_O_ZoH (-) 20 1-1000
Máximo déficit de saturación .
(Tomado de: [83])
Dmax kg/kg 0,05 0,03-0,124
Tasa de drenaje.
(Tomado de: [177])
Wdrain m
3/m3 0 0-0,08
Coeficiente de escorrentía.
(Tomado de: [117])
RunoffB (-) 0,5 0,001-5
Profundidad de la zona
radicular. (Tomado de:[54])
d2 (m) 0,4 0,1-5
misma probabilidad. La Tabla 5.4 presenta los parámetros a seleccionar para
calibración y el rango de variación (ver Capítulo 5)
Como se verá en las Secciones 6.1 y 6.2, aquí se presentan los resultados de
dos ejercicios de calibración, uno unidimensional (1D) y otro bidimensional
(2D). En el primer caso (Apto Matecana, 1990), debido a las propiedades de
la corrida (tales como un solo año y una sola caja de rejilla, y su relación con
la capacidad computacional al alcance de este trabajo de tesis) fue posible
realizar 10.000 simulaciones con la misma cantidad de muestreos aleatorios de
las distribuciones mostradas en la Tabla 5.4 . Sin embargo y por limitaciones
en el tiempo computacional, para el experimento 2D (36 cajas de rejilla y
11 años), se realizaron tan solo 500 simulaciones (con la misma cantidad de
muestreos aleatorios de los parámetros), por supuesto es de aclarar que este
muestreo inicial de los valores de los parámetros no es lo suficicientemente
denso y que la metodología GLUE aumenta la precisión de las estadísticas
inferidas de las soluciones retenidas como mejores aproximaciones según la
función objetivo, conforme aumenta el número de muestreos aleatorios [183]
13.
2 Paso 3
Definición del umbral y análisis de los resultados [183]
13 Existen métodos no trabajados aquí, como LHS (Latin Hypercurve Sampling), que
comparado con el muestreo aleatorio reduce el tiempo, ganando una eficiencia computacio-
nal de hasta 10 veces
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Siguiendo a Shen et al., (2012, [183]), se determina que comparado con
otras aplicaciones, un valor de 0.5 para diferenciar corridas comportamentales
y no comportamentales es razonable para FO [183].
5.4.1. Información hidrológica de calibración y verificación
Para evaluar la reproducción de la escorrentía del esquema ISBA con
relación a las observaciones de caudal en la CRLV, se tomó como referente la
serie de tiempo desde 1990 a 2005 del caudal diario observado en la estación
Cartago (26127040), que como se vió (Tabla 4.1) posee menos del 2% de
datos perdidos. Asumiendo linealidad en la transferencia de información entre
las dos estaciones de medición de caudal disponibles para este trabajo y
considerando que no existen derivaciones caudal de gran magnitud en la
distancia que las separa, a fin de completar la información de caudal de
la estación Cartago (26127040) fueron utilizados los datos de la estación
Alambrado (26127010) y una regresión lineal para cada mes entre los registros
de ambas estaciones, que permitió hacer el cálculo de los datos faltantes, que
correponden a menos del 2%. La Figura 5.6 presenta las regresiones lineales
entre las estaciones Cartago y Alambrado en el periodo 1990-2005. Nótese
que en todos los casos los coeficientes de determinación son superiores a 0.6
para los meses en que los datos tuvieron que ser completados (agosto, abril,
febrero, enero y septiembre).
La escorrentía directa (superficial más interflujos), que es simulada por
ISBA, fue calculada haciendo la deducción del caudal base. Para esta deduc-
ción se utilizó el filtro matemático de base física presentado por Furey P.E
y Gupta B.K (2001,[122]), que inicialmente es calculado a nivel de ladera y
que luego es generalizado a nivel de cuenca mediante la siguiente expresión
Q¯B,j=(1− γ)Q¯B,j−1 + γ
(
c3
c1
) (
Y¯B,j−d−1 − Q¯B,j−d−1
)
(5.4)
En esta ecuación Q¯B,j es el caudal base en el día j − esimo, (1 − γ)es
la constante de recesión de la cuenca, c3 y c1son constantes adimensionales
calculadas con base en los datos observados de precipitación y caudal para la
cuenca en análisis, d representa el rezago de la recarga de aguas subterráneas,
finalmente Y¯B,j corresponde al caudal observado [122].
Ceballos y Poveda (2004,[20]) calcularon los parámetros necesarios para
aplicar este filtro en la CRLV, con base en la serie de caudales diarios de la
estación Cartago (26127040) entre Octubre 1 de 1982 y Octubre 31 de 1985.
En la Figura 5.7 se muestra la magnitud de los caudales base encontrados
por estos autores, lo que sirvió para adoptar esta metodología en el desarrollo
de este trabajo. Nótese que en algunos casos los valores del caudal base
calculados con el filtro son superiores al caudal observado, para resolver esta
inconsistencia se modificó el cálculo, tomando el caudal observado como el
valor del caudal base. Finalmente, en la Figura 5.8 se presenta la serie de
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tiempo del caudal observado (sin flujo base) en la estación Cartago en el
periodo 1990-200514 .
Figura 5.6. Gráficas de regresión lineal del caudal promedio mensual registra-
do en la estación Cartago en función del caudal promedio mensual registrado
en la estación aguas arriba del Alambrado en el período 1991-2005.
14 Más adelante se verá que para el experimento 1D fueron utilizados los datos de cau-
dal del año 1990 y que para el experimento 2D fueron utilizados los del periodo 19901-2005
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Figura 5.7. Gráfica de la serie de caudal diario en la estación Cartago desde
octubre 1 de 1982 a octubre 31 de 1985. De acuerdo con Ceballos y Poveda
(2004,[20]), Aquí (1 − γ)=0.97, c3/c1 = 2, 36, d = 0 y el valor del caudal
base inicial corresponde al caudal mínimo registrado durante el período de
evaluación
Figura 5.8. Gráfica de la serie de caudal en la estación Cartago en el pe-
ríodo 1991-2005, completada en función del caudal registrado en la estación
aguas arriba del Alambrado. En azul se muestra la deducción del caudal
base de acuerdo con Ceballos y Poveda (2004,[20]) y Furey P.E y Gupta B.K
(2001,[122]).
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5.4.2. Transformación de la escorrentía simulada por ISBA en
caudal
Siguiendo a Béatrice Vincendon et al., (2010,[19]), “ISBA gobierna el
balance hídrico, pero debe ser un modelo de enrutamiento el que permita
conocer la descarga al final de la cuenca”, esto se entiende si se tiene en
cuenta que ISBA solo calcula la escorrentía superficial como resultado del
balance cuando se alcanza el límite de saturación y que este valor debe ser
transitado hasta el punto de interés en donde se encuentra la estación de
medición de caudal; la asociación de los resultados de ISBA con un modelo
hidrológico es conocida como acople y representa una excelente oportunidad
para comprender el ciclo hidrológico15, puesto que se pueden aprovechar los
resultados en las tres capas (ver A.Boone, et al., 1999, [4]) y así por ejemplo a
través de la ecuación de difusividad se puede estudiar la evolución de la tabla
de agua subterránea además del flujo superficial, de esta manera el caudal
del rio simulado estaría dado como el balance después del intercambio de
agua con el flujo de agua subterránea, más el flujo superficial [113].
Sin embargo, este no fue el caso de este trabajo, puesto que la resolución de
simulación y de obtención de los datos fue diaria (con un forzamiento diario
ver Sección 4.2), que es superior al tiempo de concentración de la cuenca
(ver Sección 2.4). Si adicionalmente se tiene en cuenta además el criterio de
Courant[118] para simulación numérica, realizar un tránsito de la señal de
escorrentía en la CRLV resulta lo mismo que la simple agregación por cada
caja de rejilla. Sin embargo, aún en este caso siempre se respetó la topografía
de la CRLV en función de las direcciones predominantes por cada caja de
rejilla, para ello se tomó como ejemplo el trabajo de Kerkhoven & Yew Gan
(2006,[45]) quienes utilizaron un DEM de una resolución de 200 metros para
la deducción de estas direcciones en la cuenca del rio Athabasca; en este
trabajo para definir estas direcciones de flujo, mostradas en la Figura 5.9 fue
utilizado el DEM del IGAC [160] que tiene una resolución de 30 metros así
como la detallada descripción de la red de drenaje que es mostrada en la
Figura 2.2 y que fue resultado de esta investigación. Primero se obtuvo una
aproximación a 1km de resolución y después esta fue generalizada mediante
un sencillo algoritmo de la distribución de direcciones de las subcajas, al final
se colocó como dirección de la caja de 10 km aquella encontrada con mayor
frecuencia.
15 Múltiples son los casos en los que se ha utilizado el modelo MODCOU ([3, 24,
154, 54, 2, 25, 16, 53]), así como existen otros ejemplos en donde se han aprovechado los
resultados del proyecto PILPS[51] y se ha utilizado el modelo TopModel[19] y el modelo
de la escala regional TRIP[17].
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Figura 5.9. Direcciones de flujo deducidas a partir del modelo digital de
elevación 10 km de resolución. (Derecha) Resolución de 1km (Izquierda).
Capítulo 6
Resultados
6.1. Experimento 1D
De acuerdo con Shao, Y. & Sellers, H (1996,[179]), Habets, F., Noilhan J.
et al (1999,[54, 53]), Quintana, P. et al (2009 [117]) y otros, por medio de un
ejercicio 1D es posible determinar las relaciones de sensibilidad paramétrica
del esquema ISBA; con este objetivo a continuación se presentan los resulta-
dos obtenidos con la implementación puntual del esquema ISBA con datos
del Aeropuerto Matecana (26135040) ubicado a 1342 m.s.n.m en la ciudad
de Pereira (Lat: 4.82, Lon: -75.73), para el año 19901.
Inicialmente se contó con series observadas en la escala diaria de pre-
cipitación, temperatura media, brillo solar, evaporación, humedad relativa,
radiación y vientos, las demás fueron deducidas con base en las observaciones
y las ecuaciones empíricas mostradas en la Tabla 4.3 y tal como se indicó en
la sección 4.2. Las series de forzamiento utilizadas en el experimento 1D son
mostradas en la Figura 6.1 .
Las características de simulación generales son mostradas en la sección 5
y los valores iniciales de los parámetros son mostrados en la Tabla 5.4 (para
la zona de estudio Sand=32% y Clay=34%). Para evaluar el desempeño del
esquema ISBA, se utilizó la serie de evaporación observada (con corrección
para tanque evaporímetro, k=0.70) de la estación 26135040 y de caudal de
la estación Cartago (26127040).
Una primera simulación, sin calibración, mostró que el balance hídrico
(ver Figura 6.2), esto significa que en ningún caso el esquema ISBA omite
o agrega valores de masa, lo que como se verá de ahora en adelante es una
cualidad constante del esquema; así mismo sobresale la buena reproducción
de la cantidad de masa de agua evaporada, tal como se ve en la Figura
6.3. No obstante, es de notar que para una primera simulación tomando la
configuración de corrida original para la zona de estudio, el esquema ISBA
no simula escorrentía y en cambio asocia los resultados a una gran pérdida
de masa por drenaje profundo.
1 La serie de calentamiento del modelo corresponde a la misma serie duplicada
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Figura 6.1. Forzamiento atmosférico de experimento 1D, para las variables
humedad especifica, presion, vientos, temperatura, precipitación, radiación
de onda corta y radiación de onda larga.
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Figura 6.2. Balance hídrico para el experimento 1D sin calibración.
Figura 6.3. Comparación de evaporación (Izquierda) y escorrentía (Derecha),
acumulada observada y acumulada calculada por ISBA, para el experimento
1D sin calibración.
De acuerdo con Quintana, P. et al (2006 [117]) ISBA fue originalmen-
te diseñado como :-“un sencillo modelo físico para representar la superficie
Capítulo 6. Resultados 121
continental en modelos atmosféricos”-, de allí es de esperarse siempre una
adecuada reproducción de la evaporación y en general de los intercambios de
masa y energía entre suelo y atmósfera. Sin embargo, su naturaleza misma
lo convierte en un modelo poco eficiente para la reproducción de escorrentía,
como se comentó antes. A fin de mejorar la reproducción de los procesos hi-
drológicos con base en los resultados mostrados por F. Habets (1998,[49]), se
incluyeron cuatro parametrizaciones en el esquema (ver Sección 3), que com-
prendían cambios en la profundidad radicular d2, los coeficientes RunoffB
y Wdrain, y la modificación de la conductividad hidráulica del suelo en la
saturación.
Figura 6.4. Resultados de algunos experimentos con variación de los pará-
metros d2,Wdrain y CLAY (ver Tabla 5.4), preservando los demás constantes.
El coeficiente RunoffB se ha tomado de acuerdo a Habets et al.,(1999,[54]),
ver sección 5.2.1.2
A fin de estudiar más a fondo las virtudes de ISBA en la hidrología y
reconocer los parámetros que mas influyen en la generación de escorrentía,
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Quintana, P. et al (2006 [117]) realizaron sencillos experimentos a nivel pun-
tual de variación por separado de cada uno de los parámetros. Adoptando
esta misma metodología de exploración en la Figura 6.4, se presentan los
resultados del balance para múltiples corridas con variación individual de los
parámetros %Clay, d2 y Wdrain (ver Tabla 5.4), mientras que el valor del
parámetro RunoffB tomó valores alternados entre 0.5 y 0.01 de acuerdo
a Habets et al.,(1999,[54]), ver sección 5.2.1.2. Los resultados indicaron que
en general y pese a la variación de los parámetros, la evaporación tiende
a mantenerse con valores muy cercanos a los observados (en un rango de
1000mm a 1200 mm, aproximadamente) y que en cambio es el drenaje aquel
que exhibe variaciones por modificación de estos parámetros; así mismo los
resultados mostraron que solo valores por encima de 54% para el parámetro
%Clay generan escorrentía.
Figura 6.5. Variación del drenaje, la evaporación y la escorrentía para el
experimento 1D, en función de la variación del porcentaje de arcillas y arenas.
El coeficiente RunoffB se ha tomado de acuerdo a Habets et al.,(1999,[54]),
ver sección 5.2.1.2
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Teniendo en cuenta esto ultimo, en la Figura 6.5 se presentan los resulta-
dos de evaporación, escorrentía y drenaje, con 265 simulaciones bajo variación
de los parámetros %Clay y %Sand . Estas gráficas indican que los valores
de la evaporación simulada en el experimento 1D no varían por cambios en
la composición textural del suelo, tal como se mostró antes. Además, indican
que solo es posible que el esquema ISBA simule escorrentía para valores por
encima del 60% del parámetro %Clay y muy bajos del parámetro %Sand,
composición para la cual el drenaje alcanza su valor límite más bajo.
A fin de obtener conjuntos de parámetros que reproduzcan tanto la eva-
poración como la escorrentía en el experimento 1D, se realizaron 10000 simu-
laciones de MonteCarlo, conforme a la metodología mostrada en la sección
5.4. En la Figura 6.6 se presentan los diagramas de dispersión de los valores
de los parámetros muestreados en función de la F.O. para las variables eva-
poración y escorrentía, y en la Figura 6.7 los resultados del análisis regional
de sensibilidad paramétrica, resultado de tomar la población de parámetros y
clasificarlo de acuerdo a la F.O. obtenida para las dos variables, en diez grupos
de igual tamaño, para después presentar para cada grupo su distribución acu-
mulada. Los resultados indican que los parámetros más identificables para el
experimento 1D con relación a los resultados de la evaporación simulada, son
%Clay (así como %Sand) yWdrain, además, permiten observar que gracias a
que se aprecia una diferencia en las distribuciones de los subconjuntos de los
parámetros de d2 y Zo_O_ZoH, estos también influencian el desempeño de
ISBA en el experimento . Respecto a las figuras para la F.O de la escorrentía,
se retiraron del análisis aquellas simulaciones con valores constantes iguales a
cero (que no generaron escorrentía) y que consecuentemente arrojaban valores
de la F.O demasiado altos (recuérdese que la F.O. es de minimización).
Teniendo en cuenta que el ejercicio de calibración del experimento 1D
involucró dos conjuntos de valores de la F.O (ver Ecuación 5.1), uno para
la evaluación de la simulación de la escorrentía y otra para la simulación
de la evaporación, para la selección del mejor conjunto de parámetros fue
utilizado el diagrama de frentes de Pareto mostrado en la Figura 6.82. De
acuerdo con los resultados mostrados, es posible concluir que a nivel general,
la F.O de la evaporación tiene como límite el valor de 0.7 y que rápidamente
alcanza la región entre 0 y 0.1, no obstante para el caso de la F.O de la
variable escorrentía no sucede lo mismo en cambio pese a que existen buenas
simulaciones de la evaporación, se observaron casos en los que la escorrentía
fue pésimamente simulada.
2 En la construcción de la Figura 6.8 se tuvo la misma apreciación que para la construc-
ción de la las Figuras 6.6 y 6.7, se retiraron del análisis las simulaciones que no generaron
escorrentía
Capítulo 6. Resultados 124
a. Evaporación
b.Escorrentía
Figura 6.6. Diagramas de dispersión de los valores muestreados de los distin-
tos parámetros calibrados, en función de la F.O obtenida para la calibración
del experimento 1D, de la evaporación (a.) y de la escorrentía (b.).
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a. Evaporación
b.Escorrentía
Figura 6.7. Análisis de sensibilidad regional de los distintos parámetros ca-
librados para el experimento 1D, de la evaporación (a.) y de la escorrentía
(b.).
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En la Tabla.6.1 se presentan los 10 mejores conjuntos de parámetros, los
resultados indican que la única manera de que la F.O de la escorrentía alcance
valores cercanos a 0.05 es que el parámetro %Clay supere el umbral del 71%
(consecuentemente para valores siempre por debajo de 27 para el parámetro
%Sand) así como que el parámetro d2 tenga un valor por debajo de los 60
cm y una variación del parámetro Wdrain entre 0.012 y 0.04.
En la Figura 6.9, se presentan los resultados del balance hídrico para la
mejor simulación en el experimento 1D, después del ejercicio de calibración
de parámetros de acuerdo con las F.O de evaporación y escorrentía, y en la
Figura 6.10 se presentan los resultados de las series acumuladas simuladas
y observadas. Se resalta la buena representación de la evaporación simulada
por ISBA, que solo se desvía algunos cuantos milímetros entre los días 50 a
150 y 250 a 320 del año. No obstante, la representación de la escorrentía no
tiene el mismo alcance que el obtenido para la variable evaporación, puesto
que los resultados indican que si bien al finalizar el periodo de simulación
alcanza el valor esperado, la distribución acumulada intranual no sigue el
mismo patrón de las observaciones e incluso existen épocas para las cuales
cesa la producción de escorrentía (observados entre el día 13 al 138, y entre
el día 220 a 312).
Figura 6.8. Frentes de Pareto más significativos de las 10000 simulaciones
de MonteCarlo del experimento 1D. Las variaciones de los parámetros se
hicieron conforme a la Tabla 5.4.
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Tabla 6.1. Tabla de los mejores parámetros de acuerdo a la F.O. de la Ecua-
ción 5.1, para la calibración del experimento 1D.
RUN F.O.
RUNOFF
F.O.
EVAP
CLAY Dmax RSMIN RunoffB SAND Wdrain Z0OZ0H d2
33 0.0579 0.0003 0.8814 0.0950 0.5211 2.0340 0.1086 0.0400 56 0.2416
793 26.179 0.0000 0.7581 0.0318 0.1401 1.5800 0.2319 0.0470 418 2.7220
2266 0.0562 0.0159 0.7396 0.1089 0.2640 1.8350 0.2504 0.0030 503 0.5813
3782 0.0572 0.0030 0.9268 0.1139 0.2803 3.6930 0.0632 0.0290 334 0.6082
5928 0.0556 0.0199 0.8585 0.1196 0.3901 4.7420 0.1315 0.0160 232 0.6054
6584 0.4048 0.0000 0.8867 0.1164 0.0619 1.9140 0.1033 0.0260 638 0.3778
6996 0.0574 0.0006 0.7662 0.1123 0.2109 3.0090 0.2238 0.0290 234 0.3302
7952 0.0569 0.0155 0.7114 0.0304 0.3512 4.3780 0.2786 0.0120 105 0.3749
8295 0.0703 0.0000 0.7418 0.0534 0.4217 4.5830 0.2482 0.0220 993 0.3548
8641 0.0995 0.0000 0.8672 0.1187 0.5176 4.3730 0.1228 0.0370 167 0.4169
Figura 6.9. Balance hídrico para el experimento 1D con calibración.
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Figura 6.10. Comparación de evaporación (izquierda) y escorrentía (dere-
cha), acumulada observada y acumulada simulada por ISBA, para el experi-
mento 1D con calibración.
6.2. Experimento 2D
Como se explicó anteriormente (ver sección 4.2), no fue posible obtener
una base de datos hidrometeorológicos observados que permitiera forzar el
esquema ISBA en el experimento 2D, por lo que las series en la escala diaria
fueron deducidas con base en las observaciones disponibles y las ecuaciones
empíricas mostradas en la Tabla 4.3. Estas series para el periodo 1991-2005,
se muestran en la Figura8.7 y corresponden a:
2 Precipitación observada y promediada para toda la CRLV
2 Temperatura deducida con el gradiente adiabático
2 Radiación Lw y Sw deducidas de manera empírica, con base en la infor-
mación de brillo solar del aeropuerto Matecaña y replicados para toda la
cuenca
2 Humedad específica deducida de manera empírica con los datos de presión
de la estación 2607504 (Aeropuerto Alfonso Bonilla) y replicados para
toda la cuenca.
2 Vientos observados en la estación 2607504 y replicados para toda la cuen-
ca.
Las características de simulación generales fueron presentadas en la sección 5
y los valores iniciales de los parámetros se dan de acuerdo con los mostrados
en la Tabla 5.4. La serie utilizada para la evaluación inicial sin calibración
correspondió a la de caudal en la estación Cartago (26127040), en el periodo
1991-2005. En la Figura 6.11 se presenta el balance hidrico general para la
CRLV simulado por el esquema ISBA; en concordancia con lo observado en
el experimento 1D, el esquema ISBA no omite o agrega valores de masa y
cierra el balance. No obstante, en esta primera simulación 2D sin calibración,
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los 33645 mm de precipitación (aproximadamente 2243 mm/año) se trans-
forman en 281.8 mm de escorrentía, 10790 mm de evaporación y 22556 mm
de drenaje (el resto es considerado en los valores de cambio en el almacena-
miento), lo que deja ver que si bien la evaporación total aparece simulada de
manera adecuada (1503 mm/año), los valores tan altos del drenaje impiden
una correcta simulación de la escorrentía y en consecuencia se generan tan
solo 19 mm/año aproximadamente.
Figura 6.11. Balance hídrico para el experimento 2D sin calibración, periodo
1991-2005.
En la Figura 6.12, se presentan las series de caudal observado y simulado
para el ejercicio 2D y en la Tabla 6.2 los resultados de los estadísticos de
evaluación de la simulación sin calibración (las expresiones son mostradas en
la Tabla 8.2). Los resultados de los estadísticos de error indican que en el
periodo 1991-2005, la serie de caudal simulada por ISBA es subestimada, en
particular en la escala promedio mensual multianual los meses con mayores
subestimaciones son noviembre y marzo, así como el valor promedio anual
multianual muestra un deficit de 25m3/s
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Figura 6.12. Serie observada y simulada de los caudales para la CRVL en el
periodo 1991-2005, sin calibración.
Tabla 6.2. Estadísticos de bondad de simulación del experimento 2D sin
calibración
a.Análisis diario
Nombre Valor-ISBA
Coeficiente de Nash -0.244
Coeficiente de correlación 0.178
Error cuadrático medio 0.71
Error cuadrático absoluto 0.97
b.Análisis promedio anual (m3/s)
Anual BIAS RAT
Valor-OBS 26,66
Valor-ISBA 2,139 -24,526 -11,465
c.Análisis promedio mensual multianual (m3/s)
Mes ENE FEB MAR ABL MAY JUN JUL AGO SEP OCT NOV DIC
OBS 27,53 22,80 32,36 33,15 32,44 17,20 8,56 8,05 16,28 33,68 56,30 31,64
ISBA 6,05 1,39 2,02 1,35 2,19 1,40 0,32 0,15 0,66 2,98 5,36 1,80
RAT 0,22 0,06 0,06 0,04 0,07 0,08 0,04 0,02 0,04 0,09 0,10 0,06
BIAS -21,48 -21,41 -30,34 -31,80 -30,25 -15,79 -8,24 -7,90 -15,62 -30,69 -50,95 -29,84
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Una vez realizada la primera aproximación a la simulación de los caudales
en la CRLV por el esquema ISBA, se generó el ejercicio de calibración con
500 simulaciones de MonteCarlo en el periodo 1992-2002 (tomando el año
1991 como calentamiento del modelo), conforme a la metodología mostrada
en la sección 5.4, no solo con el objetivo de encontrar el mejor conjunto de pa-
rámetros para la simulación de caudales, sino además también de corroborar
las conclusiones obtenidas con el experimento 1D, que son:
2 Los parámetros mas identificables son %Clay (así como %Sand) yWdrain
y en menor medida d2 y Zo_O_ZoH.
2 Las mejores simulaciones de la escorrentía se obtienen con valores del
parámetro %Clay superiores al umbral del 71% (pero el esquema solo
arroja valores de escorrentía para %Clay > 54%), profundidades de la
zona radicular d2 inferiores a 60 cm y una variación del parámetro Wdrain
entre 0.012 y 0.04.
En la Figura 8.8 (anexo 8.6), se muestran los diagramas para el análisis de
sensibilidad regional. De acuerdo con lo concluido para el experimento 1D, se
encuentra que los parámetros más identificables son los mismos. En la Figura
6.14 se presentan los diagramas de dispersión de la F.O y de sus componentes
por separado (ver Ecuación 5.1) para el ejercicio de calibración. Es de notar
que la evaluación realizada para la F.O y el coeficiente (NS − 1)2, es pésima
puesto que existen casos en los que estas funciones que son de minimizacion
y cuyo valor optimo es cero, alcanzan valores de 600. En menor medida
una situación similar sucede para la componente (WB)2de la F.O, donde los
valores más altos son cercanos a 15.
En un análisis mas profundo, se comprendió que tales valores de las com-
ponentes de la F.O, son producidos por simulaciones en las que el esquema
ISBA no genera escorrentía o resulta ser demasiado baja y tal cual como se
realizó con el experimento 1D, en la Figura 6.13, se presenta el diagrama de
frentes de Pareto de las dos componentes, pero habiendo retirado del análi-
sis este tipo de simulaciones. Los resultados obtenidos resultan ser bastante
concluyentes, por un lado a simple vista se observa que las simulaciones del
experimento 2D arrojan mejores desempeños para la componente (WB)2
que para la componente (NS− 1)2, ya que su valor máximo es de 1 mientras
que el de la segunda es superior a 50, esto significa que las simulaciones
de la escorrentía de ISBA estiman con menor cantidad de errores el calculo
general del balance, pero que el comportamiento punto a punto de la serie
es mal representado.Por otro lado, en la Figura 6.13 fácilmente se obser-
va un comportamiento hiperbólico de los frentes de Pareto, que indica que
existen conjuntos de parámetros que no satisfacen óptimos para ninguna de
las componentes de la F.O (azul y verde), así como que conforme se mejora
el rendimiento de (WB)2, empeora rápidamente el de (NS − 1)2 (negro y
morado). Finalmente en la Tabla 6.4 se presentan los 5 mejores conjuntos de
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parámetros por separado, según (WB)2 y (NS − 1)2. Los resultados indican
que la condición de un %Clay > 71% para obtener simulaciones aceptables,
solo se cumple para la componente (WB)2 y que las demás interrelaciones
halladas con el experimento 1D, no son identificadas con la implementación
2D .
Figura 6.13. Frentes de Pareto más significativos de las 500 simulaciones de
MonteCarlo del experimento 2D, en función de las componentes de la F.O
(Ecuación 5.1). Las variaciones de los parámetros se hicieron conforme a la
Tabla 5.4.
Tabla 6.4. Resultados de las cinco mejores simulaciones, según las compo-
nentes NS y WB de la F.O
NS CLAY d2 Dmax RSMIN RunoffB SAND Wdrain Z0OZ0H
1.6748 0.1991 0.1982 0.1129 0.3867 4.191 0.7909 0.063 355
1.6888 0.202 0.1953 0.1037 0.4226 1.279 0.788 0.021 606
1.6889 0.2095 2.7087 0.1223 0.1903 1.406 0.7805 0.026 529
1.6909 0.1963 2.0763 0.038 0.5095 1.893 0.7937 0.009 341
1.6911 0.19 0.2764 0.0489 0.3321 1.641 0.8 0.067 198
WB CLAY d2 Dmax RSMIN RunoffB SAND Wdrain Z0OZ0H
0 0.8363 4.4533 0.0894 0.3228 2.725 0.1537 0.069 85
0 0.8995 3.5915 0.036 0.4217 3.285 0.0905 0.08 772
0.0001 0.5447 1.7956 0.102 0.5281 2.208 04453 0.002 168
0.0008 0.8745 4.2961 0.0813 0.4304 2.79 0.1155 0.075 984
0.001 0.5364 0.3444 0.0465 0.3296 0.094 0.4536 0.019 468
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a.FO(Qsim, Qmea) = (NS − 1)2 + (WB)2
b.(NS − 1)2
c.(WB)2
Figura 6.14. Diagramas de dispersión de los distintos parámetros calibra-
dos para el experimento 2D, en función de la F.O (Ecuación 5.1) y de sus
componentes por separado.
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6.2.1. Evaluación 2D del esquema ISBA
Para la evaluación 2D de la simulación de los caudales del esquema ISBA,
se utilizó el periodo 2003-2005 (el año 2002 se tomó para calentamiento) y la
configuración de simulación siguió los mejores conjuntos de parámetros para
las dos componentes de la F.O mostrados en la Tabla 6.4. En la Figura 6.15
se presentan los balances hidricos para toda la cuenca en los dos casos y en
la Tabla 6.5 los estadísticos de bondad de ajuste (ver Tabla 8.2). Los resul-
tados indican que ISBA preserva una adecuada repartición del balance, pero
después del ejercicio de calibración no se logra obtener resultados exitosos en
la reproducción de los caudales.
a.(WB)2 b.(NS − 1)2
Figura 6.15. Balance hídrico para el experimento 2D pos calibración
(2003-2005).
Por un lado se observa que en cierta medida las simulaciones realizadas
con el mejor conjunto de parámetros según la componente (WB)2 son en
muy poco mejores a las producidas con el mejor conjunto de parámetros
según la componente (NS − 1)2, tal es el caso de la correlación lineal entre
observaciones y las simulaciones, así como los resultados de los valores pro-
medio mensual multianual. Pero por otro lado, la valoración de los caudales
promedio anual y los coeficientes de bondad de ajuste a nivel diario son
casi idénticos, lo que significa que en ningún caso la calibración mejoró los
resultados obtenidos con los parametros iniciales.
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Tabla 6.5. Estadísticos de bondad de simulación post calibración
a.Análisis diario
Nombre Valor-WB Valor-NS
Coeficiente de Nash -2.32 -2.40
Coeficiente de correlación 0.318 0.058
Error cuadrático medio 1.92 1.94
Error cuadrático absoluto 0.95 0.99
b.Análisis promedio mensual multianual (m3/s)
ENE FEB MAR ABL MAY JUN JUL AGO SEP OCT NOV DIC
Valor-OBS 54 42 37 50 65 56 34 22 22 51 104 116
Valor-WB 8 0 7 8 0 0 0 0 0 6 35 26
Valor-NS 0 0 0 0 0 0 0 0 0 2 0 0
RAT WB 0,149 0,000 0,191 0,160 0,004 0,002 0,000 0,000 0,000 0,125 0,336 0,223
RAT NS 0,000 0,000 0,000 0,002 0,002 0,000 0,000 0,000 0,000 0,040 0,004 0,004
BiasWB -45,5 -42,0 -30,1 -42,0 -64,5 -56,1 -33,5 -22,5 -21,9 -44,5 -69,3 -90,1
BiasNS -53,5 -42,0 -37,2 -49,9 -64,6 -56,2 -33,5 -22,5 -21,9 -48,8 -103,9 -115,6
c.Análisis promedio anual (m3/s)
Anual BIAS RAT
Valor-OBS 53.396
Valor-WB 7.573 -46.823 0.139
Valor-NS 7.6 -46.8 0.1
H.Douville(1998,[63]) advirtió que el método de restitución de Deardoff, le
da a ISBA un característica de esquema de balde puesto que la escorrentía so-
lo ocurre cuando existe saturación, según el autor esto es erróneo (ver sección
3), H.Douville(1998,[63]) pero pese a que en su trabajo propuso cambiar este
método por el de Duemenil & Todini (1992,[97]) en general y para la escala
global, la escorrentía simulada por ISBA es subestimada. Además de ello,
F. Habets (1998,[49]) demostró que es necesario acoplar ISBA a un modelo
hidrológico, a fin de mejorar los resultados de la simulación de la escorren-
tía. Estos dos hechos, indican que ISBA por si solo no es capaz de generar
reproducciones acertadas de la escorrentía, aun cuando se han realizado múl-
tiples esfuerzos para ello (ver F. Habets et al., (1999,[49]), F. Habets et al.,
(1999,[53]),Decharme et al., (2006,[18]) y Quintana S. et al.,(2009,[117])).
Lo que si es evidente es el buen desempeño que tiene el modelo en el
calculo del balance de nergia, aun con datos derviados que tienen importantes
incertidumbres.
Una vez se ha demostrado que por si solo (sin acople con un modelo hi-
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drologico) el esquema ISBA es incapaz por si solo de reproducir la escorrentía
en la CRLV y con el objetivo de presentar las posibles ventajas y limitaciones
de implementar el esquema ISBA en los estudios de cambio climático y sus
efectos en los recursos hídricos colombianos, cabe anotar que:
2 Henderson-Sellers et al., (2003, [7]) encontraron que las simulaciones de
los modelos climáticos son muy sensibles a la elección que se haga del
modelo de superficie terrestre (tanto para los modelos que excluían la
cobertura del suelo como para los modelos basados en relaciones biofísi-
cas), como para dar lugar a diferencias estadísticas significativas en los
promedios anuales de evaporación y teniendo en cuenta que precisamente
esta es la variable que mejor simula el esquema ISBA, tal como se vio en
las conclusiones del experimento 1D, se cree recomendable su implemen-
tación.
2 No obstante, según según el IPCC [149] la mayoría de los modelos del ar4
(Fourth Assessment Report, [70]) en la escala continental representan los
esquemas de superficie del suelo (escorrentía) mas realísticamente cuando
se da una adecuada parametrización de la hidrología, que cuando se utiliza
un esquema estándar de hidrología en las simulaciones de largo plazo del
clima. Y si se tiene en cuenta que por su naturaleza misma ISBA no fue
diseñado para la simulación de procesos hidrológicos, sino de interacción
suelo-atmósfera-vegetación [117], se hacen necesarios estudios de acople
del esquema con modelos de esta naturaleza.
2 Además, de acuerdo con los resultados de la segunda fase del proyecto
AMIP (Atmospheric Model Intercomparison Project -2 ) en el que se
exploró la contribución de los regímenes de la cobertura vegetal a las
simulaciones del clima [149] y a Milly & Shmakin (2002, [119]) que esta-
blecen que mejoras relativas en los modelos de superficie, por ejemplo con
la inclusión de una variable espacial que estime la capacidad de almacena-
miento o un valor para la conducción del agua en el suelo, se puede llegar a
mejoras significativas en la reproducciones de los modelos, es apenas más
que recomendada la sugerencia de Decharme et al., (2006,[18]), sobre una
profundización en la manera como se trata la conductividad hidráulica
en el esquema ISBA, sobre todo en condiciones de saturación.
Teniendo en cuenta todo lo anterior, es posible entonces, recomendar la pro-
fundización del estudio del esquema ISBA y su pertinencia como esquema
para la modelación del suelo, en proyecciones de cambio climático para Co-
lombia. No obstante, antes de ello es crucial que se llegue a una correcta
estimación de la escorrentía, que solo sera posible si se acopla con modelos
de naturaleza hidrológica e hidrogeológica (ver [55],[19]).
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2 Se ha intentado, con información limitada, implementar en la cuenca del
río La Vieja (CRLV) el modelo suelo-vegetación-atmósfera (SVAT)-ISBA,
con el fin de evaluar su desempeño en la estimación de la evapotranspira-
ción y del balance hídrico. Con relación a la estimación de la evapotrans-
piración los resultados son muy satisfactorios y con respecto al balance
hídrico, los resultados son limitados pero alentadores, pues en general
ISBA genera una baja escorrentía pero una alta percolación profunda, lo
que podría mejorarse incorporando en el modelo una conceptualización,
tal como lo propone el esquema canadiense SVAT CLASS1, de dar una
ligera pendiente a la columna de suelo a fin de que esta pueda aumentar
la generación de escorrentía superficial y subsuperficial. Igualmente, los
resultados obtenidos permiten sugerir el acople de ISBA con un modelo
hidrológico distribuido (caso por ejemplo del modelo TETIS 2 ), a fin de
mejorar la generación de caudales.
2 El objetivo de implementar ISBA en la CRLV, y que en conocimiento de la
autora es un trabajo pionero en el país, ha sido el de evaluar su habilidad
para representar la partición del balance hídrico en esta cuenca, con una
estimación física y detallada de la evapotranspiración, y así poder evaluar
su uso como modelo para investigar efectos de la variabilidad climática y
el cambio climático en otras cuencas en el país.
2 Teniendo en cuenta únicamente la información hidroclimatológica obte-
nida de parte del IDEAM y de CENICAFE, los análisis indicaron que
las variables Temperatura (máxima, mínima y media), Humedad relativa
y Evaporación, no se encuentran bien observadas espacialmente en la
CRLV, característica que es bastante común a muchas cuencas en el país.
Por tanto, se recurrió a diversos métodos para complementar la informa-
ción existente, incluyendo resultados del modelo WRF y estimación de
variables meteorológicas como subrogadas de otras variables usualmente
medidas.
2 Con relación a la caracterización hidroclimática efectuada, se encontró
que en la CRLV y en el periodo 1991-2005 (que es el período fundamental
de análisis), la variable precipitación exhibe un régimen de tipo bimodal
con épocas de mayores valores en abril-mayo y octubre-noviembre, mien-
1 http://www.geog.queensu.ca/climatology/class01.htm
2 http://www.iiama.upv.es/iiama/src/ficha_software.php?lang=en&id=9
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tras que de más bajas precipitaciones para julio-agosto y enero-febrero. El
rango de variación promedio de la precipitación mensual se encuentra en-
tre 80 mm/mes y 272 mm/mes. Así mismo, la hidrología tiene un compor-
tamiento bimodal, con valores más altos registrados en noviembre-diciembre
y abril-mayo, y valores más bajos en agosto-septiembre y enero-febrero.
El rango de variación de los caudales mensuales promedio multianuales
es de 20 a 86 m3/s para la estación Alambrado (2612701), hasta donde
la CRLV tiene un área de 1600 km2 y de 40 a 130 m3/s para la estación
Cartago (2612704), hasta donde la cuenca tiene un área de drenaje de
2880 km2. En términos de rendimiento hídrico (m3/s/km2) se encuentra
el mismo valor para la CRLV hasta ambas estaciones ( 0.04 (m3/s/km2)).
El caudal firme observado de la curva de duración de caudales CDC, es de
18 (m3/s) hasta la estación Cartago (26127040), que sería una medida del
flujo base promedio. Sin embargo, después de aplicar la metodología de
Ceballos y Poveda (2004,[20]) y Furey P.E y Gupta B.K (2001,[122]), para
la estimación del flujo base, se encontró que este tiene un valor promedio
de 58.41 m3/s en el periodo 1991-2005.
2 Con relación a la hidroclimatología de la CRLV y el impacto de los princi-
pales fenómenos de variabilidad climática que afectan el clima en Colom-
bia, se identificó que el fenómeno macroclimático de El Niño-La Oscilación
del Sur (ENOS) es el mayor forzante en la CRLV. Bajo una fase El Niño
el comportamiento en general esperado es de descensos significativos en
la precipitación y el caudal, pero este comportamiento no es homogéneo
para todos los trimestres del año. De acuerdo con los resultados del aná-
lisis compuesto efectuado los trimestres mayormente afectados son NDE,
DEF, EFM, MJJ y JJA. Bajo una fase neutra del fenómeno ENOS, en
general, se observa que las series de caudal tienden a permanecer en condi-
ciones dentro de lo normal, sin embargo, existen trimestres y rezagos para
los que este comportamiento no es el mencionado lo que en efecto indica-
ría que la variabilidad en los caudales no es explicada en su totalidad por
el fenómeno ENOS; un comportamiento muy similar es observado para
la variable precipitación, ya que para condiciones neutras del fenómeno
en general la variable tiende a ubicarse en condiciones normales excepto
para los trimestres JJA, JAS, ASO y DEF. Durante una fase La Niña,
se observa que la variable más afectada es el caudal, ya que muestra
una tendencia generalizada al aumento, persistente en todos los rezagos y
con probabilidades muy significativas; este comportamiento es igualmente
observado para la variable precipitación.
2 Los análisis de las relaciones entre variables hidroclimatológicas en la
CRLV e índices de fenómenos macroclimáticos efectuados han sido limi-
tados, por lo que se sugiere la realización de estudios adicionales en la
CRLV que permitan establecer entre todos los demás forzantes de varia-
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bilidad climática que se ha demostrado afectan al país3 y que no fueron
tenidos en cuenta aquí, cual es el grado de influencia para las desviaciones
de los promedios de los trimestres de las variables bajo las fases neutras
del fenómeno y que en efecto causaron sistemáticamente valores atípicos
de las series registradas en el pasado.
2 La revisión exhaustiva de los trabajos que dieron origen al desarrollo del
esquema ISBA, indicó que este comenzó en 1989 y que desde entonces su
uso en múltiples aplicaciones ha motivado su desarrollo continuo. Gra-
cias a su naturaleza de esquema SVAT, ISBA se caracteriza por incluir
parametrizaciones más realistas de conductancia en la hoja, la transfe-
rencia radiativa, la estimación del Índice de área foliar por condiciones
climáticas, así como la asimilación del CO2, que contribuyen a un mejor
entendimiento del control biológico de las plantas sobre la evapotranspi-
ración. En especial para este trabajo, se encontró que las modificaciones
de la parametrización de la conductividad hidráulica realizadas durante
el periodo 1998-1999, son importantes para la representación de la esco-
rrentía, pero no suficientes.
2 De acuerdo con la simulación climática realizada con el modelo WRF y
su evaluación, se encuentra que el modelo WRF reproduce de manera
adecuada la distribución intra-anual de la precipitación en la CRLV y los
resultados obtenidos de la correlación entre observaciones y simulaciones
de la precipitación, en la mayoría de los casos son positivos y con va-
lores significativos. No obstante, los valores totales de precipitación son
ampliamente subestimados en toda la CRLV y los resultados indicaron
que para la variable precipitación el modelo tampoco captura las señales
de afectación por causa del fenómeno ENOS, antes indicadas. Por otro
lado, los resultados de la evaluación puntual indican que para la variable
Humedad Relativa estos resultan ser bastante satisfactorios en general y
a nivel multianual mucho mejores para los meses de julio a septiembre.
Sin embargo, en la escala multianual para los otros meses se presentan
sobre-estimaciones, que son coherentes con las bajas evaporaciones es-
timadas por el modelo WRF (deducidas mediante conversión del calor
latente a evaporación) y comparadas con datos de tanque evaporímetro
de la estación Cumbarco. También sobresale la pobre representación de la
temperatura media que es ampliamente subestimada por el modelo WRF.
2 Teniendo en cuenta que para la CRLV existe limitada información hidro-
meteorológica observada en la red de monitoreo del IDEAM y de CENI-
CAFE, en especial de la evapotranspiración, son recomendados esfuerzos
que permitan ampliar esta red de observaciones. Una vez se garantice es-
to, será posible realizar evaluaciones y ajustes mejor orientados al modelo
WRF, para sus posteriores acoples con esquemas SVAT como ISBA.
2 Como se presenta en detalle en las Secciones 6.1 y 6.2, en este trabajo
3 Oscilación Madden and Julian, frentes fríos del hemisferio norte, piscina cálida del
mar Caribe y otros
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se ha analizado la sensibilidad de los parámetros mas importantes para
los resultados de dos ejercicios de calibración, uno unidimensional (1D)
y otro bidimensional (2D), el primero para la celda del Aeropuerto Ma-
tecaña durante el año 1990 (una sola caja de rejilla) y el segundo para
toda la CRLV en el periodo 1992-2002 (36 cajas de rejilla y 11 años de
simulación). Los resultados de estos dos experimentos mostraron que, solo
valores por encima de 54% para el parámetro %Clay generan escorrentía
y que las mejores simulaciones se obtienen con valores del parámetro supe-
riores al 71%. Esta conclusión es explicada porque en ISBA la escorrentía
solo ocurre cuando existe saturación.
2 De acuerdo con los experimentos 1D y 2D efectuados en la CRLV, para
esta cuenca los parámetros más identificables de ISBA son %Clay (así
como %Sand) y Wdrain y en menor medida d2 y Zo_O_ZoH (ver Tabla
5.4). Después de realizar múltiples corridas con variación individual de
los parámetros %Clay, d2 y Wdrain se encontró que la simulación de
la evaporación tiende a mantener una correcta representación y que en
cambio es el drenaje el que exhibe variaciones por modificación de estos
parámetros y lo cual se corresponde con la naturaleza de la formulación
SVAT del esquema ISBA.
2 Teniendo en cuenta que el área de estudio exhibe un patrón de distribu-
ción de tipo de suelos, que si bien no es homogéneo, se asocia con el tipo
de cobertura y la altitud en la CRLV. Se recomienda que la calibración
de los parámetros %Clay y %Sand de ISBA, no se realice de manera
independiente celda a celda y se tenga en cuenta este tipo de distribución
y correlación espacial observada, puesto que la generación de escorrentía
total puede estar influenciada también por este tipo de patrones.
2 Para la evaluación del esquema ISBA en la CRLV, se seleccionó como fun-
ción de minimización la misma función objetivo utilizada por Quintana et
al., (2009, [117]), que está compuesta por el coeficiente de Nash-Sutcliffe
(NS) y el error en el volumen total del balance de agua (WB) (ver Ecua-
ción 5.1). Las simulaciones del experimento 2D arrojan mejores desem-
peños para la componente (WB)2 que para la componente (NS − 1)2,
lo que indica que las simulaciones de la escorrentía de ISBA estiman con
menor cantidad de errores el cálculo general del balance, pero que el com-
portamiento punto a punto de la serie es mal representado. Así mismo,
no es posible obtener un único conjunto de parámetros que de manera
simultánea cumpla con los valores óptimos de las componentes de la F.O
seleccionada; conforme se mejora el rendimiento de la componente (WB)2,
empeora rápidamente el de (NS − 1)2.
2 Después utilizar los valores de los parámetros obtenidos con la calibra-
ción en el periodo 1992-2002 del experimento 2D, para la evaluación de
la representación de la escorrentía de ISBA en la CRLV durante el pe-
riodo 2003-2005, los resultados indicaron que la calibración no mejora los
resultados obtenidos inicialmente .
2 La escorrentía directa observada utilizada para la comparación con los
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resultados simulados por ISBA, fue calculada mediante el filtro presentado
por Furey P.E y Gupta B.K (2001,[122]) cuyos parámetros necesarios para
la CRLV fueron calculados por Ceballos y Poveda (2004,[20]), haciendo la
deducción del caudal base de la serie de la estación hidrometrica Cartago
(26127040), hasta donde la cuenca tiene un área de drenaje de 2880 km2.
Para una posterior implementación del experimento 2D, es recomendado
realizar calibraciones simultáneas en múltiples puntos de la CRLV, a fin
de asegurar la adecuada representación de los procesos físicos por parte de
ISBA, tal seria el caso al incluir la serie de escorrentía directa observada
para la estación Alambrado (2612701), hasta donde la CRLV tiene un
área de 1600 km2. Este ejercicio que no fue realizado en este trabajo,
debido a que esta serie de caudal no contaba con información de calidad.
2 Finalmente y teniendo en cuenta la historia del desarrollo del esquema
ISBA, se puede concluir que para incluir mejoras al modelo se requieren
mediciones muy detalladas y espacialmente muy bien distribuidas, el aco-
ple con algún modelo hidrológico para el tránsito, así como la evaluación
de otros enfoques para mejorar la generación de la escorrentía en el mode-
lo. Adicionalmente, dada la importante mejora en el esquema de 1998 con
relación a la simulación de procesos relacionados con variaciones del CO2
atmosférico, se considera que el esquema puede ser usado para analizar
algunas de las alteraciones más probables por este forzamiento de cambio
climático global.
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8.1. Morfometría de la CRLV
De especial interés en esta investigación es el hecho de que la respuesta
hidrológica de la cuenca puede modificar su condiciones morfométricas, pero
que a su vez estas condiciones influyen considerablemente en la respuesta
del cauce principal a un evento de precipitación, en lo que de hecho es una
relación recíproca [142]. Puesto que el esquema ISBA fue evaluado a través
de la simulación de los caudales de la cuenca, se hizo necesario incluir la
descripción morfométrica de la CRLV en esta investigación. En los primeros
avances en materia de análisis morfométrico, se propuso que la relación entre
hidrología y morfometría, de ser cuantificada puede llevar a investigaciones
de tipo predictivo de caudales, Rastogi & Sharma (1976, [132])) encontra-
ron que varios de los fenómenos hidrológicos de gran impacto pueden ser
correlacionados con las características morfométricas tales como el tamaño,
la forma, la pendiente, la densidad de drenaje y otros de una cuenca. No
obstante, el estado actual de la investigación en este campo únicamente per-
mite reconocer relaciones de tipo cualitativo que permiten aproximarse a la
comprensión de los esquemas de las desigualdades en la dureza de las rocas,
los controles estructurales, el diatrofismo reciente y la geomorfología de la
cuenca. En la Tabla 8.1 se presentan las fórmulas recopiladas por Sreedevi et
al., (2009,[120]) para el cálculo de las características morfométricas lineales,
areales y de relieve de una cuenca.
A fin de generar una morfometría detallada de la CRLV, fueron utiliza-
dos los mapas del departamento de Quindío (1:100.000 [107]), Mapa físico del
departamento de Quindío (1:100.000 [39]) y el Mapa físico del departamento
de Quindio (1:200.000,[40]).Estos mapas fueron digitalizados y georeferen-
ciados a través de una plataforma GIS (Sistema de Información Geográfica),
asimismo fueron nombradas la mayoría de sus corrientes en total se cuentan
294 corrientes con nombre hallado en las fuentes consultadas y 254 más sin
nombre conocido (ver Figura 2.2).
La delimitación de la cuenca fue elaborada conforme SIGOT [157], fue
utilizado el modelo de elevación digital del IGAC [160] y de manera análoga
fueron deducidos los parámetros de análisis en la escala 1:500.000. Igualmente
el análisis del drenaje de la cuenca fue elaborado conforme a Horton (1945,
[138]) y la ordenación de cauces fue elaborada siguiendo a Strahler (1964,
[13]).
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Figura 8.1. Elevaciones sobre el nivel del mar para el área de estudio, ras-
ter 1km (izquierda) y órdenes de los cauces en la CRLV, escala 1:500.000,
elaboración propia (derecha).
Figura 8.2. Curva hipsométrica para la CRLV
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Tabla 8.1. Tabla de parámetros morfomtricos calculados, aspectos lineales,
areales y de relieve. Basada en [121]
Aspectos lineales
Parámetro Formula
Orden de la corriente (u) .Strahler (1964) [13] La más pequeña de las corrientes permanentes es
llamada de “primer orden” . Dos corrientes de primer
orden juntas forman una corriente de segundo orden;
dos corrientes de segundo orden juntas forman una
corriente de tercer orden y así sucesivamente. Las
pequeñas corrientes que entran a un orden superior
no alteran el orden.
Longitud de la corriente (Lu) . Horton (1945)[138] El promedio de la longitud de las corrientes de cada
una de las diferentes ordenes en un cuenca de drenaje
tiende a aproximarse al radio geométrico
Tasa de longitud de las corrientes (RL). Sreedevi et al.,
(2005)[120]
RL = LuLu−1
Tasa de bifurcación (Rb). Horton(1932)[137] Rb = NuNu+1
Aspectos areales
Parámetro
Formula
Densidad de drenaje (Dd). Horton (1945) [138] Dd = LuA
Textura del drenaje (T) .Horton (1945)[138] T = Dd ∗ Fs
Frecuencia de la corriente (Fs) .Horton (1945) [138] Fs =
∑
Nu
A
Radio de elongación (Re). Shumm (1956)[152] Re = DL = 1,128
√
A
L
Radio de circularidad (Rc) . Strahler (1964)[13] Rc = 4piA
P 2
Factor de forma (Ff).Horton (1945)[138] Ff = A
L2
Aspectos del relieve
Parámetro Fórmula
Relieve (R) Hadley & Shumm (1961) [139] R = H − h
Tasa del relieve (Rt). Shumm (1963)[153] Rt = RL
Pendiente (Sb). Mesa (2006) [99] Sb = H−hL′
Relación del gradiente (Gr). Sreedevi et al., (2005)[120] Gr = H−hL
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8.2. Gráficas de valores promedio mensual multianual
de las series climatológicas (T, HR y E) para la
CRLV
A continuación se presentan los resultados del análisis de los valores pro-
medio mensual multianual para las series disponibles de las variables Tem-
peratura, Humedad y Evaporación, de acuerdo con los periodos mostrados
en la Tabla 2.2 y lo indicado en la sección 2.5.1.
De acuerdo con lo presentado en la Figura 8.3, las temperaturas medias de
la cuenca, en general tienen comportamiento bimodal con valores máximos
en la temporada febrero - marzo y agosto, mientras que valores mínimos
en abril y noviembre. El comportamiento es similar para los dos periodos
de análisis (1984-1990 y 1991-2005), con valores que permanecen en el rango
entre 18.2°C a 19.2 °C. Respecto al comportamiento diario de la temperatura
media se encuentra que el día en promedio más frío es el 300 y el más cálido
es el 80, congruente con el comportamiento mensual(análisis no mostrado
aquí). El régimen de la variable temperatura máxima al igual que el de la
temperatura media, es bimodal pero no tan regular para los dos periodos
de análisis (ver Figura 8.4), para el caso del periodo 1984-1990 el rango de
variación va desde 24°C a 24.72 °C y para el caso del periodo 1991-2005 la
variación de los valores está entre 22°C a 23.8 °C, con valores promedio entre
24.6°C y 23.6 °C respectivamente. En general, el régimen de temperatura
máxima observado es bimodal con los valores más altos en agosto y marzo,
mientras que los valores más bajos de la temperatura máxima se dan para
abril y noviembre. En la resolución diaria multianual la temperatura máxima
registra valores mínimos en los días 301 y 321, mientras que los días más
calurosos son el 261 y 170 (análisis no mostrado aquí). De acuerdo con los
mostrado en la Figura 8.4, el régimen promedio mensual multianual de la
temperatura mínima es bimodal y con un comportamiento homogéneo para
los dos periodos de análisis. El rango de variación va desde 15°C y 15.5°C,
con un valor esperado promedio de 15.3°C. El día con la temperatura más
baja se da en el día 290 del año y el menos frio es el día 100 (análisis no
mostrado aquí).
Adicionalmente, es posible concluir que el régimen de temperaturas para
la CRLV indica que las temporadas más calurosas se dan para febrero - marzo
y agosto, mientras que las temperaturas más bajas son esperadas para abril
y noviembre. La temperatura en promedio puede variar hasta 2 °C y desde
los días más calurosos a los días más fríos en 8°C.
En la Figura 8.3 se presentan los valores promedio mensual multiananual
de la variable humedad relativa para los períodos 1984-1990 y 1991-2005. Se
encuentra que en congruencia con el comportamiento de las demás variables,
la variable humedad relativa exhibe un comportamiento bimodal, con valo-
res máximos en mayo y octubre - noviembre y valores mínimos en febrero y
agosto. Su rango de variación es de 78% a 85% y un valor esperado prome-
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dio de 84% respecto al periodo 1984-1990 y de 79.5% respecto al periodo
1991-2005. En el promedio mensual multianual el día más húmedo es el día
301 y el menos húmedo es el 61.
De acuerdo con los resultados mostrados en la Figura 8.4, la variable eva-
poración medida por una sola estación en la CRLV en el periodo 1991-2005
y utilizada en el Capítulo 4, exhibe un comportamiento bimodal con valo-
res máximos promedios mensuales en abril y agosto y mínimos en enero y
octubre-noviembre, con rango de variación de 47 mm/mes a 105.3 mm/mes
y un valor promedio de 81.5 mm/mes.
Figura 8.3. Promedios mensuales multianuales de temperatura media (a.) y
humedad relativa (b.) en la CRLV, período 1984-1990 (arriba) y 1991-2005
(abajo), son mostrados los percentiles 25 y 75 como expresión de la distribu-
ción de la serie.
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a.
b.
c.
Figura 8.4. Promedios mensuales multianuales de temperatura máxima (a.)
y mínima (b.), y de evaporación (c.) en la CRLV, período 1984-1990 (arriba)
y 1991-2005 (abajo) respectivamente. Son mostrados los percentiles 25 y 75,
como expresión de la distribución de las series.
Capítulo 8. Anexos 148
8.3. Comprobación del funcionamiento de ISBA
Para asegurar que las corridas de ISBA dentro de SURFEX y utilizadas
en este trabajo son idóneas, se tomó como ejemplo la salida del drenaje del
experimento HAPEX-MOBILHY (Hydrological Atmospheric Pilot Experi-
ment - Modelisation du BiLan Hydrique), mostrado en el artículo “Inclusion
of a Third Soil Layer in a Land Surface Scheme Using the Force–Restore
Method” de Booene et al., en 1999[4]. A través de este se intercompararon
los resultados obtenidos mediante la implementación del modelo SURFEX
con los mostrados en la publicación y se verificó que la instalación y corrida
de ISBA fueron elaboradas de manera correcta en esta investigación.
El experimento HAPEX-MOBILHY tuvo lugar en el sur-este de Francia
en el año 1986, para un dominio de aproximadamente 1° de longitud x 1°
latitud, este es un caso de interés particular porque cuenta con observaciones
de una alta resolución temporal para el forzamiento atmosférico, también
hay información de flujos en superficie y mediciones semanales de humedad
del suelo para todo el año, del mismo modo que también hay una buena
caracterización de los suelos y de las propiedades de la vegetación (Boone et
al., 1999[4]).
Las series del forzamiento fueron suministradas por los creadores de SUR-
FEX, y el esquema fue corrido de manera independiente en la versión 2 capas
y 3 capas, para los siguientes parámetros tomados del artículo de 1999 [4]:
2 Rsmin (Resistencia estomatal mínima):150
2 Albedo (Albedo de la vegetación):0.20
2 Emis (Emisividad de la vegetación):1.0
2 Wfc (Capacidad de campo, contenido volumétrico):0.31
2 Wwilt (Contenido volumétrico de agua en el punto de marchitez):0.15
(0.20 para 3L)
2 d2 (Profundidad de la capa 2): 1.6 (1.1 para 3L)
2 d3 (Profundidad de la capa 2): 1.6
2 Xclay (Porcentaje de arcillas): 34%
2 Xsand (Porcentaje de arenas): 10%
La Fig 8.6, presenta la evolución del drenaje según ISBA para el experi-
mento HAPEX-MOBILHY, en las dos versiones del modelo, como serie de
calentamiento fueron usadas las mismas series del forzamiento, en este caso
duplicadas (lo cual es común en hidrología ). Nótese que la evolución para el
caso de 3 capas (3L) es idéntica a partir del día 25 (cuando las condiciones
iniciales no son tan importantes). Del mismo modo para la reproducción de
la curva en el caso de 2 capas, se encuentra que la forma es la misma y
que los valores máximos coinciden, probablemente los valores mínimos no
coinciden por algunos otros factores desconocidos de la fisiología de las plan-
tas simuladas o porque en la versión utilizada del esquema ISBA el albedo
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es representado por separado en la tres bandas espectrales y aquí solo fue
usado como constante en el visible.
Figura 8.5. Series de forzamiento para HAPEX tomadas de Shao & Sellers
(1996, [179]), las mismas series utilizadas por Boone et al., (1999,[4])
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Figura 8.6. Evolución del drenaje segun ISBA para el experimento
HAPEX-MOBILHY, para el caso de 2 y 3 capas (2L y 3L, respectivamente).
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8.4. Series promedio para toda la CRLV del
forzamiento atmosférico para el experimento 2D
Figura 8.7. Forzamiento obtenido a través de la combinación de datos in-situ
y empleo de fórmulas empíricas para la CRLV en el periodo 1991-2005
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8.5. Estadísticos de bondad de ajuste para el
experimento 2D
Tabla 8.2. Estadísticos seleccionados para estimar la bondad de simulación
Expresión Significado
Relación de caudal simulado y observado
RAT = QSim
QObs
(8.1)
Donde QObses el valor observado y QSimes el valor
simulado[18].
Si este valor tiende a 1, se
puede afirmar que el valor
simulado se asemeja al valor
observado.
Evaluado en la escala media
mensual multianual y el valor
medio anual
Coeficiente de Nash
NS = 1−
∑n
i=1(Qsimi −Qmeai)2∑n
i=1(Qmeai −Qmea)2
(8.2)
Donde Qsimes el valor observado, Qmeaes el valor simulado y
n el número de días de simulación [18]
Si este valor tiende a 1, se
puede afirmar que el valor
simulado se asemeja al valor
observado.
Evaluado en la escala diaria
Coeficiente de correlación
r = Sxy
Sx ∗ Sy (8.3)
Donde Sxy es la covarianza de (x,y) y Sx y Sy las desviaciones
típicas de las distribuciones marginales [113]
Muestra la correlación de la
distribución de los datos
simulados y los observados.
Evaluado en la escala diaria.
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Tabla 8.4. Estadísticos seleccionados para estimar la bondad de simulación
Expresión Significado
Error cuadrático medio
RMSE =
√
n∑
i=1
(LObs − LSim)2
n
(8.4)
Donde LObses el valor observado, LSimes el valor simulado y
n el número de días de simulación[113]
Valor de la suma de las
diferencias al cuadrado entre
lo real y lo proyectado por el
modelo .Entre más pequeño
sea su valor mejor
acoplamiento hay.
Evaluado en la escala diaria.
Error cuadrático absoluto
ABSE =
n∑
i=1
|LObs − LSim|
n∑
i=1
LObs
(8.5)
Donde LObses el valor observado, LSimes el valor simulado y
n el número de días de simulación[8]
Mide la diferencia promedio
entre los valores simulados y
los observados. Entre más
pequeño sea su valor mejor
acoplamiento hay.
Evaluado en la escala diaria.
Bias (sesgo)
BIAS =
n∑
i=1
LSim − LObs
n
(8.6)
Donde LObses el valor observado, LSimes el valor simulado y
n el número de días de simulación[45]
Proporciona información sobre
la tendencia del modelo a
sobrestimar o subestimar una
variable.
Evaluado en la escala media
mensual multianual y el valor
medio anual .
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8.6. Análisis regional de sensibilidad paramétrica para
el experimento 2D
a.FO(Qsim, Qmea) = (NS − 1)2 + (WB)2
b.(NS − 1)2
c.(WB)2
Figura 8.8. Análisis de sensibilidad regional de los distintos parámetros ca-
librados para el experimento 2D, en función de la F.O (Ecuación 5.1) y de
sus componentes por separado.
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