Clustered data arise commonly in practice and it is often of interest to estimate the mean response parameters as well as the association parameters. However, most research has been directed to address the mean response parameters with the association parameters relegated to a nuisance role. There is relatively little work concerning both the marginal and association structures, especially in the semiparametric framework. In this paper, our interest centers on the inference of both the marginal and association parameters. We develop a semiparametric method for clustered binary data and establish the theoretical results. The proposed methodology is investigated through various numerical studies.
Introduction
Clustered data, including longitudinal and multivariate data, arise frequently in health and medical studies. These data may occur when subsampling the primary sampling units or repeatedly collecting measurements over time for subjects in the study. As is well known, standard univariate analysis methods may not be suitable to handle clustered data because individuals in the same cluster cannot be treated as functionally independent. The challenge arising from analyzing such data centers on dealing with association among units or subjects within a cluster. Typically, marginal methods such as generalized estimating equation (GEE) techniques are commonly utilized to analyze clustered data. The methods emphasize modeling the mean structure with the full distribution of the responses left unspecified, and thus the methods are attractive. It is often assumed that the mean response conforms to a generalized linear model, where covariates pertaining to the response are presented in a linear form through a link function. Under this setup properly facilitating association structures may increase the efficiency of estimation of the marginal response parameters (e.g., [20, 28] ); whereas ignoring association between responses or assuming an incorrect correlation structure may lead to biased variance estimates and thus biased inference (e.g., [30] ).
In practice, however, the relationship between the response and covariates may be very complex and linear terms may not be adequate enough to feature that relationship. It may be even worse than useless to fit a linear model to a nonlinear relationship sometimes. Under these circumstances, a semiparametric regression with both a linear term x T β and a nonlinear term θ(z T α) included may be preferable, where θ(.) is a smooth but unknown function. Furthermore, it is a common practice to include a nonparametric function into the model for covariates z that have large dimension and are of little interest (e.g., confounders). This allows us to make inference on the effects of x while making minimal assumptions on z. Marginal semiparametric models based on using GEE methods and their various extensions have become increasingly popular. See, for example, [22, 2, 27, 16, 17, 23, 5, 24, 26] , among others. However, they concerned the marginal mean parameters only with the association parameters treated as nuisance. In many applications, simply working on the marginal mean responses could be very restrictive. Estimation of the association parameters may be the central theme of the study. For example, in familial studies of inherited traits and developmental toxicology studies of laboratory animals (e.g., [8] ), subjects in a family or cluster share common genetic traits or are subject to common environmental factors, and hence it is of prime scientific interest to study the association between responses.
In the literature, however, there is little discussion on featuring both the mean and association structures with semiparametric regression modeling. To fill up this gap, in this paper, our objective is to elucidate association structures for clustered data, in conjunction with modeling the marginal mean responses. We develop inference procedures for clustered data. The discussion focuses on binary responses, which is driven by the fact that binary outcomes often arise in distinct contexts. We specifically investigate semiparametric regressions which make it possible to study a richer class of mean and association structures with more complex relationships. However, such a flexibility presents considerable challenges in estimation procedures. The computing algorithm for usual estimating equations based on the Newton-Raphson method cannot be employed directly due to the inclusion of a nonlinear function whose form is not known. To circumvent this problem, we use the local polynomial smoothing technique to perform estimation, and the discussion may be adapted to another approach such as smoothing spline estimation. Moreover, the inclusion of a nonparametric term θ(.) into the mean model in combination with modeling the association structure makes it difficult to establish the asymptotic results.
The remainder of the article is organized as follows. The notation and inference framework are introduced in Section 2 and estimation procedures are described in Section 3. In Section 4 we establish the asymptotic properties of the resulting estimators. Numerical studies are given in Section 5 to illustrate the proposed method and to assess its performance under a variety of settings. We conclude the article with a discussion in the last section.
Notation and framework
Suppose that there are n clusters and m i subjects within cluster i, i = 1, . . . , n. Let Y ij be the binary response for subject j in cluster i, x ij and z ij be the p × 1 and q × 1 covariate vectors, respectively. Denote
Provided the mean of Y ij depends only on the covariate vector for subject j, i.e. E(Y ij |x i , z i ) = E(Y ij |x ij , z ij ) [19] , we consider a partially linear single-index logistic model
where β and α are p × 1 and q × 1 unknown parameter vectors, respectively, and θ(·) is an unknown smoothing function. The requirement of α = 1 ensures identifiability of α. We note that model (2.1) generalizes the usual logistic regression in a sense that a nonlinear term θ(z T ij α) is included in the model. If θ(.) is specified as the identity function, then model (2.1) becomes an ordinary logistic regression. Here we focus the discussion on a logit link function which has been most widely used for modeling binary data. Extensions for accommodating other monotone link functions, such as probit or complementary log-log function, can be developed in a straightforward manner. When convenient link functions are not appropriate to fit data, we may consider other link functions with more complex forms. For example, Kim, Chen and Dey [9] proposed a class of link functions based on generalized t-distributions to characterize binary responses.
We assume that Y ij and Y i j are independent for different clusters i and i . But within the same cluster, the responses may be correlated. Various measures have been proposed to quantify the association between binary outcomes. For example, Prentice [20] discussed using correlation coefficients for measuring association for longitudinal binary data, and Zhao and Prentice [31] discussed a measure based on covariances. Odds ratios, on the other hand, have received increasing interest due to the fact that there is no constraint associated with such measures. Specifically, conditional odds ratios (e.g., [6] ) and marginal odds ratios (e.g., [18] ) have been widely used. As conditional odds ratios may not have a convenient interpretation that is independent of the cluster size, in this paper we focus on marginal odds ratios. Let ψ ijk be the odds ratio between responses Y ij and Y ik in cluster i (j < k), defined by
Alternatively, ψ ijk can be viewed as 
where
Estimation procedures
In this section we describe a marginal method for estimating mean response parameters α and β and association
be the true covariance matrix for the response vector Y i for cluster i,
. . , m i ) be a working matrix, where C i is an invertible working correlation matrix. Throughout the paper we assume that C i may depend on a parameter vector that is distinct from the mean response parameters α and β. Let
It can be seen that both U iα (α, β, θ(.)) and U iβ (α, β, θ(.)) have zero expectation, i.e., they are unbiased estimating functions for α and β.
To estimate the association parameters φ, one may conduct estimation in the same spirit of Prentice [20] by constructing a second set of unbiased estimating functions based on the method of moments. As the cluster size increases, this approach may become computationally burdensome. Alternatively, we may employ the alternating logistic regression discussed in [1] where the conditional expectation
The conditional expectation ξ ijk is related to the association, marginal and joint probabilities by the following expression:
If θ(.) is known to be the identity function, then estimation of α, β and φ may proceed in a straightforward manner, as outlined in [1, 28] , where the working matrix W i may be taken as the true covariance matrix V i . Since the estimating functions U iα (α, β, θ(.)), U iβ (α, β, θ(.)) and U iφ (α, β, θ(.), φ) involve an unknown smooth function θ(.), we need to use nonparametric approaches to estimate this function locally in order to estimate α, β, and φ. Assuming θ(u) has the second derivative, we may approximate θ(u) by a locally linear function within the neighborhood of u 0 via the Taylor series expansion
T . We further introduce the following notation:
is the m i ×2 matrix with the jth row γ ij (u; α),
a kernel function (or a symmetric density function) with a compact support and h be a bandwidth.
Below we describe a two-stage algorithm for estimation of mean parameters α and β and association parameters φ. In stage 1 we adopt the independence working matrix to conduct estimation of α and β using the local linear profile kernel method. In stage 2 we estimate association parameters φ using the usual GEE approach. This estimation strategy stems from the fact that use of the independence working matrix allows us to ignore the association parameters temporarily yet to yield a consistent estimator for the marginal mean parameters α and β [14, 16] .
Step 0. Choose initial values α 0 and β 0 , and set α = α 0 / α 0 and β = β 0 .
Step 1. For a given point u in a selected grid find θ(u; α, β) = a 0 (u) by solving the following equations
with respect to a(u), where i (u) and K ih (u) are respectively i (u) and K ih (u) with α replaced by α,
) with β and α replaced by β and α, respectively, g(t) = expit(t), i is i with µ ij replaced by µ ij , and W i is the independence working matrix diag{ µ ij ( 
Step 2. Given the estimate θ(u; α, β) = a 0 (u) and a 1 (u) for points u in the selected grid, update ( α, β) by solving the following equations for α and β:
Step 3. Repeat steps 1 and 2 until the convergence of ( α, β).
Stage 2: To estimate the association parameters φ, we solve the following equations:
with respect to φ, where
which is the value of a 0 (.) obtained at the convergence of ( α, β). Denote by φ the resulting estimate of φ.
When implementing the foregoing algorithm it is often feasible to choose an initial value that is the estimate obtained from fitting an usual logistic regression model. Our numerical experience indicates that the algorithm is not severely sensitive to different choices of initial values. The convergence criteria may be based on the difference between the estimates of two successive iterations or the absolute values of the estimating functions evaluated at the last iteration.
Asymptotic properties
Here we establish the asymptotic properties for the resultant estimators ( α, β) and φ. Analogous to those of [16, 17, 23] , we work on the case with m i ≡ m for ease of notation. Covariates x i and z i are allowed to be correlated. The triples
. . , n, are assumed to be independently identically distributed. Both V i and C i are assumed to be invertible. 
T , then we have the following asymptotic result. 
is asymptotically normal with mean zero and covariance matrix B
The proof of Theorem 4.1 is readily established by adapting the arguments of Carroll et al. [2] . We comment that to estimate α and β at rate n 1/2 , one needs to undersmooth the nonparametric function θ(.). This treatment is different from that of [7, 25] where usual optimal bandwidth is permissible. In [7, 25] , the considered models are single-index models which concern E(Y|z) = θ(z T α) only. Neither any linear term x T β nor the logistic link function is involved. However, under model (2.1) we consider here, the asymptotic bias of
2 , and undersmoothing is needed, which has analogs in [2] .
We notice that Theorem 4.1 is an extension to the multivariate case from Theorem 4 discussed in [2] concerning univariate data. As association parameter vector φ is also of prime interest here, it is of major concern to establish the asymptotic distribution of the estimator φ along with that of ( α, β).
If α, β and θ(.) are all known, estimating functions U iφ are regular parametric unbiased estimating functions of φ, and thereby it is straightforward to establish that
T ), according to Liang and Zeger [14] . When α, β and θ(.) are unspecified and estimated, variation in the estimators α, β and θ(u) must be taken into account. If α and β are unknown but θ(.) is a known parametric function, one may easily adapt the arguments in [28] to work out the asymptotic distribution of √ n( φ − φ). However, here θ(.) is unknown and it is estimated locally, we need to incorporate this local estimation variability into the asymptotic variance of √ n( φ − φ) as well. This unknown θ(.) function presents a challenge in establishing the asymptotic distribution for the estimators, and it is this feature that distinguishes the current work from the existing results. Assuming the fourth moment of Y i exists, we establish the joint asymptotic distribution of the estimator ( α, β, φ) in Theorem 4.2. The proof is given in Appendices B and C. 
Here B * and Σ * are defined analogously to B and Σ , respectively. Their detailed expressions are presented in Appendix B.
Inferences about parameters α, β and φ may, using Theorem 4.2, be conducted by replacing B * and Σ * with their empirical estimates. Specifically, substituting β, α, and θ(u) with their estimates and using local linear regression to estimate T is therefore B * −1
T . As the terms contained in the sandwich estimator involve local estimation of the nonparametric function θ(.), the numerical performance of the estimator B * −1
T may not be stable in situations with small sample sizes. As a practical alternative, we may use bootstrap resampling techniques for variance estimates when conducting inference. This strategy has been adopted commonly in practice. See [15, 13] , for instance.
Finally, using the arguments similar to those for deriving (B.4) in Appendix B, we obtain that
T , and
As a consequence, the asymptotic distribution for the estimator of the nonparametric function θ(u) is given by
where d(u) is the first diagonal element of the matrix
We conclude this section with a discussion on bandwidth selection. As bandwidth h affects both bias and variance estimate, there is a trade-off between suitable bias and variance estimate. Bias correction requires the choice of a relatively small bandwidth, whereas variance estimate needs to choose a large value of bandwidth. In principle, bandwidth selection is data driven, and traditional methods such as the cross-validation approach may be applied to select a proper bandwidth h based on available data. However, as pointed out in [4] , this approach could perform poorly in some settings with a large magnitude of sample variation produced, hence it is not regarded as a sensible bandwidth selection rule for practical use. Instead, the "plugging in" method may be a promising candidate. Fan et al. [4] discussed this approach to handle local polynomial regression under the framework of generalized linear models. Ruppert, Sheather and Wand [21] explored this method for local least squares regression.
In the same spirit we may derive an optimal bandwidth based on the asymptotic weighted mean integrated squared
For generalized partially linear single-index models Carroll et al. [2] discussed bandwidth selection using the criterion of minimizing AMISE. For a given function ω(.) with compact support, at the final step of estimation of θ(.), minimizing the AMISE with weight f (.)ω(.) leads to the optimal bandwidth
Plug-in bandwidth strategies may be applied to replace the unknown integrals by their approximations. As noted in [2] , a sensible choice of bandwidth h is generally difficult. Instead, Carroll et al. [2] suggested an ad hoc bandwidth, given by h opt × n 
Numerical studies

An example
We apply the proposed method to analyze a family data set of Genetic Analysis Workshop 13 data [3] arising from the Framingham Heart Study. The Framingham Heart Study is an ongoing prospective study of risk factors for cardiovascular disease (CVD). The objective of the Framingham Heart Study is to identify common factors or characteristics that contribute to CVD by following its development over a long period of time in a large group of participants who had not yet developed overt symptoms of CVD or suffered a heart attack or stroke.
The family data from the Framingham Heart Study were collected across two cohorts. The original Framingham participants were recruited between the ages of 29 and 62 from the town of Framingham, Massachusetts. In 1971, the study enrolled a second-generation group -5124 of the original participants' adult children and the spouses of these adult children -to participate in similar examinations. The Offspring Cohort has been followed every four years (except between Exams 1 and 2 with an intervening 8 years) using protocols similar to those used for the study of the Original Cohort. There were 326 families of 1672 individuals in the Offspring Cohort data provided for GAW13. In the analysis here, we exclude twenty-one families which have either more than ten individuals in a family (twenty families) or only one individual in a family (one family). Thus we restrict attention to a subset of the Offspring Cohort which consists of 305 families with sizes varying between 2 and 10 for coherence. The baseline measurements are used for our analysis.
High blood pressure is an important risk factor for cardiovascular disease and is a leading cause of mortality in industrialized countries. It is a complex disorder that results from environmental and genetic factors and their interactions (e.g., [11] ). It is of interest to study how blood pressure is influenced by the risk factors and how individuals within the same family may be associated. The covariates of interest include age, gender, high density lipoprotein (HDL) and body mass index (BMI) (BMI = weight (kg)/height 2 (m 2 )). Let Y ij = 1 if subject j in family i has high blood pressure, and Y ij = 0 otherwise.
We consider a semiparametric regression model for the mean response which is specified as We take the standard normal density as the kernel. The data-driven bandwidth h is used as discussed in Section 4. Table 1 reports on the analysis results, and Fig. 1 displays the estimate of the single index θ(.) along with its pointwise confidence bands. The estimate of the single index θ(.) shows a nonlinear trend, and some curvature is visible. This suggests that the data are not well fitted by an usual logistic regression model. Inclusion of a nonlinear function θ(.) allows model (5.6) to be more flexible to capture curvature, although the interpretation of the nonparametric covariate (i.e., the z covariate) effects differs from that in an ordinary logistic model. In principle, nonzero components of α suggest a "significant" predictor of the response, as commented in [2] . The analysis suggests moderate evidence for a positive association among response measurements of family members (p-value = 0.056).
Performance of the proposed method
We conduct a simulation study to evaluate the performance of the proposed method. Here we focus on pairwise association with higher order association constrained as 0. That is, generate binary vector y i = (y i1 , y i2 , . . . , y im )
T from the joint density function [2] . We consider an exchangeable association structure by specifying log ψ ijk = φ. Table 2 contains the average differences between the estimates and the true values (Bias), the empirical standard errors (SE) and the mean squared errors (MSE) for the mean and association parameters. The finite sample biases of the estimates are reasonably small under various configurations, suggesting that the estimators obtained from the proposed method are consistent. We notice that the estimators β and φ for the parametric coefficients have much smaller standard errors than the estimator α for the nonparametric coefficients does, which agrees with our expectation. Also, the mean squared errors of β and φ are a lot smaller than those of α, indicating that the estimators for the parametric coefficients are less variable than the estimators for the nonparametric coefficients. This simulation demonstrates that the proposed method gives rise to reasonable estimates for both the mean and association parameters.
Comparison of the proposed method and logistic regression
To further assess the performance of the proposed method, we compare it to the usual logistic regression under two situations of data structures. First, we consider a scenario when a standard logistic regression model well fits the data, but we have used model (2.1) to perform estimation. It is interesting to understand how the proposed method may perform in terms of the change in bias and efficiency. As a linear function is a special form of a nonlinear function, it is expected that the resulting estimator is still consistent, but there may be a possible efficiency loss incurred. We generate the response measurements from the marginal model logit µ ij = βx ij + α 1 z i1 + α 2 z i2 + α 3 z i3 (5.10) together with the association model (5.9). We fit models (5.10) and (5.9) to the simulated data, and this is called Method 1. Method 2 is to fit the simulated data with models (5.8) and (5.9). The same simulation settings as in Section 5.1 are used here. Table 3 presents the empirical biases, standard errors and mean squared errors for the estimates of both the β and α parameters. Although the finite sample biases resulting from Method 1 tend to be smaller than those obtained from Method 2, the biases resulting from Method 2 are still reasonably small. This confirms that estimators β and α obtained from Method 2 are consistent, just like those obtained from Method 1. We notice that Method 2 tends to produce larger empirical standard errors for β than Method 1 does, but the differences do not seem considerable. In other words, Method 2 may incur somewhat efficiency loss in estimating the linear coefficient β, but the effect is not profound. However, efficiency loss is more apparent for the estimator α, which is not surprising. In regard to the mean squared errors, Method 1 leads to smaller MSE than Method 2 does. In summary, if a nonparametric function is included to fit data whose marginal mean model is actually characterized by an ordinary logistic model, the proposed method still leads to consistent estimates, though some efficiency loss may incur. On the other hand, if the true underlying model follows (2.1) but we adopt a standard logistic regression model, then the resultant estimator could be biased. Here we conduct a simulation to show this. We simulate the responses from the marginal model (5.8) together with (5.9), but we fit the simulated data to a usual logistic regression model given by (5.10). Again, the parameter configurations and the number of simulations are set as the same as in Section 5.1. Table 4 reports on the estimate results of the parametric parameter β obtained from using the usual logistic model. It can be seen that considerably large finite sample biases are produced for the estimates of β. This demonstrates that using a usual logistic regression model may lead to a biased estimate for the parametric parameter β when there is actually a nonparametric function contained in the mean model.
Discussion
In this paper we describe a semiparametric approach to analyze clustered binary data. Here the interest lies in the estimation of the association coefficients in addition to the marginal mean parameters. Specifically, we model both the mean response and the association using semiparametric and parametric regressions, respectively, and this allows us to relate the response with covariates by facilitating richer structures of both mean response and association. The simulation studies demonstrate that the proposed method works well under various situations.
The method we describe here has applications in a wide variety of settings. It can also be generalized to accommodating data with more complex association structures. In many situations, clustered data may arise from longitudinal studies. Clustered longitudinal data feature both a cross-sectional and a longitudinal correlation structure and interest often lies in the strengths of both types of association [28] . The proposed method may be adapted to handle longitudinal data arising in clusters.
We note that in the estimation algorithm the independence working matrix is employed in stage 1 when conducting estimation of the mean parameters. This is basically motivated by the findings in [15, 16] . It is interesting to modify the current development along the lines of Wang [23] and Wang, Carroll and Lin [24] to incorporate the true correlation structure in both stage 1 and stage 2 of the estimation procedures. This is an ongoing work.
In many problems the dimension of data is large, and usual parametric methods become infeasible to handle them. The proposed method provides a tool to handle high-dimensional covariate problems with the introduction of the nonparametric term θ(z T α). A natural concern is which covariates should appear in the linear term x T β and which should enter the nonparametric term θ(z T α). Choices of x and z covariates depend on the nature of individual data sets, though discrete covariates often enter the model as the x covariates in a linear form rather than in a nonparametric term due to the continuity requirement of the argument of the θ(.) function. In practice, it is common to choose covariates of primary interest as the x covariates (if the linear relationship x T β is adequate to reflect their relationship with the response). Despite these considerations, it would be interesting to develop a rigorous method for variable selection under the framework of (2.1).
There is little work concerning this problem for clustered data, though Kong and Xia [10] and Li and Liang [12] respectively discussed model selection under single-index models and general semiparametric regression models.
Without exception detailed technical conditions are needed here to guarantee rigorous proofs. Below we outline several key assumptions with the detailed list of conditions omitted. For more details see [2] . (e) K(·) is a symmetric probability density function with bounded support.
In the following development the identities are valid to the order of
Appendix B. Several lemmas
First we introduce notation that correspond to the form of i in estimating functions U iφ (α, β, θ(.), φ). Note that i may be written as
T . In the following, superscript * for a vector or matrix is used to indicate the ordering similar to that in Y * i , and double superscript * * is for the one similar to that in ξ i . To be more specific, let θ * (z i , α) = (1
T be m * × 1 vectors, where
T be an (m − s + 1) × p matrix for s = 1, . . . , m, and Q * * 
whose sth diagonal blocks are diag{
, j = s+1, . . . , m} and diag{ 
Assuming the fourth moment of Y i exists, we denote
Denote Q nst (u) as the (s, t) element of Q n (u), s, t = 1, 2. Let Q nx1 (u) and Q nz1 (u) be the 1st rows of Q nx (u) and Q nz (u),
respectively.
Lemma B.1. If the conditions of Theorem
for some function Q 22 (u), and
Proof. Note that 1 By the Taylor series expansion, the second term of (B.2) can be decomposed as
at the convergence of ( β, α). This expression and (B.2) imply that . . . 
