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Abstract--In envelope-constrained filtering, the filter is optimized subject o the constraint that the 
filter response to a given signal ies within a specified envelope or mask. In this note, we develop an 
efficient method for solving a class of nonsmooth optimization problems which covers the envelope- 
constrained filtering problem as a special case. 
1. INTRODUCTION 
Consider the design of a filter with time-invariant finite impulse response (FIR) such that its out- 
put in response to a class of input signals lies within an output pulse shape envelope and such that 
its gain with respect o input white noise is minimised. The class of input signals is also defined 
in terms of a pulse shape envelope. This filtering problem is said to be envelope-constrained with 
uncertain input (ECUI). It was first proposed in [1] and was solved by combining the primal-dual 
algorithm with Goldstein-Levitin-Poljak gradient projection method [2,3]. Although algorithm 
was shown to converge for certain step size sequences, numerical results indicated that the con- 
verge rate was quite poor. In this note, we develop a simpler and more efficient method for 
solving a class of nonsmooth optimization problems which covers the ECUI problem as a special 
case. In this new method, properties of the cost function and the constraints are used to derive 
an equivalent standard quadratic programming problem which has a unique solution and which 
can be solved efficiently by known techniques, (see [4, Chapter 10; 5]). 
2. PROBLEM FORMULATION 
Consider the following class of nonsmooth optimization problems: 
PROBLEM (P) .  
min Ilull 2 (la) 
subject to: 
Au + Bin I <_ e, ( lb) 
Ou = d, ( lc) 
B >_ O, (ld) 
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where u E R", e E R L, d E R K are given vectors, and A ,B  E R Lxn, D E R Kx" are known 
matrices. In ( lh), lul denotes the vector u with ui replaced by [uil. In (Id), we have used the 
notation 
B>_Oc~b~j>_O, Vi = 1,2, . . . ,L ;  Vj  = 1 ,2 , . . . ,n .  (2) 
For convenience, we also introduce the following notation. 
(i) For x ,y , s  E R", 
x=max{y,z}c~z i=max(y~,z l} ,  V/= 1,2 , . . . ,n .  (3a) 
(ii) For x ,y  E R", 
xre lyc~z i re ly i ,  V i= l ,2 , . . . ,n .  (3b) 
where tel might be <, _<, >, >_, etc. 
LEMMA 1. For x E r ,  let p(x), q(x) E R" be defined by 
p(x) = max{x,0}, (4a) 
q(x) = max{-x,0}. (4b) 
Then, the following properties are satisfied. 
l(a) (p(x))Tq(x) = O; (5) 
l(b) p(x) - q(x) = x; (6a) 
1(c) p(x) + q(x) = Ixl; (6b) 
l(d) For each x, y E R n with x >_ 0 and y >_ O, there exists a unique non-negative 
function r(-) such that p(x - y) + q(x - y) = x + y - r(x - y); 
l (e) I lp(x)[[  2 + I lq(x) l l  2 = Ilxll2; (7)  
l ( f )  p (x )  >_ O, q(x) >_ O. (8) 
PROOF. 
l(a) (p(x))'rq(x) Y'~i=IP/(X) q/(x) " a - - .  n - "  E/=I  m x{x,, 0} maxT--zi, 0} = 0. 
l(b) For i = 1 ,2 , . . . ,n ,  
pi(x) -- qi(x) = max{zl ,  0} -- maxT--zl, O}, 
• ~ > o =~ p~Cx) - q~(x) = ~, - o = ~,  
x~ < o ~ p~(x)  - q , (x )  = o - ( -x , )  = ~, .  
l(c) For i=  1 ,2 , . . . ,n ,  
pi(x) + qi(x) = max{zl, O} + maxT-zi, O}, 
x~ > o ~ wCx) + q~Cx) = ~, - o = I~1, 
z~ < o ~ p,(x)  + q~Cx) = o + ( -~)  = I~,1. 
l(d) For i = 1 ,2 , . . . ,n ,  
pi(x - y) + qi(x - y) = maxTzi - Yl, O} + max{-(z l  - Yi), 0}, 
zi - Yi >_ 0 ::~ pi(x - y) + qi(x - y) = xi - Yi + O = zl - Yl 
=~ ri(x - y) = 2yi >_ O, 
x,  - y,  < o ~ p , (x  - y)  + q, (x  - y)  = 0 + [ - ( z ,  - y,)]  = - z ,  + y,  
r~(x - y) = 2xi >_ 0. 
l(e) From (6a) and (5), we have 
Ilxll 2 = l ip (x )  - q (x ) l l  2 = [ Ip(x) l l  ~ + I Iq(x)l l  2 - 2 (p (x ) )Tq(x )  
= IIp(x)ll 2 + IIq(x)llL 
l(f) The result is obvious. 
Envelope constrained filtering 
We can now transform the problem (P) into a new problem. 
following. 
From Lemma l(e), the cost function is transformed as follows: 
[lull 2 = llp(u)ll 2 + llq(u)[l 2. 
From Lemma l(b) and 1(c), the constraints are transformed as follows: 
An + Blul = A(p(u) - q(u)) + B(p(u) + q(u)) 
and 
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The details are given in the 
(9) 
(10a) 
~(g  - h) + B(g  + h) = A(x" - y ' )  + B(x" + y* - r(x" - y*))  
= A(x* - y*) + B(x* - y*) - Br(x" - y*) = e - Br(x" - y ' ) .  
However, B > 0 and r(x* - y*) >_ 0, and therefore, 
A(g - h) + B(g + h) _< e. 
Thus, g and h satisfy the constraints in the problem (P2). Now, from Lemma l(e) and by 
assumption (12), it follows that 
I lgll 2 + I lhl[ 2 = I Ix* - y ' l l  2 < I Ix* l l  ~ + I ly 'U 2. 
However, this contradicts the fact that (x*, y*) is the optimal solution to (P2). Hence, (12) is 
false, and the proof is complete. 
and 
Du = D(p(u) - q(u)). (10b) 
Thus, from (9) and (10), the problem (P) is equivalent to the problem (P1). 
PROBLEM (P1).  
min [[xll ~ + llyH 2 ( l la) 
subject o: 
A(x - y) + B(x -t- y) _< e, (11b) 
D(x - y) = d, (11c) 
B >__ 0, (11d) 
x ~ 0, (11e) 
y _> 0, (11f) 
(x )Ty  = 0. (ng)  
Note that the problem (P1) is difficult to solve because of (11g). However, we will show that 
the problem (P1) is equivalent to the following problem (P2). 
PROBLEM (P2). Problem (P1) without (11g). 
LEMMA 2. Let (x*,y*) be the optimal solution to the problem (P2). Then, (x*)Ty ° = 0. 
PROOF. We assume the conclusion to be false. Then, 
(x*)Ty" > 0. (12) 
Let g = p(x* - y*) ~ 0, and h = q(x* - y*) ~ 0. Then, it follows from Lemma l(b) and l(d) 
that 
D(g - h) = D(x* - y*) = d 
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The proof of the following theorem follows in a straightforward manner from Lemma 2. 
THEOREM 1. Let (x*,y*) be the solution to the problem (P2), and let 
l~I : X* -- y*. 
Then, fl is an optimal solution to problem (P). Conversely, let u* be the optimal solution to the 
problem (P), then (5, ~') = (p(u*), p(u*)) is an optimal solution of the problem (P2). 
It is easy to show that Problem (P2) is equivalent to the following optimization problem. 
PROBLEM (P3). 
min []z]] 2 
subject to: 
Hz < e; 
Gz = d; 
z_>O, 
where z E R 2n, H = [A + B , -A  + B] E R Lx~", and G = [D,-D]  E R Kx2n. 
Note that Problem (P3) involves a convex cost and a convex constraint set. Thus, the problem 
has a unique solution provided the constraint set is nonempty. Furthermore, if z* is the solution 
to (P3), then it can be partitioned as: 
[x.] z* = with y* y .  x*, E R n 
such that (x*, y*) is an optimal solution to (P2). The converse is also straightforward toprove. 
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