The constant modulus (CM) cost function is analyzed for array signal processing. The analysis includes arbitrary source types. It is shown that CM receivers have the signal space property except in two special cases. Local minima of CM cost function are completely characterized for the noiseless case. In the presence of measurement noise, the existence of CM local minima in the neighborhood of Wiener receivers is established, and their mean squared error (MSE) performance, output power, estimation bias and residual interference are evaluated. Numerical examples are presented to demonstrate the effects of signal statistics on the locations of CM local minima.
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Introduction
Since the inception of the constant modulus algorithm (CMA) in 1980, proposed first by Godard [3] and later independently by Treichler and Agee [11] , CMA has been successfully implemented in various applications including equalization for microwave radio links and blind beamforming in array signal processing. Although originally invented for the equalization of a single-user intersymbol interference (ISI) channel, it has been recognized, first by Gooch and Lundell [4] , that CMA applies also to the multiuser beamforming problem where the objective is to estimate one or all the source signals from an array of receivers. The so-called constant modulus array [4, 5, 8] is perhaps the first application of CMA in array processing.
Despite the similarity between the equalization and beam-forming problems, there are several key differences. In beam forming, different users may have different signal constellations whereas in (single user) equalization, all symbols are identically distributed. It is also possible that some interference may come from impulsive noise sources that have super-Gaussian statistics. Effects of signal or interference statistics on the performance of CM receivers have so far not been characterized. The second important difference is that the channel response matrix for the beam-forming problem does not have the (block) Toeplitz structure. Initialization techniques effective in the equalization problem [10] cannot be applied, which makes the initialization of CMA in beam-forming applications much more critical.
There are two classes of approaches when CMA is applied to beam-forming problems. The multistage CM array [6, 8, 9] estimates source signals sequentially. At the first stage, CMA is used to estimate one of the source signals. Which source is extracted first depends on the initialization of CMA, and it is usually unknown. The contribution of the estimated source is then subtracted from the received signal according to the mean squared error (MSE) criterion. This process continues until all sources are extracted. If the estimate at every stage is close to the minimum mean squared error (MMSE) estimate, this process approximates the MMSE estimate of all source signals obtained by the Wiener receiver; see [8, 9] for the analysis. When CMA at the first stage fails to converge or its estimate has a large MSE, its error accumulates through different stages, and the multistage CMA approach may not perform well. The second class of approaches obtain the signal estimate in a single step. One example is the algebraic CMA (ACMA) proposed by Van der Veen [12] . Unlike multistage CMA, these approaches are not subject to estimation error propagation. Unfortunately, there is a lack of analysis for these algorithms about how well they behave in the presence of noise.
A source is super-(sub-) Gaussian when
where s % has the Gaussian distribution.
Main results and related work
In this paper, we perform an analysis of CMA at the first stage for the multistage CMA array approach. Such an analysis is especially important since all subsequent stages depend on the application of CMA at the first stage. Furthermore, the same analysis can also be applied to other stages when, as we shall show in this paper, the CM receiver at the first stage closely approximate the Wiener receiver. We summarize next the main results of this paper with comments of related work.
¹he signal space property: Section 3 gives the CM cost function in the general form followed by the proof of the signal space property of CM receivers. A receiver is said to have the signal space property if its coefficient vector is in the column space of the array response matrix, which is indeed the case for Wiener receivers. Such a property is significant when there are more sensors than sources. We show in Section 3 that CM receivers do have the signal space property except for in two special cases (i) there is no noise; and (ii) there are no sub-Gaussian sources. When there is no noise, there are infinitely many local minima, each can be generated from a minimum in the signal subspace. Specifically, CM local minima are made of cosets of the noise subspace generated from local minima in the signal space. Hence, it is sufficient to analyze CM local minima in the signal subspace. When there are no sub-Gaussian sources, we show that CM receivers are in the orthogonal complement of the signal subspace spanned by the columns of the array response matrix associated with the super-Gaussian sources. In other words, a CM receiver filters out all super-Gaussian sources. The signal space property of CMA is first obtained for equalization problem in [13] [14] [15] . The results presented in Section 3 are more general and its proof is more direct.
CM local minima: the noiseless case: The results presented in Section 4 address the following question: where are CM local minima when there is no noise? Foschini [2] was the first to show that all CM local minima inverse the channel matrix for the equalization problem. We consider here the general source condition including signals with arbitrary (sub-Gaussian, Gaussian and super-Gaussian) sources. We show that when there exist sub-Gaussian sources, a receiver is a local minimum of the CM cost function if and only if it perfectly extracts a sub-Gaussian source. When sources are superGaussian or Gaussian, two special cases are addressed separately assuming the number of sources equals to the number of sensors. (i) If all sources are super-Gaussian, the minimum of CM cost function is unique up to a phase rotation. The output of the CM receiver in this case includes signals from all sources. (ii) If the sources are Gaussian and super Gaussian, all receivers with a fixed output power and orthogonal to the columns of the array response matrix corresponding to the super-Gaussian sources are CM local minima. The characterization of CM local minima for the noiseless case is therefore complete.
CM local minima: the noisy case:
In Section 5, we analyze CM local minima assuming the presence of noise in the same spirit of Zeng et al. [14] . Focusing on the case of sub-Gaussian sources, our results generalize that in [14] to include signals with different distributions. We derive tests for the existence of CM local minima in the neighborhood of Wiener receivers. These local minima are referred to as the Wiener type CM local minima. Also presented are MSE bounds, output power conditions, and properties of receiver bias and residue interference.
Numerical examples: The goal of Section 6 is twofold. First, we evaluate, through the use of an example, the quality of the MSE bounds derived in Section 5. Second, we study the effects of the statistics of interfering signals. We demonstrate that a super-Gaussian interference may remove a CM receiver of a sub-Gaussian source from the neighborhood of its Wiener receiver, a case that has not been reported elsewhere. Since such an example does not exist when there is no noise as shown in Section 4, it highlights the significant difference between the noiseless and noisy cases. We also demonstrate the behavior of CM receiver when sources are closely located.
The problem
Consider a multiple-input multiple-output model shown in Fig. 1 : A linear estimate y of one element of s, say s , is obtained by
where f3C, is the estimator response vector, and q_H&f3C+ is the (conjugate) total system response. This model is illustrated in Fig. 1 . A constant modulus (CM) estimator is defined by a local minimum of the CM cost
where r is referred to as the dispersion constant. In general, r can be choosen arbitrarily, resulting merely a scaling factor in the local minima of the above optimization. Conventionally, if s G is to be estimated, we set r"E"s G "/E"s G " so that when there is no noise and under the general condition specified in Theorem 2, s can be estimated perfectly by a global minimum of Eq. (3).
In analyzing local minima of the CM cost function, we shall make the following assumptions: A1: H3C,"+ has full column rank. A2: Source vector s is non-Gaussian with independent components, zero-mean with E(ss&)"I, and symmetrical. A3: w is Gaussian with zero mean and covariance I, and it is independent of s. Assumption A1 implies that the number of sensors is no less than the number of sources, and no two sources have exactly the same propagation path. The extension to non-full column rank cases can be obtained by following [15] . A2 includes the possibility of sources having different statistics except the case when all sources are Gaussian. When s is Gaussian, it is shown in Section 3 that, all receivers having output power equal to r/2 are global minima.
The CM cost function and the signal space property
Under A2 and A3, the CM cost function in Eq. (3) has the following form:
where
Some insights can be gained by examining terms in Eq. (4). Note that # f # R is the output power of the receiver. Hence, the CM cost is affected primarily by the output power of the receiver and the fourthorder terms of the system response e& K H&f weighted by the signal cumulant K . It is evident that for a super-Gaussian source s K , K '0, A CM receiver tends to minimize the corresponding term e& K H&f. On the other hand, for a sub-Gaussian source, A CM receiver tends to enhance the corresponding term in the system response. These, of course, must be accomplished with considerations of the output power term. Note here that if all sources are Gaussian, K "0 for all m. The minimization of the CM cost leads to receivers whose output power is r/2. In general, CM estimators for this case are not useful, which is the reason we have assumed that the source vector s is a non-Gaussian.
Analyzing the cost function in Eq. (4) directly is cumbersome. Most existing analyses transform the optimization of receiver coefficients to the optimization of the system response q_H&f. Unfortunately, the optimization of f3C, is in general not equivalent to the optimization of q3Q_+q_H&f " f3C,, except for the case when H is square and full rank. For example, when there are more sensors then sources, the analysis of CM cost function is complicated by the existence of the null (noise) space of H. The following theorem establishing the signal space property of CM receivers makes the analysis of CM receivers in Q possible. Theorem 1. Assume that C H, is not empty, i.e., N'M, and '0.
If one of the sources is sub-Gaussian, then all local
minima of JM ( f ) (4) are in the signal subspace C H , each with power satisfying
2. If one of the sources is sub-Gaussian, then all local minima of the optimization constrained by
whose output power are greater than r/2 are local minima of the unconstrained minimization of JM ( f ).
If there is no sub-Gaussian sources, then
is the set of global minima of JM ( f ), where C H is the space spanned by the columns of H corresponding to the Gaussian sources.
Proof. See Appendix A. With Theorem 1, when there is at least one subGaussian source, the optimization of JM ( f) is equivalent to the constrained optimization in Eq. (8), which is equivalent to the optimization of q_H&f3C+,
Eq. (10) is obtained by substituting f"(H&)Rq into Eq. (4). If q is a minimum of J(q) defined in Eq. (10), then the corresponding CM minimum can be obtained by
whose output power is greater than r/2. Note that in the noiseless case, the set of CM local minima is the coset of C H, generated from the optimization of J(q). Consequently, we shall from now on focus on the minimization of J(q) in C+.
Minima of CM cost function: the noiseless case
The goal of this section is to establish the relation between the set of local minima of J(q) and the set of desirable system responses that completely eliminate the interference from other users. Without loss of generality, we assume that the first M \ users are sub-Gaussian followed by M Gaussian sources, and the last M > signals are super-Gaussian. The complete characterization of CM local minima is given by the following theorem which generalizes that of Foschini [2] .
Theorem 2. Consider the CM cost function J(q) in
Eq. (10) .¸et be the set of local minima of J(q).
If there are sub-Gaussian sources
, then is the set of perfect receivers for the subGaussian sources,
If all sources are super-Gaussian
If sources are a mix of Gaussian and super-Gaussian signals
Proof. See Appendix B.
Remarks. is subGaussian, the CM cost function has a local minimum q. If there are two sub-Gaussian sources s ,s , CM receivers are q and q, shown in Fig. 2(b) . Finally, the CM receivers are q, q and q, when all the three sources are sub-Gaussian (Fig. 2(c) ).
(2) When N"M and all sources are super-Gaussian (Case 2), local minima are located at a vertices of a box as illustrated in Fig. 3(a) .
(3) For Case 3, in which there is no sub-Gaussian sources, CM receivers are on a quadratic surface in the subspace spanned by the columns of H associated with Gaussian sources. For example, if the first two sources are Gaussian and the third is super-Gaussian, any q"0 with q #q "r/2 are the local minima of CM cost function (51), which is illustrated in Fig. 3(b) .
Minima of CM cost function: the noisy case
The presence of noise complicates the analysis considerably. In such a case, the characterization of all local minima of CM cost in ways similar to Theorem 2 appears to be difficult. Our goals in this section are (i) to locate those local minima near the Wiener receivers; and (ii) to investigate the properties of these local minima including their output power, bias and MSE. Following [13, 14] where it was shown that, when the MMSE is not too large, there exists a CM local minimum in the small neighborhood of the Wiener receiver, we obtain similar results for complex signals with possiblely different distributions. To simplify the analysis, we shall further restrict ourselves to the cases when all sources are sub-Gaussian, i.e.
A4: E("s K ")(2, m"1,2, 2 ,M.
Location of CM receivers
To locate CM local minima in the neighborhood of Wiener receivers, we adopt the two-step approach by Zeng and Tong in [13] . First, a compact neighborhood of the Wiener receiver is defined using parameters relevant to the receiver MSE performance. Second, parameters are chosen such that the CM cost function on the boundary of the neighborhood is strictly greater than a reference inside the neighborhood. By the Weierstrass theorem, this neighborhood must contain at least one local minimum. Before we proceed in defining the neighborhood that captures a CM receiver, let us recall the Wiener receiver defined as one that minimizes the mean square error
The Wiener receiver for signal s is the minimum of the above optimization
Again, without loss of generality, we shall restrict our discussion of estimating s throughout this section.
The neighborhood
The neighborhood is defined through a special parameterization of the system response q. Given an estimator of s , denote its system response by
where is the receiver gain of s and q ' is the vector of coefficients corresponding to the (relative) residue interference from other users. Suppose the Wiener receiver
The neighborhood B(q , 3 , * , 3 ), illustrated in Fig. 4 , is a slice of a cone centered around the Wiener receiver q with receiver gain 3[ where C is the submatrix of by removing the first column and row. The 'width' of the cone is specified by 3 which is, as shown in [14] , the maximum extra unbiased MSE among all receivers in the neighborhood, i.e,
Here MSE(q) stands for the mean square error of an estimator with system response q.
The location of CM local minima
Select the reference q "
We aim to choose * , 3 and 3 so that (i) q is inside the neighborhood; and (ii) the CM cost on the boundary of B(q , 3 , * , 3 ) is strictly greater
Given an estimator of s , let the system response be q" 
et * and 3 be determined by
and
then there exists a local minimum of J(q) in B(q , 3 ,
Proof. See Appendix C.
Theorem 3 gives sufficient conditions of the existence of a CM receiver in the neighborhood of the Wiener receiver. Given the Wiener receiver and the distribution of source signals, one can check the two conditions given in Eqs. (32) and (33), both depend on the distributions of source signals. If they are satisfied, then there exists a CM receiver in the neighborhood of the Wiener receiver. Table 1 gives the maximum value of MSE of the Wiener receiver for QAM sources to satisfy Eq. (32) assuming that r"r . As to Eq. (33), polynomial D( ) needs to be calculated first, then its smallest positive root 3
. When the noise is small enough, for any sources, a root of D( ) can always be found less than #q ' # and Eq. (32) can be satisfied with close to 1, which means that there must be a local minimum of J(q) in the neighborhood of the Wiener receiver. Part (b) of Theorem 3 gives the result consistent with the noiseless case. As measurement noise becomes zero, the neighborhood defined by B(q , 3 , * , 3 ) shrinks to one, the Wiener receiver. We note that the above theorem does not cover those local minima not in the vicinity of Wiener receivers.
Output power, bias and MSE of CM receiver
In Section 3, it is shown that the output power of any CM receiver is greater than r/2 when there is at least one sub-Gaussian source. In this section, the upper bound of the output power of the local minima of J(q) is obtained for the case that all the sources are sub-Gaussian. Further, we compare the output power, bias, residue interference of CM receiver in the region B(q , 3 , * , 3 ) with that of the Wiener receiver, and give the MSE bounds of the CM receiver. 
then the output power of CMA receiver is less than that of the ¼iener receiver, i.e.
and the bias of the CMA receiver is greater than that of the ¼iener receiver, i.e.
" ")
.
Proof. See Appendix D.
With r "r, Eq. (37) is equivalent to '(r/4!2r.
For some signals, Eq. (40) can never be true. For example, 64QAM and 128QAM, (r/(4!2r)" 1.0599 and (r/(4!2r)"1.0167, respectively. Our simulation shows that the output power of CMA receiver is greater than that of the Wiener receiver for 64QAM and 128QAM sources, respectively. If Eq. (37) is true, we also can know that " "( , i.e., the bias of the reference q is larger than that of Wiener receiver.
A useful performance measure of a receiver is its mean squared error (MSE). In the following theorem, the MSE bounds are given for the local minimum located in B(q , 3 , * , 3 ). 
where J (q) is the MSE of a receiver q.
Proof. See Appendix E.
Similar to the conditions (32) and (33) in Theorem 3, E 3 , E * and K E can be computed from the Wiener receiver and the distributions of sources. If J (q ), the MSE of Wiener receiver, is small, the extra MSE of CM receiver over that of the Wiener receiver can be approximated by Eq. (42).
Numerical results
We present in this section several numerical studies of CM cost function when it is applied to estimating a narrow-band source using a linearly spaced antenna array. We have focused our study on the case with channel noise since the CM local minima are completely characterized in Theorem 2 for the noiseless case. The objective of this section is twofold. First, we evaluate the quality of the MSE bounds derived in Section 5. Second, we investigate the effect of the presence of super-Gaussian interference. In contrast to the noiseless case, the presence of super-Gaussian interference may remove the CM local minimum from the neighborhood of Wiener receiver.
We tested the case with four uniformly quarterwavelength spaced antenna elements and three sources, i.e., N"4, M"3. All users had the same power. We considered the performance of CM receiver for (i) well separated sources; (ii) closely spaced interference with different source distributions; and (iii) clustered sources.
Properties of CM local minima
We considered first the case of three well-separated sources: a QPSK source at !10°, a 16-QAM source at 15°, and a 64-QAM at 35°. To estimate QPSK source s at !10°, we chose r"r "1. Fig. 5 shows the lower and upper MSE bounds given in Eq. (41), the MSE of the Wiener receiver, and the MSE of the CM receiver. We also marked the reference point q , defined in Eqs. (23) and (24), as an approximation of the CM receiver. From  Fig. 5 , we observe that both the lower and the upper bounds were tight. The MSEs of CM receiver q (-), its approximation q ( * ), and the Wiener receiver q (-) were indeed very close to each other. This was further demonstrated in Table 2 for SNR"10 dB. For this case, we see that the output power of CMA is less than that of the Wiener receiver, and the interference level is greater than
The CM receiver is obtained from the gradient search of the true CM cost function. that of the Wiener receiver, both predicted by Theorem 4. Note that because the output power is greater than 0.5, the local minimum obtained by searching q is indeed the local minimum obtained by searching f as shown in Theorem 1. When the condition (40) of Theorem 4 is not satisfied, the output power of the CM receiver may be greater than that of the Wiener receiver, which is in contrast to the equalization problem for BPSK signals [14] . Table 3 documents one such case when all three signals were 64-QAM sources. Note also that the CMA, its approximation, and the Wiener receiver remained close in this case.
Effects of co-channel interference
We considered the same three source case but with varied interference statistics, QPSK, 16QAM, 64QAM, Gaussian sources and super-Gaussian sources with r"E"s""3. It is evident from Fig. 6 that, for the case of well-separated sources, the signal statistics of the interference affects little the location of CM local minimum and its approximations.
Can super-Gaussian interference remove a CM local minimum?
We considered next the case when the source locations were closer. Specifically, the angles of Table 3 CMA and MMSE at SNR"10 dB ( arrival were !10°, 0°and 35°, which means that interference from the second user was closer to the desired signal. Fig. 7 shows the MSE of CM receiver for the QPSK source s with the interference s varied from 64-QAM to a super-Gaussian source r "6. In this case, we observed that the effects of interference constellation is not significant when they were sub-Gaussian. However, when the interference s was changed to super-Gaussian with r "6, the MSE behavior of CM receiver at lower SNR region showed significant difference from the case when s was 64-QAM. For the noiseless case, we have already shown in Theorem 2 that the presence of super-Gaussian interference has no effect on the location of the CM receiver for a subGaussian source, which was indeed verified at high SNR region. At low SNR, this example appeared to show the contrary. Table 4 gives the CM coefficients for the three users at SNR"10 dB. It appeared that, initialized at their Wiener receivers, all CM receivers converged to the one close to the Wiener receiver for user s . Further test showed that it seemed to be the case that the super-Gaussian interference did remove the local minimum from the neighborhood of the Wiener receiver for user 1.
Closely spaced sources
Finally, we considered the case when the three sources were clustered with angles of arrival at 10, 15 and 20°. All source signals were QPSK. Figs. 8  and 9 show the MSE of CM receivers for user 1 and user 2, respectively. The presence of noise affects these two users quite differently. At low SNR, there was no CM local minimum in the neighborhood of Wiener receiver for user 1 due to the power constraint given in Theorem 1. Table 5 shows that, when initialized at the Wiener receiver, the gradient search leads to one close to the Wiener receiver for user 2. As SNR increases, the CM local minimum re-emerges in the neighborhood of Wiener receiver of user 1. This phenomenon does not occur for user 2 for SNR from 8 to 10 dB, and it occurs for SNR in the range of 11-43 dB. Shown in Table 6 is the case for SNR"14 dB. Initialized at the Wiener receiver for user 2, the CM gradient search leads to the local minimum in the neighborhood of Wiener receiver for user 3.
We checked the gradient of CM cost function in the neighborhood of the Wiener receiver. Among receivers having less than 50% extra MSE, i.e. (MSE(q)!MSE(q ))/MSE(q )( 50%, 10 receivers were tested for their gradient and found them lower bounded by 0.0005. 
Conclusion
Blind beam forming based on the constant modulus cost function has several distinct advantages, especially when all sources are sub-Gaussian. The most important is, perhaps, the connection between the Wiener and CM receivers. When there is no noise and all sources are sub-Gaussian, all local minima of CM cost function are global and they perfectly estimate all the sources. When there is noise, we have shown in this paper that those sources whose MMSE is not too large can also be estimated by CM receiver with similar MSE. In fact, CM receivers for these sources are approximately scaled Wiener receivers. This means that the CM array approach is close to the MMSE estimate of all the sources provided that, at each stage, the MMSE of some source is not too large and appropriate initialization is used. There are cases, however, that there is no CM receiver in the neighborhood of the Wiener receiver. In this case, the CM array cannot extract this source accurately, and significant error propagation may occur.
When there are mixed sources, it should be cautioned that the presence of super-Gaussian sources may remove CM local minima from the neighborhood of Wiener receivers at low SNR. When there is no noise and at least one sub-Gaussian source, we show that CM receivers filter out all Gaussian and super-Gaussian sources. When all sources are either Gaussian or super-Gaussian, CM receivers filter out all super-Gaussian sources. It is perhaps not surprising that CM cost function tends to favor sub-Gaussian over Gaussian and super-Gaussian sources, and Gaussian sources over super-Gaussian sources.
For further reading, see [3] .
This implies that when there are K non-zero entries q KH , j"1,2, 2 ,K, in a stationary point q, we have three possibilities: S0: q"0. S1: KG KH '0, ∀i, j"1,2, 2 ,K,
Next we will check the stationary points and obtain the local minima of J(q). The Hessian matrix of Eq. (B.1) is
which, according to K, has the following three forms at the stationary points defined in S1:
(B.10)
Since £ q £ qH J(q)" q 0 "!2rI(0, q"0 is a local maximum. 1. First, we show case 1 (M \ '0): If all sources corresponding to non-zero entries of q are super-Gaussian, i.e., r KH '2,
Hence £ q £ qH J(q) is indefinite and the stationary point is not stable. If all sources corresponding to non-zero entries of q are sub-Gaussian, i.e., r KG (2, then
Eqs. (B.13) and (B.14) again imply that £ q £ qH J(q) of Eq. (B.9) is indefinite; therefore, there is no local minimum when 2)K)M and KH O0. When r KH "2, j"1,2, 2 ,K, consider a stationary point q in S2,
Thus J(q# q)!J(q)" +\ K K " q K "(0, which means q given in S2 are not local minima.
Therefore, q"q K e K is a local minimum iff r K (2. This proves
, it is easy to see that Eqs. (B.10) and (B.9) are indefinite and Eq. (B.8) is positive definite, i.e.,
, for any qO0, J(q# q)!J(q)'0, which implies that q is a local minimum.
Appendix C. Proof of Theorem 3
The proof has four steps: (i) express the CM cost function using the extra MSE defined in Eq. (21) and the receiver gain and ; (ii) give the reference q ; (iii) prove there is a local minimum in B(q , 3 , * , 3 ); and (iv) verify that when noise variance goes to 0, CM receiver goes to the Wiener receiver. it can be shown [13, 14] that
According to Eq. (C.1), the CM cost function J(q) is then given by
where ' and are defined as in Eqs. (26) and (25), respectively. In the following, Eq. (C.2) will be used to locate the local minima of J(q).
Choose reference
with the minimum CM cost:
we get
Thus,
"r!r " "
Since the noise variance '0, we have C'I L q \ . Then
Therefore,
"c ( )" "#c ( )" "#c . According to Eq. (31),
, we have #q ' # )(1! )/ . Therefore, Thus, we obtain the bounds in Eq. (41):
