Sparse multivariate models for pattern detection in high-dimensional biological data by Wang, Zi
Sparse multivariate models for pattern detection
in high-dimensional biological data
A thesis presented for the degree of
Doctor of Philosophy of Imperial College
by
Zi Wang
Department of Mathematics
Imperial College
180 Queen’s Gate, London SW7 2AZ
JULY 28, 2015
2I certify that this thesis, and the research to which it refers, are the product of my own work,
and that any ideas or quotations from the work of other people, published or otherwise, are
fully acknowledged in accordance with the standard referencing practices of the discipline.
Signed: Zi Wang
3Copyright
Copyright in text of this thesis rests with the Author. Copies (by any process) either in full,
or of extracts, may be made only in accordance with instructions given by the Author and
lodged in the doctorate thesis archive of the college central library. Details may be obtained
from the Librarian. This page must form part of any such copies made. Further copies (by
any process) of copies made in accordance with such instructions may not be made without
the permission (in writing) of the Author.
The ownership of any intellectual property rights which may be described in this thesis
is vested in Imperial College, subject to any prior agreement to the contrary, and may not
be made available for use by third parties without the written permission of the University,
which will prescribe the terms and conditions of any such agreement. Further information
on the conditions under which disclosures and exploitation may take place is available from
the Imperial College registry.
4To a faded friendship, with gratitude.
5Abstract
Recent advances in technology have made it possible and affordable to collect biological
data of unprecedented size and complexity. While analysing such data, traditional statis-
tical methods and machine learning algorithms suffer from the curse of dimensionality.
Parsimonious models, which may refer to parsimony in model structure and/or model pa-
rameters, have been shown to improve both biological interpretability of the model and the
generalisability to new data.
In this thesis we are concerned with model selection in both supervised and unsuper-
vised learning tasks. For supervised learnings, we propose a new penalty called graph-
guided group lasso (GGGL) and employ this penalty in penalised linear regressions. GGGL
is able to integrate prior structured information with data mining, where variables sharing
similar biological functions are collected into groups and the pairwise relatedness between
groups are organised into a network. Such prior information will guide the selection of
variables that are predictive to a univariate response, so that the model selects variable
groups that are close in the network and important variables within the selected groups.
We then generalise the idea of incorporating network-structured prior knowledge to associ-
ation studies consisting of multivariate predictors and multivariate responses and propose
the network-driven sparse reduced-rank regression (NsRRR). In NsRRR, pairwise relat-
edness between predictors and between responses are represented by two networks, and
the model identifies associations between a subnetwork of predictors and a subnetwork of
responses such that both subnetworks tend to be connected. For unsupervised learning,
we are concerned with a multi-view learning task in which we compare the variance of
high-dimensional biological features collected from multiple sources which are referred
as “views”. We propose the sparse multi-view matrix factorisation (sMVMF) which is
6parsimonious in both model structure and model parameters. sMVMF can identify latent
factors that regulate variability shared across all views and the variability which is charac-
teristic to a specific view, respectively. For each novel method, we also present simulation
studies and an application on real biological data to illustrate variable selection and model
interpretability perspectives.
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Chapter 1
Introduction
1.1 Challenges in pattern recognition in biological data
The last two decades have witnessed a large amount of various biological data such as
single nucleotide polymorphisms (SNPs), genome-wide microarray gene expressions and
DNA methylations being produced, which provided a wealth of information to understand
the complex biological mechanisms and their consequences. Statistical modeling and ma-
chine learning are among the main tools to resolve such learning tasks. For instance, one
may carry out an association study between SNPs data and gene expression data to iden-
tify genetic variants that affect gene regulation. This type of study, referred as expression
quantitative trait loci (eQTL) mapping, can reveal substantial heritable variation in gene
expression within and between populations [Gilad et al., 2008]. For another example, one
may compare global mRNA expression data collected from multiple organisms at multi-
ple time points during the cell-cycle, hoping to reveal common and distinctive cell-cycle
mRNA expression oscillation patterns among and within the disparate organisms [Ponna-
palli et al., 2011]. On one hand, statistical models and machine learning algorithms have
generated and led to numerous biological discoveries; on the other hand, they have been
constantly challenged by the ever increasing dimensionality, complexity, and variety of
biological data.
The first challenge to existing statistical models and machine learning algorithms arises
from the high dimensionality of the data. By high dimensional data we refer to the case
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where the number of subjects is much smaller than the number of measurements (vari-
ables). This problem makes it challenging to estimate the parameters of a model. For
instance, when we fit a linear regression model to a high dimensional dataset with a uni-
variate response, the design matrix would be rank deficit and the linear coefficients could
not be computed in the normal way. Secondly, many high dimensional data are very noisy,
thus for models which are sensitive to noise and uncertainty, model interpretation and pre-
diction performance may suffer from overfitting.
The second challenge is that high dimensional biological data often have many re-
dundant features and only a small subset of the features are relevant to the desired study.
Therefore, parsimony is necessary to data mining and the understanding of the underlying
biological processes. Here, the meaning of parsimony lies in two aspects: parsimonious
structure and/or sparse model parameters. In unsupervised learning, the majority amount
of non-random variability within a dataset may be driven by a few latent factors, in which
case dimensionality reduction techniques will capture the intrinsic variability of the dataset
while reducing the complexity of the model. In supervised learning, associations between
multivariate predictors and multivariate responses may be driven by a few latent factors, in
which case models with parsimonious structure would be more appropriate and better at
revealing the true biological interactions. However, since biological data often consist of
thousands and even up to a few millions of variables, a model with parsimonious structure
in which each latent factor regulates all variables is still difficult to interpret and may well
result in model overfitting. Imposing sparsity in model parameters can enable us to identify
the subset of features that are truly relevant to the desired study, which offers more biolog-
ical insights and improves the generalisability to new data [Tibshirani, 1996, Jongeneel
et al., 2005].
The third challenge arises from the variety of data that are available which may be
incorporated to improve the interpretability of the model. For example in an association
study where our interest lies in identifying predictive SNPs to a disease-related trait, apply-
ing hypothesis testing or some simple algorithms may only extract a few SNPs randomly
located in the genome each carrying a strong effect, but fail to identify the vast amount of
genetic variants each carrying a moderate or weak effect yet jointly participating in some
biological process and having a large influence on the trait. A remedy to improve variable
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selection results would involve incorporating existing biological knowledge and promoting
the selection of SNPs belonging to genes which are known to participate in a biological
process that are relevant to the study. The success of this strategy will depend on select-
ing the relevant information to be integrated with the statistical model or machine learning
algorithms, and how the additional information is integrated with the datasets to guide vari-
able selection in deriving biologically plausible models [Tibshirani et al., 2005, Wang et al.,
2010, Silver and Montana, 2012].
In this thesis, we shall present three novel models motivated by three studies involving
high dimensional biological datasets. A common technique called “regularisation” will be
used to address the challenges posed by such data. In Section 1.2 we briefly introduce
regularisation methods, and we introduce the biological problems and summarise our con-
tributions in Section 1.3.
1.2 Introduction to regularisation methods
Many statistical models and machine learning algorithms can be formulated as an optimi-
sation problem in which a loss function f is minimised. Examples of f include the squared
loss for regression models and the hinge loss and logistic loss for classification. We con-
sider a regression model in which observations on p predictor variables collected from n
samples are arranged in an n × p matrix X , and the univariate response is denoted by n-
dimensional vector y. In statistical modeling, the association between predictors and the
univariate response is typically quantified by a p-dimensional vector β, whose estimate is
obtained by minimising a function f : Rp → R. We assume f is smooth and Lipschitz
continuous. In regression settings, f is typically taken as the squared loss and the estimates
of β can be obtained by solving:
minimise: f(β) = ‖y −Xβ‖22
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where ‖.‖2 refers to the `2-norm. Estimated coefficients denoted by βˆ can be explicitly
obtained by:
βˆ = (XTX)−1XTy (1.1)
where the superscript T denotes matrix transpose, provided that the inverse of (XTX)
exists. However, in the context of high dimensional data where n << p, X does not have
full column rank and that (XTX)−1 does not exist. A remedy of this is to search the optimal
β that minimises f within a constraint region defined by Ω(β) ≤ 0, where the function Ω:
Rp → R+∪{0} is referred as the “penalty function”. Apart from making the computations
feasible, such a constraint may also impose a desired pattern to the estimates βˆ, obtained
by solving the constrained optimisation problem:
minimise: f(β)
subject to: Ω(β) ≤ 0 (1.2)
Under mild conditions [di Pillo and Grippo, 1989, Boyd and Vandenberghe, 2004], solution
to (1.2) is equivalent to that of:
minimise: f(β) + λΩ(β) (1.3)
where λ is a non-negative regularisation parameter which controls the weight of the penalty
Ω. Statistical models and machine learning algorithms which amount to optimising (1.3)
are referred as regularisation methods.
For convenience of the discussion, we categorise penalties into “structured” and “un-
structured” types. Structured penalties enforce or encourage a particular pattern on the
estimated coefficients βˆ based on either prior knowledge or some measure of relatedness
derived from the data. Therefore the solution to (1.3) depends on both the data and the
structure the penalty imposes. Unstructured penalties may well enforce particular patterns
on the solution such as sparsity, however, the solution is solely data-driven as no prior
knowledge is considered by the model. A comprehensive survey unstructured and struc-
tured penalties will be given in Section 2.2 and 2.3. A brief discussion of incorporating
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prior information in Bayesian models is given in Section 2.4 where we also draw connec-
tions with frequentist approaches (i.e. penalties).
1.3 Summary of contributions
1.3.1 Graph-guided group lasso
In Chapter 2, we consider a linear regression problem with a univariate response, and pro-
pose a new penalty called “graph-guided group lasso (GGGL)”. This work is motivated
by genome-wide association studies (GWAs) in which we search for SNPs that are most
predictive to a univariate trait. We firstly give a comprehensive review of classic and state-
of-the-art penalties which can impose various patterns on model parameters. We then pro-
pose the GGGL which can integrate prior biological information in the form of gene-SNP
mapping and a gene network representing pairwise relatedness between the genes such that
the model promotes selection of functionally related genes and important SNPs within such
genes. We present a serial estimation algorithm which cyclically updates the coefficients
of one group (gene) of variables (SNPs) at a time and a parallelised estimation algorithm
implemented on graphics processing units (GPUs) which updates the coefficients of sev-
eral groups of variables simultaneously in one step. We also give a new variable ranking
algorithm which can determine the optimal weight of the prior information in relation to
the loss function and rank the variables according to their importance in model. We report
the results in simulation studies and our findings in an application of a GWA.
The GGGL methodology and simulation results were published in Wang and Montana
[2014]. The GWAs application was included in Krishnan et al. [2015], collaborated with
Michelle Krishnan and others. Peter Nash helped with the implementation of the paral-
lelised estimation algorithm on GPUs.
1.3.2 Network-driven sparse reduced-rank regression
In chapter 3, we generalise the linear regression problem in the previous chapter to allow
multivariate responses. We extend the previous work of sparse reduced-rank regression
(sRRR) [Vounou et al., 2010] to network-driven sparse reduced-rank regression (NsRRR)
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which searches associations between multivariate predictors and multivariate responses
while integrating prior information in the form of two networks describing the pairwise
relatedness between the predictors and responses, respectively. This work is motivated by
an association study in which we aim to identify a small subset of functionally related DNA
methylations and a small subset of expression measurements corresponding to some func-
tionally related genes which are strongly correlated. We present simulation results and our
discoveries in an ovarian cancer study. We also include a technical discussion on the con-
nections between reduced-rank regression, latent variable model, and multi-task regression,
all of which can be applied to solve this type of problem.
The NsRRR methodology, simulation and application results were published in Wang
et al. [2014]. The application was done in collaboration with Dr Edward Curry.
1.3.3 Sparse multi-view matrix factorisation
Chapter 4 deals with a multi-view learning problem in which we compare the same biolog-
ical measurements obtained from more than two population groups or from more than two
environment conditions. This work is motivated by analysing mRNA expression measure-
ments collected from three tissue groups where our objective is to distinguish the variability
among the subjects that is shared across all tissues from the variability that is characteris-
tic to a specific tissue. We firstly present a review of existing methods for unsupervised
multi-view learning where the task is to understand the common features (and possibly
view-specific features too) across multiple representations of the same data objects referred
as “views”. We then present the sparse multi-view matrix factorisation (sMVMF) model
which seeks latent factors that drive the non-random variability shared across all tissues
and specific to each tissue respectively and identifies important gene expressions for each
latent factor. We apply sMVMF to simulated and real data from the TwinsUK cohort to
demonstrate its performance.
The sMVMF methodology, simulation and application results were included in Wang
et al. [2015], which has been accepted for publication. The application was done in collab-
oration with Dr Wei Yuan.
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Chapter 2
The graph-guided group lasso
2.1 Introduction to genome-wide association studies
Individual in a human population each has a unique set of traits, such as height, weight,
skin/hair/eye colour, dialect, intelligence, and intestinal permeability. Traits which are di-
rectly observable or measurable are called “phenotypic traits”, and some phenotypic traits,
for instance intestinal permeability, may be indicators of disease status or quantitative mea-
sures of disease risk or physical properties [Frazer et al., 2009]. While variation in traits
such as dialect and perhaps weight amongst individuals may be caused or predominately
affected by environmental factors, variation in other traits such as skin and eye colour is
generally arisen from the difference in gene frequencies, which is referred as genetic vari-
ation. Human genetic variation consists of many types, for instance, copy number varia-
tion, insertion-deletion variation, inversion variation, and single-nucleotide polymorphism
(SNP) which is the most common type [Frazer et al., 2009]. Each SNP represents a vari-
ation in the genome where a single nucleotide - Adenine (A), Thymine (T), Cytosine (C),
or Guanine (G) - differs between paired chromosomes. SNPs occur regularly at an average
frequency of one in 300 nucleotides in a human DNA sequence. While most SNPs have no
effect on disease development, some have been proved to have a causal effect on various
diseases. The associations between genetic variations and human traits have traditionally
been investigated through inheritance studies in families [Easton et al., 1993]. While this
has proved useful for single gene disorders, associations identified with complex diseases
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involving multiple genetic determinants are hard to reproduce [Altmu¨ller et al., 2001]. In
the last decade, the number of genome-wide association studies (GWAs) has increased im-
mensely [Haines et al., 2005, Ku et al., 2010, Ripke et al., 2011, Cui et al., 2013]. GWAs
search common genetic variants across the human genome in unrelated individuals that are
associated with a trait. They have succeeded in identifying reproducible associations with
thousands of human diseases and traits [Johnson and O’Donnell, 2009, Li et al., 2012b,
Leslie et al., 2014]. This work is motivated by a GWAs application in which we assume the
genetic variants are SNPs, and we develop a statistical method to identify SNPs associated
with a univariate trait. We refer the SNPs/genes having a non-random association with the
trait as “associated SNPs/genes”, which are to be inferred.
GWAs typically consist of a case-control study design, in which the subjects are par-
titioned into case and control groups, and hypothesis tests (e.g. based on χ2 statistic) are
carried out for each SNP to examine if the allele frequencies are significantly altered be-
tween the case and control groups [The Wellcome Trust Case Control Consortium, 2009,
Clarke et al., 2011]. An illustration of a case-control design of GWAs is given in Figure 2.1.
Some limitations of this approach include: substantial estimation biases and spurious asso-
ciations due to violation of the assumptions in case-control design [Pearson and Manolio,
2008]; insufficient sample size in comparison to the number of variables - typically sample
sizes vary between a few hundreds and a few thousands, whereas the number of SNPs to
be investigated is about 1 million and may go beyond 10 millions [The Wellcome Trust
Case Control Consortium, 2009, National Center for Biotechnology Information, 2014];
and multiple testing issues [Pearson and Manolio, 2008].
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Figure 2.1: An illustration of the work-flow in a case-control design of GWAs. Subjects
are partitioned into case and control groups. For each SNP, a hypothesis test is performed
to examine if allele frequencies are significantly different between the case and control
groups.
In this chapter we consider the case in which the trait of interest is continuous measure-
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ment rather than a binary indicator. We assume that the SNPs have been genotyped and we
denote the major allele by “A” and the minor allele by “a”, such that the genotypes can be
expressed as one of “AA”, “Aa”, and “aa”. We further assume a linear regression model
with additive genetic effects [Stranger et al., 2007], such that the predictors take values
0, 1, or 2 which represent the number of minor alleles at each locus, and the strength of
associations can be quantified by the coefficients of the linear regression model. When the
number of subjects is greater than the number of SNPs, the coefficients can be estimated by
minimising the empirical loss function (the squared loss). A t-test can then be performed
on the linear coefficient to evaluate whether the genetic effect is significant [Uda et al.,
2008]. However, in GWAs, the number of SNPs typically greatly exceeds the number of
subjects, which raises computational issues in coefficients estimation. Many regularised
methods have been proposed to tackle this problem, which involve adding a penalty term
of the coefficient vector to the objective function being minimised [Signoretto et al., 2009,
Ojeda et al., 2010, Chen et al., 2010a, Hoffman et al., 2013]. Taking the `1 norm of the
coefficient vector as the penalty term, amongst others, some entries in the estimated co-
efficients are set to zero and a set of important SNPs can be automatically selected which
correspond to the non-zero entries in the estimated coefficient vector [Tibshirani, 1996].
In GWAs and other applications, there appears to be two trends in the recent develop-
ment of penalised linear regression models. The first is developing fast computation algo-
rithms that can be applied to “big data” problems [Richta´rik and Taka´cˇ, 2013a,b], where
the sample size is as large as 200, 000 or more [ICBP, 2011] and the number of predic-
tors is comparable or much larger than the sample size; the second trend is developing
new penalties to impose biologically informed sparsity patterns. The motivation is that the
variability in disease related traits often arises from the joint contribution from multiple
loci within a gene and the joint action of genes within a pathway [Luo et al., 2010, Silver
et al., 2013]. Although some genetic variants may only facilitate a moderate or weak effect
on the trait individually, their joint effect could be influential. Unfortunately, the set of
SNPs extracted by purely data-driven methods often account for only a small proportion of
the genetic variants associated with the trait, which may provide very limited insight into
the biological mechanisms underpinning the complex disease [Manolio et al., 2009]. One
promising approach involves incorporating prior biological information on the functional
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relations between the genetic variants to guide the selection of associated predictors. The
hope is that the penalty function acting on this information will encourage the selection of
co-functioning genetic variants and hence producing a set of important predictors explana-
tory of the variability in the trait as well as biologically plausible [Tibshirani et al., 2005,
Wang et al., 2010, Silver and Montana, 2012].
Prior information on the relatedness between variables, which we shall refer to as
“structured knowledge” [Bach et al., 2012], can be organised in many ways. In the context
of genetics studies, one way to organise the structured knowledge regarding co-functioning
SNPs and genes is partitioning the candidate SNPs into non-overlapping groups according
to the gene-SNP mapping, where each group corresponds to a set of SNPs that constitute
a gene or a pathway. Using the group lasso penalty [Yuan and Lin, 2006], the model can
identify a set of important genes or pathways which explain the variability in the disease
related trait [Zhou et al., 2010, Wang et al., 2012b]. In practice, SNPs are mapped to the
nearest gene which may result in some SNPs being mapped to a gene which does not par-
ticipate in the same biological process as the SNPs do. In this scenario, selecting all SNPs
from such a gene will not capture the true biological story and thus lead to model mis-
specification. Using the sparse group lasso penalty, only the truly relevant SNPs within the
important genes or pathways are extracted, which enhances model selection accuracy and
provides better insight of the biological process [Simon et al., 2013]. When groups overlap,
for instance when a SNP is mapped to more than one gene, using group lasso methods the
set of selected SNPs belong to the union of some important genes [Jacob et al., 2009, Silver
and Montana, 2012, Silver et al., 2013].
Another way to organise the structured knowledge of the co-functioning genes is to
present the pairwise relations in a network. Typically, the nodes represent genes (or pro-
teins), two nodes are connected by an edge if the associated genes belong to the same
genetic pathway or share related functions [Szklarczyk et al., 2011]. In previous GWAs,
such networks are often used after the set of important genes have been selected to exam-
ine the roles of these genes in the biological process [Raj et al., 2012, Lee et al., 2013].
Nonetheless, the reverse engineering which uses the gene network as prior information to
guide the selection of interacting genes has also been exploited. Selected genes often locate
in densely connected regions in the given network and this has been shown to improve the
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accuracy of variable selection [Li and Li, 2008, Azencott et al., 2013b, Qian et al., 2014].
In this work we consider the case where heterogeneous prior information is available
for GWAs: SNPs are grouped into genes, and genes are organised into a weighted gene
network encoding the functional relatedness between all pairs of genes. We believe that
integrating prior knowledge from these two levels will lead to improved variable selection
accuracy of genes and SNPs while facilitating biologically informed models. Specifically,
we propose a penalised regression model, the graph-guided group lasso (GGGL), which
selects functionally related genes and SNPs within these genes that are associated with a
quantitative trait. An illustration of the sparsity pattern encouraged by the GGGL is pre-
sented in Figure 2.2. The rest of this chapter is organised as follows: In Section 2.2 and
2.3 we review existing unstructured penalties and structure-imposing penalties. A discus-
sion of incorporating prior knowledge using Bayesian methods is given in Section 2.4. We
propose a penalised regression model with a new penalty, the graph-guided group lasso
(GGGL), in Section 2.5, and we study the properties in Section 2.6. A serial and a paral-
lel computation algorithm are presented in Section 2.7 and 2.8 respectively. Experimental
results on simulated and real data are presented in Section 2.10 and 2.11.
Figure 2.2: Illustration of the sparsity patterns allowed by the GGGL model: SNPs are
grouped into genes, and the pairwise relations between the genes are represented by a net-
work. The model selects genes which explain the variance observed in the response variable
and the most influential SNPs within these genes. The network structure is accounted such
that the model encourages the selection of genes which are connected in the network.
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2.2 Introduction to unstructured penalties
Recall from Section 1.2 that penalties can be categorised into “structured” and “unstruc-
tured” based on whether they incorporate information on the relatedness between variables.
In this section, we present a survey of unstructured penalties. We adopt the same notation
from Section 1.2 and we consider the optimisation problem:
minimise: f(β) + λΩ(β) (2.1)
where f is smooth and Lipschitz continuous and we assume f as the standard squared loss
function of a linear regression model in this section for convenience of the presentation. λ
is a non-negative regularisation parameter which controls the effect of the penalty Ω.
Bridge penalty
A large family of unstructured penalties can be written as an `Q-norm of the coefficient
vector β, namely:
Ω(β) = ‖β‖QQ =
p∑
j=1
|βj|Q (2.2)
whereQ > 0. (2.2) can be equivalently formulated into a constrained optimisation problem
as in (1.2), which attains the constraint:
‖β‖Q − κ ≤ 0 (2.3)
for some κ ≥ 0. This general form of constraints/penalties is referred as “bridge penalty”.
The two-dimensional contours of (2.3) are illustrated in Figure 2.3. In subfigure (1), Q is
fixed to 1 and we see that the contour shrinks as κ decreases, or equivalently as λ increases
in (2.1). The same observation also holds for all Q > 0, which demonstrates that the
bridge penalty shrinks the estimated coefficients βˆ towards zero, where larger λ or smaller
κ induces more shrinkage.
Subfigure (2) illustrates the different shapes of the contours asQ increases from below 1
to much larger than 1. Assuming that f(β) is the squared loss function for linear regression,
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Figure 2.3: (1) illustrates that the size of the contour shrinks as κ decreases in (2.3), where
0 < κ1 < κ2 < κ3 and Q = 1. (2) shows the contours for Q = 0.2, 0.5, 1, 2, 10. We
note the region within the contour corresponds to a concave set in R2 for 0 < Q < 1 and a
convex set for Q ≥ 1. This figure is extracted from Frank and Friedman [1993].
then the contours of f(β) = c, where c is a constant, in the (β1, β2) plane consist of
concentric ellipses around the ordinary least squares (OLS) estimates. Intersection of the
contours of f(β) = c and the contours of the constraint region will be (almost always)
at singular points should they exist [Jenatton, 2011]. Hence, for 0 < Q ≤ 1, the bridge
regression estimate will lie on some axis, which in our two-dimensional illustrative example
corresponds to either β1 = 0 or β2 = 0 and thus a sparse solution can be obtained. On the
other hand, for Q > 1, it is almost impossible for the two contours to intersect at a point on
any of the axes, hence a sparse solution is generally not attained.
Although any choice of Q in the interval (0, 1] can generate sparse coefficients, in prac-
tice, Q = 1 is most commonly chosen [Tibshirani, 1996, Shevade and Keerthi, 2003] so
that the constrained region is a convex set and we have a convex optimisation problem.
Convex optimisation enjoys many “nice” properties, for instance any local minimum must
be a global minimum, hence is “easier” to solve than the general problem [Boyd and Van-
denberghe, 2004]. When Q > 1, the constrained region is a strictly convex set and the
optimisation problem in (1.2) and (2.1) is convex optimisation for both squared and lo-
gistic loss functions. In practice, Q = 2 remains the most common choice [Hoerl and
Kennard, 1970] while Q =∞ is also applied [Bondell and Reich, 2008].
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Ridge regression
Where Q = 2 in (2.2), Ω is referred as the ridge penalty [Hoerl and Kennard, 1970]. For
the rest of this section and Section 2.3, let the columns of X be normalised and the vector
y be centered so that the predictors are measured in the same scale and the intercept term
can be dropped in linear regression. Assuming a squared loss function f(β) = ‖y−Xβ‖22,
the estimated βˆ that minimises:
‖y −Xβ‖22 + µ‖β‖22 (2.4)
attains a closed form solution:
βˆridge = (XTX + µI)−1XTy (2.5)
where I is the identity matrix [Hoerl and Kennard, 1970]. Note when n < p or collinearity
exists, XTX is not invertible and hence the OLS estimate:
βˆOLS = (XTX)−1XTy (2.6)
cannot be computed. However, (XTX + µI) is always invertible and the ridge estimate
can be obtained even when predictors are high-dimensional. µ is a regularisation parameter,
notably when µ = 0, βˆridge = βˆOLS; when µ → ∞, βˆridge → 0. Assuming an orthog-
onal design such that XTX = I , βˆridge = 1
1+µ
βˆOLS , which shows that ridge regression
reduces the variance of the estimate at the cost of creating bias. In fact, taking XTX = I ,
βˆOLS = XTy which is always computable regardless of the invertibility of XTX and the
solution is very similar to βˆridge where µ is large, subject to a constant factor. Thus, we can
consider diagonalising XTX as an extreme ridge penalisation. Depending on the choice of
µ, ridge regression can achieve a smaller mean squared error in prediction compared with
the standard linear regression [Hoerl and Kennard, 1970].
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`0 norm
To enforce model sparsity, an intuitive penalty would be Ω(β) = ‖β‖0, where the `0
pseudo-norm gives the number of non-zero entries in β. As the regularisation parame-
ter λ in (2.1) increases, ‖β‖0 decreases and the solution is more sparse. However, the
penalty function is not continuous and the optimisation problem is hard to solve and gen-
erally leads to combinatorial and intractable solutions [Natarajan, 1995]. In practice, the `0
pseudo-norm is relaxed to relieve the computation difficulties while preserving sparsity.
Lasso regression
Taking Q = 1 in (2.2), the least absolute shrinkage and selection operator (lasso) penalty
has been a key research topic over the last two decades [Tibshirani, 1996, 2011]. Assuming
a squared loss function, βˆlasso minimises:
‖y −Xβ‖22 + 2λ‖β‖1 (2.7)
where the factor “2” is added to the second term for normalisation purpose. As illustrated
in figure 2.3 (1), the contours defined by the lasso penalty have singular points all of which
lie on some axis, thus prompting solutions on the axes which correspond to some entries in
βˆlasso being zero. As such, lasso automatically identifies an important subset of predictors
which constitute a simpler predictive model for the response y. To understand why the
solution favours singular points or some degenerate parts of the constraint contour, we
refer the readers to Barvinok [1995]. The sparsity level in βˆlasso is regularised via the non-
negative parameter λ: as λ increases from zero, more entries in βˆlasso will be zero and less
variables will be retained in the model; there exists a threshold λmax and for λ ≥ λmax,
βˆlasso = 0 and no variable is selected.
The effect of lasso penalty can be handily illustrated in the case of an orthogonal design
XTX = I . In such case, the solution to (2.7) can be explicitly derived: [Tibshirani, 1996]
βˆlassoj = σ(X
T
j y) ·max{0, |XTj y| − λ} (2.8)
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Figure 2.4: Illustration of the effect of the soft-thresholding function βˆ = Sλ(β): the
function uniformly shrinks β towards zero for |β| > λ and sets βˆ = 0 if |β| ≤ λ.
where σ(x) is the sign function which equals 1 if x > 0, −1 if x < 0, and 0 if x = 0. The
right hand side of (2.8) is referred as the soft-thresholding function, denoted by Sλ(XTj y)
[Donoho and Johnstone, 1995]. We illustrate the effect of this function in figure 2.4: for
|XTj y| > λ, Sλ(XTj y) uniformly shrinksXTj y towards zero by λ; and for |XTj y| ≤ λ, it sets
βˆj to zero. Similar to ridge regression, lasso sacrifices some estimation bias for a reduction
in variance and better interpretability.
Note the `1-norm of β is convex, which makes powerful methods of convex optimi-
sation applicable to the computation of βˆlasso. Algorithms attempted at solving lasso re-
gression include Tibshirani [1996], Efron et al. [2004], Nesterov [2007], Friedman et al.
[2007], Wu and Lange [2008], Beck and Teboulle [2009], Wright et al. [2009], Needell
and Tropp [2009], Yuan et al. [2010], Richta´rik and Taka´cˇ [2013a]. However, the penalty
is not strictly convex, hence lasso estimates generally do not assign identical coefficients
to predictors that are perfectly correlated [Zou and Hastie, 2005]. Instead, lasso tends to
select one variable from a group of highly correlated variables, which leads to inaccurate
model interpretations. This can be illustrated by figure 2.5: assuming X1 and X2 are per-
fectly correlated, βˆlasso1 = βˆ
lasso
2 only if the OLS estimate (βˆ
OLS
1 , βˆ
OLS
2 )
T lies within the
constraint region colored dark gray or the four strips colored light gray.
Formal theoretical results on variable selection accuracy of lasso are typically con-
cerned with variable selection consistency and sign consistency. Specifically, let p > n and
let λ = λ(n) and βˆlasso = βˆlasso(n) both be dependent on n. Variable selection consistency
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Figure 2.5: Assuming X1 and X2 are perfectly correlated variables, lasso will only assign
equal coefficients to βˆ1 and βˆ2 if the OLS estimate lies within the constraint region (dark
gray) or in the strips colored light gray.
refers to: [Zhao and Yu, 2006]
P ({j : βˆlassoj 6= 0} = {j : βj 6= 0})→ 1, as n→∞ (2.9)
and sign consistency refers to:[Zhao and Yu, 2006]
P (σ(βˆlasso) = σ(β))→ 1, as n→∞ (2.10)
where σ(x) is the sign function. In high-dimensional settings, it has been shown by inde-
pendent researchers that both types of consistency rely on an “irrepresentable condition”
plus some minor technicality [Meinshausen and Bu¨hlmann, 2006, Zhao and Yu, 2006, Zou,
2006, Yuan and Lin, 2007, Wainwright, 2009]. The irrepresentable condition requires that
the predictors in the true model are irrepresentable by the predictors not in the true models,
which essentially constrains on the correlation between the two sets of predictors. The mi-
nor technicality includes assuming that the random errors are independent and identically
distributed (i.i.d.) and have finite even moments, and that the number of predictors in the
true model is small compared with p and n. We refer the readers to Zhao and Yu [2006] for
a full list of conditions.
In practice, in particular when n << p, the design matrix hardly satisfies the “irrep-
resentable condition” [Zhang, 2010]. In such cases, lasso tends to over-shrink large coef-
ficients and include unimportant variables in order to compensate for this over-shrinkage
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[Fan and Li, 2001]. As a consequence, a large number of false positives are likely to be
selected by the model. In fact, it was shown the optimal regularisation minimising the
prediction error cannot achieve variable selection consistency [Leng et al., 2006].
Elastic net and OSCAR
Elastic net penalty addresses the model misspecification problem of lasso in the presence
of highly correlated variables. The penalty is a composite term of ridge and lasso [Zou and
Hastie, 2005], and the coefficients are obtained by minimising:
‖y −Xβκ‖22 + µ‖βκ‖22 + 2λ‖βκ‖1 (2.11)
where κ = (1+µ)−1. The authors show using strictly convex penalty such as the elastic net,
perfectly correlated predictors have the same estimated coefficients (up to sign difference if
negatively correlated) and will be selected or excluded from the model altogether - we shall
refer to this as the “grouping effect”. Figure 2.6 provides an illustration of this property
for elastic net: the elastic net contour is consisted of four arcs in the four quadrants which
allow tangential lines in any direction, whereas the lasso contour favours tangents in the
β2 = ±β1 direction. Assuming linear regression with the standard squared loss, for a pair
of highly correlated predictors, lasso tends to select one predictor whereas ridge and elastic
net tend to assign similar coefficients.
The effect of the elastic net penalty can be intuitively thought as a two-step operation:
in the first step, a de-correlation is performed by the `2 norm and ridge coefficients are
computed; in the second step, the `1 norm shrinks the ridge coefficients towards zero and
a sparse solution is obtained. In both operations, unbiasedness is sacrificed for variance
reduction of the coefficient estimates. However, the additional shrinkage from `2 norm
does not help much improve parameter estimation and model interpretation. Therefore, the
constant factor κ is introduced to remove the shrinkage of coefficients induced by the `2
norm. As in ridge and lasso regression respectively, regularisation parameter µ controls the
strength of de-correlation and λ controls model sparsity.
Octagonal shrinkage and clustering algorithm for regression (OSCAR) addresses the
same model misspecification problem of lasso where correlated predictors are present. As-
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Figure 2.6: Comparison of the contours of ridge, lasso, elastic net, and OSCAR penalty:
the enclosed region is convex for all penalties, and strictly convex for ridge and elastic net.
Assuming linear regression with the standard squared loss, for a pair of highly correlated
predictors, lasso optimiser tends to be obtained at a vertex on the square contour, hence only
one of the correlated predictors will be selected; ridge and elastic net optimisers tend to be
obtained on the arcs and hence correlated predictors will get similar (up to sign difference)
coefficients; the constrained region of OSCAR is not strictly convex but the contour has
eight singularity points, and highly correlated predictors will have identical coefficients
(up to sign difference).
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suming a linear regression with the standard squared loss, OSCAR estimates minimise:
‖y −Xβ‖22 + 2µ
p∑
j=1
∑
k>j
max{|βj|, |βk|}+ 2λ‖β‖1 (2.12)
The penalty function is essentially a weighted `1 norm of β which is convex but not strictly
convex. However, the constraint region contains extra singular points than lasso penalty on
the lines defined by {(βj, βk) : j 6= k, |βj| = |βk|}. For a pair of coefficients (β1, β2),
the penalty defines an octagonal constraint contour in the parameter plane, as illustrated
in Figure 2.6, and thus promotes solutions to (2.12) on the eight vertices. In general, if
X1 and X2 are highly correlated, OSCAR estimate will be obtained at a singular point on
the constraint contour, hence the two predictors are assigned the same coefficients (up to
sign difference if negatively correlated). Under the same scenario, elastic net will assign
similar coefficients and hence do not guarantee thatX1 andX2 will be selected or excluded
from the model altogether. The regularisation parameter λ controls model sparsity, and µ is
intimately related to the shape of the constraint space. In the two-dimensional illustration
in Figure 2.6, when µ = 0, OSCAR collapses to lasso and the green line coincides with
the red line; as µ increases, the OSCAR contour becomes closer to a square whose sides
are parallel to either of the axes, and consequently the primary interest of the model shifts
from variable selection to variable clustering; when µ =∞, the OSCAR contour becomes a
square and the four intersection points with the axes are no longer singular points, therefore
the estimated coefficients will all have the same magnitude.
Other variations of lasso
Lasso uniformly shrinks the OLS estimates towards zero which creates bias of the esti-
mator. For OLS estimates which have large magnitudes, this shrinkage towards zero is
unnecessary as it does not affect model selection results of the corresponding predictors
while having a negative influence on estimation efficiency and prediction performance.
The smoothly clipped absolute deviation (SCAD) penalty reduces the bias of lasso estima-
tor by applying different penalisation on OLS estimates with various magnitude [Fan and
Li, 2001]. Specifically, in SCAD, two thresholds are defined such that: 0 < λ1 < λ2.
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For OLS estimates whose magnitude are less than λ1, a soft-thresholding is applied; for
OLS estimates whose magnitude are larger than λ2, no shrinkage is imposed; for OLS
estimates whose magnitude are between λ1 and λ2, the amount of shrinkage is between
the soft-thresholding and zero shrinkage. The SCAD estimates are shown to possess vari-
able selection consistency and are almost unbiased under regularity conditions [Fan and Li,
2001]. A similar approach is the minimum concave penalty (MCP) which applies hard-
thresholding, namely setting the coefficient below the threshold value to zero, if the OLS
estimate is below a threshold λ1; the shrinkage then continuously decreases towards zero
and finally reaches zero if the OLS estimate is beyond a second threshold λ2 > λ1 [Zhang,
2010]. By combining MCP with the ridge penalty, an analogous version of elastic net called
Mnet is proposed which can select correlated variables altogether and possesses variable
selection consistency [Huang et al., 2010]. Following the same principle, relaxed lasso
applies hard-thresholding to OLS estimates whose magnitude are less than a threshold λ
while applying a smaller shrinkage to the other OLS estimates [Meinshausen, 2007], and
thus reduces the bias of the non-sparse coefficients.
Variable selection consistency of lasso requires a necessary “irrepresentable” condition
on the design matrix which is non-trivial and in some scenarios cannot be satisfied [Mein-
shausen and Bu¨hlmann, 2006, Zhao and Yu, 2006, Zou, 2006]. Adaptive lasso relaxes this
condition by replacing the `1 norm penalty in lasso by a weighted `1 norm, and possesses
some nice properties such as variable selection consistency and convergence in distribution
to the coefficients estimated given the true model [Zou, 2006]. However, its finite sample
prediction accuracy does not always dominate lasso since the weights in adaptive lasso de-
pend on OLS estimates which may have large estimation variance where highly correlated
variables exist. In high-dimensional setting where OLS estimates are not computable, the
weights need to be computed from ridge estimates. In a simulation study presented by
Huang et al. [2008], adaptive lasso has shown no clear advantage over lasso in either vari-
able selection or prediction accuracy. An adaptive elastic net penalty was also proposed for
support vector machine [Li et al., 2009].
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2.3 Introduction to structured penalties
Recall from Section 1.2 that penalties can be categorised into “structured” and “unstruc-
tured” based on whether they incorporate information on the relatedness between variables.
In this section we give a comprehensive review of the classic and state-of-the-art structured
penalties which motivated our work in the next section. Structured information can be or-
ganised either in groups or graphs. We present the group-structured penalties in Section
2.3.1 and the graph-structured penalties in Section 2.3.2.
2.3.1 Group-structured penalties
Group-structured prior knowledge on predictors can be represented by the set
R = {R1, R2, ...}where each element is a set containing predictor indices which is referred
as a “group”, and the groups R1, R2, ... may overlap. Grouping structure arises commonly
in biological data. For instance, gene expressions can be grouped together if they belong
to the same biological pathway, and SNPs which map to the same gene can naturally form
groups. It is assumed that predictors belonging to the same group are related and should
be encouraged to be selected altogether [Yuan and Lin, 2006, Jacob et al., 2009, Simon
et al., 2013]. We use upper case letters I , J , K, etc. to denote group indices such that RI ,
RJ , RK are all elements in R. For any given set S of variables, let |S| be the number of
elements in S. We use XI to denote the n× |RI | sub-matrix of X , where the columns are
extracted from the members of RI .
Non-overlapping groups
Group lasso was first proposed by Bakin [1999], and further developed by Yuan and Lin
[2006]. Assuming the groups do not overlap, under a linear regression model, group lasso
estimates βˆGL are obtained by minimizing the following function with respect to β:
1
2
‖y −Xβ‖22 + λ
|R|∑
K=1
cK‖βK‖2︸ ︷︷ ︸
penalty: Ω(β)
(2.13)
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where βK refers to the entries in β corresponding to RK . cK is a constant depending on
RK which is used to correct the variable selection bias towards large groups. A common
choice of cK is cK =
√|RK |. Unless all groups contain exactly one variables in which case
the group lasso penalty in (2.13) collapses to lasso, the penalty function is strictly convex
which guarantees any local minimum of the objective function is also a global minimum.
Therefore, the group estimates βˆGLK must equate the derivative of (2.13) with respect to
βK to zero. Yuan and Lin [2006] showed a necessary condition for group sparsity, namely
βˆGLK = 0 for some group RK , is:
1
cK
· ‖XTK(y −
∑
J 6=K
XJ βˆ
GL
J )‖2 < λ (2.14)
where the left hand side can be interpreted as an averaged correlation coefficient between
the predictors in RK and the model residual where predictors in group RK are not ac-
counted. The group lasso penalty thus replaces the correlations between unimportant pre-
dictor groups and the response using a re-parameterisation of important predictor groups.
The sparsity pattern obtained is such that the a pre-defined group of variables are either
selected or unselected altogether by the model.
Theoretical properties of group lasso have been developed which typically assume the
‘irrepresentable” condition. The irrepresentable condition requires that the predictors in
the true model are irrepresentable by the predictors not in the true models, which essen-
tially constrains on the correlation between the two sets of predictors. For instance, Bach
[2008] assumes a variant of the irrepresentable condition [Meinshausen and Bu¨hlmann,
2006, Zhao and Yu, 2006] and an invertible covariance matrix of the predictors, and proves
the consistency of group selection for fixed p. Nardi and Rinaldo [2008] replace the ir-
representable condition by an asymptotic condition on the regularisation parameter λ and
group-associated weights cK and prove group selection consistency for fixed p under other
mild conditions. In high-dimensional settings where p >> n, Wang and Leng [2008]
generalise the adaptive lasso [Zou, 2006] to adaptive group lasso. Assuming the group
weights are obtained from the group lasso estimates, Wei and Huang [2010] prove that the
adaptive group lasso model can achieve variable selection consistency under a restricted
eigenvalue condition [van de Geer and Bu¨hlmann, 2009] which requires that the eigenval-
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ues of the gram matrix associated with the truly important groups are bounded away from
zero. Most recently, Meinshausen [2015] proposed a significance test and confidence inter-
vals for a group of highly correlated variables in linear regression models with group lasso
penalty without making any assumption on the design matrix. An interesting and important
question is when group lasso outperforms lasso in terms of variable selection accuracy. In-
tuitively, group lasso can outperform lasso if the predictors within each pre-defined groups
are either mostly important predictors or redundant predictors. Thus, evaluating the impor-
tance of the predictors at groups level enhances the signal of the truly important predictors
and increases the chance to select them. A theoretical formulation of this argument is given
in Huang and Zhang [2010], where the intuitive idea is formally described by the strong
group sparsity condition.
As a final remark, the `2 norm of the group estimates in (2.13) could be replaced by
`∞ norm [Zhao et al., 2009, Turlach et al., 2005]. The resultant objective function, often
referred as the `1/`∞-regression, tends to assign equal coefficients (up to a sign difference)
to predictors belonging to the same group, and it attains efficient algorithms to compute the
optimal coefficients. Another variant, the group bridge, replaces ‖βK‖2 in (2.13) by ‖βK‖γ1
where γ ∈ (0, 1) [Huang et al., 2009].
Bi-level selection
In some cases, it may be of scientific interest to know if an individual variable within an
important group is important or not. This motivates penalties which can carry out variable
selection at both groups level and individual variable level, which we refer as “bi-level
selection” [Huang et al., 2012]. One of such penalties consists of adding an `1 norm of the
coefficients to the group lasso penalty in (2.13), which gives the sparse group lasso penalty
[Simon et al., 2013]:
Ω(β) = λ1
|R|∑
K=1
cK‖βK‖2 + λ2‖β‖1 (2.15)
Note the penalty function is strictly convex, hence under the squared loss any local min-
imum is guaranteed to be the global minimum. The `1 norm induces additional singularity
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points at βj = 0, for j = 1, 2, ..., p, and hence promotes bi-level sparsity. Specifically, if
a group is regarded unimportant, all variables belonging to that group attain zero coeffi-
cients; if a group is regarded important, the group will be selected and important variables
within this group attain non-zero coefficients while unimportant variables will attain zero
coefficients. λ1 and λ2 are non-negative real valued regularisation parameters: for fixed λ2,
λ1 controls the number of groups to be selected; for fixed number of selected groups, λ2
regularises the number of individual predictors to be selected.
Another family of penalties for bi-level variable selection can be categorised into a
composite function framework: [Breheny and Huang, 2009]
Ω(β) = g
( |R|∑
K=1
f
(‖βK‖1)) (2.16)
where f(.) and g(.) are concave functions on [0,+∞). f(.) is referred as the inner penalty
which induces sparsity within a group, g(.) is referred as the outer penalty which induces
sparsity at groups level, and both functions may involve some regularisation parameters.
One option for f(.) and g(.) is using the unstructured penalty MCP [Zhang, 2010], as in-
troduced in Section 2.2, for both outer and inner penalties. This gives the composite MCP
which achieves bi-level variable selection while alleviating the over-shrinkage of large co-
efficients by lasso and sparse group lasso [Breheny and Huang, 2009]. The group exponen-
tial lasso sets g(β) = β and uses an exponential penalty such that the threshold coefficient
of individual variable selection declines exponentially as the importance of the correspond-
ing groups of variables increases, where the importance of the group RK is measured by
‖βK‖1 [Breheny, 2014]. The exponential penalty thus encourages more individual vari-
ables to be selected from the important groups and outperforms the composite MCP in
terms of selection accuracy in particular when both p and groups sizes are large.
Overlapping groups
In many applications it is natural for the groups to overlap [Jacob et al., 2009, Zhao et al.,
2009, Bach et al., 2012, Jenatton et al., 2012, Percival, 2012, Silver and Montana, 2012].
For instance, in a genomics data SNPs can be grouped together if they belong to the same
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pathway. However, it is common that a SNP may belong to multiple pathways which
causes the groups to overlap [Silver and Montana, 2012]. One may directly apply the
group lasso penalty such that groups with overlaps will be evaluated jointly and the set
of zero coefficients is the union of some pre-defined groups. Another remedy to accom-
modate overlapping groups in the group lasso model [Yuan and Lin, 2006] is to introduce
duplicate, dummy predictors so that predictors belonging to multiple groups are indexed
differently and enter the model separately [Silver and Montana, 2012]. Using this approach
and applying the group lasso, selected variables can be expressed as the union of some pre-
defined groups, which improves model interpretation since for instance in genomic studies
SNPs belonging to different pathways are often involved in the same biological process
that affects a quantitative trait [Jacob et al., 2009].
There is a third extension of group lasso which generalises overlapping group lasso
and bi-level selection, where it is assumed that the variables have a hierarchical structure
represented by a rooted tree T . For an illustration, see Figure 2.7. A graph is a tree if it is
connected and does not contain cycles. A tree is rooted if one of the vertex is designated
as the “root” such that the edges have a natural orientation away from this vertex. In T , a
vertex of degree 1 is referred as a “leaf”, which corresponds to an individual predictor. A
vertex of degree at least 2 is referred as an “internal node”. Each internal node represents a
clustering of the variables which are leaf nodes of the sub-tree rooted at that internal node.
For instance, the sub-tree rooted at internal node B corresponds to a clustering of variables
indexed 1, 2, 3; the sub-tree rooted at C corresponds to a clustering of variables indexed
4− 9.
Let V denote the set of vertices in T , which include the root, internal nodes, and leaves.
The tree-guided group lasso [Kim and Xing, 2010] generalises group lasso to hierarchical
groups where the groups are defined as the leaf nodes of the sub-tree rooted at every vertex
v ∈ V . Specifically, let Rv denote a group of variables which are the leaves of the sub-tree
rooted at v, the tree-guided group lasso penalty is defined as [Kim and Xing, 2010, Jenatton
et al., 2012]:
Ω(β) = λ
∑
v∈V
wv‖βRv‖2 (2.17)
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Figure 2.7: A toy example of a rooted tree in which the root is vertex A. There are 9 leaves
which correspond to variables indexed 1-9. Vertices B, C, D, E are four internal nodes,
each representing a clustering of the variables which are leaf nodes of the sub-tree rooted
at that internal node.
where wv is the weight assigned to the vertex v which can be either a fixed or tuning
parameter, and λ is a non-negative real valued parameter regularising the overall model
sparsity. We illustrate the effect of (2.17) using a toy example where we take a sub-tree T0
of T rooted at node C. By referring to Figure 2.7, the vertices set V0 of T0 includes internal
vertices C, D, E, and the leaf nodes 4-9. Therefore:
∑
v∈V0
wv‖βRv‖2 = wC‖βRC‖2 + wD‖βRD‖2 + wE‖βRE‖2 +
9∑
j=4
wj|βj| (2.18)
where βRC = (β4, β5, ..., β9), βRD = (β4, β5), and βRE = (β6, β7, β8, β9). The first three
terms in the right hand side of (2.18) promote group selection at multiple granularity along
the tree T0 and the last summation term of `1 norms enables the selection of each individual
variable. The weight constant at each node allows us to regularise model sparsity and the
grouping structure of the selected variables. The tree structure will guide variable selection
such that if the group of variables Rv is regarded unimportant, then all variables which
are the leaf nodes of the sub-tree rooted at v attain zero coefficients; on the other hand, if
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the group of variables Rv is regarded important, then at least one group of variables which
branches at v are selected.
2.3.2 Graph-structured penalties
Another way to represent the relationship among the variables is to use a graph G =
G(V,E,W ), where each vertex in the vertices set V refers to a variable and E is the set
of edges which can be either weighted or unweighted. In the case of weighted edges, the
weights are represented by the p × p matrix W whose entries wij are real numbers. The
magnitude of the weight quantifies the strength of the pairwise relationship, and the sign
describes whether the pair of variables are positively or negatively related. Such a graph
structure is often convenient to construct for biological data. For instance, protein-protein
interaction networks are available from the Biomolecular Interaction Network Database
(BIND) [Alfarano et al., 2005] and many other sources. For another example, gene simi-
larity scores can be computed using gene functional annotations from Gene Ontology [Ash-
burner et al., 2000]. A common assumption on the graph is that a pair of variables with large
weights are more likely to participate in the same biological process than a pair of variables
with small weights, and likewise for variables which are close in the graph comparing with
those that are far apart. Hence, encouraging functionally related variables to be selected
together seems a promising way to improve model selection accuracy and interpretability.
For convenience, we illustrate the effect of graph-structured penalties in a linear regres-
sion model, where the given network is on predictor variables. The estimated coefficients
are typically obtained by minimising the β with respect to the following objective function:
‖y −Xβ‖22 + 2λ‖β‖1 + µNP (β) (2.19)
where the lasso penalty induces sparse coefficients and NP (β) is a network-structured
penalty which promotes the selection of variables which are close in the network. As in
lasso, λ regularises model sparsity, while the additional parameter µ controls the weight of
the prior knowledge in coefficient estimation.
The most widely applied choices of NP (β) consist of a Laplacian penalty or some
variant of it. We refer to the original Laplacian penalty to that proposed in Chung [1997]
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which is defined as follows:
NP (β) =
∑
j>i
|wij|(βi − σ(wij)βj)2 (2.20)
where σ(.) is the sign function defined as in (2.8). Laplacian penalty penalises the weighted
squared difference of each pair of predictors. Where the weight |wij| is large, the squared
difference is heavily penalised, thus promoting the estimated coefficients to attain similar
magnitudes. Before we discuss the generic Laplacian lasso in (2.19), we give some insight
of Laplacian penalty here. Firstly, note (2.20) can be neatly written as the product of
matrices, namely: ∑
j>i
|wij|(βi − σ(wij)βj)2 = βTLβ (2.21)
where L is a p× p positive definite real valued matrix defined as below:
(L)ij =
{
dj if i = j
−wij if i 6= j
(2.22)
and dj is the degree of vertex j: dj =
∑
k 6=j |wjk|.
Assuming λ = 0 in (2.19), the Laplacian estimate βˆLap is obtained by minimising the
squared loss plus Laplacian penalty:
‖y −Xβ‖22 + µβTLβ (2.23)
where µ is a non-negative regularisation parameter. Since (2.23) is strictly convex, any local
minimum is also the global minimum. Therefore a closed form solution can be derived by
computing the first derivative of (2.23) and equating it to zero, so that:
βˆLap = (XTX + µL)−1XTy . (2.24)
In general, XTX + µL is invertible even if p > n, hence the closed form solution also
holds for high-dimensional data. Note if the network G does not consist of any edge so that
L = I , (2.23) reduces to ridge regression. Moreover, as µ increases, XTX + µL becomes
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Figure 2.8: A simple graph G consisting of 3 vertices and 2 edges. The edge weights are
both assumed to be 1. Using this simple example we show that by encouraging the coef-
ficients of neighbouring nodes to have similar magnitude (1-2 and 2-3), Laplacian penalty
can also exert the same effect on nodes which are not adjacent (1-3), thus allowing infor-
mation to propagate along the whole connected network.
more similar to the identity matrix and (XTX + µI)−1 can be regarded as an extreme de-
correlation of the predictors [Hoerl and Kennard, 1970]. Analogously, (XTX + µL)−1
performs a similar de-correlation: as µ increases, the Pearson correlations between predic-
tors are less accounted while topological similarities obtain more weights in the estimated
coefficients of βLap.
An interesting feature of Laplacian penalty is that not only it drives predictors which
are directly connected in G to have similar coefficients, it can also drive the same effect
on variables which are not directly connected. Here we use a toy example to illustrate this
feature. We assume p = 3 and a network G as shown in Figure 2.8, where both X1 and X3
are connected to X2 but they are not directly connected. For simplicity, we also assume the
predictors are independent and the edge weights are both equal to 1. As such, L is defined
as:
L =

1 −1 0
−1 2 −1
0 −1 1

Let r1, r2, r3 be the correlation coefficient between the three predictors and the response y,
such that (r1, r2, r3)T = XTy. Using (2.24), solution to (2.23) can be written as:
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βˆLap =

1 + µ −µ 0
−µ 1 + 2µ −µ
0 −µ 1 + µ

−1
XTy
=
1
(µ+ 1)(3µ+ 1)

µ2 + 3µ+ 1 µ(µ+ 1) µ2
µ(µ+ 1) (µ+ 1)2 µ(µ+ 1)
µ2 µ(µ+ 1) µ2 + 3µ+ 1


r1
r2
r3

(2.25)
From (2.25), we can compute the absolute value of the difference between βˆLap1 and βˆ
Lap
3 :
|βˆLap1 − βˆLap3 | =
|r1 − r3|
1 + µ
which will be zero as µ goes to infinity. Hence, βˆLap1 and βˆ
Lap
3 will be encouraged to have
similar magnitude, although they are not directly connected in the network.
Recall that lasso penalty uniformly shrinks estimated coefficients by |λ| towards zero.
Assuming λ 6= 0 in (2.19), since Laplacian penalty drives functionally related predictors
to have similar coefficients, such variables are likely to attain zero or non-zero coefficients
altogether [Daye and Jeng, 2009].
There are a couple of variants of Laplacian penalty which account for graph-structured
prior knowledge in slightly different ways. One of these replaces (2.20) by:
NP (β) =
∑
j>i
|wij| · |βi − σ(wij)βj| (2.26)
which is often referred as the `1-Laplacian [Tibshirani et al., 2005]. Assuming the network
G contains |E| edges, the `1-Laplacian penalty creates |E| additional singular points in
the solution vector space, which promotes equalities of coefficients associated with con-
nected predictors. Whereas in general, using the original Laplacian penalty, coefficients
of variables which are connected in the network are similar but not equal. Daye and Jeng
[2009] reported that the difference between the two Laplacian penalties in terms of predic-
tion accuracy and variable selection were not significant in experimental studies. However,
the `1-Laplacian requires much more complex computation algorithms to cope with the
additional O(p2) sources of non-differentiability where p is large.
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Another variant of Laplacian penalty involves accounting for the nodes degree in the
network. Specifically, let the node degree of the vertex indexed j be dj , where:
dj =
∑
k 6=j
|wjk|
The normalized Laplacian penalty is defined as:
NP (β) =
∑
j>i
|wij| ·
(
βi√
di
− σ(wij) βj√
dj
)2
(2.27)
Note the coefficient of β2i equals
∑
j 6=i
|wij |
di
= 1. The normalized Laplacian thus avoids
over-penalising coefficients of variables with large node degrees. As such, variables with
large degrees tend to attain large coefficients and are more likely to be selected by the
model [Li and Li, 2008]. It is then up to the researcher to decide whether variables with
high centrality in the network should be highlighted by the model and choose which version
of the Laplacian penalties is more appropriate for the model.
A third variant of Laplacian penalty, named “TTLP1” [Kim et al., 2013] is defined as:
NP (β) =
∑
j>i
|wij| ·
∣∣∣∣Jτ( |βi|√di )− σ(wij)Jτ( |βj|√dj )
∣∣∣∣ (2.28)
where
Jτ (|z|) = 1
τ
(|z| −max{|z| − τ, 0})
and τ is a non-negative tuning parameter. As τ → 0+:
Jτ
( |βi|√
di
)→ 1{βi
di
6= 0} (2.29)
where 1{.} is the indicator function which equals 1 if the condition in {.} is satisfied and 0
otherwise. Hence τ regularises the degree of approximation in (2.29). Substituting (2.29)
into (2.28):
Jτ
( |βi|√
di
)− σ(wij)Jτ( |βj|√
dj
)
= 1{βi
di
6= 0} − σ(wij)1{βi
di
6= 0} (2.30)
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which induces a penalty on the coefficients of neighbouring nodes if they are not both zero
or both non-zero. TTLP1 thus promotes the selection of variables which are connected in
the given network, as do the various Laplacian penalties. However, unlike the other models,
TTLP1 does not encourages coefficients corresponding to functionally related variables to
take the same or similar values. Using simulated data, Kim et al. [2013] compared TTLP1
with the model proposed in Li et al. [2010] in which NP (β) was taken as the normalized
Laplacian penalty: In terms of prediction errors, the two models were equally competitive;
however, the former outperformed the latter in terms of variable selection.
To complete this review, we also remark methods which do not fall into the formulation
in (2.19). Huang et al. [2011] proposed the sparse Laplacian shrinkage method which con-
sists of the Laplacian penalty and the MCP penalty. Jacob et al. [2009] proposed the graph
lasso which was essentially applying the hierarchical group lasso presented in the same
paper to a network, where groups are defined by the cliques in the graph. Pan et al. [2010]
proposed a novel weighted `γ-norm on the coefficients of a pair of variables which were
adjacent in the graph to encourage them to be selected altogether. In all papers mentioned
in this sub-section, the authors demonstrated if the important predictors were connected in
G while separated from the unimportant predictors, then accounting for graph-structured
knowledge can improve variable selection performance. Theoretical studies on variable
selection consistency involving Laplacian penalties were carried out by Daye and Jeng
[2009], Hebiri and van de Geer [2011], Huang et al. [2011].
2.4 Bayesian methods
Although in this thesis we adopt the frequentist methods to incorporate prior informa-
tion regarding model sparsity and structured patterns, an alternative approach, namely the
Bayesian medels, has been long established and is intimately connected with the frequentist
methods introduced in Section 2.2 and 2.3, which we briefly review here.
For convenience of the presentation, assume a linear regression where the predictor ma-
trix, response vector and coefficients are denoted by X , y and β as before, and y = Xβ+ e
where the random errors e1, ..., en are independent and identical Gaussian random vari-
ables with zero mean and variance σ2. The Bayesian variable selection procedure can be
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regarded as one deciding which entries in β attain zeros, given the prior knowledge that the
true model only consists of a subset of the predictors. One way of achieving this is to use a
“spike and slab” prior [Lempers, 1971, Mitchell and Beauchamp, 1988], where each βj is
assumed independent from the others with a two-point mixture distribution. The mixture
density is parameterised by an indicator variable on whether βj is a true predictor or not,
and consists of a degenerate distribution either exactly zero [Dellaportas et al., 1997, Kuo
and Mallick, 1998] or around zero [Brown et al., 1998, Meuwissen and Goddard, 2004, Ish-
waran and Rao, Goodfellow et al., 2012] (“spike”) and a uniform flat distribution elsewhere
(“slab”). The other sparsity-inducing priors do not consist of the indicator variable, instead
they specify a prior directly on βj which approximates the probability density of “spike
and slab”. This class of priors include Jeffrey’s prior [Xu, 2003, Zhang and Xu, 2005]
and Laplacian double exponential prior [Park and Casella, 2008, Yi and Xu, 2008, Hans,
2009]. Notably, the latter is the Bayesian equivalent to the lasso penalty [Tibshirani, 1996]
in frequentist approach. Similar Bayesian-frequentist equivalence has been established for
adaptive lasso ([Griffin and Brown, 2011]-[Zou, 2006], elastic-net ([Kyung et al., 2010]-
[Zou and Hastie, 2005]), and adaptive elastic-net ([Gefang, 2014]-[Zou and Zhang, 2009]).
The structured penalties in frequentist approaches in Section 2.3 have also found their
counterparts in Bayesian methods. For instance, Scheipl et al. [2012] extends the “spike
and slab” prior to incorporate prior knowledge of pre-defined groups of variables in order
to carry out variable selection at groups level, and the same pattern is also achieved by the
multivariate Laplace prior [Raman et al., 2009, Babacan et al., 2014]. In the case where
prior knowledge is represented by a network, various forms of the markov random field
priors have been proposed to select variables which are connected in the network [Smith
and Fahrmeir, 2007, Telesca et al., 2008, Monni and Li, 2010, Stingo et al., 2011, Li and
Zhang, 2012].
2.5 The graph-guided group lasso model
We have reviewed the classic and state-of-the-art structured penalties which account for
either group or graph structured prior information that is available. Recall from Section 2.1
that we are motivated by a bi-level selection problem where SNPs are grouped into genes
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and a network describing the pairwise relatedness of the genes is available to guide the
selection of interacting genes and important SNPs within selected genes. In what follows,
we present a new penalty, the graph-guided group lasso, for linear regression model.
Let X be the n× p design matrix containing n independent samples for which p SNPs
have been observed, and y be the n-dimensional vector containing the univariate quantita-
tive trait. We normalise the columns of X to have zero sum and unit length and center y,
such that the predictors are scaled and the intercept term can be dropped from the linear re-
gression model which seeks coefficient vector β to minimise the squared loss: ‖y−Xβ‖22.
In a penalised linear regression model, the estimated coefficients βˆ is obtained by minimis-
ing:
1
2
‖y −Xβ‖22 + P (β)
where P (β) in (2.31) is a penalty function on β.
Suppose that the SNPs are grouped into mutually exclusive genesR = {R1, R2, ...}, in
which each element RI is a set of SNP indexes. The size of gene RI is denoted by |RI |.
We let XI denote the n× |RI | sub-matrix of X , where the columns correspond to SNPs in
RI , and let Xi denote the ith column of X . Let G = G(V,E) be the gene network where
the vertex set V corresponds to the |R| genes in R. We shall use the terms “network”
and “graph” interchangeably in the following text. For convenience, when referring to the
node in G corresponding to gene RI , we shall write I for short. The weight of the edge
connecting I and J is denoted bywIJ , which can be either binary or continuous. In the case
it is continuous, the magnitude measures the strength of the relatedness between two genes:
a larger magnitude indicates the two genes are more likely to involve the same biological
process. For simplicity, we assume that all weights are non-negative. The network G may
consist of several disjoint subgraphs, whose vertex set and edge set are subsets of V (G) and
E(G) respectively. Each of these disjoint subgraphs is called a “component”.
For the GGGL, regression coefficients are obtained by minimising the least square loss
plus a composite penalty term:
1
2
‖y −Xβ‖22 + P1(β) + P2(β) + P3(β) (2.31)
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where:
P1(β) = λ1
∑
RK∈R
√
|RK |‖βK‖2, P2(β) = λ2‖β‖1 , (2.32)
βK denotes the sub-vector extracted from the RKth entries of β, and
P3(β) =
1
2
µ
∑
i∈RI ,j∈RJ ,I∼J
wIJ(βi − βj)2 . (2.33)
The constants λ1, λ2, and µ are non-negative regularisation parameters, and I ∼ J if
and only if there is an edge between nodes I and J in G. Note P1 +P2 is exactly the sparse
group lasso penalty (2.15) [Simon et al., 2013] reviewed in Section 2.3.1, with scaling
factor cK =
√|RK |. The number of selected genes is controlled via λ1: as it increases,
less genes are included in the model. When we are only interested in selecting SNP-sets
rather than SNPs, we let λ2 = 0 and no sparsity within the genes is imposed. The sparsity
pattern imposed by P1 + P2 in (2.31) typically looks like:
βˆ = ([0.2, 0, 0], [0, 0, 0, 0], [0, 0.1], ...)
where coefficients in “[ ]” indicate SNPs belonging to the same gene. Applying P1 and P2
alone, solution to (2.31) is solely determined by data matrices X and y, ignoring the rich
structured information between the interacting genes. This prior knowledge is accounted
by P3 in (2.33), which is a standard Laplacian penalty penalising the squared difference
between all related SNPs. Two SNPs i and j are “related” if the genes they belong to are
connected in the given network G. As introduced in Section 2.3.2, the standard Laplacian
penalty smoothens the coefficient estimates βˆi and βˆj towards a value between the two,
known as “coefficient smoothing”. In particular, if βˆi > 0 and βˆj = 0, when the composite
penalty involves P1 and P2 only, introducing P3 will drive βˆj towards a nonzero value, and
consequently encourages the selection of both genes that the two SNPs belong to [Li and
Li, 2008, Chung, 1997]. The strength of this coefficient smoothing is controlled by µ: when
µ is large, we have a stronger belief that the given network truly describes the underlying
biological process and that the selected genes should be densely clustered in G. When µ
is sufficiently large, coefficients associated to SNPs from interacting genes tend to obtain
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Figure 2.9: Interpretation of the graph penalty in GGGL-1: the penalty P3 in (2.33) trans-
forms the functional relatedness between genes RI and RJ to the relatedness between the
SNPs in these genes. Specifically, for vertices I ∼ J in G, we can construct a bipartite
graph whose nodes correspond to the SNPs in RI and RJ , and all edge weights equals wIJ .
the same value, in which case the coefficients reflect the averaged effect from the multiple
components in G.
Note through P3, we make use of structured information at the genes level to guide
the selection of genes and SNPs, which involves integrating information at heterogeneous
levels. The choice of P3 defined in (2.33) is equivalent to a re-formulation of G from the
genes level to the SNPs level. This is done by constructing a complete bipartite graph
K(I, J) on the vertex set I ∪ J whenever there is an edge between genes RI and RJ in
G, as illustrated in Figure 2.9. A side effect of this is that coefficients of SNPs belonging
to the same gene are also smoothened, thus the estimated coefficients of associated SNPs
and non-associated SNPs tend to have similar values, which may increase the chances of
selecting non-associated SNPs within the selected genes.
We also propose a second version of the GGGL. This version, called GGGL-2, ad-
dresses this problem arisen when imposing sparsity within the selected genes. In GGGL-2,
P3 is replaced by:
P3(β) =
1
2
µ
∑
I∼J
wIJ(β¯I − β¯J)2 (2.34)
where β¯I denotes the average coefficient of variables in RI . We further require the coeffi-
cients to be non-negative, so that the averaged coefficients can represent the average effect
of the grouped variables. Intuitively if the group RJ is selected and the group averaged
estimated coefficients ¯ˆβJ 6= 0, then for its neighbouring group RI , ¯ˆβI will be smoothened
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towards a nonzero value and in this way the model encourages the selection of the group
RI . This intuition will be formally presented in Section 2.6. In addition, we also show
in the same section that the choice of P3 in (2.34) does not smoothen the coefficients of
the SNPs belonging to the same gene, which is the primary difference between the two
versions of the GGGL model.
2.6 Properties
We shall present properties regarding the smoothing effect of the two versions of GGGL,
differed by the choice of P3 in (2.33) and (2.34). By smoothing effect we refer to the
shrinkage of the difference between a pair of estimated coefficients towards the difference
between the weighted average of their respective neighbours, as the regularisation param-
eter µ increases [Huang et al., 2011]. This further indicates genes interacting with a large
common set of genes have similar magnitude of coefficients, and are encouraged to be se-
lected together. Since the group lasso penalty P1 + P2 induces no smoothing effect, it is
only necessary to consider P3 alone.
2.6.1 GGGL-1: smoothing effect
In this subsection we show GGGL-1 imposes a smoothing effect on βˆi and βˆj as long as
the associated genes of ith and the jth SNPs belong to the same component in G. Thus the
coefficients are smoothened both within and between interacting SNP-sets.
Proposition 2.6.1 Given data matrices X and y, where X is column-wise normalised and
y is centered, let i ∈ RI and j ∈ RJ and assume RI and RJ belong to the same component
in the given network G. For fixed µ, let βˆ be the vector that minimises:
L1(β) := ‖y −Xβ‖22 + µ
∑
k,l:k∈RK ,l∈RL,K∼L
wKL(βk − βl)2
Define the following:
ρij = X
T
i Xj
Chapter 2. The graph-guided group lasso 53
CI =
∑
K∼I
wIK |RK |
ΓI =
∑
k∈RK ,K∼I wIK βˆk
CI
Dµ(i, j) = |(βˆi − βˆj)− (ΓI − ΓJ)| (2.35)
Then:
Dµ(i, j) ≤ ‖y‖2
µ
(√
2(1− ρij)
CI
+
∣∣∣∣ 1CI − 1CJ
∣∣∣∣). (2.36)
Remark 2.6.2 Note if µ tends to infinity, the right hand side of (2.36) tends to zero, and
henceDµ(i, j) tending to zero corresponds to the shrinkage of the difference between a pair
of coefficients towards the difference between the weighted average of their neighbour’s,
which is exactly the smoothing effect defined in Huang et al. [2011].
To prove (2.36), we need the following lemmas:
Lemma 2.6.3 Let a, b, c, d ∈ R and b, d 6= 0, the following inequality holds:∣∣∣∣ab − cd
∣∣∣∣ ≤ ∣∣∣∣a− cb
∣∣∣∣+ |c| · ∣∣∣∣1b − 1d
∣∣∣∣ .
Proof ∣∣∣∣ab − cd
∣∣∣∣ = ∣∣∣∣ad− bc+ cd− cdbd
∣∣∣∣
=
∣∣∣∣ad− cdbd + cd− bcbd
∣∣∣∣
≤
∣∣∣∣a− cb
∣∣∣∣+ |c| · ∣∣∣∣1b − 1d
∣∣∣∣ .
Lemma 2.6.4 Let X be an n × p matrix where each column is normalised to have zero
mean and unit length. Let y be an n-dimensional vector which is centered. Let rˆ = y−Xβˆ
and assume ‖rˆ‖2 ≤ ‖y‖2, the following inequalities hold:
|(XTi −XTj )rˆ| ≤
√
2(1− ρij)‖y‖2
|XTi rˆ| ≤ ‖y‖2
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The proofs were given in [Zou and Hastie, 2005]. Now we give the proof for Proposition
1:
Proof Suppose i ∈ RI , solving ∂L1∂βi = 0 gives:
− 2XTi rˆ + 2µ ·
( ∑
k: k∈RK ,
K∼I
wIK
)
︸ ︷︷ ︸
CI
·βˆi − 2µ ·
( ∑
k: k∈RK ,
K∼I
wIK βˆk
)
︸ ︷︷ ︸
ΓI ·CI
= 0
where rˆ = y −Xβˆ. Rearranging to give:
βˆi =
XTi rˆ
µCI
+ ΓI
Similarly for j ∈ RJ , we have:
βˆj =
XTj rˆ
µCJ
+ ΓJ
Thus:
|(βˆi − βˆj)− (ΓI − ΓJ)| =
∣∣∣∣XTi rˆµCI − X
T
j rˆ
µCJ
∣∣∣∣ .
Applying Lemma 1 and 2, we can obtain an upper bound for the right hand side of (2.36):∣∣∣∣XTi rˆµCI − X
T
j rˆ
µCJ
∣∣∣∣ ≤ ∣∣∣∣(XTi −XTj )rˆµCI
∣∣∣∣+ |XTj rˆ| · ∣∣∣∣ 1µCI − 1µCJ
∣∣∣∣ by Lemma 1
≤
√
2(1− ρij)‖y‖2
µCI
+
‖y‖2
µ
·
∣∣∣∣ 1CI − 1CJ
∣∣∣∣ by Lemma 2.
Remark 2.6.5 Proposition 1 does not require I ∼ J , and it also holds when RI = RJ ,
namely i and j belong to the same gene.
Note CI depends on the topology of G and gene size only, therefore CI and CJ are
constants. ΓI is the weighted average estimated coefficients of the SNPs whose associated
genes are connected with gene RI in G. The quantity Dµ(i, j) measures the deviation
between the difference of βˆi and βˆj and the difference of the weighted average estimated
coefficients of their corresponding neighbours. In other words, it measures the discrepancy
between the centered coefficients at the ith and jth predictor. When we have a strong belief
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that interacting genes and the corresponding SNPs have similar functions, we would expect
smoother coefficients of the interacting genes and smaller Dµ(i, j) as µ increases. Letting
µ tend to infinity in (2.36), we indeed haveD∞(i, j)→ 0, thus proved the smoothing effect
from GGGL-1.
In the case where i and j belong to the same gene such that RI = RJ , we can deduce
the following:
Corollary 2.6.6 Under the same setting of Proposition 1 and assuming i and j belong to
the same gene RI , define the partial residual:
rˆij = y −Xβˆ +Xiβˆi +Xjβˆj (2.37)
the estimated coefficients βˆ satisfy:
|βˆi − βˆj| =
(XTi −XTj )rˆij
1− ρij + µCI . (2.38)
Moreover, the left hand side of (2.38) is bounded above by:√
2(1− ρij)‖y‖2
µCI
. (2.39)
From (2.39), it can be observed when µ increases, the coefficient estimates of all SNPs
in the same gene are pushed towards the same value, possibly making it more difficult to
identify the associated SNPs within the selected gene.
2.6.2 GGGL-2: smoothing effect
In this subsection we show GGGL-2 imposes a smoothing effect on the average coefficients
β¯I and β¯J provided RI and RJ belong to the same component in G. However, it does not
impose any smoothing effects on the coefficients of SNPs within the same gene.
Proposition 2.6.7 Given data matrices X and y, where X is column-wise normalised
and y is centered, let i ∈ RI and j ∈ RJ and assume RI and RJ belong to the same
component in the given network G. Denote the vertex degree of RI in G by dI , and let
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β¯I =
1
|RI |
∑
i∈RI βi. For fixed µ, let βˆ be the vector that minimises:
L2(β) := ‖y −Xβ‖22 + µ
∑
K∼L
wKL(β¯K − β¯L)2 . (2.40)
Define the following:
ΘI =
∑
K∼I
wIK
dI
¯ˆ
βK , where
¯ˆ
βK =
1
|RK |
∑
k∈RK
βˆk , and
Dµ(I, J) = |( ¯ˆβI − ¯ˆβJ)− (ΘI −ΘJ)| (2.41)
Then:
Dµ(I, J) ≤ ‖y‖2
µ
(
2|RI |
dI
+
∣∣∣∣ |RI |dI − |RJ |dJ
∣∣∣∣) . (2.42)
Proof Suppose i ∈ RI , solving ∂L2∂βi = 0 gives:
− 2XTi rˆ + 2µ
∑
I∼K
wIK
1
|RI |(β¯I − β¯J) = 0 .
Rewriting the summation of the differences as the difference of two sums:
−XTi rˆ +
µ
|RI | ·
(∑
K∼I
wIK
)
︸ ︷︷ ︸
dI
·β¯I − µ|RI | ·
(∑
K∼I
wIK β¯K
)
︸ ︷︷ ︸
ΘI ·dI
= 0 (2.43)
Rearrange the above equation to give:
β¯I =
XTi rˆ
µdI
|RI |
+ ΘI
and similarly for j ∈ RJ we have:
β¯J =
XTj rˆ
µdJ
|RJ |
+ ΘJ .
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Hence, we can derive an upper bound for the left hand side of (2.42):
|(β¯I − β¯J)− (ΘI −ΘJ)| =
∣∣∣∣XTi rˆµdI
|RI |
− X
T
j rˆ
µdJ
|RJ |
∣∣∣∣
≤ |(X
T
i −XTj )rˆ|
µdI
|RI |
+ |XTj rˆ| ·
∣∣∣∣ |RI |µdI − |RJ |µdJ
∣∣∣∣
by Lemma 1
≤
√
2(1− ρij)‖y‖2 · |RI |
µdI
+
‖y‖2
µ
·
∣∣∣∣ |RI |dI − |RJ |dJ
∣∣∣∣
by Lemma 2
=
‖y‖2
µ
(√
2(1− ρij) · |RI |
dI
+
∣∣∣∣ |RI |dI − |RJ |dJ
∣∣∣∣)
≤ ‖y‖2
µ
(
2|RI |
dI
+
∣∣∣∣ |RI |dI − |RJ |dJ
∣∣∣∣) .
Remark 2.6.8 Proposition 2 does not require I ∼ J , and it also holds when RI = RJ ,
namely i and j belong to the same gene.
Note ΘI is a weighted mean of the coefficients of the SNPs which are functionally
related to the gene RI , and Dµ(I, J) measures the strength of the smoothing effect on
the averaged coefficient estimates for the genes. The upper bound obtained in (2.42) is
determined by the data, the network topology, and the gene size, for fixed µ. Letting
µ→∞, we have D∞(I, J)→ 0, thus proved the smoothing effect from GGGL-2.
In the case where i and j belong to the same gene such that RI = RJ . The following
corollary can be deduced following the same proof line as Proposition 2.
Corollary 2.6.9 Under the same setting of Proposition 2 and assuming i and j belong to
the same gene, recalling the partial residual defined in (2.37), the estimated coefficients βˆ
satisfy:
|βˆi − βˆj| =
|(XTi −XTj )rˆij|
1− ρij . (2.44)
Proof This corollary follows by substituting βi and βj into (2.43) and subtracting the two
equations.
The right hand side of (2.44) does not involve µ, which means |βˆi − βˆj| is data-driven,
via a trade-off between the loss function and graph penalty in (2.40). We conclude that the
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graph penalty does not enforce the coefficient estimates of SNPs within the same gene to
take the same value.
2.7 Serial block coordinate descent algorithm
In this and the next section we present estimation algorithms for the two versions of GGGL,
based on block coordinate descent methods. This section consists of a serial version which
updates the coefficients one block (gene) at a time. In the next section, a parallel algo-
rithm which updates a subset of the blocks (i.e. multiple genes) in parallel in each step is
presented.
Note both versions of the GGGL models seek to minimise (2.31) in which sparsity
penalties are defined in (2.32) and graph penalties are defined in (2.33) and (2.34) respec-
tively. Note when µ = 0 and thus P3 = 0, the objective function reduces to that of the
sparse group lasso, which can be efficiently solved using a block coordinate descent algo-
rithm [Simon et al., 2013]. We thus attempt to re-formulate (2.31) into a sparse group lasso
problem and apply the existing efficient algorithm to solve it.
2.7.1 Serial algorithm for GGGL-1
By definition, the summation part in (2.33) can be rewritten as:
∑
i∈RI ,j∈RJ ,I∼J
wIJ(βi − βj)2 =
∑
i≤j
wij(βi − βj)2 (2.45)
where wij is defined as:
wij =
0 if i and j belongs to the same genewIJ if i ∈ RI , j ∈ RJ 6= RI (2.46)
Let L be a p× p matrix whose (i, j)th entry is:
(L)ij =
di if i = j ∈ RI−wij if i 6= j (2.47)
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where di =
∑p
j=1wij . Using L, the right hand side of (2.45) can be re-formulated into:
[Chung, 1997] ∑
i≤j
wij(βi − βj)2 = βTLβ .
Up to this point, we have:
‖y −Xβ‖22 + µ
∑
i∈RI ,j∈RJ ,I∼J
wIJ(βi − βj)2 = ‖y −Xβ‖22 + µβTLβ . (2.48)
By construction, L is positive semi-definite, therefore we can find p × p matrix U
such that: L = UUT , using for instance, Cholesky decomposition. We then construct the
(n+ p)× 1 matrix y∗ and the (n+ p)× p matrix X∗ by:
y∗ =
(
yn×1
0p×1
)
, X∗ =
(
X
√
µUT
)
. (2.49)
Consequently, (3.15) can be re-formulated into: ‖y∗−X∗β‖22, as in [Daye and Jeng, 2009,
Li and Li, 2008, Zou and Hastie, 2005]. The objective function (2.31) with penalties (2.32)
(2.33) can be re-written as:
‖y∗ −X∗β‖22 + 2λ1
∑
RK∈R
√
|RK |‖βK‖2 + 2λ2‖β‖1 (2.50)
where βK is the |RK | × 1 matrix containing the entries corresponding to variables in RK
only. Note (2.50) is exactly the objective function for the sparse group lasso [Simon et al.,
2013] on data matrices (X∗, y∗), which can be efficiently solved by the block coordinate
descent algorithm. The full procedure is given in Algorithm 1. We remark that the one-
dimensional optimisation problem corresponding to steps 12-15 in Algorithm 1 can be dealt
by other methods, for example the successive parabolic interpolation, as done in [Simon
et al., 2013].
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Algorithm 1 GGGL Version 1
Input: data X, y; parameter λ1, λ2, µ; Partition of predictors R, which consists of |R|
groups; Weight matrix on groups wIJ ; Starting value β˜;  Output: column vector βˆ
1: Define Sλ(z) := σ(z) ·max{|z| − λ, 0}, where σ(z) = 1 if z > 0, −1 if z < 0, 0 if
z = 0.
2: Compute p× p weight matrix wij according to (2.46).
3: Compute L from (2.47).
4: Use Cholesky decomposition to compute U such that L = UUT .
5: Compute X∗ and y∗ defined by (2.49).
6: β0 ← β˜
7: for I in 1:|R| do
8: rI ← y∗ −
∑
K 6=I X
∗
K β˜K
9: if ‖Sλ2(X∗I rI)‖2 ≤ λ1|RI | then
10: βˆI = 0
11: else
12: for i in RI do
13: ri ← rI −
∑
j:j∈RI/{i}X
∗
j β˜j
14: βˆi ← (1− λ1
√
|RI |√∑
j:j∈RI (Sλ2 (X
∗T
j rj))
2
) · Sλ2 (X∗Ti ri)
X∗Ti X∗i
15: end for
16: if ‖βˆI − β˜I‖2 ≤  then
17: Return: βˆI
18: else
19: β˜I ← βˆI ; go back to 12
20: end if
21: end if
22: end for
23: if ‖βˆ − β0‖2 ≤  then
24: Return: βˆ
25: else
26: β0 ← βˆ; go back to 7
27: end if
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2.7.2 Serial algorithm for GGGL-2
Consider the graph penalty (2.34) in GGGL-2, we notice:
wIJ(β¯I − β¯J)2 = wIJ
(
1
|RI |
∑
i:i∈RI
βi − 1|RJ |
∑
j:j∈RJ
βj
)2
by definition
=
wIJ
|RI |2
∑
i:i∈RI
β2i +
wIJ
|RJ |2
∑
j:j∈RJ
β2j
+
wIJ
|RI |2
∑
i:i∈RI
∑
s:s∈RI\{i}
βiβs
+
wIJ
|RJ |2
∑
j:j∈RJ
∑
t:t∈RJ\{j}
βjβt
− 2 · wIJ|RI | · |RJ |
∑
i:i∈RI
∑
j:j∈RJ
βiβj (2.51)
after expanding the brackets.
From (2.51) it can be deduced that for i ∈ RI , the terms involving βi in
∑
I∼J wIJ(β¯I−
β¯J)
2 are: ( ∑
J :J∼I
wIJ
|RI |2
)
β2i + 2
( ∑
J :J∼I
wIJ
|RI |2
) ∑
s:s∈RI\{i}
βiβs
− 2
∑
J :J∼I
{(
wIJ
|RI | · |RJ |
) ∑
j:j∈RJ
βiβj
}
.
It is then straight-forward to deduce that there exists a p×pmatrixL such that∑I∼J wIJ(β¯RI−
β¯RJ )
2 = βTLβ, where L is defined as:
(L)ij =

∑
{K:K∼I}
wIK
|RI |2 if i ∈ RI , j ∈ RI
− wIJ|RI |·|RJ | if i ∈ RI , j ∈ RJ
(2.52)
Then solution to GGGL-2 can be computed according to Algorithm 1, replacing steps 2
and 3 by (2.52). The non-negative coefficients constraint in GGGL-2 is tackled by further
requiring βˆi in step 14 to be non-negative. Thus if a negative estimate is obtained, the
corresponding entry in βˆ is set to zero.
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2.8 Parallel coordinate descent algorithm
2.8.1 Introduction to parallel computing
For some computational problems involving large sample size and/or high-dimensional
data, algorithms implemented on a single CPU core are not fast enough to complete the
computation within a reasonable amount of time. Today, with the ever increasing avail-
ability and affordability of high performance computing systems built around multi-core
processors, computer clusters, and graphics processing units (GPUs), these problems can
potentially be solved much more efficiently. For instance, suppose we wish to multiply
two large matrices A and B which gives C. A serial algorithm implemented on a single
CPU core would compute each entry of C sequentially. However, as we know from linear
algebra, C can be partitioned into several blocks where each block can be independently
computed in individual processors before concatenated to obtain the full matrix. By saving
the time that each entry in C has to “wait” in a serial computation algorihtm, we expect
this will result in a significant reduction of computation time. We illustrate this approach
in Figure 2.10 where C is partitioned into four blocks. This type of computation is referred
as “parallel computing”, since the computation in each individual processor can be done in
parallel (i.e. at the same time), rather than in a serial manner as in a single CPU core.
The GPU is the maximum exponent of parallel computing [Navarro et al., 2014]. For
it is small enough to fit in a desktop computer while being highly capable in dealing with
massive parallel computations. Compared with a CPU which typically consists of merely 2
to 8 cores, an NVIDIA Tesla K40 GPU card consists of 2880 CUDA cores. It is thus unsur-
prising to see GPU-based algorithms have achieved considerable amount of speed-up over
CPU-based computation [Lu et al., 2010, Wilton et al., 2014]. In practice, however, many
computational problems are not naturally parallelisable as matrix multiplication, which
calls for theoretical development to adjust the computation algorithm such that accelera-
tion by parallelisation is feasible.
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Figure 2.10: An illustration of a trivially parallel algorithm for computing the prod-
uct of matrices A and B to give C. C is partitioned into four blocks represented by
four colours. Each small block in C is computed in parallel in an individual pro-
cessor before concatenated to give the full matrix. The figure originally appeared on
http://codinggorilla.domemtech.com/?p=249.
2.8.2 Parallel coordinate descent algorithm
In this subsection we describe the implementation of a parallel computation algorithm
which can be used to solve (2.50). The algorithm presented below is an application of the
general framework proposed in [Richta´rik and Taka´cˇ, 2013a], which considers the problem
of minimising:
F (β) := f(β) + Ω(β) (2.53)
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where β ∈ Rp, f(β) denotes the loss function, and Ω(β) denotes the composite penalty
function. If there exists a partition
⋃m
i=1 Ui of the parameters {β1, β2, ..., βp} such that
F (β) can be written as the sum of m ≥ 2 functions, each depending on a unique set Ui of
the variables, we say F (β) is “separable”, and the minimisation problem (2.53) can be de-
composed into m independent optimisation problems which can be “trivially” parallelised.
Therefore if there are ρ (2 ≤ ρ ≤ m) processors available for the computation, it is ex-
pected to get a ρ times speed-up by parallelising the computation. However, sometimes,
e.g. in (2.50), only the composite penalty term is “separable”, making it non-trivial to
parallelise.
In addition to the usual requirement of smoothness and convexity, the parallel coordi-
nate descent method (PCDM) presented in [Richta´rik and Taka´cˇ, 2013a] relaxes the sepa-
rability condition on f(β) to f being a (block) partially separable function. By coordinate
descent method (CDM) we refer to the strategy of cyclically updating the coordinates of
β one coordinate (or one block of coordinates) at each iteration [Friedman et al., 2007].
CDMs are fast to compute at each iteration but usually take more iterations to converge
than competing methods, e.g. gradient methods [Nesterov, 2012], however, its perfor-
mance on big data optimisation is generally more efficient [Richta´rik and Taka´cˇ, 2013a].
An outline of this PCDM is given in Algorithm 2.
Algorithm 2 Parallel Coordinate Descent Method
Input: data X, y; parameter λ1, λ2; Partition of predictorsR, which consists of |R| blocks;
Starting value β˜; ; number of blocks to be updated in each step ρ (which is not less than
the number of processors available).
Output: column vector βˆ
1: Compute constants ωRI for each block RI and the constant B.
2: Choose initial estimate βˆ(0).
3: k ← 0
4: Randomly generate a set of blocks fromR: R(k)1 , R(k)2 , ....
5: In parallel do: βˆ(k+1)
R
(k)
I
← φ(βˆ(k), R(k)I ), for I = 1, 2, ....
6: Collect estimates from the processors to obtain βˆ(k+1).
7: Set k ← k + 1 and go back to 4 until a stopping criterion is met.
In Algorithm 2 step 4, the blocks to be updated in each iteration are randomly gener-
ated from a uniform sampling scheme, so that the probability of any block being updated
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in step k is constant and independent of previous updates. In step 5, the blockwise update
of βˆ in step (k + 1) is obtained from a function φ, which corresponds to another optimi-
sation problem depending on the full estimate from step k. For notation simplicity, denote
φ(βˆ(k), R
(k)
I ) by φI , which is a column vector with |R(k)I | entries. Without loss of general-
ity we assume a processor only updates one block of variables in each iteration, so that the
index I corresponds to RI in (2.50). Then φI minimises the function:
< ∇I f, Φ > +BωI
2
‖ΦI‖22 + Ω(β(k)I + ΦI) (2.54)
with respect to ΦI , where<,> denotes the inner product,∇I denotes the gradient operation
with respect to βI , B and ωI are constants to be determined.
The consequence of the conditions on f and Ω, the uniform sampling scheme, the com-
putation in (2.54) with pre-determined constants B and ωI is, we obtain a monotonically
decreasing sequence in terms of the expected value of F (βˆ) after each iteration. Specifi-
cally:
E[F (βˆ(k+1))|βˆ(k)] ≤ E[F (βˆ(k))] . (2.55)
Since this monotonically decreasing sequence is bounded below (certainly by 0), the algo-
rithm is expected to converge.
We now re-state the assumptions necessary to validate this PCDM algorithm, as origi-
nally presented in [Richta´rik and Taka´cˇ, 2013a], and apply it to (2.50). These include:
• Partial separability of f : Let⋃mi=1 Ui be a partition of the variables {β1, β2, ..., βp},
then f is partially separable of degree δ if it can be rewritten as:
f(β) =
∑
J∈J
fJ(β) (2.56)
where J is a subset of {U1, U2, ..., Um} and each J is non-empty (possibly overlaps
with others), |J | ≤ δ for all J ∈ J . fJ are differentiable convex functions which
depend on the blocks of β in J only.
• Smoothness of f : This requires ∇if to satisfy the Lipschitz condition with Lips-
chitz constants Li for i = 1, 2, ...,m.
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• Separability and convexity of Ω : Let⋃mi=1 Ui be a partition of {β1, β2, ..., βp},
Ω(β) can be written as:
Ω(β) =
m∑
i=1
Ωi(β[Ui]) (2.57)
where β[Ui] depends on the entries of β in Ui only, and all Ωi are convex and closed.
Note that the algorithm requires no knowledge on the exact decomposition of (2.56); it
is only necessary to compute δ, which can be taken as the maximum number of non-zero
elements in the rows of X∗, when f(β) = ‖y∗ −X∗β‖22 as in (2.50).
It then can be easily verified that these conditions are satisfied in (2.50), where the
partition of variables can be readily obtained as {U1, U2, ..., Um} = R. Now, to apply
PCDM, note: f = 1
2
‖y − Xβ‖22 and Ω(β) = λ1
∑
I
√|RI |‖βI‖2 + λ2‖β‖1. Substituting
into (2.54) we obtain the optimisation problem on φI for block RI : (for notation simplicity
we drop * on X and y)
− (y −Xβ)TXIφI + BωI
2
‖φI‖22 + λ1
√
|RI | · ‖βI + φI‖2 + λ2‖βI + φI‖1 . (2.58)
Let i ∈ RI , differentiating (2.58) with respect to the ith coordinate of φI , denoted by
φi, and setting to zero, we see φi must satisfy:
− (y −Xβ)TXi +BωIφi + λ1
√
|RI | · si + λ2ti = 0 (2.59)
where
si =

βi+φi
‖βI+φI‖2 if βI + φI 6= 0
∈ [−1, 1] if βI + φI = 0
(2.60)
ti =
σ(βi + φi) if βi + φi 6= 0∈ [−1, 1] if βi + φi = 0 (2.61)
where σ is the sign function.
Note that (2.59), (2.60) and (2.61) are the sub-gradient equations on βi + φi of a sparse
group lasso model as in [Simon et al., 2013], which can be solved by a block CDM. Specif-
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ically, set φˆI = −βI if:
‖Sλ2 [(y −Xβ)TXI +BωIβI ]‖2 ≤ λ1
√
|RI | (2.62)
where Sλ(z) := σ(z) ·max{|z| − λ, 0}. Otherwise, for i ∈ RI , set φˆi = −βi if:
|(y −Xβ)TXi +BωIβi| ≤ λ2 . (2.63)
If neither (2.62) or (2.63) holds, let γi = βi + φi and equations (2.59) (2.60) (2.61) merge
to:
(y −Xβ)TXi +BωIβi = BωIγi + λ1
√
|RI | · γi‖γI‖2 + λ2σ(γi)
which can be solved by:
γˆi =
1
BωI
(1− λ1
√|RI |
‖Sλ2 [(y −Xβ)TXI +BωIβI ]‖2
)
× Sλ2 [(y −Xβ)TXi +BωIβi] . (2.64)
To summarise, step 5 in Algorithm 2 can be computed by Algorithm 3.
The constants B and ωI are determined by the data and the sampling scheme involved
in step 4 of Algorithm 2. In [Richta´rik and Taka´cˇ, 2013a], several sampling methods are
described and studied. In our implementation, we use “nice sampling” which randomly
selects ρ groups from R and each group is to be selected with equal probability. In this
case we have: B = min{δ, ρ} and ωI is the Lipschitz constant associated with RI , which
is taken as ‖XTI XI‖F .
2.9 Parameter tuning
The GGGL defined in (2.31) with penalties (2.32), (2.33), (2.34) consist of three regu-
larisation parameters: λ1, λ2, and µ. The first two parameters control the number of
selected groups and predictors, and µ controls the weight of the network structure that
is imposed to the model. These parameters are traditionally tuned by a cross-validation
procedure in which the model fit is assessed by its prediction error. Cross-validation proce-
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Algorithm 3 PCDM Step 5
Input: The group to be updated R(k)I , denoted by RI for short; data X , y (superscript
* removed for simplicity); parameter λ1, λ2; estimated coefficients before step k: β(k),
denoted by β for convenience, 
Output: column vector βˆ(k+1)
R
(k)
I
, denoted by βˆI for convenience.
1: if (2.62) holds then
2: βˆI = (0, 0, ..., 0)
T
3: else
4: for i ∈ RI do
5: if (2.63) holds then
6: βˆi = 0
7: else
8: βˆi = γˆi as in (2.64).
9: end if
10: end for
11: if ‖βˆI − βI‖2 ≤  then
12: stop.
13: else
14: βI = βˆI and go back to 4.
15: end if
16: end if
dures can avoid model overfitting by evaluating the out-of-sample prediction performance
of the model, therefore the optimal model parameters generally have good generalisability
to new data. However, parameters tuned using this minimal prediction error criterion do
not necessarily give rise to a model comprising the true sparsity pattern. This is primarily
due to two reasons: One, the model tends to recruit noise variables which are moderately
correlated with the true variables to reduce prediction error via model reparameterisation;
Two, a fixed combination of model parameters often result in different sparsity patterns in
each fold of the cross-validation, which may also be different from the sparsity patterns
obtained by using the same parameters in the model when applying to the full data. In fact,
it has been observed that sparsity parameters optimised in this way often result in a larger
model than the true one, where many noise variables are selected [Leng et al., 2006, Birge´
and Massart, 2007]. In this section we firstly review a variable ranking procedure called
stability selection which can rank the groups and individual predictors in a GGGL model
according to their importance in predicting the response for a given µ. We also propose a
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new algorithm inspired by stability selection, which can identify an optimal µ from a set
of candidate values. Therefore, the complete procedure for variable selection using GGGL
consist of two steps: firstly searching for an optimal µ; and secondly employing stability
selection with the optimal µ to obtain a group ranking and a predictor ranking from which
important groups and predictors can be selected.
2.9.1 Stability selection
For fixed µ in GGGL, a data resampling procedure called stability selection [Meinshausen
and Bu¨hlmann, 2010] can be adopted to rank the groups and predictors according to their
importance in predicting the response. Stability selection consists of fitting the sparse (re-
gression) model to a large number of subsamples of the data using pre-determined sparsity
parameters, where each subsample comprises half of the subjects which are independently
sampled without replacement from the pool of all subjects. Variable selection results across
all subsamples are integrated to compute empirical selection probabilities for each variable
(and for each group as well in GGGL). The sets of important variables (and groups) are
selected by setting a threshold on the selection probabilities from the ranking. As shown
by Meinshausen and Bu¨hlmann [2010], the top-ranking variables are insensitive to the par-
ticular choice of the sparsity parameters. Given µ, the procedure of stability selection for
GGGL is presented below:
1. Randomly extract half of the subjects from the pool of all subjects and denote the
data matrices/vectors consisting of extracted subjects Xs and ys respectively.
2. Fit GGGL on predictor matrix Xs and response vector ys for a fixed µ, where λ1
and λ2 are either prescribed or chosen such that a prescribed number of groups and
variables are selected.
3. Record the groups and variables which are selected in step 2.
4. Repeat steps 1 to 3 N times, where N is typically at least 1000.
5. Compute empirical selection probabilities for each group and variable. Then rank
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the groups and variables in the corresponding lists according to the selection proba-
bilities.
2.9.2 Hybrid cross-validation with subsampling
Stability selection procedure as in the last subsection assumes a given graph-regularisation
parameter µ in GGGL. In practice, such a value is unknown and needs to be carefully cho-
sen to avoid either over-relying on the prior knowledge or giving insufficient attention on it.
We define µ as being optimal if the set of important variables selected with this particular
µ give rise to the lowest out-of-sample prediction error, where prediction is made using
the important predictors only. Assuming a set of candidate values of µ are available which
we denote by Θ, we propose a hybrid cross-validation algorithm to identify the optimal
µ. The core idea is to fit a sparse model for each µ in Θ using the training data, followed
by learning the non-sparse model coefficients using only the selected predictors from the
training data, and finally compare prediction errors corresponding to various µ using the
testing data. To increase the stability of the selected variables and the robustness of predic-
tion performance, we implant the subsampling procedure introduced in the last subsection,
such that the “variable selection - model fitting - prediction” procedure is carried out M
times for each µ in each fold of the cross-validation algorithm.
Specifically, we perform a 10-fold cross validation. For each fold, we denote the train-
ing dataset as Dtrain which comprises of 90% of the subjects, and the testing dataset as Dtest
which comprises of 10% of the subjects, and proceed as follows:
1. Randomly extract half of the subjects fromDtrain and fit the sparse model for each µ ∈
Θ, where sparsity parameters are either prescribed or chosen such that a prescribed
number of variables are selected. Retain the set of selected variables/groups for each
µ.
2. For each µ ∈ Θ, fit the same model using only the selected variables from step 1, but
without sparsity-inducing penalties, on the training set. Note the graph penalty reg-
ularised by µ is included in the objective function. Retain the estimated coefficients
for each µ.
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3. For each µ ∈ Θ, use the coefficients estimated from step 2 to compute prediction
errors on Dtest. Retain the prediction error for each µ and choose the value of µ that
results in the least prediction error.
4. Repeat steps 1 to 3 M times and record the number of times each µ ∈ Θ is chosen as
the optimal value.
This procedure is repeated for all ten folds, and during this process we keep track of the
number of times that each µ has been deemed optimal across the 10×M subsampled data.
The candidate with the most counts is the optimal value in Θ.
2.10 Simulation studies
In this section we present simulation studies to assess the power of detecting true signal-
carrying predictor groups (e.g. genes) and predictors (e.g SNPs). We compare the perfor-
mance of the GGGL models with models which do not account for the prior information
between the predictor groups, as encoded by the network. We carry out two sets of simula-
tions: in (I) we compare the GGGL-1 with the group lasso [Yuan and Lin, 2006] on group
selection; and in (II) we compare the GGGL-2 with the sparse group lasso [Simon et al.,
2013] on both group and predictor selection.
Throughout the simulation studies we fix n = 200 and p = 1000 to imitate the typical
scenario n << p, and we assume the predictors are partitioned into |R| = 100 groups
which have equal sizes of 10 - similar to that of the real dataset in Section 2.11 where
p/|R| = 14.35. In set (I), we consider five cases of simulations, corresponding to signal-
to-noise ratios (SNRs) at 0.15, 0.125, 0.10, 0.075, 0.05; in set (II), due to the intensive com-
putation it involves, we perform one case of simulation in which SNR is set at 0.075. Here
the SNR is defined as the ratio of the variance the response variable to the variance of the
noise. The SNRs we use here match that of the real data in Section 2.11, estimated under
a linear regression model which gives SNR= 0.0985. For each case of the simulations, we
generate 500 data sets each consisting of X , y, R, and G. We generate the n × p matrix
X assuming the predictors follow independent standard normal distributions. The indexes
of the signal-carrying variables are fixed and known in each set of the simulations so that
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the performance of each model can be evaluated by comparing the number of correctly
identified predictors or predictor groups while controlling for the number of falsely de-
tected ones. Specifically, we let signal-carrying predictors fall into 20 groups, and define
coefficient vector v in which the non-zero entries, which correspond to the signal-carrying
predictors, are generated from a uniform distribution in the interval (0.1, 1). In (I), we as-
sume 70% of the variables in the signal-carrying groups have non-zero entries in v, while in
(II) we assume a smaller proportion at 50%. We define the response vector: y = Xv+η ·e,
where e is the vector of random errors generated from independent standard normal dis-
tributions, and η is a positive real number set to achieve the desired SNRs, computed as
the ratio of the mean of Xv to the standard deviation of (η · e). Finally, we normalise the
columns of X to have zero mean and unit Euclidean norm and center y as required by the
models.
As for the network generation, we randomly partition the signal carrying groups into
clusters of ten, and likewise partition the non signal-carrying groups, resulting in 10 clus-
ters each of size 10. Assuming the probability that a pair of nodes are directly connected
is independent to all other pairs, we generate the network G using a set of three probabil-
ity parameters: pC is the probability of connection between groups belonging to the same
cluster; pCC is the probability of connection between signal-carrying or non signal-carrying
groups belonging to different clusters; pSN is the probability of connection between a
signal-carrying group and a non signal-carrying group. We generate networks such that
signal-carrying groups are relatively densely connected whereas there are very few links
between these groups and the non signal-carrying groups. Note this is the only characteris-
tic required to ensure that GGGL works better than group selection methods which do not
account for the network structure, regardless of the model under which the network is gen-
erated. For simplicity we assume the network is generated under an Erdo¨s-Re´nyi random
graph model parameterised by pC , pCC , andpSN only, and we do not consider higher order
graph features such as scale-free networks and small world networks. Specifically, we set
pC = 0.4, pCC = 0.15, pSN = 0.03 so as to match the overall graph density to the gene
networks used in the application in Section 3.7.
In (I) we evaluate the performance of the GGGL-1 and use the group lasso [Yuan and
Lin, 2006] as a benchmark, which essentially drops P2 and P3 in (2.32) and (2.33) from
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(2.31). We assess the performance of the two models by group selection. When fitting the
GGGL-1, we fix λ2 = 0, and tune λ1 such that the model selects 25 groups on average
and all variables in these groups have non-zero coefficients. We consider a set of candidate
values of µ in Θ = {1, 10, 100, 1000}. Due to the large amount of computation involved in
choosing the optimal µ, we only applied the hybrid cross-validation procedure in Section
2.9.2 to one dataset generated with SNR= 0.10, and identified the optimal µ being µ = 100
which we shall use for all GGGL-1 models. For group lasso, we tune λ1 such that the
same number of groups are selected. Note the sparsity level does not affect the relative
performance of the models as long as the same sparsity level is imposed so that the results
are comparable. We compute the empirical selection probabilities for all groups within each
case of the simulations. By varying the threshold from 0 to 1 and defining the important
groups as those with selection probabilities greater than the threshold, we can construct
the receiver operating characteristic (ROC) curve on the |R| groups. In a ROC curve,
the proportion of signal-carriers classified as important groups (true positive rate; TPR) is
plotted against the proportion of non signal-carriers classified as important groups (false
positive rate; FPR). The area under curve (AUC) can be interpreted as the probability that
a randomly chosen signal-carrying group has larger selection frequency than a randomly
chosen group carrying no signal, which will be used as the evaluation criterion of model
comparison. We plot the AUC against SNR in Figure 2.11. We observe when signal is
strong, both models perform equally well; yet as the SNR continues to decrease, the loss
in power of the group lasso is at a faster rate comparing with GGGL-1. When SNR is low,
the plot shows a clear advantage of incorporating the structured prior knowledge on the
predictor groups.
In (II) we compare the GGGL-2 with the sparse group lasso [Simon et al., 2013], whose
penalty terms consist of (2.32), where we impose sparsity on and within the groups. In
both models we tune λ1, λ2 such that on average 25 groups are selected and half of the
variables in these groups have non-zero coefficients. We optimised µ in the same way
as in simulation set (I) from the same candidates Θ and obtained optimal µ = 10. The
ROC curves for group selection and predictor selection are presented in Figure 2.12. We
observe the two models are equally competitive in selecting the predictor groups. However,
GGGL-2 enhances the power of selecting the signal-carrying predictors via the smoothing
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Figure 2.11: Plot of area under ROC curve (AUC) against signal-to-noise ratio (SNR),
where variable selection is carried out at groups (genes) level. As the SNR continues to
fall, using the prior knowledge encoded by the network to guide group selection, GGGL-1
(red line) gains additional power compared to the group lasso (dotted blue). Note the SNR
of the real dataset in 2.11 is estimated to be 0.0985.
Figure 2.12: ROC curves plotting true positive rate (TPR) against false positive rate (FPR).
The left column refers to selection of groups (genes) and the right column refers to selection
of predictors (SNPs). Using the network, GGGL-2 (red line) retains the power of group
selection yet improves on predictor selection, compared with the sparse group lasso (dotted
blue).
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of average coefficients it exercises on the predictor groups. The results in (I) and (II)
demonstrate that incorporating graphical prior knowledge on the predictor groups enables
the GGGL models to gain additional power compared to the (sparse) group lasso models
which ignore such information, in particular when the SNR is low.
2.11 Application: pathway-based imaging genomics in preterm in-
fants
2.11.1 Introduction
The incidence of preterm birth is increasing steadily, with a high proportion of survivors
experiencing adverse motor, cognitive and psychiatric sequelae [Blencowe et al., 2013].
The pathogenesis of preterm brain injury results from various factors such as hypoxia, is-
chaemia, infection, and inflammation substrate [Volpe, 2009, Jablonska et al., 2012]. So
far, the damage of white matter, which is a component of the central nervous system where
glial cells and myelinated axons transmit signals from one region of the cerebrum to an-
other, has been the most studied substrate [Debillon et al., 2000]. Diffusion magnetic res-
onance imaging (d-MRI) provides measures of white matter structure that are correlated
with neurodevelopmental outcome [Counsell et al., 2008, Ball et al., 2015] and highly her-
itable, such that about 60% of the variability in d-MRI measures between individuals in the
neonatal period can be attributed to genetic factors [Geng et al., 2012]. Imaging endophe-
notypes provide a more direct link to genetic underpinnings than the neurodevelopmental
or behavioural features of diseases, demonstrating higher genetic penetrance and informing
the biological foundation of disease.
Perinatal brain injury can be modeled as a complex disorder associated with the com-
bined effects of multiple genes coupled with environmental factors [Dempfle et al., 2008].
Common DNA sequence variation is estimated to account for up to 50% of additive genetic
variation in complex traits, including neuroanatomical features [Toro et al., 2014] as well
as neurological disorders including autism [Gaugler et al., 2014], epilepsy [Speed et al.,
2014], and schizophrenia [Arnedo et al., 2014]. Given that preterm birth poses an extreme
challenge to the whole organism, it is plausible that common variation between individuals
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results in differential vulnerability to adverse stimuli.
Statistical methods can allow us to understand the associations between large imaging
and genetic datasets, and thus facilitate the biological interpretation of the processes leading
to brain damage. In the first part of the study carried out in Krishnan et al. [2015], the
peroxisome proliferator-activated receptor (PPAR) signaling pathway was found the most
predictive biological pathway of white matter integrity, using a pathways-driven sparse
reduced-rank regression method [Silver and Montana, 2012]. In the second part of the
analysis, GGGL models were employed to elucidate the association between individual
genes and SNPs within the PPAR pathway and the imaging phenotypes.
2.11.2 Data preparation
The data pre-processing work presented in this sub-section was done by my collaborator
Dr. Michelle Krishnan.
Participants were preterm neonates receiving care at Queen Charlotte’s and Chelsea
Hospital between January 2005 and October 2008. Infants were not eligible if they had a
chromosomal abnormality, congenital malformation, or congenital infection, giving a total
of 72 subjects included in our study.
The MRIs were acquired on a Philips 3-Tesla system, where for each subject the voxel
measurements were recorded in a 128 × 128 matrix. Diffusion tensor imaging (DTI)
analysis was performed by using FMRIB’s Diffusion Toolbox (v2.0) as implemented in
FMRIB’s software library (FSL v4.1.5; www.fmrib.ox.ac.uk/fsl). Each infant’s diffusion-
weighted image (DWI) was registered to his non-diffusion-weighted image and corrected
for differences in spatial distortion owing to eddy currents. Images were extracted using
Brain Extraction Tool (BET v2.1), diffusion tensors calculated voxelwise, and fractional
anisotropy (FA) values were obtained for each subject. These values were serially adjusted
for for the effect of gestational age at birth and postmenstrual age at scan using the FSL
general linear model tool, thereby focusing on the effect of genetic variation and environ-
ment only. Finally, dimensionality reduction of the phenotype with principal component
analysis (PCA) was carried out for computational efficiency and the first principal compo-
nent was retained which would be the univariate response in GGGL, accounting for about
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33% of the total variance in the phenotype.
The concentration of all genomic DNA samples was measured using the PicoGreen
protocol. 200ng of genomic DNA was used for each Illumina humanOmniExpress-12 array
according to the manufacturer’s instructions. The genotype matrix was recorded in terms
of minor allele counts, including only SNPs with minor allele frequency (MAF) ≥ 5% and
≥ 99% genotyping rate.
SNPs were mapped to genes and KEGG pathways (Kyoto Encyclopedia of Genes and
Elements) according to NCBI GRCh37 and KEGG data base (http://www.genome.
jp/kegg/pathway.html), respectively. The PPAR signaling pathway contained 69
genes and 990 SNPs. The functional relationships between these 69 genes were system-
atically described by clustering the genes based on their Gene Ontology (GO) biological
process annotations [Ovaska et al., 2008]. This gave a weighted adjacency matrix based
on pairwise semantic similarity of GO terms, which had been shown to correlate with pro-
tein sequence similarity [Apweiler et al., 2004] and protein family similarity [Couto et al.,
2006].
2.11.3 Results
We fitted both GGGL-1 and GGGL-2 to each subsample in stability selection procedure
described in Section 2.9.1, where µ was fixed at each value in Θ = (0.1, 1, 10) for each
model. The sparsity parameters λ1 and λ2 were chosen such that on average each model
selected about 20% of the genes (groups) and half of the SNPs (variables) within the se-
lected genes. 1000 subsamples were generated in stability selection each consisting of 2/3
of the total subjects. SNPs, with mapped genes, were ranked according to their empirical
selection probabilities.
We noticed a step change at 0.4 in the selection probabilities obtained from GGGL-1
using µ = 10 (a gap between 0.403 and 0.358), hence we retained genes with selection
probabilities higher than this value. Remarkably, for each µ ∈ Θ, the list of mapped genes
from GGGL-1 contained exactly the same members. Results from GGGL-2 were highly
comparable in that the lists of the top 30 SNPs for different µs had 27 members in common
which were all selected by GGGL-1. The lists of selected SNPs from GGGL-1 and GGGL-
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2 are given in Table 2.1 and 2.2 listed below.
Table 2.1: GGGL GWAs application: List of selected SNPs
and mapped genes by GGGL-1
SNP ID mapped gene selection probability
rs3758267 AQP7 0.855
rs4879696 AQP7 0.817
rs1143796 ME1 0.684
rs1535588 ME1 0.684
rs1170348 ME1 0.683
rs1144184 ME1 0.682
rs9449593 ME1 0.659
rs3798890 ME1 0.648
rs6917851 ME1 0.634
rs12191369 ME1 0.634
rs1180242 ME1 0.607
rs1180192 ME1 0.593
rs7169981 PLIN1 0.553
rs11073884 PLIN1 0.553
rs2289487 PLIN1 0.552
rs8179043 PLIN1 0.546
rs12351969 AQP7 0.537
rs6790738 ACAA1 0.533
rs12630114 ACAA1 0.532
rs7744 ACAA1 0.527
rs6512198 SLC27A1 0.515
rs11086076 SLC27A1 0.515
rs9825655 ACAA1 0.513
rs2278280 SLC27A1 0.511
Continued on next page
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Table 2.1 – continued from previous page
SNP ID mapped gene selection probability
rs11665931 SLC27A1 0.506
rs4808657 SLC27A1 0.49
rs11668681 SLC27A1 0.483
rs7255307 SLC27A1 0.465
rs9311180 ACAA1 0.459
rs1954537 ME1 0.458
rs4808652 SLC27A1 0.455
rs6599263 ACAA1 0.448
rs1123569 ACAA1 0.438
rs13219666 ME1 0.422
rs11670276 SLC27A1 0.415
rs10890467 CYP4A22 0.409
rs750385 ME1 0.403
rs11666579 SLC27A1 0.403
Table 2.2: GGGL GWAs application: List of selected SNPs
and mapped genes by GGGL-2
SNP ID mapped gene selection probability
rs3758267 AQP7 0.85
rs4879696 AQP7 0.746
rs1143796 ME1 0.718
rs1170348 ME1 0.718
rs1535588 ME1 0.716
rs1144184 ME1 0.712
rs9449593 ME1 0.686
Continued on next page
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Table 2.2 – continued from previous page
SNP ID mapped gene selection probability
rs1180242 ME1 0.65
rs7169981 PLIN1 0.548
rs11073884 PLIN1 0.548
rs2289487 PLIN1 0.546
rs8179043 PLIN1 0.538
rs6512198 SLC27A1 0.538
rs11086076 SLC27A1 0.528
rs2278280 SLC27A1 0.524
rs11665931 SLC27A1 0.516
rs1180192 ME1 0.506
rs11668681 SLC27A1 0.498
rs10890467 CYP4A22 0.498
rs3798890 ME1 0.492
rs7255307 SLC27A1 0.48
rs4808652 SLC27A1 0.462
rs6790738 ACAA1 0.458
rs12630114 ACAA1 0.458
rs4808657 SLC27A1 0.448
rs7744 ACAA1 0.442
rs6917851 ME1 0.44
rs12191369 ME1 0.44
rs9825655 ACAA1 0.43
rs11670276 SLC27A1 0.426
Within the PPAR pathway, the GGGL methods identified a subset of 5 functionally
related genes in terms of GO biological process. These were aquaporin 7 (AQP7), malic
enzyme 1, NADP(+)-dependent, cytosolic (ME1), perilipin 1 (PLIN1), solute carrier fam-
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ily 27 (fatty acid transporter) member 1 (SLC27A1), and acetyl-CoA acyltransferase 1
(ACAA1). The relationships between these five genes were further characterised using
the GeneMANIA prediction algorithm [Warde-Farley et al., 2010]: the set of 25 interacting
genes in the GeneMANIA network were significantly enriched for disease associations with
fatty liver, hypertriglyceridaemia, obesity, insulin resistance and type 2 diabetes (adjusted
p-value < 5 × 10−6). Analysis of transcriptional regulation using the PASTAA algorithm
[Roider et al., 2007] indicated that four of the five genes (ACAA1, AQP7, ME1, SLC27A1)
were controlled by a common transcription factor, early growth response (EGR-4), hyper-
geometric p-value 7.7 × 10−4. EGR-4 gene expression is induced by cerebral ischaemia
and inflammation [Mengozzi et al., 2012, Decker et al., 2003], which are known to be key
mechanisms in preterm brain injury [Vannucci and Hagberg, 2014, Volpe, 2012]. EGR4
is also upregulated by EGFR signaling [Mayer et al., 2009], which has been linked to
myelination and remyelination [Aguirre et al., 2007]. Both fatty acids and EGR signaling
have been associated with mental illnesses including schizophrenia [Yamada et al., 2007,
Matsumata et al., 2007] and the interaction of EGR-1 and the PPAR pathway has been de-
scribed in relation to cardiovascular risk [Fruchart, 2009]. Interpretation of our findings in
this biological context suggests that genetic variation in the PPAR pathway among preterm
infants places some individuals at increased risk of white matter damage, as a result of in-
efficient lipid metabolism in the case of high energy demands from the stressed developing
brain. The result interpretation presented in this paragraph was done by my collaborator
Dr. Michelle Krishnan.
2.12 Discussion and Conclusion
The work presented in this chapter is motivated by GWAs and the need to use structured
prior information to guide the selection of SNPs and genes associated with a quantitative
trait. The prior information is available at two levels: SNPs grouped into genes via gene-
SNPs mapping, and a network encoding the functional relatedness between the genes. We
have proposed a penalised linear regression model, the graph-guided group lasso in two
versions, which can select functionally related genes and influential SNPs within these
genes that explain the variability in the trait.
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We have studied some theoretical properties regarding the smoothing effect of the
GGGL models, and derived an upper bound for Dµ(i, j) and Dµ(I, J), defined in (2.35)
and (2.41) respectively, which measure the strength of the smoothing effect. Specifically,
proposition 2.6.1 shows GGGL-1 smoothens the coefficients of the SNPs if they belong
to the same gene or functionally related genes; and proposition 2.6.7 shows GGGL-2
smoothens the average coefficients of the SNPs belonging to functionally related genes.
The primary difference is, as stated in corollary 2.6.6 and 2.6.9, that GGGL-2 does not
smoothen the coefficients of SNPs within the same gene while GGGL-1 does. From a bio-
logical perspective, GGGL-1 assumes all SNPs in an associated gene have approximately
equal impact on the quantitative trait whereas GGGL-2 does not make such an assump-
tion. Hence, which version of the GGGL model works better will depend on extent this
assumption is satisfied or violated.
In GGGL-2 we have used Laplacian penalty to encourage simultaneously selecting
functionally related groups (genes). Later, after learning the TTLP1 penalty [Kim et al.,
2013] which we presented in (2.28), we feel this may be a more appropriate choice of
penalty on the group averaged coefficients, since the TTLP1 penalty does not smoothen
the averaged coefficients of two functionally related groups but merely encourages them
to be zero or non-zero altogether and that by smoothening the group averaged coefficients,
the Laplacian penalty achieves more than what the model assumption requires. Thus it
would be interesting to develop a third version of the GGGL model, replacing the Laplacian
penalty in GGGL-2 by the TTLP1 penalty.
Using simulated data, we have demonstrated that by incorporating the prior information
encoded by the network, GGGL-1 gains additional power in identifying the signal-carrying
predictor groups compared with the group lasso [Yuan and Lin, 2006]. In addition, when
imposing sparsity within the selected predictor groups, GGGL-2 improves the power of
selecting the signal-carrying predictors compared with the sparse group lasso [Simon et al.,
2013]. We also fitted both GGGL-1 and GGGL-2 to a real dataset and used stability se-
lection procedure to rank the variables (SNPs) according to their empirical selection prob-
abilities. We found that the sets of top ranking variables were robust to the choice of
regularisation parameter µ and the version of GGGL models used.
The models presented here were motivated by GWAs, in which the predictors were as-
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sumed to be SNPs and the predictor groups were genes. However, application of the GGGL
models need not be restricted to GWAs data. One of the possible different applications is
in the context of medical imaging data, where predictors are voxels and predictor groups
correspond to regions of interest (ROI) [Schwarz et al., 2013]. A network on the ROIs may
encode the functional correlations between different regions, as presented in [Nelson et al.,
2010].
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Chapter 3
Network-driven sparse reduced-rank
regression
3.1 Introduction to DNA methylation and gene expression association
studies
Widespread adoption of high-throughput molecular profiling technology by the biological
research community has resulted in a vast public resource of paired genomic data, where
many thousands of measurements of different types are available for the same biological
samples. This in turn presents the opportunity to develop appropriate statistical tools to
infer relationships between such paired datasets in different biological contexts [Minas
et al., 2013]. Here we are particularly interested in identifying associations between paired
DNA methylation profiles and expression levels of genes obtained from cancer samples.
DNA methylation involves addition of a methyl group to cytosines in DNA. Where
this is concentrated in promoter regions, it tends to lead to silencing of expression of the
downstream gene. The association between DNA methylation and gene expression is far
from straightforward, and DNA methylation has also been shown to be associated with
active transcription of genes [Suzuki and Bird, 2008]. Aberrant DNA methylation has
been observed in almost every type of cancer and patterns of DNA methylation have been
linked to changes in gene expression that associate with the development of drug resistance.
Obtaining insights into the links between DNA methylation and gene expression in cancer
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is expected to be particularly helpful in moving towards addressing the issue of acquired
drug resistance, which remains one of the main unmet clinical needs in cancer medicine
[Vaughan et al., 2011].
A number of efforts have been made recently to address the problem of detecting asso-
ciations between DNA methylation and gene expression profiles. By far the most common
scenario involves the mapping of loci with DNA methylation to genes, and using some
measure of association between the levels of DNA methylation and the levels of expression
of the same gene. Example measures of association include Pearson’s correlation coef-
ficient [Rhee et al., 2013] and maximal information coefficient [Stone et al., 2013]. In
case-control designs, a common approach consists in first identifying differentially methy-
lated sites and differentially expressed traits, often using standard two-sample univariate
statistical tests (e.g. a t-test), and then comparing the two resulting lists to detect potential
overlaps [Gervin et al., 2012]
Here we take a predictive modelling approach in which we aim to identify a subset of
DNA methylation measurements that are highly predictive of a subset of gene expression
traits across a set of heterogeneous biological samples that nonetheless share some char-
acteristic of interest (e.g. patients with the same disease, and for which control samples
may not be available). The precise mechanisms by which DNA methylation influence gene
expression are far from fully understood, particularly when it comes to inter- and intra-
genic methylation [Suzuki and Bird, 2008], and trans-acting regulation in which the 3D
structure of chromatin enables interactions between non-adjacent regions of the genome
[Lazarovici et al., 2013]. A recent study investigating genome-wide epigenetic and tran-
scriptional changes following acquisition of platinum resistance in ovarian cancer cell lines
showed that only a small proportion of genes with an increase in DNA methylation had a
corresponding downregulation of gene expression [Zeller et al., 2012]. For this reason, and
to identify patterns of regulation where multiple sites of methylation can drive a system-
atic alteration of a functional expression program (akin to a higher eukaryotic equivalent
of a bacterial operon), we do not wish to restrict our discovery to only those interactions
for which each CpG locus is mapped to a gene and directly related to that same gene’s
expression level. Instead, we would like to be able to identify clear relationships between
varying levels of DNA methylation at any loci and corresponding changes in expression of
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any genes, ideally with some relevance to some biological function. The simplest approach
to this problem would consist of fitting all possible univariate linear regression models,
in which each gene expression value is regressed on each DNA methylation level, and all
the resulting pairs are ranked based on the magnitude and/or statistical significance of the
regression coefficients. We will refer to this method as mass-univariate linear modelling
(MULM). Such an approach however has two major drawbacks: first, due to the very large
number of hypothesis tests that are simultaneously carried out, the experiment-wide signif-
icance level would be far too stringent; second, all predictors and responses are modelled
as statistically independent while also ignoring any functional relationship between genes.
To tackle these limitations, we present a multivariate regression model for the simulta-
neous selection of highly predictive DNA methylation predictors and the most predictable
gene expression profiles. The high dimensionality and the small sample size pose the chal-
lenging problems of coefficient estimation and variable selection. Models involving di-
mension reduction techniques in conjunction with `1 penalisation on the coefficients, such
as sparse partial least squares (sPLS), have been explored in related applications, including
the integrated analysis of paired “omics” data [le´ Cao et al., 2008]. In this work we adopt
a reduced rank regression (RRR) approach which assumes a linear association between
DNA methylation and gene expression variables; the predictor vectors are projections of
the methylation variables matrix into a lower dimensional space, and the response vectors
are projections of the gene expression variables into a lower dimensional space.
In light of the complex interactions between nucleic acids, proteins and metabolites in
all organisms, networks have become fundamental in the understanding of biological sys-
tems. In fact, these networks appear to underpin biological processes found throughout
living things. For instance, in a recent methylation-gene expression study, while validat-
ing the findings of top ranking gene pairs, a substantially larger proportion of them were
found to be connected in the PPI network compared with the expected number from a
random distribution [Joung et al., 2013]. Multiple interacting components work together
in functional modules to bring about disease phenotypes or other traits [Calvano et al.,
2005]. From a statistical standpoint, the utilisation of prior information encoded in biolog-
ical networks provides a form of regularisation, and has been shown to improve inference
from high-dimensional datasets [Chuang et al., 2007]. We seek to improve variable selec-
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Figure 3.1: Illustration of the NsRRR principle: predictor variables (X) and response vari-
ables (Y) are each organised into a network via an adjacency matrix encoding prior infor-
mation on relatedness of the variables. A set of predictor variables (e.g. dark colouredX’s)
will be selected by the NsRRR model if they show an association with a set of response
variables (e.g. dark coloured Y ’s). Within the sets of selected predictors and responses,
variables are more likely to be selected together if they are also connected in the respective
networks (as is the case with both the dark X’s and the dark Y ’s).
tion accuracy and the interpretability of our regression model by guiding variable selection
to highlight sets of co-methylated and co-expressed genes that are known to co-operate
in enacting some biological processes. This is achieved by extending the previous works
[Vounou et al., 2010, 2012] on penalised regression through the use of an additional penalty
function on the regression coefficients, which incorporates prior information regarding the
functional relatedness between predictor variables and between response variables, respec-
tively. We call the resulting model Network-sparse Reduced-Rank Regression (NsRRR).
When the response variable is univariate, incorporating such structural information to en-
courage the selection of mutually interacting genes have been shown to give improved
variable selection result in terms of both accuracy and interpretability [Li and Li, 2008,
Azencott et al., 2013a]. Here we extend this principle to multivariate responses arising
when studying genome-wide expression levels. An illustration of the NsRRR principle is
given in Figure 3.1, in which trivial networks of predictor variables and response variables
are shown, with an example of possible sets of selected variables highlighted in a darker
colour. For example, if variation in the levels of the darker response variables is explained
by variation in the darker predictor variables, they are likely to be selected in the NsRRR
model because each set is also connected within its respective network topology.
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3.2 The reduced-rank regression
Suppose we have collected data on predictor variables X1, X2, ..., Xp and multivariate re-
sponse variables Y1, Y2, ..., Yq from n samples. We arrange the data on predictors into an
n×p matrix X , and we arrange the data on responses into an n× q matrix Y . The standard
multivariate linear regression assumes a linear relationship between each response variable
and all the predictors, which amounts to:
Y = XC + E
where the p×q matrix C consists of linear regression coefficients, and E is an n×q matrix
of random errors consisting of zero mean and possibly correlated columns. The estimate
of C, denoted by Cˆ, is found by minimising:
‖Y −XC‖2F := Tr{(Y −XC)T (Y −XC)}
where ‖‖F denotes the Frobenius norm and Tr denotes the matrix trace. When X has full
column rank such that XTX is invertible, the ordinary least squares (OLS) estimate Cˆ can
be explicitly defined as:
CˆOLS = (XTX)−1XTY (3.1)
Note the OLS estimate of the regression coefficients on Yj , CˆOLSj where Cˆj denotes the j
th
column of Cˆ, is exactly the same as OLS estimate obtained by fitting a linear regression on
the univariate response Yj alone. Thus the multivariate response linear regression (MRLR)
essentially makes no use of the correlated structure among the responses.
One way to account for the correlation structure between the responses is to impose
a rank constraint on the coefficient matrix C, i.e. rank(C) = R ≤ min{p, q} [Izenman,
1975], which we shall refer to as the reduced-rank regression (RRR). The low rank coef-
ficients in C account for the correlation between responses and can highlight the response
variables which are best predicted by the predictors.
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The estimate Cˆ is found by minimising:
‖(Y −XBA)Γ 12‖2F (3.2)
subject to the constraint rank(C) = R, where Γ is a q × q matrix. Γ can be taken as the
identity matrix or the inverse covariance matrix of the responses, which is related to other
multivariate response models as discussed in Section 3.9.
The optimisation problem attains a closed form solution [Izenman, 1975, Reinsel and
Velu, 1988]:
Cˆ = (XTX)−1XTY Γ
1
2H(R)H
T
(R)Γ
− 1
2 (3.3)
where H(R) is the q × R matrix in which the rth column is the normalised eigenvector
corresponding to the rth largest eigenvalue of Γ
1
2Y TX(XTX)−1XTY Γ
1
2 . Note if R =
min(p, q) and thus C is of full rank, H(R)HT(R) = IR and (3.3) reduces to Cˆ
OLS as in (3.1).
For a given R, Cˆ can be expressed as the product of two matrices Bˆ and Aˆ, each having
full rank,
Cˆ = BˆAˆ =
R∑
r=1
bˆ(r)aˆ(r) =
R∑
r=1
Cˆ(r) (3.4)
where Bˆ is a p × R matrix whose rth column is bˆ(r), and Aˆ is an R × q matrix whose rth
row is aˆ(r). The p × q matrix Cˆ(r) denotes the rth layer of Cˆ, ranked in decreasing order
of the strength of association. The rank constraint reduces in the number of parameters to
estimate from p × q to (p + q) × R by leaving out the less important linear relations, and
the dimensionality reduction is achieved.
A desirable feature of the matrix decomposition Cˆ = BˆAˆ is that it allows separate
evaluation on the effect of each predictor and each response: for instance, the jth entry of
bˆ(r) quantifies the contribution of the jth predictor and the kth entry in of aˆ(r) quantifies the
effect on the kth response variable in the rth rank.
The estimates Cˆ(r), aˆ(r), and bˆ(r) are obtained as below:
Cˆ(r) = (XTX)−1XTY Γ
1
2H(r)H
T
(r)Γ
− 1
2 (3.5)
aˆ(r) = HT(r)Γ
− 1
2 (3.6)
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bˆ(r) = (XTX)−1XTY Γ
1
2H(r) = Cˆ
OLSΓ
1
2H(r) (3.7)
where H(r) is the rth column of H(R). Since the columns of H(R) are uniquely defined, so
are the estimates Bˆ and Aˆ.
We now explore the column vectors in Bˆ and AˆT which are coefficients from different
ranks. Note that the real matrix Γ
1
2Y TX(XTX)−1XTY Γ
1
2 is symmetric and thus normal.
By spectral theorem, we have:
Γ
1
2Y TX(XTX)−1XTY Γ
1
2 = H(R)(Θ(R))2(H(R))T (3.8)
where (Θ(R))2 is the R×R diagonal matrix whose diagonal corresponds to the eigenvalues
of Γ
1
2Y TX(XTX)−1XTY Γ
1
2 . Pre-multiplying (3.8) by (H(R))T and post-multiplying by
H(R), while noting (H(R))TH(R) = I , we have: (H(R))TΓ
1
2Y TX(XTX)−1XTY Γ
1
2H(R) =
(Θ(R))2. As such, Bˆ must satisfy:
BˆTXTXBˆ = (H(R))TΓ
1
2Y TX(XTX)−1XTY Γ
1
2H(R) = (Θ(R))2 (3.9)
Since the columns of H(R) are orthonormal vectors, Aˆ must satisfy:
AˆAˆT = (H(R))TH(R) = I. (3.10)
Equations (3.9) and (3.10) imply that the R linear combinations of X via the columns of
(XBˆ) are orthogonal and thus linearly independent, and so are the linear coefficients in
different ranks of Aˆ. Therefore, the RRR model can be regarded as a member of latent
variable models, in which the latent factor Tj is defined by XBˆj , where Bˆj is the jth
column of Bˆ, and the fitted responses are derived from the uncorrelated latent factors. An
illustration of the latent factor architecture is given in Figure 3.2.
Equations (3.9) and (3.10) can also be exploited to reformulate the optimisation prob-
lem (3.2). Specifically, we minimise (3.2) subject to constraints (3.9) and (3.10). The
solutions Aˆ and Bˆ correspond to (3.6) and (3.7) respectively, subject to an isometric trans-
formation. To see this, let Q be any R×R unitary matrix, we have matrices B˜ and A˜ such
that: Cˆ = BˆAˆ = (BˆQ)(Q−1Aˆ) = B˜A˜, while (3.9) and (3.10) both hold for B˜ and A˜.
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Figure 3.2: Illustration of the latent architecture of the RRR model: predictor variables (X)
and response variables (Y) are linked by three uncorrelated latent factors T1, T2, and T3.
Each Tj is defined by Tj = XBj , and Y =
∑R
j=1 Tj(A
T )j + E.
Moreover, we also note the RRR fitted responses are linear combinations of the OLS
fitted responses, since:
Yˆ (R) = XCˆ(R) = Yˆ OLSG(R) (3.11)
where G(R) = Γ
1
2H(r)H
T
(r)Γ
− 1
2 . In fact, we can show that (XBˆ) and Aˆ corresponds to
the SVD of Yˆ OLS if Γ = I . By definition, the SVD of Yˆ OLS is: Yˆ OLS = UDV ′, where
U and V are unitary matrices, the columns of U are eigenvectors of Yˆ OLS(Yˆ OLS)T , the
columns of V are eigenvectors of (Yˆ OLS)T Yˆ OLS , and D is a diagonal matrix containing
the eigenvalues of (Yˆ OLS)T Yˆ OLS (or Yˆ OLS(Yˆ OLS)T ). Since we are working with real
numbers, the columns of V and U are orthogonal, and so do the columns of UD. Now, if
we can show V T = Aˆ and that (XBˆ) is orthogonal, it would suffice to justify that “(XBˆ)Aˆ
corresponds to the SVD of Yˆ OLS”.
By definition, the columns of V are the normalised eigenvectors of Y TX(X ′X)−1X ′Y ,
which is precisely the matrix H(R). Therefore V T = (H(R))T = Aˆ. The orthogonality of
(XBˆ) follows from equation (3.9).
3.3 The sparse reduced-rank regression
In high-dimensional association studies, n << p and n << q, which raises both com-
putational and interpretation issues when applying the RRR model [Vounou et al., 2010,
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Witten et al., 2009]. Specifically, the computation in (3.6), (3.7), and (3.8) involve estimat-
ing the inverse covariance matrix, (XTX)−1, which may not exist when n < p. Moreover,
the RRR estimates aˆ(r) and bˆ(r) are typically non-sparse vectors, hence the inferred asso-
ciations are composed of all predictors and responses, making it difficult to interpret the
underlying biological story.
The sparse reduced-rank regression (sRRR) model assumes each rank of the coefficient
matrix, C(r), captures the association between a subset of predictors and a subset of re-
sponses [Vounou et al., 2010]. This is achieved by applying penalisation techniques such
that for each r, some entries in bˆ(r) and aˆ(r) are equal to zero. The sRRR model can iden-
tify important predictors and responses that drive the associations between the two sets of
variables.
Coefficient estimates bˆ(r) and aˆ(r) are obtained by minimising:
‖(Y −X
R∑
r=1
b(r)a(r))Γ
1
2‖2F + 2λb‖b(r)‖1 + 2λa‖a(r)‖1 (3.12)
subject to constraints (3.9) and (3.10) [Vounou et al., 2010].
However, when p > n, XTX is not invertible, hence (Θ(R))2 in (3.9) can not be com-
puted. Likewise, when q > n, Y TY is not invertible and Γ = (Y TY )−1 cannot be com-
puted. A common option consists of taking (XTX + γI)−1, where I is the identity matrix
and γ is a tuning scalar parameter [Chen et al., 2012a]. In sRRR, (XTX)−1 and Γ are set to
I , which is also commonly done in high-dimensional settings [Tenenhaus et al., 2014, Wit-
ten et al., 2009], and does not require parameter tuning. Moreover, this parameterisation
can be interpreted as applying an extreme de-correlation while preserving the variances.
This can be seen by taking a very large γ in the shrinkage estimator (XTX + γI)−1. Other
alternatives include using a generalised inverse, but this would be too computationally de-
manding in high-dimensional setting where n << p and n << q.
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3.4 Network-driven sparse reduced-rank regression
3.4.1 Problem formulation
We denote by X∗ the n × p design matrix of DNA methylation predictors, and by Y ∗ the
n× q response matrix of gene expression measurements. We normalise the columns of the
data matrices to have zero mean and unit length, and denote the resulting matrices by X
and Y , respectively. We write Xj for the n-dimensional column vector extracted from the
jth column of X , and likewise Yk for the kth column of Y .
The prior information to describe functional relatedness of the variables is expressed in
the form of biological networks. These networks quantify the relatedness between any two
genes, and can be built using a number of external sources. The application we present here
was developed in the context of identifying systematic epigenetic regulation of pathway-
level gene expression programs, and so chose to use a measure of the functional similarity
based on shared pathway annotations between the genes mapped to each data entity (see
Section 3.7). However, in other contexts there might be a number of alternative networks
that could be advantageous for informed variable selection. For example, a regression task
looking to use gene co-expression patterns to infer the functional roles of unknown genes or
proteins might use the networks to encode sequence similarity or shared protein domains.
We denote by Gx = (Vx, Ex) the DNA methylation network and by Gy = (Vy, Ey) the
gene expressions network. The vertex set Vx contains the p predictors in X , and the edge
set Ex is given in terms of a weighted adjacency matrix W x on Vx. The edge weight is a
real number in [0, 1]. A large weight indicates the corresponding genes pair are strongly
functionally-related.
3.4.2 Model
The standard regression model links the predictors and responses by Y = XC +E, where
C is the p×q coefficient matrix in which the (j, k) entry quantifies the association between
the jth DNA methylation and kth gene expression, and E is the matrix of random errors
with zero mean.
In our context we expect that any existing association will only involve a small subset
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of DNA methylations and a small subset of gene expressions which need to be identified.
Variable selection can be carried out by adding a penalty on the `1 norm of the regression
coefficients, which leads to a continuous shrinkage of the coefficient estimates towards
zero [Tibshirani, 1996]. We propose the use of an additional penalty that regularises the
solution by taking into account the functional relatedness among genes as encoded by the
given networks. To our knowledge, this would be the first model which gives network-
regularised sparse association between DNA methylation and multiple gene expression
measurements. The RRR model grants us the flexibility of applying separate penalties
for the coefficients associated to the DNA methylations variables and the gene expression
variables. As such, we propose to minimise the following objective function
‖Y −X
R∑
r=1
b(r)a(r)‖2F +
R∑
r=1
(
Px(b
(r)) + Py(a
(r))
)
(3.13)
where Px(b(r)) is the penalty accounting for the pattern in DNA methylation and Py(a(r))
accounts for the pattern in gene expression. Both penalty functions have an similar expres-
sion of form,
Px(b
(r)) = 2λb‖b(r)‖1 + L(b(r)) (3.14)
involving an `1 penalty and a normalised Laplacian penalty. When the Laplacian penalty is
not included, the model reduces to the sRRR model.
We write dxj for the node degree of Xj defined as d
x
j =
∑
t∼j w
x
jt, where t ∼ j if
and only if wxjt 6= 0. The vertex degree is a measure of centrality, so that nodes with
large degree (“hub nodes”) correspond to the active genes which interact with many others.
Similarly, we define W y and dyi . The normalised Laplacian penalty regularises the coeffi-
cients by prior information encoded in Gx and Gy. For the coefficients associated to DNA
methylations, this penalty is defined as
L(b) = µ
∑
t∼j
wxjt(
bj√
dxj
− bt√
dxt
)2 (3.15)
that is, it penalises the square of normalised difference between bj and bt if the jth and tth
predictors are connected in Gx, based on the assumption that functionally related variables
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exert similar effects. Here we have dropped the superscript r for convenience.
The Laplacian penalty is in the form of the sum of squares, which is a strictly con-
vex function. This enables (3.15) to smooth the estimates bˆj and bˆt such that bˆj/
√
dxj and
bˆt/
√
dxt become close [Chung, 1997]. In particular, if a sparse solution includes posi-
tive bˆj and bˆt = 0, the normalised Laplacian penalty (3.15) can drive bˆt towards a non-
zero value thus to encourage the selection of the jth and tth methylation altogether. As
such, the functionally related pair are both selected, and the prior structural knowledge has
been accounted to guide the selection of a biologically plausible model. The coefficients bˆ
are re-scaled according to the vertex degree to highlight the importance of high centrality
nodes, while ensuring each variable is equally penalized regardless of its node degree in
Gx [Chung, 1997]. The regularisation parameter µ, a non-negative real number, controls
the strength of this smoothing effect. As µ increases from zero, the normalised bˆj and bˆt get
closer to each other if the corresponding variables are connected via paths inGX . As µ goes
to infinity, the individual coefficient bˆj tends to a weighted mean of the correlation coeffi-
cients between the responses and the predictors indexed {t : t ∼ j}, where the weighted
mean is computed with respect to the nodes degrees. Further details on the smoothing
effects imposed by the graph penalty as µ goes to infinity can be found in Section 3.10.
The smoothing effect triggered by µ has a decisive impact on the topological patterns
of the selected variables by the NsRRR. When µ = 0, no smoothing effect occurs as the
penalty terms acting on the networks are not taken into account; as µ increases, the se-
lected variables tend to fall into several densely connected subgraphs, or “communities” in
the given networks. On the other hand, when µ is sufficiently large, the model is enforced
to select variables with large node degrees which usually lie in one or very few components
of the networks. Here a “component” refers to a subgraph in which every pair of nodes are
connected via paths and which is disconnected to the nodes not in the subgraph. The opti-
mal amount of regularisation that the prior knowledge contributes to the statistical model
depends on graph density, component structure, and how informative the networks are with
respect to the data. The issue of parameter tuning will be addressed in Section 3.5.1.
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3.5 Estimation algorithm
In this section we outline the key steps in the estimation procedure to obtain bˆ(r) and aˆ(r)
which minimise (3.13) subject to penalties (3.14) and (3.15). We begin with the rank-
one NsRRR model. We introduce Lagrange multipliers δa and δb to solve the constraint
optimisation problem. After rearrangement, (3.13) becomes:
− 2aY TXb+ aaT bT b+ δaaaT + δbbT b+ Px(b) + Py(a) (3.16)
where δa and δb are constants such that bˆT bˆ = θ2 and aˆaˆT = I derived from constraints
(3.9) and (3.10), and θ2 is the largest eigenvalue of Y TXXTY . Note (3.17) is biconvex,
therefore it can be solved by recursively fixing one of b and a and optimising with respect
to the other one alone, using a coordinate descent algorithm [Friedman et al., 2007]. A full
derivation of the algorithm is given below, with the pseudo-code given in Algorithm 4.
Algorithm 4 rank-one NsRRR
Input: data X, Y; parameters λa, λb, µ; initial values a0, b0; weighted adjacency matrices
W x, W y; 
Output: column vector bˆ, row vector aˆ
1: Define: Sλ(x) = sign(x) · (|x| − λ)
2: θ2 ← largest eigenvalue of Y TXXTY
3: a˜← a0‖a0‖2 ; b˜← b
0
‖b0‖2 θ
4: for j in 1:p do
5: bˇj ← Sλb(a˜Y TXj + µ
∑
t6=j
wxjt√
dxj d
x
t
b˜t)
6: end for
7: bˆ = bˇ‖bˇ‖2 θ
8: for k in 1:q do
9: aˇk ← Sλa(b˜TXTYk + µ
∑
s6=k
wyks√
dykd
y
s
a˜s)
10: end for
11: aˆ = aˇ‖aˇ‖2
12: if ‖bˆ− b˜‖2 ≤  AND ‖aˆ− a˜‖2 ≤  then
13: Return: bˆ, aˆ
14: else
15: a˜← aˆ; b˜← bˆ; go back to 4
16: end if
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First we re-write the loss function ‖Y −Xba‖2F in its equivalent form:
− 2Tr {XbaY T}+ Tr {XbaaT b′XT}+ κ
where κ is a constant term that does not affect the solution. Since matrix trace is invariant
under cyclic permutations, we can further rewrite this as:
− 2Tr {aY TXb}+ Tr {aaT bTXTXb} = −2aY TXb+ aaT bTXTXb
where we dropped the operator Tr in the right hand side when the matrix collapses into a
real number after permutations. Taking XTX = I as explained, the unpenalized objective
function simplifies further to−2aY TXb+aaT bT b, and the constraints bˆTXTXbˆT = θ2 and
aˆaˆT = 1 reduce to bˆT bˆ = θ2 and aˆaˆT = I , where θ2 is the largest eigenvalue of Y TXXTY .
We introduce Lagrange multipliers δa and δb to solve the constraint optimisation problem,
in which we minimise:
−2aY TXb+ aaT bT b+ δaaaT + δbbT b+ 2λb‖b‖1 + µ
∑
t∼j
wxjt(
bj√
dxj
− bt√
dxt
)2
+ 2λa‖a‖1 + µ
∑
s∼k
wyks(
ak√
dyk
− as√
dys
)2 (3.17)
where δa and δb are constants to be determined such that the constraints are satisfied, w
y
ks
refers to the (k, s)th entry of the weighted adjacency matrix for GY , dys refers to the node
degree of Ys in GY , and etc. . Note for fixed a, the objective function (3.17) is convex
in b, and vice versa. Therefore it is biconvex and can be solved by recursively fixing one
of b and a and optimising with respect to the other one alone, using a coordinate descent
algorithm.
For fixed b satisfying (3.17), the optimal a minimizes the function:
− 2aY TXb+ θ2aaT + δaaaT + 2λa‖a‖1 + µ
∑
s∼k
wyks(
ak√
dyk
− as√
dys
)2 (3.18)
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Differentiating (3.18) with respect to ak and setting to zero, we get:
− 2b′X ′Yk + 2θ2aˆk + 2δaaˆk + 2λaσ(aˆk) + 2µaaˆk − 2µa
∑
s 6=k
wyks√
dykd
y
s
as = 0 (3.19)
where σ(α) is the sign function on α. If aˆi 6= 0, we have:
aˆk =
bTXTYk + µ
∑
s 6=k
wyks√
dykd
y
s
as − λaσ(aˆk)
δa + θ2 + µ
(3.20)
and aˆk = 0 if
|bTXTYk + µ
∑
s 6=k
wyks√
dykd
y
s
as| ≤ λa (3.21)
Combining (3.20) and (3.21) we have:
aˆk =
Sλa(b
TXTYk + µa
∑
s 6=k
wyks√
dykd
y
s
as)
δa + θ2 + µ
(3.22)
Write aˇk = Sλa(bTXTYk + µ
∑
s 6=k
wyks√
dykd
y
s
as), and let aˇ = (aˇ1, aˇ2, ..., aˇq). Choosing the
Lagrange multiplier δa to meet the normalizing condition gives the solution: a˜ = aˇ‖aˇ‖2 .
Likewise, we obtain the coordinate update for b:
bˇj = Sλb(aY
TXj + µ
∑
t6=j
wxjt√
dxj d
x
t
bt) (3.23)
and the complete solution is: b˜ = bˇ‖bˇ‖2 θ, where θ is the largest eigenvalue of Y
TXXTY .
Once the estimates corresponding to the first rank have been obtained, the higher rank
estimates can be extracted one at a time by first regressing out the fitted responses pre-
dicted by the selected predictors found at the current rank, and then re-fitting the model,
as follows. Starting with r = 1, and Y (r) = Y ∗, suppose the rth rank coefficients bˆ(r)
and aˆ(r) have been obtained, and a decision has been made on which X’s and Y ’s have
been selected (see Section 3.5.1). We define the sub-matrices Xsub and Ysub from X∗ and
Y (r) respectively as consisting of the selected variables only. A rank-one RRR is then fit on
(Xsub, Ysub) and the fitted response Yˆsub obtained. The sub-matrix Ysub in Y (r) is substituted
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by Ysub− Yˆsub and we call the resultant matrix Y (r+1). Finally we normalise the columns of
Y (r+1) and denote the output by Y . The (r + 1)th rank estimates are obtained by applying
the unit-rank NsRRR algorithm on the updated response matrix Y and the same X matrix
as in the previous computations. This procedure is applied for each subsequent rank r.
Following this procedure, the orthogonality constraints (3.9) and (3.10) are relaxed.
To recover orthogonal and sparse low-rank coefficients is not easy, and current attempts
involve approximating the `1 penalty by smooth functions and introducing additional tuning
parameters [Ulfarsson and Solo, 2011], which are computationally intensive. However, in
high-dimensional data analysis, strict orthogonality is not necessary in real applications to
reveal the underlying pattern in the data, and can be relaxed [Lee et al., 2010, Chen et al.,
2012a, Vounou et al., 2012].
3.5.1 Parameter tuning procedures
The rank-one NsRRR model has three regularisation parameters, i.e. λa, λb, and µ. In
our setting, the first two parameters control the number of non-zero coefficients, whereas µ
varies the degree of regularisation that is imposed by the network structure. These regulari-
sation parameters are traditionally determined by a cross-validation procedure in which the
model fit is assessed by its prediction error. Nonetheless, λa and λb optimised in such a way
often result in many noise variables being selected, in particular when p, q >> n as in our
case. In practice, we shall employ stability selection [Meinshausen and Bu¨hlmann, 2010]
and the hybrid cross-validation algorithm introduced in Chapter 2.9 to identify the optimal
µ from a set of candidates denoted by Θ and obtain a variable ranking for predictors and
responses respectively. We remark that since NsRRR involves variable selection for both
predictors and responses, when evaluating prediction errors in the hybrid cross-validation
algorithm (See Section 2.9.2), only the residuals on selected responses are accounted.
3.6 Simulation studies
In this section we present simulation studies to characterise the power of NsRRR model to
detect the true predictors and responses, and compare its performance to the sparse reduced-
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rank regression (sRRR) model that does not take any prior knowledge into account, and
to a mass-univariate (MULM) approach in which a linear model is fitted for all possible
combinations of predictors and responses. The sRRR estimation algorithm is also related
to the sPLS algorithms[le´ Cao et al., 2008, Vounou et al., 2010], and they have similar
performance in variable selection tasks. We present two types of simulation studies: (I)
using randomly generated variables, and (II) using variables extracted from a real dataset.
In all simulations we use n = 100, p = 1000, and q = 1000 so that n << p and q.
For each study type, we perform five sets of simulations, corresponding to different signal-
to-noise ratios (SNRs) (0.01, 0.005, 0.0025, 0.001, and 0.0005), which match the SNR in
studies involving methylation and gene expression data which is typically less than 0.0025
[sik Lee et al., 2015]. In each case, we randomly generate 2000 datasets each consisting
of data matrices X , and Y as well as networks GX and GY . The signal-carriers variables
are always known so the performance of each model can be evaluated by comparing the
number of correctly identified predictors and responses while controlling for the number of
falsely detected variables. For the simulations of type (I), we generate the n × p predictor
matrix X by simulating from independent uniform distributions in the unit interval. The
associations between X and Y are introduced by assuming that exactly 80 predictors and
80 responses contribute to the non-random associations. For simplicity, we further assume
the non-random associations have rank one. By (3.4), we obtain the responses as Y =
Xba + η · E, where E is a p × q matrix of random errors, generated from independent
standard normal distributions, and η is a positive real number set to achieve the desired
SNRs. Since causal methylation sites tend to down-regulate gene expressions, we generate
the non-zero entries of b and a such that the signal carrying X’s and Y ’s are negatively
correlated. For the simulations of type (II), we use real DNA methylation and associated
gene expression data obtained from the The Cancer Genome Atlas as further described in
Section 3.7. Starting from the full matrices, each artificial dataset is generated by randomly
extracting an n × p sub-matrix X from the methylation matrix and an n × q sub-matrix
Z from the gene expression matrix; we then permute the rows of Z to obtain Z˜ so as to
remove any potential association; finally we compute the response matrix Y as before by
assuming a linear model of form Y = Xba + ηZ˜. We normalise the columns of X and Y
to have zero mean and unit Euclidean norm, as required by NsRRR and sRRR.
Chapter 3. Network-driven sparse reduced-rank regression 101
As for the network generation, we randomly partition the signal-carrying variables into
clusters of ten variables, and likewise partition the non signal-carriers into clusters of ten,
resulting in 100 clusters for X and the same number for Y . Assuming the probability that
a pair of nodes are directly connected is independent to all other pairs, we generate the net-
works Gx and Gy under Erdo¨s-Re´nyi random graph model using a set of three probability
parameters: pC is the probability of connection between variables belonging to the same
cluster; pCC is the probability of connection between signal-carriers or non signal-carriers
belonging to different clusters; pSN is the probability of connection between a signal-carrier
and a non signal-carrier. We generate networks such that signal-carrying variables are rel-
atively densely connected whereas there are very few links between these variables and the
non signal-carriers. Specifically, we set pC = 0.4, pCC = 0.13, pSN = 0.04 to give an ex-
perimental average probability of connection of 0.12, matching that of the networks in the
analysed data in Section 3.7. As in the simulation in Section 2.10, for simplicity we do not
match higher order graph features such as scale-free networks and small world networks,
since we do not expect this to eliminate the advantage of NsRRR over sRRR provided the
clustering patterns described above are present.
We fit the rank-one NsRRR and sRRR models, as well as the MULM to each dataset,
and we tune the parameters to ensure that exactly 160 X’s and 160 Y ’s have non-zero co-
efficients for each model that is fitted. Note the sparsity level does not affect the relative
performance of the three models as long as the same sparsity is retained for all models so
that the results are comparable. Initial test runs showed that the optimal µ for the simulated
datasets, using the procedure described in Section 3.5.1, was rarely larger than 5. There-
fore in the experiments presented here we restrict the search of µ˜ to a range of values in
Θ = (0.5, 1, 2, 3, 5). Since in our experiments we generate a total number of 20,000 simu-
lated datasets, the µ parameter is optimised only once for each simulation scenario, using
the search procedure of Section 3.5.1, at a fixed SNR value of 0.0005. This approach re-
duces the computational burden without introducing any bias. However, as a result of this,
the performance of NsRRR may be sub-optimal in some cases. For type (I) simulations,
we obtain µ˜ = 3 and type (II) simulations we obtain µ˜ = 2. We compute the empirical
selection probabilities for all variables within each simulation set. By varying the threshold
from 1 to 0 and defining the important variables as those with selection probabilities greater
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than the threshold, we can construct the receiver operating characteristic (ROC) curve for
X and Y , respectively. In a ROC curve, the proportion of signal-carriers classified as im-
portant variables (true positive rate) is plotted against the proportion of non signal-carriers
classified as important variables (false positive rate). The area under curve (AUC) can be
interpreted as the probability that a randomly chosen signal carrying variable having larger
selection probability than a randomly chosen variable carrying no signal, which will be
used as the evaluation criterion for model comparison.
The results of these studies are summarise in Figure 3.3, where the AUC is plotted
again the SNR. The first column (plots A and C) summarises the performance of variable
selection in the space of predictors (methylations) for simulation types (I) and (II), respec-
tively, whereas the second column (plots B and D) corresponds to analogous performance
levels in the space of responses gene expressions. For type (I) simulations, we observe that
the sRRR and NsRRR models, which are based on a global search for association, con-
sistently outperform the MULM approach which is based on pairwise testing. When the
SNR is higher than 0.005, the difference in performance between sRRR and NsRRR mod-
els is only marginal. However, as the SNR continues to decrease down to 0.0005, NsRRR
model continues to maintain a much higher performance compared to the sRRR model.
This demonstrates that incorporating prior knowledge in the form of a connectivity matrix
can enhance the power of variable selection and outperform the models which ignore this
additional information. Similar patterns are observed in plots C and D which correspond
to type (II) simulations, thus incorporating graph-structured prior knowledge increases the
accuracy of selecting both the truly predictive methylation probes and the truly associated
gene expressions. An interesting observation is that using the real data, all three methods
are extremely powerful in selecting the true responses (gene expressions). We hypothesise
this is because permuting the rows of the gene expression data substantially decreases the
chance of random associations between the signal-carrying methylations and the gene ex-
pressions, compared with the independent Gaussian noises, making it easier for the truly
associated gene expressions to be detected.
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Figure 3.3: Area under ROC curve (AUC) against signal-to-noise ratio (SNR). The left
column refers to variable selection in the predictor space, and the right column refers to
variable selection in the response space. Each point on a curve is computed using 2000
randomly generated datasets. A and B refer to type (I) simulations that rely on artificially
simulated data, whereas C and D refer to type (II) simulations obtained from a real TCGA
dataset (see Section 3.7 for details) and simulated signals. Using the networks to guide the
variable selection search enables NsRRR to gain additional power compared to alternative
methods especially when the SNR is low, except in panel D where all three methods seem
equally powerful.
3.7 An application to ovarian cancer
3.7.1 Introduction
Aberrant DNA methylation in cancer has been proposed as a mechanism for facilitating the
plasticity of gene expression states that enables tumour cells to adapt to chemotherapies,
ultimately resulting in acquired drug resistance in cancer. Acquired drug resistance is the
greatest unmet clinical need currently facing sufferers of a number of cancers, notably in-
cluding ovarian cancer [Vaughan et al., 2011]. Identifying common associations between
gene expression and DNA methylation in ovarian cancer could yield insight into the mech-
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anisms by which tumour cells can exploit epigenetic dysregulation to adapt to changes in
their surroundings. Therefore, this could indicate certain paths to acquired drug resistance.
3.7.2 Material and method
We apply NsRRR to a paired dataset, containing genome-wide measurement profiles of
both gene expression and DNA methylation for n = 349 primary ovarian tumours. DNA
methylation levels are obtained from the ratios of background-corrected methylated and
unmethylated probe intensities measured by Illumina HumanMethylation27k BeadArrays,
downloaded from The Cancer Genome Atlas (TCGA) [TCGA, 2011]. Gene expression
levels are obtained by applying RMA normalization [Irizarry et al., 2003] to raw data CEL
files from Affymetrix HT-HGU133A GeneChips, also downloaded from TCGA. We ar-
range the methylation data into predictor matrix X and the expression data into response
matrix Y , where p = 11435 and q = 12780 are the number of columns (variables) in each
matrix respectively.
The functional relatedness between variables is encoded into networks based on shared
pathway annotations. Pathway annotations are downloaded from Consensus Pathway Database
(CPDB), a repository of pathway-level information from multiple databases, representing
the consensus across the community regarding which genes are involved in which biolog-
ical processes [Kamburov et al., 2011]. As the functional annotations are provided at the
gene level, we first find which gene corresponds to each CpG site represented in the DNA
methylation dataset, using the manufacturer’s annotations (which are based on proximity).
Similarly, we find which gene corresponds to each probe-set in the gene expression dataset,
again using the manufacturer’s annotations. As such, weights between the methylation sites
inherit the weights of the corresponding genes. We construct a weighted adjacency matrix
describing the pairwise relationships between variables i and j based on Dice’s coincidence
index [Dice, 1945]: Wij = 2|I∩J |/(|I|+ |J |), where I and J are the set of CPDB pathway
annotations for the gene mapping to variable i and j respectively. The number of elements
in set A is denoted by | A |. Each Wij score takes on a maximum value of one when the
two annotation lists are identical, and a minimum value of zero when there is no overlap
between the two lists.
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The data pre-processing procedure presented in this sub-section was done by my col-
laborator Dr. Edward Curry.
3.7.3 Results
We apply the algorithm introduced in Section 3.5.1 to search for the optimal µ for our data
from a broad range of candidates values, Θ = (0, 0.5, 5, 50, 500, 5000). The maximum
value of µ was purposely chosen to be very large in order to include the case of an extreme
penalisation. We set the number of subsamples in each of the 10 folds to M = 200 and fix
λa and λb such that exactly 200 predictors and 200 responses are selected in each subsam-
ple. We present the full table of results in Table 3.1. The optimal µ parameter in this case
was found to be µ˜ = 50.
Table 3.1: Optimising µ in NsRRR in TCGA data analysis: the counts of optimal µ in
each of the 10 fold in the hybrid cross-validation procedure in Section 2.9.2 are listed. The
optimal value was found to be: µ˜ = 50.
Fold / µ = 0.5 5 50 500 5000 0 Total
1 11 58 80 27 24 0 200
2 2 37 78 27 55 1 200
3 4 26 63 35 40 32 200
4 16 56 48 39 41 0 200
5 19 22 16 2 7 134 200
6 20 42 48 17 25 48 200
7 44 30 47 31 48 0 200
8 13 44 80 31 32 0 200
9 24 42 54 27 50 3 200
10 29 50 50 22 49 0 200
Total: 182 407 564 258 371 218 2000
Next we employ stability selection procedure involving 5000 random subsampled datasets,
fitting an NsRRR model to each one where µ = 50 and exactly exactly 200 X’s and 200 Y’s
are selected. Estimates for the importance of each variable are given by the empirical selec-
tion probability throughout the subsamples. Here we benefit from the robustness of the data
resampling scheme in Section 3.5.1 which allows us to fix the number of selected variables
in each subsampled data while not affecting much of the final ranking of the variables. Fol-
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lowing the terminology of Section 3.5.1, we obtain a set SˆX of 200 predictor variables with
P (Xj) > 0 and a set SˆY of 4,371 response variables with P (Yk) > 0. For more manageable
downstream analysis, a subset of the selected response variables Sˆ ′Y = Yk, P (Yk) > 0.5 is
chosen, which represents 116 gene expression probes whose levels are robustly and reliably
predicted by the levels of SˆX . Lists of the Affymetrix and Illumina probe identifiers and
corresponding gene symbols for the selected variables (SˆX , SˆY ) are given in Table 3.2 and
3.3. Since the 200 top ranking probes and 116 gene expressions all have large selection
probabilities (all greater than 0.5) and they constitute a manageable list of variables for
further investigation, we decide not to proceed to the higher rank estimates of the NsRRR
model.
Table 3.2: List of identified methylation probes and mapped
genes in TCGA study
methylation probe mapped gene
cg00103783 MPDU1
cg00186141 PODXL
cg00338893 MRPS33
cg00514407 SERPINE2
cg00540544 CSRP1
cg00569620 ABHD10
cg00682653 VTI1B
cg01182697 TMEM59
cg01414934 SH3BGRL3
cg01466075 SERP1
cg01594262 YIF1B
cg01737532 FRG1
cg01776246 COIL
cg01794265 FAM105A
cg01932459 CD164
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg02018101 SYNE2
cg02148711 ATRX
cg02157306 ELMOD2
cg02186966 BET1
cg02229516 TRMT1
cg02248486 HOXA5
cg02252907 AP3D1
cg02276793 SEC62
cg02293044 GAS2L1
cg02554810 SNX15
cg02624129 SNX19
cg02822723 TRIP13
cg02966329 TTK
cg02976574 FNDC3B
cg03100146 SH3BGRL3
cg03101664 SNX15
cg03135127 TRMT1
cg03332113 RAI14
cg03439805 CORO1C
cg03455874 BRI3BP
cg03461495 ATG9A
cg03555909 TMEM109
cg04007936 CARHSP1
cg04112431 PWP1
cg04154812 CALCOCO2
cg04269351 VTI1B
cg04561804 SEC62
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg04848046 FNDC3B
cg04881903 CAPG
cg04956790 CAND1
cg05038053 ACP2
cg05059825 TTC9C
cg05397738 PGRMC1
cg05668853 RAB34
cg05839235 NPR3
cg05856931 MSI2
cg06516650 RAB30
cg06649520 ARFIP1
cg06746101 TMED3
cg06878726 RBM19
cg07038617 ABCF2
cg07048351 SERP1
cg07293947 SFXN1
cg07473175 AMIGO2
cg07663789 NPR3
cg07684353 MYO1E
cg07876586 PGRMC1
cg08149333 SLC25A24
cg08166982 CSDE1
cg08332868 RBM19
cg08725962 ARL10
cg08785922 NXN
cg08871189 COMMD9
cg09052983 RAB27B
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg09143663 BACH1
cg09214920 SLC25A24
cg09382850 SYPL1
cg09801842 SFXN1
cg10125119 CSDE1
cg10185638 ATG9A
cg10318351 GNL3L
cg10328462 GRPEL2
cg10343901 RAB6A
cg10421561 ANP32B
cg10524192 SIGMAR1
cg10526888 MAGT1
cg10940099 CD164
cg11000221 DHX40
cg11154798 RAI14
cg11177693 ZNF513
cg11321895 PLAG1
cg11423990 TXN2
cg11492403 AARSD1
cg11528101 MRPS24
cg11646704 IPO4
cg11703011 SERPINE2
cg12026394 ANP32B
cg12126786 SCAMP1
cg12128839 HOXA5
cg12164282 PXDN
cg12179176 SNX19
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg12264551 SPRYD4
cg12360736 MBNL1
cg12431699 CDK5RAP1
cg12684360 KPNA3
cg12770741 NXN
cg13047892 MEOX2
cg13067215 TPPP3
cg13132204 ELMOD2
cg13174077 CUL4B
cg13208732 PLAG1
cg13282837 TCL1A
cg13640200 AMIGO2
cg13671831 NF2
cg13921319 PTMA
cg14037665 PXDN
cg14061619 SH3BP4
cg14105047 PDLIM5
cg14127336 TCL1A
cg14223017 AP3D1
cg14298379 MYLIP
cg14325649 RBMS1
cg14490250 FAM96A
cg14534967 ABHD11
cg14696396 TM6SF1
cg14920426 PDLIM7
cg15144793 SH3BP4
cg15225105 SAC3D1
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg15427448 BACE1
cg15520279 HOXD8
cg15556558 STRN
cg15563057 PURA
cg15779716 CDCP1
cg16188038 ZNF622
cg16225429 TUSC2
cg16245844 ADIPOR2
cg16293088 NF2
cg16385933 PDCD4
cg16429439 MAGT1
cg16488098 PODXL
cg16822189 BACE1
cg16862838 RCN2
cg16896371 CAND1
cg17018527 TM6SF1
cg17239761 SNAP29
cg17304878 DCAF7
cg17430393 VSNL1
cg17469356 TUSC2
cg17541425 ABCF2
cg17780098 CSRP1
cg18059933 TP53INP1
cg18240496 SCAMP1
cg18396865 SNX6
cg18672421 TMED10
cg19055458 MYLIP
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg19147390 UHRF1
cg19515324 ASH2L
cg19744122 SYPL1
cg19861697 DMTF1
cg19972859 PURA
cg20305610 PDLIM5
cg20368904 TNFAIP2
cg20633621 GAS2L1
cg20831492 BET1
cg20857455 CPNE8
cg21048501 MRPS24
cg21237418 RAB34
cg21252483 NUCB1
cg21373526 RAB30
cg21618713 ARFIP1
cg21660424 IPO4
cg21675030 ABHD10
cg21815667 HOXD8
cg22007326 TMED2
cg22105582 RAB27B
cg22244118 TTK
cg22409383 MATR3
cg22417398 SCYL1
cg23337289 ZNF513
cg23495733 CPNE8
cg23639989 FAM105A
cg23886755 PHC2
Continued on next page
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Table 3.2 – continued from previous page
methylation probe mapped gene
cg24085258 CHAF1A
cg24247865 CHORDC1
cg24318412 ASH2L
cg24371157 PDCD4
cg24434118 TP53INP1
cg24515202 TTC9C
cg24618716 PTMA
cg24975222 CDCP1
cg25122941 VPS39
cg25306927 VSNL1
cg25985437 FAM96A
cg26288160 C1orf56
cg26333317 METTL7A
cg26359240 HSDL1
cg26620959 SYNE1
cg26635603 BACH1
cg26798624 ATAD3B
cg26976437 LY6K
cg27009631 FNDC3A
cg27089973 DMTF1
cg27092035 ARL10
cg27472032 VPS39
cg27518692 DCAF7
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Table 3.3: List of identified gene expression probes and
mapped genes in TCGA study
gene expression probe mapped gene
200044 at SRSF9
200087 s at TMED2
200097 s at HNRNPK
200595 s at EIF3A
200619 at SF3B2
200626 s at MATR3
200686 s at SRSF11
200858 s at RPS8
200914 x at KTN1
201031 s at HNRNPH1
201163 s at IGFBP7
201171 at ATP6V0E1
201253 s at CDIPT
201273 s at SRP9
201282 at OGDH
201304 at NDUFA5
201404 x at PSMB2
201407 s at PPP1CB
201427 s at SEPP1
201443 s at ATP6AP2
201486 at RCN2
201674 s at AKAP1
201689 s at TPD52
202466 at PAPD7
202666 s at ACTL6A
Continued on next page
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Table 3.3 – continued from previous page
gene expression probe mapped gene
202673 at DPM1
202797 at SACM1L
202853 s at RYK
202907 s at NBN
203178 at GATM
203183 s at SMARCD1
203310 at STXBP3
203343 at UGDH
203449 s at TERF1
204314 s at CREB1
204536 s at REST
204982 at GIT2
205263 at BCL10
206038 s at NR2C2
206323 x at OPHN1
207017 at RAB27B
207217 s at NOX1
207391 s at PIP5K1A
207454 at GRIK3
207514 s at GNAT1
207738 s at NCKAP1
208113 x at PABPC3
208553 at HIST1H1E
208759 at NCSTN
209010 s at TRIO
209666 s at CHUK
209703 x at METTL7A
Continued on next page
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Table 3.3 – continued from previous page
gene expression probe mapped gene
210057 at SMG1
210415 s at ODF2
210771 at PPARA
211022 s at ATRX
211069 s at SUMO1
211074 at FOLR1
211155 s at THPO
211279 at NRF1
211424 x at METTL7A
211579 at ITGB3
211826 s at AFF1
211960 s at RAB7A
211962 s at ZFP36L1
212331 at RBL2
212417 at SCAMP1
212449 s at LYPLA1
212593 s at PDCD4
212662 at PVR
212920 at REST
213168 at SP3
213286 at ZFR
213404 s at RHEB
213513 x at ARPC2
213563 s at TUBGCP2
213907 at EEF1E1
214257 s at SEC22B
214315 x at CALR
Continued on next page
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Table 3.3 – continued from previous page
gene expression probe mapped gene
214594 x at ATP8B1
214605 x at GPR1
214835 s at SUCLG2
215088 s at SDHC
215541 s at DIAPH1
215817 at SERPINB13
215822 x at MYT1
215988 s at DLG1
216057 at RAB3GAP2
216153 x at RECK
216344 at NPHP4
216515 x at PTMA
216713 at KRIT1
216987 at IRF4
217092 x at RPL7
217208 s at DLG1
217266 at RPL15
217370 x at NR1H3
217379 at RPL10
217408 at MRPS18B
217644 s at SOS2
217731 s at ITM2B
217741 s at ZFAND5
217941 s at ERBB2IP
218090 s at WDR11
218336 at PFDN2
218381 s at U2AF2
Continued on next page
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Table 3.3 – continued from previous page
gene expression probe mapped gene
218433 at PANK3
218578 at CDC73
219273 at CCNK
221287 at RNASEL
222038 s at UTP18
222104 x at GTF2H3
222243 s at TOB2
222297 x at RPL18
65521 at UBE2D4
71933 at WNT6
Using the stability selection, it is also possible to extract a matrix of empirical asso-
ciation probabilities Φ, in which Φjk denotes the probability that the jth methylation and
the kth gene expression are simultaneously selected across the subsamples. Interestingly,
Φjk = Φj′k,∀j, j′ ∈ Sˆx,∀k, indicating that the set of selected predictor variables are always
selected together, regardless of which response variables were selected.
As pathway co-annotation scores are used in the variable selection process, it would
be expected that the sets of predictor and response variables selected in the NsRRR mod-
els would fall into densely connected regions in the networks. In fact, the 200 selected
predictors correspond to a very densely connected subnetwork of GX , where the average
probability of connection is 0.9932, much higher than that for GX , 0.116. This extremely
strong functional relatedness between the 200 methylation probes is probably also the rea-
son that they are always selected altogether by the NsRRR model in every subsample from
the full data, as the NsRRR encourages exactly such patterns to present in the model.
For the 116 selected response variables, 107 of them comprise a large component in
which every node is connected to all other nodes via paths. The average probability of
connection for this large component is 0.143, higher than that for Gy, which is 0.125.
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To explore the biological implications of the NsRRR results, we tested the selected
sets of variables for enrichment of CPDB pathway terms based on the hypergeometric
distribution. Of particular note, we found that the ‘mTOR signalling’ pathway was enriched
(p = 0.059), indicating greater membership among the selected response variables than
would be expected by chance. This observation is interesting because mTOR signaling has
been implicated in many cancers, and more specifically, has been shown to activate survival
pathways that can lead to platinum resistance in ovarian cancer [Peng et al., 2010].
One of our hypotheses relating to this study was that genes with expression predicted
by DNA methylation at a range of loci are likely to be affected by pharmacological ma-
nipulation of the genome-wide state of DNA methylation. Such manipulation can occur
through treatment with the DNA methyltransferase inhibitor 5-aza-dC, principally through
the loss of methyl groups at CpG sites across the genome. Three studies were identified
with published genome-wide gene expression profiling data in cancer cell lines both pre-
and post-treatment with 5-aza-dC [Mueller et al., 2007, Dannenberg and Edenberg, 2006,
Khamas et al., 2012], with Gene Expression Omnibus (GEO) accession numbers GSE4717,
GSE5230 & GSE32323, respectively. Normalised data from each study were downloaded
from GEO and analyzed individually through application of LIMMA [Smyth, 2004], ob-
taining empirical Bayes moderated t-statistics for the difference in expression of each gene
(in each study) following treatment with 5-aza-dC. Systematic changes in the expression
levels of the genes selected in our NsRRR model were evaluated in each of the 5-aza-dC
treatment studies using the mean-rank gene-set enrichment test of [Michaud et al., 2008]
(as implemented in the ‘geneSetTest’ function of the Bioconductor package limma). This
test evaluates the statistical significance of the tendency for genes in the list to be highly
ranked among the study’s differentially expressed genes. Interestingly, the results indicated
that the set of genes coming out of our analysis was systematically up-regulated upon treat-
ment with 5-aza-dC in all three separate studies (p=0.01, 0.02, and 0.002, respectively).
The combination of these results is highly significant (p = 2.7 × 10−4), incorporating the
three sets of evidence using Fisher’s method. This result is particularly important in that it
illustrates that the set of genes identified through our application of NsRRR as having ex-
pression levels predicted by DNA methylation profiles in ovarian cancer, display consistent
alteration in expression following alteration of the genome-wide state of DNA methylation
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in three different cancer cell lines. Therefore, it is highly likely that the expression of this
set of genes is controlled by the state of DNA methylation, and the results obtained from
our application of NsRRR reflect a real biological phenomenon.
Finally, we investigated aberrant expression of the genes corresponding to our response
variables in a range of cancer types. Using the CancerMA database it was found that most
of the genes with expression levels predicted by the selected DNA methylation probes were
over- or under-expressed in some cancer types, with a number repeatedly displaying the
same effect in many different cancer types. For example, the gene GATM was selected as
a response variable, and this gene shows consistent downregulation of expression in many
cancer types, which is illustrated in Figure 3.4, with a Forest Plot showing the distributions
of base-2 log fold-changes of measured expression in cancer samples compared with nor-
mal tissue, for a large number of independent studies spanning 9 different cancer types.
This information suggests that the genes we have identified as having expression levels
predicted by methylation of a set of loci in a cancer dataset, and that are likely to show in-
creased expression following treatment with a DNA methyltransferase inhibitor, may have
functional roles in malignancy.
The analysis and results presented in the last three paragraphs were completed by my
collaborator Dr. Edward Curry.
3.8 Connection with other models
In this section we briefly discuss existing supervised learning methods which can be used
to infer the relationships between high-dimensional predictors and responses. Depending
on whether dimensionality reduction is involved, these methods can be categorised into
two classes: latent variable models and multi-task regressions. We shall discuss them in
separate subsections.
3.8.1 Connections with latent variable models
Latent variable models (LVMs) are a wide class of models that relate one set of variables
or the association between two sets of variables via variables that are not directly observed
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Figure 3.4: A forest plot of the distributions of base-2 log fold-changes of measured ex-
pression in cancer samples compared with normal tissue, for a large number of independent
studies spanning 9 different cancer types, reveals that the selected gene GATM consistently
down-regulates gene expression in many cancer types
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(“latent variables”). The number of latent variables are much less than the number of
original variables, and hence LVMs represent some of the most commonly applied dimen-
sionality reduction methods.
Partial least squares (PLS) models association between predictors and responses via
pairs of latent variables. The principle of PLS is that given data matrices X and Y , we seek
p−dimensional vector u and q−dimensional vector v such that the covariance between
the X−score t = Xu and Y−score s = Y v is maximised. So far, many variations of
PLS have been proposed [Ho¨skuldsson, 1988, Sampson et al., 1989, Wold, 1975, Worsley
et al., 1997] which differ on how to compute proceeding scores once the first layer scores
are computed. It was shown the subtle differences between different versions of PLS do
not have large differences in practical applications, in terms of the percentage of variance
explained and the relative magnitude of the loadings [Burnham et al., 1996, Braak and
de Jong, 1998]. Here, we focus on a particular variant, SIMPLS, which simultaneously
extracts the loadings u and w and scores t and s associated with multiple latent variables
[Jong, 1993]. The estimated SIMPLS loadings Uˆ and Vˆ maximises:
Tr{UTXTY V } (3.24)
subject to:
UTj Uj = I j = 1, 2, ..., R
UTi X
TXUj = 0 i 6= j
V Tk Vk = 1 k = 1, 2, ..., R (3.25)
The solution of the rth loadings are:
Uˆr = X
TY H∗(r)θ
−1
(r)
Vˆr = H
∗
(r) (3.26)
where H∗(r) is the normalised eigenvector of the r
th largest eigenvalue of Y TXXTY , and
θ(r) is square root of the rth largest eigenvalue.
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Note that minimising the RRR objective function (3.2) is equivalent to maximising:
Tr{2 ·BTXTY ΓAT + AΓATBTXTXB} (3.27)
subject to constraints (3.9) and (3.10). If we take Γ = I in the RRR and XTX = I in both
RRR and SIMPLS models, the RRR objective function (3.27) becomes:
Tr{2 ·BTXTY AT + AATBTB} ,
from which we can see RRR and SIMPLS correspond to the same optimisation problem
except for different normalising constants in their constraints. The RRR solutions (3.6) and
(3.7) and SIMPLS solutions (3.26) will be indeed equal once adjusted to the factor θ(r), the
square root of the rth largest eigenvalue of Y TXXTY .
In a sparse setting, by penalising the `1-norm of the PLS loadings U and V , some
entries in the estimated loadings will be exactly zero, which we shall refer as the sparse
PLS (sPLS) [Chun and Keles¸, 2010]. Let the first layer loadings be u and v, sPLS seeks to
maximise:
uTXTY v + Px(u) + Py(v) (3.28)
subject to:
uTu = vTv = 1 (3.29)
where Px(u) = λu‖u‖1 and Py(v) = λv‖v‖1. Note if we replace Px(u) and Py(v) by
the NsRRR penalty in (3.14), the optimisation problem of first-layer sPLS and rank-one
NsRRR will only differ in the normalisation constraints, namely uu = 1 for the former and
bT b = θ2 for the latter.
Once the first-layer loadings are obtained for sPLS, loadings of second layer can be
estimated by maximising a similar objective function as in (3.28) subject to the same
constraints as in (3.29) while replacing Y by Y˜ sPLS = Y − Yˆ sPLS , where Yˆ sPLS =
Xuˆ(uˆTXTXuˆ)−1uˆTXTY [Chun and Keles¸, 2010]. On the other hand, given rank-one es-
timates aˆ and bˆ in NsRRR, Yˆ NsRRR = Xbˆaˆ, and the rank-two estimates of a and b can
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be computed by maximising bTXT Y˜ NsRRRaT plus the penalty terms, where Y˜ NsRRR =
Y − Yˆ NsRRR. It is clearly that Y˜ sPLS depends on uˆ only whereas Y˜ NsRRR depends on both
aˆ and bˆ, and the second layer/rank estimates will not be proportional. It is also remarkable
that the orthogonality constraints bTi X
TXbj = 0 in RRR and uTi X
TXuj = 0 in PLS for
i 6= j are both relaxed when sparse estimates are derived in NsRRR and sPLS.
Another widely applied LVM is canonical correlation analysis (CCA) [Hotelling, 1936].
Similar to PLS, CCA requires p−dimensional vector u and q−dimensional vector v in or-
der to compute X-score t = Xu and Y-score s = Xv. However, unlike PLS, CCA seeks
u and v such that the correlation of t and s are maximised [Johnson, 1998]. Let U and V
be p×R and q×R matrices whose columns consist of the CCA loadings, the estimates Uˆ
and Vˆ are obtained by maximising (3.24) subject to constraints:
UTj X
TXUj = I j = 1, 2, ..., R
V Tk Y
TY Vk = I k = 1, 2, ..., R (3.30)
The solution of the rth loadings are:
Uˆr = (X
TX)−1XTY (Y TY )−
1
2H?(r)(θ
?
(r))
−1
Vˆr = (Y
TY )−
1
2H?(r) (3.31)
where H?(r) is the normalised eigenvector associated to the r
th largest eigenvalue of
(Y TY )−
1
2Y TX(XTX)−1XTY (Y TY )−
1
2 (3.32)
and θ?(r) is the square root of the r
th largest eigenvalue of (3.32).
There is an intimate connection between CCA and RRR if we take Γ = (Y TY )−1 in
RRR. As such, the RRR solutions (3.7) and (3.6) become:
bˆ(r) = (XTX)−1XTY (Y TY )−
1
2H(r)
aˆ(r) = HT(r)(Y
TY )
1
2 (3.33)
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where H(r) is the normalised eigenvector associated to the rth largest eigenvalue of
(Y TY )−
1
2Y TX(XTX)−1XTY (Y TY )−
1
2 (3.34)
Note (3.34) is identical to (3.32) and thus H(r) = H?(r), we have the following connection
between RRR estimates Aˆ, Bˆ and CCA estimates Uˆ and Vˆ :
Uˆ = Bˆ(Θ(R))−1
Vˆ = (Y TY )−1AˆT (3.35)
where Θ(R) is the R × R diagonal matrix whose diagonal contains the square root of the
R largest eigenvalues of (3.34). (3.35) shows there exists linear transformations that map
CCA estimates to RRR estimates, and vice versa.
In summary, CCA and PLS both seek linear transformations which project predictors
and responses into low-dimensional vector spaces, such that the correlation or covariance
between the low-dimensional scores are maximised. We illustrate the model architecture
in Figure 3.5. This is different compared with the RRR model architecture illustrated in
Figure 3.2 in that the associations between predictors and responses are established between
the low-dimensional projections in CCA and PLS, on the other hand, RRR regresses the
response variables on a set of latent variables composed from linear combinations of the
predictors.
3.8.2 Connections with multi-task regressions
Another family of models that take advantage of the relatedness among multivariate re-
sponses are multi-task regression (MTR) models [Caruana, 1997]. In a MTR model, each
response is regarded as a “task” and we are concerned with variable selection on predictors
under the assumption that related tasks share a common set of predictors. The assump-
tion has been the basis of many MTR models [Turlach et al., 2005, Argyriou et al., 2006,
Obozinski et al., 2009, Kim and Xing, 2010, Negahban and Wainwright, 2011, Wang et al.,
2012b, Chen et al., 2012b] while it has been observed that jointly modeling related tasks
can improve estimation and variable selection performed on each task individually on var-
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Figure 3.5: Illustration of the latent architecture of PLS and CCA: predictor variables (X)
and response variables (Y) are projected to three score vectors, represented by pairs of
yellow, purple, and cyan circles. PLS seeks to maximise the covariance between all pairs
of score vectors, whereas CCA seeks to maximise the correlation between all pairs of score
vectors.
ious types of data [Kim et al., 2009, Liu et al., 2009].
LettingX and Y denote the n×p predictor matrix and n×q response matrix respectively
and assuming they are column-wise centered, linear MTR models link X and Y via: Y =
XC +E, where C is an p× q matrix and E is the n× q matrix of independent errors with
zero mean. The estimate of C, Cˆ, is obtained by minimising:
‖Y −XC‖2F + P (C) (3.36)
where P (C) is the penalty term on the linear coefficients such that correlations among
the responses can aid the learning of the linear transformations. Depending on the prior
knowledge or assumptions made on the relatedness between “tasks”, various P (C) have
been proposed.
In the simplest case, the responses are related in such a way that they can be predicted
using a common subset of predictors [Turlach et al., 2005, Argyriou et al., 2006, Obozinski
et al., 2009, Negahban and Wainwright, 2011]. Letting Cj· denote the jth row of C which
corresponds to the linear coefficients of the jth predictor, the penalty term P (C) in (3.36)
is defined as:
P `1/`2(C) = λ
p∑
j=1
‖Cj·‖d (3.37)
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where d is any integer between 2 and +∞, typically chosen to be 2 or +∞. The sum
of `d norms, referred as the “`1/`d norm” , imposes sparsity on the rows of C [Yuan and
Lin, 2006, Zhao et al., 2009]. Hence, a predictor is either exploited to predict all response
variables or not selected to predict any response. The number of predictors to select is
controlled by the non-negative parameter λ: when λ is zero, all predictors are retained, as
it increases, less predictors are retained in the model.
The `1/`d penalty in (3.37) implicitly assumes all tasks/responses are equally related to
predictors. However, some responses may be more closely related than others and hence
more likely to be predicted by a common set of predictors, on the other hand, some re-
sponses may only be moderately related and that they are predicted by different predictors
albeit with some overlaps. One way to quantify the relatedness between the tasks uses a
pairwise measure: we denote by wij the weights describing how the ith and jth tasks are
related. The larger the magnitude of wij is, the more likely the two responses are associ-
ated with the same set of predictors. The sign of wij is the same as the sign of Pearson’s
correlation coefficient between Yi and Yj . In practice, wij can either be computed from
Pearson’s correlation coefficient (by applying a monotonically increasing transformation,
for instance) or using some prior knowledge [Zhang and Horvath, 2005]. Assuming the
weights are given, we can encourage the closely related responses to be predicted by the
same set of predictors using the following graph lasso penalty [Chen et al., 2010b]:
PGF (C) = λ‖C‖1 + µ
∑
j<i≤q
wij‖Ci − σ(wij)Cj‖1 (3.38)
where σ(wij) is the sign function and Cj is the jth column of C. The first term in (3.38)
imposes sparsity on the coefficients where the sparsity level is controlled by λ. The second
term is the `1-Laplacian penalty applied to the column vectors in C, which smooths the
linear coefficients of Yi and Yj if they are closely related. As discussed in the previous
chapter, the `1-Laplacian penalty enforces equality of the coefficients Cˆki and Cˆkj for some
k. Consequently, if Cˆki is an important predictor for Yi and Yi and Yj are closely related,
Cˆkj would be encouraged to take the same value as Cˆki and hence they are likely to be both
non-zero.
Another way to encode the relatedness between the tasks is to represent it by a tree,
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in which the q leaf vertices correspond to the response variables and each internal vertex
represents a clustering of related responses which are the leaf vertices of the subtree rooted
from that internal vertex. It is assumed that the responses in each cluster are likely to be
predicted by a common set of predictors. Such a tree can either be readily available from
prior knowledge or constructed from the data using, for instance, a hierarchical agglomera-
tive clustering algorithm. Assuming the tree T is given, let V denote the set of vertices and
v be a vertex, and Gv be the set of responses represented by the leaf vertices of the subtree
rooted at v. The tree-guided group lasso penalty is defined as [Kim and Xing, 2010]:
P tree(C) = λ
p∑
j=1
∑
v∈V
wv‖Cj,Gv‖2 (3.39)
where Cj,Gv denotes a vector comprised of the jth row and Gv
th columns of C, and wv
is a non-negative constant that describes the strength of relatedness within the group of
variables {Yj : j ∈ Gv}. wv can be defined, for instance, from the height of the subtree
rooted at v in T , and hence is known in the model.
Note if v ∈ V is a leaf vertex, ‖Cj,Gv‖2 = |Cj,v| which reduces to the standard lasso
penalty, therefore the estimate Cˆ will be sparse. Note also, if the subtree rooted at the in-
ternal vertex v has leaf vertices va and vb, wv‖Cj,Gv‖2 = wv
√
C2j,va + C
2
j,vb
, which reduces
to the `2-norm, therefore Xj will be used to predict both tasks represented by va and vb in
T . Combining these two points, the penalty is a mixture of both `1 and `2 norms which
resembles the “elastic-net” penalty, and hence the weights wv play a crucial role in deter-
mining whether a group of related responses should all be predicted by each predictor [Zou
and Hastie, 2005].
In some applications, in addition to knowing that the responses are related such that
they are predicted by a common set of predictors, we also have some prior knowledge
on the predictors as to which pair or group of predictors are likely to be included or ex-
cluded from the model altogether. In one of the cases, predictors are partitioned into |G|
non-overlapping groups: G = {Gk}|G|k=1. The Group-Sparse Multi-task Regression and Fea-
ture Selection (G-SMuRFS) method assumes that predictors within each group are highly
related such that they should be encouraged to be selected together, and consists of the
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penalty term [Wang et al., 2012b]:
PG−SMuRFS(C) = λ1
|G|∑
k=1
‖CGk,·‖F + λ2
p∑
j=1
‖Cj,·‖2 (3.40)
Note if Y is univariate, (3.40) reduces to the sparse group lasso penalty [Simon et al., 2013].
Therefore, if a group is important, the most predictive variables within this group will be
selected; if a group is unimportant, all variables in the group will have zero coefficients
and hence be excluded from the model. On the other hand, if the groups of predictors all
have size one, (3.40) reduces to the standard multi-task `1/`2 norm as in (3.37). We can
regard the G-SMuRFS model as a multi-task generalisation of the sparse group lasso in that
it encourages the related responses to be predicted by the same groups of predictors. The
regularisation parameter λ1 controls the number of groups of predictors to be selected, and
λ2 controls the sparsity level within the selected groups.
In another case, the structured knowledge on predictors and responses can be formu-
lated into two graphs Gx = (Vx, Ex) and Gy = (Vy, Ey) respectively, where the vertices
sets correspond to the predictors and responses, and the edges are represented by weighted
adjacency matrices wx and wy, precisely as in the settings of the NsRRR model introduced
in section . It is assumed that highly related responses should be predicted by a common set
of highly related predictors. In graphical visualisation, this leads to subnetworks in Gy be-
ing predicted by subnetworks in Gx [Chen et al., 2012b]. The two-graph guided multi-task
lasso (2G-MTR) model achieves this by using:
P 2G−MTR(C) = λ‖C‖1+µx
∑
j<i≤p
‖Ci,·−σ(wxij)Cj,·‖1+µy
∑
l<k≤q
‖Ck−σ(wykl)Cl‖1 (3.41)
where σ(.) is the sign function. The first term in P 2G−MTR(C) imposes sparsity on the
estimates of C, and consequently each response will typically be predicted by a subset of
predictors. The second term is an `1-Laplacian penalty on the rows of C, which smooths
coefficients of Xi and Xj if the two predictors are related, namely wxij 6= 0. Therefore if
Xi is predictive to some response variables, then Xj will be encouraged to be selected to
predict the same response variables. Likewise, the third penalty smooths the coefficients of
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related responses, such that Ck is estimated by jointly considering information regarding
Yk and {Yl : wykl 6= 0}, and Yk and {Yl : wykl 6= 0} are encouraged to be predicted by a
common set of predictors.
In summary, MTRs implicitly assume the multivariate responses are all somehow re-
lated, hence the linear coefficients of any specific task are evaluated by integrating the
information of all tasks. RRR uses dimensionality reduction techniques to sequentially ex-
tract the most important latent factor that explains the association between predictors and
responses. Regardless of the choice of Γ in (3.2), the first R ranks estimate as in (3.3) cru-
cially depends on the eigenvectors of Γ
1
2Y TX(XTX)−1XTY Γ
1
2 , which accounts for the
correlation amongst the columns of Y . The difference can be best illustrated if we assume
that the response Yk is independent of each of the other responses. Then, MTRs such as
P `1/`2 , P tree, and PG−SMuRFS all assume that Yk and all the other responses should be
predicted by a common set of predictors, whereas RRR can learn the relatedness between
responses from the data and hence do not make this unrealistic assumption. The exceptions
of MTRs which do not make the same assumption are those incorporating a pairwise relat-
edness measure on the responses, for instance, PGF and P 2G−MTR, if the weights between
Yk and Yj are all taken as zero for j 6= k.
Recent research on MTR models focuses on dealing with issues arisen where not all
tasks are related or the relatedness between tasks is not known. For instance, instead of
incorporating the prior knowledge on the relatedness of responses as in P 2G−MTR, the
pairwise weights between responses, wy, are treated as unknown parameters which are
estimated by minimising (3.36) with respect to C and wy jointly [Fei and Huan, 2013,
Gonc¸alves et al., 2014]. When a small number of tasks are known to be unrelated to
the others, by assuming orthogonality between the linear coefficients of “outlier task” and
“principal tasks”, feature selection of predictors that are associated with the principal tasks
are improved [Romera-Paredes et al., 2012]. Where no prior knowledge is known on the
relatedness of the tasks, a robust multi-task feature learning algorithm is proposed which
simultaneously identifies “outlier tasks” and “principal tasks” and selects a common subset
of variables which are predictive of the principal tasks [Gong et al., 2012].
Another difference between MTRs and RRR is that the latter allows for more flexible
modeling of structured information on predictors and responses using penalties. For in-
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stance, MTRs generally do not carry out variable selection for responses, whereas in many
applications involving high-dimensional data, such as the association study between DNA
methylation and gene expression as in Section 3.7, the true associations typically only in-
volve a small subset of predictors and a small subset of responses. Using RRR, variable
selection can be carried out on both predictors and responses, by applying a penalty term
on each set of variables [Vounou et al., 2010]. On another note, the structured penalties
applied to the rows of the coefficient matrix C in MTRs can be transformed to penalise the
rows of B in RRR, and the structured penalties applied to the columns of C in MTRs can
be transformed to penalise the columns ofA in RRR. For instance, the penalty functions Px
and Py applied to RRR in (3.13) can be applied to to the rows and columns of C in MTR
in (3.36), respectively, to encourage the same structural patterns of solutions according to
some prior grouping or graphic knowledge.
3.8.3 Bayesian models
The NsRRR builds on our previous work on variable selection for linear regression models
with high-dimensional responses within the framework of penalised least squares [Vounou
et al., 2010, 2012]. An analogous Bayesian approach could also be developed, for instance
by extending the Bayesian reduced-rank regression model proposed by Geweke [1996].
The original model was not suitable for settings in which the sample size is much smaller
than the number of variables, and the regression coefficients were assigned improper and
flat priors, while the prior distribution of the covariance of random errors was assumed to
be an inverse-Wishart. Variable selection could be obtained through double-exponential
priors [Park and Casella, 2008], and prior information regarding the pair-wise relationships
between predictors and responses could be leveraged by means of Markov random fields
priors [Stingo et al., 2011].
3.9 Discussion and conclusion
The components of biological systems can be organised into functional modules in which
the constituent members work together to enact one process, such that alteration of a num-
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ber of individual members, as may occur in disease, can result in a similar functional
consequence [Goh et al., 2007, Zanzoni et al., 2009]. Utilising network topologies for
incorporating prior knowledge about biological systems into large-scale data analysis can
highlight important functional patterns hidden in the data [Vaske et al., 2010, Cerami et al.,
2010, Ciriello et al., 2012]. This more systems-level approach to multivariate data analy-
sis, incorporating prior knowledge, offers an improvement in robustness and reliability over
single-gene models [Efroni et al., 2007, Vaske et al., 2010]. There are also advantages in
terms of interpretation of the results, as it is easier to plan laboratory experiments targeting
a specific function than it is a long list of individual genes. In our context, it is being able
to identify modules in which the methylation status of functionally related genes could pre-
dict the expression level of another set of functionally related genes would be particularly
useful, and might be indicative of a mechanistic link between the two functional units.
One example of an intuitive network would be a binary encoding of Protein-Protein In-
teractions (PPIs): that is, two genes are connected in the network if and only if their protein
products interact [Li et al., 2012a]. Such a network may be particularly suitable when the
NsRRR model is being applied to datasets involving a subset of genes that is enriched for
interaction, but for genome-wide analysis tasks the network may be too sparse to be suffi-
ciently informative for the regression model. We propose a means of encoding functional
relatedness of the variables in the form of networks of pathway annotation similarity.
We applied NsRRR to multivariate analysis of paired gene expression and DNA methy-
lation datasets from primary ovarian tumours. We discovered a set of genes for which the
expression levels are predicted by the levels of methylation at a set of CpG loci, mapping
to a different set of genes. A very encouraging result came in the form of confirmation
in three independent gene expression profiling datasets that expression of the predicted
genes was significantly up-regulated following treatment with the DNA methyltransferase
inhibitor 5-aza-dC. Thus, pharmacological alteration of the state of DNA methylation was
found to alter the state of expression of the predicted genes. A number of the genes in
question were found to show aberrant expression profiles in a number of cancers. So while
further clinical consequences of this observation are yet to be established, these results may
shed light on the mechanism of action of epigenetic therapies that aim to undo the aber-
rant DNA methylation patterns acquired by cancer cells and give an indication of potential
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consequences of these treatments. This is further suggested by the observation that the set
of genes with expression predicted by DNA methylation profiles was enriched for mTOR
signalling, which has been shown to promote survival of platinum-resistant ovarian cancer
cells. A further point to note is that the genomic loci for which methylation levels pre-
dicted expression of these genes were found to map to a different set of genes: therefore
this regulatory behaviour is unlikely to reflect a direct mechanism of regulating expression
via DNA methylation, and it is perhaps more likely that there is a downstream functional
link between these two sets of genes. That such a pattern was identified further justifies
the decision to take a multivariate approach to the analysis of genome-wide levels of gene
expression and DNA methylation.
In our application, we extracted only variables associated to the first rank of the NsRRR
model. Further rank estimates could have been extracted following the procedure in Sec-
tion 3.5. The “optimal rank” of the coefficient matrix C in RRR, sRRR, and NsRRR can
be determined from different selection criteria, including the Akaike information criterion
(AIC), theBayesian information criterion (BIC), the normalised prediction error (NPE), the
multivariate coefficient of determination (MCD), and the normalised model error (NME).
Let the sum of squared error (SSE) be Tr{(Yˆ − Y )TΓ(Yˆ − Y )} and d∗ = ∑Rr=1 p∗(r) + q∗(r),
where q∗(r) and p
∗
(r) are the number of non-zero entries in aˆ
(r) and bˆ(r) respectively, as defined
in (3.4). The five criteria are defined as:
AIC = log(SSE) + 2
d∗
nq
BIC = log(SSE) +
log(nq)
nq
d∗
NPE =
SSE
Tr{Y TΓY } × 100
MCD =
Tr{Yˆ TΓYˆ }
Tr{Y TΓY } × 100
NME =
Tr{CˆTXTXCˆOLS}
Tr{CˆTXTXCˆOLS} × 100 (3.42)
Comparison studies of the five criteria show that AIC tends to overestimate R than the
true model, whereas the other four stabilise around the true rank [Bozdogan, 1987, Zhu
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et al., 2014]. In addition, for the unpenalised RRR model there are graphical procedures
such as the rank trace plot [Izenman, 2008] which may well guide the selection of the rank.
In the NsRRR model, an additional rank will generally be considered as long as the current
selection probabilities are sufficiently high, and no further ranks would be explored as soon
as the selection probabilities fall below a given threshold.
Finally, it should be noted that the proposed model can be applied to a broader range of
applied problems involving the search for association between two very high-dimensional
measurements observed on the same random sample, including the detection of expression
quantitative trait loci (eQTLs).
3.10 Appendix
Effect of large µ
In this section we present the proofs related to the effect of the normalised Laplacian
penalty as µ goes to infinity in equation (3.15). To simplify computation and notation, we
assume the normalized Laplacian penalty is applied to the predictor network only, and the
response is univariate, denoted by the column vector y which is assumed to have been nor-
malized. Adopting previous notations, let X be the predictor matrix which is columnwise
normalized, write G for the given network GX , wij for the (i, j)th entry of the weighted
adjacency matrixW x, and dj for the node degree ofXj . We investigate the penalized linear
model which estimates β by minimizing the objective function:
‖y −Xβ‖22 + µ
∑
i∼j
wij(
βj√
dj
− βi√
di
)2 (3.43)
Note when µ→∞, assuming xi and xj belonging to the same component, we have ( βj√
dj
−
βi√
di
)2 → 0, which implies βj√
dj
= βi√
di
. This conclusion can be generalised to any i and j
which belong to the same component in G. To further simplify the derivation, we assume
G has two connected components G1 and G2. Then for any u ∈ V (G1), the vertex set
of component G1, there exists a constant to be estimated, denoted by cˆ1, such that βˆu =
cˆ1
√
du, and for v ∈ V (G2), there exists a constant to be estimated cˆ2 such that βˆv = cˆ2
√
dv,
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where βu is the uth entry of the minimiser βˆ of (3.43).
Define the sub-matrices:
XG1 =
∑
u∈G1
Xu ·
√
du
XG2 =
∑
v∈G2
Xv ·
√
dv
we can write:
Xβˆ = XG1 cˆ1 +XG2 cˆ2 (3.44)
As µ → ∞, since βˆ sends the second term in (3.43) to zero, it must at the same time
minimise ‖y−Xβ‖22 = (y−Xβ)′(y−Xβ). Substituting (3.44) into this term, the objective
function becomes:
(y −XG1c1 −XG2c2)′(y −XG1c1 −XG2c2)
and thus:
cˆ1 = (X
′
G1
XG1)
−1X ′G1(y −XG2 cˆ2) (3.45)
Assuming the columns in X are orthogonal and noting X ′jXj = 1 for all j, (3.45) can be
simplified to give:
cˆ1 =
∑
i∈G1
√
diX
′
iy∑
j∈G1 dj
(3.46)
A similar expression can be obtained for cˆ2 and hence for the corresponding entries in βˆ.
Note the right hand side of (3.46) can be regarded as the weighted mean of the correla-
tion coefficient between the response y and predictors belonging to component G1. This
indicates when µ is very large, assuming Xj ∈ G1, the individual coefficient estimate βˆj
is dependent on three factors: the component-wise structure of G, the average correlation
coefficient between y and XG1 , and the degree distribution in G1. Most noticeably, βˆj is
irrelevant to the individual edge weights in G under fixed degree distribution.
When adding the penalty λ‖β‖1 to the objective function in (3.43) to impose sparse
solutions, the coefficient estimates βˆ are continuously shrunk towards zero, and the model
will set most entries of βˆ to zero apart from a few with large magnitude. In the case where µ
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is very large, according to what we have showed, the selected variables would correspond to
the nodes with very large degrees (“hub nodes”) which belong to one or a few components
inGwhere the component-wise correlation with y is strong. If the signal-carrying variables
are clustered into one or very few components inG, using the normalized Laplacian penalty
to guide variable selection will result in most of the signal-carriers being selected, at the
cost of very few false positives. However, if signal-carrying variables tend to evenly spread
out into multiple components in G and such components are mostly constituted of non
signal-carriers, depending on λ, the the choice of very large µ may result in the selection of
a small proportion of the signal-carrying variables at the cost of many false positives which
lie in the same components as the selected signal-carriers.
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4.1 Motivation and background
For a given population, gene expression levels may vary extensively across tissues. Such
heterogeneity can be caused by genetic and epigenetic variability and may contribute to
disease [Coulon et al., 2013]. As such, it provides a snapshot of the undergoing biological
process within certain cells or a tissue. Except for house-keeping genes, the expressions of
a large number of genes vary from tissue to tissue, and some may only be expressed in a
particular tissue or a certain cell type [Xia et al., 2007]. The regulation of tissue-specific
expression is a complex process in which a gene’s enhancer plays a key role regulating
gene expressions via DNA methylation [Ong and Corces, 2011]. Genes displaying tissue-
specific expressions are widely associated with cell type diversity and tissue development
[Reik, 2007], and aberrant tissue-specific expressions have been associated with diseases
that originated in the underlying tissue [van’t Veer et al., 2002, Lage et al., 2008]. Distin-
guishing tissue-specific expressions from expression patterns prevalent in all tissues holds
the promise to enhance fundamental understanding of the universality and specialization of
molecular biological mechanisms, and potentially suggest candidate genes that may reg-
ulate traits of interest [Xia et al., 2007]. As collecting genome-wide transcriptomic pro-
files from many different tissues of a given individual is becoming more affordable, large
population-based studies are being carried out to compare gene expression patterns across
human tissues [Liu et al., 2008, Yang et al., 2011].
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A common approach to detecting tissue-specific expressions consists of comparing the
mean expression levels of individual genes across tissues. This can be accomplished using
standard univariate test statistics. [Whitehead and Crawford, 2005, Schug et al., 2005, Xia
et al., 2007]. For instance, Wu et al. [2014] used the two-sample Z-test to compare non-
coding RNA expressions in three embryonic mouse tissues: they reported approximately
80% of validated in vivo enhancers exhibited tissue-specific RNA expression that correlated
with tissue-specific enhancer activity. Yang et al. [2011] applied a modified version of
Tukey’s range test [Tukey, 1949], a test statistic based on the standardised mean difference
between two groups, to compare expression levels of 127 human tissues, and results of this
study are publicly available in the VeryGene database. A related database, TiGER [Liu
et al., 2008], has also been created by comparing expression sequence tags (EST) in 30
human tissues using a binomial test on EST counts. Both VeryGene and TiGER contain
up-to-date annotated lists of tissue-specific gene expressions, which generated hypotheses
for studies in the area of pathogenic mechanism, diagnosis, therapeutic research, and others
[Zheng et al., 2006, Wu et al., 2009].
More recent studies have gone beyond the single-gene comparison and aimed at extract-
ing multivariate patterns of differential gene expression across tissues. Xiao et al. [2014]
applied the higher-order generalised singular value decomposition (HO-GSVD) method
proposed by Ponnapalli et al. [2011] and compared co-expression networks from multiple
tissues. This technique is able to highlight co-expression patterns that are equally sig-
nificant in all tissues or exclusively significant in a particular tissue. The rationale for a
multivariate approach is that when a gene regulator is switched on, it can raise the expres-
sion level of all its downstream genes in specific tissues. Hence a multi-gene analysis may
be a more powerful approach.
While most studies explore the differences in the mean of expression, the sample vari-
ance is another interesting feature to consider. Traditionally, comparison of expression
variances has been carried out in case-control studies [Mar et al., 2011]. Using an F-
test, significantly high or low gene expression variance has been observed in many disease
populations including lung adenocarcinoma and colerectal cancer, whereas the difference
in mean expression levels was not found significant between cases and controls [Ho et al.,
2008]. In a tissue-related study, Cheung et al. [2003] carried out a genome-wide assessment
Chapter 4. Sparse multi-view matrix factorisation 139
Figure 4.1: An illustration of multi-view matrix factorisation (MVMF): the model decom-
poses the total gene expression sample variance in each tissue, σsm,m = 1, 2, 3, into shared
variance, σ∗, and tissue-specific variance, σm,m = 1, 2, 3, so that each σsm ≈ σ∗ + σm.
The shared variance is equal across all tissues. The proportion of shared and tissue-specific
variance is learned from the data.
of gene expressions in human lymphoblastoid cells. Using an F-test, the authors showed
that high-variance genes were mostly associated with functions such as cytoskeleton, pro-
tein modification and transport, whereas low-variance genes were mostly associated with
signal transduction and cell death/proliferation.
In this work we introduce a novel multivariate methodology that can detect patterns of
differential variance across tissues. We regard the gene expression profiles in each tissue
as providing a different “view” of the underlying organism and propose an approach to
carry out a multi-view analysis. The concept of multi-view learning was initially proposed
by Blum and Mitchell [1998] in which they considered the problem of webpage classifi-
cation where the data objects (webpages) naturally had several different representations,
for instance the words in each webpage and the words in the hyperlinks directing to the
webpage. In our task, we aim to identify genes that jointly explain the same amount of
sample variance in all tissues – the ”shared” variance – and genes that explain substantially
higher variances in each specific tissue separately – the ”tissue-specific” variances – while
the shared variance has been accounted for. During this process we impose a constraint
that the factors driving shared and tissue-specific variability must be uncorrelated so that
the total sample variance can be decomposed into the two corresponding components.
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Figure 4.1 provides a simplified illustration of the principle behind our approach. In
this example, we wish to compare three tissues, and seek an optimal representation of the
data that is able to explain as much sample variance as possible, within each tissue, while
also factorising the sample variances into the two components. The proposed methodology,
called sparse multi-view matrix factorisation (sMVMF), can be interpreted as an extension
of principal component analysis (PCA), which is traditionally used to identify a handful of
latent factors explaining a large portion of sample variance separately in each tissue.
The rest of this paper is organised as follows. Section 4.2 surveys different algorithms
for unsupervised multi-view learning tasks which are not restricted to the multi-tissue com-
parison problem as is addressed here. The sMVMF methodology is presented in Section
4.3, where we also discuss connections with a traditional PCA and derive the parameter
estimation algorithm. In Section 4.4 we demonstrate the main feature of the proposed
method on simulated data, and report on comparison with alternative univariate and multi-
variate approaches. In Section 4.5 we apply the sMVMF to compare mRNA expressions in
three tissues obtained from a large twin population, the TwinsUK cohort. Technical discus-
sions on some similar methods and their connections with the sMVMF are given in Section
4.6. We conclude in Section 4.7 with a discussion on the method.
4.2 A survey on unsupervised multi-view learning
4.2.1 Co-training algorithms
In unsupervised learning, co-training [Blum and Mitchell, 1998] style algorithms are com-
monly exploited in co-clustering learning, which seeks a unified clustering of the subjects
based on their patterns in disparate datasets which are referred as “views”. The basic as-
sumption in co-clustering is that the true clustering should assign the same data point in
each view to the same cluster. Typically, co-training style algorithms learn each view sepa-
rately, while forcing the learning output (e.g. clustering) across multiple views to be consis-
tent. This consistency constraint allows information to propagate between these views and
hence datasets from different views are “co-trained” in order to reach an optimal learning
outcome.
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Bickel and Scheffer [2004] considered the multi-view clustering problem in which they
were interested in constructing a consistent clustering of the same subjects across views.
The authors generalised classic clustering algorithms including K-means, K-medoids,
expectation-maximisation algorithm (EM), and the hierarchical agglomerative approach
(see chapter 14.3 in [Hastie et al., 2009]) to accommodate multi-view learning. Taking
the multi-view K-means algorithm as an example: in each iteration, the algorithm starts
by performing the K-means algorithm in one view; the clustering result is then transferred
to the second view as the initial parameters to perform the K-means algorithm, and so
on. This loop terminates when the within-cluster sum of squared distance to the centroid
converges for all views. In case a subject is assigned to different clusters in different views,
a consensus clustering can be obtained by integrating the results across the views.
Kumar and Daume´ [2011] applied the idea of co-training to multi-view spectral clus-
tering. The proposed algorithm takes a similarity matrix between the subjects for each
view as its input and compute the graph normalised Laplacian for each view. In each it-
eration, for a prescribed number of clusters K, the K-means algorithm loops through the
views v = 1, 2, ... on the matrix consisting of the K eigenvectors associated with the K
largest eigenvectors of the graph Laplacian of view v, while using the results to update the
graph Laplacian of view (v + 1). This process is run for a few iterations to allow sufficient
co-training in order to reach a consistent clustering across the views.
For our problem of multi-tissue gene expression comparison, co-training/co-clustering
algorithms ignore the discrepancy which is known amongst multiple tissues, hence the
clustering results they obtain do not correspond to the consistent patterns among tissues
and they are incapable of learning the expression patterns which are unique in each tissue.
4.2.2 Manifold alignment
Manifold alignment algorithms work on the assumption that the views to be aligned lie
on the same low-dimensional manifold S. Mathematically, they seek a transformation of
the data for each view which projects the data points to a new low-dimensional space Z ,
such that if two subjects are close on the manifold S , they are close in terms of Euclidean
distance in the new coordinate system Z . An illustration of this principle can be found in
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Figure 4.2: An illustration of manifold alignment, figure taken from [Wang et al., 2011].
Each dot represents a subject and similar subjects are represented by dots colored with
similar spectra. The two datasets X and Y may contain different subjects and different
features, however, it is assumed that the features lie on the same low-dimensional manifold
S. Manifold alignment algorithms embed the data points to a new low-dimensional space
Z , by applying mappings f and g respectively, such that local similarities in S are preserved
in Z .
Figure 4.2. The projection in the new coordinate system provides a unified representation
of the subjects based on features from multiple views.
Manifold alignment algorithms generally fall into two categories which are referred
as “two-step” alignment and “joint” alignment. Two-step alignment algorithms firstly
project the data points in each individual view to low-dimensional spaces, where stan-
dard manifold learning algorithms can be exploited, such as Laplacian eigenmaps [Belkin
and Niyogi, 2003], ISOMAP [Tenenbaum et al., 2000], locally linear embedding [Saul
and Roweis, 2000]. In the second step, the projected spaces are aligned by applying rota-
tion or re-scaling transformations, which include multi-dimensional scaling (MDS), Pro-
crustes matching, and canonical correlation analysis based matching which were reviewed
in [Priebe et al., 2013]. Algorithms belong to this category include diffusion map based
alignment [Lafon et al., 2006], Procrustes alignment [Wang and Mahadevan, 2008], and
Shen and Priebe [2015] which combined ISOMAP and MDS. For fully matched subjects
across datasets, it is notable that neither the initial embedding for each view or the rotation
and re-scaling transformations in the alignment step accounts for the correspondences of
subjects from different views, hence there is no guarantee that such corresponding subjects
are close to each other in the final projection space Z .
A general framework of joint alignment algorithms can be found in Wang et al. [2011],
chapter 5, which consists of three steps. Assume that the datasets from from views 1, 2, ..., v
are arranged in data matrices X(1), ..., X(v), where X(i) has dimensionality ni × pi and the
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ni samples in each dataset may or may not correspond to the same subjects. In the first
step, an (
∑v
i=1 ni) × (
∑v
i=1 ni) joint adjacency matrix W is constructed either from prior
knowledge or inferred from the data matrices, where the (j, k)th entry gives a similarity
score between the corresponding samples which may come from the same dataset or data
matrices from different views. In the second step, the (
∑v
i=1 ni) × (
∑v
i=1 ni) joint Lapla-
cian matrix L is constructed from W in the same way as defined in (2.22). In the third
step, embeddings of the data points in the low-dimensional space in Z are obtained by
minimising an objective function which usually involves a weighted sum of the Euclidean
distances between all pairs of data points in Z where the weights are defined by the Lapla-
cian L. Note in particular, since manifold alignment algorithms assume that the datasets
from disparate views have the same manifold structure, the Laplacian associated with each
view can be regarded as an individual sample of the true underlying manifold, hence con-
catenating the individual Laplacians as described would be expected to benefit estimating
the true manifold by exploiting a larger number of coherent samples. Examples of joint
alignment computation algorithms include Ham et al. [2005] which computes the eigen-
decomposition of the joint Laplacian L, and Xiong et al. [2007] which uses semi-definite
programming. Some notable variants include the joint diagonalisation of Laplacians which
seeks a common eigenbasis of the Laplacians individually computed from each view [Ey-
nard et al., 2012], and the sparse manifold alignment algorithm [Wang et al., 2012a]. In
particular, the latter extends the algorithm in Wang et al. [2011] by reformulating the eigen-
vector problem into a regularised least squares optimisation with sparsity induced penalties,
and thus prunes view-dependent features which are not shared across the datasets [Wang
et al., 2012a]. The multi-view spectral embedding [Xia et al., 2010], in which the subjects
in all views are assumed to be the same and only the local topology of the K nearest neigh-
bours is considered, may well be formulated into the above framework where the (i, j)th
entry of the Laplacian L is non-zero if and only if i = j or the corresponding data points
are in the same dataset and subject j is among the K nearest neighbours of subject i.
A special class of manifold alignment algorithms that attracted substantial research in-
terests are linear embeddings. In nonlinear manifold alignment, the solutions obtained from
the optimisation problem are the new coordinates of the embedded data points, however, it
is generally infeasible to derive the precise transformation from each manifold. Linear em-
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bedding algorithms seek a set of linear mappings from the data points, one for each view,
to the new and aligned space, such that if two data points are close in terms of the geodesic
distance in the underlying manifold which is assumed to be shared by all views, they are
close in terms of the Euclidean distance in the new coordinate system. The primary merit
of being able to identify the transformation functions is that it allows us to embed new data
into the projected space without having to employ an interpolation method. Besides, a data
point from one manifold can be transformed to a manifold associated with another view,
from which associations between features from different views can be learned. Assuming
the samples are matched across views, Feng et al. [2013] incorporated linear embeddings
in manifold alignment and proposed the AUMFS. By penalising the `1/`2 norm (defined in
(3.37)) of linear coefficients, AUMFS can select features which best summarise the simi-
larities between the datasets. A similar method was proposed in Quadrianto and Lampert
[2011] in which the loss function not only pulls similar samples across different views
close to each other in the aligned Euclidean space but also pushes dissimilar samples apart.
Where sample correspondence between datasets is unknown, Yan et al. [2013] proposed
to jointly estimate such correspondence information and the linear embeddings where an
entropy regularisation is employed to control the uncertainty of the correspondence. An
alternative algorithm was proposed in Cui et al. [2014] where between datasets sample cor-
respondence was formulated into an 0 − 1 integer matrix to be jointly estimated with the
linear embeddings.
For our problem, we are mostly interested in identifying features (gene expressions)
which best characterise the shared and tissue-specific patterns, rather than similarities and
clustering patterns of the subjects. Moreover, in some cases the subjects recruited in mul-
tiple datasets can be different in which case manifold alignment can provide limited infor-
mation to our interest. Most importantly, like co-training algorithms, manifold alignment
algorithms assume a unified low-dimensional manifold for data points in different views,
which ignore the differences between views.
Chapter 4. Sparse multi-view matrix factorisation 145
4.2.3 Subspace learning algorithms
Subspace learning algorithms assume that data collected on the same subjects from differ-
ent views are primarily generated by a low-dimensional latent subspace which is sometimes
referred as the “shared (latent) subspace” [Xu et al., 2013]. They seek to obtain projections
of data points in this shared subspace and the transformations which link the feature space
(corresponding to the variables which may have different dimensions in different views) of
each view and the latent subspace. Subspace learning is closely related to manifold align-
ment in that they both enforce prior combination of multiple views. The main differences
lie in two aspects: One, manifold alignment algorithms preserve the local geometry of
corresponding data points in the intrinsic manifold, whereas subspace learning algorithms
have a variety of objectives, for instance to maximise the correlation coefficient between
the projected data of a pair of datasets, such as canonical correlation analysis Hotelling
[1936]; Two, manifold alignment algorithms focus on the resemblance amongst samples
across the views and completely ignore the view-dependent patterns, whereas a sub-class
of subspace learning algorithms attempt to jointly learn both view-dependent and shared
patterns, such as Salzmann et al. [2010], Lock et al. [2013] which we review later in this
subsection.
Shared latent subspace learning
Partial least squares (PLS) [Jong, 1993] and canonical correlation analysis (CCA) [Hotelling,
1936], both reviewed in Section 3.8.1, are two of the most widely applied subspace learn-
ing approaches for paired datasets (i.e. two views for the same subjects). PLS seeks lin-
ear transformations of the data into a latent subspace which maximises the covariance of
the projected data between the two views, while CCA maximises the correlation of the
projected data. In the case where linear transformations are implausible, for instance if
data points in the multiple views are generated from a manifold, the kernel CCA (KCCA)
[Akaho, 2007] may be applied which firstly maps the data points to a high dimensional
space (a.k.a. Hilbert space) so that the shared subspace can be obtained by linear transfor-
mations, before operating the CCA. An extension of CCA for more than two views was
proposed, where the projections into the shared subspace maximise the sum of all pairwise
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correlations among the views [Rupnik and Shawe-Taylor, 2010].
PCA, CCA, and KCCA have also been incorporated in hybrid algorithms, where the
key idea is to reduce the level of random noise within each dataset before performing sub-
space learning. To find low-dimensional consensus features across multiple views, Han
et al. [2012] proposed an algorithm for sparse dimensionality reduction for multi-view un-
supervised learning. The algorithm firstly applies PCA to each dataset and concatenates the
principal components into a new low-dimensional data matrix. Next, the new data matrix
is factorised into the product of an orthogonal basis matrix with lower dimensionality and a
transformation matrix which consists of coefficients of linear transformation from the new
bases to the bases of the concatenated low-dimensional data matrix. The transformation
matrix is further constrained to be sparse such that only the most important features in
the concatenated data matrix are retained in the new bases. To address the same problem,
Zhu et al. [2012] proposed a variant of KCCA called mixed kernel CCA (MKCCA). The
MKCCA algorithm consists of two steps, where the first step involves using a mixture of
chosen kernels to map each dataset to a higher dimensional space which is smaller than the
Hilbert space produced by KCCA while large enough to capture interesting phenomena. In
the second step, multi-view subspace learning is performed by applying PCA followed by
CCA (or multi-view CCA [Rupnik and Shawe-Taylor, 2010]) on the principal components.
Another family of subspace learning algorithms are based on matrix factorisations,
where each data matrix is factorised into the product of two lower-dimensional matrices:
one encodes the low-rank projection of the original data and the other contains the coef-
ficients of linear transformations from the lower-dimensional space to the original space.
Akata et al. [2011] enforced identical low-rank representations of each subject for mea-
surements taken from disparate views and estimated the low-rank projection matrix and
transformation matrices such that they jointly minimise the total reconstruction error in
all data matrices. They further employed “non-negative matrix factorisation” constraints
which required all estimates to be non-negative in an application involving image and label
data which were naturally encoded by non-negative values. Jia et al. [2010] employed the
same matrix factorisation without non-negativity constraints and proposed to use either the
group lasso penalty or the `1/`∞ penalty [Zhao et al., 2009] on the coefficient matrices such
that the linear transformations from the projected space to the original space would only
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involve a small number of the most important original variables. An additional regularisor
was imposed on the ranks of the shared projection matrix penalising redundant dimension-
alities. The same matrix factorisation principle has also been applied in analysing tensor
data resulting in multi-view tensor factorisations [Takeuchi et al., 2013, Acar et al., 2014].
A slightly different approach was taken by Liu et al. [2013] who applied non-negative
matrix factorisation to each data matrix which were jointly estimated with a consensus pro-
jection matrix. Regularisation was employed such that the low-dimensional projection of
the data from each view was encouraged to be similar to the consensus projection. Standard
clustering algorithms can then be applied to this consensus projection to obtain a consistent
clustering across the views.
Shared and view-specific latent subspace learning
Models/algorithms to be discussed in this subsection aim directly at simultaneously learn-
ing shared and view-specific patterns in multiple views. The general framework consists
of decomposing each data matrix into the sum of a low-rank matrix containing informa-
tion shared across the views and a low-rank matrix containing the view-specific informa-
tion. Typically, some algebraic constraints are imposed on low-rank matrices such that
matrices containing shared information are orthogonal (or almost orthogonal) to the matri-
ces containing view-specific information, thus penalising redundant representations of data
patterns in both components.
Salzmann et al. [2010] proposed the factorised orthogonal latent spaces (FOLS) in
which the low-rank matrices encoding shared information were identical in all views. The
full decomposition was obtained by minimising the loss function which quantifies the in-
formation not captured by the shared and view-specific latent subspaces plus three penalty
term, one penalising the correlation between the shared and view-specific latent spaces and
the view-specific latent spaces between each pair of views, one penalising the total dimen-
sionality of the shared and view-specific latent subspaces, and the other one to prevent
obtaining trivial solutions.
Lock et al. [2013] applied matrix factorisation to both low-rank matrices containing
shared and view-specific information: each matrix was factorised into the product of a ma-
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trix containing projected data and a coefficient matrix which mapped the projection space
back to the original space using linear transformations. The projection matrices corre-
sponding to the shared information were assumed to be identical, and within each view the
shared information matrix was constrained to be orthogonal to the matrix containing view-
specific information. The proposed model, called “joint and individual variation explained
(JIVE)”, represented a generalisation of the PCA and provided low-dimensional projec-
tion of the data into the shared and view-specific subspaces. Zhou et al. [2013] discussed
efficient computation algorithms of JIVE with the addition of non-negativity constraints
on the matrix factorisations, and showed two applications of the low-rank projections ob-
tained from JIVE in classification and clustering tasks. JIVE differs from FOLS [Salzmann
et al., 2010] in three ways: firstly the ranks of the shared and view-specific information
matrices in JIVE had to be pre-specified whereas in FOLS they are regularisers in the ob-
jective function; secondly the shared and view-specific information matrices are orthogonal
in JIVE whereas they are only encouraged to be orthogonal in FOLS; thirdly, JIVE does
not require/encourage the view-specific information matrices to be pairwise-orthogonal,
as a consequence, the shared patterns between a subset of views will be categorised as
view-specific information in JIVE.
In Bayesian statistics, Archambeau and Bach [2009] proposed a probabilistic model
with the same underlying matrix factorisation as JIVE, in which the low-rank projections
of both shared and view-specific components were assumed to be pairwise uncorrelated
and sparsity inducing priors were incorporated on the coefficient matrices to impose sparse
linear transformations from the shared and view-specific subspaces to the original space.
This model was extended by Qu and Chen [2011], Ray et al. [2013] which used different
priors, parameterisation, and inference algorithms but all conceptually falling into the same
framework as JIVE.
Another framework in shared and view-specific subspace learning consists of simulta-
neously extracting latent factors that explain a lot of data variation (not to be mixed with
variance/variability which were interchangeably used referring to the statistical definition
of variance) across the views and evaluating the association between these latent factors
and views. This framework cannot only identify latent factors which regulate the varia-
tion in all views or in a specific view but also the variation shared in a subgroup of views.
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For instance, the higher-order generalised SVD (HO-GSVD) approach by Ponnapalli et al.
[2011] extends the generalised SVD algorithm to more than two matrices which can be used
to compare measurements from multiple data modalities. HO-GSVD jointly performs SVD
to the transpose of each data matrix while enforcing identical right singular values, which
could be interpreted as enforcing the same low-rank projection of the data from different
views. Each singular values of the SVD in a specific view indicates the importance of
the corresponding projected dimension in that view. By comparing the jth singular value
across all views, one can conclude whether the jth dimension of the projection space ex-
plains common variation across all views or the variation specific to a subgroup of views
or to a particular view. In Bayesian statistics, Klami et al. [2014] lately proposed a group
factor analysis approach which adopted a similar matrix factorisation as the HO-GSVD
except that the singular values were combined with the left singular vectors which encoded
the linear transformations mapping the projected data to the original space. The associa-
tion between each dimension of the projected space, or a latent factor, and each view was
modeled by a generalised linear regression which was used to determine the prior of the
coefficients of the linear transformations in the matrix factorisations. As such, this method
could extract a small number of latent factors which explained the non-random variation
among the datasets while identifying the dataset(s) regulated by each latent factor.
4.3 Sparse multi-view matrix factorisation
In this section we present a novel method: sparse multi-view matrix factorisation (sMVMF),
to facilitate comparison of gene expression variance in multiple tissues. We reiterate the
need to distinguish the variance that is shared across all tissues (views) from that is charac-
teristic to a specific tissue. sMVMF belongs to the family of shared and view-specific latent
subspace learning algorithms introduced at the end of Section 4.2. However, sMVMF dif-
fers from existing methods in that it does not require the subjects recruited from multiple
views to be matched and that it decomposes the total variance into the sum of shared and
tissue-specific variances. Further technical discussions on sMVMF and related mothods
will be given in Section 4.6.
4.3 Sparse multi-view matrix factorisation 150
4.3.1 Multi-view matrix factorisation model
We assume to have collected p gene expression measurements for M tissues. In our ap-
plication (detailed in Section 4.5) the data for M tissues consisted of the same subjects.
However here we present a general framework in which the mth tissue consisted of nm
subjects and that the expression profile is arranged in an nm × p matrix. All matrices are
collected in X = {X(1), X(2), ..., X(M)}, where the superscripts refer to tissue indices. For
each X(m), we subtract the column mean from each column such that each diagonal entry
of the gram matrix 1
nm
(X(m))TX(m) is proportional to the sample variance of the corre-
sponding variable, and the trace is the total sample variance. We aim to identify genes that
jointly explain a large amount of sample expression variances in all tissues and genes that
explain substantially higher variances in a specific tissue. Our strategy involves approx-
imating each 1√
nm
X(m) by the sum of a shared variance component and a tissue-specific
component:
1√
nm
X(m) ≈ S(m)︸︷︷︸
shared variance component
+ T (m)︸︷︷︸
tissue-specific variance component
(4.1)
for m = 1, 2, ...,M , where 1/
√
nm is a scaling factor such that the trace of the gram matrix
of the left-hand-side equals the sample variance. These components are defined so as to
yield the following properties:
(a) The rank of S(m) and T (m) are both much smaller than min(nm, p) so that the two
components provide insights into the intrinsic structure of the data while discarding
redundant information.
(b) The variation patterns captured by shared component are uncorrelated to the varia-
tion patterns captured by tissue-specific component. As a consequence of this, the
total variance explained by S(m) and T (m) altogether equals the sum of the variance
explained by each individual component.
(c) The shared component explains the same amount of variance of each gene expres-
sion in all tissues. As such, the difference in expression variance between tissues is
exclusively captured in tissue-specific variance component.
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We start by proposing a factorisation of both S(m) and T (m) which, by imposing certain
constraints, will satisfy the above properties. Suppose rank(S(m)) = d and rank(T (m)) = r,
where d, r << min(nm, p) following property (a). For a given r, T (m) can be expressed
as the product of an nm × r full rank matrix W (m) and the transpose of a p × r full rank
matrix V (m), that is:
T (m) = W (m)(V (m))T =
r∑
j=1
W
(m)
j (V
(m)
j )
T =
r∑
j=1
T
(m)
[j] (4.2)
where the superscript T denotes matrix transpose, and the subscript j denotes the jth col-
umn of the corresponding matrix. Each
T
(m)
[j] := W
(m)
j (V
(m)
j )
T
has the same dimension as T (m) and is composed of a tissue-specific latent factor (LF).
A LF is an unobservable variable assumed to control the patterns of observed variables
and hence may provide insights into the intrinsic mechanism that drives the difference of
expression variability between tissues. The matrix factorisation in (4.2) is not unique, since
for any r×r non-singular square matrixR, T (m) = W (m)(V (m))T = (W (m)R)(R−1(V (m))T ) =
W˜ (m)(V˜ (m))T . We introduce an orthogonal constraint
(W (m))TW (m) = Ir so that the matrix factorisation is unique subject to an isometric trans-
formation. Similarly, we can factorise the shared component as:
S(m) = U (m)(V ∗)T =
d∑
k=1
U
(m)
k (V
∗
k )
T =
d∑
k=1
S
(m)
[k] (4.3)
where U (m) is orthogonal and V ∗ is tissue-independent which we shall explain. Each S(m)[k]
has the same dimension as S(m) and is composed of one shared variability LF. The resulting
multi-view matrix factorisation (MVMF) then is:
1√
nm
X(m) ≈ U (m)(V ∗)T +W (m)(V (m))T (4.4)
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The matrix factorisations (4.2) and (4.3) are intimately related to the singular value
decomposition (SVD) of S(m) and T (m). Specifically, U (m) and W (m) are analogous to the
matrix of left singular vectors and also the principal components (PCs) in a standard PCA.
They represent gene expression patterns in a low-dimensional space where each dimension
is derived from the original gene expression measurements such that the maximal amount
of variance is explained. We shall refer the columns of U (m) and W (m) as the principal
projections (PPJ). (V ∗)T and (V (m))T are analogous to the product of the diagonal matrix of
eigenvalues and the matrix of right singular vectors. Since the singular values determine the
amount of variance explained and the right singular vectors correspond to the loadings in
the PCA which quantifies the importance of the genes to the expression variance explained,
using the same matrix V ∗ for all tissues in the shared component results in the same amount
of shared variability explained for each gene expression probe, such that property (c) is
satisfied. We shall refer to matrices V ∗ and V (m) as transformation matrices.
A sufficient condition to satisfy property (b) is:
(U (m))TW (m) = 0d×r (4.5)
This constraint, in addition to the orthogonality of U (m) and W (m), results in the (d + r)
PPJs represented by [U (m),W (m)] being pairwise orthogonal, which is analogous to the
standard PCA where the PCs are orthogonal. Intuitively, this means for each tissue the
LFs driving shared and tissue-specific variability are uncorrelated. The amount of variance
explained in tissue m, σˆsm, can be computed as (subject to a constant factor):
σˆsm = Tr{(S(m))TS(m) + (T (m))TT (m) + 2(S(m))TT (m)} (4.6)
where Tr denotes the matrix trace. Recalling that S(m) = U (m)(V ∗)T and (U (m))TU (m) =
Id, the amount of shared variance explained is:
σ∗ = Tr{(S(m))TS(m)} = Tr{V ∗(V ∗)T} (4.7)
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Likewise, recalling that T (m) = W (m)(V (m))T and (W (m))TW (m) = Ir, the amount of
tissue-specific variance explained is:
σm = Tr{(T (m))TT (m)} = Tr{V (m)(V (m))T} (4.8)
Making the same substitutions into (4.6), we obtain:
σˆsm = Tr{V ∗(V ∗)T + V (m)(V (m))T + 2V ∗(U (m))TW (m)(V (m))T}
Substituting (4.5) into the above equation, we reach:
σˆsm = Tr{V ∗(V ∗)T + V (m)(V (m))T} = σ∗ + σm (4.9)
which satisfies (b).
4.3.2 Sparsity constraints and estimation
The factorisation (4.4) is obtained by minimising the squared error. This amounts to min-
imising the loss function:
` =
M∑
m=1
‖ 1√
nm
X(m) − U (m)(V ∗)T −W (m)(V (m))T‖2F (4.10)
where ‖.‖F refers to the Frobenius norm, subject to the following orthogonality constraints:
(U (m))TU (m) = I, (W (m))TW (m) = I, (U (m))TW (m) = 0. (4.11)
For fixed U (m)(V ∗)T , the optimal T (m) = W (m)(V (m))T is a low-rank approximation of
‖ 1√
nm
X(m) − S(m)‖2F , where each rank sequentially captures the maximal variance re-
mained in each data matrix after removing the shared variability. Likewise, for fixed
W (m)(V (m))T , each rank of the optimal S(m) = U (m)(V ∗)T sequentially captures the max-
imal variance remained across all tissues after removing the tissue-specific variance.
In transcriptomics studies, it is widely believed that the differences in gene expressions
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between cell and tissue types are largely determined by transcripts derived from a small
number of tissue-specific genes [Jongeneel et al., 2005]. Therefore it seems reasonable
that in our application of multi-tissue comparison of gene expressions, for each PPJ, the
corresponding column in the transformation matrix should feature a limited number of
non-zero entries. In such a scenario, a sparse representation will not only generate more
reliable statistical models by excluding noise features, but also offer more biological insight
into the underlying cellular mechanism [Ma and Huang, 2008].
In the context of MVMF, we induce sparse estimates of V ∗ and V (m) by adding penalty
terms to the loss function ` (U,W, V ∗, V ) as in (4.10). Specifically, we minimise:
` (U,W, V ∗, V ) + 2 ·M · ‖V ∗Λ∗‖1 + 2
M∑
m=1
‖V (m)Λ(m)‖1 (4.12)
where ‖ ‖1 denotes the `1 norm. Λ∗ and Λ(m) are d×d and r× r diagonal matrices, respec-
tively. In both matrices, the kth diagonal entry is a non-negative regularisation parameter
for the kth column of the corresponding transformation matrix, and that the kth column
tends to have more zero entries as the kth diagonal entry increases. In practice, a simplified
parametrisation may be employed where Λ∗ = λ1Id and Λ(m) = λ2Ir for m = 1, ...,M
such that the number of parameters to be specified is greatly reduced. Alternatively, Λ∗ and
Λ(m) may be set such that a specified number of variables are selected in each column of
Vˆ ∗ and Vˆ (m).
The optimisation problem (4.12) with constraints (4.11) is not jointly convex in U (m),
W (m), V (m), and V ∗ for m = 1, 2, ...,M (for instance the orthogonality constraints are
non-convex in nature), hence gradient descent algorithms will suffer from multiple local
minima [Gorski et al., 2007]. We propose to solve the optimisation problem by alternately
minimising with respect to one parameter in U (m),W (m),V ∗, V (m) while fixing all remain-
ing parameters, and repeating this procedure until the algorithm converges numerically.
The minimisation problem with respect to V ∗ or V (m) alone is strictly convex, hence in
these steps a coordinate descent algorithm (CDA) is guaranteed to converge to the global
minimum [Friedman et al., 2007]. CDA iteratively update the parameter vector by cycli-
cally updating one component of the vector at a time, until convergence. On the other hand,
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the minimisation problem with respect to W (m) or U (m) is not convex. For fixed V ∗ and
V (m), the estimates of W (m) and U (m) that minimise (4.12) can be jointly computed via
a closed form solution. Assuming we have obtained initial estimates of V ∗ and V (m), we
cyclically update the parameters in the following order:
(U (m),W (m))→ V (m) → V ∗
Here U (m) and W (m) are jointly estimated in the first step, and in the subsequent steps
V (m) and V ∗ are updated separately, while keeping the previous estimates fixed. A detailed
explanation of how each update is performed is in order.
First we reformulate the estimation problem as follows: we bind the columns of U (m)
and W (m) and define the nm × (d+ r) augmented matrix: U˜ (m) = [U (m) , W (m)]; we then
bind the columns of V ∗ and V (m) and define the p× (d + r) matrix: V˜ (m) = [V ∗ , V (m)].
As such:
` (U,W, V ∗, V (m)) =
M∑
m=1
‖ 1√
nm
X(m) − U˜ (m)(V˜ (m))T‖2F
and the constraints in (4.11) can be combined into:
(U˜ (m))T U˜ (m) = Id+r
Fixing V˜ (m), the estimate of U˜ (m) can be obtained by the reduced-rank Procrustes rotation
procedure which seeks the optimum rotation of X(m) such that the error ‖ 1√
nm
X(m) −
U˜ (m)(V˜ (m))T‖2F is minimal. For a proof of this, see [Zou et al., 2006]. We obtain the SVD
of 1√
nm
X(m)V˜ (m) as PQRT , and compute the estimate of U˜ (m) by: ˆ˜U (m) = PRT .
Next, we fix U (m), W (m), and V ∗ while minimising (4.12) with respect to V (m). For
each fixed m, varying V (m) only changes the objective function via the summand indexed
(m). Hence it is sufficient to minimise:
‖ 1√
nm
X(m) − U (m)(V ∗)T −W (m)(V (m))T‖2F + 2‖V (m)Λ(m)‖1. (4.13)
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This function is strictly convex in V (m) and the CDA is guaranteed to converge to the
global minimum. We drop the superscript (m) in the following derivation for convenience
and denote the jth column of the matrix V by Vj . In each iteration, the estimate of Vj is
found by equating the first derivative of (4.13) with respect to Vj to zero. Hence:
− 2( 1√
nm
X − UV ∗ −WV T )TWj + 2Λj · ∇(|Vj|) = 0,
where∇ is the gradient operator. Substitute (4.11) and rearrange to give:
Vj =
1√
nm
XTWj − Λj · ∇(|Vj|)
We define the sign function σ(y) which equals 1 if y > 0, −1 if y < 0, and 0 if y = 0.
First note the derivative of the function |y| is σ(y) if y 6= 0 and a real number in the interval
(−1, 1) otherwise. Rearrange the previous equation to obtain the updated estimate in each
iteration:
Vˆ
(m)
j = SΛ(m)j
(
(
1√
nm
X(m))TW
(m)
j
)
(4.14)
where Sλ(y) is a soft-thresholding function on vector y with non-negative parameter λ such
that Sλ(y) = σ(y) ·max{|y| − λ, 0}, and Λ(m)j is the jth diagonal entry of Λ(m).
In the third step, we fix the estimates of U (m), W (m), and V (m) and minimise (4.12)
with respect to V ∗. The objective function becomes:
`+ 2 ·M · ‖V ∗Λ∗‖1 (4.15)
where ` is defined in (4.10). As in the second step, we use a CDA in each iteration and the
updated estimate of V ∗i is found by equating the first derivative of (4.15) to zero. Specifi-
cally:
−2∑Mm=1{[ 1√nmX(m) − U (m)V ∗ −W (m)(V (m))T ]TUi}
+ 2 ·M · Λ∗i · ∇(|V ∗i |) = 0,
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where Λ∗i is the i
th diagonal entry of Λ∗. Applying (4.11), this can be re-arranged into:
M · V ∗i =
M∑
m=1
(
1√
nm
X(m))TU
(m)
i −M · Λ∗i · ∇(|V ∗i |),
Using the soft-thresholding and the sign functions, the updated estimate in each iteration
can be re-written as:
Vˆ ∗i = SΛ∗i
(
1
M
M∑
m=1
(
1√
nm
X(m))TU
(m)
i
)
(4.16)
The cyclic CDA requires initial estimates of V ∗ and V (m), which are obtained as follows.
First we set an initial value to V ∗, which explains as much variance in all datasets in X as
possible. This amounts to a PCA on the (
∑M
m=1 nm) × p matrix Xˇ obtained by binding
the rows of 1√
nm
X(m), m = 1, ...,M . We compute the truncated SVD of Xˇ and obtain
Xˇ = UˇDBT where D contains the d largest eigenvalues of XˇT Xˇ . The initial estimate of
V ∗ is then defined as:
(Vˆ ∗)T =
1
M
DBT , (4.17)
and Uˆ (m) is defined by the corresponding rows of Uˇ in the SVD. For the tissue-specific
transformation matrices V (m), we compute the SVD of the residuals after removing the
shared variance component from 1√
nm
X(m), which gives: 1√
nm
X(m)−Uˆ (m)Vˆ ∗ = W (m)R(m)(Q(m))T .
The initial estimate of V (m) is defined as:
(Vˆ (m))T = R(m)(Q(m))T . (4.18)
A summary of the estimation procedure is given in Algorithm 5.
4.3.3 Parameter selection
The sMVMF contains two sets of parameters: the tissue-specific sparsity parameters Λ(m),
Λ∗, and the (d, r) pair. Both d and r balance model complexity and the amount of vari-
ance explained. We select the smallest possible values of d and r such that a prescribed
proportion of variance is explained. For a fixed (d, r) pair, the sparsity parameters can be
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Algorithm 5 sMVMF estimation algorithm
Input: data X ; parameters d, r, Λ(m), Λ∗ for m = 1, 2, ...,M .
Output: U (m), W (m), V (m), for m = 1, 2, ...,M , and V ∗.
1: Get initial estimates of V (m) for m = 1, 2, ...,M , and V ∗ as in (4.18) and (4.17).
2: while not convergent do:
3: Apply SVD: 1√
nm
X(m)V˜ (m) = PQRT , and set ˆ˜U (m) = PRT .
4: Use CDA to estimate V (m) according to (4.14).
5: Use CDA to estimate V ∗ according to corollary (4.16).
optimised using a cross-validation procedure, which identifies the best combination from
a grid of candidate values so that the amount of variance explained is maximised on the
testing data for the chosen (d, r). However, in high-dimensional settings, cross-validation
procedures such as this one tend to favour over-complex models which may include noise
variables [Bu¨hlmann and van de Geer, 2011]. Instead we propose using the “stability se-
lection” procedure which is particularly effective in improving variable selection accuracy
and reducing the number of false positives in high-dimensional settings [Meinshausen and
Bu¨hlmann, 2010]. Given parameters d = d0 and r = r0 in sMVMF, variables can be
ranked according to their importance in explaining shared and tissue-specific variances by
applying a stability selection procedure as follows:
1. Randomly extract half of the nm samples from each X(m) without replacement and
denote the resulting data matrix X(m)s , for m = 1, ...,M . In the case where each
X(m) consists of the same subjects, it may be preferable to draw the same samples
from all datasets.
2. Fit sMVMF on X(m)s , m = 1, ...,M , where Λ∗ and Λ(m) are chosen such that a
prescribed number of variables are selected from each column of Vˆ ∗ and Vˆ (m), m =
1, ...,M .
3. Record the variables that are selected in Vˆ ∗ up to and including d = d0 and in Vˆ (m)
up to and including r = r0, m = 1, ...,M .
4. Repeat steps 1 to 3 N times, where N is at least 1000.
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5. Compute the empirical selection probabilities for each variable in Vˆ ∗ and Vˆ (m), m =
1, ...,M . Then rank the variables in each list according to the selection probabilities.
Note in step 2, the number of variables to be selected in each column of Vˆ ∗ and Vˆ (m),
m = 1, ...,M , is a regularisation parameter. Nevertheless, Meinshausen and Bu¨hlmann
[2010] showed the variable rankings, especially the top ranking variables, were insensitive
to the choice of these parameters which regularised the level of sparsity. In practice, the
number of variables selected in each column of Vˆ ∗ and Vˆ (m), m = 1, ...,M , is randomly
picked and kept small. In the TwinsUK study, it is chosen to be 100 since we would only
be interested in the top few hundred probes which drove the shared and tissue-specific
variability respectively.
4.4 Illustration with simulated data
In this section we present simulation studies to characterise how the sMVMF method is
able to distinguish between shared and tissue-specific variance. We simulate shared and
tissue-specific variance patterns as illustrated by the middle and right panels in Figure 4.3.
We then test whether sMVMF correctly decomposes the total sample variance (left panel)
whilst detecting variables contributing to the non-random variability within each variance
component. We also compare sMVMF with two alternative methods: standard PCA and
Levene’s test [Gastwirth et al., 2009] of the equality of variance between population groups.
4.4.1 Simulation setting
Our simulation study consists of 1000 independent experiments. In each experiment we
simulate 3 data matrices or datasets (tissues) of dimension n = 100 (samples) and p = 500
(genes) to mimic the case where n << p. Each simulated data matrix X(m) is obtained via:
X(m) = Y (m) + Z(m) + E(m),
where Y (m) is a component designed to control the shared variance, Z(m) is introduced
to control the tissue-specific variance, and E(m) is a random error. They are all n × p
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random matrices. Since we ultimately wish to test whether our method is able to distinguish
between signal and noise variables, we assume that only the first 30 variables carry the
signal, whereas the remaining 470 only introduce noise.
We suppose that the shared variability is controlled by the activation of 3 latent factors,
each regulating the variance of a different block of variables. To this end, we further group
the 30 signal variables into three blocks of 10 normally distributed random variables each
(numbered 1 − 10,11 − 20, and 21 − 30), as illustrated in Figure 4.4 (A). We design the
simulations so that each of the first 30 variables in Y has the same variance in different
datasets; moreover, the variance decreases while moving from the first to the third block,
which enables us to test whether the proposed method can identify the true constituents
of each latent factor and whether the latent factors can be identified in the same order (of
importance). Further details and simulation parameters are given at the end of this sub-
section. This procedure generates shared variance patterns that look like those reported in
the middle panel of Figure 4.3.
The variables in Z are also assumed to be normally distributed. They are generated
such that exactly 10 of them have the largest variance across datasets. The resulting ”mo-
saic” structure of the simulated variance patterns is illustrated in right panel of Figure 4.3.
The data matrices Y (m) and Z(m) are generated to create interference between shared and
tissue-specific variability, which enables us to test whether these two types of variance can
be correctly identified when such interference is present, as this is the primary motivation
driving the development of our sMVMF method. The total non-random sample variance of
each variable in a tissue equals the sum of its shared and tissue-specific variances, which
is also illustrated in Figure 4.3. The random error term E(m) is generated from indepen-
dent and identical normal distributions with zero mean and noise σ2 for all variables in
all datasets. We perform simulations on two settings: in setting I σ2 = 1 and in setting II
σ2 = 4. As a result of this simulation design, we are able to characterise the true underlying
architecture that explains the total sample variance.
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Details of the simulation scheme
As introduced in Section 4.4.1 of the main text, variance of the first 30 variables (columns)
in the random matrices Y (m) (m = 1, 2, 3) are controlled by three latent factors: H1, H2,
H3, which are real valued univariate random variables generated from independent normal
distributions as follows:
H1 ∼ N (0, 52) ; H2 ∼ N (0, 3.52) ; H3 ∼ N (0, 22) (4.19)
where N (µ, σ2) refers to normal distribution with mean µ and standard deviation σ.
Variance of the first 30 variables (columns) in the random matrices Z(m) (m = 1, 2, 3)
is controlled by three latent factors: h1, h2, h3, where hm only affects Z(m). These latent
factors are also generated from independent normal distributions:
h1 ∼ N (0, 2.82) ; h2 ∼ N (0, 3.22) ; h3 ∼ N (0, 32) (4.20)
The latent variables in (4.19) and (4.20) control the variance of the first 30 variables in Y
and Z via some constant factors which we shall define. Specifically, each value in the first
30 columns of Y is obtained by multiplying one latent variable from {H1, H2, H3} with a
constant factor from one of the two row vectors α or β, so that the variance pattern in Y (m)
is precisely as is illustrated in the middle panel in Figure 2 of the main paper. Similarly,
each value in the first 30 columns of Z is obtained by multiplying one latent variable from
{h1, h2, h3} with a constant factor from one of the row vectors γ1, γ2, γ3, such that the
variance pattern in Z(m) is precisely as is illustrated in the right panel in Figure 2 of the
main paper. The details are given as follows:
α = (0.3, 0.5, 0.6, 0.8, 1, 1, 0.8, 0.6, 0.5, 0.3)
β = (0.6, 0.7, 0.8, 0.9, 1, 1, 0.9, 0.8, 0.7, 0.6)
γ1 = (v1, v1, v1, v1, v1), where v1 = (1, 1/3, 2/3, 1, 2/3, 1/3)
γ2 = (v2, v2, v2, v2, v2), where v2 = (2/3, 1, 1/3, 1/3, 1, 2/3)
γ3 = (v3, v3, v3, v3, v3), where v3 = (1/3, 2/3, 1, 2/3, 1/3, 1)
(4.21)
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Let Y (m)i,j denote the (i, j)
th entry of Y (m). Our simulated data are generated as follows: for
i = 1, 2, ..., 100 and for m = 1, 2, 3:
1. Generate H1, H2, H3, h1, h2, and h3 according to (4.19) and (4.20).
2. GenerateE(m)i,1:500 from independent normal distributions with zero mean and variance
σ2 , where σ
2
 = 1 in setting I and σ
2
 = 4 in setting II.
3. Compute/Set:
Y
(m)
i,1:10 = α ·H1
Y
(m)
i,11:20 = α ·H2
Y
(m)
i,21:30 = β ·H3
Y
(m)
i,31:500 = 0
Z
(m)
i,1:30 = γm · hm
Z
(m)
i,31:500 = 0
Finally, compute: X(m) = Y (m) + Z(m) + E(m).
4.4.2 Simulation results
For each setting I and II, the data generated in each experiment is analysed by fitting the
sMVMF algorithm. In order to focus on the ability of the model to disentangle the true
sources of variability, we take d = 3 and r = 1, which equal the true number of shared and
tissue-specific LFs used to generate the data. The regularisation parameters Λ∗ and Λ(m)
are tuned such that each PPJ consists of 10 variables, the true number of signal variables.
For comparison, we propose two additional approaches that are able to identify vari-
ables featuring dataset-specific sample variances, although they do not attempt to model the
shared variance. The first method consists of carrying out a separate PCA on each dataset;
for each PCA/dataset, we then select the 10 variables having the largest loadings in the first
principal component. The second method consists of applying a standard Levene’s test of
equality of population variances independently for each variable, which is then followed
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Figure 4.3: Simulated patterns of sample variance: the total, non-random, sample variance
of 30 signal-carrying random variables is generated so that it can be decomposed into the
sum of shared and tissue-specific components. Rows correspond to tissues (datasets) and
columns correspond to 30 variables. Brighter colours represent large variance and darker
colours represent low variance. Although by construction the underlying shared and tissue-
specific variances have very different patterns, sMVMF is able to discriminate between
them.
by a Bonferroni adjustment to control the family-wise error rate; if a test rejects the null
hypothesis at the 5% significance level, we select the variable having the largest sample
variance amongst the three datasets.
By averaging across 1000 experiments, we are able to estimate the probability that each
one of the 30 signal variables is selected by each one of the three competing methods. The
heatmaps (A)-(C) in Figure 4.5 visually represent these selection probabilities for simula-
tion setting I. Here sMVMF perfectly identifies the variables that introduce dataset-specific
variability. The results obtained using Levene’s tests are somewhat similar, except for some
variables in the first block (indexed 3 − 8) and second block (indexed 14 − 17). By ref-
erence to the middle panel of Figure 4.3, it can be noted that these variables are precisely
those featuring large shared variability by construction. On the other hand, the PCA-based
approach performs poorly because it can only select variables that contribute to explaining
the total sample variance, but is unable to capture dataset-specific patterns. This example
is meant to illustrate the limitations of both univariate and multivariate approaches that do
not explicitly account for factors driving shared and dataset-specific effects. sMVMF has
been designed to address exactly these limitations.
Both Levene’s test and the individual-PCA approach are not designed to capture shared
variance patterns. As a way of direct comparison with sMVMF we therefore propose an
alternative PCA-based approach that has the potential to identify variables associated to the
direction of largest variance across all three datasets. This method consists of performing
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Figure 4.4: Each latent factor (LF) is only active in a block of 10 signal-carrying variables,
and controls the amount of variance of those variables that is shared amongst datasets. The
(A) panel shows the true latent structure used to generate the data. Panels (B) and (C)
show the estimated probabilities that each variable has been selected as signal-carrier using
sMVMF and a stacked-PCA approach, respectively. sMVMF accurately captures the true
shared LF structure whereas stacked-PCA tends to identify variables with large variance
but fails to identify the LF structure.
Figure 4.5: Three different methods – sMVMF, Levene’s test and PCA – are used to de-
tect random variables whose variance pattern is dataset-specific. Each heatmap represents
the selection probabilities estimated by each method: (A) sMVMF produces patterns that
closely match the true tissue-specific variances shown in the right panel of Figure 4.3; (B)
Levene’s test performs well for variables those variance is mostly driven by tissue-specific
factors, but fails to detect those variables having a strong shared-variance component; (C)
The PCA-based method cannot distinguish between shared and tissue-specific variability,
and fails to recover the true pattern.
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a single PCA on a “stacked” matrix of dimension (Mn)× p containing measurements col-
lected from all three datasets, and obtained by coalescing the rows of the three individual
data matrices. We shall refer to this approach as stacked-PCA. To carry out variable se-
lection using the stacked-PCA, we could either use the sparse PCA [Zou et al., 2006] or
apply hard-thresholding on the PCA loadings. Unlike the standard PCA and the sMVMF,
the sparse PCA does not impose orthogonality between the PCs hence its variable selection
results are not comparable with the sMVMF. By varying the cutoff value for thresholding
the loadings of the first 3 PCs in the stacked-PCA, we may select 10 variables from each
PC to produce virtually comparable results as the sMVMF, but they do not correspond to
the set of 30 variables which explain the maximal amount of shared variance amongst all
datasets. To this end, by varying the threshold value in the loadings of the first PC of the
stacked-PCA, we select the top 10, 20, and 30 variables.
Results produced by sMVMF and stacked-PCA are summarised by the heatmaps (B)
and (C) in Figure 4.4, and can be directly compared to the true simulated patterns in (A).
As expected, stacked-PCA selects variables having large total sample variances, whereas
sMVMF can identify variables affected by each shared LF which jointly explain a large
amount of variance. This example shows that sMVMF is able to identify the variables
associated to the latent factors controlling the shared variance.
We repeated the simulation and evaluation procedure in setting II using the same pa-
rameters except sampling the random error terms inE(m) with a larger variance 4 instead of
1. The same type of heatmaps as in Figure 4.4 and 4.5 are produced and presented in Figure
4.6 and 4.7 respectively. We can visually conclude that sMVMF remains the best model
in identifying the variables which drive shared and tissue-specific variance. Remarkably,
Levene’s test hardly detects any genes whose variance is significantly larger than the cor-
responding genes in the other tissues due to increased noise level, and the largest selection
probability of any variable by Levene’s test is 0.033.
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Figure 4.6: Each latent factor (LF) is only active in a block of 10 signal-carrying variables,
and controls the amount of variance of those variables that is shared amongst datasets. The
(A) panel shows the true latent structure used to generate the data. Panels (B) and (C)
show the estimated probabilities that each variable has been selected as signal-carrier using
sMVMF and a stacked-PCA approach, respectively. sMVMF best captures the true shared
LF structure whereas stacked-PCA tends to identify variables with large variance but fails
to identify the LF structure.
Figure 4.7: Three different methods – sMVMF, Levene’s test and PCA – are used to detect
random variables whose variance pattern is dataset-specific. Each heatmap represents the
selection probabilities estimated by each method: (A) sMVMF produces patterns that best
match the true tissue-specific variances shown in the right panel of Figure 4.3; (B) Levene’s
test hardly detects any gene whose variance is significantly larger than the corresponding
genes in the other tissues due to increased noise level; (C) The PCA-based method can-
not distinguish between shared and tissue-specific variability, and fails to recover the true
pattern on variables with large shared variance.
Throughout the experiment we have chosen (d, r) in sMVMF and the number of PCs in
PCA-based methods to equal the true number of latent factors of shared and tissue-specific
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variability. Two naturally arisen questions are whether different (d, r) parameters would
affect the variable selection results of sMVMF and whether the advantage of sMVMF over
the alternative methods still holds. We explore the robustness of sMVMF using the real
data in Section 4.5 and present our findings at the end of the section. On the other hand, the
advantage of sMVMF over PCA-based methods is expected to be maintained, provided the
same number of latent factors are used in all models being compared. Since the comparison
between sMVMF and Levene’s test does not involve examining variable selection results
from each individual latent factor of sMVMF, we also do not expect an alteration of the
conclusion drawn from the experiment.
4.5 Application to the TwinsUK cohort
4.5.1 Data preparation
TwinsUK is one of the most deeply phenotyped and well-characterised adult twin cohort in
the world [Moayyeri et al., 2013]. It has been widely used in studying the genetic basis of
aging procession as well as complex diseases [Krisˇtic´ et al., 2014, Codd et al., 2013]. More
importantly, it contains a broad range of ‘omics’ data including genomic, epigenomic and
transcriptomic profiles amongst others [Elks et al., 2010, Bell et al., 2012]. In this study, we
focus on comparing the variance of mRNA expressions in adipose (subcutaneous fat), lym-
phoblastoid cell lines (LCL), and skin tissues. The microarray data used in this study were
obtained from the Multiple Tissue Human Expression Resource [Nica et al., 2011], with
participants being recruited from the TwinsUK registry. Peripheral blood samples were ar-
tificially transformed from mature blood cells by infecting them with the Epstein-Barr virus
[Glass et al., 2013]. All tissue samples were collected from 856 female Caucasian twins
(154 monozygotic twin pairs, 232 dizygotic twin pairs and 84 singletons) aged between 39
and 85 years old (mean 62 years). Genome-wide expression profiling was performed using
Illumina Human HT-12 V3 BeadChips, which included 48, 804 probes. Log2-transformed
expression signals were normalized per tissue using quantile normalization of the replicates
of each individual followed by quantile normalization across all individuals, as described
in Nica et al. [2011]. In addition, we also had access to 450K methylation data of the same
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adipose biopsies profiled using Infinium HumanMethylation 450K BeadChip Kit [Wolber
et al., 2014]. We only retained probes whose expression levels were measured in all three
tissues, and removed subjects comprising unmeasured expressions in any tissue. Using
the same notation introduced before, this resulted in three data matrices each of dimension
n = 618 and p = 26017. These data pre-processing steps were completed by my collab-
orator Dr. Wei Yuan. For each probe in each tissue, a linear regression model was fitted
to regress out the effects of age and experimental batch, following the same procedure as
in Grundberg et al. [2012]. Residuals in adipose, LCL, and skin tissues were arranged
in n × p matrices X(1), X(2), X(3), respectively, for further analysis using the proposed
multiple-view matrix factorisation method.
4.5.2 Experimental results
Non-sparse MVMF was initially fitted for all combination of parameter pairs (d, r) in a
grid. For each model fit, we computed the percentage of variance explained in each tissue
and illustrated the figures using 3D bar charts which we presented in Figure 4.8. The
percentages of variance explained varied between 25.2% (d = r = 1, LCL) and 87.3%
(d = r = 160, skin). We decided to choose d = r = 3 for the follow-up analyses, which
explains at least 40% of expression variance in each tissue. Given that there are more than
26000 probes, and this is much larger than the sample size, taking d = r = 3 seems to give
a good balance between dimensionality reduction and the sample variance retained. In an
ad hoc study we have repeated the analysis using two additional combinations of (d, r) for
which the percentages of shared and tissue-specific variances explained in each tissue were
substantially different. And the results presented below were robust to the choice of (d, r).
For details of this additional experiment, see Section 4.5.3.
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Figure 4.8: TwinsUK study: 3D bar chart showing the percentage of expression variance
explained in adipose, LCL, and skin tissues on a grid of (d, r) using the non-sparse MVMF.
d is the total number of PPJs in the shared variance component, and r is the total number
of PPJs in the tissue-specific variance component. The percentages vary between 25.2%
(d = r = 1, LCL) and 87.3% (d = r = 160, skin).
The sparse version of our model, sMVMF, was then fitted to each subsample in stabil-
ity selection procedure to rank gene expressions explaining a large amount of shared and
tissue-specific variances respectively. A detailed description of the procedure is presented
in Section 2.9. In summary, 1000 random subsamples were generated each consisting of
309 subjects randomly and independently sampled without replacement from a total of 618.
No twin pair was included in any subsample in order to remove possible correlations due to
zygosity. sMVMF was fitted to each subsample, where the sparsity parameters were fixed
such that each column of the transformation matrices comprised exactly 100 non-zero en-
tries. There were 3274 mRNA expression probes that were selected at least once from any
of the transformation matrices.
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Figure 4.9: TwinsUK study: resulting SPOW plot. The wheel comprises four rings, which
correspond to shared, adipose-, LCL-, and skin-specific variability from the inner ring. It is
also evenly divided into 3274 fan slices, corresponding to 3274 mRNA expression probes
that are selected at least once in all subsamples. Probes are re-ordered by their selection
probabilities in the transformation matrix in the shared component. Brighter colour denotes
higher probability, whereas darker colour denotes lower probability. We are particularly
interested in probes which have very bright colour exclusively in one ring.
Probes that explain a large amount of expression variance exclusively in one tissue
are of particular interest. To make such probes visually discernible we propose a new
visualisation tool, the SPOW (Selection PrObability Wheel) plot. The plot in Figure 4.9
consists of 3274 fan slices corresponding to probes that are selected at least once in all
subsamples, re-ordered by their selection probabilities in Vˆ ∗. The wheel is further divided
into four rings, representing shared, adipose-, LCL-, and skin tissue, respectively. Each
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ring is assigned a unique colour spectrum to illustrate selection probabilities of the probes:
brighter colours denote a higher probability and darker colours denote a lower probability.
Probes featuring exclusively shared or tissue-specific variability can be found along the
radii where only one part is painted in a bright colour and the other three parts are colored
in black. The SPOW plots for the top 200 probes that explain shared and tissue-specific
variability respectively are presented in Figures 4.10 to 4.13, where such probes can be
more easily captured.
Figure 4.10: TwinsUK study: SPOW plot (d = r = 3). The wheel contains the top 200
most frequently selected probes from the transformation matrix in the shared component.
We extract probes with bright colour in the shared variability (green) ring and dark colours
in the other rings.
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Figure 4.11: TwinsUK study: SPOW plot (d = r = 3). The wheel contains the top
200 most frequently selected probes from the transformation matrix in the adipose-specific
component using sMVMF. We extract probes with bright colour in the adipose-specific
(yellow) ring and dark colours in the other rings.
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Figure 4.12: TwinsUK study: SPOW plot (d = r = 3). The wheel contains the top 200
most frequently selected probes from the transformation matrix in the LCL-specific com-
ponent using sMVMF. We extract probes with bright colour in the LCL-specific (purple)
ring and dark colours in the other rings.
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Figure 4.13: TwinsUK study: SPOW plot (d = r = 3). The wheel contains the top
200 most frequently selected probes from the transformation matrix in the skin-specific
component using sMVMF. We extract probes with bright colour in the skin-specific (cyan)
ring and dark colours in the other rings.
Four groups of mRNA expressions were selected for further investigation, correspond-
ing to shared-exclusive, adipose-, LCL-, and skin-exclusive expressions. Each group con-
sisted of probes whose selection probabilities were larger than 0.5 in the corresponding
transformation matrix and less than 0.005 in the other transformation matrices. These
thresholds were set to give a manageable number of featured gene probes while tolerating
occasional selection in the other groups. The threshold values may change subject to the
number of variables selected by each latent factor in sMVMF and the number of latent fac-
tors, however the same principle should be followed to ensure that the extracted expression
probes exclusively represent a specific type of variability and the results presented below
should preserve. We summarise the results in Table 4.1.
This procedure selected 294 genes for further study, including 114 adipose-exclusive,
Chapter 4. Sparse multi-view matrix factorisation 175
Table 4.1: TwinsUK study: summary of results. There are additionally 33 shared-exclusive
genes.
% of variance % of variance Number Number
explained by explained by of tissue- of tissue-
tissue-specific shared exclusive exclusive
component component probes genes
Adipose 27.0 14.7 132 114
LCL 30.8 12.1 91 83
Skin 32.6 11.5 74 64
83 LCL-exclusive, 64 skin-exclusive, and 33 shared-exclusive genes . For each tissue, we
performed an enrichment test by overlapping genes in our list with genes contained in the
TiGER [Liu et al., 2008] and VeryGene [Yang et al., 2011] databases to examine the extent
of agreement. In addition, a Gene Ontology (GO) biological process pathway enrichment
test [Ashburner et al., 2000] and a Cytoscape pathway (CP) analysis [Saito et al., 2012]
were carried out to reveal the function of the pathways which the 261 tissue-exclusive
genes belonged to, and FDR-corrected p-values [Subramanian et al., 2005] were reported
(See Section 4.8, Figure 4.17 and 4.18 for full results). Below we present test results for
each group of genes separately for each tissue. We also report the selection probability (SP)
for some selected probes.
Skin-exclusive genes.
15 of the 64 genes from our skin-exclusive list are contained in the combined TiGER/VeryGene
list, giving rise to significant enrichment of our list with Fisher exact test p-value p < 10−16.
The overlapping genes include serine protease family genes KLK5 (SP: 1.000) and KLK7
(SP: 1.000), which are highly expressed in the epidermis and related to various skin condi-
tions, such as cell shedding (desquamation) [Brattsand and Egelrud, 1999]. Another mem-
ber ALOX12B (SP: 1.000) controls producing 12R-LOX, which adds an oxygen molecule
to a fatty acid to produce the 12R-hydroperoxyeicosatetraenoic acid that has major function
in the skin cell proliferation and differentiation [de Juanes et al., 2009]. The skin-exclusive
genes have also been found significantly enriched in two biological processes, namely epi-
dermis development and cell-cell adhesion (p < 0.001 and p = 0.03, respectively).
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LCL-exclusive genes.
LCLs are not natural human cells: they are laboratory induced immortal cells that have
abnormal telomerase activity and tumorigenic property [Sie et al., 2009]. Since neither
TiGER nor VeryGene assessed transcriptomic profile in LCL cells, we obtained LCLs data
from Li et al. [2010], in which the authors compared LCLs expression profile in four hu-
man populations and reported 282 LCL specific expression genes. 9 of those genes are
contained in our LCL-exclusive gene list, giving a Fisher exact test p < 10−16. These
include CDK5R1 (SP: 0.961) and HEY1 (SP: 1.000), which are key genes in the trans-
formation of B lymphocytes to LCLs [Zhao et al., 2006]. Pathway analysis of the LCL-
exclusive genes reveals several aging and cell-death related pathways such as regulation
of telomerase (CP enrichment test, p = 0.014), small cell lung cancer (CP enrichment
test, p = 0.019), and cell cycle checkpoints (CP enrichment test, p = 0.021). These re-
sults show that our tissue-exclusive genes represent tissue unique molecular functions and
biological pathways, which may be used to validate known pathways or discover new bio-
logical mechanisms.
Adipose-exclusive genes.
ApoB (SP: 1.000) is the only member in our adipose-exclusive list which is also contained
in the list of known adipose-specific expression genes (Fisher exact test, p = 0.05). ApoB
is one of the primary apolipoproteins that transport cholesterol to peripheral tissues [Knott
et al., 1986] and it has been widely linked to fat formation [Riches et al., 1999]. In adi-
pose, the selected genes are found significantly enriched in triglyceride catabolic process
pathway (p = 0.022), which is in line with the fact that adipose tissue is the major stor-
age site for fat in the form of triglycerides. Pathway analysis reveals that genes in the
adipose-exclusive list are significantly enriched in triglyceride catabolic process pathway
(p = 0.022), which agrees with the fact that adipose tissue is the major storage site for fat in
the form of triglycerides. In addition, these genes are enriched in inflammation pathways,
such as lymphocyte chemotaxis (p = 0.016) and neutrophil chemotaxis (p = 0.027). This
coincides with previous findings of the complex and strong link between metabolism and
immune system in adipose tissue [Tilg and Moschen, 2006].
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For this tissue we were also able to further investigate the causes for the observed
adipose-exclusive gene expression variability. One possible explanation could be that en-
vironmental factors influenced an individual’s epigenetic status, which subsequently regu-
lated gene expression [Razin and Cedar, 1991]. As a mediator of gene regulatory mecha-
nisms, DNA methylation is crucial to genomic functions such as transcription, chromoso-
mal stability, imprinting, and X-chromosome inactivation [Bird, 2002, Lokk et al., 2014],
which consequently influence an individual’s tissue development [Reik, 2007, Ziller et al.,
2013]. It thus seemed reasonable to hypothesise that the expression of tissue-exclusive
genes could be modified by their methylation status in the same tissue.
We sought to identify genes featuring a statistically significant linear relationship be-
tween the gene’s methylation profile and its expression value from the same tissue. In
adipose biopsies, where both transcriptome and methylation data is available, we found
that 68.4% (78 out of 114 genes) of the genes had expression levels significantly associ-
ated with their methylation status using a linear fit (Bonferroni correction, p < 0.05) (See
Appendix A, Table A.1, for full list of the 78 genes and corresponding expression and
methylation probes). We then wanted to assess whether a similar number of linear asso-
ciations could be found by chance only by randomly selecting any genes, not only those
that feature adipose-exclusive variability, and testing for association between gene expres-
sion and methylation levels. This was done by randomly extracting the same, fixed number
(132) of expression probes and corresponding methylation levels from adipose tissue, and
fitting a linear model as before. By repeating this experiment 1000 times, we obtained the
empirical distribution reported in Figure 4.14. This distribution suggested that all the pro-
portions were below 0.2, compared to our observed proportion of 0.684, which provided
overwhelming evidence that DNA methylation was an important factor affecting the ex-
pression of the tissue-exclusive genes. It was notable that the adipose-exclusive variability
of ApoB was regulated by methylation at 50bp upstream of the Transcriptional Starting Site
(linear fit, p = 2.1× 10−5), which agreed with the findings that the promoter of ApoB has
tissue-specific and species-specific methylation property [Levy-Wilson and Fortier, 1989,
Apostel et al., 2002]. Apart from ApoB, we also found that methylation in Syk was associ-
ated with Syk expression level, which was potentially involved in B cell development and
cell apoptosis [Cornall et al., 2000, Ma et al., 2010].
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Figure 4.14: Proportion of randomly chosen genes for which the corresponding gene ex-
pression shows a significant linear association with the methylation probe. The experiment
consists of 1000 random draws, and each draw involves 132 randomly chosen expression
probes, which are tested for linear association with the corresponding methylation profiles.
We conclude that observing a proportion as large or larger than 0.684, which is what we
obtained for our adipose-exclusive genes, is unlikely to happen by chance only.
Shared-exclusive genes.
Lastly we investigated 33 genes with shared-exclusive variability. Unfortunately, pathway
analysis did not reveal any conclusive biological function among those genes, which could
be due to the small number of genes with function diverse annotations. The causes of the
tissue-shared variability could be the result of a combination of genetic effects and envi-
ronmental factors. We looked up cis-regulatory genetic effect on the 33 genes expression
profile in published MuTHER eQTL analysis [Grundberg et al., 2012]. Five genes have cis-
eQTL. The genetic effect among the shared-exclusive genes was not significantly higher
than that of an equal number of randomly selected genes based on a 100 re-samplings
(p=0.158). However, we observed the expression of N4BP2 was strongly affected genetic
variation (linear regression p = 1.1e − 07), and a similar effect was found in a previous
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study [Zeller et al., 2010]. The function of N4BP2 involves in gene transcription and DNA
repair or recombination, which is widely shared in tissues [Zeller et al., 2012].
To summarise our findings from the TwinsUK analysis, we present a Venn diagram in
Figure 4.15. As illustrated, we identified 114 adipose-exclusive, 83 LCL-exclusive, and
64 skin-exclusive genes. In addition, 33 genes which drove the shared variability across
all three tissues yet without driving tissue-specific variability in any tissue were identified.
Moreover, 2 genes (“AQP9” and “TYMP”) were identified to have driven adipose- and
LCL-specific variance but not skin-specific variance, while 4 genes (“CCND1”, “GPC4”,
“GSDMB”, and “TUBB2B”) were found to have driven adipose- and skin-specific variance
but not LCL-specific variance. I would like to thank my collaborator Dr. Wei Yuan for
carrying out the the analysis whose results are summarised in Figure 4.17 and 4.18.
Figure 4.15: The Venn diagram shows that there were 114 adipose-exclusive (adipose excl.
for abbreviation), 83 LCL-exclusive, 64 skin-exclusive, and 33 shared-exclusive genes ex-
tracted from our analysis. Using the SPOW plot in Figure 4 of the main paper, we were also
able to identify 2 genes (“AQP9” and “TYMP”) which drove tissue-specific variability in
adipose and LCL tissues but not in skin; in addition we also identified 4 genes (“CCND1”,
“GPC4”, “GSDMB”, and “TUBB2B”) which drove tissue-specific variability in adipose
and skin tissues but not in LCL.
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4.5.3 An ad hoc robustness study on the choice of (d, r)
To investigate the robustness of (d, r) on selected (shared- and tissue- exclusive) genes
would require re-running the full analysis on all (d, r) pairs on the 11× 11 grid considered
in our analysis, which would involve very intensive computation. Here we present a study
in smaller scale in which we restrict the total amount of variance explained in adipose tissue
to about 42%, and this gives us three pairs of (d, r): (3, 3) which was the pair used to fit
the sMVMF to identify shared- and tissue- exclusive genes in the paper, (2, 4) and (4, 2).
We present the percentages of shared and tissue-specific variance explained for these three
combinations of (d, r) in Table 4.2. The figures in LCL and skin tissues are very similar
(±3%) to the adipose tissue for each (d, r)
Table 4.2: Percentage of variance explained in adipose tissue
(d, r) By shared component By tissue-specific component Total
(3, 3) 14.7 27.0 41.7
(2, 4) 10.3 32.6 42.9
(4, 2) 23.3 18.4 41.7
Notably, although the percentages of explained variance are approximately equal for the
three combinations considered, the percentages within each component (shared and tissue-
specific variances) vary substantially, in particular between (2, 4) and (4, 2). Therefore, this
incomplete comparison seems to give a valid illustration of the robustness of gene selection
results on the full grid of (d, r).
To evaluate the robustness of the shared- and tissue- exclusive genes with respect to
the choice of (d, r), we repeated our analysis for (d, r) = (2, 4) and (d, r) = (4, 2) in the
same way as for (d, r) = (3, 3). We adjusted the selection criteria (threshold of selection
probabilities) following the same principle as introduced in the paper so that the same
number of shared- and tissue- exclusive genes (±1 when there were ties) were selected as
in the lists for (d, r) = (3, 3). We present the Venn diagrams summarising the overlaps
between the three combinations of (d, r) parameters in Figure 4.16.
The results showed that adipose- and skin- exclusive genes were very robust to the
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Figure 4.16: The Venn diagrams summarise the overlaps of the shared- and tissue- exclu-
sive genes selected for three combinations of (d, r) pairs which explain about 42% of the
total variance in the adipose tissue. These plots showed that adipose- and skin- exclusive
genes were very robust to the choice of (d, r), shared-exclusive genes were less robust,
whereas there were about 40% of overlapped LCL-exclusive genes amongst those identi-
fied by different (d, r) parameters.
choice of (d, r) since more than 77% of genes appeared in the lists obtained from all three
combinations of (d, r). The shared-exclusive genes were fairly robust to the choice of (d, r)
in that there were more than 90% of overlaps between the lists obtained from (d, r) = (3, 3)
and (d, r) = (2, 4), and about 40% of overlaps with the list obtained from (d, r) = (4, 2).
However, the percentage of overlaps would increase to 70% if we restrain the comparison to
the top 20 shared-exclusive genes. For LCL-exclusive genes, the percentage of overlapped
genes reduces to 40% among the three pairs of (d, r). This is likely due to the fact that
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unlike adipose and skin tissues, LCL is artificially cultivated immortal cell with abnormal
telomeric activity and tumorigenic property which may have introduced additional tissue-
specific variability. As more tissue-specific latent factors are explored (as r increases from
2 to 4), this additional type of tissue-specific variability is captured and represented by a
different set of expression probes. Nevertheless, the highlighted genes mentioned in the
main paper were all retained in the lists of genes selected using the other combinations of
(d, r), except for the LCL-exclusive gene CDK5R1 which was absent from (d, r) = (4, 2).
We therefore conclude that given the substantial difference in the percentages of shared and
tissue-specific variance explained using different combinations of (d, r), the lists of shared-
and tissue- exclusive genes were generally robust to the choice of (d, r), except when the
tissue-specific variability in some dataset needs much more latent factors to be explained
than the others.
4.6 Relation to other relevant models
4.6.1 JIVE
A closely related yet different problem arises when comparing measurements from multiple
data modalities (e.g., gene expressions and micro RNA) collected from the same subjects.
Some statistical models that address these problems are somewhat related to our methodol-
ogy. Recently, Lock et al. [2013] proposed the JIVE method to explore the joint and indi-
vidual variation of miRNA and gene expression levels collected from the same cancerous
tumor samples. Using JIVE, each data matrix is approximated by the sum of a joint varia-
tion component and an individual variation component, which were further constrained to
be uncorrelated.
Specifically, let X(1), X(2), ..., X(M) denote the data matrices where each X(m) is an
n × pm matrix, m = 1, 2, ...,M , where n refers to the number of subjects and pm is the
number of variables. Each data matrix is assumed to have been normalised to have the same
Frobenius norm in order to avoid the bias towards datasets with a large number of variables
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or due to different measuring scales. JIVE approximates each X(m) by decomposing it as:
X(m) ≈ U∗(Z(m))T︸ ︷︷ ︸
shared variation
+ W (m)(V (m))T︸ ︷︷ ︸
individual variation
(4.22)
where U∗ and Z(m) are n × d and pm × d full-rank matrices which constitute a low-rank
representation of the shared variation and W (m) and V (m) are nm × r and p × r full-
rank matrices which constitute a low-rank representation of the individual (view-specific)
variation. U∗ and W (m) contain the projected data into the shared and individual subspace,
and Z(m) and V (m) encode the coefficients of the linear transformations mapping the shared
and individual subspaces to the original space. The estimates of the matrix factorisation in
(4.22) are obtained by minimising:
M∑
m=1
‖X(m) − U∗(Z(m))T −W (m)(V (m))T‖2F (4.23)
subject to the orthogonal constraints:
Z(m)(U∗)TW (m)(V (m))T = 0, m=1,...,M.
where sparsity induced penalties on Z(m) and V (m) may be added to the loss function in
(4.23) if sparse solutions are desired.
Notably, the shared variation component in JIVE extracts d LFs which explain common
variation in all modalities. JIVE assumes identical low-rank projections of the data points
from disparate views in the shared variation subspace, thus the corresponding projection
matrix U∗ is the same in all views. Each column of the transformation matrix W (m) en-
codes how the corresponding LF affects the measurements in the mth modality. Therefore,
for a particular subject i, its values in the shared variation component of JIVE, quantified
by the ith row of U∗(W (m))T for m = 1, ...,M , depends on W (m) only. As such, each
LF in the shared variation component of JIVE regulates the mean of variables from differ-
ent modalities. For instance, when W (m) is sparse, on may obtain a LF which drives the
mean of 100 gene expression probes and 300 miRNA expression probes. On the contrary,
in MVMF the shared variance component is factorised as U (m)(V ∗)T and the ith row of
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U (m)(V ∗)T is different for m = 1, ...,M , while the amount of variance explained of each
variable is the same. This shows a fundamental difference between JIVE and the proposed
MVMF: JIVE learns shared patterns across disparate views by comparing the mean of the
variables whereas MVMF learns shared patterns by comparing the variance of the variables
between different views.
4.6.2 HO-GSVD
The higher-order generalised SVD (HO-GSVD) [Ponnapalli et al., 2011], which extends
the generalised SVD algorithm [van Loan, 1976] to more than two matrices, is also related
to the methodology proposed here. Adopting the same notations from the previous sub-
section and assuming each X(m) has full row-rank, HO-GSVD jointly performs SVD to
the transpose of each X(m) as follows:
(X(m))T = U (m)D(m)(V ∗)T (4.24)
where U (m) is a columnwise normalised matrix with dimension pm × d, D(m) is a d × d
diagonal matrix with positive diagonal entries σm,k arranged in descending order, and the
n × d matrix V ∗ is identical in all factorisations consisting of columnwise normalised
right singular vectors. Since (X(m))T has full column-rank by assumption, one can take
d = n and obtain the full HO-GSVD. The right singular vectors are identical in all views,
which could be interpreted as enforcing the same low-rank projection of the data from
different views. The authors showed V ∗ consisted of the normalised eigenvectors of an n×
n matrix Q, which gave a measure of all pairwise dissimilarity between the data matrices.
Specifically, let Am = X(m)(X(m))T , Q is defined as:
S =
1
M(M − 1)
M∑
i=1
M∑
j>i
(
AiA
−1
j + AjA
−1
i
)
(4.25)
where the full row-rank condition onX(m) is required so that the inverse ofAi andAj exist.
The kth column of V ∗ may well be regarded as a LF, and the kth diagonal of D(m) reflects
the amount of variance captured by the kth LF in X(m). The ratio of σm,k/σm′,k indicates
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the significance of the kth LF in X(m) relative to that in X(m′), for m 6= m′. Most notably
if σm,k/σm′,k = 1 for all pairs of (m,m′), the kth LF captures a pattern that is common to
all data matrices; on the other hand if for some m, σm,k >> σm′, k for all m′ 6= m, then
the kth LF represents a specific feature in X(m).
HO-GSVD takes a different approach as MVMF and JIVE in that it does not separate
the variance (or variation as in JIVE) which is shared in all views from that is view-specific.
Instead, it sequentially extracts LFs which explain most variance not yet captured in all
datasets and at the same time outputs the amount of variance each LF explains in each
view. By comparing σm,k with σm′,k for all m′ 6= m, we can understand whether the kth
LF identified by HO-GSVD corresponds to shared variability in all views or specific to
a particular view. More interestingly, HO-GSVD can identify LFs which regulate shared
variability in a subgroup of views which neither MVMF and JIVE directly account for. In
practice, the criterion for “common feature” identification which requires σm,k/σm′,k = 1
for all m and m′ is often too stringent to extract a pattern that is prevalent in all data sets.
For the particular analysis in Ponnapalli et al. [2011], the authors suggested relaxing this
condition to: 1/2 < σm,k/σm′,k < 2. Nevertheless, this seemed an arbitrary decision and
could lead to mis-identification of the category of each LF.
4.7 Conclusion and Discussion
The proposed sMVMF method facilitates the comparison of gene expression variances
across multiple tissues. The primary challenge of this task arises from the interference be-
tween substantial co-variability of gene expressions across all tissues and substantial vari-
ability of gene expressions featured only in specific tissues. Characterising tissue-specific
variability can shed light on the biological processes involved with tissue differentiation.
Analysing shared variability can potentially reveal genes that are involved in complex or
basic biological processes, and may as well enhance the estimation of tissue-specific vari-
ability.
In our simulation studies we have compared sMVMF with standard methods to illus-
trate the importance of distinguishing shared and tissue-specific variance in multi-tissue
variance comparison and latent architecture detection. A number of methods proposed
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for ”single-view” analyses could have also been considered, including extensions of PCA
(e.g., sparse PCA, as in Zou et al. [2006]), as well as other univariate tests of the equality of
variances in multiple paired samples (e.g., those in Brown and Forsythe [1974]). However,
since none of them is designed to extract the latent structures giving rise to variance pat-
terns such as those discussed here, we do not expect these methods to produce satisfactory
results.
sMVMF has been used here to compare gene expression variances in three human tis-
sues from the TwinsUK cohort. 261 genes having substantial expression variability ex-
clusively featured in one tissue have been identified. Enrichment tests showed significant
overlaps between our lists of tissue-exclusive genes and those reported in the TiGER and
VeryGene databases, which were established by comparing mean expression levels. This
confirms the link between tissue-specific expression variance and the biological functions
associated with particular tissues. In future work, it would be interesting to explore the
functions of the tissue-exclusive genes from our list that have not been reported in existing
databases. We further showed adipose-exclusive expression variability was driven by an
epigenetic effect. Using these results as a guiding principle, we expect our methods and
results could improve efficiencies in mapping functional genes by reducing the multiple
testing and enhancing the knowledge of gene function in tissue development and disease
phenotypes. Future works would consist of investigating the outcome of tissue-exclusive
expression variability, for which we can perform association studies between expressions
of tissue-exclusive genes and disease phenotypes related to adipose and skin tissues.
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Figure 4.17: TwinsUK study: GO annotation - biological process analysis FDR < 0.05.
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Figure 4.18: TwinsUK study: Cytoscape pathway enrichment test FDR < 0.05 (skin does
not have any pathway enriched).
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Chapter 5
Conclusions and future works
5.1 Conclusions
In this thesis we addressed three challenges in statistical learning posed by high dimen-
sional biological data:
1. High dimensionality: Biological data often consist of measurements of a huge num-
ber of variables collected from a much smaller number of subjects. This demands
new models and/or algorithms to analyse such data for which solutions of some clas-
sical models and/or algorithms cannot be computed or become practically infeasible
when the number of variables exceeds tens of thousands. The signal-to-noise ra-
tio in high dimensional biological data is typically very low, which poses additional
challenge to statistical learning in that the model/algorithm should be able to extract
useful and interesting information from a highly noisy environment.
2. Parsimony: The interesting patterns in a learning task often have a parsimonious
structure where only a small subset of variables are involved. This calls for models
which can capture the intrinsic parsimonious structure of the data, which can pos-
sibly lead to new scientific discoveries. Variable selection is the key to both model
interpretation and out-of-sample prediction, however classic hypothesis testing ap-
proach considers only one or a pair of variables at a time and often fails to identify
the joint effect of multivariate biological variants.
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3. Complex structure: Where structured knowledge of some biological process is
known as a priori, integrating statistical learning with such prior information may
enhance both variable selection results and model interpretation. Many penalties
have been proposed to impose structured and possibly sparse models. Nonetheless,
there is a need for new penalties to encode prior information organised in new format
or obtained from different sources. Another challenge is to determine the “optimal”
weight that the prior information is allowed to influence the model in order to avoid
over-relying on the prior information when it is unrelated to the learning task.
We were motivated by three biological applications where the aforementioned chal-
lenges arose, and our solutions constituted the following novel technical contributions to
the research field of bioinformatics:
1. We proposed a new penalty “graph-guided group lasso” (GGGL) which encoded
prior information at heterogeneous levels: non-overlapping groups of variables rep-
resenting biological variants involving in the same biological process and a network
with weighted edges describing the relatedness between two groups of variables.
GGGL encourages the selection of variable groups which are close in the given net-
work and can identify important individual variables within the selected groups. We
showed using simulated data that in terms of variable selection accuracy, GGGL out-
performed group lasso and sparse group lasso which did not account for the network
structure, assuming the true association between the variables and the univariate re-
sponse following a linear regression model.
2. We presented a serial and a parallelised coefficient estimation algorithm for GGGL
in linear regression model. The serial algorithm was implemented in the statistical
software R on CPU and the parallelised algorithm was implemented in CUDA on
GPUs. The parallelised algorithm can handle datasets with a very large number of
variables and compute GGGL estimates efficiently.
3. We extended the previous work of sparse reduced-rank regression (sRRR) [Vounou
et al., 2010] to network-driven sparse reduced-rank regression (NsRRR). NsRRR
integrates two networks describing the relatedness between predictor variables and
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multivariate responses, respectively, while searching for associations between the
predictors and responses. The model is parsimonious in both structure and parame-
ters: it assumes that the linear coefficients have a low-rank representation where each
rank corresponds to a latent factor which associates a subset of predictors and a subset
of responses. Furthermore, within each rank, the selected predictors and responses
are encouraged to be connected in the given networks. We derived an alternating
coordinate descent estimation algorithm and implemented it in R and Python. We
demonstrated where the given networks were truly relevant to the underlying asso-
ciations between the predictors and responses, NsRRR outperformed sRRR in terms
of variable selection.
4. Both GGGL and NsRRR involve a parameter µ which regularises the weight of prior
structured knowledge in relation to the data-driven part of the objective function.
Inspired by the recent success of data subsampling technique in robust variable rank-
ing and selection algorithms, we proposed a hybrid cross validation algorithm which
identifies the optimal µ that minimises out-of-sample prediction errors for sparse
models.
5. We proposed a new method called “sparse multi-view matrix factorisation” (sMVMF)
to analyse the variance of a set of variables collected from multiple sources. sMVMF
decomposes the non-random variance in each dataset into two uncorrelated compo-
nents: one captures the shared variance in all datasets and the other captures the
variability that is characteristic in that specific dataset. sMVMF is sparse in both
structure and parameter in that both types of variability are assumed to be regulated
by a few latent factors where each latent factor is a linear combination of a subset
of variables. We presented a parameter estimation algorithm and implemented it in
Python. To the best of our knowledge sMVMF was the first method to facilitate vari-
ance comparison in multi-view setting. To illustrate the benefit of jointly analysing
shared and view-specific variances we compared sMVMF with classical statistical
methods PCA and Levene’s test which may be employed to analyse shared or view-
specific variance individually, where sMVMF showed clear advantages in learning
both types of variability.
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For each of the three novel methods proposed, we presented results from an application
to real biological data. These served as examples of how each method could be applied in
real scenarios, without implying that the methods could only be applied in these studies.
GGGL was employed in an association study between SNPs and a univariate MRI phe-
notype, guided by group and graph structured prior knowledge where SNPs were grouped
into genes and the functional relatedness between genes were obtained from gene ontology
biological processes annotations. NsRRR was employed in an association study between
DNA methylations and gene expressions, guided by graph structured prior knowledge on
the corresponding genes of the methylation and expression probes based on shared path-
way annotations. Remarkably, the GGGL penalties could also be applied in association
studies with multivariate responses where both group and graph structured knowledge is
available for predictors and responses. To do so, one may replace the normalised Laplacian
penalties in NsRRR by GGGL and follow the lines of the NsRRR estimation algorithm to
obtain the solution. However, the algebraic trick of re-formulating the Laplacian penalty
into augmented predictor and response matrices in (2.49) is no longer applicable, hence
the parallelised GGGL algorithm cannot be implanted to the estimation algorithm which
means additional work is needed to derive fast parallelised algorithms for GGGL in RRR
models that can handle large number of variables.
sMVMF was employed in comparing mRNA expression measurements of the same
subjects from the TwinsUK cohort collected from three different tissues. Another appli-
cation could be using sMVMF to compare clinical measurements collected from different
population groups or healthy and disease subjects.
5.2 Future works
An interesting problem in association studies is where for each of the n subjects the multi-
variate responses are not formulated into a q-dimensional real vector, but a q×q real matrix
representing a graph with q vertices. The objective is to identify important predictors which
are associated with the variability of graphs amongst the subjects. An example of such a
graph would be a brain connectivity network where the vertices correspond to regions of
interest (ROIs) and the edges correspond to white-matter tracts between a pair of ROIs. In
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a previous study published in paper 1 of the List of publications where such a graph was
used as predictors, the edges of each graph were converted into a real vector of length at
most q(q−1)
2
and a lasso model was fitted to select the important connections which were
predictive to the univariate response. In our problem where the graphs are the responses,
one may well vectorise the edges and define a response matrix of dimension n × q(q−1)
2
and then fit an sRRR model using this response matrix. However, using this approach, one
loses the topological characters of the networks which could have helped enhance model
interpretability.
We propose to reformulate the regression problem as follows: We compute a similarity
score of the graphs for each pair of subjects and encode the scores into an n × n matrix.
We then fit an sRRR model using this n × n similarity matrix as the response to select
important predictors which can predict the topological similarity and dissimilarity of the
graphs amongst the subjects. Note the n×n similarity matrix is symmetric by construction,
hence an additional constraint to the sRRR is required such that the fitted response matrix
is symmetric in order to produce biologically meaningful solutions.
The second future work consists of an extension of the multi-view learning method
sMVMF to accommodate supervised multi-view learning tasks. This is motivated by multi-
Omics association studies where multi-Omics data such as genomics, transcriptomics, and
proteomics are collected from a total of n subjects and the objective is to learn how the
multi-Omics measurements are jointly associated with a univariate quantitative trait. Using
penalised linear regression, one may combine the features from multiple Omics and for-
mulate these into a large predictor matrix, and then fit a penalised regression model such as
the lasso to select the most predictive features from all Omic modalities. In a recent work
on supervised multi-view learning, Xiang et al. [2014] proposed to treat each modality as
a group of variables and incorporate group lasso penalty to a linear regression model, such
that the method selects predictive modalities as well as important features within selected
modalities. However, in practice all modalities contain some features which are correlated
with the response and we are more interested in the interaction of features between differ-
ent Omic modalities that explains the variability in the response. Nonetheless, neither of
the two approaches could reveal the joint action of features across multiple Omics.
We propose to make use of prior structured knowledge of the Omics measurements
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to guide variable selection. Specifically, we map the features in each Omic dataset to their
corresponding genes so that each gene may contain features from multiple Omic modalities.
We then fit a linear regression model to all Omics datasets with a group lasso penalty,
where groups are defined in two levels: genes containing Omic modalities and each Omic
modality containing features mapped to the corresponding gene. The proposed method is
able to carry out tri-level selection: important genes, important modalities within selected
genes, and important features within selected modalities belonging to selected genes. Using
this approach, modality selection is carried out within selected genes, which may further
reveal joint action of features from different modalities and interaction between modalities.
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Appendix A
Table A.1: sMVMF TwinsUK application (Section 4.5): List
of adipose-exclusive genes whose associated mRNA expres-
sion and DNA methylation probes show significant linear
correlation.
expression probe ID mapped gene methylation probe ID
ILMN-1811598 ADH1B cg24368912
ILMN-1731064 ADCK3 cg00786909
ILMN-1731064 ADCK3 cg09326087
ILMN-1731064 ADCK3 cg11812928
ILMN-1731064 ADCK3 cg16051954
ILMN-1731064 ADCK3 cg16707423
ILMN-1731064 ADCK3 cg21157446
ILMN-1731064 ADCK3 cg25974484
ILMN-1714602 CD86 cg01436254
ILMN-1714602 CD86 cg04387658
ILMN-1714602 CD86 cg13617155
ILMN-1714602 CD86 cg16331599
ILMN-1751851 CECR1 cg21144941
ILMN-1751851 CECR1 cg22910462
ILMN-1696360 CTSB cg21919729
Continued on next page
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Table A.1 – continued from previous page
expression probe ID mapped gene methylation probe ID
ILMN-1799725 DOCK2 cg18932278
ILMN-1799725 DOCK2 cg26972389
ILMN-2366330 FERMT3 cg07682037
ILMN-2366330 FERMT3 cg14654385
ILMN-2366330 FERMT3 cg25338707
ILMN-2397721 GLB1 cg11236746
ILMN-1735155 GLB1 cg11236746
ILMN-1694106 GPD1L cg15960924
ILMN-1653498 IGSF6 cg02481950
ILMN-2175912 ITGB2 cg24815934
ILMN-1793695 ITIH5 cg06201219
ILMN-1793695 ITIH5 cg09955886
ILMN-1772359 LAPTM5 cg19510565
ILMN-1662932 LCP1 cg04341806
ILMN-1662932 LCP1 cg17771150
ILMN-1782070 NPL cg07813275
ILMN-2149494 NPL cg07813275
ILMN-1662174 ORMDL3 cg10909506
ILMN-1662174 ORMDL3 cg18711369
ILMN-1662174 ORMDL3 cg22144450
ILMN-1695851 PARVG cg03903451
ILMN-1745806 PEMT cg02295973
ILMN-1806908 PRKCB cg07959068
ILMN-1738675 PTPN6 cg14311559
ILMN-1738675 PTPN6 cg19693177
ILMN-1738675 PTPN6 cg21249754
ILMN-1738675 PTPN6 cg23147227
Continued on next page
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Table A.1 – continued from previous page
expression probe ID mapped gene methylation probe ID
ILMN-1738675 PTPN6 cg26842815
ILMN-1700831 SLC27A2 cg17268483
ILMN-2087656 SLCO2B1 cg18589858
ILMN-1808325 TM4SF19 cg01883662
ILMN-1808325 TM4SF19 cg05445326
ILMN-1808325 TM4SF19 cg11363229
ILMN-1808325 TM4SF19 cg13314965
ILMN-1808325 TM4SF19 cg21090033
ILMN-1808325 TM4SF19 cg22496559
ILMN-2413644 TM4SF19 cg05445326
ILMN-2413644 TM4SF19 cg13314965
ILMN-2413644 TM4SF19 cg21090033
ILMN-2413644 TM4SF19 cg22496559
ILMN-1700248 WDR86 cg24107270
ILMN-1689836 C5AR1 cg02149446
ILMN-1799725 DOCK2 cg02363593
ILMN-2366330 FERMT3 cg22056218
ILMN-1806908 PRKCB cg06401532
ILMN-1738675 PTPN6 cg26363363
ILMN-2413644 TM4SF19 cg01883662
ILMN-2413644 TM4SF19 cg11363229
ILMN-2078599 ACP5 cg21207418
ILMN-1695851 PARVG cg16873414
ILMN-1738675 PTPN6 cg04234016
ILMN-1681087 SLC7A10 cg05976074
ILMN-1698732 PALLD cg08947774
ILMN-1689160 DPEP2 cg02959006
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ILMN-1660364 CYTH4 cg12741639
ILMN-1716359 SLC19A3 cg07417745
ILMN-1716359 SLC19A3 cg13774987
ILMN-1793730 DCSTAMP cg08657449
ILMN-1692731 TTYH3 cg01827726
ILMN-2175912 ITGB2 cg10825839
ILMN-1698732 PALLD cg04256466
ILMN-1738675 PTPN6 cg12690127
ILMN-1700248 WDR86 cg01545109
ILMN-1700248 WDR86 cg22052566
ILMN-1696360 CTSB cg16624891
ILMN-1774874 IL1RN cg02543462
ILMN-2366330 FERMT3 cg09302355
ILMN-1689160 DPEP2 cg08376992
ILMN-1738675 PTPN6 cg15975802
ILMN-2190084 VAMP8 cg05486094
ILMN-2175912 ITGB2 cg07274406
ILMN-1652631 GLIPR2 cg13644528
ILMN-1808325 TM4SF19 cg21845080
ILMN-2366330 FERMT3 cg12005186
ILMN-1695851 PARVG cg13429423
ILMN-1689160 DPEP2 cg10512278
ILMN-1720484 CRTAP cg11858213
ILMN-1671565 RNASET2 cg25258033
ILMN-2366330 FERMT3 cg06385449
ILMN-1692731 TTYH3 cg26282283
ILMN-2366330 FERMT3 cg20136100
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ILMN-1757387 UCHL1 cg02359506
ILMN-1738675 PTPN6 cg13549444
ILMN-1813139 ANKDD1A cg03775123
ILMN-1698732 PALLD cg27640794
ILMN-2364022 SLC16A3 cg10241809
ILMN-1745806 PEMT cg21605540
ILMN-1681087 SLC7A10 cg23331484
ILMN-1808325 TM4SF19 cg23250593
ILMN-1738675 PTPN6 cg25719851
ILMN-2413644 TM4SF19 cg23250593
ILMN-2366330 FERMT3 cg24088438
ILMN-2364022 SLC16A3 cg04147593
ILMN-1795762 PLEK cg04658055
ILMN-1700248 WDR86 cg03693105
ILMN-1763452 EVI2B cg07137244
ILMN-2067656 CCND2 cg12105382
ILMN-1671565 RNASET2 cg11301670
ILMN-1662932 LCP1 cg23205648
ILMN-1806908 PRKCB cg09031790
ILMN-1692731 TTYH3 ch.7.135065R
ILMN-2175912 ITGB2 cg04217515
ILMN-2413644 TM4SF19 cg21845080
ILMN-1795762 PLEK cg13060970
ILMN-2366330 FERMT3 cg01647936
ILMN-1695851 PARVG cg25353896
ILMN-1696360 CTSB cg08012294
ILMN-1808325 TM4SF19 cg13605674
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ILMN-1745806 PEMT cg08474786
ILMN-1698732 PALLD cg12523691
ILMN-1799725 DOCK2 cg00357551
ILMN-1738675 PTPN6 cg23193870
ILMN-1731064 ADCK3 cg01983725
ILMN-1662932 LCP1 cg06477663
ILMN-1694106 GPD1L cg21145686
ILMN-1799725 DOCK2 cg04730794
ILMN-1667081 CCND2 cg12105382
ILMN-1700248 WDR86 cg06201680
ILMN-1681087 SLC7A10 cg25543755
ILMN-1653498 IGSF6 cg02238715
ILMN-1681087 SLC7A10 cg03049846
ILMN-1795762 PLEK cg10812236
ILMN-2072178 ECHDC3 cg10543363
ILMN-2085862 SLC15A3 cg21152628
ILMN-2364022 SLC16A3 cg10183885
ILMN-1653498 IGSF6 cg18022344
ILMN-1698732 PALLD cg08028435
ILMN-2038775 TUBB2A cg25433222
ILMN-2413644 TM4SF19 cg13605674
ILMN-1738675 PTPN6 cg04956511
ILMN-1754894 C1orf162 cg01083093
ILMN-2175912 ITGB2 cg01167274
ILMN-1738675 PTPN6 cg15264991
ILMN-1694106 GPD1L cg19143336
ILMN-1696360 CTSB cg03654169
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ILMN-1793730 DCSTAMP cg01136183
ILMN-1795762 PLEK cg02861056
ILMN-1695851 PARVG cg12555844
ILMN-1780236 PMM1 cg00587342
ILMN-1718063 LIPA cg12555086
ILMN-1761322 FHOD3 cg19586143
ILMN-2072178 ECHDC3 cg11103390
ILMN-1672124 FAM198B cg02140579
ILMN-1660364 CYTH4 cg19751930
ILMN-1763452 EVI2B cg05109049
ILMN-1713124 AKR1C3 cg14981189
ILMN-2305225 NDRG4 cg10383447
ILMN-2305225 NDRG4 cg16812519
ILMN-2408748 SLC22A12 cg14139581
ILMN-1799725 DOCK2 cg27294324
ILMN-2319000 MATK cg26340968
ILMN-1738675 PTPN6 cg23974819
ILMN-1772359 LAPTM5 cg08463932
ILMN-1716359 SLC19A3 cg25713185
ILMN-2305225 NDRG4 cg06841192
ILMN-1714602 CD86 cg11874272
ILMN-1806908 PRKCB cg05632631
ILMN-1740996 CA3 cg22289837
ILMN-2149494 NPL cg02814691
ILMN-1700248 WDR86 cg15975980
ILMN-1795762 PLEK cg04872689
ILMN-2044813 TUBB2A cg25433222
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ILMN-1695851 PARVG cg02911509
ILMN-2397721 GLB1 cg05120113
ILMN-1698732 PALLD cg23403895
ILMN-1651354 SPP1 cg02549628
ILMN-1689734 IL1RN cg02543462
ILMN-1740996 CA3 cg22927247
ILMN-1670302 HK3 cg23994191
ILMN-1735155 GLB1 cg05120113
ILMN-1799725 DOCK2 cg16277944
ILMN-1740996 CA3 cg12264626
ILMN-1775814 GHR cg20455092
ILMN-2364022 SLC16A3 cg01944226
ILMN-2305225 NDRG4 cg27102864
ILMN-2115125 CTGF cg22260478
ILMN-1653498 IGSF6 cg04914946
ILMN-1700248 WDR86 cg00234261
ILMN-1698732 PALLD cg11160572
ILMN-1782070 NPL cg02814691
ILMN-1689160 DPEP2 cg10096215
ILMN-2305225 NDRG4 cg11640773
ILMN-1745806 PEMT cg07716089
ILMN-1780236 PMM1 cg03402073
ILMN-1745806 PEMT cg21680729
ILMN-2305225 NDRG4 cg04005075
ILMN-1672124 FAM198B cg00547103
ILMN-1738675 PTPN6 cg07938459
ILMN-2305225 NDRG4 cg05201312
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Appendix A. 205
Table A.1 – continued from previous page
expression probe ID mapped gene methylation probe ID
ILMN-1692731 TTYH3 cg17550566
ILMN-1692731 TTYH3 cg26551200
ILMN-2115125 CTGF cg00261832
ILMN-2072178 ECHDC3 cg00673251
ILMN-1813139 ANKDD1A cg00288957
ILMN-1791222 GLYCTK cg02017047
ILMN-1745806 PEMT cg02094018
ILMN-1692731 TTYH3 cg10648960
ILMN-2305225 NDRG4 cg08092105
ILMN-1738675 PTPN6 cg24437859
ILMN-1670870 ALCAM cg04912993
ILMN-1714602 CD86 cg01878435
ILMN-1757387 UCHL1 cg08273672
ILMN-1801205 GPNMB cg02203656
ILMN-2374449 SPP1 cg02549628
ILMN-1709795 RAC2 cg06225154
ILMN-1662932 LCP1 cg07880943
ILMN-2059549 SYK cg23447996
ILMN-2366330 FERMT3 cg02556655
ILMN-1695851 PARVG cg15818715
ILMN-1737163 SH3BGRL3 cg12445424
ILMN-2067656 CCND2 cg17558623
ILMN-1746658 RORB cg04130427
ILMN-1698732 PALLD cg03193847
ILMN-2305225 NDRG4 cg04484415
ILMN-2366330 FERMT3 cg02113067
ILMN-1740024 NAALAD2 cg15645254
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ILMN-1808325 TM4SF19 cg15044270
ILMN-1731064 ADCK3 cg24674680
ILMN-1799725 DOCK2 cg23171871
ILMN-1695851 PARVG cg11257728
ILMN-1745806 PEMT cg23714707
ILMN-1806908 PRKCB cg05120716
ILMN-2305225 NDRG4 cg01084435
ILMN-1695851 PARVG cg09080522
ILMN-1689160 DPEP2 cg01749500
ILMN-1666976 PLD3 cg10274022
ILMN-1798706 GPR183 cg19825182
ILMN-1756928 RTN1 cg07950296
ILMN-1710075 FAM89A cg16516400
ILMN-2115125 CTGF cg01813033
ILMN-1695851 PARVG cg21538216
ILMN-1811598 ADH1B cg15395354
ILMN-1700831 SLC27A2 cg25150243
ILMN-1698732 PALLD cg12768523
ILMN-1688242 C6 cg02598319
ILMN-1756928 RTN1 cg11866719
ILMN-2366330 FERMT3 cg16289449
ILMN-2085862 SLC15A3 cg02939292
ILMN-2366330 FERMT3 cg06219103
ILMN-1745806 PEMT cg19255333
ILMN-1807825 LY86 cg19190593
ILMN-1695851 PARVG cg03467405
ILMN-1695851 PARVG cg08271031
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ILMN-1698732 PALLD cg07895203
ILMN-1734276 PMEPA1 cg00626515
ILMN-1811598 ADH1B cg05641529
ILMN-1791222 GLYCTK cg00906833
ILMN-2413644 TM4SF19 cg15044270
ILMN-1734276 PMEPA1 cg13838969
ILMN-1670870 ALCAM cg03416645
ILMN-1667081 CCND2 cg17558623
ILMN-2305225 NDRG4 cg00758881
ILMN-1664024 APOB cg23949611
ILMN-1761322 FHOD3 cg24952158
ILMN-1696360 CTSB cg20539307
ILMN-1660364 CYTH4 cg21736592
ILMN-1806908 PRKCB cg26562691
ILMN-1791222 GLYCTK cg17386185
ILMN-2128770 CDR2L cg00550340
ILMN-1793695 ITIH5 cg05480883
ILMN-1775814 GHR cg18304305
ILMN-2305225 NDRG4 cg05622686
ILMN-1734276 PMEPA1 cg04628369
ILMN-2366330 FERMT3 cg20160996
ILMN-1745806 PEMT cg26177311
ILMN-1737163 SH3BGRL3 cg24859158
ILMN-1664024 APOB cg25071744
ILMN-1745806 PEMT cg20458835
ILMN-1799725 DOCK2 cg23477774
ILMN-1734276 PMEPA1 cg08567517
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ILMN-2364022 SLC16A3 cg23664708
ILMN-1745806 PEMT cg07935357
ILMN-1698732 PALLD cg24249031
ILMN-1806908 PRKCB cg03638781
ILMN-1700248 WDR86 cg13258599
ILMN-1700831 SLC27A2 cg25417405
ILMN-1806908 PRKCB cg08327371
ILMN-2309156 PMEPA1 cg08567517
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