Abstract-Mobile ad hoc networks are type of wireless networks in wh ich any kind of infrastructure is not used, i.e. there are no infrastructures such as routers or switches or anything else on the network that can be used to support the network structure and the nodes has mobility. The routing is particu larly a challenging task in MANETs that selecting paths in a network along which to send network traffic. In this paper, the performance analysis is carried out on Ad-hoc Ondemand Distance Vector (A ODV), Limited Hop Count AODV (LHC-AODV), Optimized Lin k State Routing (OLSR), Unnecessary Loop OLSR (UL-OLSR) and Destination Sequenced Distance Vector (DSDV) protocols using NS2 simulator. The delay, throughput, and packet delivery ratio are the three co mmon measures used for the comparison of the performance of above protocols.
I. Introduction
Ad hoc networks are mobile networks that communicate with each other without the need to a central structure [1, 2] , also, the MANET networks are specific type of netwo rks without infrastructure. Ad hoc network is a collection of mobile nodes that communicate with each other without any centralized control and infrastructure. If sender and receiver (transceivers) are not in co mmun ication range with each other, then the packages can be sent to the destination node by using the intermediate nodes. Mobile ad hoc networks can be divided into two categories: structured and unstructured networks. Unstructured network or mobile ad hoc network consists of mobile nodes, and exchanges information without using a fixed station. In this type of network, nodes are not only doing administrative duties, but also act as a host. Often, nodes in these networks are moving dynamically. There is no base station or fixed structure in the network configuration. Networks are co mposed of wireless devices, and besides each other form a network with the ability of self-organization. Since the transmission range of a wireless mediu m is limited, co mmun ications in this type of networks depend on the intermed iate nodes. Thus, each node in the network also plays the role of a router. In this type of networks, the network topology is constantly changing, because of the mobility of the network nodes. In addition, new nodes may be added to the network at any mo ment or be removed fro m the network, or some nodes may turn themselves off. So me of the impo rtant characteristics of the ad hoc networks include: open and shared transmission mediu m, dynamic topology, unlimited battery power, limited processing power, limited transmission range, self-organization, d istributed cooperation, and being temporary [3, 4] .
Routing protocols in MANETs were developed based on the design goals of minimal control overhead, minimal processing overhead, multi hop routing capability, dynamic topology maintenance and loop prevention. Classificat ion on routing protocols in MANETs can be done on routing strategy wise or network structure wise. According to routing strategy the routing protocols can be categorized as table-driven or proactive and source-initiated or reactive or ondemand routing. Each of these types of protocols behaves differently on different wireless conditions. Hence the performance analysis of these protocols is a must task to know its behavior and work in that environment. Several factors will affect the overall performance of any protocol operating in an ad hoc network. For examp le, node mobility may cause link
The primary object ive of this paper is to evaluate and quantify the effects of various factors that may influence network performance. While there has been performance analysis of ad hoc networks [6] [7] [8] , still some of the influential factor evaluation is also missing. We emphasized on the performance metrics of end-toend delay, throughput, and packet delivery ratio. The above metrics are validated for variable network load, variable mobility and variable network size. The rest of the paper is organized as follows: Sect ion Two clarifies the Routing protocols in Mobile Ad Hoc Networks, Section Three portrays Simu lation methodology and performance metrics, Section Four discusses the simu lation results and finally, section Five will present the conclusion of the present paper.
II. Routing Protocols in Mobile Ad-hoc Networks
Routing in the suggested algorithm is based on routing established upon demand. Each node has a routing table in wh ich the node keeps its own routing informat ion. The routing table contains fields such as the destination node address, the next node address, the sequence number, the distance, the min imu m requested bandwidth; the maximu m permitted delay, the stream type and the route validity period. The destination node address field specifies the address of the destination node. The next node address identifies the next node on the route for sending packages to the destination. The sequence number field is used to avoid the routing loops formations and repeated transmissions. As a routing message reaches to a node, if the sequence number of the received message for a specific destination node is greater than the sequence number for that specific node in the routing table, the message will be processed. This simp le act will prevent from repeatedly sending of the routing packages and avoid the creation of routing loops in routing packages transmission. The distance field specifies the route length. The minimu m requested bandwidth specifies the minimu m amount of bandwidth required by the stream. This field is required only in cases of service quality streams (flows which require the service quality) and will be processed only when the stream type is of quality service. The maximu m permitted delay field determines the maximu m tolerable delay for the service quality streams. This field is also used only when service quality streams are being sent. The stream type is determined by the stream type field. This field can have the service quality level or the best effort. This field specifies the type of requested service. The valid ity period field determines the period in wh ich a route is valid. After passing this period, the route will not be valid no mo re. If this field receives a package for a destination before the end of validity period, the field will be re -in itialized. Routing protocols in mobile ad hoc networks can be divided into two categories of table-based or proactive protocols and need-based protocols, the table-based or proactive protocols are used for periodic updating of the lin ks, the routes informat ion are kept in a table and are used whenever they are needed. However, need-based protocols do not require keeping the routes data, and whenever a route is needed, they start to exp lore a route based on the source location.
Table Dri ven Routing Protocols (Proacti ve Model)
In this category of protocols, each node keeps one or more tables containing routing informat ion to the other nodes of the network, all nodes update their tables to maintain consistency and to have an up-to-date view about the network. As the network topology changes, the nodes broadcast updating messages throughout the network. This category of protocols is distinctive by the manner of distribution of information about topology changes throughout the network, and by the number of tables that are required for routing. WRP, DSDV, FSR, HSR, GSR, ZHLS & CGSR are some examp les of table-based protocols.
Destination sequence distance vector ro uting (DSDV)
Destination sequenced distance vector (DSDV) routing protocol is a table driven routing protocol based on the classical Bellman-Ford routing algorith m. The improvement made here is the avoidance of routing loops in a mobile network of routers. Each node in the mobile network maintains a routing table for all possible destinations within the network and the number of hops to each destination node. Each entry is marked with a sequence number and this number is assigned by the destination node. A sequence numbering system is used to allow mobile hosts to distinguish stale routes fro m new ones. Routing table updates are periodically transmitted throughout the network in order to maintain table consistency. Large amount of network traffic, route updates can employ in t wo types of packets they are first is the "Full Du mp" and second is the "Incremental routing". A full du mp sends the full routing table to the neighbors and could cover many packets whereas, in an incremental update only those entries fro m the routing table are sent that has a metric change since the last update and it must fit in a packet. When the network is relatively stable, incremental updates are sent to avoid ext ra Traffic and full du mp are relatively infrequent. In a fast changing network, incremental packets can grow b ig, so full du mps will be more frequent [9] . 
Optimized Link State Routing (OLSR)
OLSR is a routing protocol for mobile ad hoc network that has been presented by the MANET working group in the IETF [10] . This protocol acts responsively. The network nodes exchange the topology informat ion periodically with each other, thus, the optimal route between any two-network nodes is always present. An optimizat ion that, in co mparison with the other status link protocols, has been done in this protocol is to create the concept of MPR. In this protocol, the network nodes are responsible to select a set of their neighbor nodes as MPR set. Th is set must be chosen in such a way that covers all nodes, which are distant as two steps from the selected node. This protocol recognizes its neighbors and records their network addresses, measures delays or cost towards its neighbors, and exchanges information by forming a package that represents the whole of the information. It sends these packages to all of the routers and calculates the shortest route to every other router. The OLSR routing protocol has the follo wing features: (1) resends only the MPR control messages, (2) reduces the size of the control messages, (3) reduces the network overload, (4) is one stable protocol, (5) is one proactive protocol, (6) doesn't depend on any central entity, (7) supports the nodes mobility and dynamism, (8) is appropriate for dense networks and (9) OLSR protocol involves several steps: generation of the control packages, sending the packages to other nodes, making the shortest path tree (by using the Dijkstra's algorith m) and generation of the routing table. In OLSR, the MPR (Mu ltipoint Relays) points are firstly identified, these points are the only points in the network, that are allowed to broadcast data packages to reduce the network overload and the amount of control packages transmissions. The first job of OLSR is to identify its neighbors by sending Hello packages to all neighbors around each node, by doing this, each node identifies its surrounding nodes and by using the data that are achieved fro m each one of nodes, it makes a table that contains relationships of the node with its neighbors. At next step, each of the nodes sends its own data with the sequence number in the form of TC packages to the nearby nodes, but the TC packages transmissions are performed only by the MPR nodes. Hence, all existing nodes in the network have informat ion about existing connections and know how to make contact with each node, and related data are stored in the form of a table for each node. Choosing the best route is carried out through the Dijkstra's algorith m. After this step, each node has a routing table that contains the best routes to reach the nearby nodes. In this condition, the network is becoming stabilized. If the nodes change their locations, the above process will be repeated again and the tables will be updated. Actually, using this mechanis m not only reduces the network control overload, but also results that only a set of links (links between the MPRs and their selectors) is introduced to the network nodes. As a result, because of the control messages that MPRs send through the network, a dynamic topology for routing will be given to the nodes.
Proposed Unnecessary Loop-Optimized Link
State Routing (UL-OLSR)
In our suggested method, when network traffic or packet delivery rate is reduced, take a statistics fro m the network (sent packets, receive packets, packets delivery ratio). If sent packets, received packets and packets delivery ratio significantly are reduced, there may be a network problem such as packet loss, stuck in the closed-loop and then we decided to address these issues for remove the packets that had been in the loop. When a node sends a package to other nodes within its own radio range, packages will be t ransmitted by nodes called M PR to the other nodes. Consequently, if the package falls into a loop, then two cases occur; (1) if the package used less number of steps (less than 255 steps) to reach the destination, and the package is IP Header, then we set dynamically its number of steps to zero to give the package the second chance to reach the destination, and (2) if the package used more nu mber of steps (more than 255 steps), and the subjected package isn't IP Header, then we eliminate the package, because, otherwise, many packages will remain in the network and this will cause network t raffic, bandwidth occupation, high level of delay in the package delivery, and finally, the reduction of package delivery rate and network payload rate. In our suggested method, by eliminating the unnecessary loops, the package delivery rate (PDR) and the throughput is improved by about 20 percent. In this method, by eliminating the unnecessary loops and setting conditions, we prevented fro m eliminating these packages and consequently improved the package delivery rate and throughput in the network [13] . Pseudo code of the proposed algorithm is as follows: 
On-Demand Routing Protocols (Reactive)
In co mparison with table -based routing protocols, in this category of protocols, not all updated routes are stored on each node; instead, the routes will be constructed whenever they are needed. When a source node wants to send one message to a destination, it will request the route discovery mechanisms to find a route to the destination (RREQ). Route remains valid until the destination is available or if is not for the long-term needs. Once a route to the destination is found, the RREP mechanis m sends, in reverse, the route to the source node. CBRP, AODV, DSR, TORA & ABR are some examples of need-based protocols.
Ad-hoc on-demand Distance Vector (AODV)
Ad hoc On-Demand Distance Vector (AODV) Routing is a routing protocol for mobile ad hoc networks (MANETs) and other wireless ad-hoc networks. It is jointly developed in No kia Research Center, Un iversity of Californ ia, Santa Barbara and University of Cincinnati by C. Perkins, E. Beld ingRoyer and S. Das. It is a reactive routing protocol, mean ing that it establishes a route to a destination only on demand. In contrast, the most common routing protocols of the Internet are proactive, mean ing they find routing paths independently of the usage of the paths. AODV is, as the name indicates, a distancevector routing protocol. AODV avoids the counting -toinfinity problem of other d istance-vector protocols by using sequence numbers on route updates, a technique pioneered by DSDV. AODV is capable of both unicast and multicast routing.
Proposed Limited Hop Count -Ad-hoc on demand Distance Vector ( LHC-AODV)
In normal situations of the AODV protocol, when a node wanted to send a packet to a destination, by sending a periodical RREQ signal to its neighbors, it would eventually find its path. Then the node that wanted to send a packet using this path, if the packet reached a loop, it had to use Hops, which in this situation traffic would occur and the bandwidth would be occupied. In our proposed method, we have limited the TTL value fo r the RREQ request path and considered the following two states, which TTL is very low. Considering that in this state the packet (RREQ or any other packet) does not reach a node and remained in the middle nodes, therefore it was discarded. Therefore, we did not consider this state. In the second state, the TTL is very high, meaning that we allowed a larger number of Hops. In this state, the rate of packet delivery was lowered, therefore we disregarded this state. In our proposed method, we limited the Hop counts using the following condition:
INFINITY2=FFFF

If (rt->rt_last_hop_count < INFINITY2) { rt->rt_req_last_ttl = max(rt->rt_req_last_ttl, rt-> rt_last_hop_count); }
This means that if the condition applies, we consider the last hop for the last TTL (i.e. the packet has used its authorized hop). However, if the condition does not apply, mean ing that the packet wants to use a larger number of hops to reach its destination, the packet is discarded, because if we increase the number of hops, it will take the packets longer to reach their destination, therefore the resulting traffic will occupy and busy bandwidth. However, we freely allow the packets requiring 255 hops or less to reach their destination. For example, when we see a packet pass the 256 threshold, we limit the hops using a certain condition, this results in improvement in packet delivery rates, throughput, good put, and jitter.
III. Simulati on Methodol ogy and Performance Metrics
The Simulation Model
In this paper the simu lation of AODV, LHC-AODV, OLSR, UL-OLSR, DSDV routing protocols is done by using network simulator (NS-2) software due to its simp licity and availability. NS is a discrete event Simu lator targeted at networking research NS p rovides substantial support for simu lation of TCP, routing and mu lticast routing protocols over a wired and wireless network. NS-2 is written in C++ and OTCL. C++ for data per event packets and OTCL are used for periodic and triggered event [11] . NS-2 includes a network animator called Nam an imator which provides visual view of simu lation. NS-2 preprocessing provides traffic and topology generation and post processing provide simp le trace analysis. AWK programming is used for trace file analysis [12] .
The Simulation Parameters
In this simulat ion, we used a wireless network with MAC 802.11 standards, which is a 1000 * 1000 simu lation environ ment. According to, we employed MAC 802.11 p rotocols for the network layer, with node transmission range of 250m, link bandwidth of 11 Mbps, and packet size of 1024 bytes and simu lation time of 200s. We consider 15 rando m simu lation runs to generate 15 random scenario patterns and the performance of the considered factor is the average of these 15 outputs. In all our experiments we considered five sample points of a particular factor and verified for three different protocols i. OLSR, UL-OLSR and DSDV. Therefore 200s simu lation runs were conducted to analyze each performance factor for these three protocols. Since our experiments is based on network layer characteristics so changes in routing strategy is only observed where as other characteristics like antenna gain, transmit power, ground propagation model and receiver sensitivity as physical layer characteristics, MA C 802.11 as wireless Ethernet for data lin k layer characteristics, UDP as transport layer characteristics and CBR as application layer characteristics remain fixed. The parameters in our simulation are reported in Table 1 . Throughput it is the amount of data transferred over the period of time expressed in bits per second or bytes per second. The following formu la shows how to calculate the throughput:
Where X is the throughput, C is the nu mber of requests that are accomplished by the system, and T denotes the total time of system observation.
End to End Delay is the time taken for an entire message to completely arrive at the destination fro m the source. Evaluation of end-to-end delay mostly depends on the following co mponents i.e. propagation time (PT), transmission time (TT), queuing time (QT) and processing delay (PD). Therefore, EED is evaluated as:
IV. Simulation Results
In graphs, we presented the results for simu lation of performance of the AODV, LHC-AODV, OLSR, UL-OLSR, DSDV routing protocols by increasing the number of nodes fro m 10 to 100 and in times fro m 0 until 200s in a dynamic topology and with the criteria of packet delivery ratio, End to End Delay and throughput. 1 shows the assessment of E2E criterion against the number of nodes. It shows that the UL-OLSR protocol has better performance than other protocols in terms of delay. But in the distance of 20 to 60 nodes, the delay of UL-OLSR protocol has increased, while LHC-AODV and DSDV protocols have done better in this distance and they have lower-level of delay than UL-OLSR protocol. The reason for the lower delay of UL-OLSR protocol E2E is the omission of unnecessary rings, which cause the packets not to remain in the wait ing ring. The reason for the lower delay of LHC-AODV protocol is the limit ing of the nu mber of steps, which cause the packets to be sent by the optimized route. Fig. 2 shows the assessment of E2E against time. It shows that, between the times 0 to 60, the DSDV protocol had a lower delay, while the delay of UL-OLSR protocol in these times (0 to 60) and 120 seconds has increased. But in other times till 200 seconds, the delay of UL-OLSR protocol E2E has decreased and it has better performance. The DSDV p rotocol E2E has lower delay because it is table driven, for it has more routes in its routing table that has already been found. Therefore, this protocol sends the packets to the desired destinations faster, with no need to route discovery process. 
V. Conclusion
In this paper we evaluated the three performance measures i.e. PDR, End to End delay and Throughput with different number of nodes, different Speed pause time of nodes, we have assessed the performance of five routing protocols of AODV, LHC-AODV, OLSR, UL-OLSR and DSDV in one scenario with 10 to 100 nodes and in various times between 0 to 200 seconds. As shown in simu lation results section, LHC-AODV routing protocol had the better packet delivery rate (PDR) than other protocols. UL-OLSR protocol has also shown better results in E2E delay co mpared to other protocols, but in the range between nodes number 20 to 60, the UL-OLSR protocol delay has increased. Although LHC-AODV and DSDV have better performance in the same range, and have got the lower delay than UL-OLSR p rotocol. Also in the span of 0 to 150 seconds, the DSDV protocol has had a better Throughput, but between 150 to 180 seconds its Throughput has reduced and its performance has decreased. While the UL-OLSR p rotocol has shown a better Throughput in the times ranging from 150 to 180 seconds. In conclusion, it can be said that LHC-AODV and DSDV protocols have got good Throughput performance in short times, but they lose most of their performance in long terms. In 0 to 200 seconds, LHC-AODV protocol has good (PDR) performance, and UL-OLSR has better (End to End) and (Throughput) in longer period of time.
