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1 Introduction
Automatic speech recognition (ASR) is the process of converting a speech signal to a sequence
of words, by means of an algorithm implemented as a computer program. While ASR does
work today, and it is commercially available, it is extremely sensitive to noise, speaker and
environmental variability. The current state-of-the-art automatic speech recognizers are based
on generative models that capture some temporal dependencies such as hidden Markov models
(HMMs). While HMMs have been immensely important in the development of large-scale
speech processing applications and in particular speech recognition, their performance is far
from the performance of a human listener. In this work we present a different approach to
speech recognition, which is not based on the HMM but on the recent advances in large
margin and kernel methods.
Despite their popularity, HMM-based approaches have several known drawbacks such as
convergence of the training algorithm (EM) to a local maxima, conditional independence of
observations given the state sequence and the fact that the likelihood is dominated by the
observation probabilities, often leaving the transition probabilities unused [13, 26]. However,
the most acute weakness of HMMs for speech recognition task is that they do not aim at
minimizing the word error rate.
Segment models were proposed by Ostendorf and her colleagues [13, 14] to address some
of the shortcomings of the HMMs. In summary, segment models can be thought of as a
higher dimensional version of a HMM, where Markov states generate random sequences rather
than a single random vector observation. The basic segment model includes an explicit
segment-level duration distribution and a family of length-dependent joint distributions. The
model proposed in this work generalizes the segment model approach, so it addresses the
same shortcomings of the HMM already addressed by the segment models. In addition, our
model addresses two important limitations of the HMMs and the segment models as learning
algorithms. Namely, the direct minimization of the word error rate and the convergence of
the training algorithm to a global minima rather than to a local one. Moreover, our model
is trained with a large margin algorithm which has been found to be robust to noise. Lastly,
our model can be easily transformed into a non-linear model.
The alternative approach proposed in this work builds upon recent work on discriminative
supervised learning. The advantage of discriminative learning algorithms stems from the
fact that the objective function used during the learning phase is tightly coupled with the
decision task one needs to perform (the word error rate, in our case). In addition, there is
both theoretical and empirical evidence that discriminative learning algorithms are likely to
outperform generative models for the same task (see for instance [4, 25]). One of the main
goals of this work is to extend the notion of discriminative learning to the task of full-blown
continuous speech recognition.
Our method is based on recent advances in kernel machines and large margin classifiers
for sequences [21, 23], which in turn build on the pioneering work of Vapnik and colleagues
[4, 25]. The speech recognizer we devise is based on mapping the speech signal along with
the target word sequence into a vector-space endowed with an inner-product. Our learning
procedure distills to a classifier in this vector-space which is aimed at ranking the word
sequences according to their word error rate (Levenshtein distance) from the correct word
sequence. On this aspect, our approach is hence related to support vector machine (SVM),
which has already been successfully applied in speech applications [9, 20]. However, the model
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proposed in this paper is different from a classical SVM since we are not addressing a simple
decision task such as binary classification or regression.
The remainder of the paper is organized as follows. In Sec. 2 we review the segmental
and hidden Markov models for continuous speech recognition. In Sec. 3, we introduce the
kernel-based model for speech recognition and show its relationship to the segment models.
Our approach is based on non-linear phoneme recognition and segmentation functions. The
specific feature functions we use presented in Sec. 4. In Sec. 5 we give a short description of
the kernel-based decoder. Then, in Sec. 6 we present the large margin approach for learning
the model parameters as a quadratic optimization problem. Since the standard solvers for
such quadratic problem are not suitable for large speech datasets, we propose an iterative
method for solving it in Sec. 7.
2 Segmental and Hidden Markov Models
The problem of speech recognition involves finding a sequence of words, w¯ = (w1, . . . , wN ),
given a sequence of d-dimensional acoustic feature vectors, x¯ = (x1,x2, . . . ,xT ), where xt ∈
X , and X ⊂ Rd is the domain the acoustic vectors. Each word wi ∈ V belongs to a fixed
and known vocabulary V. Typically, each feature vector covers a period of 10 msec and there
are approximately T = 300 acoustic vectors in a 10 word utterance. Our basic notation is
depicted in Fig. 1.
In the segment model or the traditional HMM speech recognition systems, the problem of
speech recognition is formulated as a statistical inference problem of finding the sequence of
words w¯ that is most likely given the acoustic signal x¯ by the maximum a posteriori (MAP)
rule as follows
w¯′ = arg max
w¯
P(w¯|x¯) = arg max
w¯
P(x¯|w¯)P(w¯)
P(x¯)
, (1)
where we used Bayes’ rule to decompose the posterior probability in the last equation. The
term P(x¯|w¯) is the likelihood of observing the acoustic vector sequence x¯ given a specified
word sequence w¯ and it is known as the acoustic model. The term P(w¯) is the probability of
observing a word sequence w¯ and it is known as the language model. The term P(x¯) can be
disregarded, since it is constant under the max operation.
The HMM decoding process starts with a postulated word sequence w¯. Each word wi is
converted into a sequence of phones p¯, where p¯ ∈ P? and P is the set of all phone symbols. The
conversion between a word to its corresponding phone sequence is done using a pronunciation
lexicon lex, where lex : V → P?. Namely,
p¯ = (lex(w1), . . . , lex(wN )) .
The phone sequence is then converted to a state sequence, q¯ ∈ Q?, where Q is the set of all
HMM states. Usually every phone is represented as a sequence of 3 or 5 HMM states. The
probability of the postulated sequence P(x¯|p¯) is computed by concatenating the models of
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Figure 1: The basic notation of HMM speech recognizer.
the contextual phones composing the sequence. That is,
P(x¯|p¯) =
∑
q¯
P(x¯, q¯|p¯) =
∑
q¯
P(x¯|q¯, p¯) · P(q¯|p¯) (2)
=
∑
q¯
T∏
t=1
P(xt|qt) · 1{q¯,p¯}
T∏
t=1
P(qt|qt−1) , (3)
where 1{q¯,p¯} is an indicator function that equals one if the state sequence q¯ is permissible by
the phone sequence p¯ and zero otherwise. The Viterbi decode for HMMs involves finding the
most likely state sequence,
q¯′ = arg max
q¯
P(x¯|q¯)P(q¯)
In the segment model, each phone pl in p¯ is modeled as a segment, including several
frames. Let s¯ be the timing (alignment) sequence corresponding to a phone sequence p¯. Each
sl ∈ N is the start-time of phone pl in frame units, that is sl is the start-time of segment
l. The probability of the postulated sequence P(x¯|p¯) using segment model is computed as
follows
P(x¯|p¯) =
∑
s¯
P(x¯, s¯|p¯) =
∑
s¯
P(x¯|s¯, p¯) · P(s¯|p¯) (4)
=
∑
s¯
K∏
l=1
P
(
x¯sl+1−1sl |sl, pl
)
·
K∏
l=1
P(sl|sl−1, pl, pl−1) , (5)
where x¯sl+1−1sl = (xsl , . . . ,xsl+1−1) is the sub-sequence of feature vector constitute the seg-
ment, and K is the number of phones (segments), that is, K = |p¯|. Segment-based recognition
involves finding
p¯′ = arg max
p¯,K
[
max
s¯
P(x¯|s¯, p¯) P(s¯|p¯) P(p¯)
]
. (6)
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The kernel-based model is closely related to the segment model and can be considered as
a generalization of it. In the next section we present the kernel-based model and shows that
it generalizes the segment model.
3 Kernel-Based Model
Recall that the problem of speech recognition can be stated as the problem of finding the
most likely sequence of words w¯′ given the acoustic feature vectors x¯. In its logarithm form
it can be written as
w¯′ = arg max
w¯
logP(x¯|w¯) + logP(w¯) ,
where P(x¯|w¯) is the probability of the acoustic features given the word sequence known as the
acoustic model, and P(w¯) is the probability of the sequence of words known as the language
model.
The discriminative kernel-based construction for speech recognition is based on a prede-
fined vector feature function φ : X ?×V? → H, where H is a reproducing kernel Hilbert space
(RKHS). Thus, the input of this function is an acoustic representation, x¯, together with a
candidate word sequence w¯. The feature function returns a vector in H, where, intuitively,
each element of the vector represents the confidence that the suggested word sequence w¯ is
said in the speech signal x¯.
The discriminative kernel-based speech recognizer is not formulated with probabilities,
but rather as a dot product of the vector feature function φ and a weight vector ω ∈ H,
w¯′ = arg max
w¯
ω · φ(x¯, w¯) ,
where ω ∈ H is a weight vector that should be learned. In the same spirit of generative
HMM-based speech recognizer, this function can be written as a sum of the acoustic model
and the language model,
w¯′ = arg max
w¯
ωacoustic · φacoustic(x¯, w¯) + ωlanguage · φlanguage(w¯) , (7)
where both ωacoustic and ωlanguage are sub-vectors of the vector ω, i.e., ω =
(ωacoustic,ωlanguage), and similarly φ(x¯, w¯) = (φacoustic(x¯, w¯),φlanguage(w¯)) . The first term
ωacoustic · φacoustic(x¯, w¯) in the equation is the acoustic modeling, and it assigns a confidence
for every candidate word sequence w¯ and a given acoustic signal x¯. Since we do not know how
to state the feature functions of the acoustic modeling in terms of word sequences explicitly,
we state them in terms of the phoneme1 sequences and phoneme timing sequences. We define
the timing (alignment) sequence s¯ corresponding to a phoneme sequence p¯ as the sequence
of start times, where we denote by sl ∈ N the start time of phoneme pl ∈ P. Since we do not
know the start time sequence while decoding, we search for the best timing sequence, hence
w¯′ = arg max
w¯
[
max
s¯
ωacoustic · φacoustic(x¯, p¯, s¯) + ωlanguage · φlanguage(w¯)
]
, (8)
1Note that in the kernel-based model we use phonemes rather than phones.
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where we use a lexicon lex mapping to generate phonemes from words, p¯ =
(lex(w1), . . . , lex(wN )), and we overload the definition of the acoustic modeling feature func-
tion as φ : X ? × P? × N? → H. The description of the concrete form of the feature function
is deferred to Sec. 4.
The second term ωlanguage · φlanguage(w¯) in Eq. (7) is the language model. Traditionally,
the language model assigns a probability to a sequence of words by means of a probability
distribution. In the discriminative setting, the language model gives confidence to a string of
words in a natural language. Collins and his colleagues [18] described discriminative language
modeling for a large vocabulary speech recognition task which would be suitable for the above
setting. Another way to build a discriminative language model is by using prediction suffix
trees (PSTs) [19, 6] as demonstrated in [15].
Comparing the logarithm form of the segment model Eq. (6) with with the kernel-based
model Eq. (8), it can be seen that the kernel-based model generalizes the segment model.
Specifically, we can decompose the weight vector ωacoustic into two sub-vectors, ωacoustic =
(ωacoustic1 ,ω
acoustic
2 ), and similarly decompose the vector feature function as φ
acoustic(x¯, p¯, s¯) =
(φacoustic1 (x¯, p¯, s¯),φ
acoustic
2 (p¯, s¯)). We get
w¯′ = arg max
w¯
[
max
s¯
ωacoustic1 · φacoustic(x¯, p¯, s¯) + ωacoustic2 · φacoustic(p¯, s¯)
+ ωlanguage · φlanguage(w¯)
]
. (9)
Setting each element of the vector φ to be an indicator function for every probability event
in the segment model and each element in ω to be the probability estimation of the corre-
sponding indicator in φ, we get the segment model.
There are several advantages of the kernel-based model over the segment model. First as
we show in Sec. 7.1 the kernel-based model estimated the weight vector as to minimize the
word error rate, and the process is guaranteed to converge to a global minima. Moreover,
we prove that this estimation of the weight vector leads to a minimization of the word error
rate on unseen speech utterance (and not only on the training set). Last, the kernel-based
model can be easily transformed into a non-linear model. As we see in the next sections the
algorithm for estimating ω solely depends on the dot product between feature functions φ.
Wherever such a dot product is used, it is replaced with the kernel function, which express a
non-linear dot product operation2.
4 Feature Functions
In this section we present the set of feature functions we use. Our construction is based on
a set of acoustic modeling feature functions, {φacousticj }nj=1, which maps an acoustic-phonetic
representation of a speech utterance as well as a suggested timing sequence into a vector-space.
Our model is also based on a set of language modeling feature functions, {φlanguagek }`k=1.
2Mercer’s theorem [25] states that any continuous, symmetric, positive semi-definite kernel function K(u, v)
can be expressed as a dot product in a high-dimensional space, φ(u) ·φ(v), where u and v are vectors in some
measurable space.
IDIAP–RR 07-44 6
4.1 Acoustic Modeling Feature Functions
First, We introduce a specific set of base functions, which is highly adequate for the acoustic
modeling. We utilize seven different feature functions (n = 7). Note that the same set of
feature functions is also useful in the task of large-margin forced-alignment [11] and keyword
spotting [10].
Our first four feature functions aim at capturing transitions between phonemes. These fea-
ture functions are the distance between frames of the acoustic signal at both sides of phoneme
boundaries as suggested by an alignment sequence s¯. The distance measure we employ, de-
noted by d, is the Euclidean distance between feature vectors. Our underlying assumption is
that if two frames, xt and xt′ , are derived from the same phoneme then the distance d(xt,xt′)
should be smaller than if the two frames are derived from different phonemes. Formally, our
first four feature functions are defined as
φacousticj (x¯, p¯, s¯) =
|p¯|−1∑
i=2
d(x−j+si ,xj+si), j ∈ {1, 2, 3, 4} . (10)
If s¯ is the correct timing sequence then distances between frames across the phoneme change
points are likely to be large. In contrast, an incorrect phoneme start time sequence is likely
to compare frames from the same phoneme, often resulting in small distances.
The fifth feature function we use is built from any frame-wise phoneme classifier, for
example the large margin phoneme classifier described in [5]. Formally, for each phoneme
event p ∈ P and frame x ∈ X , there is a confidence, denoted gp(x), that the phoneme
p is pronounced in the frame x. The resulting feature function measures the cumulative
confidence of the complete speech signal given the phoneme sequence and their start-times,
φacoustic5 (x¯, p¯, s¯) =
|p¯|∑
i=1
si+1−1∑
t=si
gpi(xt) . (11)
Our next feature function scores timing sequences based on phoneme durations. Unlike
the previous feature functions, the sixth feature function is oblivious to the speech signal
itself. It merely examines the length of each phoneme, as suggested by s¯, compared to the
typical length required to pronounce this phoneme. Formally,
φacoustic6 (x¯, p¯, s¯) =
|p¯|∑
i=1
log N (si+1 − si; µˆpi , σˆpi) , (12)
where N is a Normal probability density function with mean µˆp and standard deviation σˆp.
In our experiments, we estimated µˆp and σˆp from the training set.
Our last feature function exploits assumptions on the speaking rate of a speaker. In-
tuitively, people usually speak in an almost steady rate and therefore a timing sequence in
which speech rate is changed abruptly is probably incorrect. Formally, let µˆp be the average
length required to pronounce the pth phoneme. We denote by ri the relative speech rate,
ri = (si+1 − si)/µˆpi . That is, ri is the ratio between the actual length of phoneme pi as
suggested by s¯ to its average length. The relative speech rate presumably changes slowly
over time. In practice the speaking rate ratios often differ from speaker to speaker and
within a given utterance. We measure the accomolated local change in the speaking rate as
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si−j + si j + si
Figure 2: A schematic description of one of the first four feature functions. The depicted base function
is the sum of the Euclidean distances between the sum of 2 frames before and after any presumed
boundary si.
. . .. . . . . .
sisi−1 si+1
pi−1 = t pi = eh
Figure 3: A schematic description of the fifth base function. This function is the sum of all the scores
obtained from a large margin classifier, given a sequence of phonemes and a presumed sequence of
start-times.
si − si−1 si+1 − si
Figure 4: A schematic description of the sixth base function. This function is the sum of the
confidences in the duration of each phoneme given its presumed start-time.
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(ri − ri−1)2 and we define the feature function φacoustic7 as the local change in the speaking
rate,
φacoustic7 (x¯, p¯, s¯) =
|p¯|∑
i=2
(ri − ri−1)2 . (13)
4.2 Language Modeling Feature Functions
Now we define a set of feature functions for the language modeling. This set of feature
functions is taken from [18], and it is given here only for completeness. These features are
restricted to be functions over the transcription w¯ alone and they track all n-grams up to
some length (say n = 3), for example:
φlanguage1 (w¯) = Number of times “the of” is seen in w¯.
In practice such feature have to be smoothed according to a methods known in the language
modeling literature (See for example [8, 7] and the references therein).
5 The Decoder
Assuming we know the optimal weight vectors ωacoustic and ωlanguage, the maximization over
all word sequences in Eq. (8) is a search problem (known also as the inference problem). A
direct search for the maximizer is not feasible since the number of possible word sequences
(and hence the number of possible phoneme and timing sequences) is exponential in the size
of the vocabulary, |V|. In this section we provide details about performing the search for
kernel-based model. Basically, the search algorithm for the kernel-based model is similar to
that used for the HMMs and segment models, using dynamic programming to find the most
likely phoneme sequence.
First we derive the domain of all word sequences, which is the feasible region of our
search problems. Let us denote the gammer network G as a directed graph of all possible
word sequences (sentences) in the given language. The network G is also known as a finite-
state transducer (FST) [12]. Also denote the lexicon network L as a set of graphs, where
each graph in the set is the phonetic network, generated from the mapping lex, corresponds
to every word in the vocabulary V. The network L is also an FST. The FST, generated
from the composition of the gammer graph G and the set of the lexicon network L, namely
L ◦ G, is the mapping from phoneme sequences to word sequences. As an optimization step
the resulted FST is determinized and minimized. We denote the final FST by N , that is,
N = min(det(L ◦ G)).
Finding the best word sequence is done by efficiently searching the FST network N for a
sequence of phonemes (and a sequence of words) which is optimally aligned to the acoustic
signal and hence maximizes Eq. (8). For simplicity, we assume that each base feature function,
φacousticj , can be decomposed as follows. Let ψj be any function from X ∗ × P∗ × N3 into the
reals, which can be computed in a constant time. That is, ψj receives as input the signal,
x¯, the sequence of phonemes, p¯, and three time points. Additionally, we use the convention
s0 = 0 and s|p¯|+1 = T + 1. Using the above notation, we assume that each φacousticj can be
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Input: speech signal x¯, FST N , weight vector ω = (ωacoustic,ωlanguage),
maximal length of a phoneme L
Initialize: ∀(1 ≤ t ≤ L), D(0, 0, t, 0) = 0
Recursion:
For every state q ∈ QN of the FST N
For every state q′ ∈ QN the next state of the FST N
For t = 1, . . . , |x¯|
For t′ = t− L, . . . , t− 1
D(q, q′, t, t′) = max
t′−L≤t′′<t′
D(q − 1, e− 1, t′, t′′) + ωacoustic ·ψ(x¯, p¯q, t′′, t′, t)
+ ωlanguage · φlanguage(w¯q)
Termination: D? = max
t′,qf ,qf
D(qf , qf , T, t′)
Figure 5: An efficient procedure for decoding the function given in Eq. (8). Note that p¯q and w¯q the
phoneme sequence and the word sequence corresponding with state q, respectively.
decomposed to be
φacousticj (x¯, p¯, s¯) =
|s¯|∑
i=1
ψj(x¯, p¯, si−1, si, si+1) . (14)
Given a state q ∈ QN of FSTN , the next state q′ ∈ QN and two time indices t, t′ ∈ {1, . . . , T},
denote by D(q, q′, t, t′) the score for the prefix of the sequence 1, . . . , i, assuming that their
actual start times are s1, . . . , si, where si = t′ and assuming that si+1 = t. This variable can
be computed efficiently in a similar fashion to the forward variables calculated by the Viterbi
procedure in HMMs (see for instance [17]). The pseudo code for computing D(q, q′, t, t′)
recursively is shown in Fig. 5. The best sequence of actual start times, s¯′, is obtained
from the algorithm by saving the intermediate values that maximize each expression in the
recursion step. The complexity of the algorithm is O(|QN | |P| |x¯|3). However, in practice,
we can use the assumption that the maximal length of an event is bounded, t− t′ ≤ L. This
assumption reduces the complexity of the algorithm to be O(|QN | |P| |x¯| L2).
6 Large Margin Training
The ultimate goal in speech recognition is usually to minimize the word error rate, that is,
the Levenshtein distance (edit distance) between the predicted sequence of words and the
correct one. In this section we present an algorithm for learning the weight vector ω, which
directly aims at minimizing the Levenshtein distance. Throughout this paper we denote by
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γ(w¯, w¯′) the Levenshtein distance between the predicted word sequence w¯′ and the true word
sequence w¯.
We now describe a large margin approach for learning the weight vectors ωacoustic
and ωlanguage, which defines the continuous speech recognizer in Eq. (8), from a training
set S of examples. Each example in the training set S is composed of a speech utter-
ance x¯, and its corresponding word sequence w¯. Overall we have m examples, that is,
S = {(x¯1, w¯1), . . . , (x¯m, w¯m)}. We assume that we have a pronunciation lexicon lex, which
maps every word to a phoneme sequence. The phonetic transcription of a speech utterance x¯
given its orthographic transcription w¯ = (w1, . . . , wN ) can be generated by lookup each word
in the sequence w¯ to find the phoneme sequence p¯ = (lex(w1), . . . , lex(wN )). We also assume
that given a speech utterance x¯ and its corresponding phonetic transcription p¯, we have ac-
cess to the correct time alignment sequence s¯ between them. This assumption is actually not
restrictive since such an alignment can be inferred relying on an alignment algorithm [11].
Recall that we would like to train the acoustic model and the language model discrimi-
natively as to minimize the Levenshtein distance between the predicted word sequence and
the correct one. Similar to the SVM algorithm for binary classification [2, 25], our approach
for choosing the weight vector ωacoustic and ωlanguage is based on the idea of large-margin
separation. Theoretically, our approach can be described as a two-step procedure: first, we
construct the feature functions φacoustic(x¯i, p¯i, s¯i) and φlanguage(w¯i) based on each instance
(x¯i, w¯i, p¯i, s¯i), its phonetic transcription p¯i and its timing sequence s¯i. We also construct
the feature functions φacoustic(x¯i, p¯, s¯) and φlanguage(w¯) based on x¯i and every possible word
sequence w¯, where p¯ is the phoneme transcription corresponding to the word sequence w¯.
Second, we find the weight vectors ωacoustic and ωlanguage, such that the projection of feature
functions onto ωacoustic and ωlanguage, ranks the feature functions constructed for the correct
word sequence above the feature functions constructed for any other word sequence. Ideally,
we would like the following constraint to hold
ωacoustic · φacoustic(x¯i, p¯i, s¯i) + ωlanguage · φlanguage(w¯i) −
max
s¯
ωacoustic · φacoustic(x¯i, p¯, s¯) − ωlanguage · φlanguage(w¯)
≥ γ(w¯i, w¯) ∀w¯ 6= w¯i . (15)
That is, ω = (ωacoustic,ωlanguage) should rank the correct word sequence above any other
word sequence by at least the Levenshtein distance between them. We refer to the difference
on the left hand side of Eq. (15) as the margin of ω with respect to the best alignment.
Note that if the prediction of ω is incorrect then the margin is negative. Naturally, if there
exists ω satisfying all the constraints Eq. (15), the margin requirements are also satisfied by
multiplying ω by a large scalar. The SVM algorithm solves this problem by selecting the
weights ω minimizing 12‖ω‖2 = 12‖ωacoustic‖2 + 12‖ωlanguage‖2 subject to the constraints given
in Eq. (15), as it can be shown that the solution with the smallest norm is likely to achieve
better generalization [25].
In practice, it might be the case that the constraints given in Eq. (15) cannot be satisfied.
To overcome this obstacle, we follow the soft SVM approach [2, 25] and define the following
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hinge-loss function,
`(ω; (x¯i, w¯i, p¯i, s¯i)) = max
w¯
[
γ(w¯i, w¯)−ωacoustic ·φacoustic(x¯i, p¯i, s¯i)−ωlanguage ·φlanguage(w¯i)+
max
s¯
ωacoustic · φacoustic(x¯i, p¯, s¯) + ωlanguage · φlanguage(w¯)
]
+
, (16)
where [a]+ = max{0, a}. The hinge loss measures the maximal violation for any of the
constraints given in Eq. (15). The soft SVM approach for our problem is to choose the vector
ω which minimizes the following optimization problem
min
ω
1
2
‖ωacoustic‖2 + 1
2
‖ωlanguage‖2 + C
m∑
i=1
`(ω; (x¯i, w¯i, p¯i, s¯i)) , (17)
where the parameter C serves as a complexity-accuracy trade-off parameter: a low value of
C favors a simple model, while a large value of C favors a model which solves all training
constraints (see [4]). Solving the optimization problem given in Eq. (17) is expensive since it
involves a maximization for each training example. Most of the solvers for this problem, like
SMO [16], iterate over the whole dataset several times until convergence. In the next section,
we propose a slightly different method, which visits each example only once, and is based on
our previous work [3].
7 Iterative Algorithm
We now describe a simple iterative algorithm for learning the weight vectors
ωacoustic and ωlanguage. The algorithm receives as input a training set S =
{(x¯1, w¯1, p¯1, s¯1), . . . , (x¯m, w¯m, p¯m, s¯m)} of examples. Each example is constituted of a spoken
acoustic signal x¯i, its corresponding word sequence w¯i, phoneme sequence p¯i and alignment
sequence s¯i. At each iteration the algorithm updates ωacoustic and ωlanguage according to the
ith example in S as we now describe. Denote by ωacoustici−1 and ω
language
i−1 the value of the weight
vectors before the ith iteration. Let w¯′i, p¯
′
i and s¯
′
i be the predicted word sequence, phoneme
sequence and timing sequence for the ith example, respectively, according to ωacoustici−1 and
ωlanguagei−1 ,
(w¯′i, p¯
′
i, s¯
′
i) = arg maxw¯
[
max
s¯
ωacoustici−1 · φacoustic(x¯i, p¯, s¯) + ωlanguagei−1 · φlanguage(w¯)
]
(18)
Denote by γ(w¯i, w¯′i) the Levenshtein distance between the correct word sequence w¯i and the
predicted word sequence w¯′i. Also denote by ∆φi = (∆φ
acoustic
i ,∆φ
language
i ) the difference
between the feature function of the correct word sequence minus the feature function of the
predicted word sequence as
∆φacoustici = φ
acoustic(x¯i, p¯i, s¯i)− φacoustic(x¯i, p¯′, s¯′) ,
and
∆φlanguagei = φ
language(w¯i)− φlanguage(w¯′) .
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We set the next weight vectors ωacoustici and ω
language
i to be the minimizer of the following
optimization problem,
min
ω∈H,ξ≥0
1
2
‖ωacoustic − ωacoustici−1 ‖2 +
1
2
‖ωlanguage − ωlanguagei−1 ‖2 + Cξ (19)
s.t. ωacoustic ·∆φacoustici + ωlanguage ·∆φlanguagei ≥ γ(w¯i, w¯′i)− ξ ,
where C serves as a complexity-accuracy trade-off parameter (see [3]) and ξ is a non-negative
slack variable, which indicates the loss of the ith example. Intuitively, we would like to
minimize the loss of the current example, i.e., the slack variable ξ, while keeping the weight
vector ω as close as possible to the previous weight vector ωi−1. The constraint makes the
projection of the feature function s of the correct word sequence onto ω higher than the
projection of the feature functions of any other word sequence onto ω by at least γ(w¯i, w¯′i).
It can be shown (see [3]) that the solution to the above optimization problem is
ωacoustici = ω
acoustic
i−1 + αi∆φ
acoustic
i (20)
ωlanguagei = ω
language
i−1 + αi∆φ
language
i .
The value of the scalar αi is based on the difference ∆φi, the previous weight vector ωi−1,
and a parameter C. Formally,
αi = min
C,
[
γ(w¯i, w¯′i)− ωacoustici−1 ·∆φacoustici − ωlanguagei−1 ·∆φlanguagei
]
+
‖∆φacoustici ‖2 + ‖∆φlanguagei ‖2
 . (21)
A pseudo-code of our algorithm is given in Fig. 6.
Under some mild technical conditions, it can be shown that the cumulative Levenshtein
distance of an iterative procedure ,
∑m
i=1 γ(w¯i, w¯
′
i), is likely to be small. Moreover, it can be
shown [1] that if the cumulative Levenshtein distance of the iterative procedure is small, there
exists among the vectors {ω1, . . . ,ωm} at least one weight vector which attains small averaged
Levenshtein distance on unseen examples as well. A detailed analysis of the algorithm is given
in Appendix.
7.1 Non-linear Recognition Function
We extend the family of linear word sequence recognizers given to non-linear recognition
functions. This extension is based on Mercer kernels often used in SVM algorithms [25].
Recall that the update rule of the algorithm is ωi = ωi−1 +αi∆φi and that the initial weight
vector is ω0 = 0. Thus, ωi can be rewritten as, ωi =
∑i
j=1 αj∆φj and f can be rewritten as
f(x¯) = argmax
p¯
max
s¯
i∑
j=1
αj
(
∆φj · φ(x¯, w¯)
)
. (22)
By substituting the definition of ∆φj and replacing the inner-product in Eq. (22) with a
general kernel operator K(·, ·) that satisfies Mercer’s conditions [25], we obtain a non-linear
phoneme recognition function,
f(x¯) = argmax
p¯
max
s¯
i∑
j=1
αj
(
K(x¯j , w¯j ; x¯, w¯)−K(x¯j , w¯′j ; x¯, w¯)
)
. (23)
IDIAP–RR 07-44 13
Input: training set S = {(x¯i, w¯i, p¯i, s¯i)}mi=1 ; validation set Sval = {(x¯i, w¯i, p¯i, s¯i)}mvali=1 ; parameter
C
Initialize: ω0 = (ωacoustic0 ,ω
language
0 ) = 0
For i = 1, . . . ,m
Predict: (w¯′, p¯′, s¯′) = arg max
w¯
[
max
s¯
ωacoustici−1 · φacoustic(x¯i, p¯, s¯) + ωlanguagei−1 · φlanguage(w¯)
]
Set: ∆φacoustici = φ
acoustic(x¯i, p¯i, s¯i)− φacoustic(x¯i, p¯′, s¯′)
∆φlanguagei = φ
language(w¯i)− φlanguage(w¯′) .
Set: `(ωi−1; (x¯i, w¯i, p¯i, s¯i)) = max
w¯
[
γ(w¯i, w¯′)− ωacoustici−1 ·∆φacoustici − ωlanguagei−1 ·∆φlanguagei
]
+
If `(ωi−1; (x¯i, w¯i, p¯i, s¯i)) > 0
Set: αi = min
{
C ,
`(ωi−1; (x¯i, w¯i, p¯i, s¯i))
‖∆φacoustici ‖2 + ‖∆φlanguagei ‖2
}
Update: ωacoustici = ω
acoustic
i−1 + αi∆φ
acoustic
i
ωlanguagei = ω
language
i−1 + αi∆φ
language
i .
Output: The weight vector ω∗ which achieves best performance on a validation set Sval:
ω∗ = argmin
ω∈{ω1,...,ωm}
mval∑
j=1
γ
(
w¯j , f(x¯j)
)
Figure 6: An iterative algorithm for phoneme recognition.
It is easy to verify that the definition of αi given in Eq. (21) can also be rewritten using the
kernel operator.
7.2 Complexity
To conclude this section we discuss the global complexity of our proposed method. In the
training phase, our algorithm performs m iterations, one iteration per each training example.
At each iteration the algorithm evaluates the recognition function once, updates the recogni-
tion function, if needed, and evaluates the new recognition function on a validation set of size
mval. Each evaluation of the recognition function takes an order of O(|QN | |P| |x¯| L2) oper-
ations. Therefore the total complexity of our method becomes O(m mval |QN | |P| |x¯| L2).
Finally, we compare the complexity of our method to the complexity of other algorithms
which directly solve the SVM optimization problem given in Eq. (19). The algorithm given
in [23] is based on the SMO algorithm for solving SVM problems. While there is no direct
complexity analysis for this algorithm, in practice it usually required at least m2 iterations
which results in a total complexity of the order O(m2 |QN | |P| |x¯| L2). The complexity of
the algorithm presented in [24] depends on the choice of several parameters. For reasonable
choice of these parameters the total complexity is also of the order O(m2 |QN | |P| |x¯| L2).
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Appendix
We now analyze our iterative algorithm presented in Sec. 7 and in Fig. 6. Our first theorem
shows that under some mild technical conditions, the cumulative Levenshtein distance of the
iterative procedure,
∑m
i=1 γ(w¯i, w¯
′
i), is likely to be small.
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Theorem 1. : Let S = {(x¯1, w¯1), . . . , (x¯m, w¯m)} be a set of training examples and assume
that for all i, w¯′ we have that ‖φ(x¯i, w¯′)‖ ≤ 1/2. Assume there exists a weight vector ω? that
satisfies
ω? · φ(x¯i, w¯i)− ω? · φ(x¯i, w¯) ≥ γ(w¯i, w¯′)
for all 1 ≤ i ≤ m and w¯′. Let ω1, . . . ,ωm be the sequence of weight vectors obtained by the
algorithm in Fig. 6 given the training set S. Let `(ωi; (x¯i, w¯i, p¯i, s¯i)) be defined as in Eq. (16).
Then,
1
m
m∑
i=1
`(ωi; (x¯i, w¯i, p¯i, s¯i)) ≤ 1
m
m∑
i=1
`(ω?; (x¯i, w¯i, p¯i, s¯i)) +
1
Cm
‖ω?‖2 + 1
2
C . (24)
In particular, if C = 1/
√
m then,
1
m
m∑
i=1
`(ωi; (x¯i, w¯i, p¯i, s¯i)) ≤ 1
m
m∑
i=1
`(ω?; (x¯i, w¯i, p¯i, s¯i)) +
1√
m
(
‖ω?‖2 + 1
2
)
. (25)
Proof. Our proof relies on Thm. 2 in [22]. We first construct a sequence of binary classification
examples, (∆φ1,+1), . . . , (∆φm,+1). For all i and for all ω ∈ Rn, define the following
classification hinge-loss,
`ci (ω) = max{γ(w¯i, w¯′i)− ω ·∆φi , 0} .
Thm. 2 in [22] implies that the following bound holds for all ω ∈ Rn,
m∑
i=1
µ(`ci (ωi)) ≤
1
C
‖ω‖2 +
m∑
i=1
`ci (ω) , (26)
where,
µ(a) =
1
C
(
min{a,C}
(
a− 1
2
min{a,C}
))
. (27)
Let ω? denote the optimum of the recognition problem given by Eq. (17). The bound of
Eq. (26) holds for any ω and in particular for the optimal solution ω?. Furthermore, the
definition of `ci implies that `
c
i (ω
?) ≤ `(ω?; (x¯i, w¯i, p¯i, s¯i)) and `ci (ωi) = `(ωi; (x¯i, p¯i, s¯i)) for
all i. Using the latter two facts in Eq. (26) gives that,
m∑
i=1
µ(`(ωi; (x¯i, w¯i, p¯i, s¯i))) ≤ 1
C
‖ω?‖2 +
m∑
i=1
`(ω?; (x¯i, w¯ip¯i, s¯i)) . (28)
By definition, the function µ is bounded below by a linear function, that is, for any a > 0,
µ(a) ≥ a− 1
2
C .
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Using the lower bound with the argument `(ωi; (x¯i, w¯i, p¯i, s¯i)) and summing over i we obtain,
m∑
i=1
`(ωi; (x¯i, w¯i, p¯i, s¯i))− 12Cm ≤
m∑
i=1
µ(`(ωi; (x¯i, w¯i, p¯i, s¯i))) .
Combining the above inequality with Eq. (28) and rearranging terms gives the bound stated
in the theorem and concludes our proof.
The loss bound of Theorem 1 can be translated into a bound on the Levenshtein distance
error as follows. Note that the hinge-loss defined by Eq. (16) is greater than γ(p¯i, p¯′i),
γ(p¯i, p¯′) ≤ `(ωi; (x¯i, w¯i, p¯i, s¯i)).
Therefore, we get the following corollary.
Corollary 2. : Under the conditions of Theorem 1 the following bound on the cumulative
Levenshtein distance holds,
m∑
i=1
γ(w¯i, w¯′i) ≤
1
m
m∑
i=1
`(ω?; (x¯i, w¯i, p¯i, s¯i)) +
1√
m
(
‖ω?‖2 + 1
2
)
. (29)
The next theorem tells us that if the cumulative Levenshtein distance of the iterative
procedure is small, there exists at least one weight vector among the vectors {ω1, . . . ,ωm}
which attains small averaged Levenshtein distance on unseen examples as well. To find this
weight vector we simply calculate the averaged Levenshtein distance attained by each of the
weight vectors on a validation set. The average Levenshtein distance E [γ(w¯, w¯′)] in defined
as the expectation of the Levenshtein distance between the true word sequence and predicted
word sequence when the expectation is taken with respect to an unkown distribution D over
the domain of the examples, X ∗ × V∗.
Theorem 3. : Under the same conditions of Theorem 1. Assume that the training set S
and the validation set Sval are both sampled i.i.d. from a distribution D. Denote by mval the
size of the validation set. Assume in addition that γ(w¯, w¯′) ≤ 1 for all w¯ and w¯′. Then, with
probability of at least 1− δ we have that,
E
[
γ(w¯, w¯′)
] ≤ 1
m
m∑
i=1
`(ω?; (x¯i, w¯i, p¯i, s¯i)) +
‖ω?‖2+ 12 +
√
2 ln(2/δ)√
m
+
√
2 ln(2m/δ)√
mval
. (30)
Proof. Denote by f1, . . . , fm the alignment prediction functions corresponding to the weight
vectors ω1, . . . ,ωm that are found by the iterative algorithm, that is,
fi(x¯) = arg max
w¯
ωi · φ(x¯, w¯) .
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Proposition 1 in [1] implies that with probability of at least 1− δ1 the following bound holds,
1
m
m∑
i=1
E [γ(w¯, fi(x¯))] ≤ 1
m
m∑
i=1
γ(w¯i, fi(x¯i)) +
√
2 ln(1/δ1)√
m
.
By definition, the hinge-loss `(ωi; (x¯i, w¯i, p¯i, s¯i)) bounds from above the loss γ(w¯i, fi(x¯i)).
Combining this fact with Theorem 1 we obtain that,
1
m
m∑
i=1
E [γ(w¯, fi(x¯))] ≤ 1
m
m∑
i=1
`(ω?; (x¯i, w¯i, p¯i, s¯i)) +
‖ω?‖2+ 12 +
√
2 ln (1/δ1)√
m
. (31)
The left-hand side of the above inequality upper bounds E [γ(w¯, fb(x¯))], where b =
arg mini E [γ(w¯, fi(x¯))]. Therefore, among the finite set of alignment functions, F =
{f1, . . . , fm}, there exists at least one recognition function (for instance the function fb)
whose true risk is bounded above by the right hand side of Eq. (31). Recall that the out-
put of our algorithm is the recognition function fω ∈ F , which minimizes the Levenshtein
distance over the validation set Sval. Applying Hoeffding inequality together with the union
bound over F we conclude that with probability of at least 1− δ2,
E [γ(w¯, fω(x¯))] ≤ E [γ(w¯, fb(x¯))] +
√
2 ln (m/δ2)
mv
,
where to remind the reader mval = |Sval|. We have therefore shown that with probability of
at least 1− δ1 − δ2 the following inequality holds,
E [γ(w¯, fω(x¯))] ≤ 1
m
m∑
i=1
`(ω?; (x¯i, p¯i, s¯i)) +
‖ω?‖2+ 12 +
√
2 ln(1/δ1)√
m
+
√
2 ln(m/δ2)√
mval
.
Setting δ1 = δ2 = δ/2 concludes our proof.
