Abstract. A method of presenting optimization to rst semester calculus students is demonstrated. The method is based on the Lagrange Multiplier approach and the geometry of a given problem becomes the central focus of the e orts to nd a solution. The method proposed here deviates from the traditional approach in that the student is asked to examine a constrained optimization problem and the geometry of the problem remains the central theme.
1. Introduction. Within the calculus curriculum, the idea of optimization is presented early in the rst semester. Optimization is presented as a simple exercise, and the student is asked to simply take the derivative of a function and set it equal to zero, usually without constraints. In this process, the student is not asked to identify the cost and constraint, and the student simply reduces the problem to an unconstrained optimization problem. Despite its simplicity, the method proposed here is not usually introduced in the rst semester calculus course. However, we have successfully introduced it in a calculus course, and it has been used to demonstrate the connections between calculus and the geometry of a given problem.
Optimization can be an exciting topic, and can represent an opportunity to bring together other topics that are taught in the calculus classroom. For example, students are taught implicit di erentiation early in the curriculum but are not asked to apply it in any other setting. Optimization can be used to introduce many exciting applications into the early mathematics course. Moreover, by emphasizing the relationship between the cost and constraint, the rst year calculus student can be introduced into some of the most basic principles used by applied mathematicians, such as simple conservation laws and energy principles.
The method proposed here is simply the Lagrange Multiplier method restricted to the plane. It is analogous to the way that linear programming is introduced in an optimization course. Because it is a simple restriction to the plane, the use of normal vectors is not needed, and they would only complicate the problem. Because it is easier to nd the tangent lines, the tangents to the curves are used in the same way that normal vectors are used in the Lagrange Multiplier approach, which is taught later in the multivariate calculus course.
2. Optimization. The goal is to minimize a cost function subject to some constraint: minimize f (x; y); subject to g(x; y) = 0: (2.1) Another way to express this is to say that we want to nd the smallest number, c, such that f (x; y) = c; ( subject to x + y ? 1 = 0:
The cost function is de ned by a family of circles whose radii is given by the square root of the cost. By plotting the two relationships we see that we want to make the radius of the circle as small as possible and still intersect the line x + y = 1. Speci cally, we want to decrease the cost function until it touches the constraint at only a single point. At this point the slopes of the two curves are the same. By examination, the minimum occurs when 
Using Calculus to Solve the Problem. Looking at the slopes of the two curves we can also
use calculus to nd the minimum through the same ideas stated above. The slopes of the two curves are found and set equal to each other. To do this, implicit di erentiation is utilized to nd the slopes of the cost and the constraint, and the two derivatives are set equal. From this new relationship and from the constraint, the minimum is found. We rst need to nd the slope of the tangents of the two curves, cost: 2x + 2y In other more complicated problems several solutions may be found and Newton's Method might also be required to nd the roots. To decide which ones are local maxima and local minima, the results must be substituted into the cost function and compared. The student must also consider the endpoints, which requires that the extremes de ned by the physical system be examined.
For a given problem, the method can be distilled into the following approach: 1. Identify the cost and the constraint. 2. Use implicit di erentiation to nd an expression for the slope of the tangent of the two curves. 3. Set the slope of the tangents of the two curves equal, and use the constraint to nd the solution. While the student may concentrate on the later steps, the most di cult part of a given problem can be identifying the cost and constraint. Most importantly, in the identi cation of the cost and constraint, the student may be explicitly asked to cross the line between mathematics and the physical world.
3. Conclusion. The traditional approach to teaching optimization in the calculus classroom centers on the use of nding a derivative of a function and setting it equal to zero. Such an approach ignores the ideas behind the use of Lagrange Multipliers, which are introduced later in the calculus sequence, and ignores the importance of the geometry and the interplay between the cost and the constraint. The approach proposed here centers on the geometry of a given problem and is essentially a Lagrange Multiplier approach restricted to the plane.
By focusing on the geometry of the problem, optimization problems can be used to demonstrate to the student why the slope of the tangent line to the graph of a function is an important concept. Furthermore, it is an excellent demonstration of how the simple idea of a derivative can be used as a powerful tool. While we do not propose to do away with the traditional approach, the approach presented here o ers another way to emphasize how physical principles are used in mathematics and is done quite early in the students college education.
