Abstract As man-made systems become more complex and autonomous, there is a growing need for novel engineering methods that offer self-construction, adaptation to the environment, and self-repair. In a step towards developing such methods, we demonstrate how a simple model multicellular organism can assemble itself by replication from a single cell and finally express a fundamental behavior: foraging. Previous studies have employed evolutionary approaches to this problem. Instead, we aim at explicit design of self-constructing and -repairing systems by hierarchical specification of elementary intracellular mechanisms via a kind of genetic code. The interplay between individual cells and the gradually increasing self-created complexity of the local structure that surrounds them causes the serial unfolding of the final functional organism. The developed structure continuously feeds back to the development process, and so the system is also capable of self-repair.
Introduction
Machines and engineered systems are usually designed and constructed by a process that transforms an explicit, abstract description of the target into a physical instance. Both the designer and the constructor are external to the target instance, which is passively assembled to conform to its blueprint. When the target is fully assembled, it becomes functional, and only then can its performance be verified exhaustively. As engineered systems become more complex, this conventional feedforward method of construction is becoming inadequate, because the cost and complexity of precise design, assembly, and testing are becoming prohibitive. Also, it is difficult to specify a priori the full range of configurations that the target system may experience during operation, and some of these unknown states may lead to critical failures.
By contrast, nature constructs extremely complex organisms by autonomous construction from a single precursor cell. Both the developing and the final organism are very robust against perturbation. There are astonishingly few defects in construction, or failures of performance, despite large variations in operating conditions. Moreover, the organism is able to compensate for injury and infection by self-repair. An understanding of these natural principles of self-construction would permit the development of scalable self-construction and self-repair in artificial systems-properties that become ever more relevant as we confront the challenges of manufacturing and foraging in hostile [15] or nanoscale [13, 11, 28, 40] environments.
In his pioneering work, von Neumann [38] proposed minimal requirements for self-replication: A universal constructor, and an explicit description of the target system. The constructor reads the description, and translates that information into the construction of the target, which in turn is also capable of self-replication. von Neumann used an explicit one-to-one mapping between the description (a blueprint) and the target system. While his work is a remarkable theoretical achievement, systems of his kind remain subject to the same problems that traditionally engineered systems have: They are not robust against structural defects. Their construction process is purely feedforward and therefore insensitive to their own structure during assembly. Hence, they are unable to compensate for deficiencies and perturbations. A further difference from the von Neumann concept is that nature does not encode the entire target system explicitly in the description. Instead, nature encodes modular rules that provide an indirect mapping between genotype and phenotype. One obvious advantage of this indirect rule-based mapping is that it naturally compresses information about the explicit structure, as in algorithmic information theory, where the specification of an (algorithmically) nonrandom structure can be compressed into an algorithm [8] . Modularity also promotes the automatic emergence of complexity through iterative application of simple rules [39] , and the ability to adapt to environmental signals [23] .
There has been considerable previous research on self-construction and repair (see Section 5) . In general, however, that work has relied heavily on genetic algorithms to discover suitable assembly instructions. Genetic algorithms are useful for finding solutions in a large search space, but we consider that these algorithms are an inappropriate foundation for an effective technology of selfconstruction, for the following reasons.
Firstly, the use of genetic algorithms is only feasible when fitness can be evaluated quickly. They are less suitable for configuring self-constructing systems where a large fraction of the time is required for the development of the system before it can be evaluated. In particular, a trial and selection scheme with real hardware in a real environment would also be economically infeasible. The search process could be sped up by simulation [24] , but that approach raises the additional problem of the reality gap, the imprecisions in the mapping between the simulated universe and reality.
Secondly, a technology is usually task orientated. That is, we require that the self-organized organism possess some specific physical characteristics and functional competences, which will enable the phenotype to perform (economically) some target task. Ideally, we would like to specify the characteristics, competences, and tasks explicitly, using a high-level design language that is able to generate the description that will be inserted into the progenitor cell (or stem cell ) of the self-constructing system. In this article we make some first steps toward such a process. Our overall approach is to constrain the developmental process to unfold in such a way that the earliest cell populations interact with one another to provide a physical infrastructure, within which the later, more task-related populations can be configured.
Our description describes a set of elementary intracellular mechanisms (factories) that support the self-construction of simple structures such as cell aggregations of specific sizes or segmentation of populations into two regions. These mechanisms can be used in a hierarchical ruleset to specify finer-grained structures. Branches of the ruleset tree represent substructures, which can be designed independently of the rest of the system. Through incremental application of the rules, a high degree of organismal complexity can theoretically be achieved [39] .
Our multicellular construction process depends on local feedback of the unfolding structure to guide overall development. Much as in the development of natural organisms, the localized construction process is a function of its surrounding structure and the description residing in every cell. By writing morphogenic messages on their environment, the individual cells contribute to global morphogenic signals that other cells can use to modify their local developmental actions. This coupling can lead to global organization.
Overall, our self-constructing process can be seen as follows. The final organism is encoded in the description of the stem cell as a kind of state machine in which the states, once activated, become persistent. Each state corresponds to a population of cells that has a particular functionality by virtue of the particular set of elementary intracellular mechanisms that it expresses. Transitions between the states (and so the development of later cell populations) are triggered by local environmental conditions, which are themselves a function of which states have previously been activated.
In this article we write an explicit description for the example of a simple multicellular organism that expresses attractive or aversive foraging behavior analogous to a Braitenberg vehicle [6] . We demonstrate its self-construction and -repair, and evaluate its behavioral performance.
The Model

The Cell
The basic building block of our multicellular organism is a cell (Figure 1a ). Each cell is equipped with a description and a constructor. The description is composed of genes that encode explicit specifications of individual intracellular factories, but do not explicitly specify the entire organism. The genes are activated by the local concentration of morphogens. Activation permits the constructor to read the gene, and so to construct the specific factories that correspond to that gene.
The cells interact with the environment through chemical diffusion of morphogens. The coefficients of diffusion through the membrane for the different chemicals are constant. Because we have chosen diffusion through the membrane to be passive in our model, the cells have no active control over which chemicals enter their interior from the environment. Once a particular cell is formed by replication, its further dynamics are determined entirely by its internal chemical concentrations and the functions of its expressed factories. They interact with the environment solely through their reactor dynamics. It is important to note that individual cells cannot perform complicated algorithm-like computations, nor can they communicate globally. It is only the interplay of the local dynamics of all the cells in the growing population that gives rise to the nontrivial structure of the organism.
The Description Code
The code specifying the rules for the construction of the organism is identical in each cell of the same organism. When the cells divide, an exact copy of the code is made and placed into the daughter cell. The description encodes:
The definition of the lineage tree in the form of a differentiation graph that encodes the chemical conditions under which genes become active Which factories the constructor should build, depending on the cell type The specification of the factories (competences and reactors).
The structure of the organism is completely specified by these local criteria and depends on them. Because the code is identical in all the cells, the differentiation mechanism has to activate and deactivate parts of it, depending on the cell type. In principle, other types of organisms could be built by just applying another code.
The code defines local objectives and actions in order to fulfill those objectives. We do not specify the explicit structure of the grown organism, but only describe what a single cell must achieve in order for the whole organism to assemble to the target structure. Because a cell can only act locally, the construction of the organism relies on global cooperative phenomena like those specified in Appendix A.1.1. Figure 1 . The cell, the description, and the physical instantiation of the description. (a) Schematic of a cell and its most important components: a description code and factories. The description is analogous to DNA; it consists of genes coding for specific sets of factories. Genes have control regions that encode the conditions required for their activation or suppression (small polygons denote intracellular factors; the conditions they match are indicated by a shaded square). Activated genes enable the construction of factories (B 0 in the figure). There are three types of factories: the constructor, which reads active genes and builds other factories; reactor factories, which act on intracellular morphogen concentrations; and competence factories, which implement cellular competences such as migration. Each gene corresponds to a particular cell type, and so the same symbol (B 0 , C, etc.) denotes both the gene and its cell type. (b) The cell lineage tree: Nodes denote cell types, and edges the lineage paths between the types. Blast cells lie at the root of the tree, and specialization occurs centrifugally toward the fully differentiated leaves. Passage along the edges is controlled by the concentrations of intracellular factors and diffusible morphogens. The cell in the figure is expressing the factor B 0 , which is one condition for activating the gene C. If, in addition, certain environmental conditions are also met (code in supplementary material [2]), then daughters of B 0 will follow the path from B 0 to C. (c) The body plan of the physical instantiation that is laid out by the description: Cells of the same types cluster together and build functional entities. The blast cells B * form smaller populations and create and maintain their functional cell populations (for example, B S cells give rise to the S cell population).
Modular Components within the Cell (Factories)
The cells can contain a set of modular functional components (factories) (Figure 1a ). All factories are described in detail in Appendix A.1.
Constructor factory: This factory initially reads the active gene in the description code and builds the corresponding factories associated with the active gene. The constructor factory is cloned into a newly born cell at cell division.
Chemical reactors: These implement the intracellular mechanisms involved in the production or consumption of morphogens. They set up the global morphogenic gradients across the organism (AxisReactor, InterAxisReactor), and are also responsible for the production of morphogens (SourceReactor, ConstReactor) that are used for the maintenance of the preferred population size as well as intracellular signals.
Competences: These express physical capabilities of cells, such as chemotaxis (MigrateCompetence), implementation of sensory or motor modalities (SensorCompetence and MotorCompetence), axonal growth (AxonCompetence), and cell division (DivideCompetence).
The activation of these cellular mechanisms depends on the description of the system and on the environmental context in which the cell resides. The central principle of our construction method is the appropriate coordinated instantiation of reactor factories. By contrast, the competence factories are merely convenient stubs, whose detailed implementation is not directly relevant to the process of selfconstruction that we describe in this article. Thus, in our example organism below, the MotorCompetence and SensorCompetence implement physical properties that give rise to the behavior of the final organism and are not directly involved in the self-construction and self-repair of the organism.
Differentiation Scheme
Differentiation of a cell is governed by its local environment, its description code, and its history. The description code is analogous to real DNA. It consists of genes that code for specific sets of intracellular factories. As in nature, the genes have control regions that encode the conditions for their activation or suppression [22, 25, 9] . These chemical conditions are simple thresholds that specify whether the gene is switched on or off (see Table 1 in Appendix A.2). If all its conditions are met, a gene is activated. The encoding regions contain the description of the factories to be instantiated. A newly born cell is initially undifferentiated, but inherits the chemical configuration of its mother cell. If a gene of the undifferentiated cell becomes active, the constructor reads its encoding region and constructs the required factories, so differentiating the cell. Once differentiated, the cell remains locked to its type, because it is defined by the intracellular factories it has constructed.
The conditions under which a gene is activated are programmed in the description to reflect the developmental need for a cell of a specific type. These conditions might only become true in a cell that is born at a specific moment in development and at a particular position.
Genes can also be regulated by chemicals that do not diffuse across the cell membrane. These chemicals are released from reactors within the cell. Because non-diffusible chemicals are local to the cell, they represent the state or the history of this cell. Non-diffusible chemicals are denoted by a fraktur font (B 0 ; B M ; B S ). These chemicals enable the activation of a specific gene in an offspring of the cell, because they, like all other chemicals, remain present in the interiors of daughter cells after cell division. This inheritance mechanism gives rise to a lineage tree ( Figure 1b) where only a subset of cell types can arise from a given mother cell. The offspring subset of cell types for a given mother cell type expresses a requirement condition for the non-diffusible marker chemical of their mother cell type. Thus, the development of the entire organism from a single progenitor cell can be represented as a lineage tree in which the nodes denote cell types and the edges denote the developmental paths between the types. Specialization occurs centrifugally along edges of the lineage tree, allowing substructures on one branch to develop independently of those on other branches. For example, cells derived from the sensory blast cells, B S , will set up and maintain the sensory system autonomously and independently of other subsystems ( Figure 1c ).
Cell replication occurs as follows: As described above, a gene whose conditions in the regulatory region are active expresses a developmental need for a cell of this type. Cells containing DivideCompetences will now become active. The DivideCompetence will sense active genes within its cell and consequently initiate a cell division. During a cell division, the chemical configuration of the mother cell is cloned inside the newly created cell. The mother cell remains of the same type, while the daughter cell is at first in an undifferentiated state. However, being subject to the same internal and external chemical conditions as its mother cell, the gene that triggered the cell division becomes active also in the daughter cell. The constructor factory of the daughter cell now reads the activated gene and instantiates the corresponding factories. It thus becomes of the expressed type, which is, by virtue of the non-diffusible markers, necessarily the same type or a subtype of the mother cell.
The Environments
The world in which the system is embedded is divided for convenience into two environments of different scale (Figure 2 ). The local environment is a two-dimensional lattice whose size is on the order of the organism's diameter and is used to model the immediate physical environment of the organism. The developing cells are located at the nodes of the lattice. Passive diffusion of morphogens occurs along the edges of the lattice, and also from the nodes into the interior of the cells. The natural neighborhood relation on the lattice provides the basis for cell adhesion and local migration of cells. Individual cells can only sense other cells located at neighboring sites, and they can only migrate along the edges of the lattice. In principle, multiple cells can be co-located on top of one lattice node. But, if they are of the same type, they are very likely to move to a free neighboring node because of constraints they must optimize (see Appendix A.1.2).
Various morphogens diffuse along the edges of the lattice. Each chemical species has its own diffusion coefficient. Diffusion is governed by the discretized diffusion equation:
where c r i is the concentration of chemical i at location r, and r f rV holds true for neighboring nodes r and rV, and where D i is the diffusion coefficient for chemical i, and H is a small integration constant. The 2D diffusing grid is itself embedded in the second, larger scale world environment. Goods are scattered in this larger world. Cells that express the SensorCompetence (see Appendix A.1.2) are able to sense the concentration of good at their location in the greater environment. The local environment (and so the whole population of cells) is moved with respect to the greater world environment by means of those cells that express the MotorCompetences. The MotorCompetences apply forces to the local environment. Together, they result in a single forward force f ¼ S i f i and a torque M ¼ S i M i , which is applied to the center of gravity of the cell population. The translation x and rotation u of the local environment is then computed by the following equations that approximate dynamics of a rigid body with strong friction:
where m and I are appropriately chosen constants.
Design and Development
The potential of our developmental scheme can be demonstrated by the self-construction and selfrepair of a simple, but nontrivially behaving, functional organism. The final structure and function of this organism is similar to vehicle 2b (aggression) proposed by Braitenberg [6] . It contains a sensory input population and motor output population. Excitatory axons connect the left side of the sensory map to the the right motor cells, and vice versa. This connectivity yields an organism capable of targeting and seeking objects of sensory relevance in the environment.
Design of the Code
The final structure of the self-constructing organism is shown in Figure 1c . This structure is reflected in the description code (Figure 1b ) in the following way: Each gene corresponds to a cell type, and each cell type is responsible for the setup and maintenance of a particular substructure of cells. In our example, we call cells that contain a DivideCompetence blast cells. They owe their name to their biological counterparts, which are incompletely differentiated progenitor cells that give rise to differentiated cells through asymmetric division. The skeleton of the hierarchical code consists of a tree of blast cells (B 0 , B M , and B S ). A blast cell constructs its appropriate substructure by generating a population of differentiated cells. B 0 are the topmost blast cells. They give rise to the population C of cells that are the scaffolding for the entire organism ( Figure 1c) . By placing AxisReactors (see Appendix A.1.1) in the specification of the C cells, a body axis forms within the population of the C cells and divides the organism into front and back. B M and B S cells govern the development of the motor and sensory substructures consisting of M and S cells, respectively. Their genes encode a MigrateCompetence that causes them to migrate to their corresponding extremities of the organism (motors in the back and sensors in the front). M and S cells only arise in an environment that has already been prepared by the higher level structure created by B 0 and C cells. The M cells contain AxisReactors to further divide into a left and a right subpopulation. The S cells contain an InterAxisReactor to form an antiparallel division to that of the M cells in order for the axons to be able to find the correct motor cells. Each blast cell and its corresponding differentiated cells maintain their designated substructure of the organism independently. Self-construction and self-repair are therefore localized within these substructures.
For our example of a Braitenberg vehicle, we need two levels in the hierarchy: a global body plan on the top level, and a motor and sensory population on the second level. The code is provided in Appendix A.2 in tabular form; for the exact parameter values see the supplementary material [2] . The tree structure is implemented by the intracellular chemicals B 0 ; B M ; and B S and their corresponding activation conditions in the genes.
Development
This subsection describes the sequence of steps in the development from a single cell to the functional organism. Figure 3 illustrates the state of the organism and the state of the genes in a highlighted cell.
Figure 3a: Start of Ontogeny, Placing a Single Cell in the Environment
The development process begins when a single cell is placed in the environment. This cell contains the complete information needed for the self-construction of the organism. The environment has no specific chemical configuration. According to the graph on the left-hand side, the cell will differentiate into further B 0 cells (yellow). By virtue of their SourceReactor, these cells release morphogen b 0 into the environment.
The threshold b b 0 of the B 0 condition defines the size of the B 0 population. Because the morphogens b 0 released by B 0 cells' SourceReactors diffuse away in the environment, the population must reach a critical size in order establish a stable chemical concentration. This size depends on the diffusion coefficient and the production rate of the morphogens. The critical size has the property that the production of chemicals inside the volume of the body is at the same rate as their diffusion away through the body's surface. A similar mechanism for the determination of the size of growing organisms was already noted by D'Arcy Thompson almost a hundred years ago [34] .
The B 0 cells will form an initial population of stem cells, until conditions for C are reached (b 0 > b b 0 ) and B 0 ! B 0 is switched off. The size of this initial population is not critical. However, the more stem cells an organism has, the faster it will grow. And with more stem cells, an organism is more likely to survive damage. If all stem cells are killed, the organism can not rebuild its primary structure.
Figure 3b
: Dividing into Positional Structure Cells C Once the B 0 population has been set up and the C conditions have been reached, the B 0 cells begin dividing into C cells. The same mechanism that determined the size of the population of B 0 cells will limit the size of the population of C cells: Their SourceReactors produce the marker chemical c, and the B 0 cells will stop dividing into C cells when their critical concentration according to the parameter ĉ is reached within the population. As specified in the code, the C cells instantiate AxisReactors that will create the body axis. According to the conditions for B M ( g 1 C > u) and B S ( g 2 C > u), when the clusters have completely formed, the B 0 cells will start to divide into B M (blue) and B S (orange) cells, depending on their environment. B M cells are motor neuroblast cells that generate the motor units, while B S cells are sensory neuroblast cells that generate the sensory units. The MigrateCompetence allows these specialized blast cells to migrate to the edge of the population, driven by repulsion from the opposing chemical (B M cells are repelled from chemicals released by C cells in the sensory cluster, and vice versa). That is, motor neuroblast cells migrate to the back while sensor neuroblast cells migrate to the front.
Figure 3d: Preparing to Develop Motor and Sensory Units
The initial population size of motor blast cells has been reached and the conditions for M become true. Consequently, the production of motor cells M (green) has started. The motor and sensory cells will also contain (Inter)AxisReactors and hence form a left-right segmentation within their population. Because AxisReactors segment a population along its longer principal axis and the M population is elongated orthogonally to the body axis, the left-right segmentation will be orthogonal to the global asymmetry.
The sensory subpopulation will form a gradient antiparallel to the motor subpopulation by virtue of the InterAxisReactor: The marker morphogens g 1 M and g 2 M of the motor population influence the orientation of the segmentation of the sensory subpopulation into g 1 S and g 2 S (see Appendix A.1.1).
Figure 3e: The Developed Organism
Once all populations have been established, all genes become inactive and no further cell division takes place. The AxonCompetences in the sensory cells grow axons to reach the motor cells by a simple wiring strategy described in the code: They follow the corresponding marker morphogenyellow sensory cells target yellow motor cells, and vice versa (see Appendix A.1.2). The structure of the organism is now in stable equilibrium in the sense that the blast cells have all become quiescent and no longer divide, and all axons have grown to their target. The organism has now finished its development and is behaving as expected (Figure 4) . 
Behavior and Self-repair
The development leads to an agglomeration of different cell types that are organized spatially in a configuration that can support a behavioral function. In this case, the organism's minimal sensorimotor organization is similar to Braitenberg's classical aggression vehicle [6] , which is attracted to a stimulus such as light or food. We chose a simple task, tracking goods, to evaluate the behavioral competence of the mature organism (Figure 4) . The sensory cells transduce the local concentration of goods into neuronal activity. This signal propagates along the axon and excites the postsynaptic motor cell. Excited motor cells apply a force in the direction of the longitudinal morphogen gradient of the organism, resulting in a momentum and torque of the compound population.
The distributed construction process not only drives the development of the organism but also permits it to repair itself. When the organism is damaged, the quiescent blast cells near the site of injury sense changes in the concentrations of the morphogens of the destroyed cells. The differentiation conditions in the nearby blast cells will be reactivated, and the cell division and differentiation process will restore the local structure. This process occurs only at locations where damage is and continues only until the cell populations have been restored to their original size and organization. When the equilibrium state is reached, the blast cells become quiescent again. It is this natural reactivation of quiescent blast cells that allows the robust development and repair.
The performance of goods tracking was measured as the mean efficiency of the organism, given by the ratio between distance traveled and goods encountered in a trial of 30,000 steps (Figure 4b ). Well-developed organisms transform the environmentally mediated sensory activity into an overall coherent forward movement along the path. After a development period (age 120,000 steps), we damaged the organism by removing a circular patch of cells with a radius of about 4 cells. This damage was applied in a random location in the periphery of the organism, destroying a significant fraction of the sensory or motor region. Damaged organisms are unable to control their movement, and hence their performance is significantly worse than that of the mature organism. However, the organism has repaired itself after 70,000 steps, and its foraging performance has recovered. A movie of the development, behavior, and repair of a sample organism is available from the supplementary material [2].
Summary and Discussion
In this study, we have described a method for the design of self-constructing and self-repairing organisms. There has been considerable previous research on this topic (see, e.g., [23] and [32] for overviews). In particular, the importance of genotype-phenotype mapping has been discussed in the context of experimental and theoretical biology, as well as in simulations of artificial life.
Recent examples of artificial developing multicellular systems have emphasized the feedback interaction between a genetic description and environmentally derived signals, so elaborating the original von Neumann simplification of an entirely feedforward description. Various gene/environment models have been tested. Dellaert and Beer [10] used random Boolean networks to describe the genetic dynamics, whereas Fleischer and Barr [14] described the dynamics by differential equations. Eggenberger [12] , and Bongard and Pfeifer [5] have used models of genes that incorporate regulatory regions and differential gene expression, similar to ours. The role of environmental feedback and homeostasis in gene regulation networks has also been described in a study by Quick et al. [31] . They demonstrated the evolution of a genetic control system that regulates environmental signals. The behavior of their system emerges through immediate regulatory reactions to the current state of the environment.
In general, these previous implementations have relied on genetic algorithms to discover suitable genetic instructions. Besides the inherent resource problems entailed by genetic search, the resulting instructions are usually phenomenological and so lack functional explanation. By contrast with those studies, our approach explores how genetic instructions for particular well-defined cellular mechanisms could be designed, and programmed to implement an entire developmental process. Figure 3 shows how our organism unfolds according to a specific plan that can be encoded as a kind of state machine. This formal description as state machine raises the exciting possibility that self-assembling organisms could in future be designed efficiently, rather than relying on expensive search.
Control of pattern formation is crucial to the design of self-assembly. The formation of global patterns in biological systems has been explained by means of reaction-diffusion systems [36, 17] that use only local interactions. A similar phenomenon has been observed in the behavior of social insects [18, 4] . Grassé described how individual animals can use structures previously built by the collective society to guide their individual further construction actions, rather than following simple sequential recipes. He called this behavior stigmergy: ''The worker does not guide his work, he is directed by it'' [19] . Up to now, the concept of stigmergy has been applied mostly to multi-agent systems in the sense that the agents alter their environment, which in turn feeds back onto their behavior [33, 19] . We use stigmergy in the sense that the whole cell population is the environment of the cell, and the local structure of the population guides the action of every single cell. Our genes can be regarded as stigmergic rules. The fully developed organism is the equilibrium state of this decentralized construction process. Because it is a stable equilibrium, perturbations of the population structure will be restored through local actions, so providing self-repair. The final organization of the organism is the equilibrium state of the population of cells. The organization maintains itself by homeostasis, a property that it shares with all living systems [27] .
Self-repair and regeneration of tissue in multicellular systems has been described by Furusawa and Kaneko [16] and Miller [30, 23] in simulations of cellular models. However, neither of those studies explains what the essential components of self-repair are, nor how this property should be implemented in the genetic code, as we have done here. Furthermore, Miller's system can not downregulate its growth process, and so it grows ad infinitum, because it is only partially sensitive to its larger structure.
von Neumann conceived system construction as direct feedforward translation of a description contained in the parent into a daughter instance by the constructor machinery. More recent studies of self-construction, such as those reviewed above, have taken inspiration from development in biology, which depends on feedback between the expression of genetic description and the environment. Because of the perceived complexity of this process, those authors have relied on evolutionary algorithms to find a suitable instruction code. Our principle contribution has been to demonstrate that the biological-style development can be programmed explicitly. That is, the use of genetic algorithms could be replaced by principled design, while preserving the environmental sensitivity of the construction process.
To achieve this, we modularized the elementary construction processes in such a way that they can be conveniently composed under genetic control. In particular, we have demonstrated how to exploit cooperative organizational phenomena by explicit description to achieve a global target structure that is capable of a behavioral function. In addition to its self-construction, our system is able to repair itself by the very nature of its construction: The self-construction and self-repair are equivalent mechanisms. The principal components necessary for the presented scheme of self-construction are: (1) a physical cell capable of self-reproduction, (2) a differentiation scheme that is influenced by the history of the cell and its local environmental conditions, and (3) modular components that are conditionally activated and can alter the immediate environment of the cell and thus feed back to the differentiation process. It is sufficient that the cells can communicate only by means of passive diffusion of chemical signals. In our model, we have been careful to utilize only local criteria and actions that are in principle realizable in physical systems.
In its present form, our construction process is not universal in the sense of being able to construct any arbitrary structure. As for natural systems, it is very unlikely that any arbitrary artifact can be designed to self-construct. The developmental process and its corresponding description in the gene code constrains the space of possible stable functional configurations. However, we introduce a general mechanism for designing structures that could allow a variety of different target structures. A finer-grained structure than the one shown here can be obtained by further subdividing regions by means of AxisReactors and by providing blast cell types lower in the hierarchy that control the finer-grained development superimposed on the coarser-grained structure established by the earlier development process.
In contrast to traditional external fabrication, self-construction does not employ a global external observer to supervise the assembly process. Nonetheless, we suggest that it is necessary that local processes be sensitive to the global state of the system. We achieve this interaction through cooperative effects like symmetry breaking within the population and a morphogen-sensing mechanism that regulates the size of the population. These locally generated signals arising from global emergent structures reflect qualities of the whole structure and make them accessible to localized processes. Hence, they can be utilized to drive the local development.
Furthermore, we propose a hierarchical structure of the cell-type lineage, such that substructures can grow and maintain themselves independently of the rest of the system, while utilizing structures already set up by earlier processes (higher up in the hierarchy). This is a powerful concept that allows for directed engineering and refinement of these components, while leaving their self-construction and maintenance their own responsibility. This orthogonality of subsystems provides a modularity that facilitates development and repair. In evolving systems, independence between developmental modules also allows more robust evolution by local refinement of subsystems [37] .
Novel methods will be required for writing the appropriate description code that will allow development to unfold toward a desired phenotype. Previous studies have relied on genetic algorithms to find the correct genotype, whereas in our scheme the emergent structure is programmed by appropriately choosing the set of cell types and their corresponding factories, thus yielding a cascade of developmental actions with well-defined goals. We have used a hand-designed gene code to demonstrate that we understand how the genetic code within a single cell interacts with the developing organism to generate the specific global structure we planned to build. To achieve a wider range of possible phenotype configurations, future studies should identify and understand more comprehensively the basic developmental modules required for programmable self-constructing and self-repairing systems. Further studies should explore the feasibility of a ''soft'' configuration language that could be used to directly specify the lineage tree, and so the space of possible phenotypes. Instead of planning systems in terms of construction and assembly, as in traditional engineering, this novel design procedure should aid the specification of local, cellular conditions under which the functional organization of the system is in equilibrium. Then, the final organization is attained by activating the developmental process.
The present work will serve as a foundation for the exploration of the relationship between ontogenesis and learning. So far we have used only structurally induced effects to influence the construction of the system. Further structural and functional complexity could be acquired by the development process through its constant feedback with a complex environment. In the future we will include functional effects into the developmental process (for example, sensory input could help the formation of retinotopic maps through functional dependence of axonal growth). Such models could be used to quantify the balance between prespecification and learning or to illustrate how complexity can be acquired from the environment in a developmental process.
Principles of self-construction and -repair are relevant not only for biology, but also for the design and construction of advanced software, machines, and buildings. Distributed sensitivity to its very own structure and local goal-directed behavior of components will find applications everywhere where systems are embodied in a real world and interfaces cannot be well defined a priori. In order to apply our hierarchical construction approach more broadly, we will need to abstract the organizational processors (reactors) and the messages (morphogens) that they emit.
A physical implementation of such systems in mechanical technology seems still far ahead. However, recent advances in automated design and construction [24] and in the field of self-assembling robots [41] show that in principle, mechanical self-construction is possible. Biological implementation might be in reach sooner: Cells have been stripped down to their essential components and genes necessary to survive [20] ; and there are chemical models for biological self-assembling multicellular systems [21] . In the emerging field of synthetic biology, attempts are being made to catalogue simple gene sequences and their functions in order to later assemble them into complex circuits in synthesized DNA [1] . Recently, genetic engineering has achieved successes in this direction [7, 35, 3] .
A.1.1 Reactor Factories
The reactor factories implement a set of differential equations that express the cellular chemodynamics.
ConstReactor This reactor maintains the concentration of a specific chemical c i atĉ by the production rulė
In our model we have used this reactor to maintain the concentration of a nondiffusible marker chemical that characterizes its cell type. Every cell contains a reactor of this type.
SourceReactor The SourceReactor produces chemical c i at a constant rate r :
In our model, we have used SourceReactors to maintain the sizes of the various cell populations.
Within a population, all cells release their characteristic diffusible marker at a constant rate. Because the volume of any cell population grows more rapidly than its enclosing surface, there will come a time when the overall production of the marker within the population exceeds the overall outward diffusion of the marker across the enclosing surface of the population. At this time, the concentration of the marker within individual cells begins to rise, and this signal is used to inhibit further cell division.
AxisReactor AxisReactors are used to establish the spatial organization of cell populations (see Figure 5a ). They do so by creating gradients of morphogens, whose concentrations provide signals for the conditionally activation of various processes in other cells. AxisReactors are based on rate equations proposed by Meinhard and Gierer [29] . A given AxisReactor generates chemical dynamics within each cell that lead to the formation of opposing gradients of two morphogens g 1 and g 2 across an entire population of cells. These gradients provide an axis for development. The gradients arise by a cooperative-competitive process: local competition between the production of morphogens g 1 and g 2 , and long-range cross-facilitation of their production by two additional signal chemicals s 1 and s 2 . This process follows the dynamicṡ
where c is the gain of the facilitation, a is a temporal decay, g is the gain for the production of the cross-facilitators, and a is an arbitrary constant. Populations of cells employing the following chemodynamics will stabilize into a two-state structure along the longitudinal axis, where the states are characterized by high g i and low g j concentrations for i p j.
The diffusion coefficient for the long-range cross-facilitators s 1 and s 2 must be higher than that of the short-range competitive chemicals g 1 and g 2 . Here g 1 gives rise to the production of s 1 , which in turn will cross-facilitate g 2 over a longer distance, and vice versa for g 2 and s 1 . The slow diffusion of the g's will influence neighboring cells to belong to the same cluster, whereas rapidly diffusing longrange facilitation chemicals s 1 and s 2 break homogeneity along the axis.
InterAxisReactor InterAxisReactors are used to create spatial organizations with respect to already established gradients. For this purpose, the InterAxisReactors are similar to the AxisReactors but contain an interaction term in the production rule of g 1 and g 2 :
where g 1 I and g 2 I are the chemical concentrations of the interacting morphogens, and y is the interaction baseline. If no interaction morphogens are present, these dynamics coincide with the dynamics of the AxisReactor with a facilitation gain c y. Here y should be tuned so that the gain is not high enough for segmentation to occur when there is no influence from g 1 I and g 2 I . This way we can ensure this segmentation will wait until the influencing gradient has been set up.
In our example the InterAxisReactor is instantiated by the sensory cells and establishes an antiparallel gradient with respect to the gradient across the motor cells (see Figure 5b ). This antiparallel structure is later used to support the crossed sensorimotor connectivity of the growing axons.
A.1.2 Competence Factories
The cells can express predefined competences. Like the chemical reactors, the competences are built by the constructor when the cell differentiates.
DivideCompetence If a cell expresses the DivideCompetence, it can divide asymmetrically into two cells. However, this division occurs only if the differentiation graph has an active edge signaling an environmental need for a certain type of cell (i.e., a gene becomes active). Division will occur with a predefined low probability, which keeps the production rate low. After a binary cell division, one daughter cell remains the mother cell while the other daughter cell will undergo differentiation beginning from the state of its mother and then following the differentiation graph as discussed in Section 2.1.3. This daughter cell can remain of the same type, or become a more specialized type.
MigrateCompetence Cells that express the MigrateCompetence can change their location on the grid. They attempt to optimize their positional objective function, which is calculated from the number of neighbors and the concentration of chemicals in the environment. A cell will try to maximize the number of its neighbors, while attempting to reside alone on a grid point. A term that depends on the chemicals in the surrounding environment encourages the cell to migrate according to its chemical affinity. The description code describes which chemicals a cell of a certain type is attracted to and which chemicals repel it.
Each cell p attempts to minimize its free energy
where r is the location of the cell p, and J(s r , s rV ) describes the binding energy of two neighboring nodes at r and rV and may take the values Àe if both sites are occupied by at least one cell, or 0 otherwise. S(s r ) ¼ E[(# cells of same type at r) À 1] expresses the stress of a cell at node r. Here E is large compared to e, so that cells of the same type compete for a space on a particular node. J p (c r ) expresses the affinity of a cell for the node's morphogen configuration. J p depends on the cell type and is configured by the MigrateCompetence (specified in the description). A migrational step of a cell is performed according to a Monte Carlo algorithm similar to the cell sorting algorithm employed by Marée and Hogeweg [26] :
The cells arrange themselves so as to minimize the free energy of the whole cell population through local optimization. At each active migrational step, a cell picks a random neighboring target node on the lattice and calculates the energy difference DH between the current configuration and the configuration after a hypothetical migrational step to the chosen node. The new configuration is accepted if DH V 0. If DH > 0, the new configuration is accepted with probability P ¼ exp(ÀDH/T ), where T is the temperature of the process and measures the degree of migrational fluctuation of the cells. T is kept constant throughout the course of a simulation. This will result in a fluctuating equilibrium structure. We chose not to use annealing, so that the system is able to react quickly to perturbations and to reorganize if necessary, without having to modulate individual temperature parameters.
AxonCompetence In order to achieve macroscopic behavior, the growing organism needs to build functional components. To support function, axons can signal neural activity of their originating cell to remote cells. A cell expressing the AxonCompetence grows axons constrained by attraction and repulsion to specific morphogens. Axons form synapses with the cells to which they are connected, and so transfer their neural activity to their postsynaptic cell. The growth of the axons is guided by the same mechanism as the migration of the cell through the MigrateCompetence. A growth cone at the tip of the axon optimizes its objective function by migration according to a Monte Carlo process.
As specified by the code, the objective function encodes the optimal chemical environment and includes a competition among axon terminals on the same postsynaptic cell. This way, axon terminals will distribute homogeneously within the target environment. During the migration of the growth cone, the axon grows or retracts accordingly.
SensorCompetence The SensorCompetence senses the concentration of good at its cell in the world environment. The concentration produces a proportional cellular activity that can be transmitted via an axon.
MotorCompetence The MotorCompetence applies a force proportional to the cells' activity to the whole organism (see Section 2.2). The direction of the force with respect to the body orientation is specified in terms of chemical gradients and read from the description code. The morphogens of the global positional gradient (AxisReactor) are used to determine the direction of the force. The morphogenesis of the actual muscle or effector that forces a movement of the organism is omitted in our model for simplicity. It is important to note, however, that in principle this morphogenesis could be simulated. We have a clearly identified region of the organism that is responsible for movement, and the specialized motor stem cells could be programmed to further divide into more specific cells that compose an effector. Table 1 shows the description code in tabular form. The upper part of the table describes conditions on morphogens for a particular gene or cell type to become activated: The expressions in the table denote the comparison of the morphogen concentration to some constant. Once the gene is activated (all conditions are true) and the cell has differentiated, the corresponding factories (lower part of the table) are instantiated. The entries in the lower part are instantiation parameters to the factories and represent symbols for different morphogens. A check mark signifies that this competence is instantiated. For MigrateCompetence, + and À defines whether this cell is attracted or repelled by the corresponding morphogen. The AxonCompetence takes as an argument a list of morphogen to morphogen mappings. A mapping a Z b signifies that a cell with high internal a concentration sends its axons to locations with high b concentration. The reactors and competences are explained in Appendix A.1. For example: If the morphogen concentration of B 0 is greater than D, and that of b 0 is greater thanb 0 , but the concentration of c is less thanĉ, then the cell differentiates into a cell of type C. Once differentiated, the constructor will instantiate the following factories:
A.2 Description Code
A MigrateCompetence with symbolic argument +c. Cells with this competence will migrate towards higher concentrations of c in the environment.
A ConstReactor with argument C, keeping the intracellular concentration of C constant and greater than zero (in blast cells this regulatory factor is used to determine the branch of the lineage for its descendant cells).
A SourceReactor for the morphogen c, which produces c at a constant rate and so signals to neighboring cells its existence and allows them to migrate accordingly.
Finally, an AxisReactor that will be responsible for the creation of the g 1 C , g 2 C gradient, which in turn will be used to activate the genes B M and B S , which are conditioned on g 1 C and g 2 C .
The tree structure of the code is implemented by means of the non-diffusing chemicals B 0 ; B M ; and B S . For example: A cell of type B 0 includes a ConstReactor for B 0 . Therefore only the genes B 0 , C, B M , and B S can be activated in a cell of type B 0 , and thus a B 0 cell can only divide into cells of type B 0 , C, B M , and B S , not into more specialized cells of type M or S. This reflects the lineage of the code depicted in Figure 1 (bottom) . where c r is the the chemical configuration at node r, hÁ, Ái is the inner product and c a is a vector containing the affinities to the specific chemicals, c a contains +1 and À1 depending on the cells preference to be attracted or repulsed by the corresponding chemical. This is specified in the Description code.
The temperature for the MigrateCompetences is 5. The temperature for the AxonCompetence is 0.1.
