The quantum version of a fundamental entropic data-processing inequality is presented. It establishes a lower bound for the entropy which can be generated in the output channels of a scattering process which involves a collection of independent input bosonic modes (e.g. the modes of the electromagnetic field). The impact of this inequality in quantum information theory is potentially large and some relevant implications are considered in this work.
Entropic inequalities are a fundamental tool in classical information and communication theory [1] , where they can be used to bound the efficiency of data processing procedures. For this reason, a large effort has been devoted to this subject, with results such as the Entropy Power Inequality [2] [3] [4] [5] [6] [7] , used in the proof of a stronger version of the central limit theorem [8] and crucial in the computation of the capacities of various classical channels [9] , and the Brunn-Minkowski inequality (for a review, see [10] or chapter 17 of [1] ). For the same reason, entropic inequalities are fundamental also in the context of quantum information theory [11] . In particular the long-standing problem of determining the classical capacity of phase-insensitive quantum bosonic Gaussian channels [12] was linked to a lower bound conjectured to hold for the minimum von Neumann entropy achievable at the output of a transmission line (the Minimum Output Entropy conjecture, MOE) [13, 14] . While these issues were recently solved in Refs. [15] [16] [17] a stronger version of the MOE relation, arising from a suitable quantum generalization of the Entropy Power Inequality, is still not proved. This new relation, called Entropy Photon-number Inequality (EPnI) [18] , turns out to be crucial in the determining the classical capacity regions of the quantum bosonic broadcast [19, 20] and wiretap [21] channels. A partial solution has been provided in [22] by proving a weaker version of the EPnI, called quantum Entropy Power Inequality (qEPI) and first introduced and studied by König and Smith in Ref. [23, 24] . Both the EPnI and the qEPI establish lower bounds on the entropy achievable in one of the output channels originating when two bosonic input modes, initialized in factorized input states of assigned entropies, are coupled via a beam-splitter or an amplifier transformation [25] . Here we present a multi-mode generalization of the qEPI which applies to the context where an arbitrary collection of independent input bosonic modes undergo to a scattering process which mixes them according to some linear coupling -see Fig. 1 for a schematic representation of the model. This new inequality permits to put bounds on the MOE inequality, still unproved for non gaugecovariant multi-mode channels, and then on the classcattering region
...
FIG. 1. (Color online):
Graphical representation of the scheme underlying the multi-mode qEPI (7): it establishes a lower bound on the von Neumann entropy emerging from the output port indicated by RY of a multi-mode scattering process that linearly couples K independent sets of bosonic input modes (each containing n modes), initialized into factorized density matrices.
sical capacity of any (not necessarily phase-insensitive) quantum Gaussian channel. Besides, it can be useful to extend the results of [22] on the classical capacity region of the quantum bosonic broadcast channel to the Multiple-Input Multiple-Output (MIMO) setting, see e.g. Ref. [26] .
The generalization of the qEPI we discuss in the present work finds a classical analogous in the multivariable version of the EPI [2] [3] [4] [5] [6] [7] . The latter applies to a set of K independent random variables X α , α = 1, . . . , K, valued in R n and collectively denoted by X, with factorized probability densities
and with Shannon differential entropies [2] 
Defining hence the linear combination
where M is an n × Kn real matrix made by the K blocks M α , each of dimension n×n, the multi-variable EPI gives an (optimal) lower bound to the Shannon entropy H Y of the linear combination (3) (see Supplementary Material for the derivation from the standard EPI):
(the name arising since for real Gaussian variables, i.e. n = 1, the exponential of twice the entropy is proportional to the variance, usually identified with the power of the signal).
In the quantum setting the random variables get replaced by n bosonic modes, and instead of probability distributions over R 2n (for each mode there are two quadratures, Q and P ), we have the quantum density matricesρ α on the Hilbert space L 2 (R n ). Denote collectively all the quadratures with R α , α = 1, . . . , K, and consider totally factorized input statesρ X = K α=1ρ α , whereρ α is the density matrix of the α-th input. Then, if the output quadratures are given by the analogy of (3) (see Supplementary Material for more details):
where M is a 2n × 2Kn real matrix made by the 2n × 2n square blocks M α (that must satisfy some constraint to impose the canonical commutation relations on R Y , see Supplementary Material), the multi-mode qEPI states that the von Neumann entropies
satisfy the analogue of (4):
The qEPI (7) was proved [22, 23] only in the simple cases of the quantum beam-splitter and amplifier, where the matrices M α are proportional to the identity, eventually composed with a time-reversal. While in the classical case the generalized inequality (4) is a trivial consequence of the case n = 1, in the quantum setting it is not so. The main result of this paper is exactly the proof of the generalized qEPI (7).
Classical hints.-Before actually proving the qEPI (7), we give an intuitive understanding of it. The Shannon entropy of a classical Gaussian state with covariance matrix σ is given by
With independent inputs as in (1), the covariance matrix of X is σ X = K α=1 σ α , where σ α is the one of X α , and the output covariance matrix is then given by
To get a lower bound on det σ Y , we use Minkowski's determinant inequality [27] :
saturated iff the A α are all proportional. If all the classical inputs X α (and then the output Y ) are Gaussian, (8) , (9) and (10) imply that inequality (4) holds, with equality iff all the matrices M α σ α M T α are proportional. Sketch of the proof.-The proof of Eq. (7), even if with some non trivial modifications, proceeds along the same line of the one in [23] and [22] : since the cEPI is saturated by Gaussian states with covariance matrices such that M α σ α M T α are proportional, the qEPI should be almost saturated by Gaussian states whose covariance matrices have the same property and very large symplectic eigenvalues ν i 1. The idea is then to evolve the inputs (and consequently the output) towards such states with the addition of Gaussian noise. Rephrasing (7) as
the rate in (11) tends to one in the infinite time limit (see Supplementary Material for the proof) and, if we show that its derivative is always positive, we are done. Then we need bounds on the time derivative of the output entropy under the desired evolution. As in [23] and [22] , such derivative is related to a quantum Fisher information defined from the relative entropy. Time evolution.-In this section we find the time evolution suitable to the proof. The key point is that it has to preserve the equality condition in (10), i.e. if M α σ α M T α are proportional at t = 0, they must remain proportional at any time:
where the c α are time-independent and c 1 = 1. We consider the evolution
keeping the freedom of defining arbitrarily the functions t α (t). From the time derivative of the constraint posed by the identity (12) we get
and we can compute the coefficients c α from the determinant of (12):
Denoting by H G α the Shannon entropy (8) of a classical Gaussian random variable with covariance matrix σ α , we can write (15) as
and (14) becomes
Now, choosing the t α (t) such that
(17) is satisfied in the classical limit. Since the von Neumann entropies are always positive (S α ≥ 0), with the definition (18) dtα dt ≥ 1, and t α (t) → ∞ for t → ∞. From (9) and (18) , the evolution of the output covariance matrix is
where t Y is defined as
There remains only to find a master equation acting as (13) on the covariance matrix. We consider the evolution
where ∆ is the symplectic matrix (see Supplementary Material), and γ is a positive-definite real matrix. The Liouvillian (21) commutes with translations:
and acts on the covariance matrix as dσ dt = γ, so with γ = γ α we recover (13) .
In the next sections we present the core of the proof: we compute the time derivative of the rate (11) and show that it is positive. Multi-mode de Bruijn identity.-First, we need the time derivative of the entropy under the evolution (21):
An explicit expression for J ij (ρ) can be found:
and comparing with (23), we get the generalization of the de Bruijn identity of [23] and [22] , relating the time derivative of the entropy to the quantum Fisher information matrix and the time derivative of the covariance matrix:
With (26) we can compute the time derivatives of the entropies of the inputs and the output:
where J Y and J α are the quantum Fisher information matrices of the output and the α-th input, respectively. In the next section, we prove a generalization of the quantum Stam inequality of [23] and [22] , stating exactly the positivity of the time derivative of the rate (11) .
Compatibility with translations and multi-mode Stam inequality.-In this section we prove a multi-mode generalization of the quantum Stam inequality of [23] and [22] . The idea is to exploit the data processing inequality for the relative entropy under a generic CPTP map Φ:
applied to the generalized beam-splitter between a reference state and its displaced version. Displacing the inputs by x, the output gets translated by
Then
where we have used in sequence the compatibility of translations with the generalized beam-splitter (30), the data processing inequality for the relative entropy (29) and its additivity on product states. Since both the first and the last member of (31) are nonnegative and vanishing for x = 0, inequality (31) translates to the Hessians. The variables are the x i α , i = 1, . . . , 2n, α = 1, . . . , K, so the Hessian is a matrix with indices (i, α), (j, β), and the inequality reads
where the indices i, j are left implicit. Finally, sandwiching (32) with |det
and computing the time derivative of the rate (11) with (27) and (28), it is easy to show that (33) is equivalent to its positivity.
Conclusions.-The multi-mode version of the qEPI [22, 23] has been proposed and proved. This inequality, while probably not tight, provides a useful bound on the entropy production at the output of a multi-mode scattering process where independent collections of incoming, multi-mode, incoming inputs collide to produce a given output channel. Explicit examples of such a process are provided by broadband bosonic channels where the single signals are described as pulses propagating along optical fibers or in free space communication [26] .
(For more details, see chapter 12 of [28] ) We consider an n-mode quantum system, with quadratures satisfying the canonical commutation relations
We denote collectively all the quadratures withR
The commutation relations of theR i can be derived from (A.34), and define the symplectic form ∆:
We define the displacement operators witĥ
acting on the quadratures aŝ
Given a stateρ, its characteristic function is
It is possible to prove thatρ can be reconstructed witĥ .40) and that the relation between the Hilbert space of characteristic functions L 2 R 2n and the one of HilbertSchmidt operators is an isometry:
The expectation values of the quadratures are directly given by the derivative of the characteristic function in zero:
The covariance matrix of a stateρ is defined by
and can be computed from the characteristic function with
The positivity ofρ together with the commutation relations (A.36) imply for σ the Heisenberg uncertainty principle
A symplectic matrix S is a real matrix which preserves the symplectic form ∆, i.e. such that
Given a symmetric positive definite matrix σ, there exists a symplectic matrix S such that
The ν i are called symplectic eigenvalues of σ. Since det S = 1 for any symplectic matrix,
The Heisenberg indetermination principle (A.45) is satisfied iff they are all greater than one:
A Gaussian state with covariance matrix σ and first moments x is a state with characteristic function
The von Neumann entropy of a Gaussian state with covariance matrix σ is given by
where the ν i are the symplectic eigenvalues of σ and
The setup
Let us consider the most general Kn-mode unitary Gaussian quantum channel: it is determined by a 2Kn × 2Kn symplectic matrix S, and it acts on the characteristic functions as
Suppose now to trace away all the output modes, except the first n: we get the reduced channel Φ, given by
where M is the 2n × 2Kn real matrix given by the first 2n rows of S. With a suitable choice of S, M can be completely arbitrary, with the only constraint coming from the restriction of the symplecticity condition (A.46) to the first n modes:
where ∆ X and ∆ Y are the input and output symplectic matrices, respectively. Using (A.54) and (A.42), the relation between the input and output first moments is
Decomposing the rectangular matrix M in K blocks each of dimension 2n × 2n, and x in K vectors each of length 2n, (A.56) becomes (5):
For simplicity, we take all the M α invertible. Notice that with K = 2 and
58) we recover the beam-splitter, while with
59) where T 2n is the n-mode time reversal, we get the amplifier.
is given by
( for any normalized stateρ, we can see that the generalized Husimi function Q γ (x) is a probability distribution:
Now we can expressρ in terms of Q γ (x): putting together (A.40) and (A.70) we get
(A.73) Comparing with (A.40) the integral in parenthesis, it looks like the Gaussian "state" with covariance matrix −γ displaced by x. Of course, this is not a well-defined state, and it makes sense only if integrated against smooth functions as Q γ (x). However, if we formally defineρ
Lower bound
Now we are ready to compute the lower bound for the entropy of the state evolved with (21) . In general, γ = dσ dt can have symplectic eigenvalues smaller than one; however, there exists always a constant t 1 ≥ 1 such that t 1 γ is the covariance matrix of a proper quantum state. We can now exploit the generalized Husimi representation (A.75) associated to t 1 γ. For the linearity and the compatibility with translations (22) of the evolution (21), we can take e tLγ inside the integral:
and since Q t1γ (x) is a probability distribution, the concavity of the von Neumann entropy implies S e tLγρ ≥ S e The point now is that e tLγρ −t1γ is a Gaussian state with covariance matrix (t − t 1 )γ:
and for t ≥ 2t 1 it is a proper quantum state. Let ν i , i = 1, . . . , n be the symplectic eigenvalues of γ. Using (A.51), the entropy ofρ (t−t1)γ is
Recalling that
where in the last step we have used (A.48).
Upper bound
Given a stateρ, letρ G be the Gaussian state with the same first and second moments. It is then possible to prove [29] that
Since the action of the evolution (21) on first and second moments is completely determined by them (and does not depend on other properties of the state), the Liouvillean L γ commutes with Gaussianization: If σ is the covariance matrix ofρ, the one of e tLγρ is σ+tγ. Since the entropy does not depend on first moments, we have to compute the asymptotic behaviour of S(ρ σ+tγ ). Let t 2 > 0 be such that σ ≤ t 2 γ . where in the last step we have used also (A.48).
Scaling of the rate
Putting together (A.81) and (A.89), we get From (13) and (19) we can see that for our evolutions both det γ α = det γ Y = 1 , (A.91) so the asymptotic scaling of the rate (11) is
.
(A.92) Since the first term in the numerator is exactly the definition of t Y (t) (20) , and each t α (t) → ∞ for t → ∞, the rate tends to one.
