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A determinant formula associated with the elliptic
hypergeometric integrals of type BCn
Masahiko ITO∗ and Masatoshi NOUMI†
Abstract
We establish a determinant formula for the bilinear form associated with the elliptic hy-
pergeometric integrals of type BCn by studying the structure of q-difference equations to be
satisfied by them. The determinant formula is proved by combining the q-difference equations
of the determinant and its asymptotic analysis along the singularities. The elliptic interpolation
functions of type BCn are essentially used in the study of the q-difference equations.
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1 Introduction
The purpose of this paper is to provide a foundation for the study of q-difference equations satisfied
by the elliptic hypergeometric integrals of type BCn, and to establish a determinant formula for
the bilinear form associated with them. We summarize below the main results of this paper.
Throughout this paper we fix two bases p, q ∈ C∗ with |p| < 1, |q| < 1, and use the notation of
the multiplicative theta function θ(u; p) and the elliptic gamma function Γ(u; p, q) specified by
θ(u; p) = (u; p)∞(p/u; p)∞, Γ(u; p, q) =
(pq/u; p, q)∞
(u; p, q)∞
(u ∈ C∗)
where (u; p)∞ =
∏∞
i=0(1− piu) and (u; p, q)∞ =
∏∞
i,j=0(1− piqju). They satisfy
θ(pu; p) = −u−1θ(u; p) and Γ(qu; p, q) = θ(u; p)Γ(u; p, q), Γ(pu; p, q) = θ(u; q)Γ(u; p, q),
respectively. In the BCn context of this paper, we define the function e(u, v; p) of two variables by
e(u, v; p) = u−1θ(uv; p)θ(uv−1; p).
We also use the notation of t-shifted factorials
θ(u; p)t,k = θ(u; p)θ(tu; p) · · · θ(tk−1u; p),
e(u, v; p)t,k = e(u, v; p)e(tu, v; p) · · · e(tk−1u, v; p)
for k = 0, 1, 2, . . ..
1.1 Elliptic hypergeometric integrals of type BCn
Let z = (z1, . . . , zn) be the canonical coordinates of the n-dimensional algebraic torus (C
∗)n. We
denote by Wn = {±1}n⋊Sn the hyperoctahedral group of degree n (the Weyl group of type BCn),
acting on (C∗)n through permutations and inversions of the coordinates zi (i = 1, . . . , n). Fixing a
2
constant t ∈ C∗ with |t| < 1, for each m = 1, 2, . . . we define a Wn-invariant meromorphic function
Φ(z) on (C∗)n with parameters a = (a1, . . . , am) ∈ (C∗)m by
Φ(z) = Φ(z; a; p, q) =
n∏
i=1
∏m
k=1 Γ(akz
±1
i ; p, q)
Γ(z±2i ; p, q)
∏
1≤i<j≤n
Γ(tz±1i z
±1
j ; p, q)
Γ(z±1i z
±1
j ; p, q)
. (1.1)
The double sign ± indicates, here and hereafter, the product of factors with possible combinations
of signs as
f(u±1) = f(u)f(u−1), f(u±1v±1) = f(uv)f(uv−1)f(u−1v)f(u−1v−1).
We now suppose that the parameters satisfy the conditions |ak| < 1 (k = 1, . . . ,m). Noting that
Φ(z) is holomorphic in a neighborhood of the real torus
Tn =
{
z = (z1, . . . , zn) ∈ (C∗)n
∣∣ |zi| = 1 (i = 1, . . . , n)} ,
for each holomorphic function f(z) on (C∗)n we consider the elliptic hypergeometric integral
〈f〉Φ =
∫
Tn
f(z)Φ(z)ωn(z), ωn(z) =
1
(2π
√−1)n
dz1 · · · dzn
z1 · · · zn . (1.2)
When m = 6 and f = 1, the integral (1.2) can be evaluated as
〈 1〉Φ =
∫
Tn
Φ(z)ωn(z) =
2nn!
(p; p)n∞(q; q)
n
∞
n−1∏
i=0
(
Γ(ti+1; p, q)
Γ(t; p, q)
∏
1≤k<l≤6
Γ(tiakal; p, q)
)
, (1.3)
provided that a1 · · · a6t2n−2 = pq. This is known as the evaluation formula of the elliptic Selberg
integral of type BCn due to van Diejen and Spiridonov [22]. If we denote by I(a1, . . . , a6) the left
-hand side of (1.3), then it satisfies the q-difference equations
I(a1, . . . , qak, . . . , a5, q
−1a6) = I(a1, . . . , a5, a6)
n−1∏
i=0
∏
1≤l≤5
l 6=k
θ(alakt
i; p)
θ(q−1ala6ti; p)
(1.4)
for k = 1, . . . , 5. In [11, 12], we gave a proof of the formula (1.3) based on the q-difference equations
(1.4) and singularity analysis of the integral.
When we study the general case where m ≥ 6, we need to consider an appropriate class of
functions f(z) in the integral (1.2). In the following, we introduce two vector spaces H(p)r−1,n, H(q)r−1,n
of Wn-invariant quasi-periodic functions with respect to p and q, respectively, and investigate the
C-bilinear form
〈 , 〉Φ : H(p)r−1,n ×H(q)r−1,n → C
defined by
〈 f, g〉Φ = 〈fg〉Φ =
∫
Tn
f(z)g(z)Φ(z)ωn(z) (f ∈ H(p)r−1,n, g ∈ H(q)r−1,n). (1.5)
This bilinear form is aBCn elliptic extension of the hypergeometric pairing of Tarasov and Varchenko
[20], studied in the context of the q-KZ equations (of type An). From the viewpoint of q-difference
de Rham theory, H(p)r−1,n plays the role of the space of n-cocycles, and H(q)r−1,n that of n-cycles, re-
spectively. One of the main goals of this paper is to provide an explicit formula for the determinant
of this bilinear form with respect to a pair of certain interpolation bases for H(p)r−1,n and H(q)r−1,n.
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1.2 Interpolation basis for a space of Wn-invariant quasi-periodic functions.
In what follows we denote by Tp,zi the p-shift operator with respect to the variable zi:
Tp,zif(z1, . . . , zn) = f(z1, . . . , pzi, . . . , zn) (i = 1, . . . , n).
As in [13], for each s = 1, 2, . . . we introduce the C-vector space
H(p)s−1,n =
{
f(z) ∈ O((C∗)n)Wn
∣∣ Tp,zif(z) = f(z)(pz2i )−s+1 (i = 1, . . . , n)}
of all Wn-invariant holomorphic functions on (C
∗)n with quasi-periodicity of degree s − 1. This
vector space has dimension
(
n+s−1
s−1
)
, which coincides with the cardinality of the set
Zs,n =
{
µ = (µ1, . . . , µs) ∈ Ns
∣∣ |µ| = µ1 + · · · + µs = n}
of multiindices, where N = {0, 1, 2, . . .}.
Fixing a set c = (c1, c2, . . . , cs) ∈ (C∗)s of generic parameters, for each µ ∈ Zs,n we consider the
reference point
(c)t,µ = (c1, tc1, . . . , t
µ1−1c1, c2, tc2, . . . , t
µ2−1c2, . . . , cs, tcs, . . . , t
µs−1cs) ∈ (C∗)n
in (C∗)n, where the indexing set {1, . . . , n} is divided into s blocks of size µ1, µ2, . . . , µs. Then, for
the set {(c)t,µ | µ ∈ Zs,n} of reference points, it is known by [13] that there exists a unique C-basis
{Eµ(c; z; p) | µ ∈ Zs,n} of H(p)s−1,n satisfying the interpolation condition
Eµ(c; (c)t,ν ; p) = δµ,ν (µ, ν ∈ Zs,n)
where δµ,ν denotes the Kronecker delta; we call this {Eµ(c; z; p) | µ ∈ Zs,n} the interpolation basis
of H(p)s−1,n with respect to c ∈ (C∗)s. Note that each f(z) ∈ H(p)s−1,n is expanded as
f(z) =
∑
µ∈Zs,m
f((c)t,µ)Eµ(c; z; p)
in terms of the interpolation basis. Fundamental properties of this interpolation basis are summa-
rized below in Section 2.
1.3 Bilinear form associated with the elliptic hypergeometric integral
Returning to the meromorphic function Φ(z) of (1.1), we assume that m = 2r + 4 (r = 1, 2, . . .).
With respect to the two bases p, q, we consider the two vector spaces H(p)r−1,n, H(q)r−1,n of Wn-
invariant quasi-periodic functions of degree r − 1, respectively, and define the C-bilinear form
〈 , 〉Φ : H(p)r−1,n ×H(q)r−1,n → C by (1.5). We propose an explicit formula for the determinant of this
bilinear form with respect to a pair of interpolation bases for H(p)r−1,n and H(q)r−1,n.
Fixing generic parameters x = (x1, . . . , xr) and y = (y1, . . . , yr), we take the interpolation bases
for these two vector spaces with respect to x and y respectively:
H(p)r−1,n =
⊕
µ∈Zr,n
CEµ(x; z; p), H(q)r−1,n =
⊕
µ∈Zr,n
CEµ(y; z; q).
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For each pair (µ, ν) ∈ Zr,n × Zr,n, we introduce the elliptic hypergeometric integral
Kµ,ν(a;x, y) = 〈Eµ(x; z; p), Eν (y; z; q)〉Φ
=
∫
Tn
Eµ(x; z; p)Eν(y; z; q)Φ(z; a; p, q)ωn(z) (µ, ν ∈ Zr,n),
which is a holomorphic function on the domain |ak| < 1 (k = 1, . . . ,m) of (C∗)m. We consider the(
n+r−1
r−1
)× (n+r−1r−1 ) matrix
K(a;x, y) =
(
Kµ,ν(a;x, y)
)
µ,ν∈Zr,n
as a matrix representation of the bilinear form (1.5) with respect to the interpolation bases.
Theorem 1.1 Set m = 2r+4 (r = 1, 2, . . .). Under the balancing condition a1 · · · amt2n−2 = pq for
the parameters, the determinant of the
(n+r−1
r−1
)×(n+r−1r−1 ) matrix K(a;x, y) = (Kµ,ν(a;x, y))µ,ν∈Zr,n
is given explicitly by
detK(a;x, y)
=
(
2nn!
(p; p)n∞(q; q)
n
∞
)(n+r−1r−1 ) n−1∏
i=0
(
Γ(ti+1; p, q)r
Γ(t; p, q)r
∏
1≤k<l≤m
Γ(tiakal; p, q)
)(n−i+r−2r−1 )
·
( ∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tixk, t
jxl; p)e(t
iyk, t
jyl; q)
)(n−i−j+r−3r−2 ))−1.
(1.6)
Remark 1.2 We comment on two special cases of Theorem 1.1. When r = 1 (i.e., m = 6), the
matrix size of K(a;x, y) reduces to 1 and Theorem 1.1 gives the formula (1.3). On the other hand,
when n = 1, the matrix size of K(a;x, y) reduces to r, and Theorem 1.1 means that, for x, y ∈ (C∗)r
det
(
〈Eǫi(x; z; p), Eǫj (y; z; q)〉Φ
)r
i,j=1
=
2r
(p; p)r∞(q; q)
r
∞
∏
1≤k<l≤2r+4 Γ(akal; p, q)∏
1≤k<l≤r e(xk, xl; p)e(yk, yl; q)
under the condition a1 · · · a2r+4 = pq with |ak| < 1 (k = 1, . . . , 2r + 4), where Eǫi(x; z; p) =∏
1≤k≤r
k 6=i
e(z, xk; p)/e(xi, xk; p) (z ∈ C∗) for i = 1, . . . , r, as mentioned in (2.1). This is also a special
case of the determinant formula of type I found by Rains and Spiridonov [19].
Under the balancing condition, it turns out that the integrals Kµ,ν(a;x, y) are continued to
meromorphic functions on the whole hypersurface a1 · · · amt2n−2 = pq of (C∗)m, provided that |p|
or |q| is sufficiently small.
Theorem 1.3 Suppose that |p| < |t|2n−2. Under the condition a1 · · · amt2n−2 = pq (m = 2r + 4),
the matrix K(a;x, y) satisfies a system of q-difference equations with respect of a = (a1, . . . , am) in
the form
Tq,akT
−1
q,al
K(a;x, y) =Mk,l(a;x; p, q)K(a;x, y) (1 ≤ k < l ≤ m), (1.7)
where
Mk,l(a;x; p, q) =
(
Mk,lµ,ν(a;x; p, q)
)
µ,ν∈Zr,n
(1 ≤ k < l ≤ m)
are
(
n+r−1
r−1
)× (n+r−1r−1 ) matrices whose entries are meromorphic functions in a.
5
Theorem 1.1 indicates that K(a;x, y) is a fundamental matrix of solutions of the q-difference
system (1.7).
Remark 1.4 If |q| < |t|2n−2, the matrixK(a;x, y) also satisfies the system of p-difference equations
Tp,akT
−1
p,al
K(a;x, y) = K(a;x, y)Mk,l(a; y; q, p)t (1 ≤ k < l ≤ m), (1.8)
by symmetry with respect to p and q. Although we imposed the condition |p| < |t|2n−2 in Theorem
1.3, it may be possible to relax this restriction on |p|.
1.4 Plan of this paper
This paper is organized as follows. In Section 2, we give a review of the elliptic interpolation
functions of type BCn based on our previous work [13]. We also propose explicit formulas for
the special values and for the transition coefficients between interpolation bases with different
parameters. After this preparation, in Section 3 we formulate the method of q-difference de Rham
theory in terms of the q-difference coboundary operator ∇Ψsym : H(p)s−1,n−1 → H(p)s−1,n (m = 2s +
2). The cokernel of this operator, denoted by HΨsym, plays the role of the “symmetrized nth q-
difference de Rham cohomology group”. This method enables us to describe linear relations among
the hypergeometric integrals on the algebraic level (Theorem 3.5). We prove in particular that
dimCH
Ψ
sym =
(
n+s−2
s−2
)
giving a C-basis consisting of interpolation functions (Theorem 3.7). In
Section 4, we apply the results of Section 3 to derive the system of q-difference equations for the
elliptic hypergeometric integrals with respect to an interpolation basis of HΨsym (Theorems 4.1).
Taking the determinant of the coefficient matrices, we obtain the system of q-difference equations
for the determinant of the bilinear form 〈f, g〉Φ. In particular, we see that the determinant is
expressed as a product of elliptic gamma functions, up to an unknown constant cr,n (Theorem
4.4). We determine in Section 5 the explicit value of the unknown constant through the recursive
structure of asymptotic behavior of the integrals along the singularities. In the final section, we
investigate the limiting cases of our main theorems as p→ 0, and derive determinant formulas for
two types of q-hypergeometric integrals of type BCn.
We expect that the results of this paper will be used as a foundation for further analysis of
elliptic hypergeometric integrals.
2 Elliptic interpolation functions of type BCn
As in Section 1.1, we consider the C-vector space H(p)s−1,n (s = 1, 2, . . .) of all quasi-periodic Wn-
invariant holomorphic functions on (C∗)n of degree s − 1 with respect to p. In this section we
recall from [13] basic properties of the interpolation functions Eµ(c; z; p) (µ ∈ Zs,n). We remark
that our elliptic interpolation functions for s = 2 are essentially the special cases of interpolation
theta functions of Coskun–Gustafson [5] and Rains [18] attached to single columns of partitions.
In fact, Eµ(c; z; p) (µ ∈ Zs,n) for s = 2 are compared explicitly with the functions of [5] and
[18], respectively, in [11, Introduction]. Since our functions Eµ(c; z; p) for general s are defined by
an interpolation property of Lagrange type, they are different in nature from those of Coskun–
Gustafson and Rains which are based on the triangularity with respect to partitions. It would be
an interesting problem to clarify how these two approaches are related to each other.
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We also propose explicit formulas for the special values Eµ(c; (u)t,n; p) and for the transition
coefficients between interpolation bases with different c parameters. Throughout this section we
use the base p only, and simply set Eµ(c; z) = Eµ(c; z; p), θ(u) = θ(u; p) and e(u, v) = e(u, v; p).
2.1 Recursion formula
When n = 1, the interpolation functions are parametrized by the canonical basis ǫ1, . . . , ǫs of N
s,
and given explicitly as
Eǫk(c;u) =
∏
1≤l≤s
l 6=k
e(u, cl)
e(ck, cl)
=
∏
1≤l≤s
l 6=k
θ(cl/u)θ(clu)
θ(cl/ck)θ(clck)
. (2.1)
When n ≥ 2, they satisfy the recursion formula
Eµ(c; z) =
∑
1≤k≤s
µk>0
Eµ−ǫk(c; z1, . . . , zn−1)Eǫk(t
µ−ǫkc; zn) (µ ∈ Zs,n),
(2.2)
where tνc = (tν1c1, . . . , t
νscs). This formula apparently depends on the ordering of the variables
z1, . . . , zn, while Eµ(c; z) are Wn-invariant.
2.2 Explicit formula
Eµ(c; z) =
∑
k1,...,kn∈{1,...,s}
Eǫk1 (c; z1)Eǫk2 (t
ǫk1c; z2) · · ·Eǫkn (tǫk1+···+ǫkn−1c; zn)
=
∑
k1,...,kn∈{1,...,s}
n∏
i=1
∏
1≤l≤s
l 6=ki
e(zi, t
µ(i)cl)
e(t
µ
(i−1)
ki cki , t
µ
(i−1)
l cl)
,
(2.3)
where µ(i) = ǫk1 + · · · + ǫki (i = 1, . . . , n).
2.3 Interpolation functions on the vertices and the faces
The indexing set Zs,n for the interpolation functions are the lattice points on the (s− 1)-simplex{
µ = (µ1, . . . , µs) ∈ Rs
∣∣ µ1 + · · ·+ µs = n; µk ≥ 0 (k = 1, . . . , s)}
in Rs. On the vertices µ = nǫk (k = 1, . . . , s), the interpolation functions are factorized as
Enǫk(c; z) =
∏
1≤l≤s
l 6=k
∏n
i=1 e(zi, cl)
e(ck, cl)n
(k = 1, . . . , s),
where e(u, v)k = e(u, v)e(tu, v) · · · e(tk−1u, v) denotes the t-shifted factorial with respect to the first
argument (k = 0, 1, 2, . . .). When µ ∈ Zs,n is on the sth face (µs = 0), they are expressed as
E(µ1,...,µs−1,0)(c1, . . . , cs; z) = E(µ1,...,µs−1)(c1, . . . , cs−1; z)
∏n
i=1 e(zi, cs)∏s−1
l=1 e(cl, cs)µl
(2.4)
in terms of the interpolation functions with s− 1 parameters (c1, . . . , cs−1).
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2.4 Dual Cauchy formula
For each µ ∈ Ns we define a holomorphic function Fµ(c;w) in s − 1 variables w = (w1, . . . , ws−1)
by
Fµ(c;w) =
s∏
k=1
s−1∏
l=1
e(ck, wl)µk .
Then we have the dual Cauchy formula
n∏
j=1
s−1∏
l=1
e(zj , wl) =
∑
µ∈Zs,n
Eµ(c; z)Fµ(c;w). (2.5)
2.5 Partition of the variables
For the variables z = (z′, z′′) ∈ (C∗)n divided into two parts z′ = (z1, . . . , zl) and z′′ = (zl+1, . . . , zn),
the interpolation function Eλ(c; z) is expressed as
Eλ(c; z) =
∑
|µ|=l, |ν|=n−l
µ+ν=λ
Eµ(c; z
′)Eν(t
µc; z′′).
2.6 Special value
Theorem 2.1 For each µ ∈ Zs,n the special value of Eµ(c; z) at z = (u)t,n = (u, tu, . . . , tn−1u) is
given explicitly by
Eµ(c; (u)t,n) =
[t−n]n
∏s
i=1[u/ci]n−µi [t
µiuci]n−µi∏s
i,j=1[t
−µjci/cj ]µi
∏
1≤i<j≤s[cicj]µi+µj
, (2.6)
where [u] = u−
1
2 θ(u) and [u]k = [u][tu] · · · [tk−1u].
Remark 2.2 The above special value Eµ(c; (u)t,n) is expressed as
Eµ(c; (u)t,n) =
(
t−(
n
2)u−n
s∏
i=1
t(
µi
2 )cµii
)s−1 θ(t−n)n∏si=1 θ(u/ci)n−µiθ(tµiuci)n−µi∏s
i,j=1 θ(t
−µjci/cj)µi
∏
1≤i<j≤s θ(cicj)µi+µj
in terms of the t-shifted factorials θ(u)k = θ(u)θ(tu) · · · θ(tk−1u) (k = 0, 1, 2, . . .) of the theta
function θ(u).
Proof of Theorem 2.1 : By (2.2) the special value Eµ(c; (u)t,n) satisfies the recurrence formula
Eµ(c; (u)t,n) =
∑
1≤k≤s
µk>0
Eµ−ǫk(c; (u)t,n−1)
∏
1≤l≤s
l 6=k
e(tn−1u, tµlcl)
e(tµk−1ck, tµlcl)
.
Denoting by Cµ (n = |µ|) the right-hand side of (2.6), we verify that Cµ satisfies the same recurrence
formula. Since we have
Cµ−ǫk = Cµ
[t−µk ][tµk−1uck]
[t−n][tn−1uck]
∏
1≤j≤s
j 6=k
[tµk−µj−1ck/cj ][cj/t
µkck][t
µk+µj−1ckcj ]
[tµjcj/tµkck][tn−µj−1u/cj ][tn−1ucj ]
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for µk > 0, the above recurrence formula is equivalent to
s∑
k=1
[t−µk ][tµk−1uck]
[t−n][tn−1uck]
∏
1≤j≤s
j 6=k
[tµk−µj−1ck/cj ][cj/t
µkck][t
µk+µj−1ckcj ]
[tµjcj/tµkck][tn−µj−1u/cj ][tn−1ucj ]
·
∏
1≤j≤s
j 6=k
[tµjcj/t
n−1u]
[tµj cj/tµk−1ck]
[tµjcjt
n−1u]
[tµjcjtµk−1ck]
= 1,
namely,
s∑
k=1
[t−µk ][tµk−1uck]
[t−n][tn+µk−1uck]
∏
1≤j≤s
j 6=k
[cj/t
µkck]
[tµjcj/tµkck]
=
s∏
j=1
[tn−1ucj ]
[tn+µj−1ucj ]
.
This formula follows from the partial fraction decomposition
s∏
j=1
[zcj ]
[ztµj cj ]
=
s∑
k=1
[ztµk−nck][t
−µk ]
[ztµkck][t−n]
∏
1≤j≤s
j 6=k
[cj/t
µkck]
[tµjcj/tµkck]
as the special case where z = tn−1u. 
2.7 Change of parameters
We consider to expand the interpolation function Eµ(c; z) = Eµ(c1, . . . , cs; z) in terms of another
interpolation basis Eν(c1, . . . , cs−1, ds; z) (ν ∈ Zs,n) by replacing cs with ds:
Eµ(c
′, cs; z) =
∑
ν∈Zs,n
Cµ,ν(c
′; cs, ds)Eν(c
′, ds; z), (2.7)
where c′ = (c1, . . . , cs−1). The transition coefficients Cµ,ν(c
′; cs, ds) in this case are computed as
follows:
Cµ,ν(c
′; cs, ds) = Eµ(c; (c
′)t,ν′ , (ds)t,νs)
=
∑
|λ|=n−νs, |ρ|=νs
λ+ρ=µ
Eλ(c; (c
′)t,ν′)Eρ(t
λc; (ds)t,νs),
where ν ′ = (ν1, . . . , νs−1). Since
Eλ(c; (c
′)t,ν′) = Eλ(c; (c)t,ν−νsǫs) = δλ,ν−νsǫs ,
we have
Cµ,ν(c
′; cs, ds) = Eµ−ν+νsǫs(t
ν−νsǫsc; (ds)t,νs) = E(µ′−ν′,µs)(t
ν′c′, cs; (ds)t,νs),
which can be computed by Theorem 2.1.
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Theorem 2.3 When we change the parameters c = (c′, cs) to (c
′, ds), we have
Eµ(c
′, cs; z) =
∑
ν∈Zs,n
µ′≥ν′
Cµ,ν(c
′; cs, ds)Eν(c
′, ds; z) (µ ∈ Zs,n),
where µ′ ≥ ν ′ means that µk ≥ νk (k = 1, . . . , s − 1). The coefficients Cµ,ν(c′; cs, ds) are given
explicitly by
Cµ,ν(c
′; cs, ds) =
[t−νs ]νs
[t−µs ]µs
[ds/t
µscs]νs
[ds/tµscs]µs
[csds]νs
[csds]µs
·
s−1∏
i=1
[ds/t
µici]νs
[cs/tµici]µs
[ci/t
µscs]νi
[ci/tµscs]µi
[ds/t
νici]νi
[ds/tµici]µi
[cics]νi [cids]νi+νs
[cics]µi+µs [cids]µi
·
s−1∏
i,j=1
[ci/t
µjcj ]νi
[ci/tµjcj ]µi
∏
1≤i<j≤s−1
[cicj ]νi+νj
[cicj]µi+µj
.

Remark 2.4 In terms of the ordinary θ(u) notation, we have
Cµ,ν(c
′; cs, ds) =
(
t(
µs
2 )−(
νs
2 )cµss d
−νs
s
s−1∏
i=1
t(
µi
2 )−(
νi
2 )cµi−νii
)s−1
· θ(t
−νs)νs
θ(t−µs)µs
θ(ds/t
µscs)νs
θ(ds/tµscs)µs
θ(csds)νs
θ(csds)µs
·
s−1∏
i=1
θ(ds/t
µici)νs
θ(cs/tµici)µs
θ(ci/t
µscs)νi
θ(ci/tµscs)µi
θ(ds/t
νici)νi
θ(ds/tµici)µi
θ(cics)νiθ(cids)νi+νs
θ(cics)µi+µsθ(cids)µi
·
s−1∏
i,j=1
θ(ci/t
µjcj)νi
θ(ci/tµjcj)µi
∏
1≤i<j≤s−1
θ(cicj)νi+νj
θ(cicj)µi+µj
.
In the succeeding section, Theorem 2.3 will be applied to interpolation functions with respect
to subsets of the parameters a = (a1, . . . , am) of Φ(z) where m = 2s + 2. For each subset K ⊆
{1, . . . ,m} of the indexing set with |K| = s, we consider the interpolation basis
Eµ(aK ; z) = Eµ(aK ; z; p) (µ ∈ ZK,n)
of H(p)s−1,n with respect to the parameters aK = (ak)k∈K , where
ZK,n =
{
µ = (µk)k∈K ∈ NK
∣∣ |µ| =∑k∈K µk = n} .
Let I ⊆ {1, . . . ,m} be a subset with |I| = s− 1, and choose two indices k, l ∈ {1, . . . ,m} \I. Then
Theorem 2.3 is reformulated in terms of the transition between the two bases Eµ(aI∪{k}; z) and
Eν(aI∪{l}; z):
Eµ(aI∪{k}; z) =
∑
ν∈ZI∪{l},n
CI;k,lµ,ν Eν(aI∪{l}; z) (µ ∈ ZI∪{k},n).
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The transition coefficients CI;k,lµ,ν are nonzero only if µk̂ ≥ νl̂, namely µi ≥ νi (i ∈ I); they are given
explicitly by
CI;k,lµ,ν =
[t−νl ]νl
[t−µk ]µk
[al/t
µkak]νl
[al/tµkak]µk
[akal]νl
[akal]µk
·
∏
i∈I
[al/t
µiai]νl
[ak/tµiai]µk
[ai/t
µkak]νi
[ai/tµkak]µi
[al/t
νiai]νi
[al/tµiai]µi
[aiak]νi [aial]νi+νl
[aiak]µi+µk [aial]µi
·
∏
i,j∈I
[ai/t
µjaj ]νi
[ai/tµjaj ]µi
∏
i,j∈I; i<j
[aiaj ]νi+νj
[aiaj ]µi+µj
.
We denote by CI;k,l =
(
CI;k,lµ,ν
)
µ,ν
the square matrix with row indices µ ∈ ZI∪{k},n and column
indices ν ∈ ZI∪{l},n arranged by the partial ordering of µk̂, νl̂ ∈ NI . Then the diagonal entries of
CI;k,l are given by
CI;k,lµ,ν =
∏
i∈I
[al/t
µiai]µk
[ak/tµiai]µk
[tµiaial]µk
[tµiaiak]µk
=
∏
i∈I
e(al, t
µiai)µk
e(ak, tµiai)µk
. (2.8)
for each pair (µ, ν) such that µi = νi (i ∈ I) and µk = νl. Hence the determinant of the transition
matrix CI;k,l =
(
CI;k,lµ,ν
)
µ,ν
is computed as
detCI;k,l =
∏
0≤u+v≤n
∏
i∈I
(
e(al, t
uai)v
e(ak, tuai)v
)(n−u−v+s−3s−3 )
=
∏
0≤u+v<n
∏
i∈I
(
e(tual, t
vai)
e(tuak, tvai)
)(n−u−v+s−3s−2 )
.
(2.9)
3 q-Difference de Rham theory
3.1 Definition of HΨsym
In this section we suppose that m = 2r + 4 (r = 1, 2, . . .) and set s = r + 1. Fixing a nonzero
Wn-invariant holomorphic function g(z) ∈ H(q)s−1,n with quasi-periodicity of degree s− 1, we set
Ψ(z) = Φ(z)g(z).
For each i = 1, . . . , n, the function
bΨi (z) =
Tq,ziΨ(z)
Ψ(z)
(i = 1, . . . , n)
is computed as follows:
bΨi (z) =
θ(q−1z−2i ; p)θ(q
−2z−2i ; p)
qs−1z2s−2i θ(z
2
i ; p)θ(qz
2
i ; p)
m∏
k=1
θ(akzi; p)
θ(akq−1z
−1
i ; p)
∏
1≤j≤n
j 6=i
θ(tziz
±1
j ; p)
θ(ziz
±1
j ; p)
θ(q−1z−1i z
±1
j ; p)
θ(tq−1z−1i z
±1
j ; p)
= −q
−sz−si θ(q
−2z−2i ; p)
zsi θ(z
2
i ; p)
m∏
k=1
θ(akzi; p)
θ(akq−1z
−1
i ; p)
∏
1≤j≤n
j 6=i
θ(tziz
±1
j ; p)
θ(ziz
±1
j ; p)
θ(q−1z−1i z
±1
j ; p)
θ(tq−1z−1i z
±1
j ; p)
.
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Hence, bΨi (z) is expressed as
bΨi (z) = −
f+i (z)
Tq,zif
−
i (z)
,
where
f+i (z) =
∏m
k=1 θ(akzi; p)
zsi θ(z
2
i ; p)
∏
1≤j≤n
j 6=i
θ(tziz
±1
j ; p)
θ(ziz
±1
j ; p)
, f−i (z) = f
+
i (z
−1).
This implies that
(1− Tq,zi)
(
Ψ(z)f−i (z)
)
= Ψ(z)
(
f−i (z)− bΨi (z)Tq,zif−i (z)
)
= Ψ(z)(f−i (z) + f
+
i (z)).
Note that f+i (z) and f
−
i (z) have the following quasi-periodicity with respect to the p-shifts:
Tp,zif
+
i (z) = f
+
i (z) (pz
2
i )
−s+1(t2n−2a1 · · · am)−1, Tp,zjf+i (z) = f+i (z) (j 6= i),
Tp,zif
−
i (z) = f
−
i (z)(pz
2
i )
−s+1(t2n−2a1 · · · am), Tp,zjf−i (z) = f−i (z) (j 6= i).
If the parameters satisfy the balancing condition t2n−2a1 · · · am = 1, then we have
Tp,zif
+
i (z) = f
+
i (z) (pz
2
i )
−s+1, Tp,zif
−
i (z) = f
−
i (z)(pz
2
i )
−s+1,
so that f+i (z) and f
−
i (z) have the same quasi-periodicity.
Lemma 3.1 Under the balancing condition t2n−2a1 · · · am = 1 (m = 2s+2), for each ϕ ∈ H(p)s−1,n−1,
ψ(z) =
n∑
i=1
(f+i (z) + f
−
i (z))ϕ(z î), z î = (z1, . . . , zi−1, zi+1, . . . , zn), (3.1)
belongs to H(p)s−1,n.
From the definition (3.1), it directly follows that ψ(z) is a Wn-invariant meromorphic function with
quasi-periodicity of degree s − 1; ψ(z) is in fact holomorphic on (C∗)n, since ψ(z) is Wn-invariant
and ∆C(z; p)ψ(z) is holomorphic, where
∆C(z; p) =
n∏
i=1
ziθ(z
−2
i ; p)
∏
1≤i<j≤n
ziθ(z
−1
i z
±1
j ; p)
denotes the elliptic version of the Weyl denominator of type Cn.
In view of this lemma, we define the C-linear mapping ∇Ψsym : H(p)s−1,n−1 →H(p)s−1,n by
(∇Ψsymϕ)(z) =
n∑
i=1
(f+i (z) + f
−
i (z))ϕ(z î) (ϕ ∈ H
(p)
s−1,n−1).
Since ∇Ψsymϕ is rewritten as
(∇Ψsymϕ)(z) =
n∑
i=1
(
1− bΨi (z)Tq,zi
) (
f−i (z)ϕ(z î)
)
,
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it can be regarded as symmetrization of the coboudary operator for the q-difference de Rham
cohomology [1, 2]. The cokernel
HΨsym = Coker(∇Ψsym : H(p)s−1,n−1 →H(p)s−1,n) = H(p)s−1,n/∇ΨsymH(p)s−1,n−1
plays the role of the “symmetrized nth q-difference de Rham cohomology group” associated with
Ψ(z). In this context the elements of H(p)s−1,n will be called q-cocyles, or simply cocycles. When
ψ1, ψ2 ∈ H(p)s−1,n, we denote by
ψ1(z) ≡Ψ ψ2(z) or Ψ(z)ψ1(z) ≡ Ψ(z)ψ2(z)
the congruence modulo ∇ΨsymH(p)s−1,n−1, i.e. ψ1(z) − ψ2(z) ∈ ∇ΨsymH(p)s−1,n−1. If this is the case, it
turns out that 〈ψ1〉Ψ = 〈ψ2〉Ψ, namely,∫
Tn
Ψ(z)ψ1(z)ωn(z) =
∫
Tn
Ψ(z)ψ2(z)ωn(z)
by the Cauchy theorem, provided that |ak| < 1 (k = 1, . . . , ,m) and |t| < 1. In fact, we have
Lemma 3.2 Suppose that |ak| < 1 (k = 1, . . . , ,m) and |t| < 1. If ψ(z) ≡Ψ 0 for ψ ∈ H(p)s−1,n, then
we have 〈ψ〉Ψ = 0, namely, ∫
Tn
Ψ(z)ψ(z)ωn(z) = 0.
Proof : For ψ ∈ H(p)s−1,n, ψ(z) ≡Ψ 0 is equivalent to
∃ϕ ∈ H(p)s−1,n−1 : Ψ(z)ψ(z) =
n∑
i=1
(1− Tq,zi)
(
Ψ(z)f−i (z)ϕ(z î)
)
.
If |ak| < 1 (k = 1, . . . , ,m) and |t| < 1, one can verify that Ψ(z)f−i (z)ϕ(z î) is holomorphic in a
neighborhood of the compact set
|q| ≤ |zi| ≤ 1, |zj | = 1 (1 ≤ j ≤ n; j 6= i). (3.2)
In fact, since f−i (z) is explicitly written as
f−i (z) = f
+
i (z
−1) =
∏m
k=1 θ(akz
−1
i ; p)
z−1i θ(z
−2
i ; p)
∏
1≤j≤n
j 6=i
θ(tz−1i z
±1
j ; p)
θ(z−1i z
±1
j ; p)
,
in the product Ψ(z)f−i (z), all possible poles of each of the two functions Ψ(z) and f
−
i (z)
pµz−2i = 1, p
µziz
±1
j , p
µakz
−1
i , p
µtz−1i z
±1
j = 1
(1 ≤ j ≤ n, j 6= i; k = 1, . . . ,m; µ ∈ N)
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relevant to the region (3.2) are eliminated by zeros of the other. Hence, by the Cauchy theorem,
we have ∫
Tn
Tq,zi
(
Ψ(z)f−i (z)ϕ(z î)
)
ωn(z)
=
∫
Tn−1
(
1
2π
√−1
∫
|zi|=1
Tq,zi
(
Ψ(z)f−i (z)
) dzi
zi
)
ϕ(z î)ωn−1(z)
=
∫
Tn−1
(
1
2π
√−1
∫
|zi|=|q|
Ψ(z)f−i (z)
dzi
zi
)
ϕ(z î)ωn−1(z)
=
∫
Tn−1
(
1
2π
√−1
∫
|zi|=1
Ψ(z)f−i (z)
dzi
zi
)
ϕ(z î)ωn−1(z)
=
∫
Tn
Ψ(z)f−i (z)ϕ(z î)ωn(z),
so that ∫
Tn
(1− Tq,zi)
(
Ψ(z)f−i (z)ϕ(z î)
)
ωn(z) = 0 (i = 1, . . . , n).
This implies that∫
Tn
Ψ(z)ψ(z)ωn(z) =
n∑
i=1
∫
Tn
(1− Tq,zi)
(
Ψ(z)f−i (z)ϕ(z î)
)
ωn(z) = 0.
This completes the proof. 
3.2 Reduction of cocycles
Choosing s parameters a1, . . . , as from a = (a1, . . . , am), we consider the interpolation basis
Eµ(a{1,...,s}; z; p) = Eµ(a1, . . . , as; z; p) (µ ∈ Zs,n)
for H(p)s−1,n with respect to the parameters a{1,...,s} = (a1, . . . , as). In this subsection we use the
notations θ(z) = θ(z; p) and Eµ(a{1,...,s}; z) = Eµ(a{1,...,s}; z; p), omitting the base p.
For each λ ∈ Zs,n−1, we take the interpolation function ϕλ = Eλ(a{1,...,s}; ·) ∈ H(p)s−1,n−1 and set
ψλ = ∇Ψsymϕλ ∈ H(p)s−1,n:
ψλ(z) =
n∑
i=1
(f+i (z) + f
−
i (z))Eλ(a{1,...,s}; z î) ∈ H
(p)
s−1,n. (3.3)
Lemma 3.3 For each λ ∈ Zs,n−1, ψλ(z) defined by (3.3) is expressed in terms of the interpolation
basis of H(p)s−1,n as
ψλ(z) =
s∑
k=1
Cλ,kEλ+ǫk(a{1,...,s}; z),
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where
Cλ,k =
∏m
l=1 θ(t
λkakal)
(tλkak)sθ(t2λka
2
k)
s∏
l=1
θ(tλk+λlakal)θ(t
λk+1ak/al)
θ(tλkakal)θ(tλk−λl+1ak/al)
=
1
(tλkak)s
s∏
l=1
θ(tλk+1ak/al)
θ(tλk−λl+1ak/al)
∏
1≤l≤s
l 6=k
θ(tλk+λlakal)
m∏
l=s+1
θ(tλkakal).
Proof : Noting that
ψλ(z) =
∑
µ∈Zs,n
ψλ((a{1,...,s})t,µ)Eµ(a{1,...,s}; z),
we determine the values of ψλ(z) at z = (a{1,...,s})t,µ by means of (3.3).
Fixing µ ∈ Zs,n, suppose that zi = tνak (k = 1, . . . , s; 0 ≤ ν < µk) under the substitution
z = (a{1,...,s})t,µ. If ν > 0, we have f
−
i ((a{1,...,s})t,λ) = 0 since i ≥ 2 and f−i (z) has the factor
θ(tzi−1/zi). If ν = 0, then zi = ak, and f
−
i ((a{1,...,s})t,µ) = 0 since f
−
i (z) has the factor θ(ak/zi).
This means that f−i ((a{1,...,s})t,µ) = 0 for any µ.
As to f+i (z), if ν < µk − 1, then f+i ((a{1,...,s})t,µ) = 0 since i < n and f+i (z) have the factor
θ(tzi/zi+1). Assume that ν = µk − 1. Since z î = (a{1,...,s})t,µ−ǫk in this case, we have
f+i (z)Eλ(a{1,...,s}; z)
∣∣∣
z=(a{1,...,s})t,µ
= f+i ((a{1,...,s})t,µ)Eλ(a{1,...,s}; (a{1,...,s})t,µ−ǫk)
= δλ,µ−ǫkf
+
i ((a{1,...,s})t,µ).
Hence, ψλ((a{1,...,s}))t,µ) is nontrivial only when µ = λ+ ǫk for some k = 1, . . . ,m, and
ψλ((a{1,...,s})t,µ) = f
+
i ((a{1,...,s})t,λ+ǫk)
=
∏m
l=1 θ(t
λkakal)
(tλkak)sθ(t2λka
2
k)
s∏
l=1
λl−1∏
ν=0
θ(tλk+1+νakal)θ(t
λk+1−νak/al)
θ(tλk+νakal)θ(tλk−νak/al)
=
∏m
l=1 θ(t
λkakal)
(tλkak)sθ(t2λka
2
k)
s∏
l=1
θ(tλk+λlakal)θ(t
λk+1ak/al)
θ(tλkakal)θ(tλk−λl+1ak/al)
,
which gives the explicit expression of Cλ,k. 
Remark 3.4 In the expansion of ψλ(z) (λ ∈ Zs,n−1) in terms of the interpolation basis of H(p)s,n,
its leading term is given by Eλ+ǫ1(a{1,...,s}; z) with respect to the lexicographic ordering of Zs,n.
Hence, for generic values of a1, . . . , as, the functions ψλ(z) (λ ∈ Zs,n−1) are linearly independent
over C. This means that the C-linear mapping ∇Ψsym : H(p)s−1,n−1 →H(p)s−1,n is injective. Hence
dimCH
Ψ
sym = dimCH(p)s−1,n/∇ΨsymH(p)s−1,n−1 =
(n+s−1
s−1
)− (n+s−2s−1 ) = (n+s−2s−2 ).
In particular, we have dimCH
Ψ
sym = 1 if s = 2 (r = 1), and dimCH
Ψ
sym = n+ 1 if s = 3 (r = 2). 
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From Lemma 3.3, for each λ ∈ Zs,n−1 we have the congruence
s∑
k=1
1
(tλkak)s
s∏
l=1
θ(tλk+1ak/al)
θ(tλk−λl+1ak/al)
∏
1≤l≤s
l 6=k
θ(tλk+λlakal)
m∏
l=s+1
θ(tλkakal)Eλ+ǫk(a{1,...,s}; z) ≡Ψ 0
modulo ∇ΨsymHΨs−1,n−1, or equivalently,
s∑
k=1
s∏
l=1
[tλk+1ak/al]
[tλk−λl+1ak/al]
∏
1≤l≤s
l 6=k
[tλk+λlakal]
m∏
l=s+1
[tλkakal]Eλ+ǫk(a{1,...,s}; z) ≡Ψ 0 (3.4)
in terms of the odd theta function [u] = u−
1
2 θ(u). For each µ ∈ Ns we set
Kµ =
s∏
i,j=1
[tai/aj ]µi
s∏
i=1
m∏
j=s+1
[aiaj]µi
∏
1≤i<j≤s
[aiaj ]µi+µj ,
so that
Kλ+ǫk = Kλ
s∏
j=1
[tλk+1ak/aj ]
∏
1≤l≤s
l 6=k
[tλk+λjakaj ]
m∏
j=s+1
[tλkakaj ] (1 ≤ k ≤ s).
Then, formula (3.4) implies that the renormalized interpolation functions
E˜µ(a{1,...,s}; z) = KµEµ(a{1,...,s}; z) (µ ∈ Zs,n)
satisfy
s∑
k=1
s∏
l=1
1
[tλk−λl+1ak/al]
E˜λ+ǫk(a{1,...,s}; z) ≡Ψ 0.
Therefore we obtain
E˜λ+ǫs(a{1,...,s}; z) ≡Ψ
s−1∑
k=1
[tλs−λk+1as/ak]
[tλs−λk−1as/ak]
∏
1≤l≤s−1
l 6=k
[tλs−λl+1as/al]
[tλk−λl+1ak/al]
E˜λ+ǫk(a{1,...,s}; z),
and by putting λ+ ǫs = µ,
E˜µ(a{1,...,s}; z) ≡Ψ
s−1∑
k=1
[tµs−µkas/ak]
[tµs−µk−2as/ak]
∏
1≤l≤s−1
l 6=k
[tµs−µlas/al]
[tµk−µl+1ak/al]
E˜µ+ǫk−ǫs(a{1,...,s}; z). (3.5)
Using this formula, we can lower the last component of µ step by step.
Theorem 3.5 Suppose that t2n−2a1 · · · am = 1 (m = 2s + 2). For each µ ∈ Zs,n and for each
integer l satisfying 0 ≤ l ≤ µs, we have
E˜µ(a{1,...,s}; z) ≡Ψ
∑
ν∈Zs,n
νs=µs−l, µ′≤ν′
Rµ,νE˜ν(a{1,...,s}; z),
(3.6)
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where
Rµ,ν =
s−1∏
j=1
[tµs−µjas/aj ]
[tνs−νjas/aj ]
s∏
j=1
[tνs−µjas/aj ]µs−νs∏s−1
i=1 [t
µi−µj+1ai/aj ]νi−µi
. (3.7)
Remark 3.6 The coefficient Rµ,ν is also written as
Rµ,ν =
[t]µs−νs∏s−1
i,j=1[t
µi−µj+1ai/aj ]νi−µi
s−1∏
i=1
[tµs−µias/ai]
[tνs−νias/ai]
[tνs−µias/ai]µs−νs
[tµs−νias/ai]νi−µi
.
Proof : We use induction on l to prove that the coefficients Rµ,ν defined by (3.7) satisfy (3.6).
When l = 1,
Rµ,µ+ǫk−ǫs =
[tµs−µkas/ak]
[tµs−µk−2as/ak]
∏
1≤j≤s−1
j 6=k
[tµs−µjas/aj ]
[tµk−µj+1ak/aj ]
(1 ≤ k ≤ s− 1).
recover the coefficients in (3.5). Under (3.6) for l − 1 as the assumption of induction, we have
E˜µ(a{1,...,s}; z) ≡Ψ
∑
λ∈Zs,n
λs=µs−l+1
Rµ,λE˜λ(a{1,...,s}; z)
≡Ψ
∑
λ∈Zs,n
λs=µs−l+1
∑
ν∈Zs,n
νs=µs−l
Rµ,λRλ,νE˜ν(a{1,...,s}; z).
Hence it suffices to show
Rµ,ν =
∑
λ∈Zs,n
λs=µs−l+1, µ′≤λ′≤ν′
Rµ,λRλ,ν .
(3.8)
for each ν ∈ Zs,n with νs = µs − l, µ′ ≤ ν ′. Under the condition µ′ ≤ λ′ ≤ ν ′, by (3.7) we have
Rµ,λRλ,ν = Rµ,ν
s∏
j=1
[tλs−µjas/aj ]µs−λs [t
νs−λjas/aj ]λs−νs
[tνs−µjas/aj ]µs−νs
·
s∏
j=1
s−1∏
i=1
[tµi−µj+1ai/aj ]νi−µi
[tµi−µj+1ai/aj ]λi−µi [t
λi−λj+1ai/aj ]νi−λi
= Rµ,ν
s∏
j=1
[tνs−λjas/aj ]λs−νs
[tνs−µjas/aj ]λs−νs
s∏
j=1
s−1∏
i=1
[tλi−µj+1ai/aj ]νi−λi
[tλi−λj+1ai/aj ]νi−λi
.
(3.9)
In the right-hand side of (3.8), each λ is expressed as λ = ν − ǫk + ǫs for some k ∈ {1, . . . , s− 1}
such that µk < νk. Then (3.9) is rewritten as
Rµ,λRλ,ν = Rµ,ν
s∏
j=1
[tνs−λjas/aj ]
[tνs−µjas/aj ]
[tλk−µj+1ak/aj ]
[tλk−λj+1ak/aj ]
= Rµ,ν
[tνk−µk ]
[tµs−νs ]
[tµs−νkas/ak]
[tνs−νkas/ak]
∏
1≤j≤s−1
j 6=k
[tνk−µjak/aj ]
[tνk−νjak/aj ]
s−1∏
j=1
[tνs−νjas/aj ]
[tνs−µjas/aj ]
.
(3.10)
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Note that the partial fraction decomposition
s−1∏
j=1
[z/tµjaj ]
[z/tνjaj ]
=
s−1∑
k=1
[tµs−νsz/tνkak][t
νk−µk ]
[z/tνkak][tµs−νs ]
∏
1≤j≤s−1
j 6=k
[tνkak/t
µjaj ]
[tνkak/tνjaj ]
implies
s−1∏
j=1
[tνs−µjas/aj ]
[tνs−νjas/aj ]
=
s−1∑
k=1
[tµs−νkas/ak][t
νk−µk ]
[tνs−νkas/ak][tµs−νs ]
∏
1≤j≤s−1
j 6=k
[tνk−µjak/aj ]
[tνk−νjak/aj ] (3.11)
as the special case z = tνsas. By (3.10) and (3.11) the right-hand side of (3.8) is computed as
∑
λ∈Zs,n
λs=νs+1
Rµ,λRλ,ν = Rµ,ν
s−1∑
k=1
[tµs−νkas/ak][t
νk−µk ]
[tνs−νkas/ak][tµs−νs ]
∏
1≤j≤s−1
j 6=k
[tνk−µjak/aj ]
[tνk−νjak/aj ]
s−1∏
j=1
[tνs−νjas/aj ]
[tνs−µjas/aj ]
= Rµ,ν ,
which completes the proof of Theorem 3.5. 
Theorem 3.5 implies that each Eµ(a{1,...,s}; z) can be reduced to a linear combination of inter-
polation functions on the sth face under the congruence in HΨsym = H(p)s−1,n/∇ΨsymH(p)s−1,n−1. Namely,
for each µ ∈ Zs,n we have
Eµ(a{1,...,s}; z) ≡Ψ
∑
ν∈Zs,n
νs=0, µ′≤ν′
Sµ,νEν(a{1,...,s}; z),
(3.12)
where the coefficients are given by
Sµ,ν = K
−1
µ Rµ,νKν
=
[t]µs−νs∏s−1
i,j=1[t
µi−µj+1ai/aj ]νi−µi
s−1∏
i=1
[tµs−µias/ai]
[tνs−νias/ai]
[tνs−µias/ai]µs−νs
[tµs−νias/ai]νi−µi
·
s∏
i,j=1
[tai/aj ]νi
[tai/aj ]µi
s∏
i=1
m∏
j=s+1
[aiaj ]νi
[aiaj ]µi
∏
1≤i<j≤s
[aiaj ]νi+νj
[aiaj]µi+µj
.
(3.13)
Recall that
E(ν′,0)(a{1,...,s}; z) = Eν′(a{1,...,s−1}; z)
∏n
i=1 e(zi, as)∏s−1
k=1 e(ak, as)νk
by (2.4), and that Eν′(a{1,...,s−1}; z) (ν
′ ∈ Zs−1,n) form a basis of H(p)s−2,n. The above argument
implies that the composition
H(p)s−2,n
n∏
i=1
e(zi, as) →֒ H(p)s−1,n ։ HΨsym = H(p)s−1,n/∇ΨH(p)s−1,n−1
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is surjective. Since dimCH(p)s−2,n = dimCHΨsym =
(n+s−2
s−2
)
, we obtain a natural C-isomorphism
H(p)s−2,n
n∏
i=1
e(zi; as)
∼→ HΨsym = H(p)s−1,n/∇ΨsymH(p)s−1,n−1.
Hence we have
Theorem 3.7 Under the assumption of Theorem 3.5, the classes
Eν′(a{1,...,s−1}; z)
n∏
i=1
e(zi, as) (ν
′ ∈ Zs−1,n)
modulo ∇ΨsymH(p)s−1,n−1 form a C-basis of HΨsym = H(p)s−1,n/∇ΨsymH(p)s−1,n−1. 
3.3 Base change in HΨsym
In what follows we set s = r + 1, so that m = 2r + 4 and HΨsym = H(p)r,n/∇ΨsymH(p)r,n−1. Let K be a
subset of the indexing set {1, . . . ,m} with |K| = r + 1, and consider the the interpolation basis
H(p)r,n =
⊕
µ∈ZK,n
CEµ(aK ; z)
with respect to the parameters aK = (ak)k∈K ∈ (C∗)K , where
ZK,n =
{
µ = (µk)k∈K ∈ NK
∣∣ |µ| =∑k∈I µk = n} .
Then, for each subset J ⊂ K with |J | = r, K = J ∪ {k}, the classes
Eµ(aJ ; z)
n∏
i=1
e(zi, ek) (µ ∈ ZJ,n) (3.14)
modulo ∇ΨsymH(p)r,n−1 form a C-basis of HΨsym.
We now fix a subset I of {1, . . . ,m} with |I| = r−1, and choose two indices k, l ∈ {1, . . . ,m} \I.
In this setting, we consider the transition between the two bases of the form (3.14) of HΨsym specified
by I ∪ {k} and I ∪ {l}. We define the transition coefficients BI;k,lµ,ν through the relation
Eµ(aI∪{k}; z)
n∏
i=1
e(al; zi) ≡Ψ
∑
ν∈ZI∪{l},n
µ
k̂
≤ν
l̂
BI;k,lµ,ν Eν(aI∪{l}; z)
n∏
i=1
e(ak; zi) (µ ∈ ZI∪{k}), (3.15)
where µ
k̂
= (µi)i∈I and νl̂ = (νi)i∈I . These coefficients are directly computed by (3.12) and (3.13)
as follows:
BI;k,lµ,ν = (−1)µk−νl [ak/al]µk−νl
∏
i∈I
[tµiai/t
µkak]
[tνiai/tµkak]
[ai/t
νlal]µi
[ai/tµkak]νi
[aial]νi+νl
[aiak]µi+µk
∏
j /∈I
j 6=k,l
[alaj ]νl
[akaj]µk
·
∏
i,j∈I
[tµi+1ai/aj ]νi−µi
[tµi−µj+1ai/aj ]νi−µi
∏
i,j∈I
i<j
[aiaj ]νi+νj
[aiaj ]µi+µj
∏
i∈I
∏
j /∈I
j 6=k,l
[aiaj ]νi
[aiaj ]µi
.
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We remark that the matrix BI;k,l =
(
BI;k,lµ,ν
)
µ,ν
is upper triangular with respect to the partial
ordering of µ
k̂
, ν
l̂
∈ NI . The diagonal components (with µ
k̂
= ν
l̂
, µk = νl) are given by
BI;k,lµ,ν =
∏
i∈I
[t−µkai/al]µi
[t−µkai/ak]µi
[tµkaial]µi
[tµkaiak]µi
∏
1≤j≤m
j 6=k,l
[alaj ]µk
[akaj ]µk
=
(
ak
al
)(r+1)µk ∏
i∈I
e(ai, t
µkal)µi
e(ai, tµkak)µi
∏
1≤j≤m
j 6=k,l
θ(alaj)µk
θ(akaj)µk
.
Hence the determinant of BI;k,l is computed as
detBI;k,l =
(
ak
al
)(r+1)(n+r−1r ) ∏
0≤u+v≤n
∏
i∈I
(
e(ai, t
ual)v
e(ai, tuak)v
)(n−u−v+r−3r−3 )
·
n−1∏
u=0
∏
1≤j≤m
j 6=k,l
(
θ(alaj)u
θ(akaj)u
)(n−u+r−2r−2 )
=
(
ak
al
)(r+1)(n+r−1r ) ∏
0≤u+v<n
∏
i∈I
(
e(tual, t
vai)
e(tuak, tvai)
)(n−u−v+r−3r−2 )
·
n−1∏
u=0
∏
1≤j≤m
j 6=k,l
(
θ(tualaj)
θ(tuakaj)
)(n−u+r−2r−1 )
.
(3.16)
4 System of q-difference equations
4.1 System of q-difference equations associated with a basis of H(p)r−1,n
In this section, in view of the parameter dependence of Φ(z) = Φ(z; a) we investigate q-difference
equations to be satisfied by the integrals
〈f, g〉Φ =
∫
Tn
f(z)g(z)Φ(z; a)ωn(z) (f ∈ H(p)r−1,n, g ∈ H(q)r−1,n)
with respect to a. Here we assume that m = 2r + 4 and that the parameters a = (a1, . . . , am) ∈
(C∗)m satisfy the conditions |ak| < 1 (k = 1, . . . ,m) and |t| < 1 as in Lemma 3.2. Fixing a C-basis
{fµ(z) | µ ∈ Zr,n} of H(p)r−1,n and a holomorphic function g(z) in H(q)r−1,n, we consider the integrals
Iµ = 〈fµ, g〉Φ =
∫
Tn
fµ(z)g(z)Φ(z)ωn(z) (µ ∈ Zr,n). (4.1)
As we will see below, under the balancing condition t2n−2a1 · · · am = pq, the column vector I =
(Iµ)µ∈Zr,n satisfies a system of q-difference equations of the form
Tq,akT
−1
q,al
I = Ak,l(a)I (1 ≤ k < l ≤ m) (4.2)
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of rank
(n+r−1
n
)
, where the coefficient matrices Ak,l(a) = (Ak,lµν(a))µ,ν∈Zr,n are determined inde-
pendently of the choice of g(z). In this setting, fµ(z) and g(z) may depend meromorphically on
a ∈ (C∗)m, while we assume that g(z) satisfies the condition
Tq,akT
−1
q,al
g(z) = g(z) (1 ≤ k < l ≤ m).
We say that a meromorphic function g(z) = g(z; a) on (C∗)n × (C∗)m depends meromorphically on
a, if there exists a holomorphic function h(a) on (C∗)m such that h(a)g(z; a) is holomorphic on
(C∗)n × (C∗)m.
4.2 Derivation of q-difference equations
We explain how one can derive the q-difference equations (4.2) in the case l = m. Shifting am by
pq, we have
Tpq,amΦ(z) = Φ(z; a1, . . . , am−1, pqam)
= Φ(z)
n∏
i=1
a−2m θ(amz
±
i ; p) θ(amz
±1
i ; q)
= Φ(z)
n∏
i=1
e(am, zi; p)e(am, zi; q),
and hence
Tpq,am
(
fµ(z)g(z)Φ(z)
)
= f˜µ(z)
n∏
i=1
e(am, zi; p) g˜(z)
n∏
i=1
e(am, zi; q)Φ(z),
where f˜µ(z) = Tpq,amfµ(z) and g˜(z) = Tpq,amg(z). Setting
ϕµ(z) = f˜µ(z)
n∏
i=1
e(am, zi; p) (µ ∈ Zr,n), ψ(z) = g˜(z)
n∏
i=1
e(am, zi; q), (4.3)
we rewrite the formula above as
Tpq,am
(
fµ(z)g(z)Φ(z)
)
= ϕµ(z)ψ(z)Φ(z).
Note that ϕµ(z) ∈ H(p)r,n (µ ∈ Zr,n) and ψ(z) ∈ H(q)r,n, since fµ(z) ∈ H(p)r−1,n and g(z) ∈ H(q)r−1,n. Then
we have
Tpq,amIµ =
∫
Tn
Tpq,am
(
fµ(z)g(z)Φ(z))
)
ωn(z)
=
∫
Tn
ϕµ(z)ψ(z)Φ(z)ωn(z)
= 〈ϕµ, ψ〉Φ = 〈ϕµ〉Ψ,
where Ψ(z) = ψ(z)Φ(z). We first prove that the integrals
I˜µ = Tpq,amIµ = 〈ϕµ〉Ψ (µ ∈ Zr,n)
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satisfy a system of q-difference equations of the form
Tq,akT
−1
q,am I˜µ =
∑
ν∈Zr,n
A˜k,mµ,ν (a)I˜ν (µ ∈ Zr,n)
for k = 1, . . . ,m − 1, under the balancing condition t2n−2a1 · · · am = 1. Then, applying T−1pq,am we
see that Iµ (µ ∈ Zr,n) satisfy the system of q-difference equations
Tq,akT
−1
q,amIµ =
∑
ν∈Zr,n
Ak,mµ,ν (a)Iν (µ ∈ Zr,n)
under the balancing condition t2n−2a1 · · · am = pq, where Ak,mµ,ν (a) = T−1pq,amA˜k,mµ,ν (a).
We now assume that t2n−2a1 · · · am = 1. Note that
Tq,akΦ(z) = a
n
k
n∏
i=1
e(ak, zi; p)Φ(z) (k = 1, . . . ,m).
Also, by (4.3) we have
Tq,akT
−1
q,amψ(z) = ψ(z)(qa
2
m)
−n (k = 1, . . . ,m− 1).
Hence obtain
Tq,akT
−1
q,am
(
ϕµ(z)Ψ(z)
)
= Tq,akT
−1
q,am
(
f˜µ(z)
n∏
i=1
e(am, zi; p)Ψ(z)
)
= (akam)
nTq,akT
−1
q,am(f˜µ(z))
n∏
i=1
e(ak, zi; p)Ψ(z).
Since fν(z) (ν ∈ Zr,n) form a C-basis of H(p)r−1,n, by Theorem 3.7 the congruence classes of
ϕν(z) = f˜ν(z)
n∏
i=1
e(am, zi; p) (ν ∈ Zr,n)
form a C-basis of HΨsym = H(p)r,n/∇ΨsymH(p)r,n−1. This implies that
(akam)
n Tq,akT
−1
q,am(f˜µ(z))
n∏
i=1
e(ak, zi; p) ≡Ψ
∑
ν∈Zr,n
A˜k,mµ,ν (a)ϕν(z)
for some A˜k,mµ,ν (a). Hence we have
Tq,akT
−1
q,am I˜µ = Tq,akT−1q,am〈ϕµ〉Ψ = 〈Tq,akT−1q,am(f˜µ(z))
n∏
i=1
e(ak, zi; p)〉Ψ
=
∑
ν∈Zr,n
A˜k,mµ,ν (a)〈ϕν〉Ψ =
∑
ν∈Zr,n
A˜k,mµ,ν (a)I˜ν .
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4.3 System of q-difference equations associated with an interpolation basis
We now consider the case of the interpolation basis
fµ(z) = Eµ(a{1,...,r}; z; p) (µ ∈ Zr,n),
and investigate the system of q-difference equations (4.2) to be satisfied by the integrals
Iµ = Iµ(a) =
∫
Tn
Eµ(a{1,...,r}; z; p)g(z)Φ(z)ωn(z) (µ ∈ Zr.n) (4.4)
for a fixed g(z) ∈ H(q)r−1,n. We assume that g(z) depends meromorphically on a ∈ (C∗)m and satisfies
the q-shift invariance Tq,akT
−1
q,al
g(z) = g(z) (1 ≤ k < l ≤ m).
We suppose below that a1 · · · amt2n−2 = pq, and regard am = pq/a1 · · · am−1t2n−2 as a function
of (a1, . . . , am−1). Then the integral Iµ(a), regarded as a function of (a1, . . . , am−1), is meromorphic
on the open subset
U0 =
{
(a1, . . . , am−1) ∈ (C∗)m−1
∣∣ |a1| < 1, . . . , |am−1| < 1, |a1 · · · am−1| > |p||q||t|2n−2}
of (C∗)m−1; we need to assume |p||q| < |t|2n−2 in order to ensure that U0 is not empty. If we
assume further that |p| < |t|2n−2, the integrals Tq,akT−1q,amIµ(a) (k = 1, . . . ,m− 1) as well as Iµ(a)
are meromorphic on the nonempty open subset
V0 =
{
(a1, . . . , am−1) ∈ (C∗)m−1
∣∣ |a1| < 1, . . . , |am−1| < 1, |a1 · · · am−1| > |p||t|2n−2}
of U0.
Theorem 4.1 Suppose that |p| < |t|2n−2. Under the balancing condition t2n−2a1 · · · am = pq, the
integrals Iµ of (4.4) satisfy a system of q-difference equations of the form
Tq,akT
−1
q,amIµ =
∑
ν∈Zr,n
Ak,mµ,ν (a)Iν (µ ∈ Zr,n) (4.5)
for each k ∈ {1, . . . ,m− 1}, on the nonempty open set V0 ⊂ U0. Here the coefficients Ak,mµ,ν (a) are
meromorphic functions in a, and do not depend on the choice of g(z). Furthermore, the determinant
of the coefficient matrices Ak,m(a) are given as follows : For k ∈ {1, . . . , r}
detAk,m(a)
=
∏
i,j≥0
i+j<n
∏
1≤l≤r
l 6=k
(
e(tiak, t
jal; p)
e(tiqak, tjal; p)
)(n−i−j+r−3r−2 ) n−1∏
i=0
∏
1≤l≤m
l 6=k
(
θ(tiakal; p)
θ(tiq−1amal; p)
)(n−i+r−2r−1 )
, (4.6)
and for k ∈ {r + 1, . . . ,m− 1}
detAk,m(a) =
n−1∏
i=0
∏
1≤l≤m
l 6=k
(
θ(tiakal; p)
θ(tiq−1amal; p)
)(n−i+r−2r−1 )
. (4.7)
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Proof : Note that f˜µ(z) = fµ(z) in this case, and that
Tq,akT
−1
q,am(f˜µ(z))
n∏
i=1
e(ak, zi; p) = Tq,ak(Eµ(a{1,...,r}; z; p))
n∏
i=1
e(ak, zi; p)
for k = 1, . . . ,m − 1. We investigate the two cases k ∈ {1, . . . , r} and k ∈ {r + 1, . . . ,m− 1}
separately.
When k ∈ {1, . . . , r}, by the change of parameters ak → am, we have
Eµ(a{1,...,r}; z; p) = Eµ(aIk∪{k}; z; p) =
∑
α∈ZIk∪{m},n
CIk;k,mµ,α Eα(aIk∪{m}; z; p),
where Ik = {1, . . . , r} \ {k} and the coefficients CIk;k,mµ,α are specified by (2.8). Hence,
Tq,akT
−1
q,am
(
Eµ(a{1,...,r}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z)
)
= (akam)
n
∑
α∈ZIk∪{m},n
Tq,ak(C
Ik;k,m
µ,α )Eα(aIk∪{m}; z; p)
n∏
i=1
e(ak, zi; p)Ψ(z).
We now apply (3.15) for the reduction in HΨsym from the kth face to the mth face:
Tq,akT
−1
q,am
(
Eµ(a{1,...,r}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z)
)
≡ (akam)n
∑
α∈ZIk∪{m},n
∑
µ∈Zr,n
Tq,ak(C
Ik;k,m
µ,α )B
Ik;m,k
α,µ Eν(a{1,...,r}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z).
Hence we have
A˜k,mµ,ν (a) = (akam)n
∑
α∈ZIk∪{m},n
Tq,ak(C
Ik,k,m
µ,α )B
Ik;m,k
α,ν .
When k ∈ {r + 1, . . . ,m− 1}, choosing an index l ∈ {1, . . . , r} arbitrarily, we apply the change
of parameters al → am in advance, and then perform the reduction from the kth face to the mth
face:
Tq,akT
−1
q,am
(
Eµ(a{1,...,r}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z)
)
= (akam)
nEµ(a{1,...,r}; z; p)
n∏
i=1
e(ak, zi; p)Ψ(z)
= (akam)
n
∑
α,β,ν
CIl;l,mµ,α Eα(aIl∪{m}; z; p)
n∏
i=1
e(ak, zi; p)Ψ(z)
≡ (akam)n
∑
α,β
CIl;l,mµ,α B
Il;m,k
α,β Eβ(aIl∪{k}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z)
= (akam)
n
∑
α,β
CIl;l,mµ,α B
Il;m,k
α,β C
Il;k,l
β,ν Eν(a{1,...,r}; z; p)
n∏
i=1
e(am, zi; p)Ψ(z).
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Hence we have
A˜k,mµ,ν (a) = (akam)n
∑
α∈ZIl∪{m},n
∑
β∈ZIl∪{k},n
CIl;l,mµ,α B
Il;m,k
α,β C
Il;k,l
β,ν .
As we explained before, the coefficient matrices Ak,m(a) are determined from A˜k,m(a) by Ak,m(a) =
T−1pq,am(A˜k,m(a)).
Note that the matrices C l;k,l =
(
CI;k,lµ,ν
)
µ,ν
and BI;k,l =
(
BI;k,lµ,ν
)
µ,ν
are lower triangular and
upper triangular respectively, with respect to the partial ordering of NI . Hence, the determinant
of A˜k,m(a) = (A˜k,mµ,ν (a))µ,ν∈Zr,n is computed by (2.9) and (3.16) as follows: For k ∈ {1, . . . , r},
det A˜k,m(a) = (a−1k a2r+1m )(
n+r−1
r )
∏
0≤i+j<n
∏
1≤l≤r
l 6=k
(
e(tiak, t
jal; p)
e(tiqak, tjal; p)
)(n−i−j+r−3r−2 )
·
n−1∏
i=0
∏
1≤l≤m−1
l 6=k
(
θ(tiakal; p)
θ(tiamal; p)
)(n−i+r−2r−1 )
,
(4.8)
and for k ∈ {r + 1, . . . ,m− 1}
det A˜k,m(a) = (a−1k a2r+1m )(
n+r−1
r )
n−1∏
i=0
∏
1≤l≤m−1
l 6=k
(
θ(tiakal; p)
θ(tiamal; p)
)(n−i+r−2r−1 )
. (4.9)
The determinants detAk,m(a) are obtained from these by applying T−1pq,am. 
Remark 4.2 Under the assumption of Theorem 4.1, by the q-difference equations (4.5) the inte-
grals Iµ(a) (µ ∈ Zr,n), regarded as functions on (a1, . . . , am−1), are continued meromorphically to
the whole algebraic torus (C∗)m−1, and hence define meromorphic functions on the hypersurface
a1 · · · amt2n−2 = pq in (C∗)m.
4.4 Symmetry of the difference system with respect to (p, q).
In Theorem 4.1, under the condition |p| < |t|2n−2 we derived the system of q-difference equations
for the integrals
Iµ(a) = 〈Eµ(a{1,...,r}; z; p), g(z)〉Φ (µ ∈ Zr,n)
defined by the interpolation basis of H(p)r−1,n and a holomorphic function g(z) ∈ H(q)r−1,n. In this
formulation, we imposed on g(z) the q-shift invariance with respect to the a parameters so that
the coefficient matrices should not depend on the choice of g(z). We now modify the interpolation
basis appropriately in order to make the q-difference system consistent with the (p, q) symmetry of
the bilinear form
〈 , 〉Φ : H(p)r−1,n ×H(q)r−1,n → C.
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Recall the dual Cauchy formula (2.5) for the interpolation functions Eµ(a{1,...,r}; z; p): For two sets
of variables z = (z1, . . . , zn) and w = (w1, . . . , wr−1), we have
n∏
j=1
r−1∏
l=1
e(zj , wi; p) =
∑
µ∈Zr,n
Eµ(a{1,...,r}; z; p)Fµ(a{1,...,r};w; p), (4.10)
where
Fµ(a{1,...,r};w; p) =
r∏
k=1
r−1∏
l=1
e(ak, wl; p)t,µk (µ ∈ Zr,n). (4.11)
In view of this formula, we set
fµ(z;w; p) = Eµ(a{1,...,r}; z; p)Fµ(a{1,...,r};w; p) (µ ∈ Zr,n). (4.12)
Lemma 4.3 The functions fµ(z;w; p) defined by (4.12) are invariant with respect to the p-shifts
in the a parameters, namely,
Tp,akfµ(z;w; p) = fµ(z;w; p) (k = 1, . . . ,m).
Proof : Since fµ(z;w; p) do not depend on ak (k = r + 1, . . . ,m), we show the invariance of
fµ(z;w; p) with respect to Tp,ak (k = 1, . . . , r). Applying Tp,ak to (4.10) we have
n∏
j=1
r−1∏
l=1
e(zj , wi; p) =
∑
µ∈Zr,n
Tp,ak(Eµ(a{1,...,r}; z; p))Tp,ak(Fµ(a{1,...,r};w; p)).
By (4.11) it is directly checked that
Tp,alFµ(a{1,...,r};w; p) = Fµ(a{1,...,r};w; p)(t
2(µk2 )pµka2µkk )
−r+1 (k = 1, . . . , r).
Since Fµ(a{1,...,r};w; p) are linearly independent as functions in w, we see that
Tp,ak(Eµ(a{1,...,r}; z; p)) = Eµ(a{1,...,r}; z; p)(t
2(µk2 )pµka2µkk )
r−1.
It also implies that the functions fµ(z;w; p) = Eµ(a{1,...,r}; z; p)Fµ(a{1,...,r};w; p) are invariant with
respect to Tp,ak (k = 1, . . . , r). 
Introducing a new set of parameters u = (u1, . . . , ur−1), we consider the integrals
Iµ(a) = Fµ(a;u; p)Iµ(a) = 〈fµ(z;u; p), g(z)〉Φ .
Then the system of q-difference equations to be satisfied by Iµ = Iµ(a) are given by
Tq,akT
−1
q,amIµ =
∑
ν∈Zr,n
Ak,mµ,ν (a)Iν (µ ∈ Zr,n),
where
Ak,mµ,ν (a) =
Tp,akFµ(a{1,...,r};u; p)
Fν(a{1,...,r};u; p)
Ak,mµ,ν (a) (k = 1, . . . ,m− 1).
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To be more precise, we have
Ak,mµ,ν (a) =

r−1∏
j=1
e(qak, uj ; p)t,µk
e(ak, uj ; p)t,νk
∏
1≤l≤r
l 6=k
r−1∏
j=1
e(al, uj ; p)t,µl
e(al, uj ; p)t,νl
Ak,mµ,ν (a) (k = 1, . . . , r),
r∏
l=1
r−1∏
j=1
e(al, uj ; p)t,µl
e(al, uj ; p)t,νl
Ak,mµ,ν (a) (k = r + 1, . . . ,m− 1).
Hence the determinant of the matrix Ak,m(a) = (Ak,mµ,ν (a))µ,ν∈Zr,n is computed by (4.6), (4.7) as
detAk,m(a) =
n∏
i=1
r∏
l=1
(
e(qak, ul; p)t,i
e(ak, ul; p)t,i
)(n−i+r−2r−2 )
·
∏
i,j≥0
i+j<n
∏
1≤l≤r
l 6=k
(
e(tiak, t
jal; p)
e(tiqak, tjal; p)
)(n−i−j+r−3r−2 )
·
n−1∏
i=0
∏
1≤l≤m
l 6=k
(
θ(tiakal; p)
θ(tiq−1amal; p)
)(n−i+r−2r−1 )
(4.13)
for k ∈ {1, . . . , r}, and
detAk,m(a) =
n−1∏
i=0
∏
1≤l≤m
l 6=k
(
θ(tiakal; p)
θ(tiq−1amal; p)
)(n−i+r−2r−1 )
(4.14)
for k ∈ {r + 1, . . . ,m− 1}. When we need to make the bases p, q and the parameters u explicit we
use the notation Ak,m(a;u; p, q) for Ak,m(a).
In order to deal with the two bases (p, q) on an equal footing, we introduce two sets of parameters
u = (u1, . . . , ur−1), v = (v1, . . . , vr−1), and define
Iµ,ν(a;u, v) = 〈fµ(z;u; p), fν(z; v; q)〉Φ
=
∫
Tn
fµ(z;u; p)fν(z; v; q)Φ(z; a)ωn(z)
(4.15)
for µ, ν ∈ Zr,n. We suppose that |p| < |t|2n−2 and |q| < |t|2n−2. Then, by the symmetry with
respect to (p, q) the square matrix
I(a;u, v) = (Iµ,ν(a;u, v))µ,ν∈Zr,n (4.16)
satisfies the following system of q- and p-difference equations with respect to the a parameters: For
each k = 1, . . . ,m− 1,
Tq,akT
−1
q,amIµ,λ(a;u, v) =
∑
ν∈Zr,n
Ak,mµ,ν (a;u; p, q)Iν,λ(a;u, v),
Tp,akT
−1
p,amIλ,µ(a;u, v) =
∑
ν∈Zr,n
Ak,mµ,ν (a; v; q, p)Iλ,ν(a;u, v) (λ, µ ∈ Zr,n),
(4.17)
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or equivalently
Tq,akT
−1
q,amI(a;u, v) = A
k,m(a;u; p, q)I(a;u, v),
Tp,akT
−1
p,amI(a;u, v) = I(a;u, v)A
k,m(a; v; q, p)t
(4.18)
in the matrix notation. Hence the determinant J = det I(a;u, v) satisfies the q- and p-difference
equations
Tq,akT
−1
q,amJ = detA
k,m(a;u; p, q)J,
Tp,akT
−1
p,amJ = detA
k,m(a; v; q, p)J (k = 1, . . . ,m− 1) (4.19)
of rank one. By inspecting the explicit formulas (4.13), (4.14) for the determinants of the coefficient
matrices, it is directly verified that the function
J0(a;u, v) =
n−1∏
i=0
∏
1≤k<l≤m
Γ(tiakal; p, q)
(n−i+r−2r−1 )
·
∏n
i=1
∏r
k=1
∏r−1
l=1 (e(ak, ul; p)t,ie(ak, vl; q)t,i)
(n−i+r−2r−2 )∏
0≤i+j<n
∏
1≤k<l≤r (e(t
iak, tjal; p)e(tiak, tjal; q))
(n−i−j+r−3r−2 )
(4.20)
provides with a particular solution of the system of q- and p- difference equations. Since the two
meromorphic functions det I(a;u, v) and J0(a;u, v) both satisfy the difference equations (4.19),
the ratio det I(a;u, v)/J0(a;u, v) is invariant with respect to the q- and p-shifts in the a param-
eters simultaneously. This implies that this ratio is a constant which does not depend on the a
parameters.
Theorem 4.4 Suppose that |p| < |t|2n−2 and |q| < |t|2n−2. Under the condition t2n−2a1 · · · am = pq
with m = 2r + 4, let I(a;u, v) = (Iµ,ν(a;u, v))µ,ν∈Zr,n be the square matrix defined by the integrals
(4.15). The determinant of I(a;u, v) is expressed as
det I(a;u, v) = cr,n
n−1∏
i=0
∏
1≤k<l≤m
Γ(tiakal; p, q)
(n−i+r−2r−1 )
·
∏n
i=1
∏r
k=1
∏r−1
l=1 (e(ak, ul; p)t,ie(ak, vl; q)t,i)
(n−i+r−2r−2 )∏
0≤i+j<n
∏
1≤k<l≤r (e(t
iak, tjal; p)e(tiak, tjal; q))
(n−i−j+r−3r−2 )
,
where cr,n is a constant which does not depend on the parameters a = (a1, . . . , am).
In the next section, we will give an explicit formula for cr,n as a function of (p, q, t) as in Theorem
1.1. Since cr,n 6= 0, I(a;u, v) is in fact a fundamental matrix solution of the system of q-difference
equations
Tq,akT
−1
q,amI(a;u, v) = A
k,m(a;u; p, q)I(a;u, v) (k = 1, . . . ,m− 1).
As in the previous subsection, we consider the integrals
Kµ,ν(a) = 〈Eµ(a{1,...,r}; z; p), Eν(a{1,...,r}; z; q)〉Φ (µ, ν ∈ Zr,n)
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defined by the interpolation bases for H(p)r−1,n, H(q)r−1,n, and set K(a) =
(
Kµ,ν(a)
)
µ,ν∈Zr,n
. Then we
have
Iµ,ν(a;u, v) = Fµ(a{1,...,r};u; p)Fν(a{1,...,r}; v; q)Kµ,ν(a) (µ, ν ∈ Zr,n),
which implies
det I(a;u, v) = detK(a)
∏
µ∈Zr,n
Fµ(a{1,...,r};u; p)Fµ(a{1,...,r}; v; q)
= detK(a)
n∏
i=1
r∏
k=1
r−1∏
l=1
(
e(ak, ul; p)t,ie(ak, vl; q)t,i
)(n−i+r−2r−2 ).
By Theorem 4.4 the determinant of the matrix K(a) is expressed as follows.
Corollary 4.5 Under the condition t2n−2a1 · · · am = pq with m = 2r + 4, we have
detK(a) = cr,n
∏n−1
i=0
∏
1≤k<l≤m Γ(t
iakal; p, q)
(n−i+r−2r−1 )∏
0≤i+j<n
∏
1≤k<l≤r (e(t
iak, tjal; p)e(tiak, tjal; q))
(n−i−j+r−3r−2 )
,
where cr,n is a constant independent of the parameters a = (a1, . . . , am).
As in Theorem 1.1 we now consider the integrals
Kµ,ν(a;x, y) = 〈Eµ(x; z; p), Eν (y; z; q)〉Φ (µ, ν ∈ Zr,n) (4.21)
defined by the interpolation bases for H(p)r−1,n, H(q)r−1,n with respect to generic parameters x =
(x1, . . . , xr), y = (y1, . . . , yr). Note that
Eµ(x; z; p) =
∑
α∈Zr,n
Eµ(x; (a{1,...,r})t,α; p)Eα(a{1,...,r}; z; p),
Eν(y; z; q) =
∑
β∈Zr,n
Eν(y; (a{1,...,r})t,β ; q)Eβ(a{1,...,r}; z; q)
(4.22)
by the property of interpolation functions. Also, by [13, Theorem 4.1] the determinants of these
transition matrices are given by
det
(
Eµ(x; (a{1,...,r})t,ν ; p)
)
µ,ν∈Zr,n
=
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, t
jal; p)
e(tixk, tjxl; p)
)(n−i−j+r−3r−2 )
,
det
(
Eµ(y; (a{1,...,r})t,ν ; q)
)
µ,ν∈Zr,n
=
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, t
jal; q)
e(tiyk, tjyl; q)
)(n−i−j+r−3r−2 )
.
Hence the determinant of the matrix K(a;x, y) =
(
Kµ,ν(a;x, y)
)
µ,ν∈Zr,n
is computed as
detK(a;x; y) = detK(a)
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, t
jal; p)
e(tixk, tjxl; p)
e(tiak, t
jal; q)
e(tiyk, tjyl; q)
)(n−i−j+r−3r−2 )
.
Then, by Corollary 4.5 we obtain the following expression for detK(a;x, y).
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Corollary 4.6 Under the condition t2n−2a1 · · · am = pq with m = 2r + 4, we have
detK(a;x, y) = cr,n
∏n−1
i=0
∏
1≤k<l≤m Γ(t
iakal; p, q)
(n−i+r−2r−1 )∏
0≤i+j<n
∏
1≤k<l≤r (e(t
ixk, tjxl; p)e(tiyk, tjyl; q))
(n−i−j+r−3r−2 )
,
where cr,n is a constant independent of the parameters a = (a1, . . . , am).
Remark 4.7 We compute the constant cr,n later in Section 5, and eventually see that
cr,n =
(
2nn!
(p; p)n∞(q; q)
n
∞
)(n+r−1r−1 ) n−1∏
i=0
(
Γ(ti+1; p, q)
Γ(t; p, q)
)r(n−i+r−2r−1 )
. (4.23)
As a consequence, Corollary 4.6 with the explicit formula (4.23) of cr,n implies Theorem 1.1. Once
the constant cr,n has been determined, we see that Theorem 4.4 and its corollaries are valid for
|p| < 1 and |q| < 1 without any particular restriction.
The system of q- and p-difference equations for the matrix K(a;x, y) as stated in Theorem 1.3
can be derived from the system (4.18) for I(a;u, v). From (4.12) and (4.22) the transition between
Eµ(x; z; p) and fα(z;u; p) is given by
Eµ(x; z; p) =
∑
ν∈Zr,n
Gµν(a;x, u; p)fν(z;u; p),
where
Gµν(a;x, u; p) =
Eµ(x; (a{1,...,r})t,ν ; p)
Fν(a{1,...,r};u; p)
.
From (4.15) and (4.21) we have
K(a;x, y) = G(a;x, u; p)I(a;u, v)G(a; y, v; q)t ,
where
G(a;x, u; p) = (Gµν(a;x, u; p))µ,ν∈Zr,n .
Since G(a; y, v; q) is invariant under the q-shifts in a parameters, by (4.18), for k = 1, . . . ,m − 1,
we have
Tq,akT
−1
q,amK(a;x, y) =
(
Tq,akT
−1
q,amG(a;x, u; p)
)
Ak,m(a;u; p, q)I(a;u, v)G(a; y, v; q)t ,
and hence,
Tq,akT
−1
q,amK(a;x, y) =M
k,m(a;x; p, q)K(a;x, y), (4.24)
where
Mk,m(a;x; p, q) =
(
Tq,akT
−1
q,amG(a;x, u; p)
)
Ak,m(a;u; p, q)G(a;x, u; p)−1 . (4.25)
Note that these matrices are actually independent of u as can be seen from (4.24), provided
detK(a;x, y) 6= 0. SinceK(a;x, y) is invariant under the permutation of a1, . . . , am, the q-difference
equations (1.7) are obtained from (4.25) by symmetry. Also, the p-difference equations (1.8) follow
from the symmetry of K(a;x, y) with respect to p and q. This completes the proof of Theorem 1.3
under the assumption cr,n 6= 0.
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5 Computation of the constants cr,n
5.1 Determinant of the bilinear form
In this section, we use the notation K
(r,n)
µ,ν (a) and Φn(z; a) for Kµ,ν(a) and Φ(z) = Φ(z; a; p, q)
respectively, in order to make explicit the dependence on (r, n) and a = (a1, . . . , am). Namely,
K(r,n)µ,ν (a) = 〈Eµ(a{1,...,r}; z; p), Eν(a{1,...,r}; z; q)〉Φ
=
∫
Tn
Eµ(a{1,...,r}; z; p), Eν(a{1,...,r}; z; q)Φn(z; a)ωn(z) (µ, ν ∈ Zr,n).
Under the conditions |p| < |t|2n−2, |q| < |t|2n−2 and t2n−2a1 · · · am = pq (m = 2r+4), by Corollary
4.5 the determinant of the matrix K(r,n)(a) =
(
K
(r,n)
µ,ν (a)
)
µ,ν∈Zr,n
is expressed as
detK(r,n)(a) = cr,n Lr,n(a),
with a constant cr,n which does not depend on a, where
Lr,n(a) =
∏n−1
i=0
∏
1≤k<l≤m Γ(t
iakal; p, q)
(n−i+r−2r−1 )∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−3r−2 ) .
In the following, we determine the unknown constant cr,n by comparing the asymptotic behavior
of the two meromorphic functions detK(r,n)(a) and Lr,n(a) around their poles.
5.2 Asymptotic behavior of Lr,n(a)
Among the parameters a1, . . . , am (m = 2r+4), we choose two parameters a1 and ar+1 and analyze
the singularity of Lr,n(a) along the pole 1− a1ar+1 = 0. Since Lr,n(a) has the factor
Γ(a1ar+1; p, q)
(n+r−2r−1 ) =
(
(pq/a1ar+1; p, q)∞
(a1ar+1; p, q)∞
)(n+r−2r−1 )
,
it has a pole of multiplicity
(
n+r−2
r−1
)
along the hypersurface 1− a1ar+1 = 0. We compute the limit
L˜r,n(a˜) = lim
ar+1→a
−1
1
(1− a1ar+1)(
n+r−2
r−1 )Lr,n(a) (5.1)
as ar+1 → a−11 . In this procedure, we regard (a1, . . . , am−1) as independent variables and am =
pq/t2n−2a1 · · · am−1 as a function of (a1, . . . , am−1). Note that as ar+1 → a−11 , am has the limit
a˜m = lim
ar+1→a
−1
1
am = pq/t
2n−2a2 · · · arar+2 · · · am−1.
Also, in the notation L˜r,n(a˜), a˜ stands for
a˜ = (a1, . . . , ar, ar+2, . . . , am−1, a˜m).
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The limit L˜r,n(a˜) is computed explicitly as follows. We first rewrite Lr,n(a) as
Lr,n(a) = Γ(a1ar+1; p, q)
(n+r−2r−1 )
n−1∏
i=1
Γ(tia1ar+1; p, q)
(n−i+r−2r−1 )
·
n−1∏
i=0
∏
1≤k≤m
k 6=1,r+1
Γ(tia1ak, t
iar+1ak; p, q)
(n−i+r−2r−1 )
·
∏n−1
i=0
∏
1≤k<l≤m
k,l 6=1,r+1
Γ(tiakal; p, q)
(n−i+r−2r−1 )
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−3r−2 ) .
Since
lim
ar+1→a
−1
1
(1− a1ar+1)Γ(a1ar+1; p, q)
= lim
ar+1→a1
(pq/a1ar+1; pq)∞
(pa1ar+1; p)∞(qa1ar+1; q)∞(pqa1ar+1; pq)∞
=
1
(p; p)∞(q; q)∞
,
we obtain
L˜r,n(a˜) =
∏n−1
i=1 Γ(t
i; p, q)(
n−i+r−2
r−1 )
((p; p)∞(q; q)∞)
(n+r−2r−1 )
n−1∏
i=0
∏
1≤k≤m
k 6=1,r+1
Γ(tia±11 ak; p, q)
(n−i+r−2r−1 )
·
∏n−1
i=0
∏
1≤k<l≤m
k,l 6=1,r+1
Γ(tiakal; p, q)
(n−i+r−2r−1 )
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−3r−2 ) .
Here am in the right-hand side should be understood as its limit a˜m = pq/t
2n−2a2 · · · arar+2 · · · am−1.
5.3 Remark on analytic continuation
Before proceeding to asymptotic analysis of detK(r,n)(a), we give a general remark on analytic
continuation of the integral
〈f(z; a)〉Φ =
∫
Tn
f(z; a)Φn(z; a)ωn(z) (5.2)
for a holomorphic function f(z; a) on (C∗)n × (C∗)m, which defines a holomorphic function on the
domain
U =
{
a = (a1, . . . , am) ∈ (C∗)m
∣∣ |ak| < 1 (k = 1, . . . ,m)} ⊂ (C∗)m.
This function can be continued to a holomorphic function on a larger domain by replacing Tn with
an appropriate n-cycle depending on the parameters (a1, . . . , am).
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Notice that Φn(z; a) has poles possibly along the divisors
z±1i = akp
µqν (1 ≤ i ≤ n; k = 1, . . . ,m; µ, ν ∈ N),
z±1i z
±1
j = t p
µqν (1 ≤ i < j ≤ n; µ, ν ∈ N).
Also, regarded as a function of zi (i = 1, . . . , n), it has poles possibly at
pµqνak, p
−µq−νa−1k , p
µqνtz±1j , p
−µq−νt−1z±1j ,
where 1 ≤ k ≤ m, 1 ≤ j ≤ n, j 6= i and µ, ν ∈ N. In view of this fact, for each a = (a1, . . . , am) ∈
(C∗)m, we define two subsets S0, S∞ of C
∗ by
S0 =
{
pµqνak
∣∣ 1 ≤ k ≤ m; µ, ν ∈ N },
S∞ =
{
p−µq−νa−1k
∣∣ 1 ≤ k ≤ m; µ, ν ∈ N },
and suppose that S0 ∩ S∞ = φ, namely akal /∈ p−Nq−N (1 ≤ k, l ≤ m). Assuming that |t| < ρ2 for
some ρ ∈ (0, 1], we choose a circle
Cδ(0) =
{
u ∈ C∗ ∣∣ |u| = δ }, δ ∈ [ρ, ρ−1],
which does not intersect with S0 ∪ S∞. Then we define a cycle C in C∗ by
C = Cδ(0) +
∑
c∈S0;|c|>δ
Cε(c)−
∑
c∈S∞;|c|<δ
Cε(c),
where Cε(c) denotes a sufficiently small circle around c. Note that, if |ak| < 1 (k = 1, . . . ,m), then
C is homologous to the unit circle.
We now assume that |ak| < ρ−1 (k = 1, . . . ,m). Then such a cycle C can be taken inside the
annulus {u ∈ C∗ | ρ ≤ |u| ≤ ρ−1}. Since |t| < ρ2, the meromorphic function Φn(z; a) is holomorphic
in an neighborhood of the n-cycle Cn = C × · · · ×C. Hence, the integral∫
Cn
f(z; a)Φn(z; a)ωn(z) (5.3)
is well defined, and does not depend on the choice of δ ∈ [ρ, ρ−1]. This implies the following lemma
on analytic continuation.
Lemma 5.1 Suppose that |t| < ρ2 for some ρ ∈ (0, 1]. Then the holomorphic function (5.2) on the
domain U can be continued by the integral (5.3) to a holomorphic function on{
a = (a1, . . . , am) ∈ (C∗)m
∣∣ |ak| < ρ−1 (1 ≤ k ≤ m), akal /∈ p−Nq−N (1 ≤ k, l ≤ m) }. (5.4)

We remark that, when f(z; a) depends meromorphically on a, the integral (5.2) is continued simi-
larly to a meromorphic function on the domain (5.4).
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5.4 Asymptotic behavior of detK(r,n)(a)
Applying the same procedure as in Subsection 5.2 to detK(r,n)(a), we compute the limit
K˜r,n(a˜) = lim
ar+1→a
−1
1
(1− a1ar+1)(
n+r−2
r−1 ) detK(r,n)(a). (5.5)
Note here that the power
(n+r−2
r−1
)
is the cardinality of Zr,n−1. The indexing set Zr,n for the matrix
K(r,n)(a) is divided into two parts as
Zr,n = Z
0
r,n ⊔ Z+r,n; Z0r,n =
{
µ ∈ Zr,n
∣∣ µ1 = 0} , Z+r,n = {µ ∈ Zr,n ∣∣ µ1 > 0} ,
according as µ1 = 0 or µ1 > 0. Since Zr−1,n
∼→ Z0r,n and Zr,n−1 ∼→ Z+r,n = Zr,n−1 + ǫ1,
#Z0r,n =
(
n+r−2
r−2
)
, #Z+r,n =
(
n+r−2
r−1
)
.
and the above decomposition of Zr,n corresponds the identity
(
n+r−1
r−1
)
=
(
n+r−2
r−2
)
+
(
n+r−2
r−1
)
of
binomial coefficients.
In order to compute the limit (5.5), we analyze the asymptotic behavior of each matrix element
K
(r,n)
µ,ν (a) along the hypersurface 1 − a1ar+1 = 0, by the same method of pinching as we used in
[12]. As we remarked in Lemma 5.1, in the region (5.4) the integral K
(r,n)
µ,ν (a) is expressed as
K(r,n)µ,ν (a) =
∫
Cn
Eµ(a{1,...,r}; z; p)Eν(a{1,...,r}; z; q)Φn(z; a)ωn(z)
over a certain n-cycle Cn, provided that |t| < ρ2. Assuming that ρ ∈ (0, 1) satisfies
|p| < ρ, |q| < ρ, |pq/t2n−2| < ρm−2, (5.6)
we consider the situation where
1 < |a1| < ρ−1; ρ < |ak| < 1 (k = 2, . . . ,m− 1).
In this case we can choose the cycle C as
C = C0 + Cε(a1)− Cε(a−11 ); C0 = C1(0),
with sufficiently small ε > 0, and analyze the effect of pinching about the cycles Cε(a1), Cε(a
−1
1 )
as ar+1 → a−11 in the region (5.6).
We first consider the integral with respect to the variable z1. When ar+1 approaches to a
−1
1 , the
contour C is pinched by the two pairs of poles (ar+1, a
−1
1 ) and (a
−1
r+1, a1). Taking this into account
we decompose Φn(z; a) as
Φn(z; a) =
Γ(a1z
±1
1 ; p, q)
∏m
k=2 Γ(akz
±1
1 ; p, q)
Γ(z±21 ; p, q)
n∏
j=2
Γ(tz±11 z
±1
j ; p, q)
Γ(z±11 z
±1
j ; p, q)
Φn−1(z1̂; a),
where z1̂ = (z2, . . . , zn), and compute the residues at the poles z1 = a
±1
1 . Then we obtain
Res
z1=aǫ1
(
Φn(z; a)
dz1
z1
)
= ǫ
∏m
k=2 Γ(a
±1
1 ak; p, q)
(p; p)∞(q; q)∞Γ(a
−2
1 ; p, q)
Φ̂n−1(z1̂; a)
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for ǫ = ±1, where
Φ̂n−1(z1̂; a) =
n∏
j=2
Γ(ta±1 z
±1
j ; p, q)
Γ(a±1 z
±1
j ; p, q)
Φn−1(z1̂; a).
Setting
Ψµ,ν(z; a) = Eµ(a{1,...,r}; z; p)Eν(a{1,...,r}; z; q)Φn(z; a) (µ, ν ∈ Zr,n),
we compute
1
2π
√−1
∫
C
Ψµ,ν(z; a)
dz1
z1
=
1
2π
√−1
∫
C0
Ψµ,ν(z; a)
dz1
z1
+
2
∏m
k=2 Γ(a
±1
1 ak; p, q)
(p; p)∞(q; q)∞Γ(a
−2
1 ; p, q)
Eµ(a{1,...,r}; a1, z1̂; p)Eµ(a{1,...,r}; a1, z1̂; q)Φ̂n−1(z1̂; a).
By the same argument as in [12], we repeat this computation for z2, . . . , zn. As a result we obtain
K(r,n)µ,ν (a) =
∫
Cn
Ψµ,ν(z; a)ωn(z)
=
∫
Cn0
Ψµ,ν(z; a)ωn(z) +
2n
∏m
k=2 Γ(a
±1
1 ak; p, q)
(p; p)∞(q; q)∞Γ(a
−2
1 ; p, q)
·
∫
Cn−1
Eµ(a{1,...,r}; a1, z1̂; p)Eν(a{1,...,r}; a1, z1̂; q)Φ̂n−1(z1̂; a)ωn−1(z1̂).
(5.7)
We remark that the first term of the right-hand side is regular along 1 − a1ar+1 = 0, and has a
finite limit in the limit as ar+1 → a−11 .
If µ1 = 0 or ν1 = 0, then the first term of the right-hand side of (5.7) is 0. In fact, when µ1 = 0,
we have
Eµ(a{1,...,r}; z; p) =
∏n
i=1 e(zi, a1; p)∏r
k=2 e(ak, a1; p)t,µk
E(µ2,...,µr)(a{2,...,r}; z; p), (5.8)
and hence Eµ(a{1,...,r}; a1, z1̂; p) = 0. Similarly, when ν1 = 0, we have Eν(a{1,...,r}; a1, z1̂; q) = 0.
Therefore, when µ1 = 0 or ν1 = 0, we obtain
K(r,n)µ,ν (a) =
∫
Cn
Ψµ,ν(z; a)ωn(z) =
∫
Cn0
Ψµ,ν(z; a)ωn(z).
Since the integral over Cn0 is regular along 1− a1ar+1 = 0, we obtain
lim
ar+1→a
−1
1
(1− a1ar+1)
∫
Cn
K(r,n)µ,ν (a) = 0,
lim
ar+1→a
−1
1
K(r,n)µ,ν (a) =
∫
Cn0
Ψµ,ν(z; a)
∣∣∣
ar+1=a
−1
1
ωn(z) = K
(r,n)
µ,ν (a)
∣∣∣
ar+1=a
−1
1
.
We now decompose the matrix Kr,n(a) into four blocks as
K(r,n)(a) =
 K(r,n)µ,ν (a) K(r,n)µ,ν (a)
K
(r,n)
µ,ν (a) K
(r,n)
µ,ν (a)
 (µ1 = 0)
(µ1 > 0)
(ν1 = 0) (ν1 > 0)
(5.9)
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according to the partition Zr,n = Z
0
r,n ⊔ Z+r,n of the indexing set. Note that #Z+r,n =
(n+r−2
r−1
)
and
that limar+1→a−11
(1− a1ar+1)K(r,n)µ,ν (a) = 0 when ν1 = 0. Hence we compute
lim
ar+1→a
−1
1
(1− a1ar+1)(
n+r−2
r−1 ) detK(r,n)(a)
= lim
ar+1→a
−1
1
det
 K(r,n)µ,ν (a) K(r,n)µ,ν (a)
(1− a1ar+1)K(r,n)µ,ν (a) (1− a1ar+1)K(r,n)µ,ν (a)

= det
 K
(r,n)
µ,ν (a)
∣∣
ar+1=a
−1
1
K
(r,n)
µ,ν (a)
∣∣
ar+1=a
−1
1
0 lim
ar+1→a
−1
1
(1− a1ar+1)K(r,n)µ,ν (a)

= det
(
K(r,n)µ,ν (a)
∣∣
ar+1=a
−1
1
)
µ,ν∈Z0r,n
det
(
lim
ar+1→a
−1
1
(1− a1ar+1)K(r,n)µ,ν (a)
)
µ,ν∈Z+r,n
.
When µ1 = 0, ν1 = 0, with the notation µ = (0, µ
′), ν = (0, ν ′) we have
Eµ(a{1,...,r}; z; p) =
∏n
i=1 e(zi, a1; p)∏r
k=2 e(ak, a1; p)t,µk
Eµ′(a{2,...,r}; z; p),
Eν(a{1,...,r}; z; q) =
∏n
i=1 e(zi, a1; q)∏r
k=2 e(ak, a1; q)t,νk
Eν′(a{2,...,r}; z; q).
Since
Φn(z; a)
∣∣
ar+1=a
−1
1
=
Φn(z; a1̂,r̂+1)∏n
i=1 e(zi, a1; p)e(zi, a1; q)
, a
1̂,r̂+1
= (a2, . . . , ar, ar+2, . . . , am),
we obtain
K(r,n)µ,ν (a)
∣∣
ar+1=a
−1
1
=
1∏r
k=2 e(ak, a1; p)t,µke(ak, a1; q)t,νk
·
∫
Tn
Eµ′(a{2,...,r}; z; p)Eµ′(a{2,...,r}; z; q)Φ(z; a1̂,r̂+1)ωn(z)
=
K
(r−1,n)
µ′,ν′ (a1̂,r̂+1)∏r
k=2 e(ak, a1; p)t,µke(ak, a1; q)t,νk
and hence
det
(
K(r,n)µ,ν (a)
∣∣
ar+1=a
−1
1
)
µ,ν∈Z0r,n
=
det
(
K
(r−1,n)
µ,ν (a1̂,r̂+1)
∣∣
ar+1=a
−1
1
)
µ,ν∈Zr−1,n∏
µ∈Z0r,n
∏r
k=2 e(ak, a1; p)t,µke(ak, a1; q)t,µk
=
Kr−1,n(a1̂,r̂+1)∏n
j=0
∏r
l=2
(
e(a1, tjal; p)e(a1, tjal; q)
)(n−j+r−3r−2 ) .
(In the right-hand side, am should be understood as am = pq/t
2n−2a2 · · · arar+2 · · · am−1.)
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We next consider the case where µ1 > 0 and ν1 > 0. From (5.7) we compute
lim
ar+1→a
−1
1
(1− a1ar+1)K(r,n)µ,ν (a)
=
2n
∏
1≤k≤m; k 6=1,r+1 Γ(a
±1
1 ak; p, q)
(p; p)2∞(q; q)
2
∞
· lim
ar+1→a
−1
1
∫
Cn−1
Eµ(a{1,...,r}; a1, z1̂; p)Eν(a{1,...,r}; a1, z1̂; q)Φ̂n−1(z1̂; a)ωn−1(z1̂).
Here, by the property of interpolation functions, we have
Eµ(a{1,...,r}; a1, z1̂; p) = Eµ−ǫ1(t
ǫ1a{1,...,r}; z1̂; p),
Eν(a{1,...,r}; a1, z1̂; q) = Eν−ǫ1(t
ǫ1a{1,...,r}; z1̂; q).
Also, noting that
lim
ar+1→a
−1
1
Φ̂n−1(z1̂; a) = Φn−1(z1̂; a)
∣∣
a1→ta1,ar+1→ta
−1
1
= Φn−1(z1̂; ta1, a2, . . . , ar, ta
−1
1 , ar+2, . . .)
and that am = pq/t
2n−2a2 · · · arar+2 · · · am−1 = pq/t2n−4(ta1)a2 · · · ar(ta−11 )ar+2 · · · am−1, we com-
pute
lim
ar+1→a
−1
1
(1− a1ar+1)K(r,n)µ,ν (a)
=
2n
∏
1≤k≤m; k 6=1,r+1 Γ(a
±1
1 ak; p, q)
(p; p)2∞(q; q)
2
∞
K
(r,n−1)
µ−ǫ1,ν−ǫ1(a)
∣∣
a1→ta1,ar+1→ta
−1
1
.
Passing to the determinant, we obtain
det
(
lim
ar+1→a
−1
1
(1− a1ar+1)K(r,n)µ,ν (a)
)
µ,ν∈Z+r,n
=
(
2n
∏
1≤k≤m; k 6=1,r+1 Γ(a
±1
1 ak; p, q)
(p; p)2∞(q; q)
2
∞
)(n+r−2r−1 )
detK(r,n−1)(a)
∣∣
a1→ta1,ar+1→ta
−1
1
.
Summarizing the arguments above, we obtain
K˜r,n(a˜) = lim
ar+1→a
−1
1
(1− a1ar+1)(
n+r−2
r−1 ) detK(r,n)(a)
=
(
2n
(p; p)2∞(q; q)
2
∞
)(n+r−2r−1 ) ∏1≤k≤m; k 6=1,r+1 Γ(a±11 ak; p, q)(n+r−2r−1 )∏n−1
j=0
∏r
l=2
(
e(a1, tjal; p)e(a1, tj; q)
)(n−j+r−3r−2 )
· detK(r−1,n)(a
1̂,r̂+1
) detK(r,n−1)(a)
∣∣
a1→ta1,ar+1→ta
−1
1
(n ≥ 1).
(5.10)
For n = 1 we understand detK(r,0)(a) = 1. This computation is valid also for r = 1:
K˜1,n(a˜) =
2n
∏6
k=3 Γ(a
±1
1 ak; p, q)
(p; p)2∞(q; q)
2
∞
detK(1,n−1)(ta1, ta
−1
1 , a3, a4, a5, a6) (n ≥ 1).
Here we understand detK(1,0)(a) = 1.
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5.5 Determination of cr,n
In order to compare K˜r,n(a˜) with L˜r,n(a˜), we compute
L˜r,n(a˜)
Lr−1,n(a1̂,r̂+1)Lr,n−1(a)
∣∣
a1→ta1,ar+1→ta
−1
1
.
The three factors in this expression are given as follows:
L˜r,n(a˜) =
∏n−1
i=1 Γ(t
i; p, q)(
n−i+r−2
r−1 )
((p; p)∞(q; q)∞)
(n+r−2r−1 )
n−1∏
i=0
∏
1≤k≤m
k 6=1,r+1
Γ(tia±11 ak; p, q)
(n−i+r−2r−1 )
·
∏n−1
i=0
∏
1≤k<l≤m
k,l 6=1,r+1
Γ(tiakal; p, q)
(n−i+r−2r−1 )
∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−3r−2 ) ,
Lr−1,n(a1̂,r̂+1) =
∏n−1
i=0
∏
1≤k<l≤m
k,l 6=1,r+1
Γ(tiakal; p, q)
(n−i+r−3r−2 )
∏
0≤i+j<n
∏
2≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−4r−3 ) ,
Lr,n−1(a)
∣∣∣ a1→ta1
ar+1→ta
−1
1
=
∏n
i=2 Γ(t
i; p, q)(
n−i+r−1
r−1 )
∏n−1
i=1
∏
1≤k≤m
k 6=1,r+1
Γ(tia±11 ak; p, q)
(n−i+r−2r−1 )
∏
i≥1,j≥0,0≤i+j<n
∏r
l=2
(
e(tia1, tjal; p)e(tia1, tjal; q)
)(n−i−j+r−3r−2 )
·
∏n−2
i=0
∏
1≤k<l≤m
k,l 6=1,r+1
Γ(tiakal; p, q)
(n−i+r−3r−1 )
∏
0≤i+j<n−1
∏
2≤k<l≤r
(
e(tiak, tjal; p)e(tiak, tjal; q)
)(n−i−j+r−4r−2 ) .
Combining these formulas, for r ≥ 2 we have
L˜r,n(a˜) =
1
((p; p)∞(q; q)∞)
(n+r−2r−1 )
Γ(t; p, q)(
n+r−2
r−1 )∏n
i=1 Γ(t
i; p, q)(
n−i+r−2
r−2 )
·
∏
1≤k≤m; k 6=1,r+1 Γ(a
±1
1 ak; p, q)
(n+r−2r−1 )∏
0≤j<n
∏r
l=2
(
e(ak, tjal; p)e(ak, tjal; q)
)(n−j+r−3r−2 )
· Lr−1,n(a1̂,r̂+1)Lr,n−1(a)
∣∣
a1→ta1,ar+1→ta
−1
1
(n ≥ 1),
(5.11)
where Lr,0(a) = 1, and for r = 1 we have
L˜1,n(a˜) =
∏6
k=3 Γ(a
±1
1 ak; p, q)
(p; p)∞(q; q)∞
Γ(t; p, q)
Γ(tn; p, q)
L1,n−1(ta1, ta
−1
1 , a3, . . . , a6) (n ≥ 1), (5.12)
where L1,0(a) = 1.
Remark 5.2 When r = 1 (m = 6), by the balancing condition t2n−2a1 · · · a6 = pq, we have
t2n−2a3a4a5a6 = pq in the limit a2 → a−11 . Since (tn−1aiaj)(tn−1akal) = pq for {i, j, k, l} =
{3, 4, 5, 6}, Γ(tn−1aiaj; p, q)Γ(tn−1akal; p, q) = 1. Hence we have
∏
3≤k<l≤6 Γ(t
n−1akal; p, q) = 1.
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Recall that detK(r,n)(a) and Lr,n(a) are related through the formulas
detK(r,n)(a) = cr,nLr,n(a), K˜r,n(a˜) = cr,nL˜r,n(a˜).
Hence, by combining (5.10) and (5.11), we obtain the following recurrence formulas for cr,n:
c1,n = c1,n−1
2n
(p; p)∞(q; q)∞
Γ(tn; p, q)
Γ(t; p, q)
(n ≥ 1), c1,0 = 1,
for r = 1, and
cr,n = cr−1,n cr,n−1
(
2n
(p; p)∞(q; q)∞
)(n+r−2r−1 ) ∏n
i=1 Γ(t
i; p, q)(
n−i+r−2
r−2 )
Γ(t; p, q)(
n+r−2
r−1 )
, cr,0 = 1
for r ≥ 2. Solving these recurrence formulas, we obtain
cr,n =
(
2nn!
(p; p)n∞(q; q)
n
∞
)(n+r−1r−1 ) ∏n
i=1 Γ(t
i; p, q)r(
n−i+r−1
r−1 )
Γ(t; p, q)r(
n+r−1
r )
=
(
2nn!
(p; p)n∞(q; q)
n
∞
)(n+r−1r−1 ) n∏
i=1
(
Γ(ti; p, q)
Γ(t; p, q)
)r(n−i+r−1r−1 )
for r ≥ 1 and n ≥ 1. This completes the proof of Theorem 1.1, as is pointed out in the remark of
Corollary 4.6.
6 Determinant formula for q-hypergeometric integrals of typeBCn
In this section we derive a determinant formula for q-hypergeometric integrals of type BCn from
Theorem 1.1. In view of the balancing condition a1 · · · amt2n−2 = pq, we first replace am with pam,
and then take the limit p→ 0. By this procedure, from Φ(z; a; p, q) of (1.1) we obtain
Φ(z; a; q) =
n∏
i=1
(z±2i ; q)∞(qa
−1
m z
±1
i ; q)∞∏m−1
k=1 (akz
±1
i ; q)∞
∏
1≤i<j≤n
(z±1i z
±1
j ; q)∞
(tz±1i z
±1
j ; q)∞
.
In place of H(p)s−1,n we use the C-vector space of Wn-invariant Laurent polynomials in z =
(z1, . . . , zn) of degree ≤ s− 1 in each variable:
Hs−1,n = {f(z) ∈ C[z±]Wn | degzi f(z) ≤ s− 1 (i = 1, . . . , n)}.
For generic c = (c1, . . . , cs) ∈ (C∗)s, there exists a unique basis {Eµ(c; z) |µ ∈ Zs,n} of Hs−1,n
satisfying the condition
Eµ(c; (c)t,ν) = δµ,ν (µ, ν ∈ Zs,n).
This interpolation basis is obtained from {Eµ(c; z; p) | µ ∈ Zs,n} simply by taking the limit p→ 0:
Eµ(c; z) = lim
p→0
Eµ(c; z; p) (µ ∈ Zs,n).
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Otherwise this basis can be constructed by the method of Section 2 by replacing e(u, v; p) with its
limit
e(u, v) = u−1(1− uv)(1− uv−1) = u+ u−1 − v − v−1.
These polynomials Eµ(c; z) (µ ∈ Zs,n) for s = 2 are written as
E(r,n−r)(c1, c2; z) =
∑
1≤i1<···<ir≤n
1≤j1<···<jn−r≤n
r∏
k=1
e(zik , c2t
ik−k)
e(c1tk−1, c2tik−k)
n−r∏
l=1
e(zjl , c1t
jl−l)
e(c2tl−1, c1tjl−l)
(6.1)
for r = 0, 1, . . . , n, where the summation is taken over all pairs of sequences 1 ≤ i1 < · · · < ir ≤ n
and 1 ≤ j1 < · · · < jn−r ≤ n such that {i1, . . . , ir}∪{j1, . . . , jn−r} = {1, 2, . . . , n}. The polynomials
(6.1) are used in the study of Jackson integrals of typeBCn [10]. The polynomials Eµ(c; z) (µ ∈ Zs,n)
for general s were defined for the first time in the present paper.
We assume m = 2r + 4 (r = 1, 2, . . .). Fixing generic parameters x = (x1, . . . , xr) and y =
(y1, . . . , yr), we take the interpolation bases for the two vector spaces Hs−1,n and H(q)r−1,n with
respect to x and y respectively:
Hr−1,n =
⊕
µ∈Zr,n
CEµ(x; z), H(q)r−1,n =
⊕
µ∈Zr,n
CEµ(y; z; q).
For each pair (µ, ν) ∈ Zr,n × Zr,n, we consider the q-hypergeometric integral
Kµ,ν(a;x, y) = 〈Eµ(x; z), Eν(y; z; q)〉Φ
=
∫
Tn
Eµ(x; z)Eν(y; z; q)Φ(z; a; q)ωn(z) (µ, ν ∈ Zr,n),
(6.2)
assuming that |ak| < 1 (k = 1, . . . ,m− 1). By the limiting procedure as explained above, Theorem
1.1 implies the following evaluation formula.
Theorem 6.1 Set m = 2r+4 (r = 1, 2, . . .). Under the balancing condition a1 · · · am−1amt2n−2 = q
for the parameters, the determinant of the
(n+r−1
r−1
)×(n+r−1r−1 ) matrix K(a;x, y) = (Kµ,ν(a;x, y))µ,ν∈Zr,n
is given explicitly by
detK(a;x, y) =
(
2nn!
(q; q)n∞
)(n+r−1r−1 ) n−1∏
i=0
(
(t; q)r∞
∏m−1
k=1 (q/t
iakam; q)∞
(ti+1; q)r∞
∏
1≤k<l≤m−1(t
iakal; q)∞
)(n−i+r−2r−1 )
·
( ∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tixk, t
jxl)e(t
iyk, t
jyl; q)
)(n−i−j+r−3r−2 ))−1.
Note that the above formula with r = 1 (i.e., the integral (1.3) with p→ 0) is known as Gustafson’s
multivariate Nassrallah–Rahman integral [6]∫
Tn
Φ(z; a; q)ωn(z) =
2nn!
(q; q)n∞
n−1∏
i=0
(t; q)∞
∏5
k=1(q/t
iaka6; q)∞
(ti+1; q)∞
∏
1≤k<l≤5(t
iakal; q)∞
, (6.3)
which recovers the Nassrallah–Rahman integral [15] when n = 1. In [10], a proof of (6.3) is given
by means of the polynomials (6.1).
Furthermore, we can take the limit a2r+3 → 0 in Theorem 6.1. Then, without balancing
condition for the parameters a1, . . . , a2r+2, we have the following.
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Corollary 6.2 Let K˜µ,ν(a;x, y) be the q-hypergeometric integrals defined by (6.2) using
Φ˜(z; a; q) =
n∏
i=1
(z±2i ; q)∞∏2r+2
k=1 (akz
±1
i ; q)∞
∏
1≤i<j≤n
(z±1i z
±1
j ; q)∞
(tz±1i z
±1
j ; q)∞
(r = 1, 2, . . .),
with 2r + 2 parameters, instead of Φ(z; a; q). The determinant of the
(n+r−1
r−1
) × (n+r−1r−1 ) matrix
K˜(a;x, y) = (K˜µ,ν(a;x, y))µ,ν∈Zr,n is given by
det K˜(a;x, y) =
(
2nn!
(q; q)n∞
)(n+r−1r−1 ) n−1∏
i=0
(
(t; q)r∞(t
2n−i−2a1a2 · · · a2r+2; q)∞
(ti+1; q)r∞
∏
1≤k<l≤2r+2(t
iakal; q)∞
)(n−i+r−2r−1 )
·
( ∏
0≤i+j<n
∏
1≤k<l≤r
(
e(tixk, t
jxl)e(t
iyk, t
jyl; q)
)(n−i−j+r−3r−2 ))−1.
The above formula with r = 1 is also known as Gustafson’s multivariate Askey–Wilson integral [7]∫
Tn
Φ˜(z; a; q)ωn(z) =
2nn!
(q; q)n∞
n−1∏
i=0
(t; q)∞(t
2n−i−2a1a2a3a4; q)∞
(ti+1; q)∞
∏
1≤k<l≤4(t
iakal; q)∞
, (6.4)
which is the Askey–Wilson integral [4] when n = 1. In [21] and [9], proofs of (6.4) are given by
using degenerate cases of the polynomials (6.1)
∑
1≤i1<···<ir≤n
r∏
k=1
e(zik , c1t
ik−k) (r = 0, 1, . . . , n), (6.5)
which essentially coincide with the special cases of Okounkov’s interpolation polynomials [16, The-
orem 5.2], [17] attached to single columns of partitions. (For the polynomials (6.5), see also [3,
Introduction, p. 1073–p.1074] and [14].) Corollary 6.2 can be regarded as a BCn version of the
determinant formula of Tarasov and Varchenko [20] for q-hypergeometric integrals of type An.
As a basis of the vector space Hr−1,n, we can also take the symplectic Schur functions
χλ(z) =
det
(
zλk+n−k+1j − z−λk−n+k−1j
)n
j,k=1
det
(
zn−k+1j − z−n+k−1j
)n
j,k=1
associated with the partitions λ ∈ Br,n = {λ ∈ Zn | r − 1 ≥ λ1 ≥ · · · ≥ λn ≥ 0}. These functions
χλ(z) are expanded in terms of our interpolation polynomials as
χλ(z) =
∑
µ∈Zr,n
cλµEµ(x; z) (λ ∈ Br,n),
where cλµ = χλ((x)t,µ). The determinant of the matrix C =
(
cλµ
)
λ∈Br,n,µ∈Zr,n
is given by
detC = det
(
χλ((x)t,µ)
)
λ∈Br,n,µ∈Zr,n
=
∏
0≤i+j<n
∏
1≤k<l≤r
e(tixk, t
jxl)
(n−i−j+r−3r−2 ),
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as is proved in [3, Corollary 1.5] or [8, Theorem 3.2 (3.6)], for instance. We define the matrix
X(a; y) =
(〈χλ(z), Eν(y; z; q)〉Φ)λ∈Br,n,ν∈Zr,n .
Then we have X(a; y) = C K(a;x, y), so that detX(a; y) = detC detK(a;x, y). Under the condition
a1 · · · a2r+4t2n−2 = q, this implies
detX(a; y) =
(
2nn!
(q; q)n∞
)(n+r−1r−1 ) n−1∏
i=0
(
(t; q)r∞
∏2r+3
k=1 (q/t
iaka2r+4; q)∞
(ti+1; q)r∞
∏
1≤k<l≤2r+3(t
iakal; q)∞
)(n−i+r−2r−1 )
·
( ∏
0≤i+j<n
∏
1≤k<l≤r
e(tiyk, t
jyl; q)
(n−i−j+r−3r−2 )
)−1
.
Similarly we define
X˜(a; y) =
(〈χλ(z), Eν(y; z; q)〉Φ˜)λ∈Br,n,ν∈Zr,n ,
which satisfies X˜(a; y) = C K˜(a;x, y), so that det X˜(a; y) = detC det K˜(a;x, y). Then we have
det X˜(a; y) =
(
2nn!
(q; q)n∞
)(n+r−1r−1 ) n−1∏
i=0
(
(t; q)r∞(t
2n−i−2a1a2 · · · a2r+2; q)∞
(ti+1; q)r∞
∏
1≤k<l≤2r+2(t
iakal; q)∞
)(n−i+r−2r−1 )
·
( ∏
0≤i+j<n
∏
1≤k<l≤r
e(tiyk, t
jyl; q)
(n−i−j+r−3r−2 )
)−1
.
This determinant formula is a contour integral version of the formula ([13, Theorem 1.2] or [3,
Theorem 1.3]) for Jackson integrals of type BCn.
The elliptic version of the determinant formulas for Jackson integrals of type BCn has not been
established yet. It would be an important problem to clarify the relationship between Jackson
integrals and contour integrals in the context of elliptic hypergeometric pairings as in this paper.
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