Simple SL(n)-Modules with Normal Closures of Maximal Torus Orbits by Kuyumzhiyan, K.
ar
X
iv
:0
80
6.
19
81
v1
  [
ma
th.
AG
]  
12
 Ju
n 2
00
8
SIMPLE SL(n)-MODULES
WITH NORMAL CLOSURES OF MAXIMAL TORUS ORBITS
K. KUYUMZHIYAN
Abstrat. Let T be the subgroup of diagonal matries in the group SL(n). The aim of this
paper is to nd all nite-dimensional simple rational SL(n)-modules V with the following
property: for eah point v ∈ V the losure Tv of its T -orbit is a normal ane variety.
Moreover, for any SL(n)-module without this property a T -orbit with non-normal losure
is onstruted. The proof is purely ombinatorial: it deals with the set of weights of simple
SL(n)-modules. The saturation property is heked for eah subset in the set of weights.
Introdution
Let T be an algebrai torus dened over an algebraially losed eld k of harateristi
zero. Reall that an irreduible algebrai T -variety X is alled tori if X is normal and T
ats on X with an open orbit. This lass of varieties plays an important role in algebrai
geometry, topology and ombinatoris due to its remarkable desription in terms of onvex
geometry, see [Ful℄. Assume that the torus T ats on a variety Y . Then the losure X = Ty
of the T -orbit of a point y ∈ Y is a natural andidate to be a tori variety. To verify it, one
should hek that X is normal.
During last deades, normality of torus orbits' losures was an objet of numerous inves-
tigations. For example, let G be a semisimple algebrai group with a Borel subgroup B and
a maximal torus T ⊂ B. In [Kl℄, it was proved that the losure of a general T -orbit on the
ag variety G/B is normal. Later it was shown that the losure of a general T -orbit in G/P ,
where P ⊂ G is a paraboli subgroup, is also normal, see [Da℄. Examples of non-normal
losures of non-general torus orbits an be found in [CK℄.
Now let us onsider a nite-dimensional rational T -module V . There exists an easy om-
binatorial riterion of normality of Tv for a vetor v ∈ V . Namely, let v = vχ1 + · · ·+ vχm ,
vχi 6= 0, be the weight deomposition of the vetor v. Consider the orresponding set of
T-weights χ1, . . . , χm. If we take χ1, . . . , χm as elements of the harater lattie X(T ), we
an generate a semigroup Z+(χ1, . . . , χm), a sublattie Z(χ1, . . . , χm), and a rational poly-
hedral one Q+(χ1, . . . , χm). The set χ1, . . . , χm is alled saturated if Z+(χ1, . . . , χm) =
Z(χ1, . . . , χm) ∩Q+(χ1, . . . , χm). It is well known (see [KKMSD, page 5℄) that the following
two onditions are equivalent: the set {χ1, . . . , χm} is saturated and the losure Tv of the
T -orbit Tv is normal. There is an analogous riterion for the T -ation on the projetivisation
P(V ), see [CK℄.
The saturation property ours in many algebrai and geometri problems. In [Wh℄, it was
proved that the set of inidene vetors of the bases of a realizable matroid is saturated. The
geometri onlusion of this fat is that for any point y in the ane one over the lassial
Grassmannian Gr(k, n) the losure Ty is normal.
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Taken a nite graph Γ with n verties, one an assoiate a nite olletionM(Γ) of vetors
in the lattie Zn with it:
M(Γ) = {εi + εj | (ij) is an edge of Γ},
where ε1, ε2, . . . , εn is the standard basis of Z
n
. The saturation property for this set is equiv-
alent to the fat that for arbitrary two minimal odd yles C and C ′ in Γ, either C and C ′
have a ommon vertex or there exists an edge of Γ joining a vertex of C with a vertex of C ′
(see [OH℄ and [SVV℄). Algebraially, the saturation property for M(Γ) is equivalent to the
integral losureness for the subalgebra A(Γ) of the polynomial algebra k[x1, x2, . . . , xn],
A(Γ) = k[xixj | (ij) is an edge of Γ]
in its eld of frations QA(Γ).
Some general results onerning quivers and the saturation property were obtained in [Chi℄.
It was shown that a nite, onneted quiverQ without oriented yles is a Dynkin or Eulidean
quiver if and only if all orbit semigroups of representations of Q are saturated.
In the paper [Mo℄, the following problem is solved. Let G be a semisimple algebrai group
with a maximal torus T and V be its adjoint module. For whih G for all v ∈ V the losure
Tv is normal? The surprising fat is that for G = SL(n) this is always the ase (see also [Stu1,
Ex. 3.7℄, [Stu2℄, [Mo℄ and [BZ, Prop.2.1℄). In [BZ℄, this ombinatorial result is interpreted in
terms of representations of quivers.
The aim of this paper is to lassify all simple nite-dimensional rational SL(n)-modules V
suh that for any v ∈ V the losure Tv is normal.
Main Theorem. The representations below, together with their dual, form the list of all
irreduible representations of SL(n) where all maximal torus orbits' losures are normal:
(1) the tautologial representation of SL(n);
(2) the adjoint representation of SL(n);
(3) exeptional ases:
Group Highest weight G-module
SL(2) 3pi1 S
3k2
SL(2) 4pi1 S
4k2
SL(3) 2pi1 S
2k3
SL(4) pi2 Λ
2k4
SL(5) pi2 Λ
2k5
SL(6) pi2 Λ
2k6
SL(6) pi3 Λ
3k6
The paper is organized as follows. In Setion 1 we give some algebrai denitions and
reformulate the problem in ombinatorial terms. From that point, it remains to hek the
saturation property for any subset in the system of T -weights of a simple SL(n)-module. In
Setion 2 we prove that the saturation property holds for eah subset in the set of weights of
the representations listed in the Main Theorem. We also give a new proof of theorem [Mo,
Thm.1℄. It is the most non-trivial positive ase, where the dimension of V is not bounded.
When possible, reasoning uses the graph theory language. Our referene for graph theory
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is [Ha℄. In Setion 3 we produe non-saturated subsets in sets of weights for all other repre-
sentations. If the set of weights of the representation with the highest weight λ is a subset
in the set of weights of the representation with the highest weight µ, and a non-saturated
subset for λ is known, then one an use it as a non-saturated subset for µ. Fundamental
representations form the most diult ase. To work with them, we use the following obser-
vation. If a non-saturated subset in the set of weights of the kth fundamental representation
of SL(n) is found, then the analogous non-saturated subset exists in the set of weights of the
kth fundamental representation of SL(n+ k).
Some auxiliary results used in the proof may be of independent interest.
Lemma (Reformulation of Lemma 2.5). Let M6 = {(ε1, . . . , ε6) | εi = ±1,
∑
εi = 0} be the
set of points in R6. Then eah subset of this set is saturated.
In further publiations, we plan to give a lassiation of simple G-modules with normal
T -orbit losures for other simple algebrai groups G.
The author is grateful to her sienti supervisor I.V. Arzhantsev for the formulation of the
problem and fruitful disussions. Thanks are also due to I.I. Bogdanov for useful omments.
1. Algebrai bakground and notation
Let V be a nite-dimensional rational T -module. Given any harater χ from the harater
lattie X(T ), dene a weight subspae Vχ as Vχ = {v ∈ V | t · v = χ(t)v}. It is well known
that V =
⊕
χ∈X(T )
Vχ, and only nitely many Vχ are nonzero. The set {χ1, χ2, . . . , χk} of those
χi for whih Vχi 6= 0 is alled the system of weights of the T -module V.
Let Z+ and Q+ denote the sets of integer and rational non-negative numbers, respetively;
and let v1, v2, . . . , vm ∈ Q
n
. Consider the semigroup Z+(v1, v2, . . . , vm) = {n1v1+n2v2+ . . .+
nmvm | ni ∈ Z+} ⊆ X(T ), the sublattie Z(v1, v2, . . . , vm) = {z1v1 + z2v2 + . . .+ zmvm | zi ∈
Z} ⊆ X(T ), and the rational polyhedral one Q+(v1, v2, . . . , vm) = {q1v1+ q2v2+ . . .+ qmvm |
qi ∈ Q+} ⊆ X(T )⊗Z Q. Dene the following important property of the set {v1, v2, . . . , vm}.
Denition. The set of points {v1, v2, . . . , vm} ⊂ Q
n
is alled saturated if
Z+(v1, v2, . . . , vm) = Z(v1, v2, . . . , vm) ∩Q+(v1, v2, . . . , vm).
The following result provides a well-known ombinatorial riterion of normality of the torus
orbit losure, see [KKMSD℄:
Theorem 1.1. Consider a rational linear ation of a torus T on a vetor spae V . Let
v = vλ1 + · · · + vλs, vλi 6= 0, be its weight deomposition. Then the losure Tv is normal if
and only if the set of haraters {λ1, . . . , λs} is saturated.
Corollary 1.2. Given a rational linear ation of torus T on a vetor spae V ; let {λ1, . . . , λs}
be the set of weights of this ation. Then the losure Tv is normal for eah v ∈ V if and only
if eah subset in {λ1, . . . , λs} is saturated.
Remark. The weight system is multiplied by −1 while hanging a representation V of torus
T with its dual representation. Hene the property of normality of all T -orbits is preserved.
Let G = SL(n). We x a maximal torus T ⊂ G onsisting of all diagonal matries. An
element a = (a1, a2, . . . , an) of the lattie Z
n
an be interpreted as a harater χa of the torus T
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in the following way: χa(t) = t
a1
1 t
a2
2 . . . t
an
n , where t = diag(t1, t2, . . . , tn). Sine t1t2 . . . tn = 1,
the points a and b dene the same harater if and only if a− b = α(1, 1, . . . , 1). Eah a from
Zn has a unique representation a = a˜+ α(1, 1, . . . , 1), where a˜ ∈ Qn, α ∈ Q, and
∑
a˜i = 0.
Let ε1, ε2, . . . , εn be the standard basis of the lattie Z
n
, and
ei = ε˜i =

−1
n
,−
1
n
, . . . ,−
1
n
,
n− 1
n
ith plae
,−
1
n
, . . . ,−
1
n

 .
Notie that e1, e2, . . . , en (further referred to as a quasi-basis) satisfy the only linear relation
e1 + e2 + . . .+ en = 0. (∗)
Identify X(T ) with the Z-lattie generated by e1, e2, . . . , en. Reall that a weight χa is alled
dominant if and only if a1 > a2 > . . . > an. The root lattie for SL(n) is a lattie generated
by the vetors e1 − e2, e2 − e3, . . . , en−1 − en. Due to the ambiguity of notation,
Φ = {a1e1 + a2e2 + . . .+ anen | a1 + a2 + . . .+ an
.
.
.
n}.
For a positive integer s | n (i.e. n = ss′, s′ ∈ Z), dene
Z≡0(s)(e1, . . . , en) =
{∑n
i=1
xiei | xi ∈ Z,
∑n
i=1
xi
.
.
.
s
}
.
In this notation the root lattie Φ oinides with Z≡0(n)(e1, . . . , en).
Let V be a nite-dimensional simple rational SL(n)-module,M(V ) be the system of weights
of the module V with respet to the restrited ation T : V . Introdue a partial order on
M(V ): µ  ν if and only if for ξ = µ − ν the following onditions hold: ξ1 > 0, ξ1 + ξ2 > 0,
. . . , ξ1 + ξ2 + . . .+ ξn−1 > 0. It is well known that M(V ) ontains the only maximal element
λ with respet to , it is alled the highest weight of the module. The weight λ is dominant,
moreover, for any dominant weight λ ∈ X(T ) there exists a unique simple SL(n)-module
V (λ) with the highest weight λ (see [Hu, 20,21℄). The role of the Weyl group W is played
here by the permutation group Sn, whih ats on Z
n
by permutations of oordinates. It is
well known (see [Hu, 13,21℄ or [VO, Chapter 4℄) that
M(λ) := M(V (λ)) = conv{wλ | w ∈ W} ∩ (λ+ Φ),
where conv(M) denotes the onvex hull of the set M ⊂ Rn.
In our situation, Corollary 1.2 an be reformulated in the following way:
Proposition 1.3. Let V (λ) be a simple module of a semisimple group G with the highest
weight λ. Then the losure of eah T -orbit in V (λ) is normal if and only if eah subset in
M(λ) is saturated.
2. Positive results
In this setion we prove that ertain sets of weights are saturated. We use the following
lemmas, their proof an be found in [Mo℄.
Lemma 2.1. Let M be a non-saturated set and α be a vetor suh that α ∈M and −α ∈M .
Then either M\{α} or M\{−α} is non-saturated.
Lemma 2.2. Any set of linearly independent vetors is saturated.
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Lemma 2.3. Let v = q1v1 + · · · + qmvm, where v, vi are arbitrary vetors, and qi ∈ Q+.
Then one an hoose a linearly independent subset {vi1 , . . . , vis} ⊂ {v1, . . . , vm} and numbers
q′i1 , . . . , q
′
is
∈ Q+ suh that
v = q′i1vi1 + · · ·+ q
′
is
vis .
2.1. The tautologial representation. The highest weight of the tautologial represen-
tation equals e1. One should prove that eah subset in {e1, . . . , en} is saturated. Using
Lemma 2.2, we obtain that any proper subset of this set is saturated. It is easy to see that
this set itself is also saturated beause if one takes a Z-ombination of vetors ei, then it
beomes a Z+-ombination after adding (∗) with a positive oeient.
2.2. The adjoint representation. Its highest weight λ is equal to e1 − en. Ating by
W = Sn, we get all vetors of the form ei − ej . Taking the onvex hull adds only 0¯ to this
set. We yield M(λ) = {0} ∪ {ei− ej | 1 ≤ i, j ≤ n}. The saturation property for this set was
proved, e.g., in [Mo, Thm.1℄; nevertheless, we present another proof based on a graph theory
approah.
Theorem 2.4. Any subset in M(λ) = {0} ∪ {ei − ej | 1 ≤ i, j ≤ n} is saturated.
Proof. Fix a nonempty subset S ⊆M(λ). Construt a direted graph Γ aording to S. Let
Γ have n verties A1, A2, . . . , An, where Ai orresponds to ei. An ar AiAj exists for eah
element ei−ej from S. Taken a formal linear ombination q1v1+q2v2+. . .+qsvs, where qi ∈ Q
and vi are the ars of Γ, one an get a orresponding linear ombination p1e1+p2e2+. . .+pnen
by substituting instead of all vi the orresponding vetors ej − ek. If the oeients qi are
given, one an write the expliit formula for pi. Namely,
pi =
∑
vl=AiAm
is an ar of Γ
ql −
∑
vl=AmAi
is an ar of Γ
ql. (1)
Our aim is to prove that S is saturated. Reformulate the saturation property in terms
of graphs. We have to show that if v1, v2, . . . , vr is the set of edges of Γ, then eah vetor v
from Q+(v1, v2, . . . , vr)∩Z(v1, v2, . . . , vr) is also an element of Z+(v1, v2, . . . , vr). Take a vetor
v ∈ Q+(v1, v2, . . . , vr)∩Z(v1, v2, . . . , vr). We an multiply all its oordinates by an integerm in
suh a way that all oeients of the orresponding Q+-ombination beome integer, i.e. v1 =
mv ∈ Z+(v1, v2, . . . , vr) ∩mZ(v1, v2, . . . , vr), where mZ(v1, v2, . . . , vr) denote the set of linear
ombinations of vi where all oeients are divisible by m. Sine v1 ∈ mZ(v1, v2, . . . , vr),
we an apply (1) for the orresponding mZ-ombination and obtain that all its oordinates
are divisible by m. Now onsider the orresponding Z+-ombination for v1. If all vetors
from Γ enter with multipliities
.
.
.
m, then we are done: we an divide them by m and get the
required ombination for v. Otherwise, take all vi entering into the Z+-ombination for v1
with multipliities 6
.
.
.
m and name them bad. Let Γ′ be the subgraph in Γ formed by all bad
edges. If we ount the sum
pi =
∑
vl=AiAm
is an ar of Γ′
ql −
∑
vl=AmAi
is an ar of Γ′
ql (2)
at a vertex Ai, then it will be divisible by m sine we exluded only the edges with multi-
pliities
.
.
.
m. This means that Γ′ annot have terminal verties. Now nd a yle in Γ′ (not
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neessarily oriented!). At eah step, we will inrease by 1 the values at the edges of this yle
oriented lokwise and derease by 1 at the edges oriented ounter-lokwise. This operation
does not hange v and v1. In several steps (not more than m) the value at an edge of Γ
′
will
be divisible by m. So the number of bad edges has dereased. Repeating this operation, we
will hange the values at the edges in suh a way that they all will beome divisible by m, and
the vetor v1 (and, also, v) will not hange. Dividing all the oeients of the onstruted
Z+-ombination by m, we get the required Z+-ombination for v.

Denition. We will mean by NSS a non-saturated subset {v1, v2, . . . , vs} in the set M of
weights of a representation. By ENSS we will mean the NSS together with a vetor v, where
v ∈ Z(v1, v2, . . . , vm) ∩Q+(v1, v2, . . . , vm), and v 6∈ Z+(v1, v2, . . . , vm).
2.3. The representation of SL(2) with the highest weight 3pi1. One has to verify the
saturation property for eah subset in the set M =
{(
3
2
,−3
2
)
,
(
1
2
,−1
2
)
,
(
−1
2
, 1
2
)
,
(
−3
2
, 3
2
)}
(in
the usual basis). If there exists an NSS), then Lemma 2.1 is appliable, and this NSS an be
redued either to
{(
3
2
,−3
2
)
,
(
1
2
,−1
2
)}
or to
{(
3
2
,−3
2
)
,
(
−1
2
, 1
2
)}
(up to sign hange). But these
subsets are both saturated. This means that the initial NSS is also saturated, a ontradition.
2.4. The representation of SL(2) with the highest weight 4pi1. Apply Lemma 2.1
to the set M(λ) = {(2,−2), (1,−1), (0, 0), (−1, 1), (−2, 2)}. If an NSS exists, then it on-
tains not more than one vetor of (1,−1), (−1, 1), and not more than one of (2,−2), (−2, 2).
So, up to sign hange, the NSS oinides with the set {(2,−2), (1,−1)} or with the set
{(2,−2), (−1, 1)}. But they are both saturated. We get a ontradition.
2.5. The representations of SL(4), SL(5) and SL(6) with the highest weight pi2. The
set of weights M(λ) is equal to {ei + ej | 1 ≤ i, j ≤ n, i 6= j}, where n = 4, 5, 6. A graph
Γ with n verties an be assoiated with any subset S ⊆ M(λ): an edge onneting ith and
jth verties exists whenever ei + ej ∈ S. Suppose that there exists an ENSS {w; v1, . . . , vm |
vi ∈ M(λ)} :
w = z1v1 + · · ·+ zmvm = q1v1 + · · ·+ qmvm, zi ∈ Z, qi ∈ Q+,
w 6∈ Z+(v1, . . . , vm).
Consider all vi ourring into the right hand of this equality with a nonzero oeient qi. By
Lemma 2.3, we may assume that they are linearly independent. To simplify the reasoning,
onsider vetor v = w − ⌊q1⌋v1 − · · · − ⌊qm⌋vm instead of w. It is easy to see that v belongs
to Z(v1, . . . , vm), to Q+(v1, . . . , vm) and does not belong to Z+(v1, . . . , vm). We yield that
{v; v1, . . . , vm} is also an ENSS. After this hange all the oeients of the Q+-ombination
belong to [0, 1).
Construt a subgraph Γ′ ⊂ Γ: take all the verties of Γ and all the edges of Γ entering
into the Q+-ombination above with nonzero oeients. Write the oeients of the Q+-
ombination at the edges of Γ′. The further proof onsists of a searh of all possible graphs
Γ′. The following observations will simplify the searh.
(0.1) The number of edges in eah onneted omponent of Γ′ is not greater than the
number of verties (if not, the vetors orresponding to the edges of this omponent will be
linearly dependent).
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(0.2) The number of edges in Γ′ is less than the number of verties (it follows from (∗) that
the dimension of the enveloping spae equals n− 1).
(0.3) Graph Γ′ does not ontain even yles. It follows from the fat that the edges of an
even yle are linearly dependent: their alternating sum is null.
(0.4) It follows from (0.1) and (0.3) that eah onneted omponent of Γ′ either is a tree
or ontains exatly one yle. In the seond ase this yle is always odd.
(0.5) It follows from (0.2) that Γ′ has a vertex of degree 0 or 1.
At eah vertex, ount the sum of all oeients on the inident edges, then for eah sum
take its frational part. All these frational parts are equal due to the fat that all the sums in
verties (they equal the oordinates of v) beome integer after subtrating (∗) with a proper
oeient. Now we onlude that
(0.6) Γ′ does not ontain verties of degree 0 and 1 simultaneously: if it does, the frational
parts of the sums in verties are all equal to 0, but in the terminal vertex this sum has only
one summand and is not an integer.
We onsider these two ases independently.
Case 1. Graph Γ′ has a vertex of degree 0.
(1.1) Any other onneted omponent of this graph is either a point or has no terminal
verties (it follows from (0.6)). Moreover, it follows from (0.4) that it is an odd yle.
(1.2) We have n ≤ 6, onsequently, the number of edges in Γ′ is ≤ 5, but any odd yle
has ≥ 3 edges, and we yield that Γ′ has at most 1 yle.
Fulll an exhaustive searh within all graphs Γ′ having a vertex of degree 0.
n = 4, graph is a yle of length 3,
n = 5, graph is a yle of length 3,
n = 6, graph is a yle of length 3,
n = 6, graph is a yle of length 5.
The only possible Q+-ombination in these ases is
1
2
(v1 + · · ·+ vs). This means that v is a
sum of ei orresponding to the verties of the yle. But it does not lie in Z(v1, . . . , vm) when
n is even. When n = 5, onsider also the graph Γ. Sine v is a Z-ombination of the edges
of Γ, Γ has more than 3 edges: Γ ⊃ Γ′, Γ 6= Γ′ and Γ′ has 3 edges. In the representation above
the sum of oeients of v is odd, hene we must apply (∗) to the existing Z-ombination
to get the same representation. For this purpose the edges from Γ \ Γ′ should touh all the
verties of Γ (we name this property (∗∗)).
In g. 1 the graph Γ′ is drawn. To satisfy (∗∗), Γ must ontain at least the following edges
(up to symmetry): see g. 2, 3 or 4. The verties orresponding to ei are alled Vi. But in
all ases we get a ontradition sine e1 + e2 + e3 is already a Z+-ombination:
in Fig. 2 e1 + e2 + e3 = V1V2 + V2V3 + V1V3 + V4V5,
in Fig. 3 e1 + e2 + e3 = V4V2 + V2V1 + V1V3 + V3V5,
in Fig. 4 e1 + e2 + e3 = V4V2 + V2V5 + 2V1V3.
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V1
V2 V3
V4 V5
V1
V2 V3
V4 V5
V1
V2 V3
V4 V5
V1
V2 V3
V4 V5
Fig. 1 Fig. 2 Fig. 3 Fig. 4
We have shown that the ounterexample does not exist in the ase when Γ′ has a vertex of
degree 0.
Case 2. Graph Γ′ has a vertex X of degree 1. Let XY be an edge inident to X . We need
to subtrat (∗) with the same multipliity as is at XY . We yield
(2.1) sine X is a terminal vertex of Γ′, either XY is a onneted omponent of Γ′ or the
vertex degree of Y is ≥ 3. Indeed, suppose that the vertex degree of Y is 2. Let Y Z be the
seond edge inident to Y , and let q be the value written at Y Z. Then after subtrating (∗)
the oeient at Y beomes equal to q, but it must be integer, and we know that q ∈ (0, 1).
This is a ontradition.
Find all possible onneted omponents of Γ′.
On 2 verties:
On 3 verties:
On 4 verties: and
Notie that if we have a onneted omponent of Γ′ on 5 or 6 verties, it is the only
onneted omponent of Γ′. Using this and (0.2), we obtain that Γ′ is a tree. Apply (2.1).
We have to onsider only the following trees:
On 5 verties:
On 6 verties: and
But the edges of are linearly dependent (when n = 6, one should sum all the thin
edges, then subtrat the thik one, and obtain (∗)). Therefore, this graph should not be
onsidered.
Fulll an exhaustive searh within all graphs Γ′ on n verties satisfying all the onditions
above. In the ase when one of the onneted omponents of Γ′ is a law (i.e., all the edges
are inident to one vertex), its entral vertex will orrespond to e1 (it is easy to see that Γ
′
annot have more than one law).
n Splitting into Permissible
onneted omponents graphs
4 2 + 2
4 4 or
5 2 + 3
5 5
6 2 + 2 + 2
6 2 + 4 or
6 6
NORMAL CLOSURES OF MAXIMAL TORUS ORBITS 9
The graphs and do not satisfy our onditions: their edges are linearly dependent.
If we start with , we an obtain only e1 as the Q+-ombination: all the three edges must
appear in the Q+-ombination with the same oeient, let a, a ∈ (0, 1). We sum these
three vetors, obtain 3ae1 + ae2 + ae3 + ae4, and subtrat (∗) with a neessary oeient.
Finally we obtain 2ae1. In this notation it already has integer oordinates (equal to zero),
this means that all the other oordinates, 2a among them, must be integers, a = 1
2
, v = e1.
But v annot be obtained as the Z-ombination of the vetors of the type ei + ej . Indeed,
eah vi has an even sum of oordinates, n is even, subtrating (∗) with an integer oeient
does not hange parity of the sum of oordinates, this proves that any vetor from Z+{vi}
m
i=1
has an even sum of oordinates.
The edges of graph are linearly dependent (here n = 5) beause (2·rst edge + the
sum of the edges of the yle) = 0.
Graph : using similar reasoning, v = e1 or 2e1. But there exists an edge ∈ Γ\Γ
′
, hene
e1 is a Z+-ombination of the edges of Γ: take the sum of thik edges of .
The edges of and are linearly dependent.
In graph v may be equal only to e1, but e1 an not be obtained as a Z-ombination:
6 is even, the sum of oordinates of e1 is odd.
In graph vetor v has to be proportional to e1, moreover, the oeient must be
even (we use the reasoning as above, from the fat that 6 is even it follows that the sum of
oordinates is even for any vetor from Z(v1, . . . , vm)). But if we add any edge to this set,
2e1 will be obtained as a Z+-ombination: take the sum of thik edges of .
All the ases are onsidered, this ompletes the proof.
2.6. The representation of SL(3) with the highest weight 2pi1. Its highest weight λ is
equal to 2pi1 = 2e1, and all the weights of this representation are pointed in the gure below.
−e1
2e3
−e2
2e1
−e3
2e2
Assume that this set ontains an NSS {v1, . . . , vm} (and ENSS {v; v1, . . . , vm}). Consider
the following possibilities.
If this NSS ontains both −e1 and −e2, then it does not ontain −e3. Indeed, if it does,
then Z+(−e1,−e2,−e3) = Z(−e1,−e2,−e3), and this NSS annot be non-saturated. Using
the similar reasoning, we get that it ontains at most one of the vetors 2e1 and 2e2: other-
wise Z+(−e1,−e2, 2e1, 2e2) = Z(−e1,−e2,−e3), and this NSS also annot be non-saturated.
Consequently, this NSS oinides (up to the indies renumbering) either with (−e1,−e2, 2e1)
or with (−e1,−e2, 2e1, 2e3). But these subsets are saturated.
If the NSS has no vetors of form −ei, then {v1, . . . , vm} ⊂ {2e1, 2e2, 2e3}. But in this ase
the NSS is also saturated.
If the NSS has exatly one vetor of form −ei, suppose −e1, then x a representation
n1e1 + n2e2 + n3e3 for v, n1, n2, n3 ∈ Z. Then n2 and n3 have the same parity, sine e2 and
e3 our in the orresponding Z-ombination for v only as 2e2 and 2e3. Apply Lemma 2.3.
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We get a representation v = q1v1 + q2v2, where v1 and v2 are linearly independent. We may
suppose qi ∈ [0, 1) beause otherwise v an be hanged to a vetor v− vi, whih will diminish
(in some sense) the NSS. So the required ombination will be either
2e1
2
or
2e2+2e3
2
. In the
rst ase, reall that the NSS ontains −e1, and we yield e1 as the Z+-ombination 2e1 − e1.
In the seond ase −e1 is already the Z-ombination, this is also a ontradition.
2.7. The representation of SL(6) with the highest weight pi3. The highest weight λ
equals e1 + e2 + e3, M(λ) = {ei + ej + ek | 1 ≤ i < j < k ≤ 6}.
Lemma 2.5. In the notation above, for any 5 linearly independent vetors v1, . . . , v5 ∈M(λ)
the following equality holds:
Z(v1, . . . , v5) = Z≡0(3)(e1, . . . , e6).
This means the following. For any vetor Z(v1, . . . , v5), its sum of oordinates is
.
.
.
3, and
this property does not depend on its representation. A surprising fat is that the reverse
statement is true  if we take an integer vetor with the sum of oordinates divisible by 3,
then the vetor with the same oordinates in quasi-basis an be obtained as a Z-ombination
of vetors v1, . . . , v5.
Proof. First, we are going to show that vetor (1, 1, 1, 0, 0, 0) lies in Z(v1, . . . , v5). Notie that
if we take −vi instead of vi for an index i, then the Z-lattie will not hange. In quasi-basis
it means that we take a vetor with the omplementary set of indies. Consequently, we may
suppose that eah vi ontains e1. Construt a graph with 5 verties and 5 edges: eah vertex
orresponds to one of the integers 2, 3, 4, 5, 6, verties i and j are onneted with an edge if
and only if there exists k, suh that vk = e1 + ei + ej . Examine all possible graphs. Vetors
{vi}
5
i=1 are linearly independent by the data, this fat has the following onlusions:
(1) the graph has no yles of length 4  otherwise we have a zero sum of form v1−v2+v3−v4;
(2) the graph has no verties of degree 0  otherwise a subgraph ontaining other 4 verties
has 5 edges, this means that it has a yle of length 4.
(3) this graph is onneted. Indeed, if it has 2 or more onneted omponents, none of
whih is a single vertex, then it has two onneted omponents of 2 and 3 verties respetively,
whih gives at most 3 + 1 = 4 edges. This graph has a yle sine it has a suient number
of edges. Using (1), we get that this yle has 3 or 5 verties, whih means that it is odd.
For any vertex X of this graph there exists an odd yle (maybe not a iruit) passing
through this vertex. Indeed, if X is already a vertex of the odd yle onstruted above, then
we are done. Otherwise the required yle has three parts. The rst part is a path from X
to any vertex Y of the odd yle, the seond is the odd yle, the third is the reverse path
from Y to X .
Now we show that any two verties an be onneted by an odd path (not neessarily
simple). Indeed, take two arbitrary verties and onnet them with an arbitrary path. This
path is either odd or even. If it is odd, we are done. If it is even, we an ombine it with an
odd yle passing through the rst vertex of this path.
Now we explain how to obtain (1, 1, 1, 0, 0, 0). This vetor orresponds to the pair (2, 3)
of verties of the graph. If they are already onneted by an edge, we are done. Otherwise
onnet them with an odd path and take the alternating sum of its edges.
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To nish the proof, explain how to obtain an arbitrary vetor with the sum of oordina-
tes
.
.
.
3. We an obtain (0, 1, 1, 1, 0, 0) in the same way as we obtain (1, 1, 1, 0, 0, 0). Hene we
an easily obtain (1, 0, 0,−1, 0, 0) (and all the other vetors whih an be obtained from this
by a permutation of oordinates) as their dierene. To get the required deomposition for
an arbitrary vetor, we will suessively subtrat vetors of form ei − ej from our vetor. At
eah step hoose i and j suh that the ith oordinate of our vetor is maximal and the jth
oordinate is minimal. If the dierene between the maximal and the minimal oordinates
is > 2, then in several steps it will diminish. If it equals 1, then the vetor is equal to
(ei + ej + ek) + a(1, 1, 1, 1, 1, 1), a ∈ Z, but this vetor equals (ei + ej + ek) ∈ Z(v1,2 , . . . , v5).
If this dierene equals 0, then the remaining vetor equals 0. In both ases we are done. 
Reformulate Lemma 2.5:
Lemma 2.6. In the notation above, for any m linearly independent vetors {v1, . . . , vm} ⊆
M(λ) the following equality holds:
Z(v1, . . . , vm) = Q(v1, . . . , vm) ∩ Z≡0(3)(e1, . . . , e6).
Proof. If m < 5, we add several vetors from M(λ) to this set to get a set of 5 linearly
independent vetors v1, . . . , v5. Apply Lemma 2.5 to the set v1, . . . , v5. Sine a vetor has a
unique representation on a basis,
Z(v1, . . . , vm) = 〈v1, . . . , vm〉 ∩ Z(v1, . . . , v5).
Finally, using Lemma 2.5, we get that Z(v1, . . . , v5) oinides with Z≡0(3){e1, . . . , e6}. 
Remark. One may suppose that if we omit (∗) and take linearly independent vetors
v1, . . . , v6 ∈ Q
6
, vi = ep + eq + er, then Z(v1, . . . , v6) = Z≡0(3)(e1, . . . , e6). However, this
is not true  if we take the following vetors, then the volume of the unit ube will be equal
to 6, and the index of the new lattie in Z6 will be 6, not 3.

v1
v2
v3
v4
v5
v6

 =


1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 0 1 1
0 0 1 1 0 1
1 1 0 0 0 1
1 1 0 1 0 0

 , det


v1
v2
v3
v4
v5
v6

 = 6.
Now we have to show that every subset {vi} in M(λ) is saturated. To the ontrary, let
{v1, . . . , vm} ⊂ M(λ) be an NSS. Then there exists a vetor v and (by Lemma 2.3 and after
renumbering) a linearly independent subset {v1, . . . , vs} ⊆ {v1, . . . , vm} suh that
v = q1v1 + · · ·+ qsvs = z1v1 + · · ·+ zmvm, qi ∈ Q+, zi ∈ Z.
This gives v ∈ Z≡0(3)(e1, . . . , e6), and v ∈ 〈v1, . . . , vs〉. Using Lemma 2.6, we obtain that
v ∈ Z(v1, . . . , vs), v = z
′
1v1+ · · ·+ z
′
svs. Sine v1, . . . , vs are linearly independent, for any i we
have qi = z
′
i ∈ Z+, and v ∈ Z+(v1, . . . , vs). This shows that eah subset of M(λ) is
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3. Negative results
Let λ be a highest weight not listed in the Main Theorem. One has to onstrut an
NSS in M(λ). There are two opportunities for λ: either the absolute values of all its usual
oordinates are < 1, or λ has a oordinate with the absolute value > 1. Speaking informally,
the seond ase is pratially always the onsequene of the rst one (Lemma 3.3), but the
NSS in the rst ase is onstruted reursively and its apaity inreases when n inreases.
The onstrution of the seond ase gives an NSS of only 4 vetors for any n.
To prove that a set {v1, . . . , vm} is not saturated, we will onstrut a so-alled disrimi-
nating funtion f(v) with the following properties: linearity, = 0 when v = e1 + · · ·+ en (to
make it orretly dened), and non-negativity on the vetors of the set {v1, . . . , vm}. The
disriminating funtion will be applied as follows. If we want to show that {v0; v1, . . . , vm}
is an ENSS, it sues to present the orresponding Q+- and Z-ombinations for v0 and on-
strut a disriminating funtion f , suh that f(v0) annot be omposed as the sum of f(vi)
with Z+-oeients.
Further, xi denotes the funtion of taking the ith oordinate of a vetor in some quasi-basis
representation.
3.1. The fundamental weights. In this ase λ equals
pik = pik,n =
(
n− k
n
, . . . ,
n− k
n
,−
k
n
, . . . ,−
k
n
)
in the usual basis, 0 < k < n, n > 3 (when n = 2, the orresponding representation is
mentioned in the Main Theorem). In some proofs we will onsider pik for SL(n)'s of dierent
dimensions simultaneously, so the seond index in the notation pik,n arries this data. Here
M(λ) = {σλ | σ ∈ Sn}. The highest weight is equal to e1 + e2 + . . . + ek in quasi-basis, all
the points of M(λ) have a form ei1 + ei2 + . . .+ eik , 1 ≤ i1 < i2 < . . . < ik ≤ n.
Now we an reformulate the problem. Let {ei} be the quasi-basis, k < n, the weight λ = pik
is not listed in the Main Theorem. One has to nd a non-saturated subset in the set
{ei1 + ei2 + . . .+ eik | 1 ≤ i1 < i2 < . . . < ik ≤ n}.
The onstrution will use indution on n. In the next setion we will produe the NSSes
whih will be the base of the indution.
3.1.1. Important partiular ases.
Example 1. n = 7, k = 2. The NSS will onsist of those and only those vetors whih are the
sums of two quasi-basis vetors onneted with an edge in the graph below. We have
v = e1 + e2 + e3 =
1
2
(
(e1 + e2) + (e2 + e3) + (e1 + e3)
)
,
v = −(e4 + e5 + e6 + e7) = 2(e2 + e3)− (e2 + e4)− (e2 + e5)− (e3 + e6)− (e3 + e7).
e1
e2 e3
e4 e5 e6 e7
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Let f = 5(x2 + x3)− 2(x1 + x4 + x5 + x6 + x7). Then
f(e2 + e3) = 10,
f(e1 + e2) = f(e1 + e3) = f(e2 + e4) = f(e2 + e5) = f(e3 + e6) = f(e3 + e7) = 3,
f(v) = f(e1 + e2 + e3) = 5 · 2− 2 = 8.
It is lear that 8 annot be represented as a sum where eah summand equals either 3 or 10.
Example 2. n = 8, k = 3. Consider the following vetors (in quasi-basis):


v1
v2
v3
v4
v5
v6
v7
v8


=


0 0 1 1 1 0 0 0
1 0 0 1 1 0 0 0
1 1 0 0 1 0 0 0
1 1 1 0 0 0 0 0
0 1 1 1 0 0 0 0
0 0 1 1 0 1 0 0
0 1 0 1 0 0 1 0
0 1 1 0 0 0 0 1


.
Take v = (1, 1, 1, 1, 1, 0, 0, 0) = 1
3
(v1 + v2 + v3 + v4 + v5) = 2v5 − v6 − v7 − v8. Let f =
x1 + 5(x2 + x3 + x4) + 2x5 − 6(x6 + x7 + x8). Then
f(v1) = 12, f(v2) = f(v3) = 8, f(v4) = 11,
f(v5) = 15, f(v6) = f(v7) = f(v8) = 4, f(v) = 18.
It is easy to see that 18 annot be represented as a sum where eah summand equals 4, 8, 11,
12, or 15.
Example 3. n = 2k, k > 4.


v1
v2
v3
.
.
.
vk−1
vk
vk+1
vk+2


=


1 0 0 . . . 0 0 0 1 1 . . . 1 1
0 1 0 . . . 0 0 1 0 1 . . . 1 1
0 0 1 . . . 0 0 1 1 0 . . . 1 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . 1 0 1 1 1 . . . 0 1
0 0 0 . . . 0 1 1 1 1 . . . 1 0
0 1 0 . . . 0 0 1 1 1 . . . 1 0
1 1 0 . . . 0 0 0 1 1 . . . 1 0


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Show that it is an NSS. Let v = (0, . . . , 0︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
k
), v = v1 + vk+1 − vk+2,
1
k − 2
(v1 + · · ·+ vk) =
1
k − 2
(1, . . . , 1︸ ︷︷ ︸
k
, k − 1, . . . , k − 1︸ ︷︷ ︸
k
) =
=
1
k − 2
(0, . . . , 0︸ ︷︷ ︸
k
, k − 2, . . . , k − 2︸ ︷︷ ︸
k
) = (0, . . . , 0︸ ︷︷ ︸
k
, 1, . . . , 1︸ ︷︷ ︸
k
) = v.
To explain why v is not a Z+-ombination of vetors vi, onsider two ases.
First ase, when k = 4, let f = −6x3 − 7x4 + 5(x5 + x6 + x7)− 2x8. Then
f(v1) = f(v2) = 8, f(v3) = 2, f(v4) = 8, f(v5) = 15, f(v6) = 10, f(v) = 13.
But it is easy to see that 13 annot be represented as a sum where eah summand equals 2,
8, 10, or 15.
Seond ase, when k > 5, let f = (k − 2)(xk+1 + · · ·+ x2k)− k(x3 + · · ·+ xk). Then
f(v1) = f(v2) = (k − 2)(k − 1),
f(v3) = f(v4) = · · · = f(vk) = (k − 1)(k − 2)− k,
f(vk+1) = (k − 2)(k − 1),
f(vk+2) = (k − 2)
2,
f(v) = k(k − 2).
If k > 6, then two least possible summands give too muh: 2((k − 1)(k − 2)− k) > k(k − 2),
if k = 5, then 15 should be represented as a sum where eah summand equals 12, 7, or 9, but
this is impossible.
Example 4. n = 2k + 1, k > 3.


v1
v2
v3
.
.
.
vk
vk+1
vk+2
vk+3
.
.
.
v2k
v2k+1


=


0 1 1 . . . 1 1 0 0 . . . 0 0
1 0 1 . . . 1 1 0 0 . . . 0 0
1 1 0 . . . 1 1 0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 1 . . . 0 1 0 0 . . . 0 0
1 1 1 . . . 1 0 0 0 . . . 0 0
0 1 . . . 1 1 0 1 0 . . . 0 0
1 0 . . . 1 1 0 0 1 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 . . . 0 1 0 0 0 . . . 1 0
1 1 . . . 1 0 0 0 0 . . . 0 1


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Let v = (1, . . . , 1︸ ︷︷ ︸
k+1
, 0, . . . , 0︸ ︷︷ ︸
k
). Then
v =
1
k
(v1 + · · ·+ vk+1) =
1
k
(k, . . . , k︸ ︷︷ ︸
k+1
, 0, . . . , 0︸ ︷︷ ︸
k
) = (1, . . . , 1︸ ︷︷ ︸
k+1
, 0, . . . , 0︸ ︷︷ ︸
k
),
(k − 1)vk+1 − vk+2 − · · · − v2k+1 =
= (k − 1)(1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
k+1
)− (k − 1, . . . , k − 1︸ ︷︷ ︸
k
, 0, 1, . . . , 1︸ ︷︷ ︸
k
) =
= (0, . . . , 0︸ ︷︷ ︸
k+1
,−1, . . . ,−1︸ ︷︷ ︸
k
) = (1, . . . , 1︸ ︷︷ ︸
k+1
, 0, . . . , 0︸ ︷︷ ︸
k
) = v.
It sues to show that v does not belong to Z+(v1, v2, . . . , v2k+1). Let f = (k+ 1)(x1 + · · ·+
xk)− k(xk+1 + · · ·+ x2k+1). Then
f(v1) = · · · = f(vk) = k
2 − k − 1,
f(vk+1) = k(k + 1),
f(vk+2) = · · · = f(v2k+1) = k
2 − k − 1,
f(v) = k2.
But if k > 3, then k2 < 2(k2 − k − 1), so k2 annot be represented as a sum where eah
summand equals either (k2 − k − 1) or k(k + 1). This means that v 6∈ Z+(v1, v2, . . . , v2k+1).
Example 5. n = 8, k = 2.
e1
e2
e3
e4
e5
e6
e7e8
The NSS will ontain those and only those vetors whih are sums of two quasi-basis vetors
onneted with an edge in the graph above. Let v = e1 + e2 + e3 + e5 + e6 + e7. Then
v =
1
2
((e1 + e2) + (e2 + e3) + (e1 + e3) + (e5 + e6) + (e6 + e7) + (e5 + e7)) ,
v = (e1 + e2) + (e3 + e4)− (e4 + e5) + (e5 + e6) + (e5 + e7).
Chek that e1 + e2 + e3 + e5 + e6 + e7 annot be represented as a Z+-ombination of the
vetors of our set. Let f = x1 + x2 + x3 + 2(x5 + x6 + x7) + 9x4 − 18x8. Then
f(e1 + e2) = f(e2 + e3) = f(e1 + e3) = 2, f(e5 + e6) = f(e6 + e7) = f(e5 + e7) = 4,
f(e3 + e4) = 10, f(e4 + e5) = 11, f(v) = 9.
But 9 annot be represented as the sum of integers 2, 4, 10, or 11.
Example 6. n = 9, k = 3.
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Consider the following vetors:
v1 = e1 + e2 + e4,
v2 = e1 + e2 + e5,
v3 = e2 + e3 + e6,
v4 = e2 + e3 + e7,
v5 = e1 + e3 + e8,
v6 = e1 + e3 + e9,
v7 = e2 + e4 + e6.
Then v = e1 + e2 + e3 =
1
3
(v1 + v2 + v3 + v4 + v5 + v6) = v1 + v3 − v7.
Chek that v is not a Z+-ombination of v1, v2, v3, v4, v5, v6, and v7. Let f = 5(x1 + x2 +
x3 + x4)− 4(x5 + x6 + x7 + x8 + x9). Then
f(v1) = 15,
f(v2) = f(v3) = f(v4) = f(v5) = f(v6) = f(v7) = 6,
f(v) = 15.
Note that v 6= v1 and f(v1) = f(v), so we onlude that if v ∈ Z+(v1, . . . , v7) then v1 does
not our in this deomposition. But 15 6
.
.
.
6, this means that v annot be obtained as a
Z+-ombination of vi's.
Example 7. n = 10, k = 4. Consider the following vetors:
v1 = e1 + e2 + e3 + e5,
v2 = e1 + e2 + e4 + e6,
v3 = e3 + e4 + e5 + e6,
v4 = e5 + e6 + e7 + e8,
v5 = e5 + e7 + e8 + e9,
v6 = e6 + e7 + e8 + e10,
v = e1 + e2 + e3 + e4 + e5 + e6 =
1
2
(v1 + v2 + v3) = v4 − v5 − v6.
Show that v 6∈ Z+(v1, . . . , v6). Let f = x1 + x3 + x4 + 6x7 + 6x8 − 7x9 − 8x10. Then
f(v1) = f(v2) = f(v3) = 2,
f(v4) = 12, f(v5) = 5, f(v6) = 4,
f(v) = 3.
But it is lear that 3 annot be represented as a sum where eah summand equals 2, 4, 5,
or 12.
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3.1.2. Case when n 6
.
.
.
k, n 6
.
.
.
(n− k) .
It follows from these two onditions that n > 5. The exeptional ase k
n
∈ {2
5
, 3
5
} will be
onsidered at the end of the setion. Further we (temporarily) suppose that
k
n
6∈ {2
5
, 3
5
},
whih gives n > 7.
Lemma 3.1. Suppose that there exists an NSS for a pair (n, k), where (n, k) satisfy the
onditions above. Then for eah r ∈ N, there exists an NSS for the pair (nr, kr).
Proof. Consider an arbitrary vetor from M(pik,n). Write down its quasi-oordinates r times
in suession. The result is a vetor from M(pikr,nr): it has kr 1's and (n − k)r 0's. If one
takes an NSS for (n, k) and performs this proedure on eah vetor, the result will be an NSS
for (nr, kr). 
Thus, if we onstrut an NSS for all pairs (n, k) where gcd(n, k) = 1, then the NSS for all
other pairs will be also onstruted aording to the Lemma.
Lemma 3.2 (the Step proedure). Having onstruted an NSS for a pair (n, k), one an
onstrut an NSS for the pair (n+ k, k) aording to the existing NSS.
Proof. The keypoint is that if one takes a weight from M(pik,n), writes it down in the form
where all its quasi-oordinates are equal to 0 or to 1, and adds k oordinates equal to 0,
then this weight an be onsidered as a weight from M(pik,n+k). If we start with an ENSS
(v; v1, v2, . . . , vm) for (n, k), we should perform this proedure on all its vetors and then add
one more vetor vm+1 whih has 0s at the rst n digits and 1s at the k adjoint digits. Now
we show that the obtained set (v′; v′1, . . . , v
′
m, vm+1) is indeed an NSS in M(pik,n+k).
Suppose that a vetor v lies in the ENSS for (n, k), v = q1v1 + q2v2 + . . .+ qsvs, qi ∈ Q+.
If we x some representations for v and for all vi in quasi-basis, then this equality an be
re-written in the formal basis in the following form:
v = q1v1 + q2v2 + . . .+ qsvs − α(f1 + f2 + . . .+ fn),
where fi's are the ounter images of ei's under the projetion Q
n → X(T ) ⊗Z Q,
(q1, q2, . . . , qn) 7→ q1e1 + q2e2 + . . . + qnen. Obviously, fi's are linearly independent. For
eah vi, x a representation in whih it has k oordinates equal to 1 and n − k oordinates
equal to 0. The vetor v is nonzero, onsequently, it has a representation where all its oor-
dinates are nonnegative, but some of them are zeroes. Fix this representation. Then α ≥ 0
(otherwise all oordinates of v are stritly positive), and we get that in Qn+k the following
equality holds:
v′ = q1v
′
1 + q2v
′
2 + . . .+ qsv
′
s + α(fn+1 + · · ·+ fn+k)− α(f1 + f2 + . . .+ fn+k).
This shows that v′ lies in the Q+-lattie generated by v
′
1, . . . , v
′
m, vm+1 (here all vetors taken
in quasi-basis {e1, . . . , en+k}).
Similarly one an show that v′ still lies in the Z(v′1, . . . , v
′
m, vm+1).
To prove that the onstruted set is indeed an ENSS, it remains to show that v′ does not
lie in Z+(v
′
1, . . . , v
′
m, vm+1). Suppose the ontrary. Let v
′ ∈ Z(v′1, . . . , v
′
m, vm+1). Omit last
k oordinates. We get that v ∈ Z+(v1, . . . , vm), so {v; v1, v2, . . . , vm} is not an ENSS for
(n, k). 
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Now we an explain how, using these Lemmas, the NSS's an be onstruted for all pairs
(n, k), for whih the following three onditions are held:
(1) 1 < k < n− 1,
(2) gcd(n, k) = 1,
(3) n > 7.
Use desent on n. Suppose the NSSes are onstruted for all pairs (m, l), satisfying the
onditions above, with m < n. Take a pair (n, k). Suppose k < n
2
(otherwise hange it by
n − k and seek for an NSS for the pair (n, n − k), the ase n = 2k is impossible beause
gcd(n, k) = 1). If all the onditions are held for the pair (n− k, k), then we have an NSS for
it, and using the Step proedure, this NSS an be re-made into the NSS for (n, k). Let us
nd all the ases when at least one of the onditions fails for (n− k, k).
Condition (1) fails i n = 2k + 1. But we have n > 7, then k > 3. In this ase we already
have an NSS (example 4).
Condition (2) never fails.
Condition (3) fails i n− k ≤ 5. Find these ases. Reall that k ≤ (n − 1)/2. Substitute
it: n ≤ (n− 1)/2 + 5. This gives n ≤ 9. List all these pairs (n, k) (with k < n
2
).
n = 7. Pairs (7, 2) and (7, 3).
n = 8. Pair (8, 3).
n = 9. Pairs (9, 2) and (9, 4).
But we already have NSSes for all these pairs. Indeed, ases (7, 2) and (8, 3) oinide with
Examples 1 and 2, respetively. Cases (7, 3) and (9, 4) are the partiular ases of n = 2k + 1
(Example 4). Case (9, 2) an be obtained from (7, 2) (Example 1) using the Step proedure.
Finally, take all the ases where the NSS is already onstruted as the base of the desent.
In all the other ases the desent is feasible, onsequently, we have onstruted an NSS for
all pairs (n, k) for whih the onditions (1) − (3) hold.
Now we onsider the ase
k
n
∈
{
2
5
, 3
5
}
. Let k = 2k1, n = 5k1, k1 > 2. When k1 > 4, we
an onstrut an NSS using the Step proedure and substitution k → n − k: starting with
an NSS for (2k1, k1), we suessively onstrut NSSes for (3k1, k1), (3k1, 2k1), and (5k1, 2k1).
When k1 = 2, the Example 7 an be applied.
When k1 = 3, the pair (n, k) = (15, 6), and the required NSS an be obtained from
Example 6 using the Step proedure.
3.1.3. Case when n
.
.
.
k or n
.
.
.
(n− k).
Assume that k ≤ n/2. Then n
.
.
.
k, n = kd. In the ase when k = 1 all the subsets in the sets
of weights are saturated (see 2.1), further k > 2.
When k > 4, Example 3 shows that the NSS exists for the pair (2k, k). Using the Step
proedure, we an easily rebuild this NSS into the NSS for a pair (kd, d), where d > 2. It
remains to onsider ases k = 2 and 3.
k = 2. It follows from the Main Theorem that d > 4. But we already have an NSS for the
pair (8, 2) (Example 5), using the Step proedure, we an onstrut NSSes for all d > 4.
k = 3. We already have an NSS for (9, 3), using the Step proedure, we an onstrut an
NSS for all n
.
.
.
3, n > 9.
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We are done.
3.2. Non-fundamental weights. In the previous setion the struture of M(λ) was muh
easier than in the general ase. Indeed, by denition M(λ) = (λ + Φ) ∩ P , where P =
conv{σλ | σ ∈ Sn}. If λ is a fundamental weight, then we just take {σλ | σ ∈ Sn}, not
dealing with Φ, beause it does not add new points. However, if λ is not fundamental, then
M(λ) ontains internal points of P , and this is a great advantage for onstruting NSSes.
Lemma 3.3 (Inlusion Lemma). Let λ and λ′ be two dominant weights, suh that λ′ ∈M(λ),
and there exists an NSS in M(λ′). Then there exists an NSS in M(λ).
Proof. Notie that ∀σ ∈ W σλ′ ∈ M(λ) and P ′ = conv{σλ′ | σ ∈ W} ⊂ P . Then
M(λ′) = (λ′ + Φ) ∩ P ′ ⊂M(λ). This means that the NSS for λ′ is also an NSS for λ. 
There are two ases: the rst one  all the usual oordinates of λ are integer, and the seond
one  all of them are non-integer. Consider these ases independently. The oordinates of
vetors in the usual basis will be denoted by yi. The disriminating funtions in the usual
basis must satisfy only the onditions of linearity and f(vi) > 0.
3.2.1. All the oordinates of λ are integer, λ 6= (1, 0, . . . , 0,−1).
Denition. By a Shift we will denote the following proedure: take a point λ = (y1, . . . , yn),
x two indies i < j suh that |yi − yj| > 2 and replae λ with the point λ
′
, where λ′ =
(. . . , yi − 1, . . . , yj + 1, . . . ) if yi > yj and (. . . , yi + 1, . . . , yj − 1, . . . ) otherwise.
The point λ′ lies in M(λ). Indeed, M(λ) ontains the point (. . . , yj, . . . , yi, . . . ), its onvex
hull with λ (with the proper oeient) ontains λ′. Notie that after eah Shift y21 + . . .+ y
2
n
diminishes by a positive integer. Indeed, let x = max{yi, yj}, y = min{yi, yj}, then x−y > 2,
(x− 1)2 + (y + 1)2 = x2 − 2x+ 1 + y2 + 2y + 1 = x2 + y2 − 2(x− y − 1) 6 x2 + y2 − 2.
This means that if we apply onsequent Shifts to λ, then this proess annot be innite.
Lemma 3.4. If n > 3 and λ satises the onditions of subsetion 3.2.1, then M(λ) ontains
one of the points (2, 0, . . . , 0,−1,−1), (1, 1, 0, . . . , 0,−2), or (1, 1, 0, . . . , 0,−1,−1), and it
always ontains the point (1, 0, . . . , 0,−1).
Proof. Let λ = (a1, . . . , an) (in the usual basis). If ∀i ai ∈ {−1, 0, 1}, then, due to the fat
that λ 6= (1, 0, . . . , 0,−1), λ has at least 4 nonzero oordinates. Taking into aount that∑n
1 ai = 0, at least two of them are equal to 1 and two are equal to −1. In this ase, M(λ)
ontains the point (1, 1, 0, . . . , 0,−1,−1): split all its other oordinates into pairs 1,−1 and
make them zero (using the Shift), then permute the remaining 4 oordinates. Applying one
more Shift, we yield (1, 0, . . . , 0,−1).
Otherwise, if ∃i, |ai| > 1 (one of the oordinates is big), then maxi,j(ai − aj) > 3. Keeping
at least one oordinate big, perform the shift for the pairs of indies where |ai − aj | > 2.
This proess is nite. Consider a situation where we an perform no more Shift. If we still
have a nonzero oordinate with the same sign as the big oordinate has, we an shift it with
the oordinate of the opposite sign (their dierene will obviously be > 2). Otherwise we are
in the ase where we have a big oordinate of one sign (without loss of generality positive)
and some oordinates of the opposite sign. If the big oordinate is > 3, then apply a Shift
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to this oordinate and to some negative oordinate. But we have supposed that Shifts are
impossible. Then the big oordinate is equal to 2, nonzero ones among the other oordinates
are either −2 or −1 and −1. But if M(λ) ontains a point (2, 0, 0, . . . , 0,−2), then it also
ontains (2, 0, . . . , 0,−1,−1) = 1
2
((2, 0, . . . , 0,−2) + (2, 0, . . . , 0,−2, 0)). We an easily get
(1, 0, . . . , 0,−1), performing one more Shift. 
Construt NSSes for the rst three points.
Example 8. λ = (2, 0, . . . , 0,−1,−1), n > 3.
Consider vetors
v1 = (1,−1, 0, 0, . . . , 0),
v2 = (−1,−1, 2, 0, . . . , 0),
v3 = (2,−1,−1, 0, . . . , 0),
v = (0,−1, 1, 0, . . . , 0) =
1
2
(v1 + v2) = v2 + v3 − v1.
Suppose f = −y2, then f(v1) = f(v2) = f(v3) = f(v) = 1, but ∀i v 6= vi. We get a
ontradition.
The NSS for the point λ = (1, 1, 0, . . . , 0,−2), n ≥ 3 an be onstruted similarly (one
should multiply all the oordinates by −1).
Example 9. λ = (1, 1, 0, . . . , 0,−1,−1) ∈M(λ), n ≥ 4.
Consider vetors
v1 = (1, 1,−1,−1, 0, . . . , 0),
v2 = (1,−1, 1,−1, 0, . . . , 0),
v3 = (0, 1, 0,−1, 0, . . . , 0),
v4 = (0, 0, 1,−1, 0, . . . , 0),
v = (1, 0, 0,−1, 0, . . . , 0) =
1
2
(v1 + v2) = v1 + v4 − v3.
Suppose f = −y4, then f(v1) = f(v2) = f(v3) = f(v4) = f(v) = 1, but v 6= vi for any i.
We get a ontradition.
Now take an arbitrary dominant weight λ, n > 3, and the orresponding set M(λ). It
follows from Lemma 3.4 and the Inlusion Lemma that the NSS for λ exists.
It remains to onsider the ase n = 2, λ = (a,−a). If |a| ≥ 3, then conv{(σ(a1, a2)), σ ∈ S2}
ontains the points (2,−2), and (3,−3). But this subset is not saturated:
(1,−1) =
1
2
(2,−2) = (3,−3)− (2,−2),
and the vetor (1,−1) is not a linear ombination of vetors (2,−2) and (3,−3) with integer
positive oeients. If, otherwise, a ∈ {0,±1,±2}, then eah subset in M(λ) is saturated
(setions 2.2 and 2.4).
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3.2.2. All the oordinates of λ are non-integer.
Lemma 3.5. Given a point λ = (a1, a2, . . . , an) (in the usual basis), n > 4. If the set
{a1, a2, . . . , an} ontains simultaneously α + 1, α, α − 1 for some α ∈ R, then the set M(λ)
ontains an NSS.
Proof. It is easy to see that M(λ) ontains a point v1 = (α + 1, α, α − 1, a4, . . . , an), a4 6= 0
(beause a4 6∈ Z). Ating by Sn, we an get the following points from it:
v2 = ( α− 1, α, α + 1, a4, . . . , an),
v3 = ( α + 1, α− 1, α, a4, . . . , an),
v4 = ( α, α− 1, α + 1, a4, . . . , an).
Show that this set is not saturated. Indeed,
1
2
(v1 + v2) = (α, α, α, a4, . . . , an),
v2 + v3 − v4 = (α, α, α, a4, . . . , an),
suppose f = y4
a4
, then
f(v1) = f(v2) = f(v3) = f(v4) = f(v) = 1.
But ∀i v 6= vi, this means that v is not a Z+-ombination of vi. 
Lemma 3.6 (Good Triple Lemma). Let λ = (a1, . . . , an), n > 4, and all ai are non-integer.
If the olletion a1, . . . , an ontains at least three dierent values, then M(λ) ontains a point
of form (α + 1, α, α− 1, a4, . . . , an).
Proof. Perform several Shifts preserving the ondition that the set {a1, . . . , an} ontains
at least 3 elements. Suppose further Shifts are impossible (we mentioned above that,
starting from any position, only a nite number of Shifts is possible). Consider amax =
max{a1, . . . , an}, amin = min{a1, . . . , an}, amid ∈ {a1, . . . , an}, amid 6= amax, amid 6= amin. If
amax − amid > 3, then we an apply the Shift to amax and amid, thus we obtain three dierent
values of oordinates amin, amid+1, amax−1. Similarly, if amid−amin > 3, then at least one more
Shift is possible. So we yield amax−amid, amid−amin ∈ {1, 2}. If amax−amid = amid−amin = 1,
we have already found a point of neessary type in M(λ). Up to symmetry, one of the two
ases is possible: either amin = amid − 2, amax = amid + 2, or amin = amid− 1, amax = amid + 2.
Consider these two ases.
In the rst ase, apply the Shift to amax and amin. This operation gives us the required
triple (amax − 1, amid, amin + 1).
In the seond ase, amin = amid − 1, amax = amid + 2, and we know that λ has at least
4 oordinates. If there are 4 dierent values among them, the fourth will inevitably form a
triple of form (α+ 1, α, α− 1) with two of amax, amid, amin. Otherwise ai ∈ {amax, amid, amin}
for any i. But n > 4, this means that at least one of the values (a1, a2, . . . , an) is mentioned
twie. Suppose n = 4 (we need only 4 ai's, forget that there are other oordinates). The
multipliities of (amax, amid, amin) may be as follows: (1̂, 1, 2), (1̂, 2, 1), (2̂, 1, 1). Apply the
shift to the oordinates marked with the hat. We get one of the following olletions: (amid+
1, amid, amid, amid − 1), (amid + 1, amid + 1, amid, amid − 1), (amid + 2, amid + 1, amid, amid). Eah
of them ontains a triple of form (α + 1, α, α− 1). But this means that here we also nd a
triple of form (α + 1, α, α− 1). 
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Lemma 3.7 (Absene of a good triple). Let λ = (a1, . . . , an) be a dominant weight, n > 4,
∃i with |ai| > 1, and all ai 6∈ Z. If M(λ) does not ontain a point of the form (α + 1, α, α−
1, a4, . . . , an), then
λ =
(
2n− 2
n
,−
2
n
,−
2
n
, . . . ,−
2
n
)
or λ =
(
2
n
,
2
n
, . . . ,
2
n
,−
2n− 2
n
)
.
Proof. If the olletion a1, . . . , an ontains at least 3 dierent elements, then we an use the
Good Triple Lemma and show that M(λ) ontains a point of the desired form. This means
that ∀i ai ∈ {amax, amin}. Without loss of generality, we may suppose that amax > 1, and
amin < 0 (otherwise multiply all ai by −1).
If amin < −1, then apply the Shift to amin and amax. Thus we get amin + 1 and amax − 1
among the values of the oordinates, and still at least one of amin and amax is presented (sine
n > 4 > 3). Using the Good Triple Lemma, we get a ontradition.
We see that −1 < amin < 0. If the olletion (a1, . . . , an) ontains amax at least for 2 times,
then apply the shift to amin and amax. Now we have amax, amin + 1 > 0 and at least one time
amin among the values of oordinates: all the oordinates annot be positive. This gives us a
ontradition with the Good Triple Lemma.
Then amax enters only one in (a1, . . . , an). If amax > 2, apply the Shift to amin and amax.
We get that amax − 1 > 1, amin + 1 < 1 and amin are among the values of oordinates, whih
gives us a ontradition with the Good Triple Lemma.
We yield that the olletion has a form (amax, amin, amin, . . . , amin), 1 < amax < 2, −1 <
amin < 0. Let amin = −
k
n
. We have (n − 1)amin + amax = 0 from the initial onditions. This
yields amax =
k(n−1)
n
. But amax < 2. Consequently,
k(n− 1)
n
< 2 ⇒ (n− 1) < 2n ⇒ k <
2n
n− 1
< 3,
beause n > 4. Taking into aount that amax > 1, we get k = 2, amax =
2n−2
n
, amin = −
2
n
.
But in the beginning of the ase we ould hange the signs at all the oordinates. Thus, we
have two ases: λ =
(
2n−2
n
,− 2
n
,− 2
n
, . . . ,− 2
n
)
and λ =
(
−2n−2
n
, 2
n
, 2
n
, . . . , 2
n
)
. 
Applying the Lemmas, we see that in the ase, when ai 6∈ Z, ∃i, |ai| > 1, n > 4, we
have not onstruted an NSS only in these two ases. In all other ases the NSS exists
due to Lemma 3.5. Let us onstrut an NSS in these two ases. We may assume that
λ =
(
2n−2
n
,− 2
n
,− 2
n
, . . . ,− 2
n
)
= 2e1. Let
v1 = 2e1,
v2 = 2e2,
w = 2e3,
v3 = e1 + e3 ∈ M(λ),
v4 = e2 + e3 ∈ M(λ).
Then v1, v2, v3, v4 form an NSS. Indeed, we have
v = e1 + e2 =
1
2
(v1 + v2) = v1 + v4 − v3,
f = x1 + x2 + x3 − 3xn.
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Then f(v1) = f(v2) = f(v3) = f(v4) = f(v) = 2, and v 6= vi for any i. But 2 annot be
represented as a sum of more than one 2s. We get a ontradition.
Now it remains to onsider the ases n = 3 and n = 2.
In the ase n = 3 we suppose that the frational parts of all oordinates are equal to 2
3
(otherwise hange λ for −λ, as we've done earlier). If λ =
(
2
3
, 2
3
,−4
3
)
, then eah subset in
M(λ) is saturated (see 2.6). Below we onstrut an NSS for λ =
(
5
3
,−1
3
,−4
3
)
= 3e1 + e2,
then, using the Inlusion Lemma, show the existene of NSS for all other points λ. Let
v1 = e1 =
2
3
(3e1 + e2) +
1
3
(e2 + 3e3),
v2 = 2e1 + 2e2 =
1
2
(3e1 + e2) +
1
2
(e1 + 3e2),
v3 = 3e1 + e2,
v = 2e1 + e2 = v1 +
1
2
v2 = v3 − v1.
If f = x1 − x3, then f(v1) = 1, f(v2) = 2, f(v3) = 3, and f(v) = 2. But v is equal neither to
v2, nor to 2v1. We get a ontradition.
Lemma 3.8. Suppose that λ = (a1, a2, a3) (in the usual basis) is a dominant weight suh
that the frational parts of all ai are equal to
2
3
. Suppose also that there exists an index i with
|ai| > 1, and λ 6=
(
2
3
, 2
3
,−4
3
)
. Then M(λ) ontains a point
(
5
3
,−4
3
,−1
3
)
.
Proof. It follows from the onditions of the lemma that ∃i, ai ≥
5
3
. Indeed, otherwise we have
at least 2 positive oordinates, eah of them ≤ 2
3
, but due to the ondition of the Lemma
there exists an ai suh that |ai| > 1. Suppose it is a1. We have a1 = −a2 − a3 > −
4
3
. This
means that λ =
(
−4
3
, 2
3
, 2
3
)
. We get a ontradition.
If only one oordinate of λ is positive, and it is equal to 5
3
, then λ =
(
5
3
,−4
3
,−1
3
)
, and the
Lemma is proved. Otherwise either λ has two positive oordinates, or one of them is > 8
3
. In
both ases we an apply the Shift to a positive and a negative oordinate, suh that after it
λ still has a oordinate ≥ 5
3
, and so on. 
Consider the ase n = 2. Suppose λ = (a
2
,−a
2
), a ∈ N, a is odd. Then for a = 3 eah
subset in M(λ) is saturated (see 2.3). When a > 5, we onstrut an NSS. Let
v1 =
(
3
2
,−
3
2
)
, v2 =
(
5
2
,−
5
2
)
.
Then
(
1
2
,−1
2
)
= 1
3
v1 = 2v2 − v1 6∈ Z+(v1, v2).
So we have onstruted non-saturated subsets in the sets of weights for all the representa-
tions not listed in the Main Theorem.
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