Abstract Semi-supervised learning, which uses a small amount of labeled data in conjunction with a large amount of unlabeled data for training, has recently attracted huge research attention due to the considerable improvement in learning accuracy. In this work, we focus on semisupervised variable weighting for clustering, which is a critical step in clustering as it is known that interesting clustering structure usually occurs in a subspace defined by a subset of variables. Besides exploiting both labeled and unlabeled data to effectively identify the real importance of variables, our method embeds variable weighting in the process of semi-supervised clustering, rather than calculating variable weights separately, to ensure the computation efficiency. Our experiments carried out on both synthetic and real data demonstrate that semisupervised variable weighting significantly improves the clustering accuracy of existing semi-supervised k -means without variable weighting, or with unsupervised variable weighting.
Introduction
Semi-supervised algorithms that learn from both labeled and unlabeled data have been the main focus of machine learning and data mining in the past few years. Semi-supervised learning is applicable to both classification and clustering. In this study, we focus on the task of clustering. In unsupervised clustering, the objective is to partition an unlabeled data set into groups of similar objects. In semi-supervised clustering, a small amount of labeled data is used along with the unlabeled data to obtain a better clustering.
Variable weighting is an important step of clustering, as it is known that interesting clustering structure usually occurs in a subspace defined by a subset of variables. Many research efforts have been made to weight variables in clustering [3] [4] . However, most of the existing approaches which use unlabeled data only may not be able to identify the real importance of variables. Although a few of semi-supervised variable weighting and selection have been proposed recently, these approaches usually perform the task independently. In this work, we aim to develop a semi-supervised algorithm which weights variables within the clustering process. In other words, we propose a semi-supervised clustering algorithm which exploits both labeled and unlabeled data for not only guiding the clustering process but also assigning the variable weights.
In particular, we focus on partitional prototypebased clustering as our underlying clustering model, where a set of data points is partitioned into a prespecified number of clusters -each cluster having a representative or prototype -so that a well defined objective function involving a distance measure between data points and cluster representatives is minimized. A popular clustering algorithm in this category is k -means. We propose an algorithm, called Semi-supervised variable Weighting for k -Means (SW-k -means). To ensure the computation efficiency, we iteratively update the weights of variables, together with the centroids of clusters and the assignments of data objects, within the clustering process by optimizing a single clustering objective function, rather than first finding the optimal variable weights and using the weights to find the optimal clustering.
We conduct experiments on both synthetic and real data. The experimental results show that the performance of the existing unsupervised variable weighting is subject to the inherent local optimal solution of kmeans clustering. The proposed semi-supervised variable weighting effectively addresses this problem by exploiting labeled data. Our empirical study demonstrates that the proposed SW-k -means significantly outperforms exiting semi-supervised k -means approaches without variable weighting or with unsupervised variable weighting.
The rest of this paper is organized as follows. Section 2 briefly reviews related work on semi-supervised clustering and variable weighting and selection. Section 3 describes the problem and introduces the proposed SW-k -means algorithm in detail. In Section 4, we evaluate the performance of SW-k -means on both synthetic data as well as real data. Finally, we draw some concluding remarks in Section 5.
2 Related Work K -means type clustering algorithm partitions a dataset into k clusters, by locally minimizing the average squared distance between the data points and the cluster centers. There are many variants of k -means clustering proposed in the literature. In this section, we focus on reviewing the semi-supervised variants of kmeans, as well as the k -means approaches with variable weighting.
Semi-supervised k -means. When a small amount of data with partial labels are provided, Basu et al. [1] propose two semi-supervised approaches to aid and bias the clustering of unlabeled data: Seeded-KMeans and Constrained-KMeans. The former uses the labeled data to generate the centers of initial clusters. Labeled data are then no longer used in the following steps of k -means. In other words, labels of both labeled and unlabeled data are updated alike in the clustering process. The latter similarly generates the centers of initial clusters from the labeled data. However, in the subsequent steps, Constrained-KMeans updates the cluster membership of unlabeled data only. Constrained-KMeans is appropriate when the labeled data is noise-free, whereas Seeded-KMeans is more appropriate in the presence of noisy labeled data. When the known knowledge is provided in the form of constraints between data points, such as must-link (two data points have to be in the same cluster) and cannotlink (two data points have to be in different clusters), Wagstaff et al. [2] propose to integrate the constraints into the clustering process. That is, whenever a data point is assigned to a cluster, it should not violate any constraint of must-link or cannot-link. We note that existing constraint-based semi-supervised k -means methods use the known knowledge to initialize clusters and to guide the clustering process, but not to weight variables. Xing et. al [12] propose a distance-based semi-supervised k-means which learns a distance metric by respecting the known constraints between data points. Basu et al. [13] present a hybrid model which considers the constraints between data points during both the clustering process as well as the distance metric learning. Although variable weighting can be regarded as a special case of distance metric learning, the latter focuses on performing the task of distance metric learning independently.
Variable weighting in k -means. Variable weighting has been an important research topic in clustering analysis. Desarbo et al. [5] introduced the first method for variable weighting in k -means clustering. Their approach works in two stages. First, an initial set of weights is used by the k -means clustering to partition data into k clusters. A new set of optimal weights is then estimated by optimizing a weighted mean-square, stress-like cost function. The two stages are executed iteratively until a convergence is reached. It is computationally inefficient to optimize a weighted cost function in addition to the k -means objective function. Makarenkov and Legendre [6] propose finding the optimal variable weights by optimizing the weighted pairwise distance between data points within the same clusters. Although the method is shown to be effective in identifying important variables, it is not scalable to large datasets. Modha and Spangler [3] aimed to optimize variable weights to achieve the best clustering by minimizing the ratio of the average within-cluster distortion over the average between-cluster distortion. A set of feasible weight groups was defined and used to perform k -means clustering. The ratio was then computed for each partition and the one with the minimum ratio was determined as the final clustering. However, there is no guarantee that the optimal weights are included in the set of predefined weight groups. Recently, J. Huang et al. [4] propose a novel variable weighting approach called W-k -means which automatically calculates the variable weights within the clustering process without sacrificing the efficiency of the clustering algorithm. We follow this scheme to embed the variable weighting step into the clustering process to achieve computation efficiency. However, the performance of W-k -means suffers from the local optimal solution of k-means. W-k -means assigns higher weights to variables which vary slightly around cluster centers, assuming such variables represent clusters better than variables that vary greatly around cluster centers. The effectiveness of this approach is thus dependent on the initial clusters. If the cluster centers are not initialized appropriately, the variation around the cluster centers cannot reflect the real importance of variables. We show the limitation of W-k -means empirically in Section 4. Our proposed approach addresses this issue by learning optimal variable weights using a semi-supervised approach.
Semi-supervised variable selection. Variable selection is an important data processing step for handling high-dimensional data. Recently, increased research attention has been paid to semi-supervised variable selection [8, 9, 10] . These approaches usually focus on solving a standalone variable selection problem, rather than considering the problem in the context of some particular semi-supervised clustering/classification task. As mentioned before, it is computationally inefficient to use these algorithms to first select variables and feed the selected variables into clustering algorithms. For example, Tang et al. [11] propose performing semi-supervised variable projection by con-sidering the supervision in the form of must-link and cannot-link constraints. Next, a pairwise constrained spherical k -means is run on the projected data. By contrast, our semi-supervised variable weighting is integrated into the k -means clustering process.
3 The SW-K -Means Algorithm Let X = {X 1 , X 2 , . . . , X n } be a set of n data objects. Object X i = {x i1 , x i2 , . . . , x im } is characterized by a set of m variables (attributes). Let X k ⊂ X be a subset of X such that ∀X i ∈ X k , the cluster label of
, is known. The original problem is to create a k-partitioning {C l } k l=1 of X so that the following objective function is minimized:
where
. . , Z k } is a set of k vectors representing the centroids of the k clusters;
• d(x ij , z lj ) is a distance measure between object X i and the centroid of cluster C l on the jth variable. If the variable is numeric, then
If the variable is categorical, then
For the purpose of learning the weights of variables, as well as taking into account the constraints set by the labeled data X k , we rewrite Eqn. 3.1 as follows,
where W = {w 1 , w 2 , . . . , w m } is the m weights for variables and β is a parameter for variable weight. The first component is the weighted distance from all data points to corresponding cluster centroids. The second component of Eqn. 3.5 measures the weighted pairwise distance between labeled objects belonging to the same clusters 1 . Minimizing Eqn. 3.5 can be achieved by solving the following three minimization problems:
1. Problem P 1 : Fix Z =Ẑ and W =Ŵ , solve the reduced problem P (U,Ẑ,Ŵ ).
2. Problem P 2 : Fix U =Û and W =Ŵ , solve the reduced problem P (Û , Z,Ŵ ).
3. Problem P 3 : Fix U =Û and Z =Ẑ, solve the reduced problem P (Û ,Ẑ, W ).
The first two problems can be solved in the way similar to the traditional k-means, since the second component of Eqn. 3.5 is not related to U or Z. In particular, P 1 is minimized when (3.6)
for numerical variables. If variables are categorical, z lj is the mode of the variable values in cluster C l .
We then focus on solving the problem P 3 , which can be rewritten as
We then relax P 3 via a Lagrange multiplier obtained by considering the constraint m j=1 w j = 1. Let α be the multiplier and Ψ(W, α) be the Lagrangian,
In order to find the values ofŴ andα minimizing Eqn. 3.11, we calculate the gradients with respect to w j and α.
From Eqn. 3.12, we obtain (3.14)
Substituting Eqn. 3.14 into Eqn. 3.13, we obtain,
Then, we derive α as below,
Substituting α into Eqn. 3.14, we obtain w j as (3.17)
In particular, when D j + IntraD j = 0, it indicates that the jth variable has a unique value in each cluster (as both D j and IntraD j should be zero in this case). It thus represents a degenerate solution and we can set w j to 0 for the jth variable. In summary, given U =Û and Z =Ẑ, P 3 is minimized iff 
where β > 1 or β < 0 2 .
2 A detailed discussion of the β values can be found in [4] .
; OUTPUT: the cluster labels of X; Description:
) and stop; otherwise, go to Step 3.
t ,Ŵ ) and stop; otherwise, go to Step 4.
t ) and stop; otherwise, go to Step 2.
Recall that the unsupervised variable weighting approach, W-k -means, assigns weights to variables based on D j only. If D j is large, then it indicates the variable varies greatly from cluster centroids. Consequently, a small value of w j is assigned because it is assumed the jth variable cannot represent the clustering structure well. However, if the cluster centroids are not initialized appropriately, then D j cannot reflect the real importance of the jth variable in clustering. The assigned variable weights may not be optimal. That is, W-k -means suffers from the local optimal solution of kmeans. As shown in Eqn. 3.18, our approach combats this bias by exploiting the constraints derived from labeled data (i.e., IntraD j ). With the exception of very noisy labeled data, the variable weights can be learned better because the dependence on cluster centroids is reduced.
The procedure of SW-k -means is described in Algorithm 1. The convergence of SW-k -means can be proved similar to k -means and W-k -means, based on the deterministic solution of Eqn. 
Experiments on Synthetic Data
Data set. We generate a set of synthetic data which contains 5 variables and 300 records divided into 3 clusters normally distributed in the first three variables. Each cluster has 100 points. The last two variables represent uniformly distributed noise. The centroids and standard deviations of the three clusters are given in Table 1 . It can be observed that the centroids of the first three variables are well separated and the standard deviations are small. In contrast, the centroids of the last two variables of each cluster are very close and the standard deviations are much larger, because the two variables represent noisy variables.
Evaluation Metrics. Since the real cluster labels of data points in the synthetic dataset are known, we use Rand Index [7] to evaluate the clustering performance. Let C = {C 1 , C 2 , C 3 } be the set of three clusters in the dataset and C = {C 1 , C 2 , C 3 } be the set of three clusters generated by the clustering method. Let SS be the number of pairs of data points (X i , X j ) such that both points belong to the same cluster in C and the same cluster in C ; DD be the number of pairs of data points such that both points belong to two different clusters both in C and in C . Then, the Rand Index is calculated as
where M = N (N − 1)/2 is the total number of possible data point pairs in the data set and N is the total number of data points. The Rand Index measures the agreement between C and C . The larger the value, the better the clustering accuracy. We also compute the Accuracy of a clustering as
where a l is the number of data points in cluster C l that were clustered to C l . Therefore, r refers to the percentage of correctly clustered data points.
Experiment I -Limitation of W-k -means. We first conduct experiments to investigate the limitation of W-k -means. That is, whether the performance of Wk -means depends on the set of initial centroids. To this end, we implement W-k -means with unsupervised k - For both algorithms, we set β to 4 (as are all of the following experiments except specified otherwise). Table 2 presents the experimental results. It can be observed that Seeded-W-KMeans clearly outperforms Traditional-W-KMeans, which suggests the impact of initialization on the performance of W-k -means. Moreover, we notice the performance of Seeded-W-KMeans increases with the increase in the size of labeled data. This is because the cluster centroids can be initialized better with more labeled data. It then verifies again that the effectiveness of W-k -means is subject to the local optimal solution of k -means clustering.
Experiment II -Performance of SW-k -means within Seeded-KMeans. We then evaluate the performance of SW-k -means, under the semi-supervised k -means framework of Seeded-KMeans [1] . In particular, we implement three algorithms: the original Seeded-KMeans without variable weighting, the Seeded-KMeans with unsupervised variable weighting W-k -means, referred to as Seeded-W-KMeans, and the Seeded-KMeans with semi-supervised variable weighting SW-k -means, referred to as Seeded-SW-KMeans. To make the results comparable, we use the same set of la- beled data for each of the three algorithms, so that the initial cluster centroids are the same for each algorithm. The results are shown in Table 3 , where the resulting Rand Index (R) and Accuracy (r) values are averaged over 20 runs for each percentage of labeled data. Firstly, it can be observed that the performance of Seeded-KMeans does not change with respect to the increase of the percentage of labeled data. It indicates that, even if the cluster centroids are initialized appropriately, the clustering performance can be poor due to the existence of noisy variables. Therefore, variable weighting is important in clustering data sets with noisy variables. Secondly, the performance of Seeded-W-KMeans improves over Seeded-KMeans, which shows the effectiveness of variable weighting. As observed in the first experiment, the more labeled data, the higher the accuracy that Seeded-W-KMeans can achieve. It indicates that the performance of W-k -means depends on the cluster centroids. Thirdly, Seeded-SW-KMeans further improves over Seeded-W-KMeans. This can be attributed to the consideration of the extra constraints derived from the pairwise distance between labeled data belonging to the same clusters (e.g., IntraD j ). These extra constraints are very effective, as we observe that, even if the percentage of labeled data is low (e.g., α = 8%), which is the usual case for semi-supervised learning, Seeded-SW-KMeans is able to recover the clustering structure quite well.
We plot the typical convergence curve for Wk -means and SW-k -means under the Seeded-KMeans framework in Figure 1 (a) . The horizontal axis represents the number of iterations and the vertical axis represents the value of the overall weighted distance from data points to cluster centroids. Each point on the curve represents a partition generated by one iteration of the clustering process. It can be observed that, starting from the same initial clustering, SW-k -means can minimize the overall distance from data points to cluster centroids better than W-k -means. It also verifies the convergence of SW-k -means.
We present the average variable weights assigned by W-k -means and SW-k -means under the framework of Seeded-KMeans over 20 runs with 10% of labeled data, in Figure 1 (b) . The horizontal axis shows the five variables and the vertical axis represents the assigned variable weights. It is obvious that SW-kmeans is able to well distinguish between important and noisy variables by assigning high weights to the first three variables and low weights to the last two. However, W-k -means fails to identify the importance of the third variable. We analyze the reason W-kmeans couldn't find the optimal variable weights is because the first iteration of k -means has already shifted the cluster centroids because of the interference of the noisy variables. Consequently, W-k -means based on the variance around cluster centroids cannot accurately identify the really important variables.
Experiment III -Performance of SW-kmeans within Constrained-KMeans. We also evaluate the performance of SW-k -means, under another semi-supervised k -means framework of ConstrainedKMeans [1] , which updates only the labels of un- Table 4 . Again, Constrained-SW-KMeans outperforms Constrained-W-KMeans, which in turn outperforms the original Constrained-KMeans.
Compared with Table 3 , we notice that the performance of W-k -means under the Constrained-KMeans works better than under the Seeded-KMeans framework. The reason is that Constrained-KMeans does not update the label of known data. Consequently, as long as the labeled data are noise-free, they contribute to identifying the real centroids of clusters, which in turn helps the W-k -means to measure the real importance of variables based on the variable variance around centroids. The performance of both Constrained-W-KMeans and Constrained-SW-KMeans increases with the increase in the size of labeled data, while Constrained-SWKMeans can achieve quite good clustering accuracy with limited labeled data. For example, the results of Constrained-SW-KMeans with 8% of labeled data are even better than Constrained-W-KMeans with 30% of labeled data.
Similarly, we plot the average variable weights assigned by W-k -means and SW-k -means under Constrained-KMeans, with 10% of labeled data, in Figure 2 . Compared with Figure 1 (b) , it can be observed that, W-k -means assigns more appropriate weights to variables under the framework of Constrained-KMeans than Seeded-KMeans. The reason is as explained above: without updating the labels of labeled data, the cluster centroids are maintained well so that W-k -means is able to assign appropriate variable weights based on variance around centroids. However, SW-k -means assigns more optimal weights, especially more lower weights to the last two variables, by taking advantage of the labeled Table 5 : Evaluating robustness of SW-k -means under the framework of Constrained-KMeans with different percentage of noise.
data. As mentioned before, the framework of Constrained-KMeans delivers better performance when the labeled data is noise-free. We further evaluate the robustness of the variable weighting algorithms under the framework of Constrained-KMeans, by supplying noise with the labeled data. Table 5 shows the experimental results, with different percentages of noise on a data set with 20% of labeled data.
Each result value is averaged over 20 runs. It can be observed that all methods suffer from the noise. The higher the percentage of noise, the poorer the performances. Comparing SW-k -means with W-k -means, we observe that when the percentage of noise is not high, SW-k -means works slightly better than W-k -means. This indicates that the pairwise distance between labeled data of the same clusters is still capable of capturing the real importance of variables to some degree. However, when the percentage of noise increases, the improvement over W-k -means diminishes.
Experiment IV -Performance of SW-kmeans with different constraints derived from labeled data. Recall that in the updated objective function, Eqn. 3.5, we consider the constraints of pairwise distance between labeled objects belonging to the same clusters. We can similarly consider the pairwise distance between labeled objects belonging to different clusters. For example, we can rewrite the right part of Eqn. 3.5 as,
where D j and IntraD j are specified in Eqn. 3.9 and Eqn. 3.10 respectively, and InterD j is,
which represents the pairwise distance between labeled objects belonging to different clusters. Therefore, we aim to minimize the ratio of the intra-cluster distance over the inter-cluster distance, besides minimizing the distance from data points to cluster centroids.
Following the similar procedure in Section 3, we can update w j as,
We implement this variant of SW-k -means under the framework of Seeded-KMeans and Constrained-KMeans respectively. Table 6 We analyze the reason as follows. For the intercluster distance (i.e., InterD j ) to take effect, for example, to assign lower weights to the last two noisy variables, the values of InterD 4 and InterD 5 should be small, so that the ratio of intra-cluster distance over inter-cluster distance can be large and the assigned weights can be low. However, by taking a closer look at the intermediate results, we notice the inter-cluster distance is actually large for the last two noisy variables, because of the high standard deviation. Consequently, the inter-cluster distance provides no further valid constraint, but restrain the constraint set by the intra-cluster distance. However, this variant of SW-kmeans still performs better than the unsupervised W-kmeans. Table 7 shows the results of the variant of SWk -means under the framework of Constrained-KMeans, where similar performance of the variant, compared with W-k -means and SW-k -means, can be observed. 
Experiments on Real Data
Real Data Sets. We use two real data sets from the UCI Machine Learning Repository: the Australian Credit Card data and the Heart Disease data. As both data sets have numerical as well as categorical variables, we implement our variable weighting method for the kprototypes clustering [14] , which is referred to as SW-kprototypes. The characteristics of the two data sets are summarized in Table 8 Experimental Results. The performance of SWk -prototypes, compared with W-k -prototypes, under the framework of Seeded-KPrototypes, on the Australian credit card data set is shown in Table 9 . We use the same evaluation metrics of Rand Index and Accuracy. The percentage of labeled data is set to 20%. Each result value is averaged over 20 runs with randomly selected labeled data. We vary the weight parameter β from 2.0 to 8.0. It can be observed that, for all tested β values except β = 4.0, SW-k -prototypes outperforms W-k -prototypes clearly. When β = 4.0, the performance of SW-k -prototypes is still comparable to W-k -prototypes. Therefore, the experiment on real data Figure 3 : The weights assigned by W-k -prototypes and SW-k -prototypes to the categorical variables of the Australian credit card data set and the heart disease data set. Table 10 : Evaluating SW-k -prototypes on the heart disease data set with different β values.
demonstrates again the effectiveness of semi-supervised variable weighting in improving the clustering accuracy. Table 10 shows the results on the heart disease data set. Likewise, SW-k -prototypes outperforms Wk -prototypes on almost all of the tested β values. However, the improvement is very small, although it is consistent. We notice the reason is because the importance of variables of the heart disease data set is not as uneven as those of the Australian credit card data set. For example, Figures 3 (a) and (b) show the weights assigned by the W-k -prototypes and SWk -prototypes to the categorical variables of the two data sets respectively (we omit showing the weights assigned to numerical variables, which are incomparably small while showing similar trends). It can be observed that the variables of the Australian credit card data set are not equally important for identifying the clustering structure. That's why the variable weighting methods are more effective for this data set, and why the improvement of SW-k -prototypes over W-k -means is insignificant for the heart disease data set.
Conclusions
Existing work of semi-supervised clustering focuses on utilizing labeled data to initialize clusters and to guide the clustering process. In this paper, we propose to further exploit the unlabeled data to assign weights to variables. Variable weighting is an important step of clustering, as interesting clustering structure usually occurs in a subspace of variables. Most existing algorithms of variable weighting are unsupervised. Although a few works of semi-supervised variable selection and projection have been proposed recently, these approaches are inefficient at performing the task independently. In this work, we develop a semi-supervised variable weighting algorithm for k -means type clustering. To ensure the computation efficiency, we optimize variable weights within the clustering process based on a single and new clustering objective function which considers extra constraints derived from labeled data. Besides experimentally showing the limitations with the existing unsupervised variable weighting, we conduct various experiments to evaluate the performance of the proposed semi-supervised variable weighting on both real and synthetic data sets, under different semisupervised k -means frameworks, and with different constraints derived from labeled data. Our experimental results demonstrate that semi-supervised variable weighting effectively improves the clustering accuracy over the semi-supervised k -means without variable weighting, or with unsupervised variable weighting.
