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I. INTRODUCTION 
In the last several years, much interest has been devoted to the study of 
modeling or system identification problems, which is the process of deter- 
mining differential equations and their parameters that describe a physical 
process in accordance with predetermined criteria [l-7]. 
We consider modeling problems of least squares type in which the model 
is fitted to discrete observations al at time tl (I = I, 2,..., m) and a continuous 
observation, b(t), t, < t < t, , by determining the initial condition, x(tl), and 
the parameter, c, so that the performance index 
JMt,)) = iI I &(tc) - a, I:, + 1:” I B(t) z(t) - Wlkt, dt (1.2) 
is minimized. Here z = (x’, c’)’ (primes denote transposition), 1 y 1; denotes 
the quadratic form y’Wy for matrix W, x and c are n, and aa vectors (n, > I, 
na 3 0, 7tr + fza = n), respectively, -4, is an n(Z) X n matrix, al is an n(l) vector, 
P, is an n(l) x n(l) symmetric positive semidefinite matrix (na = n(l) + n(2) + 
... + n(m)), B(t) is an n4 x 12 matrix continuous in t(n, > 0), b(t) is an n, vector 
continuous in t, and R(t) is an n3 x tz4 symmetric positive semidefinite matrix 
continuous in t. 
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For problems of least squares type with discrete observations, i.e., problems 
for which the performance index is 
many authors have given iterative methods based on a quasilinearization algo- 
rithm to determine the missing initial condition I and the parameter, c [24]. 
Banks and Groome [5] established quadratic convergence for the algorithm. 
Using Newton’s method Urabe [a gave an iterative procedure that had a 
quadratic convergence. Recently, Mitsui [q proposed a new iterative method 
based on the initial value adjusting method [S, 91 and also gave a linear con- 
vergence property for it. 
Very few papers [I l] deal with both discrete and continuous observations as 
included in (1.2). In the present paper, an extension of the quasilinearization 
algorithm to the problem given by (I. 1) and (1.2) is discussed first. 
We also discuss another extension of the initial value adjusting method to the 
same problem. This new method deals directly with the original nonlinear 
differential equation (1.1) and the performance index (1.2), so that it is not 
necessary to use the solutions of an additional linear equation or to calculate the 
partial derivatives of the original equations analytically. The method also has the 
advantage of greatly reduced computer storage requirements, and can be easily 
programmed for digital computers by usual integration routines. 
In Section 2, the quasilinearization algorithm is discussed and a necessary 
and sufficient condition for a critical point to minimize the performance index J 
is derived. The computational algorithm is also given. The main results are 
contained in Section 3 where the initial value adjusting method for modeling 
problems is presented. The computational algorithm is also given. Two examples 
which illustrate the effectiveness of the method are given in Section 4. 
2. QUASILINEARIZATION ALGORITHM 
Let us first consider the quasilinearization algorithm for the modeling problem 
given by (1.1) and (1.2). At the (R + 1)st iteration, we consider the following 
initial value problem, 
.2(t) = &, t), z(t1) = ~+lz$ , t, < t < L 1 (2.1) 
and denote the solution by z(t) = k+1z(t), where h(z, t) = (f’, 0’)‘. Subtracting 
(2.1) at the kth iteration from that at the (k + 1)st iteration and using a trunc- 
cated Taylor’s series expansion about “z(t), we have 
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k+%(t) - J%(t) = h(k+fz, t) - h(k2, t) 
= hz(kZ, t) [k+%(t) - “2(t)], 
k+?z(t,) - %(t,) = *+bqJ - k.20 , 
where h, denotes the Jacobian matrix. 
Let ?P(t, rr) be the n x n transition matrix defined by 
P-2) 
“!P(t, tJ = hz(kZ, t) ky(t, q, kY(tl , tJ = 4% , (2.3) 
where I,, is the M x 71 identity matrix. Then (2.2) can be written as 
“+12(t) = %(t) + V(t, tJ (k+?q) - “2J. (2.4) 
Substituting (2.4) into (1.2), we have 
J(““%J = g1 I ~l”+l~(~z) - a, Ii, + I:” I W) “‘W - Wl2R(t, dt 
= f 1 #Y(tz ) tl) (k+lzo - “2,) + Azk2(tz) - a, I;, 
I=1 
+ I,:” I W) “w t1) ( k+120 - fiZo) + Es(t) “z(t) - b(t)& dt. (2.5) 
Since the initial condition k+l z,, is required to be a critical point of the perform- 
ance index (2.5) we have the necessary condition 
dJtk+‘zo) = (-j 
dk+lz , 
0 
(2.6) 
from which we may obtain 
kS(“+lzo - kzo) = A$, (2.7) 
where 
and 
(2.8a) 
(2.8b) 
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We refer to the n x n symmetric matrix “S as the adjusting matrix for the quasi- 
linearization algorithm. 
From the above discussion, we have the following theorem for the quasi- 
linearization algorithm. 
THEOREM 2.1. If the adjusting matrix “S given by (2.8a) is nonsirtgular for all 
k (k = 0, I,2 ,... ), then the iterative formula (2.7) is both necessary and st@cient 
for ‘i+1zo to be a local minimum of J(z,,). 
Proof. Let Jzz(k+lzo) be the Hessian with components 
a*J(""zo)/a"+lz,(tl) @+lzj(t,) (i,j= 1,2 ,..., n). 
Then from (2.3, it is readily seen that 
J,p+lzo) = 2”s. (2.9 
As is easily seen, the Hessian Jzz(k+lzO) is positive definite if det[kSJ # 0. Thus 
l;+lz, is a minimum for J(za) if and only if (2.7) holds. Q.E.D. 
Using the fact that the adjusting matrix, “‘s, is symmetric we can now define 
the quasilinearization algorithm for the modeling problem given by (1.1) and 
(1.2). 
Step 0. Calculate analytically the Jacobian, hZ(t). 
Step 1. Set k = 0. Prescribe the initial approximation Oz(tJ = Ozo and the 
convergence criterion u (>O). 
Step2. Setj=l. 
Step 3. Set i = j. 
Step 4. Solve simultaneously the initial value problems 
k&f, t1) = hd% t) Vp.(t, h), k$j(tl , tl) = ei , 
k$j(t, tl) = hz(kZz, t k#j(t9 tl)t k$j(tl 9 tl> = ej 3 
%&) = [W) V& a WI P(t) “CM at u&l> = 0, 
tij(t) = [B(t) “#j(tv l)]’ R(t) [B(t) “z(t) - b(t)], v&) = 0. (2.10) 
where ej is the jth unit vector. 
Step 5. Calculate the $h element, I;sI, , of ‘S by 
ksiJ = f [Alk+i(tl t tl)]’ Pl[Atk#j(tl 7 t*)] + uii(tWZ)* (2.11) 
I=1 
Step 6. If i > n, proceed to the next step. Otherwise set i = i + I, and 
return to Step 4. 
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Step 7. Calculate thejth element, “pj , of “/I by 
“Pi = f IAZkMtZ f Ql’ PZ[A?s(t,) - aJ + adtm)* (2.12) 
I=1 
Step 8. If j > n, proceed to the next step. Otherwise set j = j + 1, and 
return to Step 3. 
Step 9. Calculate the convergence condition kG defined by 
“G = + il k&’ [ 1 “‘. (2.13) 
If “G < u, then terminate the procedure. Otherwise calculate the new initial 
condition “+rzs from (2.7), set k = k + 1, and return to Step 2. 
3. INITIAL VALUE ADJUSTING METHOD 
In the previous section, we discussed the quasilinearization algorithm for 
modeling problems. However, the problem preparations for the algorithm are 
arduous and often inapplicable for problems of high complexity and dimension. 
Let us now consider an extension of the initial value adjusting method [8-lo] 
to modeling problems. 
At the kth iteration, consider the perturbed initial value problem 
z?(t) = h(z, t), z(tl) = kzo + ceg , (3-l) 
and denote the solution by z(t) = ,4(t) (j = 1, 2 ,..., n; k = 0, I,2 ,... ), where 
lky(t) is an n-dimensional vector, c is a small parameter, called the perturbation 
parameter, such that 0 < 4 < 1. It is also convenient to denote by $y(t) the 
solution of (3.1) with the initial condition 
z(tJ = 'z. + (q + ej) (i,j = 1, 2 )..., n). 
By using the solutions “s(t) of (2.1) and 3ky(t) (j = 1, 2,..., n) of (3.1) we 
now define an n x n matrix V(t, t,; c) whose jth column vector is denoted 
“z,bj(t, tl; E), an 71 vector kfl(c) whosejth element is denoted k&(~), and a symmetric 
n x n matrix kS(~) whose zjth element is denoted k~ij(r), as follows: 
(9 k#j(t, l; l ) = $ [jk,l(t) - ‘*z(t)], t, < t < t, > (3.2a) 
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41’ R(t) [B(t) W> - WI 4 
(3.2b) 
(iii) kSzj(E) = f [AZk#i(tZ 3 tl; E)l’ PZ[AZk$j(tZ 9 tl; <>I 
I=1 
+ I,:" [B(t) %(t, t,; 41’ J?(t) [B(t) “Mt, t,; 41 & 
i,j= 1,2 ,..., 12. (3.2~) 
Analogous to (2.7), we now consider the algorithm given by 
k‘s(E) [k+lz, - ‘iz,] = -kp(E), h = 0, 1, 2 ,..., (3.3) 
where the n x n matrix kS(~) is termed here the adjusting matrix for the initial 
value adjusting method. 
Then we have the following theorem. 
THEOREM 3.1. Let the n x n matrix V(t, t,; E), the n vector $3(e), and the 
n x n adjusting matrix leS(c) (h = 0, 1, 2,...) be de$ned by (3.2). Then, thefollowing 
relations hold: 
(i) $+T kY(t, t,; l ) = kY(t, tl), t, < t < tnl 3 (3.4a) 
(ii) hi “p(c) = “/3, (3.4b) 
(iii) bz kS(E) = “S, (3.4c) 
where Y(t, t,), “/3 and “5 for the quasilinearization algorithm are defined by (2.3), 
and (2.8), respectively. 
Proof. Since the perturbation parameter l is assumed to be small enough, 
the solution of (3.1) can be expressed as 
3k.Y(t) = kz(t) + &z(t), j = 1, 2 ,..., n, (3.5) 
where 6,x(t) denotes the perturbation of the function “z(t). 
Substituting (3.5) into (3.1) and expanding the right side of the equation in a 
Taylor’s series expansion around kz(t), we have 
“2(t) + &,2(t) = h(‘z, t) + EhZ(‘Z, t) s&t) + 03(f2), (3.6) 
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where 03(es) denotes the higher-order infinitesimal terms. Since E is assumed to 
be small enough, using (2.1) we now have the following 
sjZ(t) = “Y(t, tl) ej + (l/C) Oj(E2), (3.7) 
where Y(t, tJ is given by (2.3) and O(e2) a g ain denotes the high-order terms. 
From (3.5) and (3.7), we have 
jkY(t) = ‘Z(t) + d!P(t, tJ ej + Oj(E’), j = 1, 2 ,..., 71. (3.8) 
From (3.2a) and (3.8), it is easily seen that 
lil/)(t, tl; 15) = "Y(t, tl) ej + (l/c) Oj(~2)* (3.9) 
As E approaches zero, 0,(e2)/e tends to zero, and thus the relation (3.4a) holds. 
On the other hand, from (3.2b) and (3.9), we have 
+ ir [B(t) (bY(t, tl) ej + f Oj(E’))]’ P,[B(t) ‘Z(t) - b(t)] dt. (3.10) 
Letting E + 0, in view of (2.8) and (3.10), t i is readily seen that the relation 
(3.4b) holds. 
Analogously with (3.4b), using (3.8) and (3.9), it can be easily shown that the 
relation (3.4~) also holds. Q.E.D. 
From the above discussion, we now have the following theorem for the 
initial value adjusting method. 
THEOREM 3.2. If the n x n matrix kS for the qua&linearization algorithm 
given by (2.8) is nonsingular, then there exists a perturbation parameter c such that 
the n x n matrix kS(~) for the initial value adjusting method given by (3.2) is also 
nonsingular, and the iterative formula for the method is given by 
k+?zo = %zo - [kS(c)]-l ‘i,6(6), h = 1, 2,.... (3.11) 
In such a case, the iterative formula (3.11) is both necessary and st@cient for k+lz,, 
to minimize J(“+?zO). 
Proof. The first part of the theorem is proved using Banach’s lemma (cf. 
[lo]), and the last part is similar to Theorem 2.1. Q.E.D. 
Next we give some intermediate calculations that are required in the com- 
putational algorithm 
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(i) Calculation of k&(c). Define “JI (j = 1, 2,..., n) by 
“Ii = f [4kYY(tz) - 4’ P&%kz(tJ - 4 
1=1 
+ i,Im [B(t) jky(t) - &)I’ R(t) [B(t) k@) - &)I dt 
= ](kzo) + +3j(C). 
(3.12) 
Then from (3.12) we have 
“/$(c) = (l/c) [“Jj - J(k~O)], j = I, 2 ,..., n. (3.13) 
(ii) Calculation of Qjj(<). Define “Jij by 
“Jjj = f I A~F.H~‘(tl) - az IS, + I:” I B(t) h(t) - b(t)[$t, dt
1=1 
= J(“z~) + 2ck,89(r) + l “Sj?(E). (3.14) 
Then, from (3.14), we have 
‘sjj(e) = f If [“J,, - J(“z~)] - 2’/3i(c)/ , j = 1, 2,..., n. (3.15) 
(iii) Calculation of “S,,(E). Define “J$,( = “Jjt) by 
“Iij = f I Adrr,kY(tl) - a~ Ii, + JIrn I B(t) z,‘“r(t) - b(t)l&tj dt 
1=1 
= l("%J) + 24kPi(c) + kls?(c)] + E’[2”szj(c) + kSii(E) + “sjj(E)]t 
(3.16) 
if j, i,j= 1,2 ,..., n. 
Then, from (3.16), we have 
kSi,(‘) = kSji(E) 
i#.i, i,j = 1, 2 ,.... n. (3.17) 
From the above discussions, we can now define the computational algorithm 
of the initial value adjusting method for the modeling problem given by (1.1) 
and (1.2). 
Step 0. Set k = 0, and prescribe the initial approximation “z(tl) = Ozo , 
the perturbation parameter, E, and the convergence criterion, (r (a > 0). 
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Step 1. Solve the initial value problem given by 
(3.18a) 
(3.18b) 
where kwl(t) is a scalar function. Calculate 
J(‘cz,) = f I Azk4tz) - a, I;, + Wl(L). (3.19) 
Z=l 
Step 2.1. Set j = 1. 
Step 2.2. Solve (3.18a) and the following perturbed initial value problems, 
simultaneously. 
KkY, t) 
VW ikYW - WI w P(t) k‘zw - WI 1 
(3.20) 
where kw2(t) is a scalar function. Then calculate 
k Ji = f [Azjky(tz) - azl’ Pz[Azkz(tz) - azl + pw&m). (3.21) 
Z=l 
Using (3.19) and (3.21) obtain “/J(c) from (3.13). 
Step 2.3. If j > n, go to the next step. Otherwise set j = j + 1, and return 
to Step 2.2. 
Step 3. Calculate 
(3.22) 
If kG < 0, then terminate the procedure. Otherwise go to the next step. 
Step 4.1. Set j- 1. 
Step 4.2. Solve the perturbed initial value problem 
(3.23) 
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where Q+(t) is a scalar function. Then calculate 
(3.24) 
Using (3.24) and “/$(c) obtained in Step 2, calculate Qii(~) from (3.15). 
Step 4.3. If j > n, go to the next step. Otherwise, set j = j + 1 and return 
to Step 4.2. 
Step 5.1. Set j = 1. 
Step 5.2. Set i = j + 1. 
Step 5.3. Solve the perturbed initial value problem 
(3.25) 
where kwq(t) is a scalar function. Then calculate 
kJz, = f I A&,) - 6, I& + “w&m>. 
Z=l 
(3.26) 
Using (3.26) and k/$(e) and “&( ) bt E o ained from Step 2, calculate ‘zs&~) from 
(3.17). 
Step 5.4. If i > n, go to the next step. Otherwise, set i = i + 1, and return 
to Step 5.3. 
Step 6. Solve (3.3), and obtain a new initial condition “+?z(t,) = k+?z, . 
Set k = k + 1 and return to Step 1. 
4. NUMERIC4L EXAMPLES 
Two examples are presented to show the effectiveness and scope of the initial 
value adjusting method for modeling problems. The first example deals with 
linear dynamics, and discrete and continuous observations. The second deals 
with a system having nonlinear dynamics and discrete observations. In these 
examples a parameter is considered to be unkonwn. 
All calculations were done in double precision on an IBM 370/158. 
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EXAMPLE 1. We first consider the linear differential equation 
Xl = x2 9 
3i2 = -x1 . 
(4-l) 
Let us now assume that the coefficient, - 1, in (4.1) is unknown. Then, intro- 
ducing another variable, xa , (4.1) can be replaced by 
2, = x3 ) 
x2 =*1x3, 
A$ = 0. 
Corresponding to (4.2), the performance index is taken to be 
(4.2) 
J(x,) = [x,(%-/2) - 0.511 + [x&r/2) - I.512 
+ ( ik&) - 0.5 
(4.3) 
cos ty + [x&) - 1.5 cos t]2} dt. 
The problem is to find the solutions x:(t) and x$(t), and the parameter x$(O) of 
(4.2) which minimize (4.3). It is readily seen that the exact solutions and per- 
formance index J(x:) are given by 
xl*(t) = sin t, x;(t) = cos t, x?(O) = -1, 
(4.4) 
](x,*) = 0.5 + 0.25~~. 
For a numerical example, we let the perturbation parameter E = lo-‘, and 
used 200 integration steps. The initial approximations were taken as x,(O) = 0.2, 
x*(O) = 1.7, and E-JO) = -0.8. 
TABLE I 
Convergence Rates of G and J for Examples 1 and 2 
Iteration G1 h G J* 
0 0.232086302801 0.412167832701 0.18541967020-l 0.19595693590-3 
1 0.136265670500 0.132154833ODl 0.11968846560-l 0.290456859304 
2 0.76020644250-1 0.128861722401 0.6001453477D-3 0.22053242620-4 
3 0.76047224210-3 0.128540134ODl 0.98644423210-5 0.22OOOOO2860-4 
4 0.50179906530-4 0.128539817801 0.41484128960-10 0.220000000004 
5 0.29112296720-5 0.128539816401 
6 0.3174021289~7 0.128539816401 
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TABLE II 
Results for Example 1 
(x3 = - 0.999999998800) 
t x1(t) x2@) 
0 0.21619624340-8 0.100000000101 
74 0.100000000101 -0.38892898810-8 
n 0.13841044570-8 -0.1CMWKMOO101 
The convergence tendencies of kG and J(%J are given in Table I. The solu- 
tions for the last iterate are given for a few points in Table II. 
EXAMPLE 2. Next we consider a chemical reaction problem which is taking 
place in a homogeneous tubular flow chemical reactor with axial mixing. The 
following equation is obtained by the use of material balance on a reactant [3], 
d2x -_ 
dr2 
c g - 2cx2 = 0, O<T<l, 
where c is a constant. using the transformations t = 1 - 27, 9 = X, x2 = dx/dt, 
and x3 = c, Eq. (4.5) can be rewritten as 
Ji; = x2 ) 
4 = (Xl2 - x2) x3 , 
ie3 = 0. 
The performance index to be minimized is given by 
(4.6) 
I(4 = g Wz) - a, + Al2 + Pm - a, - A219 t, = 0.21- 1.0, (4.7) 
where A is a kind of measurement error. For this problem, we used measure- 
ments, a, , as given in [3, p. 481, and the values are shown in Table III. 
For a numerical example, we let the convergence criterion 0 = lo-lo, the 
error A = 10-3, and used 200 integration steps. The initial approximations were 
taken as x,(O) = 0.39, x2(O) = 0.01, and x3(0) = 2.7, and we found that this 
problem was sensitive to the choice of initial approximations. 
For various perturbation parameters E, Table IV shows the iteration number 
necessary to attain the convergence criterion. It is easily seen from the table 
that the iteration number is insensitive to a wide range of values for E. In Table I, 
the convergence tendencies of &G and J(%zo) are given for E = lo-?. The solu- 
tions for the last iterate are given in Table III (6 = 10-j). 
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TABLE III 
The Observations and Solutions for Example 2 
(x&O) = 0.3OOOOOO30201, c = 3) 
t a1 
-1.0 0.3872719131DO 
-0.8 0.394761854000 
-0.6 0.4130486486DO 
-0.4 0.438614677100 
-0.2 0.4701704962DO 
0.0 0.507642297300 
0.2 0.551722895300 
0.4 0.603721253000 
0.6 0.665595026500 
0.8 0.740132550600 
1.0 0.8313093136DO 
x(t) 
0.387271913200 
0.394761854700 
0.4130486504DO 
0.4386146802DO 
0.4701705008DO 
0.507642303500 
0.5517229034DO 
0.6037212637DO 
0.665595040500 
0.740132569200 
0.8313093386DO 
- 
TABLE IV 
Iteration Number for Convergence (u = IO-“‘) 
c Iteration 
10-4 6 
10-S 5 
10-a 5 
lo-’ 4 
10-8 5 
5. CONCLUDING REMAFWG 
In this paper two algorithms were developed for modeling problems of least 
squares type, in which the differential equations may be nonlinear and the 
performance index may have both discrete and continuous observations. 
We first extended the quasilinearization technique for this type of problem 
and gave an algorithm. Since it is necessary to calculate the Jacobian matrix 
analytically when using such an algorithm, it is often inapplicable for problems 
of high complexity and dimension. 
409/75/2-6 
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We then proposed an extension of the initial value adjusting method for such 
problems and again have given a computational algorithm. This method deals 
directly with the original differential equation and the performance index, so 
that it can be applied to a wide variety of problems with very little preliminary 
work. 
The general subroutine to the initial value adjusting method, labeled 
MPLSMD, which was developed for this type of problems, was applied to two 
examples. The resulting solutions showed the effectiveness of the method. 
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