Abstract-Iterative learning control is a feedforward control technique applied to systems or processes that operate in a repetitive fashion over a fixed interval of time to improve tracking/regulation performance in response to reference inputs/disturbance inputs that are repeatable in each cycle. In this paper, learning control is applied to coil-to-coil gauge and tension control during the thread-up phase of a single stand cold mill, to compensate for disturbances caused by the variation of roll bite friction. Simulations are carried out to demonstrate the effectiveness of learning control.
I. INTRODUCTION

R
OLLING is a widely used primary metal working process accounting for the processing of about 90% of all steel, copper, and aluminum produced annually in the world. In this paper, attention is focused on coil-to-coil control of gauge, or strip thickness, and tensions, during cold rolling of flat rolled strip in the presence of disturbances that are repeatable from coil-to-coil. Fig. 1 illustrates the major components of a "two-stand" "four-high" rolling mill, and introduces some of the terminology used in the rest of the paper. For simplicity, analysis and simulation results are presented for a single stand mill which contains the same components except for Stand 2.
In cold rolling, processing of each coil of metal begins by "threading" up the head end of the coil through the gap between work rolls at each stand and then winding it on the rewind reel at a relatively slow speed, commonly referred to as "thread" speed. This phase is followed by acceleration to the desired "run" speed. Toward the tail end of the coil, a similar process of deceleration is followed; this is the "thread down" phase. It is well known that roll-bite friction between the work rolls and the strip changes as the rolling speed is increased from thread speed to run speed, causing changes in roll force and subsequent gauge and tension disturbances. Disturbances of this type are repeatable from coil to coil for a batch of coils processed in the same fashion, and are of interest in the present paper.
Iterative learning control, first introduced by Uchiyama [1] and later developed by Arimoto et al. (e.g., [2] ), is a control technique applied to systems or processes that operate in a repetitive fashion over a fixed interval of time, to improve tracking/regulation performance in response to reference inputs/disturbance inputs that are repeatable from cycle to cycle. In the rolling application, this technique can be applied to determine how the actuators need to be operated during the rolling of a coil in order to "drive" the error between desired and actual product characteristics to a small value asymptotically, based on the error and actuator trajectories from previous coils. The concept has been successfully applied to robot trajectory control [2] , rapid thermal processing of semiconductor wafers [3] , and other applications.
The organization of this paper is as follows. The next section presents a detailed discussion of the physical mechanism causing the variation of roll bite friction and resulting in gauge and tension disturbances, and provides the motivation for applying learning control. A multiple input-multiple output (MIMO) learning control system is introduced in the following section. After a brief discussion of the dynamics of a withincoil gauge and tension control system, the effectiveness of coil-to-coil learning control in controlling gauge and tension deviations during mill acceleration is demonstrated via process simulations subsequently. The final section provides conclusions and recommendations for future work.
II. PROCESS EFFECTS DURING ROLLING MILL ACCELERATION
After the front end of the coil is threaded through all the stands of a multistand mill, wound onto the rewind reel, tensions established and gauge and tension sensors turned on, the mill is accelerated from the "thread speed" to the target "run speed." Roll bite friction is known to vary during speed changes causing gauge and tension disturbances. A comprehensive summary of the literature on the effect of rolling speed on friction is provided by Schey [4] . According to Schey, the speed effect on gauge was first observed in the late 1930's on high-speed tandem mills, and motivated efforts to understand the lubrication mechanisms in the roll bite. In rolling mills equipped with full fluid film journal bearings, change in exit gauge due to change in speed is caused by roll bite friction variation as well as the displacements of the roll journals in the bearings. The latter effect is absent in mills equipped with roller bearings. By noting that the lubrication mechanism is of the mixed-film type, Schey provides the following explanation for speed dependence of roll bite friction. For a given rolling pressure and viscosity, at low speeds, the lubricant film is so thin that boundary lubrication prevails in the roll bite. As the speed is increased, a thicker film is entrapped in the roll bite and an increasingly [5] and aluminum [6] .
larger portion of the roll surface is supported by hydrodynamic pockets. As a result, the boundary lubricated area decreases, and hence the friction drops rapidly. Once most of the load is borne by the hydrodynamic pockets, as the speed is further increased, the friction drops relatively slowly. Such a variation of friction coefficient has been inferred from experimental measurements in steel and aluminum rolling mills as shown in Fig. 2 [5] , [6] .
During mill acceleration and deceleration, the variation of friction produces gauge and tension deviations. The variation of friction, which can be considered as a disturbance acting on the system, is, however, repeatable from coil to coil, assuming that the same roll speed profile is applied during the rolling of each coil. While attention has been focused in the literature on developing fundamental and empirical models of friction to characterize its dependence on roll speed, the literature in rolling does not appear to contain any control schemes specifically designed to control the process during these transients. Current practice in many cases is to simply limit the acceleration/deceleration rate such that the gauge and tension deviations produced are tolerable, or to pursue a disturbance feedforward approach in which, using a friction model, actuator corrections are applied in order to compensate for friction variations.
Iterative learning control appears to be a natural approach to improve the performance of the system during these transients, since it uses the repetitive nature of the process and the friction disturbances. The control action in each rolling cycle is determined based on deviations in gauge and tension from the preceding cycle. Unlike the disturbance feedforward approach, this control scheme does not require a model of friction variations. Such an approach has significant practical advantage, since such models are likely to be inaccurate and, moreover, are costly to obtain experimentally, friction being a function of lubricant film and hence of parameters such as lubricant viscosity, roll bite temperature, roll/strip hardness, roll/strip roughness, roll bite geometry, etc. [4] . Fig. 3 shows the block diagram of a MIMO system with a learning controller. It is assumed that the system operates in a repetitive fashion over a fixed interval of time and that the initial conditions are reset at the beginning of each cycle.
III. A MIMO LEARNING CONTROL SYSTEM
is the transfer matrix of the plant with the "preexisting" controller. Details of how this matrix can be obtained for a gauge and tension control system are presented in the next section.
is assumed to be a stable transfer matrix. represents the effect of process disturbances expressed at the output. denotes the control component due to the learning controller. The superscript used with signals , , and denotes coil . Superscript * used subsequently with these and other signals denotes values of the signals once the system has converged.
The learning controller is parameterized in terms of transfer matrices and , and is given by the following equations:
(1)
The error signal can be related to the various input signals as indicated below (2) , given by (3), is the closed loop system transfer matrix in the absence of the learning control system and is assumed to be stable. In (1) and (2), following the operator-theoretic notation proposed by Moore [7] , we can treat the various signals to be functions of time t defined over the cycle time and being "operated on" by the respective transfer matrices (3) It is assumed that and are stable transfer matrices. While is restricted to be strictly proper, is allowed to be proper. and are allowed to be noncausal, as long as the operations in (1) can be carried out on signals and stored in the cycle to yield the learning controller output signal in the cycle . Simple algebraic manipulation of (1) and (2) yields the following recursive relationship for the signal : (4) If the induced operator norm satisfies the condition (5) then the signal converges to a fixed point [7] . The above sufficient condition for convergence is based on the concept of "contraction mapping." An operator is said to be a contraction operator if there is a constant , 0 < , such that for every and , we have (6) is also said to satisfy a Lipschitz condition with the Lipschitz constant . For such an operator, the iteration will converge to a fixed point such that , with the value of indicating the speed of convergence of the iterations.
When (5) is satisfied, we can see from (1) and (2) that the signals of interest, and , also converge, since and are assumed to be stable. in (5) refers to the operator norm induced by a norm chosen for the signal . If we require convergence of the two-norm of , (5) yields the following condition, where refers to the maximum singular value (7) Note that the condition is a MIMO version of the conditions stated by Hideg and Judd [8] for single input-single output (SISO) learning control systems. The condition for convergence is satisfied when the matrix is selected to have low-pass characteristics and the matrix is chosen to ensure that is diagonally dominant, with the diagonal entries of being close to unity over a wide bandwidth. If the scheme converges, the fixed points (or the converged trajectories) of the various signals of interest can be obtained. We can show that converges to given by (8) Thus, the tracking/regulation error can be reduced by selecting the matrix to be nearly equal to the identity matrix over a bandwidth including signal frequencies of interest, and the matrix according to the discussion in the previous section on the convergence of the system. Fig. 4 shows a block diagram representation of a withincoil gauge and tension control system of a single stand cold mill. The design of the gauge and tension control system carried out here closely follows the work of Bryant et al. [9] . It is assumed that the controlled variables are the exit gauge, unwind tension, rewind tension and exit strip speed, and that the variables manipulated by the control system are the roll gap actuator setting, unwind drive speed, stand drive speed, and rewind drive speed. The 4 4 transfer matrices , , , , and represent the dynamics of the actuators and the process, the noninteractive controller gain matrix, the matching filter matrix, the individual loop controller gain matrix, and the sensor dynamics, respectively. , , and are diagonal. These components are described next.
IV. WITHIN-COIL CONTROL OF GAUGE AND TENSION
A. Process Dynamics
Following the treatment of Bryant et al. [9] , a transfer matrix relating the controlled variables and the manipulated variables can be shown to be given by (9) , details of which may be found in the reference by Garimella [10] (9) where The nondimensional parameters and the parameters and depend on the rolling schedule, the dependence being determined from process models such as those described by Bryant and Osborn [11] . The transfer functions , , and ( , 1, 2) relate to the actuator dynamics and are discussed in the next section. The process transfer matrix labeled as in Fig. 3 is the inverse of the matrix in the left-hand side of (9) .
In (9), each process variable (controlled as well as manipulated) is represented in terms of its perturbation around an operating point, normalized with respect to its nominal value. Such a nondimensionalized representation, proposed by Bryant et al. [9] , facilitates comparison of results across different rolling schedules and mill stand parameters. The only exception is the roll gap actuator reference , which is normalized with respect to the nominal exit gauge, . Without loss of generality, the nominal roll gap actuator reference is set to zero.
For a given rolling schedule, numerical values for the various process parameters such as the nominal force, torque, and forward slip, and their normalized partial derivatives are required determine the parameters
. Typical values for a rolling schedule, along with the details of the schedule and the mill geometry are listed in Table I .
B. Actuator Dynamics
Screw positioning systems are used as roll gap actuators in older mill designs, while the newer mills employ roll gap actuators controlled by hydraulic servo systems. in (9) represents the dynamics of the roll gap actuator which may be modeled as a first-order system as in (10) . A typical value of the time constant is given in Table II (10)
Modern rolling mills employ dc motors to drive the unwind and rewind reels and the rolls in each stand. In each stand, the drives may be attached to the work rolls or the backup rolls. The single stand mill considered here is assumed to be backup-roll driven. The drive speeds are regulated by means of an outer speed loop and an inner armature current loop. Assuming a proportional plus integral controller in the inner armature current loop, and a proportional controller in the outer speed loop for each of the drives, using well-known models of dc motor dynamics [12] , we can obtain the drive motor transfer functions and shown in (1) with an additional subscript "0," "1," or "2" corresponding to the unwind drive, the stand drive or the rewind drive, respectively. The normalized perturbation in actual drive speed , in response to a desired speed perturbation and a load torque where (with subscript omitted for clarity)
The parameters, (e.g., ) in the transfer functions in (12) correspond to the drive considered and can be different for the different drives. The multiplier in the expression for in (12) is needed since the transfer function relates the perturbation in the motor speed to the perturbation in load torque, both of which are normalized with respect to their nominal values. The parameter is referred to as the motor "droop" parameter. Typical values of the transfer function parameters are listed in Table II . The controller parameters are chosen such that the drive motor responses are similar to each other and can be approximated by , for controller design purposes, as given below (13) For the drive parameters listed in Table II , a value of 0.47 s for provides a good approximation at low frequencies.
C. Noninteractive Control of Gauge and Tension
The process exhibits interactions between the outputs for any given input. Physically, in the case of a single stand mill, if roll gap actuator is perturbed, exit gauge changes as expected; but mass flow through the roll bite also changes which, in turn, changes entry and exit sheet speeds into the roll bite and finally the unwind and rewind tensions. Furthermore, the tension changes result in roll force perturbation and hence in a mill stretch perturbation and finally cause a secondary change in exit gauge. Similarly, if the unwind speed is changed in order to change the unwind tension, the exit gauge also changes due to the roll force change. The interactions are more complex in the case of a multistand mill.
Bryant et al. [9] propose a "noninteractive" control structure to decouple the system. In this structure, all the actuator dynamics are matched to a common transfer function by adding suitable "matching filters" for each actuator loop. For robustness reasons, this transfer function is selected to have a bandwidth lower than or equal to the slowest actuator. In the case of the single stand mill under consideration, the common transfer function is selected to be defined in (13) . Thus, the matching filter matrix can be represented as (14) The next step in the noninteractive controller design is to decouple the system at steady state, which can be accomplished by selecting the matrix to be equal to .
D. Sensor Dynamics
It is assumed that the four controlled variables-exit gauge, unwind tension, rewind tension and exit speed are measured. The tension in the sheet is commonly measured by measuring the force exerted by the sheet as it wraps over a roll referred to as a "tension bar." The exit speed is measured in terms of the angular speed of a roll in contact with the sheet, or by means of a noncontact laser based sensor. The exit gauge is measured using a radiation based (x-ray, -ray, or -ray) sensor. The sensor bandwidths are usually much wider compared to the bandwidth of the closed-loop system. Hence the sensor transfer matrix, shown in (15) , is an identity matrix except for the obvious transport delay for the exit gauge sensor (15) 
E. Individual Loop Controller Design
Treating the system with the noninteractive controller structure as fully decoupled, controllers in individual loops are designed. Due to the presence of the sensor delay in the gauge loop, a Smith predictor controller [13] with a PI controller is selected for the loop, whereas PI controllers are selected for the other loops. The diagonal elements of the controller gain matrix selected are listed in (16) . Numerical values for the controller parameters are listed in Table II 
F. Closed-Loop System
With the noninteractive control system described above, the transfer matrix of the closed-loop system is given by (17) where (18) Fig. 5 shows the amplitude ratio and phase of the diagonal elements of . Over the frequency range indicated in the plot, the closed-loop response of each of the loops can be approximated by a first-order system with a time constant of about 0.1 s. The large amount of phase lag of the first diagonal term of is due to the sensor delay of 0.18 s. in the gauge loop for the rolling schedule considered.
V. LEARNING CONTROLLER STRUCTURES
FOR COIL-TO-COIL CONTROL First, a learning controller structure as in Fig. 3 is considered with the following parameters for the rolling schedule and the mill parameters listed in Tables I and II, previous section, is the dominant time constant for each of the loops and is about 0.1 s for the controller design considered. While the time advance term in the numerator term of compensates for the phase lag caused by the denominator term, the time advance term in the (1, 1) element of compensates for the sensor delay in the gauge loop. The time advance operations in (19) and (20) do not pose a problem for implementation except near the end of the cycle, since these operations need to be carried out on the data, and in the above case, collected in the previous cycle. Toward the end of the cycle, the values of and needed beyond the cycle time may be obtained by extrapolation. Since there is little motivation to control exit speed precisely from coil to coil, learning control action is not provided in the exit speed loop, which implies that the (4, 4) elements in and are zero.
A pseudodiagonalization procedure due to Ford and Daly [14] is used in the selection of . We use proportional plus derivative compensation in the first column of , a faster pole being added for realizability in real-time. This form is selected to improve the diagonal dominance of column 1 of the matrix . The procedure of Ford and Daly is then used to solve for the proportional and derivative gains by minimizing a measure of column dominance of this column over the frequency range of 0-200 rad/s, after modifying the procedure to allow for a time advance term in the (1, 1) element of . The convergence condition (5) is satisfied for equal to 0.035 s and equal to 0.1.
A. Learning Control During Acceleration-Simulation Studies
A reference input as shown in Fig. 6 is applied to the exit speed loop. That is, the mill is commanded to accelerate from the nominal exit speed of 1000 ft/min to twice the nominal speed of 2000 ft/min in 3 s. and to continue rolling at that speed for 2 s. This simulates a ramp rate of about 333 ft/min/s, which may be somewhat higher than the rates currently used in mills, but is selected here since the higher the ramp rate, the larger are the process disturbances that the control system is required to compensate for. The simulations are conducted using the software packages Matlab [15] and Simulink [16] . Two different friction models, also shown in Fig. 6 , are assumed in the simulations. One is an exponential variation as shown in (21), being the exit speed in ft/min. This form is motivated by the observation that as the mill is accelerated, friction tends to drop rapidly initially and then slowly at higher speeds. The other friction model is a linear variation of to produce twice the amount of change in the friction coefficient (21) When the exit speed of the strip is changed, the transport delay associated with the exit gauge sensor also changes. To compensate for the effect of this variable delay on the performance of the gauge control loop, the time delay in the Smith predictor controller is also varied correspondingly. If an exit speed sensor is available, the varying delay can be calculated accurately. Otherwise, the delay can be estimated fairly accurately from the roll rotation speed measurement and an estimate of forward slip (which is usually of the order of 5-10% for cold rolling).
The MIMO learning controller structures presented in the previous section are used here, with obvious modifications to account for the varying exit gauge sensor delay. The time advance term in in (20) is varied to be equal to the estimated sensor delay. While the convergence analysis presented in Section III is useful in selecting controller parameters for the learning controller, it is not strictly applicable for the time- varying case considered here. Extension of the convergence analysis for time varying systems is thus a subject for future research.
Figs. 7 and 8 show the normalized exit gauge and tension deviations, respectively, when the mill speed is varied as above for a sequence of six coils, assuming that the friction coefficient varies as in (21). Learning control action is applied in the gauge as well as in the tension loops [ given by (20) ]. The figures indicate a significant reduction in gauge as well as in tension deviations as a result of the learning action. The maximum gauge deviation is reduced from over 1.4% to less than 0.2%. The rewind tension deviations are reduced to negligible values after the second coil itself. Unwind tension deviations are reduced significantly from over 14% in the first coil to less than 3% in the second coil, but not much improvement is obtained in the subsequent coils.
A simpler design labeled as "Design 1" is also considered with learning control action only in the gauge loop. In this show exit gauge deviations for equal to 0.5 and 0.01, respectively. The system converges more slowly for equal to 0.5 than for equal to 0.01. This may be expected from informally extending the discussion of Section III of MIMO linear time invariant learning control system to the present system. As is increased, the Lipchitz constant is increased, suggesting a slower convergence. Figs. 12 and 13 show exit gauge deviations for equal to 0.005 and 0.1 s, respectively. The exit gauge deviation converges to a larger value for equal to 0.1 s as may be expected since the matrix in this case has a lower bandwidth.
VI. CONCLUSIONS AND RECOMMENDATIONS
In this paper, learning controller structures are proposed for coil-to-coil gauge and tension control at a single stand cold rolling mill to help compensate for disturbances during threadup and thread-down. Mill acceleration simulations indicate that learning control can significantly reduce gauge and tension disturbances caused by friction variations during coil threadup and thread-down. Although simulation of the deceleration phase has not been undertaken, similar performance improvements can be expected since the fundamental mechanism causing process disturbances in this phase is the variation of roll bite friction just as in the acceleration phase. Future work should focus on experimental verification of the effectiveness of learning control. Techniques for the analysis of time-delayed systems with varying delay also need to be identified or developed, and used to study the convergence and performance of the learning control systems proposed here.
