Residual Intersections and Linear Powers by Eisenbud, David et al.
ar
X
iv
:2
00
1.
05
08
9v
1 
 [m
ath
.A
C]
  1
5 J
an
 20
20 RESIDUAL INTERSECTIONS AND LINEAR POWERS
DAVID EISENBUD, CRAIG HUNEKE, AND BERND ULRICH
ABSTRACT. If I is an ideal in a Gorenstein ring S, and S/I is Cohen-Macaulay,
then the same is true for any linked ideal I ′; but such statements hold for residual
intersections of higher codimension only under very restrictive hypotheses, not
satisfied even by ideals as simple as the ideal Ln of minors of a generic 2 × n
matrix when n > 3.
In this paper we initiate the study of a different sort of Cohen-Macaulay prop-
erty that holds for certain general residual intersections of the maximal (interest-
ing) codimension, one less than the analytic spread of I . For example, we prove
that if K is the residual intersection of Ln by 2n − 3 general quadratic forms
in Ln, then S/K is integrally closed with isolated singularity and I
n−3S/K is a
self-dual maximal Cohen-Macaulay module over S/K with linear free resolution
over S.
The technical heart of the paper is a result about ideals of analytic spread 1
whose high powers are linearly presented.
INTRODUCTION
Let S = k[x1, . . . , xd] be a standard graded polynomial ring, and let I ⊂ S be a
homogeneous ideal of codimension g. Let J = (a1, . . . , as) be an ideal generated
by s forms in I , and consider the residual ideal K := J : I . If codimK ≥ s then
K is said to be the s-residual intersection of I with respect to J .
Under strong hypotheses the ringR = S/K is again Cohen-Macaulay, the canon-
ical module of R has the form Is−g+1R, and IjR is ωR-dual to I
s−g+1−jR for
0 ≤ j ≤ s − g + 1 (see for example [EU] for a summary of the situation). For
example, these conclusions are true when I is the ideal of maximal minors of a
sufficiently generic (n− 1)× n matrix.
However, all these things fail already for such nice ideals as the maximal minors
of a generic 2 × n matrix with n ≥ 4. The main contribution of this paper is to
provide a substitute for certain residual intersections of such determinantal rings
and many others, by constructing a rank 1 maximal Cohen-Macaulay module that
is also self-dual. The following special case of Theorem 2.3 will convey the flavor:
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Theorem 0.1. Let S be a standard graded polynomial ring, let I ⊂ S be a homo-
geneous ideal generated in a single degree δ with analytic spread ℓ, and let J ⊂ I
be generated by ℓ−1 general elements of degree δ. Suppose that J : I is an (ℓ−1)-
residual intersection of I , and set R = S/(J : I). If all sufficiently high powers of
I are linearly presented then IρR is a maximal Cohen-Macaulay R-module for all
ρ≫ 0, and is, up to shift, ωR-self dual.
Although we examined s-residual intersections of ideals of 2 × 2 minors of
generic 2 × n matrices, we did not find corresponding results for s 6= ℓ − 1. In
the case of an (ℓ − 1) residual intersection, the ideal IR has analytic spread ≤ 1,
and Theorem 2.3 is proven as a consequence of a more general result result about
ideals of analytic spread 1 and linearly presented powers (Theorem 2.1).
Examples suggest that part of the conclusion of Theorem 0.1 holds much more
generally:
Conjecture 0.2. Suppose that S = k[x1, . . . , xd] is a standard graded polynomial
ring and I ⊂ S is an unmixed ideal of analytic spread ℓ generated by forms of a
single degree δ. If K = J : I is a geometric (ℓ− 1)-residual intersection of I with
respect to an ideal J generated by ℓ − 1 general elements of degree δ in I , and
R = S/K, then the ideal IρR a maximal Cohen-Macaulay R-module for ρ≫ 0.
Examples suggest that Conjecture 0.2 holds independently of the assumption that
R is obtained as a residual intersection:
Conjecture 0.3. Let R be a standard graded algebra. Assume that R is reduced
and ωR is generated in a single degree. If ωR has analytic spread 1, then some
power of ωR (as a fractional ideal) is ωR-self dual up to a shift.
Examples we have seen also support another version:
Question 0.4. Let R be a standard graded ring, and let I ⊂ R be a homogeneous
ideal of positive codimension. Suppose that:
(1) R is reduced and the truncation I ′ of I in the degree of the highest generator
of I has analytic spread 1.
(2) Some power of I is isomorphic to a power of a canonical ideal of R up to a
shift;
Are the high powers of I ′ always ωR-self-dual modules?
We shall see in Section 6 that none of the hypotheses can be dropped. Conjec-
ture 0.2 and has surprising consequences:
Proposition 0.5. Suppose that S = k[x1, . . . , xd] is a standard graded polynomial
ring, and I ⊂ S is an ideal generated by forms of a single degree. If Conjecture 0.2
is true then:
(1) Suppose that I is generically a complete intersection of codimension c gen-
erated by c+ 1 elements. If I is unmixed then S/I is Cohen-Macaulay.
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(2) If I ⊂ S is an unmixed ideal of linear type (that is, the Rees algebra R(I)
of I is equal to the symmetric algebra of I) then the localization ofR(I) at
the extension toR(I) of the maximal ideal of S is Cohen-Macaulay.
The assertion of item (1) is known to be true, independent of the conjecture,
both when I has codimension 2 [EG, Theorem 2.1], and also when S/I is equidi-
mensional and locally of depth ≥ (dimS/I)/2 at every prime containing I (Theo-
rem 5.1 below). We will prove Proposition 0.5 in Section 5.1.
1. PRELIMINARIES, AND THE MODULE OF INTEREST
The analytic spread of I plays an important role in this theory. In our case it may
be defined as
ℓ(I) := dim k[Iδ] = dim(k ⊕ I/mI ⊕ I2/mI2 ⊕ · · · ).
Assuming that k is infinite, ℓ(I) is the smallest number of generators of a homoge-
neous ideal over which I is integral, and such an ideal may be taken to be the ideal
generated by ℓ(I) general forms in I of degree δ.
If s < ℓ(I) and K is an s-residual intersection of I with respect to J , then I
cannot be integral over J , so codimK = s ([M, 14.4.1]), whereas this may not be
the case when s ≥ ℓ(I). Further, when s < ℓ(I) the ideals Iρ(S/K) are never 0.
These, for ρ≫ 0 and s = ℓ− 1, are the modules that are of interest to us. (Though
we investigated some examples for other values of s, we found no corresponding
phenomena.)
Consider the following situation:
• R is a standard graded algebra over an infinite field k.
• I ⊂ R is an ideal generated by forms of a single degree δ and having ana-
lytic spread ≤ 1.
Proposition-Definition 1.1. With hypotheses as above:
(1) The module IρR(ρδ) is, up to homogeneous isomorphism, independent of
ρ for ρ ≫ 0. If I contains a nonzerodivisor of R, then this is true for all ρ
greater than or equal to the reduction number r(I).
We define the moduleM := M(I) to be the stable value of IρR(ρδ). It
is a module over R := R/(0 :R I
∞).
(2) E := EndR(M) ∼= M as homogeneous R-modules.
(3) Let a ∈ I be a general homogeneous element of degree δ. Write I and a for
the images of I and a in R. The element a is a nonzerodivisor on R, and
E ∼= R[a−1I], which is the coordinate ring of the blowup of R along I .
(4) If R is reduced away from V (I), then
R = Rred/(0Rred : I
∞) = R/(
√
0 : I)
is reduced.
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Proof. (1) Let ǫ be an integer so large that 0 : I∞ = 0 : Iǫ. By the Artin-Rees
Lemma, Iρ ∩ (0 :R Iǫ) ⊂ IǫR (0 :R Iǫ) = 0 for large ρ. Thus we may harmlessly
replace R by R := R/(0 :R I
ǫ) and I by I := IR. Note that I has positive grade,
and in particular that a is a nonzerodivisor on R.
Because I has analytic spread ≤ 1, an element a as in (3) generates a reduction
of I . Thus the multiplication map
a : I
ρ
(ρδ)→ Iρ+1((ρ+ 1)δ)
is surjective, and since a is a nonzerodivisor on R the map is injective as well.
This proves that the definition of M is independent of ρ ≫ 0. It follows from the
definition thatM is annihilated by 0 : I∞.
(2) We have EndR(M) = EndR(M). Writing Q for the total ring of quotients of
R, we have
I
ρ
= aρI
ρ
:Q a
ρR ⊃ aρIρ :Q Iρ ⊃ Iρ
because aR is a reduction of I . Thus I
ρ
= aρI
ρ
:Q I
ρ
. Further aρI
ρ
:Q I
ρ ∼=
EndR(I
ρ
)(−ρδ) proving the assertion.
(3) Because aR is a principal reduction of I , the blowup has only one affine chart,
R[a−1I]. Further a−1I ⊂ a−2I2 ⊂ · · · , and the sequence of fractional ideals stabi-
lizes. Thus for ρ≫ 0 we have
R[a−1I] = a−ρI
ρ
= I
ρ
:Q I
ρ ∼= E.
(4) If R is reduced away from V (I) then Iγ
√
0R = 0 for some γ. By the Artin-Rees
Lemma, Iρ ∩ √0R ⊂ Iγ
√
0R = 0 for ρ≫ 0. 
The next result provides a description ofM in another setting:
Proposition 1.2. Let S be a Noetherian algebra over an infinite field k, and let I
be an ideal of S. Let J be an ideal generated by a sequentially general sequence of
general k-linear combinations of a set of generators of I . Let R = S/(J : I), and
let R = S/(J : I∞).
The natural surjection
Iρ/JIρ−1 → IρR
is an isomorphism for ρ≫ 0.
Proof. Let ǫ be an integer so large that H := J : I∞ = J : Iǫ. For ρ ≫ 0 the
Artin-Rees Lemma gives Iρ ∩H ⊂ IǫH ⊂ J . Furthermore, the generators of J are
a superficial sequence for I , so [HS, Lemma 8.5.11] gives Iρ ∩ J = JIρ−1. Thus
Iρ ∩H = JIρ−1 as required. 
Suppose that S = k[x1, . . . , xd] is a standard graded polynomial ring over an
infinite field k, and let I be an ideal generated by forms of a single degree δ. If the
analytic spread of I is ℓ and J is generated by ℓ− 1 general forms of degree δ then,
setting R = S/(J : I), the ideal IR has analytic spread 1 so that we may apply
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Proposition-Definition 1.1. In this case the moduleM = M(IR) can be expressed
as Iρ/JIρ−1(ρδ), as we see from Proposition 1.2.
2. IDEALS WHOSE POWERS HAVE LINEAR PRESENTATION
One of the original goals of this project was to understand some residual intersec-
tions of determinantal ideals beyond the Hilbert-Burch case. We were successful in
the case of 2× n generic matrices. The following Theorem generalizes parts of the
result.
Theorem 2.1. Let S be a standard graded polynomial ring over an infinite field, let
R be a homogeneous factor ring of S, and let I ⊂ R be an ideal.
Suppose:
• I has analytic spread ≤ 1 and is generated by forms of a single degree δ.
• R is reduced away from V (I).
• All sufficiently large powers of I are linearly presented as S-modules.
Set R = R/(0 : I∞) and I = IR, and let a ∈ I be a general element of degree
δ. LetM = M(I) as in Proposition-Definition 1.1.
We have:
(1) EndR(M) is a regular ring, isomorphic to the blow-up
R˜ := R[a−1I]
of R along I . As an R-module, End(M) ∼= M = Iρ(ρδ) ∼= Iρ(ρδ) for
ρ≫ 0. In particular R˜ is the normalization of R, and the conductor of R is
Raρ : I
ρ
.
(2) M is a direct sum of maximal Cohen-Macaulay modules on the components
of R˜, the module M is ωR˜-self-dual, and M has a linear resolution as an
S-module.
(3) R is equidimensional if and only ifM is a maximal Cohen-Macaulay mod-
ule over R. In this case M is ωR-self-dual. M is an Ulrich module over
R.
(4) R is equidimensional with dimR = dimR if and only if M is a maximal
Cohen-Macaulay module over R andM is ωR-self-dual. In this case, M is
an Ulrich module over R.
***Fix: 2,3,4 are almost corollaries of 1. Maybe make 1 the theorem, make the
others cors? ***
Lemma 2.2. Let S be a standard graded polynomial ring over a field k. Suppose
that T is a non-negatively graded S-algebra that is finite, generated in degree 0,
and linearly presented as a module over S. If T0 is reduced, then T is a product of
standard graded polynomial rings over fields.
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Proof. The ring T0 is finite over k and hence artinian. Thus T0 decomposes as
a product of fields eiT0, where the ei are orthogonal idempotents. Since it is a
summand of T , the S-module eiT is also linearly presented, so it suffices to consider
the case when T0 = K is a field. Let S˜ = K ⊗k S, and note that T is naturally a
cyclic S˜-module, generated in degree 0.
If F˜ is a minimal homogeneous S˜-free resolution for T then, using an S-module
splitting S˜ = Sm we get an S-free resolution F . Choosing bases in F˜ and cor-
responding bases in F , we see that the entries in the matrix representations of the
maps in F have the same positive degrees as before, and thus F is minimal. Since
the initial map of F is linear by hypothesis, the initial map of F˜ is linear.
Thus T is a cyclic, linearly presented S˜ module. Therefore T may be written as
S˜/m, wherem is an ideal generated by linear forms, so T is a polynomial ring. 
Proof of Theorem 2.1. We may assume that I 6⊂ √0, because otherwise Iρ and R
are zero and the assertions are trivial. Now also I is not nilpotent, ℓ(I) = ℓ(I) = 1,
and the ring R is nonzero and reduced.
(1) Note thatM is generated in degree 0 as an S-module and is linearly presented.
Further, by Proposition-Definition 1.1, M = R˜ is an S-algebra. Since R˜ is re-
duced, Lemma 2.2 shows that R˜ is regular. The rest of part (1) now follows from
Proposition-Definition 1.1.
(2) This follows from (1): We haveM ∼= R˜. Any regular ring is Cohen-Macaulay,
and, since R˜ is Gorenstein, we have
R˜ = HomR˜(R˜, R˜)
∼= HomR˜(R˜, ωR˜)
up to a shift.
By Lemma 2.2, R˜ is a product of rings, each of which is obtained from S by
extending the ground field and factoring out linear forms. Such a ring has a linear
resolution as an S-module.
(3) The ring R is equidimensional if and only if each component of R˜ is a finite R-
module of maximal dimension. By (2), this condition is equivalent to the condition
thatM is a maximal Cohen-Macaulay module over R.
Moreover, if each component of R˜ is a finite R-module of maximal dimension,
then ωR˜
∼= HomR(R˜, ωR). Thus
HomR(M,ωR)
∼= HomR˜(M,ωR˜) ∼= M,
where the second isomorphism is part of (2). By (1), M is isomorphic as an S-
module to R˜. By Lemma 2.2, this is a product of standard graded polynomial rings,
finitely generated in degree 0 as S-modules, and thus has regularity 0, so it is Ulrich.
(4) This is an immediate consequence of (3) and the linearity statement in (2). 
Theorem 2.3. Let S be a standard graded polynomial ring over an infinite field k.
Let I ⊂ S be an ideal generated in a single degree δ. Let ℓ = ℓ(I) be the analytic
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spread of I . Let J ⊂ I be generated by ℓ − 1 general homogeneous elements of
degree δ. Set
R = S/(J : I), R = S/(J : I∞), I = IR.
Let a ∈ I be a general form of degree δ and letM = M(IR) be as in Proposition-
Definition 1.1.
If R is reduced away from V (I) and all sufficiently high powers of I are linearly
presented, then
(1) EndR(M) is a regular ring, isomorphic to the blow-up
R˜ := R[a−1I]
of R along I . As an R-module, EndR(M) ∼= M = Iρ(ρδ) ∼= IρR(ρδ) for
ρ≫ 0. In particular R˜ is the normalization of R, and the conductor of R is
Raρ : I
ρ
.
(2) R is equidimensional,M is a maximal Cohen-Macaulay R-module and an
Ulrich module, andM is ωR-self-dual, and thus also ωR-self-dual.
(3) dimR = dimR if and only if J : I is an (ℓ− 1)-residual intersection of I ,
that is, codim(J : I) ≥ ℓ− 1.
Remark 2.4. If the characteristic of k is 0, then R is automatically reduced away
from V (I) by Bertini’s Theorem ([F]).
Remark 2.5. If I satisfiesGℓ−1, then the idealK in Theorem 2.3 is an ℓ−1-residual
intersection.
Proof. Write d = dimS and let a1, . . . , aℓ−1 be the ℓ− 1 general elements of I that
generate J . We apply Theorem 2.1 to the ideal IR ⊂ R, and verify the hypotheses
as follows:
• ℓ(IR) ≤ 1: This holds because the general elements a1, . . . , aℓ−1 are part
of a minimal generating set for a minimal reduction of I .
• M is linearly presented as an S-module: By Lemma 1.2,M ∼= (Iρ/JIρ−1)(ρδ)
for large ρ. By Lemma 2.6, this is linearly presented as an S-module.
Items (1) and (2) of Theorem 2.1 now imply (1). To apply items (3) and (4) of
Theorem 2.1, we will show that R is equidimensional of dimension d− ℓ+ 1:
We first argue that R 6= 0. Indeed, if R = 0 then IR ⊂ √0R, hence In ⊂ J : I
for some n > 0 and therefore In+1 ⊂ J . As I ⊂ √J and J is generated by ℓ − 1
general elements of I , it follows from [S, Theorem 4] that ℓ−1 ≥ ℓ, a contradiction.
Next, any minimal prime of the ringR arises from a minimal primeQ of the ideal
K := (J : I) that does not contain I , and we need to show that codimQ = ℓ − 1
or, equivalently, codimKQ = ℓ − 1. But KQ = JQ since I 6⊂ Q. Finally, the
generators a1
1
, . . . , aℓ−1
1
of JQ form a regular sequence on SQ, because the general
elements a1, . . . , aℓ−1 of I are a filter regular sequence with respect to I and Q 6⊃ I .
Thus codimKQ = codim JQ = ℓ − 1. Together with item (3) of Theorem 2.1,
this gives the assertion of item (2).
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Finally, we prove item (3). We have seen in the previous step that dimR =
d− ℓ+ 1 ≤ dimR. Thus dimR = dimR if and only if codimK ≥ ℓ− 1. 
Lemma 2.6. Let S be a standard graded polynomial ring over an infinite field, and
let I ⊂ S be a homogeneous ideal, minimally generated by n forms of degree δ. Let
a1, . . . , an be homogeneous elements of I of degree ≤ δ + 1. For 0 ≤ ν ≤ n, set
Jν = (a1, . . . , aν) ⊂ S.
If the high powers of I have linear presentation, then for all 0 ≤ ν ≤ n and all
sufficiently large ρ the module Iρ/JνI
ρ−1 has linear presentation as an S-module.
Remark 2.7. If the ai are chosen sequentially generally, the same proof shows that
if high powers of I have linear resolution then for all 0 ≤ ν ≤ n and all sufficiently
large ρ the module Iρ/JνI
ρ−1 has linear resolution as an S-module.
Proof. We do induction on ν, the case ν = 0 being the hypothesis. We assume the
result for ν. For γ ≥ 1 and 0 ≤ ν ≤ n− 1 the sequences
(Iγ−1/JνI
γ−2)(−δ′) aν+1✲ Iγ/JνIγ−1 → Iγ/Jν+1Iγ−1 → 0
are exact, where δ ≤ δ′ = deg aν+1 ≤ δ + 1. Using the minimal homogeneous
generators of the middle term Iγ/JνI
γ−1, we get a possibly non-minimal set of
generators of Iγ/Jν+1I
γ−1 having degree γδ, with relations of degrees γδ + 1 and
(γ − 1)δ+ δ′ ≤ γδ+ 1. This implies that Iγ/Jν+1Iγ−1 has linear presentation. 
The following consequence gives some evidence for a positive answer to Ques-
tion 0.4.
Corollary 2.8. Suppose that I is a homogeneous ideal in a polynomial ring S in
d variables over an infinite perfect field, and let t be such that, setting I ′ := I≥t,
the ideal I ′ρ has linear presentation for all large ρ (and in char p assume t > the
generator degree of I). Let J be an ideal generated by d− 1 general elements in I ′.
Set K = J : I and R := S/K. The conclusions of Theorem 2.3 hold if we replace
IR by I ′R.
Proof. We may assume that ℓ(I ′) = d, since otherwise I ′ρ ⊂ J for ρ ≫ 0. We
apply Theorem 2.3 to I ′, noting thatM(I ′) ∼= I ′ρ(S/(J : I ′∞)), and J : I ′∞ = J :
I∞. 
Theorem 2.9. The following classes of ideals in a polynomial ring on d variables
over a field of characteristic 0 all satisfy the hypotheses and conclusions of parts
(1)-(3) of Theorem 2.3:
(1) ideals of maximal minors ofm×n matricesM of linear forms, withm ≤ n,
such that either codim Im(M) = d or codim Ik(M) ≥ min((m−k+1)(n−
m) + 1, d) for 1 ≤ k ≤ m;
(2) strongly stable monomial ideals generated in one degree;
(3) products of ideals of linear forms;
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(4) polymatroidal ideals;
(5) monomial ideals generated in degree 2 and having linear resolution;
(6) linearly presented ideals of dimension 0, and ideals of dimension 1 that have
linear resolutions for the first ⌈(d− 1)/2⌉ steps.
(7) truncations I = I ′≥t of homogeneous ideals I
′ at degree t if I ′ is generated
in degrees ≤ t and I ′ has a homogeneous reduction generated in degrees
≤ t− 1.
(8) linearly presented ideals of fiber type, such as linearly presented ideals sat-
isfying Gd that are perfect of codimension 2 or Gorenstein of codimension
3.
Proof. In all but the last two cases, every power of the ideal in question actually has
a linear resolution, and in the last two cases all high powers have linear resolutions.
(1): See Theorem 3.1, the second case of which is the main theorem of [BCV].
(2)–(4): These assertions are copied from the list in [BCV], and were proven in
[CH].
(5): See [HHZ, Theorem 3.2].
(6): See [EHU, Theorem 7.1 and Corollary 7.7].
(7): See Proposition 2.10.
(8): Symmetric powers of linearly presented ideals are always linearly presented;
and fiber type implies that the actual powers have no relations of degree higher than
the generators. The given classes of ideals are of this type by [MU] and [KPU],
respectively. 
Another way to produce examples of ideals whose high powers have linear reso-
lutions is to take truncations:
Proposition 2.10. Suppose that I ′ is a homogeneous ideal in a standard graded
polynomial ring. Suppose further that I ′ is generated in degrees≤ δ and that I ′ has
a homogeneous reduction generated in degrees ≤ a.
If t ≥ max(δ, a + 1), then the high powers of the truncated ideal I ′≥t all have
linear resolution.
Proof. If t ≥ δ then (I ′≥t)ρ = (I ′ρ)≥tρ. Moreover, for large ρ the regularity of I ′ρ
grows as a linear function bounded by aρ+ b, see [K] or [CHT].
Thus if ρ ≥ max(δ, a + 1) the ideal (I ′≥t)ρ = (I ′ρ)≥tρ since ρ ≥ δ, and (I ′ρ) has
regularity≤ tρ since ρ ≥ a+ 1. 
Remark 2.11. We do not know of an ideal whose high powers have linear presen-
tation but not linear resolution. It is easy to see that the high powers of a linearly
presented ideal of fiber type all have linear presentation, so these may provide such
examples.
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3. DETERMINANTAL IDEALS
Theorem 3.1. Suppose thatM is anm× n matrix of linear forms in a polynomial
ring S, with m ≤ n, and suppose that the entries of M generate a vector space of
dimension c. Let I be the ideal ofm×m minors ofM . If either:
(1) codim I = c; or
(2) for 1 ≤ k ≤ m the ideal of k × k minors ofM has codimensionmin((m−
k + 1)(n−m) + 1, c);
then every power of I has a linear resolution.
It seems plausible that, in the setting above, if I itself has linear resolution then
all its powers do too. In the case m = 2, the condition for I itself to have linear
resolution is known in terms of the Kronecker classification of linear 2×nmatrices;
see [C-J]. Sammartano has given a stronger condition for all the powers to have
linear resolution (unpublished).
Proof. We may harmlessly assume that the entries ofM span the space of all linear
forms and that the ground field is infinite. Suppose (1) is satisfied. We may write
S as T/J where T is a polynomial ring in mn variables in such a way that M
is the specialization of a generic matrix N . For a generic choice of intermediate
specialization T ′ of dimensionm− n + 1, with
T ։ T ′ ։ S
the ideal ofm×m minors I ′ of the specializationN ′ ofN to T ′ will have codimen-
sionm− n + 1. It follows that the minimal resolution of I ′ is the Eagon-Northcott
complex, and thus the
(
n
m
)
minors of N ′ are linearly independent. Since the vector
space dimension of the degree m component of T ′ is also
(
n
m
)
, the ideal I ′ is the
m-th power of the maximal ideal of T ′. Specializing further to S we see that I is
them-th power of the maximal ideal.
The sufficiency of (2) in the case m − n + 1 ≥ c is the main theorem of Bruns,
Conca and Varbaro [BCV]. 
3.1. Generic matrices. The analytic spread and reduction number of an ideal of
maximal minors of a generic matrix are known; for the reader’s convenience we
reproduce the result.
Proposition 3.2. LetX = (xi,j) be a genericm×nmatrix over a field, withm ≤ n,
and let I ⊂ S := k[xi,j] be the ideal of maximal minors of X . The analytic spread
of I is ℓ(I) = m(n−m) + 1 and, when the ground field k is infinite, the reduction
number of I is r(I) = ℓ(I)− n.
Proof. Let m ⊂ S be the ideal generated by the entries xi,j of S. The special fiber
ring F(I) := S/m⊕ I/mI ⊕ I2/mI2 · · · of I is the homogeneous coordinate ring
of the Grassmannian G(m,n) in its Plu¨cker embedding. Since G(m,n) is a variety
of dimensionm(n−m), the analytic spread of I is ℓ(I) = m(n−m) + 1.
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Now assume that the ground field is infinite. The reduction number r(I) of F(I)
is the maximal degree of a socle element after reducing F(I) modulo a general
linear system of parameters [HS, Theorem 8.6.6]. Because the homogeneous coor-
dinate ring of the Grassmannian is Cohen-Macaulay, we can relate this to the degree
of the generators of the canonical module. The canonical module of the Grassman-
nian G(m,n) is OG(−n) in the Plu¨cker embedding (see for example [EH, Proposi-
tion 5.25]). Thus modulo a general sequence of ℓ = m(n−m)+1 linear forms, the
socle is in degree ℓ(I)− n, and the reduction number is thus r(I) = ℓ(I)− n. 
It is interesting to ask when an ideal of maximal minors has an ℓ − 1-residual
intersection, so that the hypotheses of both parts (1) and (2) of Theorem 2.3 hold.
Proposition 3.3. Let X be the generic m × n matrix of variables over the ring
k[x1,1, . . . , xm,n], with m ≤ n, and let I = Im(X ) be the ideal of m × m minors.
Let ℓ = ℓ(I) = m(n−m) + 1.
(1) The ideal I satisifies Gℓ if and only if it satisfies Gℓ−1 if and only if one of
the following holds:
• m ≤ 2;
• n ≤ m+ 2;
• n = m+ 3 andm ≤ 5.
(2) I does not have any ℓ−1-residual intersection if one of the following holds:
• n = m+ 3 andm = 10 or 11 orm ≥ 14;
• n = m+ 4 andm ≥ 6;
• n ≥ m+ 5 andm ≥ 3.
Proof. For every prime P ∈ V (I) one has P ∈ V (It+1(Φ)) \ V (It(Φ)) for some t
with 0 ≤ t ≤ m− 1, and the minimal number of generators of IP is exactly
(
n−t
m−t
)
.
Thus the condition Gℓ holds for I if and only if(
n− t
m− t
)
≤ codim It+1(Φ) = (m− t)(n− t)
whenever codim It+1(Φ) ≤ ℓ− 1 = m(n−m). Given this, the verification of item
(1) is not difficult.
If I admits an (ℓ−1)-residual intersection, then locally in codimension ℓ−2, the
ideal I can be generated by ℓ− 1 elements. In other words,(
n− t
m− t
)
≤ ℓ− 1 = m(n−m)
whenever codim It+1(Φ) = (m− t)(n− t) ≤ ℓ− 2. Again, part (2) follows easily
from this. 
4. THE MINORS OF A 2× n MATRIX OF LINEAR FORMS
Throughout this section we assume n ≥ 2.
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Theorem 4.1. Suppose that I ⊂ S = k[x1,1, . . . , x2,n] is the ideal of 2 × 2 minors
of the generic matrix (
x1,1 . . . x1,n
x2,1 . . . x2,n
)
.
Let ℓ = ℓ(I) = 2n−3. The ideal I is (ℓ−2)-residually S2. In particular, if s ≤ ℓ−1
and K is an s-residual intersection of I , then K is unmixed of codimension exactly
s. If, in addition, the residual intersection is geometric, then the image of I in S/K
contains a non-zerodivisor.
Proof. Note that I is a complete intersection on the punctured spectrum of S and
thus satisfies G2n. By [RWW, Theorem 4.3], Ext
n−j+1
S (S/I
j , S) = 0 for 1 ≤ j ≤
n − 3 = (ℓ − 2) − codim I + 1. By [CEU, Corollary 4.2], this implies that I is
(ℓ− 2)-residually S2.
By [CEU, Proposition 3.1], this implies that I is (ℓ − 1)-parsimonious, which
in turn implies that K is unmixed of codimension exactly s by [CEU, Proposition
3.3(a)]. If, in addition,K is a geometric residual intersection, then codim I+K ≥ s
so I is not in any associated prime ofK. 
Corollary 4.2. Suppose that I is the ideal of 2×2 minors of a 2×n matrixΦ over a
local ringA, and assume that codim I = n−1. If s ≤ 2n−4 andK is an s-residual
intersection of I , then every minimal prime of K has codimension exactly s. If, in
addition, the residual intersection is geometric, then I is in no minimal prime ofK.
Proof. Let J ⊂ I be an ideal with s generators such that K = J : I . Let A˜ =
A[[x1,1, . . . , x2,n]], and let π : A˜ → A be a map sending xi,j to the (i, j) entry Φi,j
of Φ, and note that the kernel of π is generated by the regular sequence αi,j =
xi,j − Φi,j . Let I˜ be the ideal of 2× 2 minors of the generic 2× n matrix(
x1,1 . . . x1,n
x2,1 . . . x2,n
)
,
so that π(I˜) = I . Let J˜ ⊂ I˜ be an ideal with s generators such that π(J˜) = J , and
let K˜ = J˜ : I˜ .
Since A˜/I˜ is Cohen-Macaulay, and the codimension of I˜ is equal to that of I , the
2n elements α1,1, . . . , α2,n form a regular sequence on A˜/I˜ . It now follows from
[HU1, 4.1] that
√
π(K˜) =
√
K. Thus
codim K˜ ≥ codim π(K˜) = codimK ≥ s,
so K˜ is an s-residual intersection of I˜ . As s ≤ 2n− 4, Lemma 4.1 implies that K˜
is unmixed of codimension exactly s.
Since codim π(K˜) ≥ s, it follows that the sequence α1,1, . . . , α2,n is part of a sys-
tem of parameters of A˜/K˜, and thus all minimal primes of π(K˜) have codimension
exactly s.
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Using
√
π(K˜) =
√
K again, we see that all minimal primes ofK have codimen-
sion exactly s.
The last statement follows immediately. 
Theorem 4.3. Suppose that I is the ideal of 2 × 2 minors of a 2 × n matrix Φ of
linear forms in a polynomial ring S over a field of characteristic 0, and suppose
that the entries of Φ span a vector space of dimension c.
If I has codimension min{n − 1, c}, then the hypotheses and conclusions of
Theorem 2.3 hold for I , and the ring R in Theorem 2.3 is Rred = R/
√
0.
Proof. Theorem 2.9(1) implies that the hypotheses and conclusions of Theorem 2.3(1)-
(3)hold for I .
The ideal I satisfies Gc, and ℓ := ℓ(I) ≤ c. ThusK is a geometric ℓ− 1 residual
intersection. Thus we may apply Theorem 2.3(4).
If codim I = n − 1, then Corollary 4.2 shows that I is not contained in any
minimal prime of K. On the other hand, if codim I = c then c = ℓ, so K is a
complete intersection of codimension c− 1.
In both cases R := R/(
√
0 : I) = R/
√
0. 
In the case of the generic 2× n matrix, we can be very explicit.
Theorem 4.4. Let S = k[x1, . . . , xn, y1, . . . , yn] be a polynomial ring over a field k
of characteristic 0. Suppose that I ⊂ S is the ideal of 2 × 2 minors of the generic
matrix (
x1 . . . xn
y1 . . . yn
)
.
The ideal I has analytic spread ℓ := ℓ(I) = 2n − 3 and reduction number r :=
r(I) = n− 3 by Proposition 3.2.
Let J be an ideal generated by ℓ − 1 general quadrics in I . Set R = S/(J : I),
andM = M(IR). In addition to the assertions of Theorem 2.3 we have:
(1) R has an isolated singularity, and R = R.
(2) M = (IR)r(2r).
(3) M ∼= ωR(4).
(4) If k is algebraically closed, then J : I is the intersection of (2n−2)!/(n!(n−
1)!) linear prime ideals of codimension 2n− 4. These may be described as
follows: the generators a1, . . . , a2n−4 may be regarded as linear forms in
k[I2], which may be identified with the homogeneous coordinate ring of the
Grassmanian G(2, n) of n − 2-dimensional subspaces of kn = 〈x1 . . . xn〉.
Since the ai are general, the plane cut out by these forms intersects the
Grassmanian in (2n − 2)!/(n!(n − 1)!) reduced points. Each of these
points corresponds to a subspace 〈L1(x), . . . , Ln−2(x)〉, which yields a lin-
ear prime ideal
(L1(x), . . . , Ln−2(x), L1(y), . . . , Ln−2(y))
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that is a minimal prime of J .
Proof. We regard J as being generated by general quadrics a1, . . . , aℓ−1 of I , and
set Ji = (a1, . . . , ai).
(1) By Theorem 4.1 the ring R has no embedded associated primes. By [HU2],
the generic residual intersection is nonsingular in codimension 3, and since general
fibers are reduced, by (5), Bertini’s theorem implies that general fibers are non-
singular in codimension 3. This shows that R is reduced, and thus R = R by
Theorem 4.3.
Since dimR = 4 its singularity is isolated.
(2)We first prove that certain syzygies of modules of the formMj,i := (I
j/JiI
j−1)(2j)
have low degree, and then show that Mr,ℓ−1 is isomorphic to (IR)
r(2r). Note that
Mj,i is generated in degree 0.
Lemma 4.5. If 1 ≤ j ≤ r and 0 ≤ i ≤ n + j − 1 then the depth of Mj,i :=
Ij/JiI
j−1(2j) is ≥ min(4, n) and them-th free module in a minimal graded S-free
resolution ofMj,i is generated in degree d allm > i.
Proof. We first treat the case j = 1. Set g = codim I = n − 1. We must treat
the cases with i ≤ n = g + 1. For i < g we have Ji : I = Ji, a complete
intersection of codimension i. If i = g then, since S/I is Cohen-Macaulay, the link
S/(Jg : I) is also Cohen-Macaulay. By [U, Lemma 1.7], then the depth of S/Jg+1
is at least dimS − g − 1 = n. In each of these cases the length of the resolution of
M1,i = (I/Ji)(2) is at most i, proving both statements.
We now do induction on i.
If i = 0, then Mi,j = I
j(2j). By [ABW, Theorem 5.4 and the beginning of its
proof] the minimal graded free resolution of Ij is linear and of length at most 2n−4
for every j, as required.
We now suppose i > 0. We may assume that j > 1. Consider the sequence
0→Mj−1,i−1 α✲ Mj,i−1 ✲ Mj,i → 0,
where α is multiplication by ai. It follows from the definitions that the sequence is
right exact. We will show that it is exact.
Since I is a complete intersection on the punctured spectrum, [U, 2.7a] shows
that the left-hand map in this sequence is a monomorphism locally on the punctured
spectrum. By induction Mj−1,i−1 has positive depth, so the sequence in also left
exact as claimed.
Let α˜ : F• → G• be the map of minimal graded free resolutions induced by α.
The minimal graded free resolutionH
•
ofMj,i is a direct summand of the mapping
cone of α˜. Hence it follows by induction that Hm is generated in degree m for all
m > i.
Finally, we must show that the length of H• is at most 2n − 4. By the induction
hypothesis, the length is at most 2n − 3. Further, H2n−3 is a direct summand of
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F2n−4. Furthermore, F2n−4 is generated in degree 2n−4 because 2n−4 = n+ r−
1 ≥ n + j − 1 > i − 1. Thus H2n−3 is generated in degree 2n − 4. On the other
hand,H2n−4 is generated in degrees at least 2n− 4, so the map H2n−3 → H2n−4 in
H• is given by a scalar matrix. Since H• is minimal by assumption, it follows that
H2n−4 is in fact 0, as required. 
Continuing with the proof of part (2), we have a natural surjection of R-modules
π : Mr,ℓ−1 = (I
r/JIr−1)(2r) → (IR)r(2r). Since I satisfies Gℓ, the ideal K is a
geometric (ℓ − 1)-residual intersection. Moreover, on the punctured spectrum I is
a complete intersection, hence by [U, Lemma 2.7 (c)], the kernel of π is 0 on the
punctured spectrum. On the other hand, Mr,ℓ−1 has depth ≥ 1 by Lemma 4.5, so
the kernel is 0 and we see that π is an isomorphism.
Let a ∈ I be a general quadric. Again by Theorem 4.1, the element a is a
nonzerodivisor on R. Thus in the diagram
Mr,ℓ−1
∼=
✲ (IR)r(2r)
Mρ,ℓ−1
aρ−r
❄
✲ (IR)ρ(2ρ)
aρ−r
❄
the right hand vertical map is an isomorphism. Since the left hand vertical map is a
surjection, all the maps are isomorphisms.
(3) Let Ji = (a1, . . . , ai). By Theorem 4.1 the element ai is a non-zerodivisor on
S/(Ji−1 : I), and this ring is equidimensional of codimension i − 1 for i ≤ ℓ − 1.
It follows that codim(Ji−1 : I, ai) : I = i.
Thus, by [EU, Theorem 4.1], there is a natural map
µ :
(
I(ℓ−1)−g+1/Jℓ−1I
ℓ−g−1
)
(2(ℓ− 1)− 2n) ✲ ωS/(Jℓ−1:I) = ωR
where g = codim I , so ℓ − 1 − g + 1 = n − 2. This is an isomorphism locally on
the punctured spectrum, since I is a complete intersection there. Because n− 2 ≥
r = n− 3, the source of µ is (IR)n−2(2n− 8) = (IR)r(2r − 4).
On the other hand, the R-module (IR)r has depth ≥ 2 (by Theorem 2.3(2), it is
even Cohen-Macaulay of dimension 4), so the map induced by µ is an isomorphism
(IR)r(2r − 4)→ ωR. This completes the proof of part (3).
(4) We next prove that the linear prime ideals described in (4) contain J : I . A
point z on the Grassmannian corresponds to a 2 × n matrix of rank 2, which, after
coordinate transformation, may be taken to be(
0 . . . 0 1 0
0 . . . 0 0 1
)
.
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The Plu¨cker coordinates of z are then
pµ,ν =
{
1 if (µ, ν) = (n− 1, n) ,
0 otherwise.
We may write the ai in the form
∑
λiµ,νpµ,ν . To say that this point is on the linear
section defined by the ai means that the coefficients λ
i
µ,ν are all 0. This means that
the ai are in the ideal L := (x1, . . . , xn−2, y1, . . . , yn−2) which is the corresponding
linear prime. Finally this implies that J : I ⊂ L because I 6⊂ L.
In particular this shows that the multiplicity of R is at least the degree of the
Grassmanian, which is (2n − 2)!/(n!(n − 1)!). On the other hand, because (IR)r
is a maximal Cohen-Macaulay R-module of rank 1 with linear resolution, its multi-
plicity, and thus also the multiplicity ofR is the number of generators of (IR)r. This
is bounded above by the degree of the Grassmannian, since (IR)r is a homomorphic
image of the coordinate ring of the Grassmannian modulo (a1, . . . a2n−4) ⊂ k[I2].
This implies that the multiplicity of R is equal to the number of linear minimal
primes as above. Since R is unmixed of codimension 2n− 4, this implies that J : I
is the intersection of these linear primes proving (4). 
5. SPECIAL CASES OF THE CONJECTURES
5.1. Implications of Conjecture 0.2.
Proof of Proposition 0.5. (1) We may assume that I is not a complete intersection.
In this case, ℓ > c by [CN]. Thus ℓ = c + 1. It follows that the ideal J : I of
Conjecture 0.2 is a link, hence unmixed, and the ideal IR is principal. As I is
generically a complete intersection, the link is geometric and IR is generated by
a single non-zerodivisor. If IρR were a maximal Cohen-Macaulay R-module for
some ρ > 0, then R = S/(J : I) is Cohen-Macaulay, hence so is S/I because the
unmixed ideal I is also a link of J : I .
(2) Because I is of linear type, ℓ is the number of generators of I . Let φ be a
homogeneous presentation matrix of I with respect to a general choice of homoge-
neous generators (f1, . . . , fℓ) of I . The ideal P defining the symmetric algebra is
generated by the entries of the row vector (T1, . . . , Tℓ) ◦ φ.
Let S ′ = k(T1, . . . , Tℓ) ⊗k S. Over S ′, the row vector (T1, . . . , Tℓ) ◦ φ is the
last row of a presentation matrix with respect to some homogeneous generators
g1, . . . , gℓ. Thus PS
′ has the form (g1, . . . , gℓ − 1) : IS ′. Since the fi were chosen
generally over k, they are general over k(T1, . . . , Tℓ), and it follows that the gi are
general over k(T1, . . . , Tℓ).
By hypothesis, Sym(I) = R(I), a domain of dimension d + 1. Thus PS ′ is
a geometric (ℓ − 1)-residual intersection of IS ′, and I(S ′/PS ′) is generated by
a nonzerodivisor. By Conjecture 0.2, Iρ(S ′/PS ′) is a maximal Cohen-Macaulay
module over S ′/PS ′. Since this is a principal ideal generated by a non-zerodivisor,
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S ′/PS ′ = Sym(I) ⊗k (T1, . . . , Tℓ) = R(I) ⊗k k(T1, . . . , Tℓ) is Cohen-Macaulay,
and it follows thatR(I) is too. 
5.2. Implications of Conjecture 0.2. The next result has been proved with an ad-
ditional hypothesis in [H1, Theorem 2.6].
Theorem 5.1. Let S be a local Gorenstein ring and let I ⊂ S be an almost
complete intersection ideal such that S/I is equidimensional. If depth (S/I)P ≥
1
2
dim (S/I)P for every P ∈ V (I), then S/I is Cohen-Macaulay.
Proof. Let J ⊂ I be a complete intersection of the same codimension as I such that
I/J is cyclic, and consider K = J : I . Our assumptions imply that I is unmixed.
Therefore I = J : K and it suffices to prove the Cohen-Macaulayness of S/K.
Notice that ωS/K ∼= I/J ∼= S/K. Thus by [HO, Theorem 1.6] or [H2, Lemma
5.8] it suffices to show that
depth (S/K)P ≥ 1 + 1
2
dim (S/K)P
for every P ∈ V (K) with dim (S/K)P ≥ 2. We may assume that P ∈ V (I)
since otherwise (S/K)P = (S/J)P is Cohen-Macaulay. But then depth (S/I)P ≥
1
2
dim (S/I)P and dim (S/I)P = dim (S/K)P . Now the exact sequence
0→ S/K ∼= I/J −→ S/J −→ S/I → 0
shows that depth (S/K)P ≥ 1 + 12 dim (S/K)P , as required. 
Notice that an almost complete intersection ideal I ⊂ S satisfies the assumptions
of Theorem 5.1 if I is unmixed and S/I is almost Cohen-Macaulay, which means
that depthS/I ≥ dimS/I − 1.
Corollary 5.2. If I ⊂ k[x1, . . . , xn] is a monomial unmixed almost complete inter-
section, then I is Cohen-Macaulay.
Proof. The Taylor resolution shows that the projective dimension of the polynomial
ring modulo a monomial ideal is bounded by the number of generators of the ideal;
thus any monomial almost complete intersection is almost Cohen-Macaulay. 
Corollary 5.3. If I satisfies the assumptions of Theorem 5.1 and is generically a
complete intersection, then Iρ(S/(J : I)) is an is ω-self-dual Cohen-Macaulay
module. In particular, Conjecture 0.2 is true under these additional hypotheses.
Proof. Let g = codim I . We may assume that I is not a complete intersection. Thus
by [CN] the analytic spread of I is g + 1, and K = J : I , the general ℓ − 1 = g
residual intersection of I , is a geometric link of I . By Theorem 5.1, the ring R :=
S/K is Gorenstein, and IR is generated by a nonzerodivisor. The conclusion is
now immediate. 
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5.3. g + 1-residual intersections. When J : I is a geometric (g + 1)-residual
intersection, already I/J has good properties.
Proposition 5.4. Let S be a Gorenstein local ring with infinite residue field and let
I ⊂ S be generically a complete intersection of codimension g such that S/I is
Cohen-Macaulay. Let J ⊂ I be generated by g + 1 general elements of I and set
K = J : I . The module I/J is ωR/K-self dual and is a Cohen-Macaulay module of
dimension dimR− g − 1 = dimR/K.
Proof. We note that the ideal K = J : I has codimension ≥ g + 1, hence is a
g+1-residual intersection of I . Since R/I is Cohen-Macaulay and I is generically
a complete intersection, K has codimension exactly g + 1 ([U, Proposition 1.7a]).
Now a result of van Straten andWarmt, which was given a simpler proof by Huneke,
implies that I/J is ωR/K-self dual; see Theorem 2.1 of [EU].
Let Jg ⊂ J be the ideal generated by g general elements. We obviously have
Jg : J ⊃ Jg : I ⊃ K(Jg : J). Every associated prime of Jg : I has codimension g,
and hence does not contain K. Thus, Jg : J = Jg : I . Therefore, J/Jg ∼= R/(Jg :
I), which has has depth dimR − g. It follows that depthR/J ≥ dimR − g − 1,
so depth I/J ≥ dimR − g − 1; that is, I/J is a maximal Cohen-Macaulay R/K
-module. 
Remark 5.5. There are certainly further phenomena to explain in these directions.
For example, let I be the ideal of 2× 2 minors of the generic 3× 3 matrix over the
polynomial ring S in 9 variables. We have codim I = 4 and ℓ(I) = 9 because I is
of linear type ([H3, Theorem 2.4]).
For s with codim I = 4 ≤ s ≤ 8 = ℓ(I) − 1, let Ks = Js : I and Rs = S/Ks,
where Js is generated by s general forms of degree 2 in I .
The rings S/Iρ have depth 0 and linear resolution for all ρ ≥ 2 [R] but the
modules IRs are maximal Cohen-Macaulay Rs-modules . and:
• depthR4 = 5; so this ring is a Cohen-Macaulay almost complete intersec-
tion;
• depthR5 = 1, depthR6 = 0
• R7 and R8 are Gorenstein rings of dimensions 2 and 1, respectively.
6. EXAMPLES
Some examples showing that the hypotheses in Conjecture 0.2 cannot simply be
dropped:
Example 6.1. Let K ′ ⊂ k[x1, . . . , x4] be the ideal of the smooth rational quartic in
P
3, and let J ′ ⊂ K ′ be the ideal generated by two general cubic forms in K ′. Let
I ′ = J ′ : K ′, which is the ideal of a smooth genus 1 quintic curve in P3. It turns
out that I ′ is minimally generated by 5 cubic forms. If a is a general cubic in I ′ and
I := (J ′, a), then I is generated by 3 forms of degree 3, and ℓ(I) = 3. Finally, let
J be the ideal generated by two general cubics in I .
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The ideal K = J : I is again the ideal of a smooth rational quartic, and thus
neither R := S/K nor any power of the principal ideal IR is Cohen-Macaulay.
Here all the assumptions of Conjecture 0.2 are satisfied except that I is not un-
mixed.
Example 6.2. Let X ⊂ Pd−1 be an abelian surface embedded by a complete linear
series of high degree. Let S = k[x1, . . . , xd] be the homogeneous coordinate ring
of Pd−1, and let IX be the homogeneous ideal of X . The canonical module ω of
S/IX is isomorphic to S/IX as a graded module, and S/IX is not Cohen-Macaulay
because H1(OX) 6= 0. Let I be a homogeneous geometric link of IX , so that I is an
unmixed but not Cohen-Macaulay almost complete intersection that is generically
a complete intersection.
Let K be any homogeneous link of I with respect to a subset of a system of ho-
mogeneous minimal generators, chosen sufficiently generally thatK is a geometric
link of I . The canonical module ofR := S/K is isomorphic to IR, up to shift—that
is, R a quasi-Gorenstein ring.
Thus IR is generated by a nonzerodivisor. Since R is not Cohen-Macaulay, no
power of IR can be a Cohen-Macaulay module (though all powers of IR are ωR-
self-dual).
Here we have no reason to think that I is generated in a single degree.
Example 6.3. Let S = k[x1, . . . , x7] and let
I = (x1x4x
4
7, x5x
2
6x
3
7, x1x4x
2
5x
2
6, x
2
1x3x4x5x6).
The ideal I has codimension 2 and analytic spread 4. If J is generated by 3 general
forms of degree 10 in I , then K = J : I is a 3-residual intersection. Because IR is
principal, the high powers of IR are isomorphic, up to a shift, to S/(J : I∞), which
is not Cohen-Macaulay. In this case, K is not a geometric residual intersection.
It is interesting to note that R = S/K is Cohen-Macaulay.
The following examples show that none of the hypotheses listed in Conjecture 0.3
and Question 0.4 can simply be dropped.
Example 6.4. Let S = k[x1, x2, x3], and let I be the ideal of 2 × 2 minors of the
matrix (
x21 x1x2 x2x3
x2x3 x
2
2 x1x3
)
.
Computation shows that I is a perfect ideal of codimension 2 and analytic spread
ℓ = 3. Let J be the ideal generated by ℓ − 1 = 2 general quadrics in I , and let
R = S/(J : I). Computation shows that R/(0R : (IR)
∞) is Cohen-Macaulay but
not Gorenstein. Thus, for ρ≫ 0,
(IρR)[4ρ] ∼= R/(0R : (IR)∞)
is a Cohen-Macaulay module that is not ωR-self-dual.
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Here all the assumptions of Conjecture 0.3 are satisfied except that IR has codi-
mension 0.
Example 6.5. Let H ⊂ k[x1, x2, x3] be the ideal of maximal minors of the matrix

x21 x
2
1 x
2
2x3
x22 x
2
2 x1x2x3
x22 x
2
3 x1x2x3
x23 0 x
3
1


Let R be the ring defined by the link of H with respect to the first and third gen-
erators. The ring R is Cohen-Macaulay and generically a complete intersection of
dimension 1. Its canonical ideal I is equigenerated, but no power of I is self-dual.
Here all the assumptions of Conjecture 0.3 are satisfied except that R is not re-
duced.
Example 6.6. Let R be the homogeneous coordinate ring of 11 points in P2, 6 of
which are general and 5 are on a line. The ringR is reduced and 1-dimensional, but
the canonical ideal I has no self-dual power. Here all the assumptions of Conjec-
ture 0.3 are satisfied except that I is not equigenerated.
In this case, I is generated in degrees 3 and 4; If we take I ′ to be the truncation
of I in degree 4, then the square of I ′, is self dual, as is every higher power, giving
a positive answer for Question 0.4.
Example 6.7. LetR be the homogeneous coordinate ring of 5 points in P2, of which
3 lie on a line and the rest are general, say
[1 : 0 : 0], [0 : 1 : 0], [0 : 0 : 1], [1 : 1 : 1], [1 : 1 : 0].
The ideal
I = (x20 + x
2
1 + x
2
2, x1x2)
is equigenerated, but has no self-dual power.
Here all the assumptions of Conjecture 0.3 are satisfied except that I and the
canonical ideal have no power in common.
Example 6.8. Let S = k[x1, . . . , x7] and let
I = (x3x5x
4
7, x
2
2x
2
6x
2
7, x2x3x4x5x
2
6, x1x2x3x4x5x6).
The codimension of I is 2 and its analytic spread is 4. If J is generated by 3 general
forms of degree 10 in I then K = J : I is an 3-residual intersection. Computation
shows thatR = S/K is Cohen-Macaulay but not Gorenstein. Since IR is principal,
generated by a nonzerodivisor, no power of IR can be ωR-self-dual.
Here, as in Example 6.8, all the assumptions of Conjecture 0.3 are satisfied except
that IR and the canonical ideal have no power in common. Note that in this caseK
is actually a geometric residual intersection.
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