Abstract Synaptic plasticity is thought to be the basis of learning and memory, but it is mostly studied on the timescale of mere minutes. This review discusses synaptic consolidation, a process that enables synapses to retain their strength for a much longer time (days to years), instead of returning to their original value. The process involves specific plasticity-related proteins, and depends on the dopamine D1/D5 receptors. Here, we review the research on synaptic consolidation, describing electrophysiology experiments, recent modeling work, as well as behavioral correlates.
appear to be stored for an entire life-time. One explanatory hypothesis is relying on the fact that memories can be stored (in synaptic strengths) in different parts of the brain: it is plausible that important memories are transfered from one brain area to a different one that is better protected from changes induced by new incoming memories. There is some biological evidence that memories are stored in the medial temporal lobe. In particular, during consolidation, memories that are first stored in the hippocampus are transfered to other areas of the cortex (Kirwan et al. 2008; Smith and Squire 2009) . This transfer can happen during replay events while resting and sleeping (Wilson and McNaughton 1994; Diba et al. 2007 ). The hypothesis is reinforced by the famous patient HM (Scoville and Milner 1957) whose hippocampus was removed following epilepsy in the medial temporal lobe. HM retained old memories from before his surgery, but he could barely acquire any new long-term memories.
This review will describe an additional, less-known mechanism of memory consolidation, which happens at the synapse level. Synapses can be plastic, which means that their strength can vary. A change in synaptic strength can last for different lengths of time: we speak about short-term plasticity when the change lasts up to a few minutes, earlylong-term plasticity when it lasts up to a few hours and late-long-term plasticity when it lasts beyond the experiment's duration (which is often about 10 h) but is thought to last much longer even, possibly a life-time. This last type of plasticity is also called synaptic consolidation or maintenance. This process allows relevant memories to be consolidated within a single synapse, so that new memories can no longer alter previously consolidated ones.
The remainder of this article will describe the mechanism of synaptic consolidation, as shown by synaptic tagging experiments. First, the phenomenology will be described, together with the key slice experiments. Then the two existing models of synaptic consolidation will be presented and compared. Finally, the link to behavior will be discussed, followed by a link to reinforcement learning and open computational questions.
Background on synaptic plasticity
Synaptic plasticity is typically induced by pairing the activity of the pre-and postsynaptic spike in a slice preparation. The first experimental evidence of synaptic plasticity was found by presynaptic stimulation using an extracellular electrode leading to long-term potentiation (LTP) (Bliss and Lomo 1973) and long-term depression (LTD) (Lynch et al. 1977) . The change of plasticity was measured typically for half an hour to one hour. Synaptic plasticity was also induced by stimulating the presynaptic cells while depolarizing the postsynaptic membrane potential (Artola et al. 1990; Ngezahayo et al. 2000) . More recently, synaptic plasticity was found to depend on the precise timing of the spikes, typically by inducing pairs of pre-and postsynaptic spike, i.e., spike-timing dependent plasticity (STDP). In some brain areas a presynaptic spike induced before a postsynaptic spike leads to LTP, whereas a postsynaptic spike followed by a presynaptic one leads to LTD (Bi and Poo 1998; Froemke and Dan 2002) . However, plasticity does not only depend on pair interactions of spikes (Markram et al. 1997; Sjöström et al. 2001; Froemke et al. 2006; . Despite being motivated largely by memory (often implicitly assumed to last very long), all those experiments only measure the synaptic weight for up to one hour after induction.
Numerous models of synaptic plasticity have been developed, first rate-based (Hebb 1949; Oja 1982; Bienenstock et al. 1982 ) then spike-based (Gerstner and Abbott 1997; Song et al. 2000; Gütig et al. 2003; . Functional implications of synaptic plasticity (Gerstner et al. 1996; Roberts and Bell 2000; Legenstein et al. 2005; Guyonneau et al. 2005; Gerstner and Kistler 2002; ) assume that plasticity induction lasts for as long as no new induction is elicited, which is not always the case, as shown below.
Synaptic consolidation experiments
Frey et al. (Frey and Morris 1997) separated long-term plasticity into (1) early-long-term plasticity (eLTP/D, P for potentiation, D for depression) that lasts 2-3 h and (2) late-long-term plasticity (lLTP/D) that lasts for more than 10 h, supposedly days, years. Figure 1 schematically describes their experiments. In hippocampal slices they presynaptically stimulated a weak tetanus (21 pulses at 100 Hz) with an extracellular electrode, and recorded the weight change (panel A). The synaptic weight after the induction is potentiated by about 50% but slowly decays back to its original weight within about 3 h. If however, a strong tetanus (3 times 100 pulses at 100 Hz) is induced presynaptically (panel B), the weight is potentiated by about 80% and it lasts for the length of the recording, i.e., 10 h (See Frey and Morris 1997: Figure 4 and Sajikumar and Frey 2004a for the experimental results). The mechanism postulated by Frey and Morris is the theory of synaptic tagging and capture (Reymann and Frey 2007) : Following a weak stimulation, many synapses undergo the early-phase of synaptic plasticity, these synapses also are tagged. The earlyphase of plasticity and the tag decay. Note that the synaptic weight is a compound of several synapses due to the extracellular stimulation of several presynaptic neurons connected to one postsynaptic neuron and the several contact points between two neurons. Following a strong stimulation, the synapses also undergo the early-phase and the tagging. In this scenario however, more tags have been set due to the strong stimulation. This allows plasticity-related proteins to be synthesized so that the synapses that are tagged will be consolidated. For more details about the biophysics, please read (Redondo and Morris 2011) for review and (Sajikumar et al. 2005) , describing the biophysical encoding of tags.
Finally, the two different induction protocols were fused into a single experiment (panel C, see Morris 1997, Sajikumar and Frey 2004a) : In one pathway (S1), a weak induction is induced whereas in another pathway (S2), a little bit before or after, a strong induction is induced. Both the weights from the S1 and the S2 pathways are potentiated and consolidated. This outcome is well explained by the synaptic tagging and capture theory, since the strong pathway allows plasticity-related proteins to be synthesized, which in turn allows the consolidation of all the synapses that have been tagged (independently of whether it comes from the S1 or the S2 pathway). Similarly, tagging experiments can induce (1) eLTD by weak low frequency stimulation (2) lLTD by strong low frequency stimulation (3) lLTD by a weak low frequency stimulation in one pathway and lLTD by a strong low frequency stimulation in the other pathway (4) lLTD and lLTP by weak low frequency stimulation in one pathway and strong tetanus in the other (Sajikumar and Frey 2004a) . This last protocol is called cross-tagging, and leads to consolidation in all different combinations of a strong and a weak induction for depression or potentiation.
Synaptic consolidation depends on plasticity-related proteins, since consolidation can be prevented by application of plasticity-related proteins synthesis inhibitor (Frey and Morris 1997; Sajikumar et al. 2005) . For example, a strong tetanus in one pathway applied 1 h before a weak tetanus leads to consolidation. But this consolidation fails if the application of the inhibitor starts before the first induction, and lasts until 1 h after the second induction (see Fig. 1d ). However, if the inhibitor is applied only after the first induction (see Fig. 1e ), both pathways are consolidated (see Frey and Morris 1997: Figure 2 for more details). Thus, the plasticity-related proteins synthesized from the first induction are also available to the second pathway. Finally, synaptic consolidation depends on dopamine D1/D5 receptors (Sajikumar and Frey 2004a; Frey et al. 1990; Navakkode et al. 2007 ).
Models of synaptic consolidation
Synaptic consolidation has long been neglected in computational neuroscience; only recently, two models of synaptic tagging were designed (Clopath et al. 2008; Barrett et al. 2009 ), both of which will be described and compared in this section. The TagTriC model (Clopath et al. 2008 ) is separated into three processes (see Fig. 2a-c ):
1. Tagging: The synapse strength is the sum of two parts, the weight of the early-phase and the weight of the latephase. The early-weight is a stochastic three-states variable (Petersen et al. 1998; O'Connor et al. 2005) , it can be in neutral state, high state or low state. If the earlyweight is in high state or low state, it is automatically tagged. The state of the early-weight switches from neutral to high with a probability given by a Hebbian rule for the induction of plasticity (Clopath et al. 2008 Please see Clopath et al. (2008) for the mathematical details. This model allows to describe the synaptic tagging experiment shown in Fig. 1 , as well as several pharmacological experiments (Frey and Morris 1997; Sajikumar and Frey 2004a ).
The consolidation model of Barrett et al. (Barrett et al. 2009 ) is theoretically very similar, with some differences in its implementation (see Fig. 2d-f) . A synapse has one of two states (weak or low) but each state additionally has one of three meta-states: early-phase, tagged or consolidated. As in TagTriC, synapses are stochastic and their synaptic weight is a compound of several synapses. The transitions between states are a function of the protocol (weak tetanus or strong tetanus). Thus, induction of plasticity is not modeled, nor is a mechanism of plasticity-related proteins synthesis designed, in contrast to the TagTriC model. Nevertheless, the model dissociates the tag state of the eLTP/D state, which seems to B A C D E Fig. 1 Schematic of synaptic tagging experiments. a Synaptic weight change resulting of a presynaptic extra-cellular stimulation of a weak tetanus (21 pulses at 100 Hz), b strong tetanus (3 times 100 pulses at 100 Hz), c weak tetanus in the S1 pathway (dashed line) and strong tetanus in the S2 pathway (solid line), d strong tetanus in the S2 pathway followed 1 h later by a weak tetanus in the S1 pathway.
Plasticity-related-protein synthesis inhibitor is applied during a period that starts 25 min before the induction of the strong tetanus, and lasts until 1 h after the weak tetanus induction (horizontal bar). e. Same as (d) but the inhibitor is applied during a period that starts 25 min after the strong tetanus, and lasts until 1 h after the weak tetanus. See Frey and Morris (1997), Sajikumar and Frey (2004a) for details Cogn Neurodyn (2012) 6:251-257 253 be the case in slice experiments where tags are reset (Sajikumar and Frey 2004b) , experiments that are not directly captured by the TagTriC model.
Behavioral tagging
Behavioral correlates of synaptic consolidation were recently shown in three different studies (Moncada and Viola 2007; Ballarini et al. 2009; Wang et al. 2010 ). The first study by Moncada and Viola (2007) used a protocol of inhibitory avoidance training (see Fig. 3 ). A rat is placed on an elevated platform, if it goes down, it receives a footshock. The rat learns not to go down from the platform. However, the next day, the rat has forgotten and thus goes down from the platform again (receiving the foot-shock).
The rat seems to have undergone the early-phase of plasticity without the consolidation. If however, the rat is placed in a novel environment before the inhibitory avoidance training, a situation which is known to release dopamine (Li et al. 2003; Kentros et al. 2004) , the rat learns to stay on the platform and still remembers this after 24 h. The interpretation is that the rat went through an early-phase of plasticity, which was consolidated; similar to the tagging experiments (Fig. 1c) . Time-scales are in agreement with those of the synaptic tagging experiments (Frey and Morris 1997) , e.g., the decay time constant of the early-phase of plasticity, or the maximum time between the novel environment and the inhibitory avoidance training for consolidation. This consolidation can be blocked pharmacologically under inhibition of the dopamine receptors D1/D5 or if plasticity-related protein synthesis are inhibited. If the rat is trained on a inhibitory avoidance training but with a strong foot-shock, the rat remembers more than 24 h after, therefore leading to consolidation. This is similar to the strong tetanus induction of the slices experiment (Fig. 1b) . Another study by Viola's group showed that this behavioral tagging also happens with different learning tasks (spatial object recognition, contextual fear conditioning and conditioned taste aversion) (Ballarini et al. 2009 ).
Another behavioral tagging experiment was done by Wang et al. (2010) , using an everyday task instead of a fear conditioning task. A rat needs to find food at different locations and remembers these food location the next day. As in the studies described above, the rat only retains the location memory for several hours, unless it has had some novel experience, in which case the memories are consolidated. Similar time-scales and pharmacological results have been found.
A final behavioral correlate is a phenomenon that humans experience often. Most people will remember the exact place they were at during the September 11 attack, or the wine they drank at their wedding. Thus they tend to remember a lot of details if a strong event happens at the same time. Again, this is similar to the tagging experiment (Fig. 1c) , where a weak induction alone does not lead to consolidation unless paired with a strong induction in another pathway.
Discussion
A few open questions and future directions are listed here and three of them are explained in more detail. (Wilson and McNaughton 1994; Diba et al. 2007 ).
Relation to reinforcement learning
Reinforcement learning (Sutton and Barto 1998 ) is a framework where learning is guided by a reward. When the pre-and postsynaptic neurons are coactive, an eligibility trace is increased, otherwise it decays. This eligibility trace can be seen as a memory of this pre-post coactivation. Only when a reward is given, the weights are changed in proportion to their eligibility trace. This framework has similarities with the synaptic tagging theory: (a) The earlyphase of plasticity is similar to the eligibility trace, although the time-scales can be different; (b) in the reinforcement learning framework, the weights only change in the presence of a reward. In the consolidation models, the weights are consolidated in the presence of phasic dopamine. Also, the data of Schultz et al. (1997) , shows that the activity of the dopaminergic neurons (phasic activation) are coding for unexpected reward. Thus, consolidation in both frameworks depends on dopamine. In the future, it would be interesting to unify or distinguish these two concepts with more experiments and modeling.
Functional implications
An open question of synaptic consolidation theory is its function, which is a question to be addressed first by a modeling point of view. An important computational question in neuroscience is how can an animal learn quickly and remember for a long time. As memory is thought to be stored in synaptic weights, they should be very plastic in order to quickly encode new memories, but not too plastic so as to avoid erasing old memories. This paradox is called the palimpsest paradox (Nadal et al. 1986; Amit and Fusi 1994) . One study that investigated this problem is the cascade model (Fusi et al. 2005) . The way to overcome this problem was to design synapses that have several meta-states related to different plasticity levels. The synaptic tagging framework offers a similar solution. Indeed, not all the memories are stored the same way but only the important ones are stored in a highly non plastic state. Memory capacity and life-time in a network where the synapses follow one of the two models of consolidation remain promising directions of future research.
Modeling behavioral tagging
It is not clear whether the models for synaptic consolidation can reproduce the behavior experiment described above. The model would have to assume that novel environment exposure would lead to a phasic dopamine activation which would lower the triggering threshold of the model and thus allow for consolidation. Encouragingly, the time-scales of plasticity for synaptic tagging and behavioral tagging are similar. If the model is successful, it will provide additional evidence that behavioral tagging and synaptic tagging might be the same mechanism.
Conclusion
This paper motivated the importance of studying plasticity at very long time-scales, and reviewed the state of the art of synaptic consolidation at each level: electrophysiological experiments, different models and behavior correlates. Finally, the discussed open questions are providing a few pointers for promising future research. novel Inhibitory avoidance training Fig. 3 Behavioral tagging. a Inhibitory avoidance training, followed by a couple of hours of memory. b Inhibitory avoidance training paired with novel experience followed by more than 24 h of memory. See Moncada and Viola (2007) for details Cogn Neurodyn (2012) 6:251-257 255
