Packet satellite networks combine the advantages of packet switching for channel sharing with those of satellites for long-haul broadcast capability. This paper describes the packet satellite technology as developed by DARPA and demonstrated in two systems based on channels provided by INTELSAT and WESTAR satellites, respectively.
INTRODUCTION
Packet switching communication networks have been demonstrated over the past two decades to provide a robust and reliable means for computer to computer and terminal to computer communications [5, 7] .
First with the Arpanet [3] and then with networks based on radio [9, 12] and cable [14] , networks have been developed and demonstrated along with appropriate protocols [13] that permit not only communications between computers on the same network, but even the interconnection of different networks in a manner that is "transparent" to the end devices.
A key element in any system of networks intended to provide global communications is the appropriate use of communication satellites. Satellites provide a means for achieving long-haul communications with relatively high bandwidth. Furthermore, satellites inherently have some additional desirable properties such as broadcast/multicast capability. Again, though, the use of satellites to support the typically bursty computer communications requirements demands the development of methods for sharing their scarce communication assets.
Starting in the mid 1970's, the Defense Advanced Research Projects Agency (DARPA) began the development of a packet satellite system; a system which combines the use of packet switching techniques for channel sharing with the advantages of long haul high bandwidth common user satellite channels. This paper describes the results of that research.
SYSTEM DESCRIPTION
Packet satellite networks have the structure shown in Figure 1 [8, 15] is what is done in the Wideband Satellite Network. Further details on these scheduling algorithms may be found in reference [15] . System Structure A packet satellite system consists typically of three elements as shown in Figure 2 processor, a satellite ground station, and an interface unit. The satellite ground station is typically a standard ground station to minimize development and maintain compatibility with other satellite ground equipment. The packet processor is the heart of the system, running all the network management and control algorithms and doing the scheduling described above. The interface unit is responsible for taking the packets and control information from the packet processor and modulating them appropriately into a signal to be transmitted from the earth station. The interface unit is also responsible for performing forward error correction which is often required to achieve a sufficiently low error rate so that error detection and retransmission schemes become efficient.
DARPA Experimental Systems
DARPA has sponsored the development of two packet satellite systems. The first uses a 64 kbps channel on INTELSAT and has ground stations in the United States, United Kingdom, Sweden (supporting Norway) and Germany [8, 16] . This system is in daily use in support of joint communication, command and control experimentation being carried out by the countries mentioned. The second system uses a 3 Mbps channel on WESTAR and has seven ground stations in the United States (with three more being installed by the end of 1984) [6] . This system is used to support experimentation in the integration of voice and data and in the use of packet switching techniques to support dynamic routing for the Defense Switched Network (DSN).
Based on the DARPA experimental work, two other activities are exploring the use of packet switching for satellites. The Navy has sponsored the development of a system using a 19.2 kbps channel on the FLTSAT to provide secure communications between ships and shore [4] . The Army is sponsoring the development of a system that uses tactical multichannel links to provide trunks to connect various packet switched nodes. This last system, it should be pointed out, does not use the channel sharing algorithms discussed above but rather uses point to point links provided by the existing Army communication system to support a packet switched network.
Future Systems
All of the systems discussed above use fixed geosynchronous satellites to provide a fully connected broadcast network, where the satellite's only role is to rebroadcast all received signals on the channel. Another architecture currently being explored is one of multiple proliferated satellites with cross-linking. By having a large number of satellites, each with an on-board packet switch to provide dynamic routing, and by choosing orbits for the satellite that result in a relatively dense shell of satellites, a high degree of robustness and reliability can be achieved. Such a system is currently being investigated for its feasibility and cost effectiveness (based on the fact that the reliability and therefore cost of each satellite need not be as high for a proliferated satellite system as for a single satellite.) SUMMARY AND CONCLUSIONS An architecture has been described for the combination of packet switching and satellite communications, based on two systems developed and demonstrated by DARPA. These systems have proven themselves to be useful and effective in supporting long-haul computer communications and the integration of voice and data services. One such use is in the support of voice conferencing. Through the use of satellite (and its inherent broadcast capability) and packet switching (with its inherent ability to control access dynamically), a voice conferencing system has been developed and demonstrated. Future research will be focussing on architectures such as the proliferated satellite system that make use of onboard signal processing and on advanced services that can be provided through the use of packet satellite networks.
