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The properties of gravitational-wave (GW) propagation are modified in alternative theories of
gravity and are crucial observables to test gravity at cosmological distance. The propagation speed
has already been measured from GW170817 so precisely and pinned down to the speed of light, while
other properties of GW propagation have not constrained tightly yet. In this paper, we investigate
the measurement precisions of the amplitude damping rate (equivalently, the time variation of the
gravitational coupling for GWs) and graviton mass in the generalized framework of GW propagation
with the future detectors such as Voyager, Cosmic Explorer, and Einstein Telescope. As a result, we
show that the future GW observation can reach 1% error for the amplitude damping. We also study
the time variation of the gravitational couplings in Horndeski theory by performing Monte Carlo-
based numerical simulations. From the simulation results, we find that the current accelerating
Universe prefers the models with less damping of GWs and that the equivalence principle can be
tested at the level of 1% by the future GW observation.
I. INTRODUCTION
To explain the origin of the accelerating expansion of
the Universe at present, a possibility to modify gravity
theories at cosmological distance has been proposed [1–5].
If gravity strength is modified, it can affect the cosmo-
logical observables such as the cosmic microwave back-
ground and the large-scale structure (see, for instance,
[6–17] for recent works and [18] for a review). At the same
time, the modification of gravity changes the properties
of gravitational-wave (GW) propagation as well [19, 20].
Therefore, searching for deviations from general relativ-
ity during the propagation of a GW is also crucial to test
gravity at cosmological scales.
Recently the coincidence detection of GW170817 and
GRB170817A [21] brought us the first opportunity to
measure the speed of a GW from the arrival time dif-
ference and constrained the deviation from the speed of
light at the level of 10−15 [22]. Consequently, from this
constraint, the strong limit on gravity modifications rele-
vant to the current accelerating expansion of the Universe
has been obtained [23–33].
Other than the modification on the propagation speed,
the variation of gravitational constants is one of the
prominent signatures of modified gravity. In modified
gravity theories, there appear in general multiplicate
gravitational couplings for the Poisson equation Gmatter,
the gravitational lensing equation Glight, and GWs Ggw
[34, 35]. One of the theoretical frameworks including
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many specific theories with a single scalar field is Horn-
deski theory [36–38]. In the Horndeski theory, the grav-
itational couplings, Gmatter and Glight, are given in a
quasi-static regime [11, 39–41] and are different each
other due to the non-trivial contribution from scalar field
fluctuations. That is, a dynamical scalar field leads to
different gravitational couplings, depending on distance
scale and time, and violates the equivalence principle. In
addition, the gravitational coupling for GW, Ggw, is dif-
ferent from other two couplings and its time variation
affects the amplitude of a GW [42–44]. Therefore, mea-
suring the gravitational couplings at different times by
multiple tracers and testing the equivalence to the New-
ton constant are a crucial direction to pin down a correct
theory of gravity at cosmological scales.
This paper is the third one in the series of our study
on GW propagation test of gravity. In the first paper
[20], we have formulated the generalized GW propaga-
tion (gGP) framework, which parametrizes almost all the
modifications on GW propagation: propagation speed,
modified dispersion relation, amplitude damping, mas-
sive graviton, and a source term. Within this frame-
work, we derived a parametrized GW waveform in an
analytical way and performed a parameter estimation
study with the current GW detector network composed of
aLIGO at Hanford and Livingston, and aVIRGO. Then
in the second paper [27], we have studied the constraint
on the model parameters in the gGP framework from
GW170817. To be concrete, we considered the Horndeski
theory, in which the GW speed and the amplitude damp-
ing rate are modified. With a numerical model sampling
based on a Monte-Carlo method, we investigated model
distributions in the parameter space and selected out the
2viable parameter region of the Horndeski theory. In this
paper, we focus on the sensitivities of the future GW
detectors such as Voyager, Cosmic Explorer (CE), and
Einstein Telescope (ET) to the amplitude damping of
a GW in the gGP framework, limiting the propagation
speed of a GW to the speed of light. Then we compute
gravitational couplings in the Horndeski theory and dis-
cuss the implication for the model space searched by the
future measurement of the GW amplitude damping.
This paper is organized as follows. In Sec. II, we re-
view the gravitational couplings appearing in the Horn-
deski theory and the modification of GW propagation. In
Sec. III, we forecast the measurement errors of modified
gravity parameters in the era of the third-generation GW
detectors with the Fisher information matrix. Then the
future prospect of the GW observations is discussed in de-
tail. In Sec. IV, we introduce the numerical parametriza-
tion of the Horndeski theory, extending the previous
parametrization to higher redshifts and focusing on the
time variation of the gravitational couplings, and show
what parameter region of the theory is tested by the fu-
ture GW observations. Section V is devoted to discus-
sions about the other measurements of the time variation
of the gravitational couplings and the sensitivity compar-
ison. We summarize in Sec. VI.
II. GRAVITATIONAL COUPLINGS IN
MODIFIED GRAVITY
A. Gravity force
First we show the commonly-used parametrization for
gravity strength in modified gravity theories. Let us
assume the flat Friedmann-Lemaˆıtre-Robertson-Walker
(FLRW) Universe and take the conformal Newtonian
gauge as
ds2 = −(1 + 2Ψ)dt2 + a2(t)(1 − 2Φ)δijdxidxj . (1)
where Ψ is the Newton potential and Φ is the spatial
curvature. If we treat Ψ and Φ as perturbations in the
FLRW background, Ψ and Φ are given as solutions of
the linear-order perturbation equations. In particular,
under the quasi-static approximation (QSA), we ignore
all dynamical terms in the equations of motion. Then
the Poisson and lensing equations are given by [34, 35]
k2Ψ ≃ −4πGmatter(k, τ)δρm , (2)
k2(Ψ + Φ) ≃ −8πGlight(k, τ)δρm , (3)
where τ is the conformal time, δρm is the density fluctu-
ation of matter. Gmatter and Glight denote the effective
gravitational couplings for matter clustering and gravi-
tational lensing, respectively. Under the QSA the time
evolution of Ψ and Φ at the scales much smaller than the
Hubble radius is ignored and Glight and Gmatter stay al-
most constant. However, Glight and Gmatter vary in time
at the cosmological scales so that it is possible to see
the variation of the gravitational couplings at different
redshifts via matter clustering and gravitational lensing
[6–17].
In modified gravity theories, in general Gmatter 6=
Glight, i. e., Ψ and Φ are no longer equivalent each
other, leading to the violation of the equivalence prin-
ciple. Moreover, the values of Gmatter and Glight also can
deviate from the Newton constant GN . On the contrary,
at the smaller scales such that a system gravitates by
itself and is decoupled from the cosmological expansion,
the non-linear screening mechanism [45–47] may work
and set the gravitational couplings to GN uniquely in
order to pass the experimental tests in the Solar System.
In this paper we specify a theory to Horndeski theory
[36–38] and focus on gravitation at cosmological scales.
The Lagrangian density1 of the Horndeski theory after
GW170817/GRB170817A [23–27], setting GW propaga-
tion speed exactly to unity, is
L = G2(φ,X)−G3(φ,X)φ+G4(φ)R . (4)
Here X = −φ;µφ;µ/2, the canonical kinetic energy den-
sity of φ. In this theory, a single scalar field exists and
determines the gravitational couplings, depending on the
mass M and amplitude fluctuations of the scalar field.
When one considers the fluctuations of a scalar field
on a given cosmological background, the scalar field ac-
quires the massM . For a canonical field with a potential
V (φ), M2 is nothing but the second derivative of V with
respect to φ, Vφφ. In the theory given by Eq. (4), how-
ever, M arises not only from V in G2 but also from G3
and G4 (see Eq. (35) in [39] for the exact expression of
M). When M is much larger than the Hubble scale H ,
the scalar field fluctuation does not propagate at cos-
mological scales. On the contrary, when M ∼ H , the
fluctuation affects the cosmic expansion. Since we are
interested in the case when the scalar field fluctuations
significantly modify the gravitational force at cosmologi-
cal scales in accordance with the late-time acceleration of
the Universe, we consider the case of M ∼ H0, where H0
is the Hubble constant. Hence it is convenient to divide
into two cases: super-Compton limit (k/a ≪ M) and
sub-Compton limit (k/a ≫ M). According to [39, 48],
the couplings at the super-Compton scales become
Gmatter = Glight = GN
M2pl
M2∗
, (5)
while at the sub-Compton scales
Gmatter = GN
M2pl
M2∗
(1 + β2ξ ) , (6)
Glight = GN
M2pl
M2∗
[
1 + β2ξ +
√
2
c2SD
αMβξ
2
]
, (7)
1 G2(φ,X) is often written K(φ,X) in literature.
3where
M2∗ = 2G4 , (8)
αM =
1
H
d logM2∗
dt
. (9)
Here and hereafter we use Mpl to denote the reduced
Planck mass. The other functions, βξ, D, and c
2
s, are
given in Appendix A. Particularly, the function βξ plays
an important role to distinguish the gravitational cou-
plings. This difference is originated from the fluctuations
of a scalar field.
B. GW propagation
Following the general formulation of GW propagation
in an effective field theory [19], tensor perturbations obey
the equation of motion
h′′ij + (2 + ν)Hh′ij + (c2Tk2 + a2µ2)hij = a2Γγij , (10)
where the prime is a derivative with respect to conformal
time, a is the scale factor,H ≡ a′/a is the Hubble param-
eter in the conformal time, ν = H−1(d lnM2∗/dτ) is the
Planck mass run rate, cT is GW propagation speed, and
µ is graviton mass. The source term Γγij arises from
anisotropic stress. In the absence of the source term
(Γ = 0)2, the WKB solution for Eq. (10) in the gGP
framework is obtained [20]:
h = CMGhGR , (11)
CMG = e−De−ik∆T , (12)
with
D = 1
2
∫ z
0
ν
1 + z′
dz′ , (13)
∆T =
∫ z
0
1
H
(
δg
1 + z′
− µ
2
2k2(1 + z′)3
)
dz′ . (14)
where D is the damping factor, and ∆T is the time delay
due to the effective GW speed different from speed of
light, and we defined δg = 1− cT as a tiny parameter.
In the Horndeski theory, graviton is massless (µ = 0)
and the correspondence of other two parameters to the
α parametrization commonly used in literature is [19]
ν = αM (15)
c2T = 1 + αT . (16)
2 Even with the source term, an analytical solution can be ob-
tained, but its expression is much more complicated [20].
Substituting Eq. (15) into Eq. (13) together with Eq. (9),
we can express the amplitude modification in terms of the
gravitational constant as
e−D =
M∗(z)
M∗(0)
=
√
Ggw(0)
Ggw(z)
. (17)
Here we defined
Ggw ≡
M2pl
M2∗
GN . (18)
Since the GR waveform is inversely proportional to the
luminosity distance, one can interpret the amplitude
modification as a correction to the luminosity distance,
defining the effective luminosity distance for GWs [42, 43]
dgwL ≡ eDdL(z) =
√
Ggw(z)
Ggw(0)
dL(z) , (19)
with
dL(z) = (1 + z)χ(z) , (20)
χ(z) =
∫ z
0
dz′
H(z′)
, (21)
H(z) = H0
{
Ωm(1 + z)
3 + (1− Ωm)
}1/2
, (22)
where χ(z) is the comoving distance to redshift z and
H(z) ≡ a˙/a is the Hubble parameter in physical time,
Ωm and H0 are the matter energy density at present and
the Hubble constant. Note that the relation Eq. (17) is
valid only at a level of linear perturbations and cannot
be applicable to the whole path of GW propagation from
a source to the Earth.
III. FUTURE CONSTRAINT FROM GW
OBSERVATIONS
In this section, we estimate the parameter errors in the
future GW observations with the Fisher information ma-
trix in the same way as our previous work [20] except for
setting δg = 0 and taking the Earth rotation effect into
account for binary neutron stars (BNS). For the complete
description of the parameter estimation method with the
Fisher matrix, see [20].
A. Numerical setup
We consider the simplest waveform in which arbi-
trary functions ν and µ are assumed to be constant
and δg and Γ are zero. Setting δg = 0 is moti-
vated by the recent measurement of the GW speed from
GW170817/GRB170817A [21, 22, 49]. Γ = 0 is just for
simplicity, but is true in most gravity theories including
the Horndeski theory. While we simply assume that ν is
4constant and the effective luminosity distance in the form
of Eq. (25). However, for the case of a time-dependent
ν, a concrete parametrization for the effective luminosity
distance has been suggested in [50].
Under the assumptions above, the waveform in
Eqs. (11)-(14) is reduced to
h = (1 + z)−ν/2e−ik∆ThGR , (23)
∆T = − µ
2
2k2
∫ z
0
dz′
(1 + z′)3H . (24)
For the GR waveform, hGR, we will use the phenomeno-
logical waveform (PhenomD) [51] (compiled in Appendix
of [20]), which is an up-to-date version of inspiral-merger-
ringdown (IMR) waveform for aligned-spinning (non-
precessing) binary black holes (BBH) with mass ratio
up to 1:18. While for BH-NS binaries and BNS, we will
use the inspiral waveform up to 3.5 PN order in phase,
which is an early inspiral part of the PhenomD wave-
form, in order to avoid ambiguities in tidal deformation
and disruption of a NS. The waveform in Eq. (23) has
in total 13 parameters: the redshifted chirp mass M,
the symmetric mass ratio η, time and phase at coales-
cence, tc and φc, redshift z, symmetric and asymmetric
spins, χs and χa, the angle of orbital angular momentum
measured from the line of sight ι, sky direction angles of
a source, θS and φS, polarization angle ψ, and gravita-
tional modification parameters, ν and µ. We will assume
a flat Lambda-Cold-Dark-Matter (ΛCDM) model and fix
cosmological parameters to those determined by Planck
satellite [52]. This is justified because the expansion of
the Universe is accelerated at low redshifts (z . 1), while
it should be consistent with the standard cosmology at
higher redshifts (z ≫ 1). Then the luminosity distance
dL is mapped into redshift z by the standard formula of
the luminosity distance in Eq. (20). On the other hand,
as seen from Eq. (19), the effective luminosity distance
for GWs is
dgwL = (1 + z)
−ν/2dL(z) . (25)
The forecast constraints from the planned GW detec-
tors are estimated with the Fisher information matrix
[53, 54]
Γab = 4
∑
I
Re
∫ fmax
fmin
∂ah˜
∗
I(f) ∂bh˜I(f)
Sh(f)
df , (26)
where ∂a denotes a derivative with respect to a parame-
ter θa, h˜I is the Fourier amplitude of a GW signal from
Ith detector, which is h in Eq. (23) multiplied by the ge-
ometrical factor [20], and Sh is the noise power spectral
density of a detector. We consider here Voyager, ET, and
CE, whose fitting formulas to the noise curves are given in
Appendix B and are shown in Fig. 1. However, the loca-
tions of ET and CE have not fixed yet. For the analysis,
we assume that they are at the sites of LIGO Hanford
and VIRGO for two detector cases and in addition at the
aLIGO
Voyager
ET-D
CE
FIG. 1. Detector noise curves: aLIGO (blue), Voyager (ma-
genta), ET-D (green), CE (red).
1.4 M − 1.4M
10 M − 1.4M
10 M − 10 M
FIG. 2. Time to merger as a function of frequency for 10M⊙-
10M⊙ (green), 10M⊙-1.4M⊙ (blue), 1.4M⊙-1.4M⊙ (purple).
site of LIGO Livingston for three detector cases. To im-
plement a Gaussian prior on a source redshift from the
follow-up observation of an electromagnetic counterpart
or identification of a unique host galaxy, we take a stan-
dard deviation of z as ∆z = 0.001 and add 1/(∆ log z)2
to the (log z, log z) component of the Fisher matrix.
As shown in Fig. 1, the third-generation detectors are
much more sensitive at lower frequencies and can start
observing GWs from compact binaries much earlier than
the second-generation detectors. In Fig. 2, we plot the
time to merger at Newtonian order as a function of fre-
quency [54]
tmerge =
5
256
M(πMf)−8/3 . (27)
For BNS, it is ∼ 2 hours and ∼ 1 day before merger at
5Hz and 2Hz, respectively. Even a BH-NS binary takes
several hours before merger below 3Hz. This is a merit
for detectors because the Earth rotation during observing
a signal allows the detector response functions to change
their directions and improve the sky localization even
with less number of detectors [55]. Therefore, the time
evolution of the detector response functions should be
taken into account correctly in the Fisher matrix analysis.
5The longitudes of detector locations is a function of time,
φI(t) = φI(0) + ωEt, where ωE = 2π/1day is the angular
frequency of the Earth rotation. Since GW frequency is
a function of time for a compact binary, the time t in the
Fisher matrix needs to be expressed in terms of frequency
as t(f) = tc − tmerge(f). We study in Appendix C how
much the parameter estimation errors are affected by the
presence of the Earth rotation effect and find that one-
CE, one-ET-D, and two-CE cases need the Earth rotation
effect to be considered.
In the following analysis, we will set fiducial param-
eters, tc, φc, χs, χa, ν, and µ to zero and randomly
generate sky locations (θS, φS) and other angle param-
eters (ι, ψ) for compact binaries with fixed masses and
redshift. In the procedure of the source generation, we
set the network signal-to-noise ratio (SNR) threshold for
detection to ρ = 8 and keep only sources with ρ > 8.
B. Parameter estimation errors: redshift
dependence
The parameter estimation errors are computed from
the inverse Fisher matrix. We define the sky localization
error as
∆ΩS ≡ 2π| sin θS|
√
(∆θS)2(∆φS)2 − 〈δθSδφS〉2 , (28)
where 〈· · · 〉 stands for ensemble average and ∆θS ≡
〈(δθS)2〉1/2 and ∆φS ≡ 〈(δφS)2〉1/2.
Figure 3 shows the redshift dependences of SNR and
parameter estimation errors for 30M⊙ -30M⊙ BBH,
10M⊙ - 10M⊙ BBH, and 1.4M⊙ - 1.4M⊙ BNS observed
with three CEs. This choice of the detector network
might be too optimistic, but for qualitative understand-
ing about the redshift dependence of the parameter es-
timation errors we assume the most optimistic detector
network. Regarding to other more realistic detector net-
works, we consider them in the next subsection.
There are two interesting features in Fig. 3: (i) heavier
compact binaries give smaller errors in the modification
parameters ν and µ, (ii) the errors in ν and µ hardly
depend on a redshift or distance except for 30M⊙ -30M⊙
BBH at lower redshifts. The former is merely because
of larger SNR from massive binaries. The latter is an
accumulation effect during propagation and is explained
as follows. SNR is inversely proportional to luminosity
distance3. Particularly at low redshifts, SNR ∝ d−1L ∝
z−1. The error of the amplitude modification, forgetting
3 Our choice of the fiducial value of ν is ν = 0, which does not
modify the luminosity distance. The same scaling of SNR as in
GR holds.
about angular dependences, is at best given by∣∣∣∣∆[(1 + z)−ν/2](1 + z)−ν/2
∣∣∣∣ =
∣∣∣∣ν2 ∆z1 + z + 12 log(1 + z)∆ν
∣∣∣∣
∼ 1
SNR
. (29)
Since our choice of the fiducial value is ν = 0, the above
equation is reduced to
∆ν ∼ 2
log(1 + z)× SNR ∼ constant . (30)
The second equality holds, particularly at lower redshifts
z . 1, at which the dependence of SNR ∝ z−1 is com-
pensated by the factor log(1 + z) due to the distance
traveled by GWs. Thus, thanks to the accumulation ef-
fect during propagation, the errors of ν is almost inde-
pendent of a source redshift. The anomalous deviation
from the redshift independence for 30M⊙ -30M⊙ BBH at
lower redshifts is attributed to the systematic error aris-
ing from parameter degeneracies. The errors of logM for
10M⊙ - 10M⊙ BBH and 1.4M⊙ - 1.4M⊙ BNS are basi-
cally limited by detector sensitivity or SNR (the redshift
prior also helps determine the parameters to some ex-
tent). However, the logM error for 30M⊙ -30M⊙ BBH
is not improved as the source redshift is smaller and SNR
increases. This is the parameter degeneracy caused by
the shorter GW signal of a heavier compact binary, for
which the chirp mass in GW phase is more difficult to be
determined4. Since the chirp mass appears also in GW
amplitude, the systematic error prevents ∆ν in Eq. (30)
from scaling with SNR and worsens ∆ν at lower redshifts
(shorter propagation distance).
The redshift-independent behavior implies that GW
sources of a same kind at different redshifts (similar
masses) are almost equivalent for the use to test GW
amplitude damping and graviton mass.
C. Parameter estimation errors: source and
detector dependences
In Figs. 4 and 5 and Tables I and II, we show the
source and detector dependences of the parameter esti-
mation errors. The common feature among detectors and
GW sources is that the parameter estimation errors are
proportional to the inverse of SNR. For all detectors ex-
cept for 2 CE, the sky localization errors ∆ΩS at z = 0.1
and z = 0.5 follow the SNR scaling law, ∝ SNR−2. The
ν errors for sources at z = 0.5 in Fig. 5 also obey the
scaling law, ∝ SNR−1. But at z = 0.1 in Fig. 4, 30M⊙-
30M⊙ BBHs give larger error in ν. This is caused by the
parameter degeneracy problem that we mentioned in the
4 The same behavior has also been seen in a similar analysis with
the Fisher matrix [56].
6FIG. 3. Redshift dependences of SNR and parameter estimation errors with 3 CE for BBH with equal masses 30M⊙ (left),
BBH with equal masses 10M⊙ (middle), and BNS with equal masses 1.4M⊙ (right). The thick and thin bars show 25-75%
and 5-95% ranges of the probability distributions
, respectively.
previous subsection. The shorter GW signal from a heav-
ier compact binary makes the determination of the chirp
mass in GW phase more difficult and prevents ν error
from improving at lower redshifts. Another exception is
the 2-CE case, in which it is relatively difficult to localize
the source direction by triangulation. On the other hand,
ET has triangle shape and is composed of effectively two
orthogonal detectors at the same cite. Therefore, the
case of 2 ET-D detectors has four orthogonal detectors
in effect and enables to point the sky direction.
In summary, heavier sources give a tighter constraint
on ν. Among the sources we studied, 30M⊙-30M⊙ BBH
is the best source to measure ν, irrespective of a source
redshift. Compared the sensitivities to ν in Table I with
the previous results from the second-generation detectors
such as aLIGO, aVIRGO, and KAGRA (∆ν ≈ 1.2) [20],
the detector networks of 3 Voyager, 2 ET-D, and 3 CE
(or 3 ET-D) can reach about 4, 30, 60 times better sen-
sitivities (∆ν ≈ 0.3, 0.04, 0.02) to ν, respectively, with a
single GW event among top 1% events. While 2 CE can-
not improve the error because of poor sky localization.
As shown in Table II, the third-generation detectors can
measure graviton mass with ∆µ ≈ 1.0× 10−23 eV, which
is only 4-5 times better than the measurement with the
second-generation detectors.
D. Redshift identification and multiple sources
In the subsections above, we considered sources with
known redshifts. In reality, obtaining a source redshift
is more difficult at higher redshifts, though we observe
more sources there. It indicates that there is a trade-
off relation between the number of sources and redshift
identification. We will discuss this issue here from more
practical side.
There are two ways to obtain a source redshift for
an individual GW event: observing an electromagnetic
counterpart [49] or identifying a unique host galaxy
[57]. The success fraction of redshift identification is still
highly uncertain and depends on the emission mecha-
nisms of electromagnetic waves or the properties of host
galaxies in which GW sources reside. Here we introduce
the success fraction (efficiency) of redshift identification
as a redshift-dependent parameter ǫ(z). Then the num-
ber of sources available for the measurement of GW am-
7FIG. 4. Source dependence of SNR and parameter estimation errors for a source at z = 0.1, showing mass dependence:
30M⊙-30M⊙ (red), 10M⊙-10M⊙ (green), 10M⊙-1.4M⊙ (blue), 1.4M⊙-1.4M⊙ (purple).
plitude damping at redshift z is written as
dN
dz
= ǫ(z)
4πχ2(z)n˙(z)Tobs
(1 + z)H(z)
, (31)
where Tobs is the observation time and n˙(z) is the merger
rate per unit comoving volume and unit proper time at
redshift z. The factor ǫ(z) still has large uncertainty, but
it is convenient for theoretical studies to parametrize
ǫ(z) = ǫ0Θ(zmax − z) , (32)
where zmax is the maximum redshift beyond which the
redshift identification fails, and Θ(·) is the step function.
The merger rates have been constrained by GW ob-
servations in the ranges, n˙(0) = 18.1+13.9−8.7 Gpc
−3 yr−1
for BBH with the uniform-in-log mass distribution (Gst-
LAL) and n˙(0) = 662+1609−565 Gpc
−3 yr−1 for BNS with the
uniform mass set (GstLAL) [58]. We take into account
the ranges of the merger rates but assume that the rates
are constant in redshift. Based on this assumption, the
cumulative number of sources as a function of redshift
during the observation of Tobs = 1yr is shown in Fig. 6.
Note that this number of sources is nothing to do with
a detection process but the intrinsic number of mergers.
From Fig. 6, sources at higher redshifts are likely to be
8FIG. 5. Source dependence of SNR and parameter estimation errors for a source at z = 0.5, showing mass dependence:
30M⊙-30M⊙ (red), 10M⊙-10M⊙ (green), 10M⊙-1.4M⊙ (blue), 1.4M⊙-1.4M⊙ (purple).
used for constraining modified gravity parameters merely
because the measurement errors of gravity modification
parameters are nearly independent of redshifts, as seen
in Sec. III B. However, the success fraction of the red-
shift identification would be significantly lower at higher
redshifts. Consequently, there must be a typical source
redshift for testing GW propagation.
For BBH, a source redshift can be obtained from the
identification of a host galaxy. According to the previous
study [59], BBH with SNR > 200 have the sky local-
ization volume small enough to identify a unique host
galaxy. Here we define the maximum redshift for BBH
as the redshift at which the angular-averaged SNR (av-
eraged over the parameters, θS, φS, ι, and ψ) is 200.
Once the condition of SNR > 200 is satisfied, it would
be possible to obtain the source redshift in most cases by
an electromagnetic follow-up spectroscopic observation of
galaxies. Therefore, for BBH we take ǫ0 = 0.5 and zmax
as in Table III. For BNS, it would be easier to find an elec-
tromagnetic transient counterpart to determine a source
redshift. However, the detectable distance of the electro-
magnetic counterpart, short gamma-ray bursts or kilono-
vae, is highly uncertain because of large uncertainty in
modeling. Therefore, we keep zmax free up to the horizon
distance of BNS for each detector network and consider
ǫ0 from the optimistic value 0.3 to the pessimistic 0.03,
including possible astrophysical uncertainties, e. g. [60–
62]. Our choices of the model parameters for the redshift
identification is summarized in Table III.
Figure 7 shows the estimation errors of ν with multiple
sources for the detector networks of 3 Voyagers, 3 CEs,
and 3 ET-Ds, respectively. Although zmax is highly un-
certain, the errors with multiple sources can be smaller
than the top 1% errors of a single source by following-up
the sources out to relatively low zmax except for the BBH
cases with 3 Voyagers, in which the number of sources is
relatively smaller. The best errors achieved, assuming
the source redshift identification is well done, are 0.1 -
9detectors & z = 0.1 z = 0.5
source redshift source ∆ν (top 1%) ∆ν (median) ∆ν (top 1%) ∆ν (median)
3 Voyager 30M⊙ BBH 0.259 0.807 — —
10M⊙ BBH 0.396 1.63 — —
BH-NS 1.24 3.97 — —
BNS 1.75 6.82 — —
2 CE 30M⊙ BBH 0.238 6.95 0.175 5.55
10M⊙ BBH 0.156 5.98 0.201 4.75
BH-NS 0.429 13.3 0.389 8.91
BNS 0.488 8.13 0.702 7.39
3 CE 30M⊙ BBH 0.215 0.231 0.0184 0.0844
10M⊙ BBH 0.0732 0.171 0.0381 0.162
BH-NS 0.161 0.423 0.160 0.478
BNS 0.299 0.768 0.254 0.826
2 ET-D 30M⊙ BBH 0.0967 0.137 0.0369 0.0794
10M⊙ BBH 0.0794 0.156 0.0902 0.159
BH-NS 0.278 0.465 0.313 0.500
BNS 0.613 0.942 0.536 0.862
3 ET-D 30M⊙ BBH 0.0797 0.117 0.0300 0.0589
10M⊙ BBH 0.0625 0.113 0.0693 0.136
BH-NS 0.218 0.343 0.248 0.427
BNS 0.452 0.732 0.438 0.723
TABLE I. Top 1% and median errors of ν for sources at redshifts z = 0.1 and z = 0.5.
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FIG. 6. Cumulative number of sources in Tobs = 1yr as a function of redshift, considering the observational uncertainty in
merger rates. The dotted lines in the bands are those with the intermediate values of merger rates. The vertical lines at
z = 0.38, 0.52, and 0.65 in the right panel (BNS) are the horizon redshifts defined by SNR = 12 with the detector networks
shown when averaged over all angular parameters. For the left panel (BBH), there is no horizon redshifts below z = 0.7.
0.7 for 3 Voyagers, 0.005 - 0.020 for 3 CEs, and 0.005 -
0.015 for 3 ET-Ds, respectively. These errors are consis-
tent with the previous study with a single ET but with
redshift-identified sources out to much higher redshifts
beyond zmax ∼ 1 [50]. It should be emphasized that
the achieved sensitivity to ν significantly depends on the
number of sources with redshift information, that is, zmax
because the parameter estimation error is almost inde-
pendent of a redshift and we have much more events at
higher redshifts.
We note that the sensitivities above should also be
compared with those at z = 0.5 with a single redshift-
identified source: ∆ν ≈ 0.02 with 3 CEs and ∆ν ≈ 0.03
with 3 ET-Ds. However, it would quite difficult to obtain
redshift information for a source at z = 0.5. For this rea-
son, we introduced zmax and adapted the median error
at z = 0.1 for the improvement with multiple sources. In
conclusion, in either case, GW observation can reach the
measurement error of ∆ν ≈ 0.02.
10
detectors & z = 0.1 z = 0.5
source redshift source ∆µ (top 1%) ∆µ (median) ∆µ (top 1%) ∆µ (median)
3 Voyager 30M⊙ BBH 2.34 3.26 — —
10M⊙ BBH 7.52 10.2 — —
BH-NS 8.96 12.0 — —
BNS 16.6 17.5 — —
2 CE 30M⊙ BBH 0.963 1.38 0.897 1.29
10M⊙ BBH 1.76 2.56 2.35 3.31
BH-NS 4.07 5.59 3.55 4.19
BNS 4.80 7.51 5.95 7.01
3 CE 30M⊙ BBH 0.904 1.23 0.817 1.14
10M⊙ BBH 1.68 2.30 2.17 3.07
BH-NS 3.96 5.17 3.20 3.79
BNS 5.28 7.01 5.38 6.59
2 ET-D 30M⊙ BBH 0.967 1.38 1.07 1.55
10M⊙ BBH 1.13 1.63 2.00 2.55
BH-NS 3.83 5.28 3.69 4.14
BNS 4.97 7.05 5.21 6.47
3 ET-D 30M⊙ BBH 0.843 1.25 0.984 1.41
10M⊙ BBH 1.06 1.45 1.24 1.82
BH-NS 3.32 4.95 3.45 4.03
BNS 4.51 6.48 4.58 6.04
TABLE II. Top 1% and median errors of µ for sources at redshifts z = 0.1 and z = 0.5. The figures are in the unit of 10−23 eV.
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FIG. 7. Errors in ν with multiple sources as a function of the maximum redshift for redshift identification. From the left, the
detector networks are 3 Voyager, 3 CE, and 3 ET-D. Each color bands represent 30M⊙-30M⊙ BBH (red), 10M⊙-10M⊙ BBH
(green), and BNS (blue). For BBH, we choose ǫ0 = 0.5. For BNS, the range corresponds to from the lowest merger rate with
ǫ0 = 0.03 to the highest merger rate with ǫ0 = 0.3. The horizontal lines in colors corresponding to each source are the top 1%
errors at z = 0.1 from Table I.
IV. APPLICATION TO HORNDESKI THEORY
We discuss the impact of the observational constraint
on ν forecasted in the previous section on modified grav-
ity theories. To be concrete, we consider Horndeski
theory, in which µ = 0 and other modification pa-
rameters δg and ν have already been constrained from
GW170817/GRB170817A [22] in our previous work [27].
The constraint on δg is extremely tight and rules out
some functions in the full Lagrangian of the Horndeski
theory [23–27]. However, the constraint on ν is −75.3 ≤
ν ≤ 78.4 for constant ν and is still too weak to limit
modified gravity theories meaningfully. Here we focus
on the Horndeski theory with δg = 0 and clarify which
parameter range of ν can be tested with future GW ob-
servations.
A. Numerical formulation
We study the time evolutions of ν = αM , Gmatter, and
Glight in the Horndeski theory given in Eq. (4) with the
11
detectors sources ǫ0 zmax
3 Voyager 30M⊙ BBH 0.5 0.10
10M⊙ BBH 0.5 0.046
BNS 0.03 - 0.3 0.38
3 CE 30M⊙ BBH 0.5 0.80
10M⊙ BBH 0.5 0.39
BNS 0.03 - 0.3 2.8
3 ET-D 30M⊙ BBH 0.5 0.45
10M⊙ BBH 0.5 0.20
BNS 0.03 - 0.3 0.65
TABLE III. Parameters for the redshift identification model
ǫ(z).
numerical method we developed previously in [27]. In
the method, we compute the time evolutions of physi-
cal quantities consistently with the cosmological back-
ground. We apply the same method here, but what
makes a difference from the previous work is the range
of redshift and the computation of Gmatter and Glight.
We extend the redshift out to z = 1, where the future
GW detectors are able to probe, and discuss prospective
constraints on the gravitational couplings.
We define a parameterization of the Horndeski theory
in the flat FLRW Universe
ds2 = −dt2 + a2(t)δijdxidxj . (33)
Using the look-back conformal time τLB
τLB(a) =
∫ 1
a
da′
a′2H(a′)
, (34)
as a time variable, the time dependence of φ is expanded
as the Taylor series to the Nth order
φ(τLB) =Mφ
N∑
n=0
φ(n)
n!
τnLB , (35)
where φ(n) ≡ dnφ/dτnLB and Mφ is the normalization
of φ at τLB = 0, being unfixed. Hereafter we assume
N = 3 to make φ slowly varying out to higher redshifts.
When we take the cosmic expansion in the ΛCDM model
HΛCDM(a) as in Eq. (22), the look-back time in Eq. (34)
is expanded around a = 0 as
τLB(a) = τLB(0)− 1
H0at
√
1− Ωm
×
{
2
(
a
at
)1/2
+O
((
a
at
)7/2)}
.
(36)
Here we introduce the scale factor at which the energy
density of matter equals to that of the cosmological con-
stant, at ≡ (Ωm/(1 − Ωm))1/3. Notice that τLB(0) and
at are determined once we fix Ωm and H0. Hereafter we
assume Ωm = 0.3080 to be consistent with the Planck ob-
servation of cosmic microwave background (CMB) [52].
Then we obtain H0τLB(0) ∼ 3.27 and at ∼ 0.76, i. e.,
zt = a
−1
t − 1 ∼ 0.31. Equation (36) gives τLB with
respect to a for a ≪ at, representing the time in the
matter-dominated Universe. The approximation for τLB
breaks down at a > at (z < zt) and may lose an accuracy
in computations at low redshifts. For instance, the exact
value is H0τLB(z = 0.1) = 0.10, while the approximated
value from Eq. (36) is H0τLB(z = 0.1) = 0.19. However,
the discrepancy in the approximation of τLB is absorbed
by the coefficients φ(n) and the normalization of φ, caus-
ing no inconsistency. We choose the normalization of φ
in the following way. Substituting Eq. (36) into Eq. (35),
we approximate φ as
φ(a) ≃ M˜φ
{
c
(0)
φ +
N∑
n=1
c
(n)
φ (1− an/2)
}
. (37)
Here we normalize the coefficients of φ with its asymp-
totic value at a = 0, that is, φ(τLB(0)) in Eq. (35) so
that
M˜φ = Mφ
∑N
n=0
φ(n)
n! τ
n
LB(0)
c
(0)
φ +
∑N
n=1 c
(n)
φ
. (38)
Notice that N = 3 is the same as in Eq. (35) to guar-
antee the smoothness of the functional shape. The
time evolution of φ(a) is controlled by the coefficients
c
(n)
φ (n = 0, 1, 2, 3) instead of φ
(n). We assume without
loss of generality that the coefficients c
(n)
φ (n=0,1,2,3)
span in the range [−1, 1]. This is because the energy
scale of φ, namely, M˜φ determines the normalization of
φ. The approximation of φ in Eq. (37) traces the mod-
els such that φ changes in time at intermediate redshifts,
z . 10 as shown in Fig. 8. At low redshifts, φ diversely
fluctuates, depending on the random coefficients. On the
contrary, at higher redshifts z & 10, φ converges to its
initial value and φ˙ derived from Eq. (37) by differentiat-
ing with respect to t in both sides of the equation uni-
versally scales, regardless of the random parameters, as
φ˙/H ∝ −√a ∝ −(1+z)−1/2. Thus, the time evolution of
φ becomes relatively slower as a redshift increases. In our
previous work [27], the applicable range of a redshift was
limited to z . 1 and is now extended to higher redshifts
due to the different parametrization of time.
Next we move on to the parameterization of arbitrary
functions Gi (i = 2, 3, 4). To trace various types of Gi,
we parameterize Gi as
Gappi (φ,X) ≡ Gi(Mpl, M˜φ, H0)
Napp∑
m,n=0
gi,mn
m!n!
φˆmXˆn . (39)
HereNapp controls the truncation order for the expansion
of the Gappi with respect to φˆ and Xˆ. φˆ and Xˆ are the
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FIG. 8. Time variation of φ with different random coefficients,
c(n)(n = 0, 1, 2, 3).
dimensionless quantities given as φˆ ≡ φ/M˜φ and Xˆ ≡
φ˙2/2H2M˜2φ. The dot denotes the derivative with respect
to physical time t. We normalize X with the Hubble
parameter H = H(φ,X ; t), keeping Xˆ a small expansion
parameter at any redshifts we consider.5 Hereafter, we
take H in the normalization of X as H = HΛCDM. This
is justified from the model filtering condition in the next
subsection to require that H should be close to that in
the ΛCDM cosmology. We assume that Napp = 3 to
guarantee for Gappi to change slowly in time, compared
with the cosmic expansion. Since we consider the action
(4) of the Horndeski theory after GW170817, g4,mn = 0
for n ≥ 1. The coefficients Gi are the time-independent
normalization factors such as
G2 = M4c , G3 =
M4c
M˜φH20
, G4 = M
4
c
H20
, (40)
where Mc ≡
√
MplH0 is the critical energy associated
with the cosmic acceleration. With the normalizations
in Eq. (40), all the terms in each Gappi are potentially
relevant to the dynamics of the cosmic expansion at late
time. In other words, we can take the dimensionless co-
efficients in Eq. (39) as random numbers in the range of
[−1, 1]. Therefore, given all the coefficients in the ex-
pansions, we can determine the time evolution of φ by
Eq. (37) and then Gappi by Eq. (39) as a function of time.
Hereafter Gi (i=2,3,4) are replaced with G
(app)
i in all the
following equations.
5 The inclusion of H = H(φ,X; t) in Gapp
i
in Eq. (39) could violate
a property of the Horndeski theory such that the G function is
an implicit function of t, i. e., ∂tGi = 0. Since the approximation
of the G functions with Eq. (39) is applied after the derivation
of the equations of motion and the physical quantities, there is
no inconsistency in the computation of the physical quantities.
B. Consistency conditions for model extraction
In the process of producing models above, we do not
solve the equations of motion. To check the validity of
models, we filter them with the two following criteria:
consistency and stability.
(i). Consistency with ΛCDM cosmology:
We collect the models whose cosmological time
evolution, HHorn and H˙Horn, is close to that of
ΛCDM cosmology. The Hubble parameter and its
time derivative, HHorn and H˙Horn, are given by the
Friedmann equations in Eqs. (A4) and (A5) in Ap-
pendix A. To obtain them, we substitute HΛCDM
and φ(t) for the right-hand side of Eqs. (A6) and
(A7). Then we impose consistency criteria as
FH :
∣∣∣∣1−HHorn/HΛCDM
∣∣∣∣ < 20% , (41)
FdH :
∣∣∣∣1− H˙Horn/H˙ΛCDM
∣∣∣∣ < 20% . (42)
The abbreviations “FH” and “EdH” represent “Fil-
ter of the Hubble parameter” and “Filter of the
derivative of the Hubble parameter”, respectively.
Equations (41) and (42) work so that only the
models whose cosmic expansions are similar to
HΛCDM and H˙ΛCDM are allowed to pass through.
We choose the allowed ranges of the deviation from
the ΛCDM model as 20%, based on current various
observations of the Hubble parameter shown in the
Table I of [63]. The condition for H˙Horn controls the
deviation of H˙Horn from H˙ΛCDM within the same
error as the Hubble parameter and filters the rapid
changes of the Hubble parameter. Besides, the con-
ditions guarantee that a given φ(t) is a solution of
the equations of motion within the observational
error of the Hubble parameter. We check the con-
sistency conditions at specific redshifts: z=0, 0.1,
0.5, 1.0, 1.5, and 2.0, where the constraints on the
Hubble parameter exist [63].
(ii). Stability of the theory:
To avoid ghost and gradient instabilities for the
perturbations of scalar and tensor modes, the con-
ditions
stab : QS > 0, c
2
S > 0, QT > 0 , (43)
must be satisfied (We already set to cT = 1). All
the quantities are given in Appendix A. For the
computation, we substitute H = HΛCDM, H˙ =
H˙ΛCDM into the quantities. Matter density ρ˜m and
pressure p˜m are identified with matter density such
as ρ˜m = 3M
2
plH
2
0Ωma
−3/M2∗ and p˜m = 0, respec-
tively. Again we impose the stability conditions at
specific redshifts: z=0, 0.1, 0.5, 1.0, 1.5, and 2.0.
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FIG. 9. Time evolution of the correlation between Glight and Gmatter at super-Compton limit. The color bar shows the value
of αM . The diagonal dashed lines show Gmatter = Glight, i.e. ∆γ = 0. Top: models without G3 term. Bottom: models with G3
term. The range of αM covers over 95% of all the filtered models.
C. Model distributions
From Eqs. (5)-(7), we obtain Gmatter = Glight at the
super-Compton scales, while Glight and Gmatter are not
equivalent at the sub-Compton scales. To see these be-
haviors, it is useful to see the correlation between Gmatter
and Glight. In addition to that, we are interested in how
αM is distributed and related to Gmatter and Glight. In
Figs. 9 and 10, we distribute the models filtered by the
conditions in Sec. IVB and show αM in color on the
Glight-Gmatter plane at different redshifts for two repre-
sentative models of the Horndeski theory.
At first glance, there is little difference between the
Horndeski Lagrangian with/ without the G3 function.
This explicitly shows that the G3 term does not play
any significant role to distribute models in the parameter
space.
At the super-Compton scales in Fig. 9, all the models
are aligned along the diagonal line, while at the sub-
Compton scales in Fig. 10, the off-diagonal scatter is ap-
parent. This trend at sub-Compton scales is expected
since the fluctuations of a scalar field become significant,
as discussed in Sec. II A. The offset trend is traced back
to the third term in Eq. (7).
For convenience to discuss the offset trend, we intro-
duce the gravitational slip parameter γ [6, 64, 65]6 as
Φ = γΨ , (44)
where Φ and Ψ are the linear perturbations in Eq. (1).
In general relativity, γ = 1, while in general theories of
modified gravity, γ 6= 1. Therefore, γ 6= 1 explicitly cap-
tures the modification of gravity. We further introduce
the deviation parameter ∆γ ≡ γ− 1. Let us focus on the
sub-Compton scales. By using Eqs. (2), (3), and (44),
∆γ relates to the gravitational couplings as
Glight
Gmatter
= 1 +
∆γ
2
, (45)
and from Eqs. (6) and (7),
∆γ =
√
2
c2SD
αMβξ
1 + β2ξ
. (46)
When ∆γ = 0, the offset disappears and there are two
different branches αM = 0 or βξ = 0. From Eq. (A14),
the latter is the case of αB = −2αM , known as No Slip
Gravity [69].
Taking a closer look at low redshifts below z = 1 in
Fig. 10, the offset trend we observe implies ∆γ < 0, con-
sequently αMβξ < 0 from Eq. (46). To understand the
6 In the literature [66–68], the gravitational slip parameter has
different definitions.
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FIG. 10. Time evolution of the correlation between Glight and Gmatter at sub-Compton limit. The color shows the value of αM .
The diagonal dashed lines show Gmatter = Glight, i.e. ∆γ = 0. Top: models without G3 term. Bottom: models with G3 term.
The range of αM covers over 95% of all the filtered models.
condition αMβξ < 0, we recall the relation among αM ,
αB, and G3, which comes from Eqs. (A1) and (A3),
αB = −αM + φ˙XG3X
HG4
. (47)
The case when G3 = 0 (the top panels in Fig. 10), we
obtain αB = −αM . In this case, by substituting βξ in
Eq. (A14) for Eq. (46) and using αB = −αM , ∆γ be-
comes
∆γ = − α
2
M
c2SD(1 + β
2
ξ )
. (48)
Since we impose the stability conditions, c2S > 0 and
D > 0, ∆γ < 0 is always satisfied for a non-zero αM .
Consequently, the offset scatters above the diagonal line,
as seen in the top panels of Fig. 10.
The opposite case ∆γ > 0 with a nonzero G3 is also
possible in principle. However, the bottom panels of
Fig. 10 in the presence of G3 show no trend of ∆γ > 0.
To have a positive ∆γ, the second term on the right-hand
side in Eq. (47) should be negative and dominate the first
term. In other words, φ should decrease in time as rapid
as the cosmic expansion. However, this is not the case,
indicating that the models such that φ changes rapidly
is less supported by our filtering conditions we imposed.
The absence of the contribution from the G3 term in
Eq. (47) is because of the small value of X . In fact, the
derivative of G3 with respect to X and the multiplication
ofX in the term φ˙XG3X/HG4 bring the suppression fac-
tor proportional to Xˆ3/2. The smallness of Xˆ is due to
the filtering conditions on the cosmic expansion history
in Eqs. (41) and (42). As explicitly shown in Fig. 11,
the filters in Eqs. (41) and (42) preferencially choose the
models with smaller magnitude of Xˆ . This is because
the time variation of the energy density on the right-
hand side in Eq. (A4) is slow to keep the agreement with
the ΛCDM model. For these reasons, the models with
∆γ > 0 do not appear.
The interesting feature is the signature of αM . We
clearly see that the trend αM . 0 at low redshifts, that
is, M2∗ decreases in time. In addition, the magnitude of
αM is of the order of 0.1. At the super-Compton scales,
the models with negative αM have smaller Gmatter and
Glight, namely, M
2
∗ larger than M
2
pl from Eq. (5). On
the other hand, at the sub-Compton scales, the values of
Gmatter and Glight distribute more widely from smaller to
larger and the offset scatter significantly correlates with
the negative values of αM , unlike the super-Compton
case. This difference arises since the magnitude of βξ is
larger as that of αM is larger. In other words, Gmatter
and Glight at the sub-Compton scales are significantly
diversified by the larger magnitude of αM , explicitly
breaking the equivalence principle of gravity.
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FIG. 11. The probability distribution of Xˆ , showing the roles
of the filters at z = 0.1. In the legend, “FH”, “FdH”, and
“stab” denote the filters in Eqs. (41), (42), and (43), respec-
tively. “no filtering” denotes the distribution without any
filter.
D. Negative sign of αM
Remarkably, the origin of the negative value of αM is
the conditions that the cosmic expansion history should
be similar to that of the ΛCDM model. As shown in
Fig. 12, the consistency conditions for HHorn and H˙Horn
are essential to bias αM toward the negative side as the
redshift becomes smaller. Looking at the Friedmann
equation in Eq. (A4) divided by 3H2 for the both sides
of the equation, we obtain
1 =
Veff
3M2∗H
2
+
ρm
3M2∗H
2
+O(Xˆ) , (49)
where we omit the kinetic terms and define Veff as
Veff = −3M2∗H2αM + V (φ) . (50)
Here V (φ) denotes the terms in G2 depending only on φ.
When the Universe is accelerating and the kinetic energy
Xˆ is small, i. e., the second and last terms in Eq. (49) are
negligible, Veff ∼ 3M2∗H2. The both terms in Eq. (50)
equivalently contribute to Veff because there is no prior
knowledge about which term is more significant than the
other. Therefore, it is probabilistically reasonable to as-
sume −3M2∗H2αM ∼ V (φ) ∼ 0.5Veff > 0. As a result,
αM stays negative.
The other evidence for αM < 0 is the signature of H˙.
From Fig. 12, we find that the time variation of αM with
redshifts is small, i.e., |α˙M/HαM | ≪ 1. Since α˙M is
negligibly small, we can drop the term with α˙M from
Eq. (A8) and obtain
(αM + 2)
H˙
H2
= αM − ρm
H2M2∗
+ (kinetic terms for φ) ,
(51)
where we omit α2M and take pm = 0. When the second
and last terms in Eq. (51) are negligibly small compared
to αM , namely, corresponding to the epoch when the
Universe is accelerating with the slow-rolling scalar field,
the signature of the H˙ is the same as αM/(αM+2). Since
the range of αM is |αM | < 1 in Fig. 12, the consistency
condition in Eq. (42) selects H˙ < 0 and consequently
αM < 0.
We conclude for the reasons above that αM < 0 is sta-
tistically favored as a general trend of the viable models
in the Horndeski theory. By fitting the mean values of
αM as a function of redshifts in Fig. 13 with a commonly-
used fitting formula αM = αM0a
s, we obtain the time
evolution of αM as
αM = −0.5980 · a1.753 , (52)
namely, αM0 = −0.5980 and s = 1.753.
We comment the following two points on the negative-
ness of αM . Firstly, we can show that the signature of
αM does not affect the condition c
2
S > 0 at the lead-
ing order. By substituting Eq. (A8) into Eq. (A12), we
obtain
c2S =
2X(G2X − 2G3φ)/H2M2∗ + 3α2M/2 + ∆
αK + 3α2B/2
, (53)
where ∆ in the numerator denotes
∆ = (αM + αB)
{
H˙
H2
− φ¨
Hφ˙
+ 4− αM + αB
2
}
+
α˙M + α˙B
H
. (54)
Under the approximation Xˆ ≪ 1 obtained from the con-
ditions in Eqs. (41) and (42) (more directly see Fig. 11),
we obtain the following equations from Eqs. (47) and
(A2),
αB = −αM +O(Xˆ3/2) , (55)
αK =
2X(G2X − 2G3φ)
H2M2∗
+O(Xˆ3/2), (56)
By using Eqs. (55) and (56), c2S is given by
c2S = 1 +O(Xˆ1/2) , (57)
where we use αK + 3α
2
B/2 = O(Xˆ) and ∆ = O(Xˆ3/2).
The formula in Eq. (57) explicitly states that the condi-
tion c2S > 0 is nothing to do with the value of αM . Sec-
ondly, one might consider that the negative αM or the
decrease ofM2∗ seem to be counter-intuitive as a behavior
of the cosmic acceleration because a larger gravitational
coupling could decelerate the Universe more by stronger
gravitational attraction. However, we find thatM∗ larger
than Mpl is realized in the filtered solutions. As a result,
Gmatter and Glight remain smaller than the Newton con-
stant at the super-Compton scale. In Fig. 13, at low
redshifts, M2∗ mostly stays larger than M
2
pl, while αM is
negative. Therefore, αM . 0 and weaker gravitational
couplings are compatible.
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FIG. 12. The effect of the consistency filters. The points at
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E. Impliction for future GW observation
The gravitational slip parameter ∆γ is positively corre-
lated with αM , as we see in Fig. 14. More quantitatively,
both of ∆γ and αM are of the order of −0.1 at z = 0.
Observationally, the negativeness of αM is interesting be-
cause GW amplitude is enhanced than in general relativ-
ity, as seen from Eqs. (11)-(13). Since the possible range
of αM parameter will be significantly constrained at the
level of ∼ 0.01 by the third-generation GW detectors,
most models of the Horndeski theory with ∆γ . −0.01
(most models we obtained numerically) will be tested. If
we can measure on ν at the levels of 0.5, 0.1, and 0.02
and no deviation from GR is found, rejection fractions
out of all models plotted in Fig. 14 (corresponding lower
limits on ∆γ) are 65.37% (& −1.5), 99.88% (& −0.031),
and 99.99% (& −10−3), respectively. We emphasize that
positive αM and ∆γ are hardly realized in our numerical
model sampling, as we explained in the previous subsec-
tion. Therefore, without a positive detection, almost all
models we generated will be ruled out, resulting in the
test of the equivalence principle at cosmological distance
with an unprecedented precision.
FIG. 14. The contour plot of ∆γ on the Gmatter−Glight plane
at z = 0.
V. DISCUSSIONS
Here we discuss the current constraints on αM and
compare sensitivities of different observations to αM .
A. Local measurements
Although in the model of the Horndeski theory in
Eq. (4), the Vainshtein mechanism produces the New-
tonian law of gravity at small scales, whereas the time
variation of the gravitational couplings are allowed at
cosmological scales [70]. However, the direct measure-
ments of the gravitational couplings with local astronom-
ical objects can give the constraint on the present value
of αM , denoted by αM0, by connecting a local solution of
a scalar field to a cosmological solution. For instance, the
observations of the binary pulsars [71] and the lunar laser
ranging experiments [72] currently give the constraints7
|G˙/G| ≈ 0.02H0. As pointed out by [70], these observa-
tions directly measure αM , namely |αM0| < 0.02, which
7 The upper limit can be stronger by one order of magnitude by
assuming the advanced models of the lunar core rotation for lunar
laser ranging [73] and of solar mass loss for Mercury’s ephemeris
[74].
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gives the tightest constraint on αM so far. As we dis-
cussed in this paper, the GW observation can constrain
αM at the order of 0.01, which is comparable with the
local measurements such as the binary pulsar and the lu-
nar laser ranging. More importantly, the observation of
GW propagation does not rely on gravity at local scales
but can measure modification of gravity at cosmological
scales directly. Potentially, the GW observation allows
us to measure not only the time dependence of αM but
also the scale dependence. For these reasons, the GW
observation combined with the local measurements is sig-
nificant to check the consistency of a gravity theory over
the wide ranges of space and time.
B. Cosmological measurements
It is known that cosmological observations also put
bounds on the gravitational couplings. For instance,
the gravitational constant G is constrained at the time
of the Big Bang nucleosynthesis, |1 − G/GN | < 20%
[75, 76]. Moreover, G has been constrained by the de-
tailed analyses of the CMB anisotropy [77–79]. However,
these constraints are implicitly based on that the equiv-
alence principle of gravity holds through the past of the
Universe, which is in general not the case among the
modified gravity theories. Recently, the constraint on
αM0 has been obtained from the CMB observation by
Planck [6], by jointly analyzing the galaxy survey data
[15] and the recent cosmic shear measurement data by
KiDS and GAMA observations [17]. In these studies,
the violation of the equivalence principle is taken into
account by implementing Gmatter and Glight for cosmo-
logical perturbations. The current stringent bound on
αM0 is |αM0| < 0.04 [6]. However, in order to put the
bounds on Gmatter, Glight, and αM by cosmological ob-
servations, it is crucial to assume simple forms of the
time evolutions for them, except for specific models such
as the Jordan-Brans-Dicke theory [80, 81]. In this sense,
it is difficult to compare the constraining power of these
cosmological observations with GW observations. In ad-
dition, the simple parametrization may be problematic
in that it cannot cover the whole parameter space of the
Horndeski theory.
The recent paper [82] points out that the stable re-
gion of the Horndeski theory significantly depends on the
parametrization taken, showing explicitly with a com-
mon parameterization αM = αM0a
s. Additionally, the
paper [9] argues that stability conditions affect the pos-
sible range of αM , depending on its parameterization. As
shown in Sec. IVC, the fitting formula in Eq. (52) satis-
fies the stability condition in Eq. (43). Nevertheless, the
fitting coefficients in the formula violate the stability cri-
teria in [82] (see F3 condition in Sec. 3). This implies that
the parameterization for αM crucially drops the physical
information of the Horndeski theory.
Irrespective of the parametrization issue, combining
GW observations with the cosmological ones such as Eu-
clid [83], LSST[84], and SKA [85, 86] is important be-
cause they are complimentary and can break degeneracies
in the large parameter space of αM , αB, and αK . The
GW observation itself can also measure these parameters
through Gmatter and Glight by observing the lensing sig-
nal of GWs induced by the large-scale structures of the
Universe [16]. We keep the detailed study with multiple
tracers for the future work.
VI. CONCLUSIONS
In this paper, we have studied how modification of
gravity, particularly, in Horndeski theory with cT = 1,
affects the properties of GW propagation. In the for-
mer part, we have estimated the measurement errors of
the modification parameters with Voyager and the third
generation detectors such as CE and ET, showing that
• the measurement errors of the gravity modification
parameters, ν and µ, hardly depend on a redshift
due to the accumulation effect during propagation,
• a heavier source in general gives a smaller error,
• the future GW observation can reach the measure-
ment error of ∆ν ≈ 0.02 or less, significantly de-
pending on the maximum redshift at which a source
redshift can be identified with electromagnetic ob-
servations and on the intrinsic merger rates of bi-
nary sources.
In the latter part, we have studied the model distribu-
tion of the Horndeski theory with a numerical approach.
We performed a Monte Carlo-based numerical simulation
and computed Gmatter, Glight, and αM . We found that
• Gmatter ≈ Glight in the super-Compton case, while
Gmatter ≥ Glight in the sub-Compton case,
• model-filtering conditions consistent with ΛCDM
cosmology preferentially select the negative sign of
αM at lower redshifts z < 1, indicating that the
observed amplitude of a GW is relatively enhanced.
Thus, the future GW observations can constrain ν in the
general formalism of GW propagation and equivalently
αM in the Horndeski theory at the precision of O(0.01),
which is comparable with the local measurements such
as the binary pulsars and the lunar laser ranging. The
strength of the GW observations is that it does not rely
on gravity at local scales but can measure modification
of gravity at cosmological scales directly, allowing us to
measure not only the time dependence of αM but also the
scale dependence of αM . In the future, the GW observa-
tions combined with the local and cosmological measure-
ments play a significant role to check the consistency of
a gravity theory at cosmological distance.
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Appendix A: Computation of model parameters
Here we use the α parametrization for the Horndeski
theory by Bellini and Sawicki [87] and introduce the ex-
plicit expressions of physical quantities necessary for the
computations in the main text. Based on the Lagrangian
of the Horndeski theory after GW170817 (cT = 1), the
time-evolving fundamental parameters are reduced to
HM2∗αM =
d
dt
M2∗ = 2φ˙G4φ , (A1)
H2M2∗αK = 2X(G2X + 2XG2XX − 2G3φ − 2XG3φX)
+ 12φ˙XH(G3X +XG3XX) ,
(A2)
HM2∗αB = 2φ˙(XG3X −G4φ) , (A3)
with M2∗ = 2G4.
The Friedmann equations in the Horndeski theory are
given by
3H2 = ρ˜m + E˜ , (A4)
2H˙ + 3H2 = −p˜m − P˜ , (A5)
where the matter energy density and pressure are ρ˜m ≡
ρm/M
2
∗ and p˜m ≡ pm/M2∗ . The quantities E˜ and P˜ are
given by
M2∗ E˜ = −G2 + 2X(G2X −G3φ)
+ 6φ˙H(XG3X −G4φ) , (A6)
M2∗ P˜ = G2 − 2X(G3φ − 2G4φφ)
+ 4φ˙HG4φ −M2∗αBH
φ¨
φ˙
. (A7)
It is useful to present an additional equation for H˙
from Eqs. (A4) - (A7) as
(2 + αM )M
2
∗ H˙ = −HM2∗ α˙M +H2M2∗αM (1 − αM )
− 2X(G2X − 2G3φ)− 6φ˙HXG3X
+ (αM + αB)
M2∗Hφ¨
φ˙
− ρm − pm ,
(A8)
where we replaced G4φφ with α˙M by using the relation
α˙M = H
{
4XG4φφ
H2M2∗
+
(
φ¨
Hφ˙
− H˙
H2
)
αM − α2M
}
.
(A9)
The action of a scalar field ζ and tensor modes hij at
the quadratic order is given by
S2 =
∫
dtd3xa3
[
QS
(
ζ˙2 − c
2
S
a2
(∂iζ)
2
)
+QT
(
h˙2ij −
c2T
a2
(∂khij)
2
)]
, (A10)
where
QS =
2M2∗D
(2− αB)2 , (A11)
c2S = −
1
H2D
{
(2− αB)
[
H˙ − 1
2
H2αB −H2αM
]
−Hα˙B + ρ˜m + p˜m
}
, (A12)
D = αK +
3
2
α2B ,
QT =
M2∗
8
. (A13)
To avoid the ghost and gradient instabilities, we should
impose the conditions: QS > 0, c
2
S > 0, and QT > 0.
A combination of the above functions defines
βξ = −
√
2
c2SD
(αB
2
+ αM
)
. (A14)
Appendix B: Detector noise power spectra
We give the fitting formulas to the original power spec-
tra of detector noise:
• Voyager
Sh(f) = exp
[
114.158− 239.608 (logf)
+ 106.701 (logf)2 − 25.1711 (logf)3
+ 3.28936 (logf)4 − 2.24500× 10−1 (log f)5
+ 6.24738× 10−3 (log f)6] . (B1)
• CE
Sh(f) = exp
[
13.2133− 147.068 (logf)
+ 68.7631 (logf)2 − 16.6009 (logf)3
+ 2.17634 (logf)4 − 1.46744× 10−1 (log f)5
+ 3.99167× 10−3 (log f)6] . (B2)
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• ET-D
Sh(f) = exp
[−77.040758821+ 49.059400375 (logf)
− 574.22111339 (logf)2 + 1458.0537777 (logf)3
− 1945.8076716 (logf)4 + 1624.3455366 (logf)5
− 919.88895662 (logf)6 + 370.29239747 (logf)7
− 108.96849033 (logf)8 + 23.811578869 (logf)9
− 3.8858541906 (logf)10
+ 4.7183060556× 10−1 (log f)11
− 4.2012506692× 10−2 (log f)12
+ 2.6632249588× 10−4 (log f)13
− 1.1374031387× 10−4 (log f)14
+ 2.9321596012× 10−6 (log f)15
− 3.4453217899× 10−8 (log f)16] . (B3)
Appendix C: Time-dependent detector response
functions
Here we show for which detector network the time-
evolving response functions affect parameter estimation.
Figures 15 and 16 show SNR and the parameter estima-
tion errors for BNS at z = 0.1 detected by the detec-
tor networks composed of CE or ET-D without and with
time-dependent response functions due to the Earth’s ro-
tation. For a single detector of CE and ET-D, the Earth’s
rotation should be considered because ν error and ΩS er-
ror are improved due to the time evolution. However,
with three detectors, a source direction is well determined
by triangulation and the parameter estimation errors are
not improved by the time-dependent response functions.
In the two-detector case, the results depend on CE or
ET-D. ET has a triangle shape and is composed of effec-
tively two orthogonal detectors at the same cite. Thus,
the two-ET-D case has four orthogonal detectors in effect
and enables to point the sky direction, while the two-CE
case, whose arms are physically orthogonal, has only two
detectors and fails to triangulate the source direction.
Therefore, we have to take into account the effect of the
Earth rotation for one-CE, one-ET-D, and two-CE cases.
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