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a b s t r a c t
This paper deals with the solvability of the third order nonlinear neutral delay difference
equation
12 (an1(xn + βnxn−τ ))+12f (n, xn−b1n , xn−b2n , . . . , xn−bkn )
+1g(n, xn−c1n , xn−c2n , . . . , xn−ckn ) = h(n, xn−d1n , xn−d2n , . . . , xn−dkn ), n ≥ n0,
relative to the sequence {βn}n∈Nn0 ⊂ R. Using the Krasnoselskii’s fixed point theorem and
Schauder’s fixed point theorem, a few sufficient conditions of the existence of uncountably
many bounded positive solutions for the equation are presented. Seven examples are
included to demonstrate the advantages and effectiveness of the results presented in this
paper.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlinear difference equations always represent discrete models in economics, neutral networks, ecology, computer
science etc. In recent years, many authors have studied the oscillation, non-oscillation, asymptotic behavior and solvability
for various second and third order difference equations, see, for example, [1–12] and the references cited therein.
Jinfa [5] derived the existence of a non-oscillatory solution for the second order neutral delay difference equation with
positive and negative coefficients
12 (xn + pxn−m)+ pnxn−k − qnxn−l = 0, n ≥ n0 (1.1)
under the condition p ∈ R \ {−1} by utilizing the Banach’s fixed point theorem. Thandapani et al. [11] considered several
necessary and sufficient conditions for the asymptotic behavior of nonoscillatory solutions of the second order difference
equation
1(an1xn) = qnxn+1, n ≥ 0 (1.2)
and obtained a few sufficient conditions for the asymptotic behavior of certain types of nonoscillatory solutions of the second
order difference equation
1(an1xn) = qnf (xn+1), n ≥ 0. (1.3)
Li and Zhu [6] gave the asymptotic behavior of the second order nonlinear difference equation
1(rn−11xn−1)+ qn(1xn)β − pnxαn = en, n ≥ 0. (1.4)
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Rath et al. [9] studied the necessary conditions for every solution of the second order nonlinear neutral delay difference
equation
1 (rn1(yn − pnyn−m))+ qng(yn−k) = fn, n ≥ 0 (1.5)
and suggested the existence of a positive solution for Eq. (1.5) with pn = 1 by using the Krasnoselskii’s fixed point theorem
and Schauder’s fixed point theorem, respectively. Liu et al. [8] introduced the second order nonlinear neutral delay difference
equation
1 (an1(xn + bxn−τ ))+ f (n, xn−d1n , xn−d2n , . . . , xn−dkn) = cn, n ≥ n0 (1.6)
and investigated the existence of uncountably many bounded non-oscillatory solutions for Eq. (1.6) by using the Banach’s
fixed point theorem. By means of the Reccati transformation techniques, Saker [10] discussed the third order difference
equation
13xn + pnxn+1 = 0, n ≥ n0 (1.7)
and proved some sufficient conditions which are sufficient for all solutions to be oscillatory or tend to zero. Using the
Schauder’s fixed point theorem, Yan and Liu [12] established the existence of a bounded non-oscillatory solution for the
third order difference equation
13xn + f (n, xn, xn−r) = 0, n ≥ n0 (1.8)
and obtained a necessary and sufficient condition for Eq. (1.8) to have a bounded non-oscillatory solution {xn}n≥n0 with
limn→∞ xn = d. Andruch and Sobilo [2] investigated the third order linear difference equations of neutral type
13(xn − pnxσn)± qnxτn = 0, n ≥ n0 (1.9)
and under the conditions
pn ∈ (0, 1], σn = n+ k, τn = n+ l, k, l ∈ N
or
pn > 1, σn = n− k, τn = n− l, k, l ∈ N
they got sufficient conditions under which all solutions of Eq. (1.9) are oscillatory. Grace and Hamedani [4] discussed the
difference equations
13(xn − xn−τ )± qn|xx−σ |3sgnxn−σ = 0, n ≥ 0, (1.10)
where {qn}n≥n0 is a nonnegative sequence, c is a positive constant, τ and σ are positive integers. Under certain conditions,
they gave some new criteria for the oscillation of all solutions or all bounded solutions of Eq. (1.10).
However, to the best of our knowledge, nothing has been done with the solvability for the following more general third
order nonlinear neutral delay difference equation
12 (an1(xn + βnxn−τ ))+12f (n, xn−b1n , xn−b2n , . . . , xn−bkn)
+1g(n, xn−c1n , xn−c2n , . . . , xn−ckn) = h(n, xn−d1n , xn−d2n , . . . , xn−dkn), n ≥ n0, (1.11)
where τ , k ∈ N, n0 ∈ N0, {an}n∈Nn0 and {βn}n∈Nn0 are real sequences with an ≠ 0 for all n ∈ Nn0 , {bln, cln, dln : n ∈ Nn0 , l ∈{1, 2, . . . , k}} ⊂ Zwith
lim
n→∞(n− bln) = limn→∞(n− cln) = limn→∞(n− dln) = +∞, l ∈ {1, 2, . . . , k}
and f , g, h ∈ C(Nn0 × Rk,R). This paper attempts to fill this gap in the literature. Using the Krasnoselskii’s fixed point
theorem, Schauder’s fixed point theorem and some new techniques but without the Lipschitz continuity and monotonicity
of the functions f , g and h, we establish several existence results of uncountably many bounded positive solutions for
Eq. (1.11) relative to all {βn}n∈Nn0 ⊂ R. The results presented in this paper extend, sharp and improve some known results
in [5,8,9,11,12]. Several examples which dwell upon the importance of our results are also included.
2. Preliminaries
Throughout this paper, we assume that R = (−∞,+∞), Z,N and N0 stand for the sets of all integers, positive integers
and nonnegative integers, respectively,
Nn0 = {n : n ∈ N0 with n ≥ n0}, Zβ = {n : n ∈ Zwith n ≥ β},
β = min{n0 − τ , α}, α = inf{n− bln, n− cln, n− dln : 1 ≤ l ≤ k, n ∈ Nn0}.
For i ∈ {1, 2, 3}, 1i denotes the i-th order forward difference operator, that is, 1xn = xn+1 − xn, 1ixn = 1(1i−1xn) for
i ∈ {2, 3} and n ∈ Z. Put l∞β to denote the Banach space of all bounded sequences on Zβ with norm
‖x‖ = sup
n∈Zβ
|xn| for x = {xn}n∈Zβ ∈ l∞β .
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Let
Ω(N,M) = x = {xn}n∈Zβ ∈ l∞β : N ≤ xn ≤ M, n ∈ Zβ , ∀M > N > 0.
Obviously,Ω(N,M) is a closed bounded and convex subset of l∞β for anyM > N > 0.
By a solution of Eq. (1.11), we mean a real sequence {xn}n∈Zβ with a positive integer T ≥ n0+ τ +|β| such that Eq. (1.11)
is satisfied for all n ≥ T . In [13], Banaś and Goebel proved many criteria of compactness in the space like l∞β .
Definition 2.1 ([3]).A subsetD of l∞β is said to be uniformly Cauchy (or equi-Cauchy) if for every ε > 0 there exists a positive
integer K > β such that
|xi − xj| < ε
whenever i, j > K for any x = {xn}n∈Zβ ∈ l∞β .
The lemma below is a discrete analog of the Arzela–Ascoli theorem [13].
Lemma 2.1 (Discrete Arzela–Ascoli’s Theorem [3]). Each bounded and uniformly Cauchy subset of l∞β is relatively compact.
Lemma 2.2 (Krasnoselskii’s Fixed Point Theorem). Let X be a Banach space, let D be a bounded closed convex subset of X and
let T1, T2 be mappings from D into X such that T1x+ T2y ∈ D for every pair x, y ∈ D. If T1 is a contraction and T2 is completely
continuous, then the equation
T1x+ T2x = x
has a solution in D.
Lemma 2.3 (Schauder’s Fixed Point Theorem). Let D be a nonempty closed convex subset of a Banach space X and T : D → D be
a continuous mapping such that T (D) is a relatively compact subset of X. Then T has at least one fixed point in D.
Lemma 2.4. Let τ ∈ N, n0 ∈ N0, {an}n∈Nn0 and {bn}n∈Nn0 be two nonnegative sequences. Then
∞−
i=0
∞−
s=n0+iτ
∞−
t=s
asbt < +∞⇐⇒
∞−
s=n0
∞−
t=s
sasbt < +∞. (2.1)
Proof. For each t ∈ R, [t] denotes the integer part of t . Notice that
∞−
i=0
∞−
s=n0+iτ
∞−
t=s
asbt =
∞−
s=n0
∞−
t=s
asbt +
∞−
s=n0+τ
∞−
t=s
asbt +
∞−
s=n0+2τ
∞−
t=s
asbt + · · ·
=
∞−
s=n0
∞−
t=s

1+
[
s− n0
τ
]
asbt
and
lim
s→∞
1+  s−n0
τ

s
τ
= 1.
That is, (2.1) holds. This completes the proof. 
3. Existence of uncountably many bounded positive solutions
In this section, we use the Krasnoselskii’s fixed point theorem, Schauder’s fixed point theorem and some new techniques
to show the existence of uncountably many bounded positive solutions of Eq. (1.11) under various conditions on the
sequence {βn}n∈Nβ ⊂ R.
Our main results are as follows:
Theorem 3.1. Let M and N be two constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying
|f (n, u1, u2, . . . , uk)| ≤ Wn, |g(n, u1, u2, . . . , uk)| ≤ Pn,
|h(n, u1, u2, . . . , uk)| ≤ Qn, ∀(n, u1, u2, . . . , uk) ∈ Nn0 × [N,M]k
(3.1)
and
max
 ∞−
t=n0
Wt
|at | ,
∞−
s=n0
∞−
t=s
Pt
|as| ,
∞−
s=n0
∞−
t=s
t − s+ 1
|as| Qt

< +∞. (3.2)
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Assume that there exists a constant c ∈ 0, M−N2M  and an integer n1 ∈ Nn0 satisfying
|βn| ≤ c, ∀n ≥ n1. (3.3)
Then Eq. (1.11) possesses uncountably many bounded positive solutions inΩ(N,M).
Proof. Set L ∈  12 (N + cM), 12M(1− c). It follows from (3.2) and (3.3) that there exists T ≥ n0 + n1 + τ + |β| sufficiently
large such that
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] ≤ min{M(1− c)− 2L, 2L− cM − N}. (3.4)
Define two mappings UL and SL : Ω(N,M)→ l∞β by the formulas
(ULx)n =

L− βnxn−τ , n ≥ T
(ULx)T , β ≤ n < T , (3.5)
(SLx)n =

L+
∞−
t=n
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+(t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , n ≥ T
(SLx)T , β ≤ n < T
(3.6)
for each x = {xn}n∈Zβ ∈ Ω(N,M).
We now show that ULx+ SLy ∈ Ω(N,M) for any x, y ∈ Ω(N,M) and UL is a contraction. In light of (3.1) and (3.3)–(3.6),
we derive that for any x = {xn}n∈Zβ , y = {yn}n∈Zβ ∈ Ω(N,M) and n ≥ T ,
|(ULx)n + (SLy)n − 2L| =
−βnxn−τ + ∞−t=n 1at f t, xt−b1t , xt−b2t , . . . , xt−bkt 
−
∞−
s=n
∞−
t=s
1
as

g

t, yt−c1t , yt−c2t , . . . , yt−ckt
+ (t − s+ 1)h t, yt−d1t , yt−d2t , . . . , yt−dkt 

≤ |βn|xn−τ +
∞−
t=n
1
|at |
f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
∞−
s=n
∞−
t=s
1
|as|
g t, yt−c1t , yt−c2t , . . . , yt−ckt + (t − s+ 1) h t, yt−d1t , yt−d2t , . . . , yt−dkt 
≤ cM +
∞−
t=n
Wt
|at | +
∞−
s=n
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤ cM +min{M(1− c)− 2L, 2L− cM − N}
≤ min{M − 2L, 2L− N},
which yield that
N ≤ (ULx)n + (SLy)n ≤ M, ∀n ≥ T ,
that is, ULx+ SLy ∈ Ω(N,M) for any x, y ∈ Ω(N,M). On account of (3.3) and (3.5), we gain that for any x = {xn}n∈Zβ , y ={yn}n∈Zβ ∈ Ω(N,M) and n ≥ T
|(ULx)n − (ULy)n| ≤ |βn||xn−τ − yn−τ | ≤ c‖x− y‖,
which implies that
‖ULx− ULy‖ ≤ c‖x− y‖, ∀x, y ∈ Ω(N,M),
which together with c ∈ [0, M−N2M ) gives that UL : Ω(N,M)→ l∞β is a contraction.
In order to prove that SL is completely continuous in Ω(N,M), we have to show that SL is continuous in Ω(N,M) and
SL(Ω(N,M)) is relatively compact. Suppose that {xm}m∈N is an arbitrary sequence in Ω(N,M) and x ∈ Ω(N,M) with
limm→∞ xm = x, where xm = {xmn }n∈Zβ for each m ∈ N and x = {xn}n∈Zβ . Using (3.1), (3.2), limm→∞ xm = x and the
continuity of f , g and h, we know that for given ε > 0, there exist T1, T2 and T3 ∈ Nwith T3 > T2 > T1 > T satisfying
∞−
t=T1
Wt
|at | +
∞−
s=T1
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] <
ε
16
; (3.7)
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max
 ∞−
t=T2
1
|as| [Pt + (t − s+ 1)Qt ] : T ≤ s ≤ T1

<
ε
16T1
; (3.8)
max
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt  ,g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt  ,h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
<
ε
16T1T2(A+ B) , ∀m ≥ T3, T ≤ t ≤ T2, (3.9)
where
A = max

1
|as| : T ≤ s ≤ T2

, B = max

t − s+ 1
|as| : T ≤ s ≤ T1, s ≤ t ≤ T2

. (3.10)
Using (3.6)–(3.10), we infer that
‖SLxm − SLx‖ = sup
|(SLxm)n − (SLx)n| : n ∈ NT
≤
∞−
t=T
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
∞−
s=T
∞−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
≤
T1−
t=T
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−
s=T
∞−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+ 2
∞−
t=T1+1
Wt
|at | + 2
∞−
s=T1+1
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
<
T1−
t=T
A
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−
s=T
T2−
t=s

A
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ B h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+ 2
T1−
s=T
∞−
t=T2+1
1
|as| [Pt + (t − s+ 1)Qt ]+
ε
8
≤ εA(T1 − T + 1)
16T1T2(A+ B) +
εA(T1 − T + 1)(T2 − T + 1)+ εB(T1 − T + 1)(T2 − T + 1)
16T1T2(A+ B)
+ 2ε(T1 − T + 1)
16T1
+ ε
8
< ε, ∀m ≥ T3,
which means that SL is continuous inΩ(N,M).
Note that (3.1), (3.3), (3.4) and (3.6) yield that
‖SLx‖ = sup
L+ ∞−t=n 1at f t, xt−b1t , xt−b2t , . . . , xt−bkt −
∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
 : n ∈ NT

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≤ L+
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤ L+min{M(1− c)− 2L, 2L− cM − N}
< M, ∀x = {xn}n∈Zβ ∈ Ω(M,N),
that is, SL(Ω(N,M)) is bounded.
Nextwe assert that SL(Ω(N,M)) is uniformly Cauchy. Let ε > 0. It follows from (3.6) and (3.8) that for any x = {xn}n∈Zβ ∈
Ω(N,M) andm, n ≥ T1
|(SLx)m − (SLx)n| =
 ∞−t=m 1at f t, xt−b1t , xt−b2t , . . . , xt−bkt −
∞−
t=n
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
s=m
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+
∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 

≤
∞−
t=m
Wt
|at | +
∞−
t=n
Wt
|at | +
∞−
s=m
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]+
∞−
s=n
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
< ε,
which gives that SL(Ω(N,M)) is uniformly Cauchy. Hence Lemma 2.1 implies that SL(Ω(N,M)) is relatively compact.
Consequently Lemma 2.2 ensures that there exists x = {xn}n∈Zβ ∈ Ω(N,M) satisfying ULx + SLx = x, which together
with (3.5) and (3.6) gives that
xn = 2L− βnxn−τ +
∞−
t=n
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , ∀n ≥ T ,
which yields that
1 (xn + βnxn−τ ) = − 1an f

n, xn−b1n , xn−b2n , . . . , xn−bkn
+ ∞−
t=n
1
an

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − n+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , ∀n ≥ T ,
which means that
1 (an1 (xn + βnxn−τ ))+1f

n, xn−b1n , xn−b2n , . . . , xn−bkn

= −g n, xn−c1n , xn−c2n , . . . , xn−ckn− ∞−
t=n
h

t, xt−d1t , xt−d2t , . . . , xt−dkt

, ∀n ≥ T ,
which implies that
12 (an1 (xn + βnxn−τ ))+12f

n, xn−b1n , xn−b2n , . . . , xn−bkn

+1g n, xn−c1n , xn−c2n , . . . , xn−ckn = h n, xn−d1n , xn−d2n , . . . , xn−dkn , ∀n ≥ T
and x = {xn}n∈Zβ is a bounded positive solution of Eq. (1.11) in Ω(N,M). That is, we have proved that for each L ∈ 1
2 (N + cM), 12M(1− c)

, Eq. (1.11) possesses a bounded positive solution x = {xn}n∈Zβ inΩ(N,M).
Finally we prove that Eq. (1.11) has uncountably many bounded positive solutions in Ω(N,M). Let L1, L2 ∈ 1
2 (N + cM), 12M(1− c)

and L1 ≠ L2. Put j ∈ {1, 2}. It follows that there exist a positive integer Tj ≥ n0 + n1 + τ + |β|
and two mappings ULj and SLj satisfying (3.4)–(3.6), where L and T are replaced by Lj and Tj, respectively, and
∞−
t=T3
Wt
|at | +
∞−
s=T3
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] <
1
2
|L1 − L2| for some T3 > max{T1, T2}. (3.11)
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Obviously, there exists zj = {zjn}n∈Zβ ∈ Ω(N,M) such that ULjzj + SLjzj = zj, which is a bounded positive solution of
Eq. (1.11) inΩ(N,M) for j ∈ {1, 2}. In view of (3.5) and (3.6) we obtain that
zjn = 2Lj − βnzjn−τ +
∞−
t=n
1
at
f

t, zjt−b1t , zjt−b2t , . . . , zjt−bkt
− ∞−
s=n
∞−
t=s
1
as

g

t, zjt−c1t , zjt−c2t , . . . , zjt−ckt

− (t − s+ 1)h t, zjt−d1t , zjt−d2t , . . . , zjt−dkt  , ∀n ≥ Tj, j ∈ {1, 2}. (3.12)
Combining (3.1), (3.3) and (3.12), we get that for any n ≥ T3
|z1n − z2n| ≥ 2|L1 − L2| − βn|z1n−τ − z2n−τ |
−
∞−
t=n
1
|at |
f t, z1t−b1t , z1t−b2t , . . . , z1t−bkt − f t, z2t−b1t , z2t−b2t , . . . , z2t−bkt 
−
∞−
s=n
∞−
t=s
1
|as|
g t, z1t−c1t , z1t−c2t , . . . , z1t−ckt − g t, z2t−c2t , z2t−c2t , . . . , z2t−ckt 
+ (t − s+ 1) h t, z1t−d1t , z1t−d2t , . . . , z1t−dkt − h t, z2t−d1t , z2t−d2t , . . . , z2t−dkt 
≥ 2|L1 − L2| − c‖z1 − z2‖ − 2
 ∞−
t=T3
Wt
|at | +
∞−
s=T3
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

. (3.13)
It follows from (3.11) and (3.13) that
‖z1 − z2‖ ≥ 21+ c

|L1 − L2| −
∞−
t=T3
Wt
|at | −
∞−
s=T3
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

≥ 1
1+ c |L1 − L2|
> 0,
that is, z1 ≠ z2. Thus Eq. (1.11) has uncountably many bounded positive solutions in Ω(N,M). This completes the
proof. 
Theorem 3.2. Let M and N be two constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and (3.2). Assume that there exist a constant c > MM−N and an integer n1 ∈ Nn0 satisfying
βn ≥ c, ∀n ≥ n1. (3.14)
Then Eq. (1.11) possesses uncountably many bounded positive solutions in l∞β .
Proof. Let L ∈ N + Mc ,M. It follows from (3.2) that there exists an integer T ≥ n0+n1+τ+|β| sufficiently large satisfying
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] < min

M − L, L− N − M
c

. (3.15)
Put
ΩT =

x = {xn}n∈Zβ ∈ l∞β :
N
βn+τ
≤ xn ≤ M
βn+τ
, n ≥ T ; N
βT+τ
≤ xn ≤ M
βT+τ
, β ≤ n < T

.
It is clear thatΩT is a bounded closed convex subset of l∞β . Define two mappings UL and SL : ΩT → l∞β by
(ULx)n =

1
βn+τ
(L− xn+τ ), n ≥ T ,
(ULx)T , β ≤ n < T ,
(3.16)
(SLx)n =

1
βn+τ
 ∞−
t=n+τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
s=n+τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+(t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , n ≥ T ,
(SLx)T , β ≤ n < T
(3.17)
for each x = {xn}n∈Zβ ∈ ΩT .
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By means of (3.1), (3.2) and (3.14)–(3.17), we infer that for any x = {xn}n∈Zβ , y = {yn}n∈Zβ ∈ ΩT and n ≥ T .
(ULx)n + (SLy)n = 1
βn+τ

L− xn+τ +
∞−
t=n+τ
1
at
f

t, yt−b1t , yt−b2t , . . . , yt−bkt

−
∞−
s=n+τ
∞−
t=s
1
as

g

t, yt−c1t , yt−c2t , . . . , yt−ckt
+ (t − s+ 1)h t, yt−d1t , yt−d2t , . . . , yt−dkt 

≤ 1
βn+τ

L− N
βn+τ
+
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

≤ 1
βn+τ

L+min

M − L, L− N − M
c

≤ M
βn+τ
and
(ULx)n + (SLy)n ≥ 1
βn+τ

L− M
βn+τ
−
∞−
t=T
Wt
|at | −
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

≥ 1
βn+τ

L− M
c
−min

M − L, L− N − M
c

≥ N
βn+τ
,
which give that ULx+ SLy ∈ ΩT for any x, y ∈ ΩT . It is easy to verify that
‖ULx− ULy‖ ≤ 1c ‖x− y‖, ∀x, y ∈ ΩT ,
that is, UL is a contraction inΩT because c > MM−N > 1.
As in the proof of Theorem 3.1, we conclude similarly that SL is completely continuous. Thus Lemma 2.2means that there
is x = {xn}n∈Zβ ∈ ΩT such that ULx+ SLx = x, which is a bounded positive solution of Eq. (1.11) inΩT ⊂ l∞β .
Let L1, L2 ∈

N + Mc ,M

and L1 ≠ L2. Let j ∈ {1, 2}. It follows that there exist a positive integer Tj ≥ n0 + n1 + τ + |β|,
a closed bounded and convex subset ΩTj of l
∞
β , and two mappings ULj and SLj satisfying (3.15)–(3.17), where L and T are
replaced by Lj and Tj, respectively, and (3.11) holds for some T3 > max{T1, T2}. Clearly, there exists zj = {zjn}n∈Zβ ∈ ΩTj
such that ULjzj + SLjzj = zj, which means that zj is a bounded positive solution of Eq. (1.9) inΩTj ⊂ l∞β for each j ∈ {1, 2}. By
(3.16) and (3.17) we obtain that
zjn = 1
βn+τ

Lj − zjn+τ +
∞−
t=n+τ
1
at
f

t, zjt−b1t , zjt−b2t , . . . , zjt−bkt
 − ∞−
s=n+τ
∞−
t=s
1
as

g

t, zjt−c1t , zjt−c2t , . . . , zjt−ckt

+ (t − s+ 1)h t, zjt−d1t , zjt−d2t , . . . , zjt−dkt  , ∀n ≥ Tj, j ∈ {1, 2}. (3.18)
In view of (3.1), (3.11) and (3.18) we conclude that
|z1n − z2n| ≥ 1
βn+τ

|L1 − L2| − |z1n+τ − z2n+τ |
−
∞−
t=n+τ
1
|at |
f t, z1t−b1t , z1t−b2t , . . . , z1t−bkt − f t, z2t−b1t , z2t−b2t , . . . , z2t−bkt 
−
∞−
s=n+τ
∞−
t=s
1
|as|
g t, z1t−c1t , z1t−c2t , . . . , z1t−ckt − g t, z2t−c2t , z2t−c2t , . . . , z2t−ckt 
+ (t − s+ 1) h t, z1t−d1t , z1t−d2t , . . . , z1t−dkt − h t, z2t−d1t , z2t−d2t , . . . , z2t−dkt 
≥ 1
βn+τ

|L1 − L2| −
∞−
t=T3
Wt
|at | −
∞−
s=T3
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

− 1
c
‖z1 − z2‖
> −1
c
‖z1 − z2‖, ∀n ≥ T3. (3.19)
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By means of (3.19) we get that
‖z1 − z2‖ > −1c ‖z1 − z2‖,
that is, z1 ≠ z2. Consequently, Eq. (1.11) has uncountably many bounded positive solutions in l∞β . This completes the
proof. 
Theorem 3.3. Let M and N be two constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and (3.2). Assume that there exist a constant c > MM−N and an integer n1 ∈ Nn0 satisfying
βn ≤ −c, ∀n ≥ n1. (3.20)
Then Eq. (1.11) possesses uncountably many bounded positive solutions in l∞β .
Proof. Let L ∈ N,M(1− 1c ). It follows from (3.2) and (3.20) that there exist T ≥ n0 + n1 + τ + |β| sufficiently large such
that
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] < min

L− N,M − M
c
− L

. (3.21)
Set
ΩT =

x = {xn}n∈Zβ ∈ l∞β :
−N
βn+τ
≤ xn ≤ −M
βn+τ
, n ≥ T ; −N
βT+τ
≤ xn ≤ −M
βT+τ
, β ≤ n < T

.
Clearly,ΩT is a closed bounded and convex subset of l∞β . Define two mappings UL and SL : ΩT → l∞β by (3.17) and
(ULx)n =

1
βn+τ
(−L− xn+τ ), n ≥ T ,
(ULx)T , β ≤ n < T
(3.22)
for each x = {xn}n∈Zβ ∈ ΩT .
By (3.1), (3.2), (3.17) and (3.20)–(3.22), we deduce that for any x = {xn}n∈Zβ , y = {yn}n∈Zβ ∈ ΩT and n ≥ T
(ULx)n + (SLy)n = 1
βn+τ

−L− xn+τ +
∞−
t=n+τ
1
at
f

t, yt−b1t , yt−b2t , . . . , yt−bkt

−
∞−
s=n+τ
∞−
t=s
1
as

g

t, yt−c1t , yt−c2t , . . . , yt−ckt
+ (t − s+ 1)h t, yt−d1t , yt−d2t , . . . , yt−dkt 

≤ 1
βn+τ

−L+ M
βn+τ
−
∞−
t=T
Wt
|at | −
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

≤ 1
βn+τ

−L− M
c
−min

L− N,M − M
c
− L

≤ −M
βn+τ
and
(ULx)n + (SLy)n ≥ 1
βn+τ

−L− xn+τ +
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]

≥ 1
βn+τ

−L+min

L− N,M − M
c
−M

≥ −N
βn+τ
,
which give that ULx+ SLy ∈ ΩT for any x, y ∈ ΩT . The rest of the proof is similar to that of Theorems 3.1 and 3.2 and hence
is omitted. This completes the proof. 
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Theorem 3.4. Let M and N be two constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and (3.2). Assume that there exist a positive constant c < M−NM and an integer n1 ∈ Nn0 satisfying
0 ≤ βn ≤ c, ∀n ≥ n1. (3.23)
Then Eq. (1.11) possesses uncountably many bounded positive solutions inΩ(N,M).
Proof. Let L ∈  12 (N + cM), 12M. It follows from (3.2) and (3.23) that there exists T ≥ n0 + n1 + τ + |β| sufficiently large
such that
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] < min {M − 2L, 2L− cM − N} .
Define two mappings UL and SL : Ω(N,M) → l∞β by (3.5) and (3.6), respectively. The rest of the proof is similar to that of
Theorem 3.1 and is omitted. This completes the proof. 
Theorem 3.5. Let M and N be two constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and (3.2). Assume that there exist a positive constant c < M−NM and an integer n1 ∈ Nn0 satisfying
− c ≤ βn ≤ 0, ∀n ≥ n1. (3.24)
Then Eq. (1.11) possesses uncountably many bounded positive solutions inΩ(N,M).
Proof. Let L ∈  12N, 12 (1− c)M. It follows from (3.2) and (3.24) that there exists T ≥ n0 + n1 + τ + |β| sufficiently large
such that
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] < min {(1− c)M − 2L, 2L− N} .
Define two mappings UL and SL : Ω(N,M) → l∞β by (3.5) and (3.6), respectively. The rest of the proof is similar to that of
Theorem 3.1 and is omitted. This completes the proof. 
Theorem 3.6. Let M and N be constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and (3.2). Assume that there exists an integer n1 ∈ Nn0 satisfying
βn = 1, ∀n ≥ n1. (3.25)
Then Eq. (1.11) possesses uncountably many bounded positive solutions inΩ(N,M).
Proof. Set L ∈ (N,M). (3.2) ensures that there exists T ≥ n0 + n1 + τ + |β| sufficiently large such that
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] ≤ min {M − L, L− N} . (3.26)
Define a mapping SL : Ω(N,M)→ l∞β by
(SLx)n =

L+
∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+(t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , n ≥ T ,
(SLx)T , β ≤ n < T
(3.27)
for each x = {xn}n∈Zβ ∈ Ω(N,M).
In view of (3.1), (3.2) and (3.27), we derive that for every x = {xn}n∈Zβ ∈ Ω(N,M) and n ≥ T
|(SLx)n − L| =
 ∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 

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≤
∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
Wt
|at | +
∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤
∞−
t=T
Wt
|at | +
∞−
s=T
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤ min{M − L, L− N},
which means that SL(Ω(N,M)) ⊆ Ω(N,M) and ‖SLx‖ ≤ M for all x ∈ Ω(N,M).
It follows from (3.2) that for given ε > 0, there exists T1 ≥ T satisfying (2.7). In light of (3.8) and (3.27), we deduce that
for any x = {xn}n∈Zβ ∈ Ω(N,M) andm, n ≥ T1
|(SLx)m − (SLx)n|
=
 ∞−
i=1
m+2iτ−1−
t=m+(2i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
i=1
m+2iτ−1−
s=m+(2i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+
∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 

≤
∞−
i=1
m+2iτ−1−
t=m+(2i−1)τ
Wt
|at | +
∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
Wt
|at | +
∞−
i=1
m+2iτ−1−
s=m+(2i−1)τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
+
∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤
∞−
t=m
Wt
|at | +
∞−
t=n
Wt
|at | +
∞−
s=m
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]+
∞−
s=n
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
< ε,
which yields that SL(Ω(N,M)) is uniformly Cauchy. As in the proof of Theorem 3.1, we conclude that SL is continuous in
Ω(N,M). Thus Lemma 2.3 means that SL possesses a fixed point x = {xn}n∈Zβ ∈ Ω(N,M). It follows from (3.27) that for
n ≥ T + τ
xn = L+
∞−
i=1
n+2iτ−1−
t=n+(2i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
i=1
n+2iτ−1−
s=n+(2i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
and
xn−τ = L+
∞−
i=1
n+(2i−1)τ−1
t=n+2(i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
i=1
n+(2i−1)τ−1
s=n+2(i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  ,
which yield that
xn + xn−τ = 2L+
∞−
t=n
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , ∀n ≥ T + τ ,
which means that x = {xn}n∈Zβ ∈ Ω(N,M) is a bounded positive solution of Eq. (1.11). The rest of the proof is similar to
that of Theorem 3.1 and is omitted. This completes the proof. 
Theorem 3.7. Let M and N be constants with M > N > 0 and {Wn}n∈Nn0 , {Pn}n∈Nn0 and {Qn}n∈Nn0 be three nonnegative
sequences satisfying (3.1) and
max
 ∞−
i=0
∞−
t=n0+iτ
Wt
|at | ,
∞−
i=0
∞−
s=n0+iτ
∞−
t=s
Pt
|as| ,
∞−
i=0
∞−
s=n0+iτ
∞−
t=s
(t − s+ 1)
|as| Qt

< +∞. (3.28)
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Assume that there exists an integer n1 ∈ Nn0 satisfying
βn = −1, ∀n ≥ n1. (3.29)
Then Eq. (1.11) possesses uncountably many bounded positive solutions inΩ(N,M).
Proof. Let L ∈ (N,M). It follows from (3.28) that there exists T ≥ n0 + n1 + τ + |β| sufficiently large satisfying
∞−
i=1
∞−
t=T+iτ
Wt
|at | +
∞−
i=1
∞−
s=T+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] ≤ min{M − L, L− N}. (3.30)
Define a mapping SL : Ω(N,M)→ l∞β by
(SLx)n =

L−
∞−
i=1
∞−
t=n+iτ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

+
∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+(t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , n ≥ T ,
(SLx)T , β ≤ n < T
(3.31)
for all x = {xn}n∈Zβ ∈ Ω(N,M). Making use of (3.1), (3.28), (3.30) and (3.31), we infer that for every x = {xn}n∈Zβ ∈ Ω(N,M)
and n ≥ T
|(SLx)n − L| =
 ∞−
i=1
∞−
t=n+iτ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 

≤
∞−
i=1
∞−
t=n+iτ
Wt
|at | +
∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤
∞−
i=1
∞−
t=T+iτ
Wt
|at | +
∞−
i=1
∞−
s=T+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
≤ min{M − L, L− N},
which means that SL(Ω(N,M)) ⊆ Ω(N,M) and ‖SLx‖ ≤ M for each x ∈ Ω(N,M).
Next we prove that SL(Ω(N,M)) is uniformly Cauchy. Indeed, for any given ε > 0, (3.28) means that there exists T ∗ ≥ T
with
∞−
i=1
∞−
t=T∗+iτ
Wt
|at | +
∞−
i=1
∞−
s=T∗+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] <
ε
2
. (3.32)
It follows from (3.1), (3.31) and (3.32) that for any x = {xn}n∈Zβ ∈ Ω(N,M) andm, n ≥ T ∗
|(SLx)m − (SLx)n| =
 ∞−
i=1
∞−
t=m+iτ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
i=1
∞−
t=n+iτ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt

−
∞−
i=1
∞−
s=m+iτ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+
∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt
+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 

≤
∞−
i=1
∞−
t=m+iτ
Wt
|at | +
∞−
i=1
∞−
t=n+iτ
Wt
|at | +
∞−
i=1
∞−
s=m+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
+
∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
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≤ 2
∞−
i=1
∞−
t=T∗+iτ
Wt
|at | + 2
∞−
i=1
∞−
s=T∗+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
< ε,
which yields that SL(Ω(N,M)) is uniformly Cauchy.
Now we assert that SL is continuous in Ω(N,M). Suppose that {xm}m∈N is an arbitrary sequence in Ω(N,M) and
x ∈ Ω(N,M) with limm→∞ xm = x, where xm = {xmn }n∈Zβ for each m ∈ N and x = {xn}n∈Zβ . It follows from (3.1) and
(3.28), limm→∞ xm = x and the continuity of f , g and h that there exist T1, T2, T3 and T4 ∈ N with T3 > T2 > T1 > T
satisfying
∞−
i=T1
∞−
t=T+iτ
Wt
|at | +
∞−
i=T1
∞−
s=T+τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] <
ε
16
; (3.33)
∞−
t=T+T2τ
Wt
|at | +
∞−
s=T+T2τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ] <
ε
16T1
; (3.34)
T1−1−
i=1
T+T2τ−1−
s=T+iτ
∞−
t=T+T3τ
1
|as| [Pt + (t − s+ 1)Qt ] <
ε
16
; (3.35)
T1−1−
i=1
T+T2τ−1−
t=T+iτ
A
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−1−
i=1
T+T2τ−1−
s=T+iτ
T+T3τ−1−
t=s

A
g(t, xmt−c1t , xmt−c2t , . . . , xmt−ckt )− g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+B h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
<
ε
16
, ∀m ≥ T4, (3.36)
where
A = max

1
|as| : T ≤ s ≤ T + T2τ

,
B = max

t − s+ 1
|as| : T ≤ s ≤ T + T2τ , s ≤ t ≤ T + T3τ

.
(3.37)
In terms of (3.31) and (3.33)–(3.37), we have
‖SLxm − SLx‖ ≤
∞−
i=1
∞−
t=T+iτ
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
∞−
i=1
∞−
s=T+iτ
∞−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
=
T1−1−
i=1
T+T2τ−1−
t=T+iτ
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−1−
i=1
∞−
t=T+T2τ
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
∞−
i=T1
∞−
t=T+iτ
1
|at |
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−1−
i=1
T+T2τ−1−
s=T+iτ
T+T3τ−1−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
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+
T1−1−
i=1
T+T2τ−1−
s=T+iτ
∞−
t=T+T3τ
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+
T1−1−
i=1
∞−
s=T+T2τ
∞−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+
∞−
i=T1
∞−
s=T+iτ
∞−
t=s
1
|as|
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ (t − s+ 1) h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
≤
T1−1−
i=1
T+T2τ−1−
t=T+iτ
A
f t, xmt−b1t , xmt−b2t , . . . , xmt−bkt − f t, xt−b1t , xt−b2t , . . . , xt−bkt 
+
T1−1−
i=1
T+T2τ−1−
s=T+iτ
T+T3τ−1−
t=s

A
g t, xmt−c1t , xmt−c2t , . . . , xmt−ckt − g t, xt−c1t , xt−c2t , . . . , xt−ckt 
+ B h t, xmt−d1t , xmt−d2t , . . . , xmt−dkt − h t, xt−d1t , xt−d2t , . . . , xt−dkt 
+ 2
T1−1−
i=1
∞−
t=T+T2τ
Wt
|at | + 2
T1−1−
i=1
∞−
s=T+T2τ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
+ 2
T1−1−
i=1
T+T2τ−1−
s=T+iτ
∞−
t=T+T3τ
1
|as| [Pt + (t − s+ 1)Qt ]
+ 2
∞−
i=T1
∞−
t=T+iτ
Wt
|at | + 2
∞−
i=T1
∞−
s=T+iτ
∞−
t=s
1
|as| [Pt + (t − s+ 1)Qt ]
<
ε
16
+ 2(T1 − 1)ε
16T1
+ 2ε
16
+ 2ε
16
< ε, ∀m ≥ T4,
which yields that SL is continuous inΩ(N,M). It follows from Lemmas 2.1 and 2.3 that SL has a fixed point x = {xn}n∈Zβ ∈
Ω(N,M). Notice that for each n ≥ T + τ
xn = L−
∞−
i=1
∞−
t=n+iτ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
+ ∞−
i=1
∞−
s=n+iτ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt 
and
xn−τ = L−
∞−
i=1
∞−
t=n+(i−1)τ
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
+ ∞−
i=1
∞−
s=n+(i−1)τ
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  ,
which imply that
xn − xn−τ =
∞−
t=n
1
at
f

t, xt−b1t , xt−b2t , . . . , xt−bkt
− ∞−
s=n
∞−
t=s
1
as

g

t, xt−c1t , xt−c2t , . . . , xt−ckt

+ (t − s+ 1)h t, xt−d1t , xt−d2t , . . . , xt−dkt  , ∀n ≥ T + τ ,
which yields that
12(an1(xn − xn−τ )) = −12f

n, xn−b1n , xn−b2n , . . . , xn−bkn

−1g n, xn−c1n , xn−c2n , . . . , xn−ckn+ h(n, xn−d1n , xn−d2n , . . . , xn−dkn), ∀n ≥ T + τ ,
which together with (3.29) means x = {xn}n∈Zβ ∈ Ω(N,M) is a bounded positive solution of Eq. (1.11). The rest of the proof
is similar to that of Theorem 3.1 and is omitted. This completes the proof. 
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Remark 3.1. Theorems 3.1–3.7 extend Theorem 1 in [5], Theorems 2.1–2.7 in [8] and Theorem 7 in [11], respectively, from
the second order difference equations to the three order neutral delay nonlinear difference equation (1.11).
Remark 3.2. Theorems 3.1, 3.4, 3.5 and 3.7 generalize and improve Theorem 4.7 in [9] and Theorem 2 in [12], respectively.
4. Examples
Now we illustrate the results presented in Section 3 by constructing seven nontrivial examples.
Example 4.1. Consider the third order nonlinear neutral delay difference equation
12

n31

xn + (−1)
nn arctan n
1+ 8n xn−τ

+12

nx15n3 + (−1)n−1
√
nx7n3 −
√
n− 5

+1

2
√
n− x11n−30 sin(n3x5n−30)
n2 + (n+ 2)|x3n−30|

= (−1)
n−1n cos3(n2x9n2−2n)
n4 +√n+ 1(1+ x4n2−2n)
, n ≥ 5, (4.1)
where τ ∈ N is fixed. Let n0 = 5, k = 1,M = 10, N = 5, c = π16 , β = min{5− τ ,−25} and
an = n3, βn = (−1)
nn arctan n
1+ 8n , b1n = n− n
3, c1n = 30, d1n = 3n− n2,
f (n, u) = nu15 + (−1)n−1√nu7 −√n− 5, g(n, u) = 2
√
n− u11 sin(n3u5)
n2 + (n+ 2)|u3| ,
h(n, u) = (−1)
n−1n cos3(n2u9)
n4 +√n+ 1(1+ u4) , Wn = nM
15 +√nM7 +√n− 5,
Pn = 2
√
n+M11
n2 + (n+ 2)N3 , Qn =
n
n4 +√n+ 1(1+ N4) , ∀(n, u) ∈ N5 × [N,M].
It is easy to see that (3.1)–(3.3) hold. Thus Theorem 3.1 implies that Eq. (4.1) possesses uncountably many bounded positive
solutions inΩ(N,M). But Theorem 2 in [12] is unapplicable for Eq. (4.1).
Example 4.2. Consider the third order nonlinear neutral delay difference equation
12

n3 + 1
ln(n+ 3)1

xn +

ln(n− 20)xn−τ

+12

(1+ x2
3n2+n−2) cos
2√n
(n+ 1)3(n+ 5)2

+1
√
n sin2(nx3n−2)
(1+√n+ 1)6

= x
3
n2−1 ln
2(n+ 1)
1+ n3 + |xn2−1|
, n ≥ 21, (4.2)
where τ ∈ N is fixed. Let n0 = 21, k = 1,M = 4, N = 1, c = 32 , β = min{21− τ , 19} and
an = n
3 + 1
ln(n+ 3) , βn =

ln(n− 20), b1n = 2− 3n2, c1n = 2, d1n = n+ 1− n2,
f (n, u) = (1+ u
2) cos2
√
n
(n+ 1)3(n+ 5)2 , g(n, u) =
√
n sin2(nu3)
(1+√n+ 1)6 , h(n, u) =
u3 ln2(n+ 1)
1+ n3 + |u| ,
Wn = (1+M
2)
n5
, Pn = 1n2 , Qn =
M3 ln(n+ 1)
n3 + N , ∀(n, u) ∈ N21 × [N,M].
It is a simplematter to verify that (3.1), (3.2) and (3.14) hold. It follows fromTheorem3.2 that Eq. (4.2) possesses uncountably
many bounded positive solutions in l∞β .
Example 4.3. Consider the third order nonlinear neutral delay difference equation
12

(n5 − 1)1 xn − (n− 31)2xn−τ +12 n− x53n ln(1+ x2n2−n+1)n3 + x23nx2n2−n+1

= (n
2 + 2√n− 9)x21n−3x30n2+n−3
n5 + n|x3n−3 − x4n2+n−3|
, n ≥ 9, (4.3)
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where τ ∈ N is fixed. Let n0 = 9, k = 2,M = 10, N = 5, c = 3, β = min{9− τ , 6} and
an = n5 − 1, βn = −(n− 31)2, b1n = −2n, b2n = −1+ 2n− n2, d1n = 3, d2n = 3− n2,
f (n, u, v) = (n− u
5) ln(1+ v2)
n3 + u2v2 , g(n, u, v) = 0, h(n, u, v) =
(n2 + 2√n− 9)u21v30
n5 + n|u3 − v4| ,
Wn = (n+M
5) ln(1+M2)
n3 + N4 , Pn = 0, Qn =
(n2 + 2√n− 9)M51
n5
, ∀(n, u, v) ∈ N9 × [N,M]2.
It is easy to verify that (3.1), (3.2) and (3.20) hold. Hence Theorem 3.3 ensures that Eq. (4.3) possesses uncountably many
bounded positive solutions in l∞β .
Example 4.4. Consider the third order nonlinear neutral delay difference equation
12

(−1)nn 321

xn + 2n+ 13n+ 2xn−τ

+12

(−1)n−1x7n−4 + nx5n−4 − 2
√
n− 100
n3 + x2n−4

+1

3n−√n+ 1x32n−3
n5 + n|x2n−3|

= (1− n)x
2
n+3 − (1+ (−1)nn) sin5(n5x9n+3)
n4 + |xn+3 cos3(n2x3n+3)|
, n ≥ 100, (4.4)
where τ ∈ N is fixed. Let n0 = 100, k = 1,M = 100, N = 10, c = 34 , β = min{100− τ , 96} and
an = (−1)nn 32 , βn = 2n+ 13n+ 2 , b1n = 4, c1n = 3− n, d1n = −3,
f (n, u) = (−1)
n−1u7 + nu5 − 2√n− 100
n3 + u2 , g(n, u) =
3n−√n+ 1u3
n5 + n|u| ,
h(n, u) = (1− n)u
2 − (1+ (−1)nn) sin5(n5u9)
n4 + |u cos3(n2u3)| , Wn =
M7 + nM5 + 2√n− 100
n3 + N2 ,
Pn = 3n+
√
n+ 1M3
n5 + nN , Qn =
(1+ n)M2 + 1+ n
n4
, ∀(n, u) ∈ N100 × [N,M].
It is clear that (3.1), (3.2) and (3.23) hold. Thus Theorem 3.4 ensures that Eq. (4.4) has uncountably many bounded positive
solutions inΩ(N,M). But Theorem 2 in [12] is not valid for Eq. (4.4).
Example 4.5. Consider the third order nonlinear neutral delay difference equation
12

(n3 − n2 + 1)1

xn − 4
n sin2(2n5 − 3)
5n
xn−τ

+12

n2 + 2n− 1x33n−5x45n2−3

+1

nx32n−3x
5
3n−2 + (−1)n ln n
n3 + x23n−2 + (n+ x2n−3)2

=
√
n+ 1x51n2−4 −
√
n− 18x23n2+3n−1
n4 + nx2
n2−4x
4
n2+3n−1
, n ≥ 18, (4.5)
where τ ∈ N is fixed. Let n0 = 18, k = 2,M = 7, N = 1, c = 45 , β = min{18− τ , 33} and
an = n3 − n2 + 1, βn = −4
n sin2(2n5 − 3)
5n
, b1n = 5− 2n, b2n = 3+ n− 5n2,
c1n = 3− n, c2n = 2− 2n, d1n = 4+ n− n2, d2n = 1− 2n− n2,
f (n, u, v) =

n2 + 2n− 1u3v4, g(n, u, v) = nu
3v5 + (−1)n ln n
n3 + v2 + (n+ u)2 ,
h(n, u, v) =
√
n+ 1u51 −√n− 18v23
n4 + nu2v4 , Wn = M
7(n+ 1), Pn = nM
8 + ln n
n3 + (n+ N)2 ,
Qn =
√
n+ 1M51 +√n− 1M23
n4 + nN6 , ∀(n, u, v) ∈ N18 × [N,M]
2.
Clearly, (3.1), (3.2) and (3.24) hold. It follows from Theorem 3.5 that Eq. (4.5) has uncountably many bounded positive
solutions inΩ(N,M). But Theorem 2 in [12] can not be applied to Eq. (4.5).
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Example 4.6. Consider the third order nonlinear neutral delay difference equation
12

(−1)n−1(n+ 1)21 (xn + xn−τ )
+12 2n+ 1− (n− 2)x7n(n+1)
n+ x2n(n+1)

+1

(−1)nx3n−5 +
√
n ln(1+ nx4n−5)
n3 + 3n+ |xn−5|

= cos(n ln(n
2 − 16))+ n2x5n(n−1)
(n+ 1) 92 + x2n(n−1)
, n ≥ 5, (4.6)
where τ ∈ N is fixed. Let n0 = 5, k = 1,M and N be two constants withM > N > 0, β = min{5− τ , 0} and
an = (−1)n−1(n+ 1)2, βn = 1, b1n = −n2, c1n = 5, d1n = 2n− n2,
f (n, u) = 2n+ 1− (n− 2)u
7
n+ u2 , g(n, u) =
(−1)nu3 +√n ln(1+ nu4)
n3 + 3n+ |u| ,
h(n, u) = cos(n ln(n
2 − 16))+ n2u5
(n+ 1) 92 + u2
, Wn = 2n+ 1+ |n− 2|M
7
n+ N2 ,
Pn = M
3 +√n ln(1+ nM4)
n3 + 3n+ N , Qn =
1+ n2M5
(n+ 1) 92 + N2
, ∀(n, u) ∈ N5 × [N,M].
Obviously, (3.1), (3.2) and (3.25) hold. It follows from Theorem 3.6 that Eq. (4.6) has uncountably many bounded positive
solutions inΩ(N,M).
Example 4.7. Consider the third order nonlinear neutral delay difference equation
12

(n4 − 12n)1 (xn − xn−τ )
+12 √nx9n−3 − (−1)nx5n+2 − (−1) n(n+1)2 x5n−3+1
√
n− 3x73n−2 − 2n2x43n−1
n5 + |x33n−2 − nx23n−1|

= n
3x2
n3+2n−1 ln(1+ nx22n2−2n+3)
(n+ 1)7 + 2 ln3 n , n ≥ 3, (4.7)
where τ ∈ N is fixed. Let n0 = 3, k = 2,M and N be two constants withM > N > 0, β = min{3− τ , 0} and
an = n4 − 12n, βn = −1, b1n = 3, b2n = −2, c1n = 2− 2n,
c2n = 1− 2n, d1n = 1− n− n3, d2n = −3+ 3n− 2n2,
f (n, u, v) = √nu9 − (−1)nv5 − (−1) n(n+1)2 u5, g(n, u, v) =
√
n− 3u7 − 2n2v4
n5 + |u3 − nv2| ,
h(n, u, v) = n
3u2 ln(1+ nv2)
(n+ 1)7 + 2 ln3 n , Wn =
√
nM9 + 2M5, Pn =
√
n− 3M7 + 2n2M4
n5
,
Qn = n
3M2 ln(1+ nM2)
(n+ 1)7 + 2 ln3 n , ∀(n, u, v) ∈ N3 × [N,M]
2.
It follows from Lemma 2.4 that (3.1), (3.28) and (3.29) hold. Hence Theorem 3.7 guarantees that Eq. (4.7) possesses
uncountably many bounded positive solutions inΩ(N,M). But Theorem 4.7 in [9] is not valid for Eq. (4.7).
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