Abstract With the rapid development of smartphones, facial analysis has been playing an increasingly important role in a multitude of mobile applications. In most scenarios, face tracking serves as a crucial first step because more often than not, a mobile application would only need to focus on analysing a specific face in a complex setting. Albeit inheriting many commons traits of the generic visual tracking problem, face tracking in mobile scenarios is characterised by a unique set of challenges, including rapid illumination change, significant scale variation, in-plane and out-of-plane rotation, cluttered background, occlusion, and temporary disappearance of the tracking target. Despite of its importance, mobile face tracking has received little attention in the past. This is largely due to the fact that there has been no suitable benchmark for the development and evaluation of mobile face trackers. In this work, we propose iBUG MobiFace benchmark, the first mobile face tracking benchmark consisting of 50 sequences captured by smartphone users in unconstrained environments. The sequences contain a total of 50,736 frames with 46 distinct identities to be tracked. The tracking target in each sequence is selected with varying difficulties in mobile scenarios. In addition to frame by frame bounding box, the annotations of 9 sequence attributes(e.g. multiple faces) are provided. We further provide a survey of 23 state-of-the-art visual tracker and a comprehensive quantitative evaluation of these methods on the proposed benchmark. In particular, trackers from two most popular frameworks, namely, correlation filter-based tracking and deep learning-based tracking, are studied. Our experiment shows that (a) the performance of all existing generic object trackers drops significantly on the mobile face trackYiming Lin E-mail: yiming.lin15@imperial.ac.uk Jie Shen E-mail: jie.shen07@imperial.ac.uk Shiyang Cheng E-mail: shiyang.cheng11@imperial.ac.uk Maja Pantic E-mail: maja.pantic@gmail.com Imperial College London, UK, SW7 2AZ ing scenario, suggesting the need of more research effort into mobile face tracking, and (b) the effective combination of deep learning tracking and face-related algorithms(e.g. face detection) provides the most promising basis for future developments in the field. The database, annotations and evaluation protocol / code will be made publicly available on the iBUG website 1 .
Introduction
Face tracking is the process of locating a target face in a video over time. With the rapid development of high-end smartphones, face tracking has served as a crucial first step in mobile applications that apply face analysis, e.g. active authentication [51] , facial expression analysis, and mobile interaction [23] . Given an initial location of the target face, face tracking aims at estimating the target's unknown states, e.g. position and scale, in the subsequent frames. Despite recent successes [44, 43] , tracking a face in mobile scenarios remains extremely challenging due to the large appearance variations caused by illumination changes, scale variations, in-plane or out-of-plane rotations, heavy occlusions and target disappearance from the camera view, and etc. While some mobile detection benchmarks [51] and generic object tracking benchmarks have been proposed [75] , there are, to our best knowledge, no public benchmarks for mobile face tracking. The lack of suitable databases makes it extremely difficult to evaluate a tracker's ability to track a face in mobile scenarios.
Albeit inheriting many common traits from generic object tracking [75] , mobile face tracking differ from object tracking in many aspects: Fig. 1 : Annotation difference. Top row: the Girl sequence from a general object tracking database [76] Although the tracking target is a face, when the face rotates out-of-plane, the annotation still gives the hair part. Bottom row: a sequence from our proposed database, we annotate severe outof-plane rotations and occlusions as [0,0,0,0] since the face has disappeared.
-Due to frequent out-of-plane rotations and / or camera motion, the target face can undergo large scale variations during the tracking session, whereas the target's size and the aspect ratio usually do not change significantly in object tracking benchmarks. -Objects normally move slowly and the camera usually stands still in object tracking benchmarks [75] , whereas the use of hand-held smartphones can result in extremely fast camera motion. -In object tracking benchmarks, it is relatively rare to have similar objects in the view, whereas in mobile face tracking, the tracker should be able to distinguish between the target face and other faces in the view (see Fig.2 ). -In object tracking annotations, the target is always annotated with an approximate bounding box even in severe occlusions or rotations. In contrast, faces with severe occlusions or out-of-plane rotations should not be tracked in face tracking as they make no contribution to the face analysis process (See Fig.1 ). -The mobile camera has a smaller field of view compared to conventional digital cameras, thus the face can easily move out of view, i.e., some part or the whole of the target face leaves the view. -Limited computation capability on the mobile devices requires the tracker to be as efficient as possible. -Mobile cameras suffer from rolling-shutter effects [22] , this means in fast camera motion, there will be more unwanted distortions in addition to motion blur.
A good mobile face trackers should not only be able to tackle conventional challenges (e.g. illumination changes) but also able to handle new challenges in mobile scenarios (e.g. outof-view) efficiently.
In this paper, we introduce iBUG MobiFace benchmark, the first mobile face tracking benchmark, which consists of 50 video sequences captured by smartphone users around the world in fully unconstrained environments. There are 50,736 frames from 46 distinct identities to be tracked. The target face is carefully selected with varying difficulties in mobile scenarios. We have manually annotated frame by frame bounding boxes and 9 sequence attributes (e.g. multiple faces) for every sequence. State-of-the-art visual trackers which have achieved top performance on recent visual tracking benchmarks (e.g. Online Tracking Benchmark (OTB) [75] and Visual Online Tracking (VOT) challenges [35] ) are surveyed. These trackers are divided into two categories: (a) Correlation Filter(CF)-based, and (b) Deep Learning(DL)-based. We evaluate 23 representative trackers using the opensource codes from the authors. We provide comprehensive analysis of the results on iBUG MobiFace benchmark. The database, annotations and evaluation protocol / code will be made publicly available on the iBUG website.
Our contributions can be summarised as follows:
-We introduce the iBUG MobiFace benchmark, which is the first of its kind in mobile face tracking. It consists of 50 video sequences and 50,736 frames with 46 identities to be tracked in fully unconstrained mobile scenarios. Evaluation protocols and tools are provided. -We survey state-of-the-art visual trackers from two popular tracking frameworks, namely correlation filters-based tracking and deep learning-based tracking. -We conduct comprehensive quantitative evaluations of 23 advanced trackers on iBUG MobiFace benchmark. [75] . The camera is set still. The object is moving slowly and the scale remains the same. There are no similar objects. Bottom: one example sequence from our proposed database. The face undergoes severe motion blur and large scale variations due to camera movement. Multiple faces are in the view.
The results indicate that mobile face tracking is far from being solved and the effective combination of deep learning and face-related algorithms can be a potential research direction.
The remaining of this paper is organised as follows. We formulate the mobile face tracking problem in Section 2. Section 3 surveys the visual trackers based on (a) correlation filters and (b) deep learning, which have become the stateof-the-art tracking frameworks in the past decade. In Section 4, we introduce the iBUG MobiFace dataset and evaluation protocols. In Section 5, we evaluate 23 advanced trackers on the proposed benchmark and discuss the results. Finally, Section 6 concludes the the survey and benchmark and discusses future directions for mobile face tracking.
Problem formulation
We formulate the mobile face tracking problem using the tracking-by-detection paradigm [35, 75, 76] . The bounding box of the target face is given in the first frame and the goal of mobile face tracking is to find the optimal location and size of the target face in the t-th frame (t > 1), represented as a rectangle r t , that achieve the highest score within the candidate rectangle set R t :
The conditions include the cases where the target face are not observable because of temporary disappearance (becoming out-of-view), out-of-plane rotations and / or severe occlusions. The function Score gives the score of the candidate region r of frame x t given the model parameters from the last frame θ t−1 , while f is a certain image transformation function that transforms the rectangle r. We assume that the location of first frame x 1 is provided in the tracker initialisation stage. Once the position of the target is located, the model parameters is usually updated by minimising a loss function L (θ ; X t ):
where
is the set of historical frames and corresponding rectangles. When i = 1, X 1 represents the groundtruth. R(θ ) with its relative weight λ is used to regularise the model parameters so as to prevent over-fitting. To locate the target accurately and efficiently, the functions in (1) and (2) have to be carefully designed.
Visual trackers survey
In this section we survey state-of-the-art visual trackers from two most popular frameworks, the correlation filter-based approaches and deep learning-based approaches. Trackers from these two frameworks have achieved top performance on the OTB and VOT visual tracking benchmarks [76, 35] . Since face is one of the commonly seen objects in those benchmarks, the generic object trackers are expected to provide a solid base to support further investigation into face tracking. The face tracking problem has received less attention compared to face detection [32] and face recognition [59] . In the literature, only few face trackers are developed [43, 44, 73] . This is possibly due to a common belief that the face tracking problem could be solved by combining a face detector with a face recognition system. However, the efficacy of this naive approach remains doubtful, as it treats each frame as independent and identically distributed and ignores the spatio-temporal information in the video. We argue that, to efficiently track the face, face trackers should based on the successful trackers developed by the object tracking community.
Correlation filter-based tracking
Discriminative Correlation Filters (CFs) have been widely used in many computer vision problems [37] . Recently, CFbased trackers has achieved outstanding performance on both the VOT challenges [35] and the OTB benchmark [76] . A CF can be considered as a holistic appearance encoder and the tracking process is a template matching process. In the initialisation, the CF is trained with the patch cropped from the target in the first frame. A desired output is used as the optimisation target. Next, the CF is convolved with a candidate window that cropped based on the previous location in the subsequent frames. A spatial confidence response map can be generated and the location of the highest value is considered as the prediction in this frame. The CF is then updated according to the prediction.
We denote the features of the training patch as f (x) ∈ R M×N×D and the desired output y ∈ R M×N that is a Gaussianshaped function peaked at the target centre. For initialisation, the optimal CF w * is obtained by minimising the ridge regression loss:
where w d is the d-th channel of the CF, refers to circulant convolution and λ is the constant regularisation factor. Based on the Convolution Theorem and circulant data assumption [26] , the solution can be computed as Hadamard product in the Fourier domain [10] : Table 1 : The table reports the short name of the benchmarked tracker, its improvements, whether it uses GPU, the frame per second (FPS) from the original paper, the implementation as well as the link to the implementation. The initials stand for: P-Pioneering, F-Feature improvement, S-Scale handling, B-Boundary effect handling, L -Long-term components, M -MATLAB, m-matconvnet [68] . The star sign after the FPS stands for the median speed. These trackers are evaluated on the mobile face tracking database in Section 5 whereŷ refers to the Fourier transform of y, denotes Hadamard product and * denotes the complex conjugate.
In the detection process, a search window z is cropped and the features f (z) are used to compute the response map:
whereŵ t−1 is the CF trained from frame 1 to frame t − 1 and F −1 denotes the inverse FFT. The position of the maximum value of g is the prediction in this frame. From this prediction w t−1 is updated using different update schemes, e.g. running average, to obtain w t .
In the following section, we first review the pioneering works that integrated CFs into tracking problem. After that, based on the major contributions to the CF tracking framework, we review the trackers from five perspectives: (a) Feature: different features exploited; (b) Scale handling: the strategy used to handle scale variations; (c) Boundary effects handling: the strategy used to handle boundary effects; (d) Long-term components: the additional component used to allow for long-term tracking.
Pioneering works
MOSSE CFs were first successfully applied to object tracking in [4] where a CF is trained in the frequency domain by minimising the sum of the squared error of the CF output and the desired output. The training examples are generated by randomly rotate the predicted region (using affine transform) in the previous frame, and the desired output of each example was given by a Gaussian-shape function with the peak at the centre of the target. The CF has a closed-form solution in the frequency domain. The learned weights of the CF were then updated by running average in every subsequent frame. In the frequency domain, the correlation between the tracking window and the CF can be computed by element-wise product, allowing the MOSSE tracker to run at extreme speed (669 FPS) [4] while achieving competitive tracking results.
CSK Even though MOSSE is extremely fast and efficient, the CF in MOSSE is barely a simple linear classifier, which is not discriminative enough to serve as the kernel-based classifier, thus lowering the robustness of the trackers. The kernalised CFs were introduced in the CSK tracker [25] . Efficient dense sampling of training data is done by exploiting the circulant matrix of the target region. One main advantage of circulant matrices is that they can be diagonalised in the Fourier domain using the DFT matrix and the base vector. The optimisation of a CF is reformulated as a kernel ridge regression formulation problem. The solution is closed-form as long as the kernel matrix is also circulant. The idea of modelling the movement of the target as circulant matrix takes numerous commonly encountered negative examples into account, while the kernelised formulation allows the pixel intensity of training data to be projected to a higher-dimensional kernel space. Hence the learned CF is able to better distinguish the target from the background.
Features
In MOSSE and CSK, raw pixel intensities are used to train the CF, which are usually very sensitive to noises. Various features have been exploited to improve the CF-based trackers.
Hand-crafted features The multi-channel HOG features [8] were first applied in the KCF [26] tracker to replace the pixel intensities as input in the CSK tracker. The CN [14] tracker also extended the CSK tracker using 11-dimension linguistic colour features, i.e., the colour names [74] as input. After that, the CN and HOG features were combined in the SAMF [40] tracker which won the second place in the VOT2014 challenge [36] . Such HOG and CN feature combination has turned out very effective for tracking and is also applied in [65] . Bertinetto et al. [2] proposed that template features and colour statistics can be complementary, based on the observation that colour statistics are more robust to fast motion but not discriminative enough when the colour distribution of the background is similar to that of the target. On the other hand, template-based features (e.g. HOG) can discriminate the object from the background with similar colour distributions but perform poorly when the target moves rapidly. The resulted tracker, called staple, combines linearly HOG features with a global colour histogram as the input features to the CF. Experiments showed that Staple outperformed most CF-based trackers which use handengineered features on multiple benchmarks [2, 35, 76] .
Convolutional features Convolutional features extracted by
Convolutional Neural Networks(CNNs) have proven very robust in computer vision tasks, including image recognition [61, 24] and object detection [20, 58] . However, a large amount of training data with annotations is required for deep CNNs to learn image representations so as to avoid overfitting. This is normally not the case in the online tracking problem where the first frame is the only training instance available. To exploit the capability of feature extraction of CNNs, many trackers have utilised the CNNs pre-trained on large datasets, e.g. VGGNet [61] , to obtain a discriminative representation of the target.
In [13] , Danelljan et al. propose the DeepSRDCF tracker based on the SRDCF framework [11] to build correlation filters on the features extracted by the first convolutional layer of the VGGNet [61] . The results of the tracker indicated that the features from the early convolutional layers were more suitable for tracking than features from deeper layers and to HOG features. Ma et al. [47] found that while the earlier layers are capable of capturing fine-grained spatial details, the deeper layers can capture more semantics of the target. Hence in [47] , the HCFT tracker is proposed that exploits the hierarchical structure of the VGGNet model. Multiple CFs are trained on three different convolutional layers of the VGGNet model(Conv3-4, Conv4-4 and Conv5-4). The response maps of different layers are then collected to conduct a coarse-to-fine search for the maximum response from the deepest layer to the earliest layer, locating the target in the input frame. The hierarchical convolutional features have also been adopted in [55, 80, 49] . While the convolutional feature maps of different spatial resolutions can be connected by a coarse-to-fine search, the single-resolution input assumption of CFs prohibits the above trackers from fusing the feature maps to produce a joint response. To solve this problem, a multi-resolution feature fusion strategy is proposed in the CCOT tracker [15] . The convolutional feature maps of different resolutions are implicitly interpolated by a learned convolutional operator to have the same spatial resolution, hence the outputs of the CFs on different layers can then be linearly combined into a continuous response map. However, the interpolation process introduces heavy computation burden. A factorised convolution operator is introduced in [9] to speed up the interpolation process. The factorised operator significantly reduces the number of parameters in the CFs, but also allows the effective fusion of convolutional features and hand-engineered features (e.g. HOG and CN). Experiments have shown the resulted ECO tracker has outperformed various state-of-the-art trackers on recent benchmarks [9, 33] . The simplified version of ECO, called ECO-HC, which uses hand-engineered features is able to run at 60 FPS with better accuracy than Staple [2] . The CFCF tracker, [21] , the winner of VOT2017 [33] , is also based on the factorised convolutional operator.
Scale handling
In conventional CF-based trackers such as MOSSE and KCF, the scale of the target is fixed and the trackers are likely to fail when the target suffer from large scale variations. Numerous trackers have employed different strategies to handle scale variations.
Scale pool A scale pool is proposed in the DSST tracker [10] to handle scale variations. It considers the tracking process as two subproblems, i.e., translation estimation and scale estimation. For translation estimation, a multi-dimensional correlation filter is trained on HOG features of the search region, which is similar to KCF [26] , to predict the target position. For scale estimation, the search region is first resized into 32 scales defined in the scale pool by bicubic interpolation. At each scale, the HOG features are computed and then reshaped into a one-dimensional vector. Next, a onedimensional CF is trained on every feature channel and the scale with the maximum response is chosen as the predicted scale. The translation filter and the scale filter are updated separately during tracking. The fDSST tracker [12] further improves the scale searching speed by several approaches such as sub-grid interpolation of correlation scores. Similarly, a scale pool that consists of 7 values ranged from 0.985 to 1.105 is employed in the SAMF tracker [40] . The search region is resized into every scale where different filters are learned. The same idea of the scale pool is also exploited in [65, 47, 78, 11, 15] .
Part-based tracking Part-based tracking has been employed in many trackers to handle scale variations. In [42] , Liu et al. propose to divide the target into several parts each of which was tracked by a KCF [26] . These resulting response maps are weighted and integrated into a Bayesian inference framework for tracking. The scale is handled in the target inference process from multiple parts. In the RPT tracker [41] , the reliability of each part is modelled by a sequential Monte Carlo framework. Based on the reliable patches, a Hough voting-like scheme is then used to estimate the scale of the target. The similar idea of part-based tracking is also used in [1, 45] to handle scale variations.
Despite the above developments in scale handling, an underlying assumption in these trackers is that the aspect ratio of the target remains fixed over time. This is normally true for general objects captured from a long distance. However, for mobile face tracking, the target face can turn sideways frequently, resulting out-of-plane rotations which changes the aspect ratio. Very recently, Huang et al. [31] proposed to integrates the class-agnostic detection proposal method called Edge Boxes [82] , into the CF tracker to handle the aspect ratio changes.
Boundary effects handling
Unwanted boundary effects are introduced by the underlying periodic assumption of circulant data in the CF-based trackers. When the training data is constructed by the circulant matrix of the target region, the information near the boundary is ignored. This severely reduces the diversity of negative examples when training the CFs, thus leading to over-fitting. As a consequence, if the target moves abruptly to the boundary of the search region, the tracker is likely to drift to distortions that are not seen in the training data. Numerous strategies have been proposed to alleviate the boundary effects. The SRDCF [11] tracker introduces a spatial regularisation methods to penalise the CF weights near the boundary. By the spatial regularisation, a larger set of negative examples can be included in training, thus resulting a more discriminative model. However, since the regularisation formulation breaks the circulant data assumption, the optimisation no longer holds a closed-form solution. The resulting tracker is able to better track the object in fast motion but the tracking speed is severely prohibited by the iterative process. In [19] , Galoogahi et al. uses the Alternating Direction Method of Multipliers (ADMM) to implicitly zero-pad the single-channel CF. This method is further extended to multichannel CFs in [18] to take more background information into account. In [46] a spatial reliability map is estimated to constrain the training of correlation filters. [53] proposes a context-aware framework that allows CF trackers to expand the search region without adding computational cost. This is achieved by carefully formulating the contextual information in the filter learning stage with a closed-form solution.
Long-term component
As discussed in Section 1, the target can undergo significant appearance variation due to heavy occlusions, abrupt motion and out-of-view in complicated tracking scenes. Many methods have proposed to use an additional re-detection component to re-detect objects in case of tracking failure. An random fern classifier is introduced in the LCT tracker [50] to complement the CFs by re-detecting the target over the entire image if the maximum response of the CFs is below a threshold. Using the same re-detector, an additional long-term CF is trained in [48] using a conservative learning rate to maintain the target appearance. The response of this long-term CF is then used to trigger the re-detector. A biologically-inspired MUlti-Score Tracker (MUSTer) is proposed in [29] that uses a key point-matching tracker to keep the long-term information. Key points are stored and discarded based on a forgetting curve. When the maximum response of CFs falls below a threshold, the key points are used for matching the target. Zhu et al. [81] propose a CUR filter for re-detection which computes the low rank approximation of the large matrix formed by the historical object representations during tracking. While all the above trackers rely on the response of the short-term CFs as the re-detection threshold, Li et al. [39] argues the distortions in the response can cause CFs to adapt to the noise with high confidence. This means the long-term component would not be triggered given a fixed threshold. To solve this, a normalised correlation response is proposed in [39] that allows the tracker to better detect distortions in the response map such that the long-term part can be activated promptly.
Deep learning-based tracking
Deep Learning (DL) has brought significant breakthroughs in many computer vision tasks, including object detection [20, 58] and object recognition [61, 24] . Many trackers that apply deep learning have achieved impressive results on VOT and OTB benchmarks [33, 76] . This section surveys the bestperforming DL-based trackers. We categorise them by their deep learning architectures into four sub-classes: (1) Single CNN-based tracking: trackers that use one single CNN; (2) Siamese CNN-based tracking: trackers that use Siamese CNNs to match the target within the search region; (3) RNNbased tracking: trackers that exploit Recurrent Neural Networks (RNNs) to capture spatio-temporal information; (4) RL-based tracking: trackers that exploit Reinforce Learning Table 2 : The table reports the short name of the evaluated DL-based tracker, its network structure, the network training scheme, the frame per second (FPS) from the original paper, the implementation as well as the link to the implementation. The initials stand for: P-Python, M -MATLAB, m -matconvnet [68] .
(RL) to learn the decision-making policy for tracking. We exclude the trackers that use pre-trained CNN as the feature extractor in the CF framework since they have been discussed in Section 3.1.2.
Single CNN-based tracking
These trackers estimate the target states based on the extracted features by a single CNN. The DLT tracker [72] , one of the pioneering works of applying deep learning to visual tracking, employs a deep autoencoder to learn compact features of the target. The autoencoder was trained offline on auxiliary data and the trained encoder is used for feature extraction during tracking. A Sigmoid layer is added the encoder to perform binary classification on candidate windows proposed by particle filtering. The Sigmoid layer is updated using stochastic gradient descent(SGD) using positive and negative examples drawn during tracking. Similar training scheme is used in the MDNet tracker [54] where a CNN with shared layers and multiple domain-specific branches was pre-trained on a large tracking database. The domainspecific branches are also fine-tuned on the training examples drawn during tracking. Both the DLT and MDNet tracker rely on numerous particles to cover possible target locations since the spatial information is lost in extracted deep features. A target-specific saliency map is computed in the CNN-SVM tracker [28] to restore the spatial configuration from the input frame. The target is located through sequential Bayesian filtering on the historical saliency maps. Furthermore, the CREST tracker [63] learns spatial residual information by additional residual mapping layers. The whole CNN in CREST is able to be trained end-to-end during tracking because of the residual training strategy [24] . Similar ideas of using one single CNN can also be found in [69, 70] .
Siamese CNN-based tracking
A Siamese CNN [5] is a Y-shaped CNN that joins the outputs of two identical CNN branches to produces a single output. Siamese CNNs-based trackers [66, 67, 3, 56] have showed excellent performance on VOT and OTB mainly due to their ability to model similarity between objects.
In the SINT tracker [66] , two identical query-and-search CNN were proposed with five convolution layers, two maxpooling layers,three region polling layers, one fully-connected layer and a final L 2 layer. The margin contrastive loss was used to train off-line the CNNs on images of objects from ALOV [62] to learn a matching function. During tracking, the CNN weights are frozen and the matching function is used as is. Candidates are sampled at different radial positions and different scales, and are fed to the CNNs to measure the similarity between the query and the target patch in the first frame. Finally, a ridge regressor refines the position and scale of the best-matching candidate based on the maximal inner product to the target patch. The matching function enables SINT to perform long-term tracking in which the target disappears for a while.
In the SiamFC tracker [3] , a novel bilinear layer was proposed to compute the cross-correlation of two inputs. The whole Siamese network is made fully convolutional and the output is an correlation response map with high values at pixel locations of the target. The network was trained on a large object detection video dataset [16] and data augmentation considering scale variations was conducted. During tracking, the tracker searches for the object over five scales and updates scales by linear interpolation. The CFNet tracker [67] extended SiamFC by adding a CF and a crop layer to the end of the template branch. To allow for end-to-end training, the CF is formulated as a differentiable layer and the training is done as in SiamFC. While both SINT and SiamFC use the initial appearance of the target, the template in CFNet is updated in each frame by moving average.
The aforementioned Siamese trackers are all use offline pre-trained networks for feature extraction, which utilises prior knowledge independent of the tracking process. The Discriminative Correlation Filters Network (DCFNet) was proposed in [56] that learns convolutional features and performs correlation-based tracking simultaneously. This is achieved by reformulating CF as a special layer added to the Siamese CNN and carefully deriving the backpropagation graph for online training. The correlation filter layer is adaptively updated during tracking. Since the backpropagation is derived in the Fourier domain, the DCFNet tracker can run at 60 Table 3 : Comparison between other tracking databases with the proposed mobile face tracking database.
FPS on GPU while achieving competitive performance to SiamFC on VOT and OTB [56] .
RNN-based tracking
The recurrent neural network (RNN) [6] is a class of neural network that is suitable for modelling temporal behaviour in sequence data, such as speech and handwriting. There are few works that have attempted to apply RNN to model spatio-temporal information in the visual tracking problem. Multi-directional RNNs were employed in [7] to track the object parts from different directions. The output of multidimensional RNNs is joint with the response map of a CF to update the tracker during tracking. The similar RNN structure is used in [17] while the outputs of RNNs are concatenated with those of CNNs to obtain a robust feature representation, which is used to discriminate the object from background in sampled candidate patches. In contrast to modelling the spatial semantics of sequences, ROLO uses LSTM [27] , a variant of RNN, to impose temporal constraints on the output of YOLO [57] , a efficient object detector, to regress the tracking results.
RL-based tracking
Reinforcement Learning [64] is a set of algorithms that learns a decision-making policy by maximising future rewards. Combined with deep neural networks, RL has been successful in intelligent tasks, such as playing Go [60] or video games [52] . Very recently, some trackers have applied RL and shown promising results. In the ADNet tracker [77] , visual tracking is modelled as an action-selecting process, in which the tracker learns a policy that selects optimal actions to track the target from the current state. The network is trained by supervised learning to predict a optimal action given the current state, then by reinforcement learning to adapt itself to action dynamics. During tracking the fully-connected layers are fine-tuned as in MDNet [54] to adapt to appearance changes. Huang et al. [30] propose to learn an agent that decides which layers of a deep hierarchical CNN should be used to track the target. Based on the decision, the tracker can use less layers to extract features when the target is easy to track, and more layers when hard. Hence the computation is significantly reduced compared to making a full inference in every frame during tracking.
iBUG MobiFace Benchmark

Overview
The iBUG MobiFace benchmark comprises 50 videos with a total of 50,736 frames. To our knowledge, this is the first mobile face tracking benchmark in the literature. The unique data source guarantees the benchmark to reflect real-world challenges in mobile face tracking. Table 3 compares the proposed dataset with one mobile face detection and 4 generic visual tracking datasets. The average length of video sequences is 1,014, which is significantly more than other datasets. 46 face identities are labelled in the sequences. In addition to frame by frame bounding boxes, 9 sequence attributes are also annotated (See Table 4 ). The distribution of the attributes is demonstrated in Table 5 .
Dataset
Collection methodology
The videos are collected from mobile live-streaming recordings from YouTube using YouTube Data API 2 . All videos were recorded either in 2017 or 2018 by a variety of contemporary smartphone models. The videos consist of subjects live-streaming under various scenarios and interacting with the audience. The complex scenes are extremely challenging and the motion of the faces is natural and spontaneous. The specific requirement in capturing devices allows the dataset to reflect real-world challenges in mobile face tracking.
Annotation protocol
After downloading the videos, the target face was carefully selected to reflect different levels of difficulties in the mobile scenarios. Given the application of mobile face tracking is to provide consistent bounding box information of the target face for face analysis, the annotation process followed Attribute Description IV Illumination Variation -significant illumination change on the target face. SV Scale Variation -the area ratio of two bounding boxes in two consecutive frames is smaller than 0.7. OCC Occlusion -the face is partially or fully occluded. FM Fast Motion -the distance of the target centre is larger than 10% of the frame width between consecutive frames. IPR In-Plane Rotation -the face rotates in the image plane. OPR Out-of-Plane Rotation -the face rotates out of the image plane. OV Out-of-View -part or all of the target leaves the view. MF Multiple Faces -other faces exist in the view. BL Blur -the target face is blurred due to the motion of target or smartphone, out-of-focus and low resolution. Table 4 : Nine attributes three broad guidelines: (1) the bounding box is required to tightly contain the forehead, chin, and cheek, while ears are excluded; (2) The annotation was performed in a semi-autonomous manner. Specifically, we first ran the ECO tracker [9] on all sequences to get the approximate bounding box of the target faces as the initialisation for manual correction. Two annotators then manually went through all frames to adjust the bounding boxes to the correct location. The final results have been cross-validated by a third annotator. In addition, we annotated each video with 9 visual attributes, which are summarised in Table 4 . The distribution of the nine attributes is shown in Table 5 . 
IV SV OCC FM IPR OPR OV MF BL
Evaluation protocols
Precision plot, success plot and frame per second (FPS) are used as main metrics to quantitatively evaluate the surveyed 3 https://github.com/yl1991/bounding_box_tool tracking methods. Precision plot. Precision is a widely used evaluation metric on tracking [83] . It is defined as the average Euclidean distance between the centre locations of the tracked face and the groundtruth over all frames of a sequence. The precision plot [75] shows the percentage of frames in which the centre of the estimated location is within the given threshold distance of the centre of groundtruth. Empirically, the tracker's precision at 20 pixel threshold is considered as its representative score. Success plot. The success plot [75] shows the percentage of frames in which the intersection of union (IoU) of the predicted and groundtruth bounding boxes is greater than a given threshold. Denoting the groundtruth bounding box as r GT and the predicted bounding box as r t , the IoU metric is defined as IoU = r GT ∩ r t r GT ∪ r t where ∩ and ∪ represent the intersection and union of two regions, respectively. The threshold ranges from 0 to 1. A representative score for each tracker is the area under the curve (AUC) of the success plot. FPS. FPS is the average speed of the evaluated tracker over all sequences. The initialisation time in the first frame is not considered and the FPS is computed from the second frame for each sequence. The mobile face trackers should be able to run at high FPS so they can be deployed on mobile devices.
For mobile face tracking, we consider AUC to be a more important creterion than the precision score, because the rich features that can be extracted from the face region (as defined by the bounding box) are usually much more informative to subsequent facial analysis step than what can be captured by face trajectory (as provided by the face's centre point) alone.
Experiment
Evaluated trackers 22 state-of-the-art object trackers were evaluated on iBUG MobiFace benchmark. They were selected based on each subcategory discussed in Section 3 that have achieved superior performance on tracking benchmarks [76, 33] . The selected CF-based trackers are listed in Table 1 while the DL-based trackers in Table 2 . For completeness, we also built a trivial tracker by combining MTCNN [79] , a widely-used face detector with Facenet [59] , a good-performing face verification algorithm. We call it DVNet in the following evaluation process. The default parameters used in the original publication were adopted in our experiment. All trackers were evaluated on an Ubuntu desktop with an Intel(R) Core(TM) i7-7700 3.60GHz CPU and a GeForce GTX 1060 GPU with 3GB memory.
Overall Performance
The success and precision plots of all trackers are shown in Fig.4 . One immediate observation is that no tracker achieved good performance on our benchmark, indicating a need for further studies into this topic. In face, the performance of all evaluated trackers drops significantly on mobile face tracking compared to their performance on the generic object tracking. For instance, the AUC of ECO is 0.69 on OTB100 [76] whereas it reduces to 0.47 on our benchmark. SiamFC is ranked the worst in our evaluation in both plots although it is the winner of the VOT17 [33] real-time challenge.
Surprisingly, DVNet, the naive combination of face detection and face verification, outperforms all other trackers in terms of both precision and success. This, however, does not mean the trivial approach is the promising direction to go. First of all, in both criteria, the performance of DVNet is hardly satisfactory. Secondly, since face detection algorithms do not take spatio-temporal dynamics into account, a closer inspection shows that DVNet failed in many case when the target could be easily tracked by other visual track- Fig. 5 : A typical failure case of the tracker built by concatenating face detection and face recognition (DVNet). The tracker ignores spatio-temporal information in videos and fails when the detector misses the target face, while ECO correctly tracks the target face when it does not move much(best viewed in colour).
ers. A typical example is shown in Fig.5 , in which the target face did not move much but DVNet failed to find the face in the middle frame. Last but not least, it is noticeable that comparing to many visual trackers, DVNet is quite slow, running at only approximately 8 FPS in our experiment environment, which has much more computational power that what is typically available on smartphone. Nonetheless, this result also suggests that a hybrid approach that can take advantage of both face detection / verification and visual tracking may provide a more promising alternative to pure visual trackers that do not utilise any prior knowledge about faces.
In the success plot, an interesting observation is that the top 5 trackers all employ deep features. This suggests that meaningful features extracted by deep learning play a key role in mobile face tracking, which is also observed in a recent survey of different components in object tracking [71] . Among the top 5 trackers, MDNet employs a CNN pretrained on a dataset tailored for tracking, while ECO, CCOT and CREST adopt pre-trained VGGNet [61] as a feature extractor. Another observation is the online adaption of the model is extremely important in mobile face tracking. ECO is a CF-based tracker that learns a factorised convolution operator over time for feature fusion from different layers of VGGNet. Similarly, MDNet, a DL-based tracker, finetunes the domain-specific branches during tracking. On the contrary, SiamFC, which employs fixed CNN weights during tracking, performs unfavourably in our case. This shows that online model adaption during tracking is crucial for the tracker to be able to handle appearance changes that are common in mobile tracking scenarios. This can further be support by the performance of DCFNet, which uses similar CNN structure to SiamFC but applies online training during tracking, and it also achieved better performance than that of SimaFC. Similar trends can also be observed in the precision plot. Therefore, a potential direction of further investigation in mobile face tracking could be to develop effective online training strategies.
Another interesting observation is that DVNet only outperforms other best-performing trackers by a small margin despite it was tweaked to output [0, 0, 0, 0] when the target face disappears while all other trackers are forced to predict a (inevitably erroneous) location in such cases. This suggests when the target face re-enters the view, some state-ofthe-art object trackers,e.g. ECO and MDNet, are still able to re-locate the target. Fig. 6 shows the performance of 23 evaluated trackers in terms of 9 attributes defined in Table 4 . When there are illumination variations(IV), ECO and MDNet perform better than DVNet. This further demonstrates the disadvantage of trivial approach as it ignores spatio-temporal information and thus is unable to consistently locate the target over time. Similar trends can be observed when in-plane rotation (IPR) occurs, where the target may not move much but the face detection cannot utilise the location information from the previous frame. On the other hand, the use of detection algorithm allows DVNet to perform favourably in SV, OCC and OPR because occlusions and the scale and aspect ratio changes can be better handled by numerous region proposal in the detector. This suggests it can be an potential direction to effectively integrate face detection into visual trackers such that they can make complementary learners in mobile face tracking. Fig. 3 demonstrates the frame per second (FPS) of 23 evaluated trackers. All trackers are evaluated on an Ubuntu desktop with an Intel(R) Core(TM)i7-7700 3.60GHz CPU and a GeForce GTX 1060 GPU with 3GB memory for fair comparison. Notice that CF-based trackers using hand-engineered features are clearly more computationally efficient than those using deep features. ECO-HC, which uses HOG features within the ECO tracker, strikes a good trade off in terms of FPS and AUC. Most DL-based trackers are much slower even on GPU. IBCCF and CCOT are the slowest trackers that run at less than 1 FPS. Among DL-based trackers, DCFNet shows a better trade off between speed and accuracy since it employs an efficient online CNN training scheme.
Attribute-wise Performance
Speed Comparisons
Conclusion
Mobile face tracking has a multitude of real-world application but it has been largely neglected in the literature. This work aimed to call for more research efforts into mobile face tracking. To this end, we proposed iBUG MobiFace, the first mobile face tracking benchmark with a variety of tracking challenges in real-world mobile scenarios. We surveyed the current state-of-the-art deep learning-based and correlation filter-based object trackers. We also carried out Table 4 large scale experiments to evaluate their performance on the proposed benchmark. The evaluation results show that the problem of mobile face tracking is largely unsolved. Both the trivial approach of combining face detection and verification and various visual trackers we covered in the survey failed to achieve a satisfactory performance on our benchmark dataset. In fact, the performance of the state-of-the-art object trackers dropped significantly in this scenario. Nonetheless, a hybrid method that unifies face detection, verification, and visual tracking into a single framework may be a promising direction. A closer inspection also suggests that Deep CNN features could play a key part in top-performing trackers and online adaptation is necessary for trackers to understand the context. Efficient online learning strategies may help the deep learning-based trackers to strike a good balance between speed and accuracy.
