We describe a method to track particles undergoing large displacements. Starting with a list of particle positions sampled at different time points, we assign particle identities by minimizing the sum across all particles of the trace of the square of the strain tensor. This method of tracking corresponds to minimizing the stored energy in an elastic solid or the dissipated energy in a viscous fluid. Our energy-minimizing approach extends the advantages of particle tracking to situations where particle imaging velocimetry and digital imaging correlation are typically required. This approach is much more reliable than the standard squared-displacement minimizing approach for spatially-correlated displacements that are larger than the typical interparticle spacing. Thus, it is suitable for particles embedded in a material undergoing large deformations. On the other hand, squared-displacement minimization is more effective for particles undergoing uncorrelated random motion. In the Supplement, we include a flexible MATLAB particle tracker that implements either approach. This implementation returns an estimation of the strain tensor for each particle, in addition to its identification.
INTRODUCTION
In a wide range of pure and applied sciences, the motion of objects needs to be tracked over time. The central difficulty is that while an object's trajectory is continuous through space and time, its position can only be sampled at discrete moments. When the objects of interest are far away from each other or otherwise distinguishable, tracking is simple. However, when many identical objects (which we refer to as particles) are near each other, tracking can be difficult.
Particle tracking is employed across physics, biology, and many other fields. In soft matter physics, it has shed light on mechanical properties like rheology [1] , and revealed microscopic processes underlying phase transitions [2] , among many other applications. In biology, particle tracking is used across many length scales from the movement of single molecules, to the transport of organelles within cells, to movement of whole organisms such as flies, birds, fish, and humans [3] [4] [5] [6] .
In the absence of Brownian motion, particles embedded in a material reveal its deformation field. In fluid mechanics, particle tracking reveals flow fields in the Lagrangian frame of reference ( [7] ). Traction force microscopy (TFM) quantifies the forces applied to a solid surface by tracking and analyzing motion of particles embedded within the solid. TFM was originally developed to quantify the forces exerted by adherent cells ( [8] ), but has recently been applied to a wide range of problems in biology and physics [9] . The standard method of particle tracking assigns identities by minimizing the sum of squared displacements across time points [10] . While this method is rigorously correct for objects undergoing Brownian motion, it works very well across a wide range of applications, provided that the particles move a distance that is small compared to the typical inter-particle separation. The improvement of this basic tracking approach has been an active area of research in recent years, driven by applications in the biomedical community. For a useful comparison of these particle tracking approaches, see [11] . When the displacements are large, it is helpful to employ a tracking algorithm that exploits knowledge of the system's kinematics. For example, particle tracking in dense turbulent fluid flows has been greatly improved by employing a "predictive tracker," which exploits the inertial character of high Reynolds number fluid flow [12] .
Particle Imaging Velocimetry (PIV) and Digital Imaging Correlation (DIC) are widely used to assess the flow of fluids and deformation of solids [13] [14] [15] . These methods assign velocities or displacements to locations in a material by cross-correlating patches of an image across time points. This is a robust and successful approach, even for systems with large displacements. However, it is inappropriate in cases where individual particle identities need to be followed over time or where the displacements need to be known at the resolution of individual particles.
Here, we extend particle tracking to the largedisplacement regime where PIV and DIC are usually employed. Our algorithm is optimized for tracking the motion of particles undergoing large spatially-correlated displacements, typical for tracers embedded in a deformed elastic solid or flowing viscous fluid. We start by posing the tracking problem generally, and review the maximum likelihood method employed to track Brownian particles. Then, we describe our energy minimization approach and directly compare the results of the two methods for simulated and real data.
OPTIMAL ASSIGNMENT
Suppose a set of particles, {p (k) (t i )}, where k is the particle index, are found at locations { x (k) (t i )} at time Figure 3b shows strain s as calculated from trajectories using ker (top) and the strain tracker (botions in soft matter physics involve the deformation. Figure 3c shows an examl coated with fluorescent particles being axially. While the di↵usion tracker can ere the displacements are small, partiis inaccurate for larger displacements. er identifies particles e↵ectively across Fig. 3c ). ng is a also common technique in adstudying fluid flow. In application with ntentional drift, particle tracking can be ize substrate displacements. Figure 3d le of a substrate, coated with fluoress, that drifted between two time points. cements are too large for the di↵usion tracker everywhere, they are accurately captured by the strain tracker. It is possible to combine the strengths of the di↵u-sion tracker and the strain tracker in one combination tracker. In such an algorithm, the cost matrix can be built with appropriate weights assigned to minimization of net squared strain and net squared displacements. This could be very useful in applications where both diffusive and non-di↵usive displacements are present. Figure 3b shows strain energy heat maps as calculated from trajectories using the di↵usion tracker (top) and the strain tracker (bottom). Many applications in soft matter physics involve the study of material deformation. Figure 3c shows an example of a silicone gel coated with fluorescent particles being stretched equi-biaxially. While the di↵usion tracker can handle regions were the displacements are small, particle identification is inaccurate for larger displacements. The strain tracker identifies particles e↵ectively across the entire field. (Fig. 3c) .
Particle tracking is a also common technique in addressing drift and studying fluid flow. In application with intentional or unintentional drift, particle tracking can be used to characterize substrate displacements. Figure 3d shows an example of a substrate, coated with fluorescent microspheres, that drifted between two time points. While the displacements are too large for the di↵usion tracker everywhere, they are accurately captured by the strain tracker.
It is possible to combine the strengths of the di↵u-sion tracker and the strain tracker in one combination tracker. In such an algorithm, the cost matrix can be built with appropriate weights assigned to minimization of net squared strain and net squared displacements. This could be very useful in applications where both diffusive and non-di↵usive displacements are present. s as calculated from trajectories using ker (top) and the strain tracker (botions in soft matter physics involve the deformation. Figure 3c shows an examl coated with fluorescent particles being xially. While the di↵usion tracker can ere the displacements are small, partiis inaccurate for larger displacements. er identifies particles e↵ectively across Fig. 3c ). ng is a also common technique in adstudying fluid flow. In application with ntentional drift, particle tracking can be ize substrate displacements. Figure 3d le of a substrate, coated with fluores-, that drifted between two time points. cements are too large for the di↵usion re, they are accurately captured by the o combine the strengths of the di↵u-of net squared strain and net squared displacements. This could be very useful in applications where both diffusive and non-di↵usive displacements are present. 
Many applications in soft matter physics involve the study of material deformation. Figure 3c shows an example of a silicone gel coated with fluorescent particles being stretched equi-biaxially. While the di↵usion tracker can handle regions were the displacements are small, particle identification is inaccurate for larger displacements. The strain tracker identifies particles e↵ectively across the entire field. (Fig. 3c) .
It is possible to combine the strengths of the di↵u-fusive and non-di↵usive displacements are present. the di↵usion tracker (top) and the strain tracker (bottom). Many applications in soft matter physics involve the study of material deformation. Figure 3c shows an example of a silicone gel coated with fluorescent particles being stretched equi-biaxially. While the di↵usion tracker can handle regions were the displacements are small, particle identification is inaccurate for larger displacements. The strain tracker identifies particles e↵ectively across the entire field. (Fig. 3c) .
It is possible to combine the strengths of the di↵u-This could be very useful in applications where both diffusive and non-di↵usive displacements are present. t i and a set of particles {p (k) (t f )} are found at { x (k) (t f )} at time t f . We wish to connect particle positions across time to make trajectories. The particle identities are represented by a list, T , where T l = m if particle p (l) (t i ) at time t i becomes particle p (m) (t f ) at time t f .
We find an optimal assignment of identities by minimizing a cost function. We associate a cost, c l,m , to each possible particle pairing. The total cost, C, is the sum of the costs of individual pairings across all of the particles, C = l c l,T (l) . We assign identities that minimize the cost using the Hungarian algorithm. [16, 17] .
Since assigning particles is a combinatoric process, it rapidly becomes computationally overwhelming as the system size increases. To avoid this difficulty, it is essential to limit the number of combinations by ruling out unphysical assignments, as described below.
MINIMIZATION OF SQUARED-DISPLACEMENTS
The standard particle-tracking algorithm minimizes the sum of the squared displacements across all of the particles [10] . This yields the most likely assignment of identities when particles undergo Brownian motion. In that case, the probability that the k th particle will be displaced by ∆ x (k) in a time interval, ∆t, is:
Here, D is the diffusion coefficient and d is the number of spatial dimensions [18] . Therefore, the probability of observing a specific set of displacements of N identical particles moving independently is:
The most likely assignment of particle identities maximizes the total probability, P , which is equivalent to minimizing the total squared-displacement
Furthermore, we can assign costs for potential pairings as c l,
and minimize the cost function C, as defined in the previous section.
To accelerate the data analysis, one needs to rule out unphysical assignments. Typically, one specifies a maximum displacement a particle could have between time points, and assigns an infinite cost to all of the elements of c that correspond to displacements that would exceed this maximum. These elements are ignored in the combinatorial optimization.
In practice, minimizing the squared-distance works very well whenever particle displacements are small compared to the distance of a particle to its nearest neighbors.
MINIMIZATION OF ENERGY
In the case of large displacements, square-distance minimizing trackers may not work effectively. In many cases, however, these displacements may have strong spatial correlations. For example, particles embedded in a rigid material undergoing translation and rotation are fixed relative to their neighbors. Similarly, displacements of particles embedded in a liquid or solid undergoing large deformations are typically strongly correlated to their neighbors. In both these cases, we do not wish to penalize displacements in the laboratory frame, but displacements relative to neighboring particles.
In continuum mechanics, the variation of displacements over space is characterized by the strain. In the case of a linear, isotropic, elastic solid of Young's modulus, E, the stored energy is
where and u are the strain and displacement fields, respectively. In component form, these two are related [19] . Analogously, for a fluid of dynamic viscosity µ sheared with a strain rate˙ , the rate of energy dissipation is [20] :
If one is considering only two time points, then experimental estimates of and˙ only differ by a pre-factor. Motivated by these two physical examples, we propose to assign particle identities by minimizing the stored/dissipated energy. The basic hypothesis is that tracking errors tend to exaggerate the strain/strain-rate, increasing the apparent stored/dissipated energy. Therefore, we implement a cost function c l,m = Tr( (l,m) ) 2 . The main challenge of the proposed algorithm is to identify the strain associated with a given particle pairing. Calculating the strain requires positions of particles and their nearest neighbors at two times.
The nearest neighbors of particle p (k) , can be found in 2-D using the Delaunay triangulation. To ensure that the strain is uniform over the region where it is calculated, we only consider neighbors within a distance r max of p (k) . In Fig. 1(a,b) , neighbors included in the strain calculation are within the dotted circles.
We use the method of Falk and Langer [21] to calculate the strain associated with candidate particle pairs and their neighbors. The strain about a particle at position x from the position of neighbors x (n) can be estimated as follows:
Note that in order to calculate strain accurately, at least d neighbors must be included for particle tracking in ddimensions.
To properly calculate strain around a particle, one needs to accurately track its neighbors across time. Consider a particle at time t i , p (l) (t i ) (in the center of the dotted circle in Fig. 1a ) and a candidate corresponding particle at time t f , p (m) (t f ) (in the center a dotted circle in Fig. 1b) . To connect the neighbors of p (l) (t i ) with those of p (m) (t f ), we translate the candidate particles and their neighbors to the same location, as shown in Figure  1(c,d) . We then track the neighbors of the candidate pair by minimizing the square of the residual displacements. To accelerate the calculation, we rule out relative displacements that would exceed an expected maximum value of the strain. If the candidate pair produces at least d tracked neighbors, we calculate the strain for the candidate pairing according to Eq. (8) and assign the pairing a cost c l,m = Tr( (l,m) ) 2 . Otherwise, the pairing is ruled out by setting the cost to infinity. Once all possible pairings have been assigned costs, the Hungarian algorithm is used to minimize the total cost across all of the particles.
IMPLEMENTATION OF TRACKING ALGORITHMS
We implement the squared-distance-minimizing "diffusion tracker" and energy-minimizing "strain tracker" algorithms in MATLAB. In the supplement, we include the main particle-tracking function, Tracker.m. We also include a script, Example.m, that allows the user to explore the examples described below. Details regarding use of the code are found in the comments as well as the text of ReadMe.doc. A convenient by-product of our tracker is that it returns the symmetrized strain matrix for each tracked particle.
COMPARISON OF TRACKING STRATEGIES WITH SIMULATED DATA
We compare the performance of the diffusion and strain trackers with simulated data. As shown in Figure  2 , we consider four types of particle motion: diffusion, translation, shear, and stretch. For each example, the first row of Figure 2 shows the positions of particles at the first (black) and second (magenta) time points. The second row shows the displacements for correctly tracked particles in green. The third and fourth rows show the displacements determined by the diffusion tracker (red) and the strain tracker (blue).
Not surprisingly, the diffusion tracker out-performs the strain tracker for the case of diffusion. For the example shown in Figure 2 , the diffusion tracker returns results for all of the particles. About 96% of these tracks are correct. On the other hand, the strain tracker provides identifications for only 84% of the particles, and about 15% of these are incorrect. These tracking errors impact quantitative measures of the particle motion. Even though the distributions of the particle displacements for the two trackers look similar, Figure 3 , tracking errors tend to introduce counts in the tails of the displacement distribution that have a significant impact on the meansquared particle displacement (MSD). In this example, the MSD calculated from the diffusion tracker is within 2% of the correct value. However, the value calculated using the strain tracker is 30% greater than the correct value.
On the other hand, for the cases of large displacements due to translation, shear, and stretch, the strain tracker is a much more reliable choice. For the examples in Figure  2 Comparison of the diffusion and strain trackers for simulated data of particles moving by diffusion (first column), translation (second column), shear (third column), and stretch (fourth column). The particle positions at the first time point (black dots) and second time point (magenta dots) are shown in the first (top) row. The correct displacments (green arrows) are shown in the second row. The displacments calculated from identities returned by the diffusion and strain trackers are shown in the third and fourth rows, respectively. In all cases, arrows are drawn to scale. In the third and fourth rows, the numbers in gray boxes correspond to percentages of particle trajectories calculated correctly and incorrectly by each tracker. The percentages do not add to 100% because the trackers were not able to find partners for some particles.
84% of the particles, but less than 8% of them are correct.
On the other hand, the strain tracker identifies greater than 73% of the particles and less than 3% of them are incorrect. Furthermore, for the case of the strain tracker, dropped particles and errors tend to be localized to the boundaries of the field of view, which are easily discarded when greater accuracy is required.
In these cases, the strain tracker accurately quanitfies particle displacements and strains. The expected displacements and strains for the cases of translation, shear, and stretch are shown as vertical green lines in Figure 3 .
The red histograms display the values for each particle returned by the diffusion tracker and the blue histograms report those from the strain tracker. The strain tracker consistently returns the correct values, while the incorrect tracks from the diffusion tracker return broadly distributed incorrect values. 
COMPARISON OF TRACKING STRATEGIES WITH EXPERIMENTAL DATA
In this section, we compare the diffusion and strain tracker with some experimental data.
First, we assess both trackers' ability to identify particles during a relatively large and homogeneous strain. Here, we deform a silicone gel with embedded fluorescent tracers using a macroscopic deformation. We image the tracers over a small field of view, where we expect a reasonably uniform compression. We manually applied a uniform affine transformation to the particle locations to estimate the strain, resulting in eigenvalues of -0.06 and -0.04. Then,we calculated particle displacements with the strain and diffusion trackers, as shown in Figure 4(a,b) . While both trackers return comparable results where the displacements are small (upper-left corner of the field of view), they disagree where the displacements are large. In this region, the diffusion tracker returns an uncorrelated displacement field, while the strain tracker returns the expected compression. Our strain tracker returns a strain tensor associated with the displacement of each tracked particle. Histograms of the strain eigenvalues of each particle are plotted in Figure 4 c-f. For both trackers, the peaks of the histogram agree well with the expected values from the manual affine transformation. However, the diffusion tracker reports a much broader distribution, including some unphysical positive values.
Next, we consider an example from Traction Force Microscopy (TFM) where the strains have a much stronger spatial heterogeneity. In TFM, forces exerted by small objects, such as cells, are quantified by measuring the deformation of an elastic material they are adhered to. To quantify the deformation, fluorescent particles are embedded in the elastic material. Displacements caused by a fibroblast cell adherent to a silicone gel are presented in Figure 4 g,h. The cell is fluorescently tagged and is displayed in inverted contrast. Overlaid on top of the cell image are displacements of the surface underneath the cell (scaled by a factor of 5), determined by the (g) the diffusion tracker and (h) strain tracker. While displacements measured by the strain tracker and diffusion tracker mostly agree, the diffusion tracker identifies some unexpected large strains near the center of the cell.
CONCLUSION
We have introduced a particle tracking algorithm based on the minimization of energy. This approach outperforms the conventional squared-displacement minimizing particle tracker when the displacements are larger than the interparticle spacing. On the other hand, our strain tracker may have difficulty when the strain changes significantly over the typical interparticle spacing. This can occur in the vicinity of strain singularities, such as cracks, and when particles are moving randomly, as in Brownian motion. Although, the code included in the supplement is designed for two time points and two spatial dimensions, expanding to three dimensions and many time points is a straightforward modification.
