This work aims at comparing different methods of preparing textual inputs for LASSO logistic regression to predict a binary position with the textual data extracted from a public consultation of the European Commission. Texts are pre-processed and then input into LASSO to explain the stakeholder's position, and the mean squared errors are computed to compare different methods. In short, we do not find a clearcut winner. On average, tf-idf performs better than counts of distinct terms, and deleting terms that appear only once reduces the prediction errors.
INTRODUCTION
Textual analysis has recently become popular in social sciences, thanks to the advances of computer sciences. However, the quality of the analysis depends on the preparation of the inputs. "Garbage in, Garbage out" often happens if the practitioners are unaware of the importance of the preprocessing of the texts. This paper aims at comparing different methods of feature selection for predicting a binary dependent variable. We contrast methods in three dimensions. First, we contrast lemmatization and stemming. Second, we prepare a sample that includes all terms and a sub-sample that excludes the terms that appear only once in the corpus. Finally, we either use the counts of distinct terms as inputs or compute the tf-idf values of each term. Feature selection is done by LASSO (least absolute shrinkage and selection operator) logistic regression that is a form of penalized linear models [16] . Different methods are then evaluated by the size of mean squared errors.
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Public consultations by the European Commission are designed for the stakeholders and the public to participate in the decisionmaking process. Their positions and any supporting arguments could be taken by the Commission and written into the directive issued to all member states. It is arguably an important channel for stakeholders to exert influence at the European level and thus most of them take it seriously. Besides, public consultations well-suit our purpose because they are systematically designed, vary in topics, and contain useful information for research in other disciplines.
Our work's contributions are at least threefold. First, the prediction helps us complete the sample by filling in missing values as some stakeholders for some reason did not give a clear answer with the check-box. Second, the obtained coefficients of terms help us construct a bag of related terms for each position along a dimension of a topic or policy. That helps us classify any related documents along the same dimension. Third, this work sheds light on the search of the best method of text pre-processing in text classification.
LITERATURE REVIEW
Feature selection methods have been widely researched in different contexts [8] . Text classification is often the focus, which means assigning classes to documents according to their content. The development of support vector machines even calls for the avoidance of lemmatization and stemming [9, 12] , but the debate is still lively . Removing stop words is generally accepted as helpful but both lemmatization and stemming worsen the performance [17] . On the other hand, choosing appropriate preprocessing tasks is shown to improve significantly the classification accuracy [18] .
Meanwhile, textual analysis is becoming more and more popular in social sciences [3, 15] . It has been widely applied in finance to understand the amount, the tone and the transparency of the disclosure [10] . An index of media slant is constructed to measure the similarity of the language used by the newspapers and politicians [6] . Words used in newspapers are taken to measure policy uncertainty [2] . Movie reviews are used to predict revenues by LASSO regression [7] .
Automatic Text Processing
2.1.1 Text mining. The web has become the main channel to communicate and to share information among people. A huge amount of data is thus produced every day and published on the web. A wide variety of approaches and methods are developed to automatically analyze this data and extract hidden useful knowledge. In particular, text mining is a branch of data mining focusing on the analysis of voluminous and unstructured text data. It derives high-quality information from text through the process of structuring the input, extracting motifs from the structured data, then evaluating and interpreting the output.
The first step is mainly based on the use of natural language processing (NLP) techniques, such as syntactic parsing, part of speech tagging (POS). The second step involves algorithms for text classification (naive Bayes, nearest neighbor, decision tree), text clustering (hierarchical algorithms, k-means, probabilistic and topic models) or information extraction (named entity recognition, relation extraction, etc.) [1] . In our research, we are using the Penalized Logistic Regression (LASSO) as a classifier for binary text categorization which we apply to the prediction of authors positions.
Text Preprocessing.
Processing large collections of documents is a complex and challenging task for text mining algorithms. The first step of all is text preprocessing where essentially the text is turned into data for further analysis. The output from this stage has big impact on the analysis stage as shown by the authors in [18] for the specific field of text classification. Natural language processing, statistical and analytical techniques are the main actors for this step. The tasks of preprocessing are mainly tokenization, filtering, stemming and lemmatization, which prepare the input to generate a vector space representation.
THE DATA
The policy-making of the European Union is chosen as the target domain. In a regular manner, the European Commission involves stakeholders in the legislation process via open public consultations. A consultation is presented as a list of questions each attached with a list of pre-defined answers (check-boxes) and a free text area where users can explain their choices. All consultations from the Commission are open and are gathered in one list accessible in their web site 1 .
In this study, we choose the Public consultation on the review of national wholesale roaming markets, fair use policy and the sustainability mechanism referred to in the Roaming Regulation 531/2012 as amended by Regulation 2015/2120. In total, we collected 43 responses to the consultation from the stakeholders, who are mainly companies and trade unions, and the proposed directive (to the European Parliament) of the Commission. We manually studied the proposed directive that was drafted after the consultation in order to extract the final decisions with respect to the questions of the consultation. We finally pick 4 questions from the consultation for which we can identify the exact final position of the Commission. Next, we extracted the answers from the check-boxes manually to identify the positions of the stakeholders on these 4 questions, and from them we construct a binary variable that corresponds to whether the stakeholder's position is aligned with the Commission's (value 1) or not (value O). Information given in the open-boxes is then extracted by automated techniques.
METHODS TO PREPARE THE INPUTS
The collected data consists of 43 responses coming from 43 different stakeholders to the consultation on roaming markets. From the manual analysis, we selected 4 questions and thus in total the dataset contains 172 documents. For technical aspects of this study we used the python libraries scipy and nltk for NLP, gensim to generate bi-grams and sklearn for features extraction (to create the vector space model).
Cleaning, Filtering and Tokenization
Cleaning consists of removing all special characters from the original text, such as delimiters from html or urls, etc. Blank spaces and line breaks are also removed. In order to avoid any problems related to the encoding of characters, we decoded the text to 'utf8' as the most standard text encoding format and fixed unicode problems.
For filtering, we used a pre-compiled stop-words list for English. We also defined a new list of domain-specific terms that could be removed. This is a good practice to avoid those frequent terms but not very important for defining the semantics of a given domain. The stream of text is then broken into pieces to generate a list of tokens. We generated bi-grams (sequences of two words that appear more then a fixed threshold) to better capture the semantics of text classes.
Lemmatization and Stemming
Both lemmatization and stemming aim at reducing inflectional forms of a word to a common base form [13] . Stemming is used to reduce words to their root by deleting prefixes and suffixes. In this study, we used the Porter's stemming algorithm [14] . Lemmatization uses vocabulary and morphological analysis of words to return the base or the dictionary form of a word. To experiment the effect of using one or the other technique, we used combinations with terms frequency and POS-tags of words to generate different test corpora.
LASSO REGRESSION AND RESULT COMPARISON
LASSO logistic regression is the recommended regression method for text classification [5] . LASSO regression stands out among other text classification methods especially in social sciences because of its simple implementation and interpretation. It solves the problem of dimensionality that complicates textual analysis because inputs (tokens) are too numerous compared to a standard size of sample. It penalizes those variables with large coefficients by adding a penalty term in the process of maximizing the log-likelihood. With 
where l (α, β ) is the negative log likelihood function in the binomial logistic regression, n is the total number of documents, and λ is the weight given to each penalty term, which is ω j |β j | for term j = 1, 2..., p. We standardized each coefficient by the standard deviation of that covariate. In effect, the standardization will give a larger weights to rare terms and is recommended in the literature [11] .
Lemmatization and stemming prepare the inputs differently, and thus LASSO will give different outputs. For example, A and B wrote "regulation" and "regulatory" respectively. Stemming groups two words together, and therefore "regul" as an input appears two times. But lemmatization does not consider them as equal and each word is a distinct input that appears only once. When predicting a position that is associated with regulation in general, we may question whether lemmatization really values the concept sufficiently. Moreover, we employ POS-tag to keep only nouns in the sample before stemming. To further reduce the size of inputs, we consider also a subsample that excludes those terms that appear only once. Apart from reducing the dimensionality, we consider both counts of distinct terms and tf-idf values. In effect, deleting those words that appear only once does not make a difference when working with counts because LASSO will consider their unimportance and assign zeros to them. Therefore, we compare in total 9 different methods (see Table 2 ).
As mentioned above, each selected question has a check-box for the contributors to precisely state their position and is followed by an open-box for any additional comments on the issue. We can thus identify where the stakeholders actually stands, either aligned with the Commission or not, which is the dependent variable of our LASSO regression, while we capture the textual inputs in the openbox and use them as the explanatory variables in the regression. As our objective is to predict a contributor's position, the best set of inputs should give the smallest errors. We thus compute the mean squared errors of the 9 types of inputs for the 4 questions. The mean squared errors are computed as follows:
The actual value y i is either 1 (aligned with the Commission ex-post) and 0 (not aligned). The predicted valueŷ i is the prediction of the LASSO regression, which ranges from 0 to 1. A smaller MSE value says that the prediction is more accurate. Therefore, we can compare the values and may be able to conclude if one feature selection method is superior than others.
Besides, LASSO is usually done with frequencies as the inputs. The tf-idf is an alternative, which increases a term's weight proportionally to the number of times it appears in the document, but offset by the frequency of it in the corpus. Values after the transformation are smaller than 1, and LASSO is unable to work with too small values. We therefore adjust the values by multiplying them by 10 before inputing in the LASSO regression. Since we standardized the coefficients of LASSO and transformed the inputs into tf-idf, rare terms are weighted up twice. Our results will also tell if it overweights rare terms and worsens the prediction.
The choice of λ is subject to debate. Some recommend to select the value that minimizes the average error, while some others propose to use a high-dimension-adjusted Akaike Information Criteria [4] . Due to the relatively low dimensions of our corpus (from 73 to 689), we cannot afford losing too many information. Therefore, we simply picked the smallest value of λ that gives a number of estimates which is smaller than the number of all unique terms. Consequently, λ ranges from 1 to 4. The number of non-zero coefficients ranges from 5 to 19. Table 2 reports the λ chosen and the number of non-zero coefficients of the LASSO regression. Table 3 reports the comparison of results of the 9 methods. We highlight the lowest MSE value for each question. In short, we do not find an absolutely superior method of preparing the inputs for LASSO. It shows that the research question indeed does not have an obvious answer and needs further investigation. Tf-idf (min frequency= 1) beats counts 7 out of 12 times and tf-idf (min frequency= 2) beats counts 9 out of 12 times. Tf-idf (min frequency= 2) performs better than tf-idf (min frequency= 1) 9 out of 12 times. If we only consider counts, stemming with POS-tag beats others 3 out of 4 times. If we only consider tf-idf (min frequency= 2), stemming with POS-tag performs better than others 3 out of 4 times. On average, stemming plus POS-tag with tf-idf (min frequency= 2) gives the lowest average MSE. It is also the method that gives the highest number of non-zero coefficients. It suggests that LASSO works better if the inputs have been significantly trimmed.
Stemming seems to be a superior choice. Lemmatization may allow too many forms of the same concept to appear separately, that in effect diminishes their importance relative to some terms which do not have many different forms. For example, the root "regul" is in certain context more important than "market", but the former could be expressed in "regulation", "regulatory", etc. Tf-idf performs on average better than counts because of its advantage to value more the rare terms. Besides, we find no evidence that tf-idf transformation should not be employed together with standardizing coefficients in LASSO regression. Weighting up rare terms twice Sample Size 34 41 39 35 performs better compared to the baseline result using counts. POStag that keeps only nouns tends to work well in our context.
CONCLUSION
This work aims at comparing different ways of pre-processing of texts for predicting a binary position by LASSO logistic regression.
We collect textual data from a public consultation launched by the European Commission and manually identify alignments and misalignments between stakeholders and the Commission, which are explained by the textual inputs given in the open-box. Although we do not find a clearcut winner, tf-idf on average performs better than counts, and deleting terms that appear only once tends to reduce the prediction errors. In short, stemming plus POS-tag with tf-idf and minimum term frequency equal to 2 generates the lowest average mean squared errors.
