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Introduction
In this work we establish regularity results for weak solutions of the quasilinear elliptic problems driven by the Φ-Laplacian operator described in the following form
where Ω ⊂ R N is bounded domain with smooth boundary ∂Ω, ∆ Φ u := div(φ(|∇u|)∇u) is the Φ-Laplacian operator and g : Ω × R → R is a Carathéodory function satisfying suitable assumptions. Throughout this work we shall consider Φ : R → R an even function defined by The function φ : R → R is a C 1 -function satisfying the following assumptions:
(φ 1 ) tφ(t) → 0, as t → 0 and tφ(t) → ∞, as t → ∞; (φ 2 ) tφ(t) is strictly increasing in (0, ∞); (φ 3 ) there exist ℓ ∈ [1, N ) and m ∈ (1, N ) such that
Due to the nature of the non-homogeneous differential operator Φ-Laplacian, we shall work in the framework of Orlicz and Orlicz-Sobolev spaces. For the reader's convenience, we provide an Appendix with a brief revision on the Orlicz space setting. It is worthwhile to mention that the Orlicz space L Φ (Ω) is a generalization of the Lebesgue space L p (Ω). It is well known that the Orlicz-Sobolev space W 1,Φ (Ω) is a generalization of the classical Sobolev space W 1,p (Ω). Hence, several properties of the Sobolev spaces have been extended to Orlicz-Sobolev spaces. The main interest regarding Orlicz-Sobolev spaces is motivated by their applicability in many fields of mathematics, such as partial differential equations, calculus of variations, non-linear potential theory, differential geometry, geometric function theory, the theory of quasiconformal mappings, probability theory, non-Newtonian fluids, image processing, among others, see [1, 11, 12, 23] . The class of problems introduced in (P ) is related with several branch of physics which are based on the nature of the non-homogeneous nonlinearity Φ. For instance we cite the following examples:
(i) Nonlinear elasticity: Φ(t) = (1 + t 2 ) γ − 1, 1 < γ < N/(N − 2);
(ii) Plasticity: Φ(t) = t α (log(1 + t)) β , α ≥ 1, β > 0;
(iii) Non-Newtonian fluid: Φ(t) = In the example (iii), the function Φ gives the so called p-Laplacian and Problem (P ) can be read as
In similar way, in the example (iv), the function Φ provides the named (p, q)-Laplacian operator and Problem (P ) can be rewritten in the following form
It is worthwhile to recall that Φ satisfies the so called ∆ 2 -condition whenever Φ(2t) ≤ CΦ(t), t ≥ t 0 , holds true for some C > 0 and for some t 0 ≥ 0. In short, we write Φ ∈ ∆ 2 . One feature on this work is to consider regularity results for quasilinear elliptic problem driven by the Φ−Laplacian operator where the so called ∆ 2 -condition is not satisfied forΦ, that is, the conjugate function defined by
does not verifies the ∆ 2 -condition. It is important to emphasize that the Φ-Laplacian operator is not homogeneous which bring us several difficulties in order to get the boundedness of a weak solution to the elliptic Problem (P ). Moreover, the Orlicz space can be different from any usual Lebesgue spaces, for instance, when Φ(t) = t α (log(1+t)) β for some α ≥ 1 and β > 0. For more details about non-homogeneous differential operators with different types of nonlinearity Φ we refer the readers to [4, 5, 8, 11, 18] and references therein. There is a huge bibliography concerned on regularity results for problems related to (P ). We refer the readers to interesting works [7, 8, 10, 17, 22, 25] . There are many applications of regularity theory for quasilinear elliptic problem defined on bounded domains. For instance, an application of our regularity results is a version of the strong maximum principle for the quasilinear elliptic problems given by Problem (P ), see Theorem 1.7 ahead. Another interesting application arises from the study of existence of solutions which satisfies a multivalued elliptic equation in an "almost everywhere" sense. More specifically, let u ∈ W 1,Φ loc (Ω) be a solution of Problem (P ) in such way that [∇u = 0] is the associated singular set. The regularity of the solution may be used to prove that the Lebesgue measure of the singular set is null. This type of result was proved, for example, by H. Lou [19] only for the case Φ(t) := t p /p, 1 < p < ∞. By using this fact, one can conclude that a solution for a multivalued problem satisfies the equation almost everywhere. The same argument can be used for the Φ-Laplacian operator thanks to the fact that any weak solution for the Problem (P ) remains bounded. This assertion is the most feature in the present work. It is also important to emphasize that any weak solution for the Problem (P ) can be not a local minimum for the energy functional associated to the problem (P ). There exist several regularity results concerning only for local minimizers for a suitable energy functional. On this subject we refer the readers to [2] and references therein. For further results concerning on related results for quasilinear elliptic problems involving nonhomogeneous operators we refer the reader to Fiscella and Pucci [9] . In the present work is not needed to assume that a weak solution for Problem (P ) is a minimum for the energy functional. Then our work complements/extends the aforementioned works. The main contribution on this work is to guarantee some regularity results for quasilinear elliptic equations driven by the Φ-Laplacian operator for the homogeneous and non-homogeneous case. The main feature is to ensure that any weak solution for the Problem (P ) are necessarily bounded. More precisely, we shall consider quasilinear elliptic problem given by the Φ-Laplacian operator showing regularity results taking into account a truncation technique together with the Moser's iteration. For the homogeneous case, we study regularity of solutions for following quasilinear elliptic problem
where f ∈ L q (Ω), with q > N/ℓ and ℓ > 1. It is worthwhile to recall that u ∈ W 1,Φ 0 (Ω) is said to be a weak solution for the quasilinear elliptic Problem (P h ) if there holds
Definition 1.1. Let Φ, Ψ be two N -functions. We say that Φ and Ψ are equivalent, in short Φ ≈ Ψ, when there exist c 1 , c 2 > 0 in such way that c 1 Ψ(t) ≤ Φ(t) ≤ c 2 Ψ(t) for any t ≥ t 0 and for some t 0 ≥ 0. Moreover, we write Φ ≈ Ψ whenever Φ and Ψ are not equivalent.
Our first main result can be stated as follows:
Moreover, assume that one of the following hypotheses holds:
Then the weak solution u for the problem
It is well known that Problem (P h ) admits solution, see [12, 14] We are also concerned with regularity results for the non-homogeneous problem (P ). This case extends Theorem 1.2 in some directions. For instance, we study the regularity of solutions when q = N/ℓ in a suitable sense. Moreover, we consider a Carathéodory function g : Ω × R → R satisfying subcritical or critical growth. Let α ∈ {ℓ, m} be a fixed number. For the subcritical case we suppose that
where a ∈ L N/α (Ω). It is also usual to consider the following subcritical behavior for g given by
where α < r < α * . For the critical case, we assume that there exists C > 0 such that
Now we state our main result regarding to the non-homogeneous case. 
It is important to point out that Theorem 1.4 can be viewed as a generalization of the well known celebrated result of Brezis-Kato [6] . As a consequence, using a critical or subcritical behavior for g, we can state the following regularity result:
Assume also that one of the following hypotheses is satisfied:
(ii) Φ ≈ t m and α = m;
In order to get our main result we consider also the where g is subcritical or critical. Then we can show that any weak solution for the quasilinear elliptic problem (P ) is in L ∞ (Ω). This result can be state as follows:
) holds true. Assume also that one of the following hypotheses is satisfied:
As an application we can ensure that any nonnegative solution for the quasilinear elliptic problem (P ) is strictly positive. In other words, we can state the following Strong Maximum Principle for quasilinear elliptic equations driven by the Φ-Laplacian operator as follows:
(Ω) be a nonnegative weak solution of (P ), where g : Ω × R → R satisfies (1.3) or (1.4) with ℓ > 1. Moreover, suppose that there exists δ > 0 such that g(x, s) > 0 for all x ∈ Ω and s ∈ (0, δ). Then we obtain that u ∈ C 1,α (Ω) and u > 0 in Ω.
Remark 1.8. We mention that our results remain true for more general quasilinear elliptic problems. For instance, we can consider the following class of problems
where
is a Carathéodory function satisfying the following assumptions:
(i) there exist constants a 1 > 0 and a 2 , a 3 ≥ 0 satisfying
(ii) There exists a 4 > 0 such that
Here we also assume that
In particular, assuming that conditions (i) and (ii) are satisfied with Φ(t) = t ℓ /ℓ, then we obtain the operator considered by P. Pucci and R. Servadei [22] . Moreover, our results complement [7 
is a weak solution for the Problem (P ). Then, we have the following conclusions: 
+∞). This fact follows by a slight adaptation of the proof of Theorem 1.4, by considering the test function
where L is a positive parameter.
In the preceding items,
Moreover, following same ideas discussed in [25] , we also suppose that
Notice that, in view of Lemma 3.2, one has
For any ε > 0 there exists k > 0 such that if |t| > k, then h(t) < εt ℓ * −1 . Consequently, there exists C > 0 such that
Thus, assuming that (1. [17, Theorem 1.7] it follows that u ∈ C 1,α (Ω), for some α ∈ (0, 1). [1] .
Notice that our main results complement some classical results by showing that any weak solution to the elliptic Problem (P ) is bounded. As was mentioned before, for quasilinear operators such as the p-Laplacian operator there exists several results concerning on regularity. On this subject we refer the reader to the important works [8, 15, 20, 21] . For this operator, choosing Φ(t) = |t| p /p with p > 1, recall that Problem (P h ) admits a bounded weak solution if and only if the nonlinearity f is in L q (Ω) for some q > N/p, see [20] . Furthermore, also for the p-Laplacian operator we know that any weak solution to the quasilinear elliptic problem
Here we refer the reader to the important works [21, 22] . For the Φ-Laplacian operator there exists some preliminary results on regularity, see [7, 25] . However, to the best of our knowledge, there are not results on regularity taking into account the Φ-Laplacian showing that weak solutions are bounded where the nonlinear term is critical. It is important to emphasize also that Theorem 1.4 jointly with Remark 1.9 extend and complement [22, Theorem 2.1]. Furthermore, in [25] the authors considered a more general class of nonlinearities with subcritical growth. In view of Remarks 1.8-1.11, the results obtained in [25] are extended in the present work since we deal with a more general operator together with subcritical and critical nonlinear term g by showing that any weak solution to the elliptic problem (P ) remains bounded. The paper is organized as follows: Section 2 is devoted to the homogeneous case given in (P h ) getting a proof for Theorem 1.2. In Section 3 we give some regularity results for the problem (P ) which provide us the proof of Theorem 1.4, Theorem 1.6 and Corollary 1.5, Theorem 1.7. In the Appendix we give an overview on Orlicz and Orlicz-Sobolev framework. Henceforth, we write Ω f instead Ω f (x) dx.
The homogeneous case
In order to obtain existence of solutions for (P h ), we introduce the following auxiliary problem
where f n (x) := min{f (x), n}, n ∈ N. The main idea is to get a sequence {u n } n ⊂ W solutions {u n } n is increasing, that is, using the fact that f (x) ≥ 0 in Ω and f = 0, we obtain that
Throughout this work we define u − (x) = − max(u, 0) for any u ∈ W 1,Φ 0 (Ω). From now on, for any n ∈ N, we infer that the solution u n is positive. In fact, by using the negative part −u − n as test function in (2.1), we can deduce that
Thus, u − n ≡ 0, that is, u n ≥ 0. Therefore, by using Strong Maximum Principle [21, Theorem 1.1] we conclude that u n > 0. Now we shall divide the proof of the existence result into three steps.
Step 1. {u n } n is a bounded sequence in W 1,Φ 0 (Ω).
In fact, since q > N/ℓ one has q ′ < ℓ * (q ′ < m * , if q > N/m) we have the continuous embedding
. By using u n as test function in (2.1) we obtain
which implies that {u n } n is bounded in W 1,Φ 0 (Ω). As a consequence, we know that u n ⇀ u weakly in W
Step 2. u n → u strongly in W By taking u n − u as test function in (2.1) and using the compact embedding W
Therefore, in view of condition (S + ) (see [16, Theorem 4] ) we conclude that u n → u strongly in W 1,Φ 0 (Ω).
Step 3. The function u described above is a weak solution for the homogeneous quasilinear elliptic problem (P h ).
According to
Step 2 we observe that ∇u n → ∇u a.e. in Ω, see [3] . It follows that φ(|∇u n |)∇u n → φ(|∇u|)∇u, a.e. in Ω.
Since {φ(|∇u n |)∇u n } n is bounded in L Φ (Ω), it follows from [14, Lemma 2] that
On the other hand, since f n ≤ f and f n v → f v a.e. in Ω, by using Lebesgue Dominated Convergence Theorem we conclude that
The last identity implies that u is a weak solution for the quasilinear elliptic problem (P h ). Now, we are concerned with the regularity for the Problem (P h ).
Proof of Theorem 1.2 (i).
The main idea is to apply a Moser iteration method. Let us introduce the following sequence
. Note that since q > N/ℓ which implies that δ > 1. Thus, we can deduce that
2)
Since {β k } k is a increasing sequence and β k → +∞, as k → +∞, let us consider k 0 ∈ N be such that
n as test function in (2.1) and using Hölder inequality we get
On the other hand, in view of Proposition 3.2, one has
Combining (2.4) and (2.5) we obtain
By using the embedding
In view of the embedding L β k (Ω) ֒→ L 1 (Ω) we infer that
Since u 1 ≤ u n , it follows that u 1 β k ≤ u n β k . It is no hard to verify that
Thus, combining (2.7) and (2.8) we conclude that
By using (2.6) and (2.9) we obtain
Thus, we have concluded that
Combining (2.10) and (2.11) we deduce that
In view of the embedding W
Let us define F k+1 := β k+1 ln u n β k+1 . It follows from (2.12) that
where λ k := ℓ * ln (µAβ * k ). By using (2.2) and (2.3) we deduce that
where b := ℓ * ln(µAβ 1 ). Hence, we get
Furthermore, we also mention that
This inequality shows that
Combining (2.14) and (2.13) we obtain
As a consequence, using the definition of F k we also conclude that
At this stage, we also mention that
which implies that u ∈ L ∞ (Ω). This ends the proof.
Proof of Theorem 1.2 (ii).
The proof of Theorem 1.2 (ii) follows by similar arguments from the proof of Theorem 1.2 (i). Let {u n } n be the sequence of solutions for (2.1). Under this condition, using the fact that Φ ≈ t m , there exist C, T > 0 such that
Moreover, since q ′ < m * it follows that
Arguing as in Step 1 we infer that {u n } n is a bounded sequence in W 1,Φ 0 (Ω). Following the same ideas discussed in the proof of Theorem 1.2 (i), we define β 1 = q ′ (m − 1) and δ = m * /(mq ′ ). Now, we also change (2.5) by
Moreover, the estimate (2.6) can be rewritten in the following form
In order to deduce (2.12), we use the embedding W
. Henceforth, the proof follows analogously to the proof of Theorem 1.2 (i). We omit the details.
The nonhomogeneous case
In this Section we consider the nonhomogeneous problem given by (P ). In order to obtain regularity, we shall use a Moser's iteration method, see [22, 24] . Before starting the procedure, we consider a useful estimate which will be crucial in the method. 
where X {|u| s ≤L} denotes the characteristic function over the set {|u| s ≤ L} and
Proof. A simple computation leads to
Now we divide into two cases. Namely, we consider the cases ℓ ≤ 2 and ℓ > 2. If ℓ ≤ 2, then the function t → t ℓ/2 is concave. Thus, one can deduce
If ℓ > 2, then the function t → t ℓ/2 is convex. Thus, we obtain
Combining (3.2) and (3.3) we get (3.1). This finishes the proof.
Proof of Theorem 1.4. Here we shall prove the item (i). The proof for the case (ii) is a direct adaptation of the proof of case (i) together with a similar procedure of the proof of Theorem 1.2 (ii). Let u ∈ W 1,Φ 0 (Ω) be a weak solution of (P ) and L > 0. Notice that
Thus, by taking ϕ := u min{|u| ℓs , L ℓ } as test function in (P ), one can deduce that
for L > 0 sufficiently large. Let us define h : (0, +∞) → R given by
Notice that h(s) ≤ c ℓ (1 + s) ℓ . In view of Lemma 3.1, Proposition 3.2, estimate (3.4) and Hölder inequality one has
where k = k(s) > 0 is a parameter which depends on s. Let S > 0 be the sharp constant of the continuous embedding W
Taking into account the above estimates we obtain that
Since a ∈ L N/ℓ (Ω), for given s > 0 there exists k = k(s) > 0 such that
Hence, we obtain
By using Lemma 3.1 we deduce
Combining (3.6), (3.7) and taking the limit L → +∞ we conclude that
Now, using the embedding W
In light of the general estimate (3.8), we are able to start the iteration procedure considering 
where α ∈ {ℓ, m}. Therefore, the desired result follows immediately from Theorem 1.4.
Proof of Theorem 1.6. Now we shall prove the case where (1.4) holds true. In this case, assuming also that α = m, the proof follows by slight modifications as in the previous results. In light of Corollary 1.5, we have that u ∈ L q (Ω), for all q ∈ [1, ∞). Let h : (0, +∞) → R be the function defined in (3.5). Let us define
For the reader convenience, we introduce the notation ψ := u min{|u| s , L}. By using ϕ as test function in (P ) and similar calculations to the proof of Theorem 1.4 we deduce also that
Thus, we deduce that
be a fixed number. By using
Hölder inequality with ℓ * /(ℓr) and (ℓ 2 ) 2 /ℓ(ℓ * − ℓ) we obtain
where S > 0 is the sharp constant of the continuous embedding W
Convergence Theorem taking L → +∞ we get
In view of the continuous embedding L ℓ * r (s+1) (Ω) ֒→ L ℓ(s+1) (Ω) we deduce the following estimates Combining (3.9), (3.10) and (3.11) we conclude that
, 1 , for all s ∈ (0, +∞). At this stage, choosing s + 1 = r, one has
Now, we continue the iteration by taking s + 1 = r 2 . Thus, we obtain the following estimate
By iterating similarly to [22, p . 3344], we conclude that u ∈ L ∞ (Ω). This ends the proof.
Proof of Theorem 1.7. In view of Theorem 1.6 it follows that u ∈ L ∞ (Ω). Hence, by using [17, Theorem 1.7] we conclude that u ∈ C 1,α (Ω), for some α ∈ (0, 1). Let us define H(t) := t 2 φ(t) − Φ(t). It is not hard to check that H is an increasing function and satisfies Φ −1 (s) ≥ H −1 ((ℓ − 1)s) for any s ≥ 0. Taking into account (1.4) we deduce that
The last assertion implies that
holds true for some δ > 0. Therefore, we are able to use the Strong Maximum Principle given in [21, Theorem 1.1] showing that u > 0 in Ω. This ends the proof.
Notice that by using assumptions (φ 1 ) and (φ 2 ) we conclude that Φ, defined in (1.1), is a N -function. Henceforth, Φ and Ψ denote N -functions. Recall also that a N -function satisfies the ∆ 2 -condition if there exists K > 0 such that
We denote byΦ the complementary function of Φ, which is given by the Legendre's transformatioñ Φ(s) = max The Orlicz-Sobolev norm of W 1,Φ (Ω) is given by
Since Φ satisfies the ∆ 2 -condition, we define by W As a consequence, we have that u := ∇u Φ defines a norm in W Then Φ satisfies the following estimates:
For the function Φ * we obtain similar estimates given by the following result. ≤ m * , t > 0, ζ 2 (t)Φ * (ρ) ≤ Φ * (ρt) ≤ ζ 3 (t)Φ * (ρ), ρ, t > 0,
