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1 Introduction
1.1 Overview
Many physical problems, for example the behaviour of a compressible
fluid, can be modelled as systems of hyperbolic conservation laws,
∂tU +∇x · F (U) = 0,
if certain effects (for instance viscosity) are neglected. Here, x ∈ X ⊂
R
d, F : U → Rm×d, and U : X × [0,∞) → U ⊂ Rm (see Sections 1.2
and 2.1 for details about the notation).
One of the first computational schemes for systems of conservation
laws was introduced by Godunov [17] in 1959. This scheme is based
on exactly solving a Riemann problem at each cell interface and then
projecting the solution back onto the space of piecewise constant
functions after some finite time step which is chosen small enough
such that neighboring Riemann problems do not interfere.
A major drawback of Godunov’s scheme is the necessity to solve
all the Riemann problems exactly, which usually consists of an it-
erative process. To overcome this handicap, there were in the past
many ideas for so-called approximate Riemann solvers, i. e. proce-
dures to obtain a suitable approximation to the solution of a Riemann
problem. Some well-known approximate Riemann solvers are due to
Harten, Lax, van Leer [20], Roe [44] or Osher et al [11, 34], just to
mention a few. These Riemann solvers were then refined in various
aspects.
In principle, the idea of Godunov’s scheme is at first only applicable
to problems in one space dimension (i. e. d = 1). However, problems
naturally often arise in two or three space dimensions, and some stan-
dard techniques to extend the scheme to more space dimensions have
been developped, e. g. dimensional splitting (on a cartesian mesh) or
a finite volume framework (on an unstructured mesh). Finally, piece-
wise polynomial reconstruction and a Runge–Kutta time step can be
1
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used to lift such a scheme to second or higher order of consistency,
see Shu [49].
A detailed description of Riemann solvers and Riemann solver
based schemes can for example be found in the textbooks of Le-
Veque [28], Kro¨ner [26], Godlewski and Raviart [16], and Toro [54].
On the other hand, while the numerical treatment of systems of
conservation laws (as well as of other differential equations) has been
developped and refined more and more and computers have become
increasingly powerful, the classical analytical tool of characteristic
theory (see for example Courant and Hilbert [7]) seems to have been
sunk little by little into oblivion.
Since about 15 years, there is an ongoing discussion (see for ex-
ample Roe et al [45, 9]) whether one-dimensional Riemann solvers do
justice to the multi-dimensional effects arising in systems of conserva-
tion laws in multi-dimensions. As discussed e. g. in the introduction
of [33], there were a number of approaches which therefore purposely
dispensed with Riemann solvers, and some of which were based on
the classical characteristic theory. The current thesis includes both a
recapitulation of some aspects of the multi-dimensional characteristic
theory (and therefore hopefully makes for preventing this beautiful
theory from being forgotten) and some new analytical connections
and differences between the following three Riemann solver free ap-
proaches:
  the Method of Transport (MoT), originally developed by Fey [12,
13, 14] and later modified by Noelle [33],
  the Evolution Galerkin (EG) approach of Butler [5], Morton et
al [29] (exploiting the transport collapse operator of Brenier [3]),
Ostkamp [35, 36], Luka´cˇova´, Morton, Warnecke [30] as well as
(based on this) the Finite Volume Evolution Galerkin (FVEG)
approach of Luka´cˇova´, Morton, Saibertova´ and Warnecke [32,
31], and
  the kinetic approach of Deshpande [8] and Perthame [38, 39].
In particular, the thesis includes a new and elementary derivation
of Noelle’s [33] version of the MoT (called MoT-ICE in contrast to
Fey’s [12, 13, 14] version, which we call MoT-CCE), which on the
2
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one hand naturally fits into the framework of so-called state decom-
positions and flux decompositions (in which also the standard finite
volume approach can integrated) and on the other hand is based on
the gas-kinetic theory. This establishes a close connection between
the MoT-ICE and the kinetic schemes. Some implementory details
for the MoT-ICE and a numerical comparison of the MoT-ICE to
a standard, Riemann solver based scheme complete the thesis. This
comparison in a way confirms the close connection between the MoT-
ICE and the kinetic schemes, and at the same time indicates that the
MoT-ICE seems not yet to be in a state of development where it is
a reasonable alternative to Riemann solver based schemes. However,
there is still freedom for further investigations and experiments, and
it might be possible that the scheme will be able to show its strengths
in future versions or for some special test problems.
The layout of this document is as follows: Some basic notation is
fixed in the subsequent section. Then, in Chapter 2, we recall the
definition of multi-dimensional systems of hyperbolic conservation
laws and give three typical examples: the wave equations system,
the Euler equations of gas dynamics, and the equations of ideal mag-
netohydrodynamics (MHD). For all of these examples, we state the
eigensystem of the Jacobian matrix, which for the MHD equations is
very extensive and includes a complex case differentiation. Chapter 3
consists of an introduction to the classical multi-dimensional charac-
teristic theory, especially aimed at systems of conservation laws, and
includes application of this theory to the three examples introduced
in Chapter 2.
In Chapter 4, we introduce the framework of so-called state and
flux decompositions and present a new and elementary derivation of
the MoT-ICE scheme based on the gas-kinetic theory and therefore
introducing a close connection of this scheme to the kinetic approach.
A numerical comparison of the MoT-ICE to a standard scheme as
well as some details about the implementation of the MoT-ICE are
presented in Chapter 5. After some final remarks in Chapter 6, as a
matter of course this thesis closes with the bibliographical references
and a detailed subject index.
3
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1.2 Overall notation
For this whole document, we use the convention that boldfaced sym-
bols denote column vectors with m components whereas (single) un-
derlined symbols denote row vectors with d components. m and d are
the dimensions of the state space and the physical space, respectively
(cf. Section 2.1 for more details). In some situations (especially in
Sections 3.2 and 3.3, where no distinction between space and time is
made), underlined symbols also denote row vectors with d+1 compo-
nents. This use of boldfaced and underlined symbols is quite natural
for the treatment of systems of hyperbolic conservation laws because
state vectors are usually row vectors and space vectors can easily
be considered as line vectors resulting in the flux matrix F , which
is nothing but a state vector of space vectors (or vice versa), being
denoted by an underlined and boldfaced symbol.
When considering Jacobian matrices and left eigenvectors, a no-
tation for row vectors with m components is needed which is able
to be combined with boldface to denote m × m matrices. For this
reason, we let double underlined symbols denote row vectors with m
components and, consequentially, double underlined and boldfaced
symbolds denote m×m matrices.
However, we will in some situations also need a notation for d× d
matrices. Failing a better possibility, we also use single underlined,
boldfaced symbols as for m × d matrices. This only affects the con-
stants 0 and 1.
An overview over all combinations that may appear is given in
Table 1.2.1. When examples are considered in which d = 1 or m = 1,
then the respective decoration is omitted; e. g., if d = 1, then no
single underlines are used.
In some situations, however, it is necessary to deal with expressions
in which d-component vectors appear as both row and column vec-
tors. If there is no danger of ambiguity, we just use single underlined
symbols for both; otherwise we use a ‘strict notation’ in which the
transpose symbol t is used to transform row vectors into column vec-
tors. In strict notation, the gradient symbol∇ (which never is typeset
with decoration such as boldface or underline but may have an index
which denotes the variables it acts on) is always a column vector (of
4
1.2 Overall notation
Table 1.2.1: Notation for scalars, vectors and matrices
rows columns
1 d m
1 x x x
d x
m x x x
derivatives). Thus, for example, the divergence of a d-vector valued
function u with respect a d-vector variable x is denoted by
∇tut =
d∑
s=1
∂us
∂xs
.
Without both transpose symbols, the expression would be a matrix:
∇u =


∂u1
∂x1
· · · ∂ud∂x1
...
. . .
...
∂u1
∂xd
· · · ∂ud∂xd

 .
Interchanging the ∇ symbol with the vector u would not give the
divergence either, but the scalar valued differential operator
u∇ =
d∑
s=1
us
∂
∂xs
.
In sloppy notation, however, i. e. if there is no danger of ambiguity,
we denote the divergence as
∇ · u =
d∑
s=1
∂us
∂xs
as usual.
5
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2 Systems of hyperbolic conservation laws
2.1 Basics
Consider a system of partial differential equations of the form
∂tU(x, t) +∇ · F (U(x, t)) = C(U(x, t), x, t). (2.1.1)
Here, U is the function we want to find, and it maps from X × [0,∞)
to U , where X and U are open subsets of Rd (the physical space) and
R
m (the state space), respectively. F is called flux matrix and maps
from U to Rm×d, whereas C is called source term and maps from
U ×X × [0,∞) to Rm. In all examples that we will consider, we have
that C ≡ 0.
Furthermore, we have that
∇ · F (U) =
d∑
s=1
∂xsF s(U) =
d∑
s=1
As(U)∂xsU
where F s are the columns of the matrix F , and As are the Jacobian
matrices of the F s with respect to U . Thus, we can write (2.1.1) in
the more general form
∂tU(x, t) +
d∑
s=1
As(U(x, t))∂xsU (x, t) = C(U(x, t), x, t). (2.1.2)
Not every system (2.1.2) can be transformed into the form (2.1.1).
If it can, it is called a system of conservation laws or in conservation
form. A system (2.1.1) or (2.1.2) is called hyperbolic if and only if
any linear combination of the matrices As is diagonalizable having
only real eigenvalues, i. e. for any p ∈ Rd and any U ∈ U there are
real matrices Rp(U) and Lp(U) with Lp(U)Rp(U) = 1 such that
Lp(U)
( d∑
s=1
As(U)ps
)
Rp(U) =: Λp(U)
7
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is a real diagonal matrix. Obviously, it suffices to consider vectors p
with |p| = 1. (The case p = 0 is trivial and usually not considered.)
The diagonal entries of Λp(U) are called λ
k
p(U) where k = 1, . . . ,m.
The column vectors of Rp(U) are called r
k
p(U), and the row vectors
of Lp(U) are called l
k
p(U). They are the right and left eigenvectors
of
∑
sAs(U)ps to the eigenvalue λ
k
p(U), respectively.
For all these expressions, the dependence on U is dropped in the
notation if there is no ambiguity.
The system (2.1.1) or (2.1.2) is called strictly hyperbolic, if and only
if in any cases (except p = 0), all the m eigenvalues λkp are pairwise
distinct.
For an overview of the theory and numerics of systems of hyperbolic
conservation laws, see for example the textbooks of LeVeque [28],
Kro¨ner [26], Godlewski and Raviart [16] or Toro [54].
When systems of conservation laws arise in physics, the more nat-
ural form is often the integral form
∂t
∫
Ω
U dx+
∫
∂Ω
n · F (U) ds(x) =
∫
Ω
C dx, (2.1.3)
which does not require point evaluation of U and naturally allows
for discontinuities, which typically arise in the solution even if the
initial data is smooth. For smooth functions U , Equations (2.1.3)
and (2.1.1) are equivalent.
On the other hand, for some equations it is not clear what the
natural form is. For example, the MHD equations (see Section 2.4
below), consist of a hydrodynamic part, which naturally arises in
integral form, and a Maxwell part, for which the integral form can
be considered as somehow artificial.
For a system (2.1.2), one can perform a state space transformation
ϕ : U 7→ U˜ to obtain a different (perhaps simpler) representation
of the system. It is important to note that the property of a sys-
tem (2.1.2) to be hyperbolic, strictly hyperbolic or not hyperbolic, is
invariant under such a transformation. More precisely, it is straight-
forward to show that the eigenvalues of the system do not change at
all and the eigenvectors transform according to
R˜p = ϕ
′ ·Rp, L˜p = Lp · (ϕ′)−1. (2.1.4)
8
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In contrast to that, the property of a system to be in conservation
form, is not invariant under a state space transformation. If the
system is in conservation form when set up for U but not for U˜ , then
the components of U are called conservative variables and those of
U˜ are called primitive variables (the latter name is especially used
when the components are physically relevant expressions).
Note also that state space transformations—even if both represen-
tations of the system are in conservation form—can lead to different
weak solutions. That is because the Rankine–Hugoniot condition is
not invariant under state space transformations. These transforma-
tions therefore have to be handled with great care. However, for
considerations about eigenvalues and eigenvectors, state space trans-
formations cause no difficulties, as described above.
We will now state three important examples for systems of hyper-
bolic conservation laws in three space dimensions (i. e. d = 3).
2.2 The wave equation system
The first example is the wave equation system. It can be considered as
the prototype of a system of hyperbolic partial differential equations.
For example, the vibrating chord problem or the propagation of sound
or light in the Euclidean space reduce to the wave equation if suitable
simplifications are made. The wave equation is often stated as the
scalar, second order equation
∂2t ρ− c2∆xρ = 0, (2.2.1)
but it can as well be formulated as a system of hyperbolic conservation
laws where state vector and flux matrix are given by
U =
(
ρ
ut
)
, F (U) = c ·
(
u
ρ · 1
)
. (2.2.2)
Obviously, m = d+1 for the wave equation system, and we specalize
to the (physically relevant) case d = 3, m = 4.
If we insert (2.2.2) into (2.1.1), we get the system
∂tρ+ c∇ · u = 0, (2.2.3a)
∂tu+ c∇ρ = 0. (2.2.3b)
9
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If U = (ρ, u)t is a smooth solution of (2.2.3), then ρ is auto-
matically a solution of (2.2.1). Conversely, if ρ is smooth solution
of (2.2.1), then one can find a smooth function u such thatU = (ρ, u)t
solves (2.2.3); for example
u(x, t) = −1
c
(∫ x1
0
(∂tρ)(ξ, x2, . . . , xd, 0) dξ, 0, . . . , 0
)
− c
∫ t
0
∇ρ(x, τ) dτ.
Let us now verify that the system (2.2.3) is hyperbolic. A straight-
foward computation yields
d∑
s=1
Asps = c ·
(
0 p
pt 0
)
.
In particular, the matrices As do not depend on U . The eigenvalues
of
∑
sAsps are
λ1p = λ
2
p = 0, λ
3
p = c|p|, λ4p = −c|p|.
The right eigenvectors corresponding to λ3p and λ
4
p are
r3p =
(
1
pt/|p|
)
, r4p =
( −1
pt/|p|
)
.
For the double eigenvalue 0, we have the two-dimensional eigenspace{(
0
vt
)
: v ⊥ p
}
By the Hedgehog Theorem, this space does not have a globally con-
tinuous basis. But at least, the space has got the correct dimension
(so
∑
sAsps is really diagonalizable) and we can find a basis which
is locally continuous in a neighborhood of any p 6= 0 we want—for
our purposes that suffices.
We see that the wave equation system in three space dimensions is
hyperbolic, but not strictly hyperbolic since we have a double eigen-
value. In other space dimensions, the eigenspace for the eigenvalue
10
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0 changes its dimensionality accordingly, and for d = 2 or d = 1 the
system thereby becomes strictly hyperbolic.
Since the Jacobian matrix is symmetric, left and right eigenvectors
coincide, i. e. lkp = (r
k
p)
t if we neglect the claim llpr
k
p = 1. (We will
usually neglect this claim; it can be restored by scaling the vectors
appropriately.)
The symmetry of the Jacobian matrix as well as the surprising re-
sult that the eigenvalues do not depend on U or on the direction of p
(only on its absolute value) are special properties of the wave equa-
tion system and are in general false for other systems of hyperbolic
conservation laws. We will see this in the two examples to follow.
2.3 The Euler equations of gas dynamics
The next example for a system of hyperbolic conservation laws is the
system of Euler’s equations of gas dynamics. The Euler equations
describe the behaviour of a compressible, inviscid fluid. They can
be seen as the limit of the Navier–Stokes equations for vanishing
viscosity.
State vector and flux matrix read
U =


ρ
ρut
E

 , F (U) =


ρu
ρutu+ p · 1
(p+E)u

 ,
where ρ is the density, u the flow velocity (ρu is the momentum,
sometimes called m), E is the energy, and p is the pressure of the
fluid. (Be sure not to confuse the pressure p with a direction vector
p.) Pressure and energy are connected via an equation of state, which
for an ideal gas reads
E =
p
γ − 1 +
1
2
ρ|u|2.
Here, γ is the adiabatic constant, which is usually a rational number
with 1 < γ ≤ 3. For a biatomic gas in three space dimensions, we
have γ = 7/5, see also Subsection 4.6.1 for more details.
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The Euler equations can more easily be stated in the primitive
variables
U˜ = (ρ, u, p)t,
for which the system reads
ρt + u∇ρ+ ρ∇tut = 0, (2.3.1a)
ut + u∇u+ 1
ρ
∇tp = 0, (2.3.1b)
pt + u∇p+ γp∇tut = 0. (2.3.1c)
(Here, we have used strict notation, cf. page 4.) Dropping the tilde,
we get
d∑
s=1
psAs =


put ρp 0
0t 1 · put 1ρpt
0 γpp put

 . (2.3.2)
In conservative variables, this matrix has got the essentially more
complicated structure

0 p 0
γ−1
2 p
tuut − utput utp− (γ − 1)ptu+ 1 · put (γ − 1)pt(
(γ − 1)uut − γEρ
)
put
(
γE
ρ − γ−12 uut
)
p− (γ − 1)putu γput

 .
The eigenvalues (of both matrices) are
λ1p = λ
2
p = λ
3
p = u · p, λ4p = u · p+ c|p|, λ5p = u · p− c|p|,
where
c =
√
γp
ρ
is the speed of sound.
We now state the eigenvectors for primitive variables, i. e. the eigen-
vectors of the matrix given in (2.3.2). The eigenvectors for con-
servative variables can be computed using the transformation for-
mula (2.1.4), but they are also stated explicitely in the proof of
Lemma 4.4.2 on page 81 (at least the right eigenvectors).
12
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For the two single eigenvalues λ4p and λ
5
p, we get
r4p =


ρ
c
|p|p
t
γp

 , r5p =


ρ
− c|p|pt
γp

 ,
l4p = (0, γpp, c|p|), l5p = (0,−γpp, c|p|).
For the triple eigenvalue u · p, we get a three-dimensional eigenspace
(for each side, i. e. right and left). The space of right eigenvectors can
be split canonically into the space spanned by the vector
r1p = (1, 0, 0)
t,
and the two-dimensional space



0
wt
0

 : w ⊥ p

 ,
the latter not having a globally continuous basis as for the wave
equation system. In the same way, the left eigenspace can be split
canonically into the space spanned by
l1p = (−c2, 0, 1)
and the two-dimensional space
{(0, wt, 0) : w ⊥ p}.
Note that for Euler’s equations, the matrix
∑
pAsps is not sym-
metric and thus the left and right eigenvalues are essentially differ-
ent. Also note that the eigenvalues depend on the direction of p and
strongly non-linear on U .
2.4 The equations of ideal magnetohydrodynamics
(MHD)
If the compressible, inviscid fluid is electrically conducting and a non-
vanishing magnetic field B is present, then the behaviour of this fluid
13
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is influenced by the magnetic field. At the same time, the motion of
the fluid again introduces a magnetic field. This results in a com-
plicated bidirectional interaction between the fluid and the magnetic
field. If the electric resistivity is neglected (i. e. the conductivity is as-
sumed to be infinitely high), this interaction can be modelled by the
so-called equations of ideal magnetohydrodynamics (MHD equations).
It is a general property of magnetism that no magnetic monopoles
exist. This is equivalent to the divergence of the magnetic field to
vanish identically, ∇ · B = 0. Depending on where in the deriva-
tion of the MHD equations (from Euler’s and Maxwell’s equations)
this condition is utilized and where it is not, one may get different
representations of the MHD equations. (This is independent of the
possibility to perform a state space transformation.) If ∇ · B = 0
in the initial data, the exact solutions of all of these representations
coincide and have ∇ · B = 0 for all time. For further information
about the derivation of the MHD equations and a general introduc-
tion to this topic, see for example the textbooks of Jackson [21], Jeffry
and Taniuti [22] or Landau and Lifshitz [27]. For the question where
∇ ·B = 0 is or is not utilized see also Kemm and Munz [25].
However, in numerical simulation, ∇·B is typically small but non-
zero, and thus the various representations of the MHD equations will
in general have different solutions. The question arises which repre-
sentation is the ‘most natural’ one and should be used for numerical
simulation. One of these representations, which we will call the clas-
sical form, is characterized by being in conservation form. However,
some authors (see for example Brackbill and Barnes [2], Powell [40],
Godunov [18]) favor a different form, which we will call Powell’s form
of the MHD equations (although it has already been discussed by Go-
dunov [18] before).
The eigensystem of the MHD equations has been discussed by many
people under various aspects (see for example Jeffry and Taniuti [22],
Brio and Wu [4], Roe and Balsara [46]), but in most cases, the calcu-
lations are restricted to the case that the direction of view is a fixed
coordinate direction, say the x1 direction. In that case, the diver-
gence condition together with the evolution equation for B1 result in
B1 being an overall constant so that the MHD system reduces from
eight to seven equations. However, for our approach of the char-
acteristic theory to be described in Chapter 3, it is useful to have
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expressions of the eigenvalues in the general three-dimensional case
where the direction of view is not fixed. For the sake of completeness,
we will do the same for the eigenvectors. For this purpose, however,
it turns out that Powell’s form of the MHD equations is much better
suited than the classical form. We thus first discuss the eigensys-
tem of Powell’s form quite extensively and then add a short remark
about what changes and which difficulties arise if the classical form
is considered.
The classical form is in conservation form if the conservative vari-
ables
(ρ, ρu,B,E)t
are used, but similarly as for Euler’s equations, one often uses the
primitive variables
U = (ρ, u,B, p)t,
where the equation of state connecting E and p now reads
E =
p
γ − 1 +
1
2
ρ|u|2 + 1
2
|B|2.
By abuse of notation, we use the terms ‘conservative variables’ and
‘primitive variables’ also for Powell’s form, which is never in conser-
vation form.
Powell’s form, in primitive variables, reads
ρt + u∇ρ+ ρ∇tut = 0, (2.4.1a)
ut + u∇u+ 1
ρ
(∇tp+B(∇B)t −B∇B) = 0, (2.4.1b)
Bt +∇tutB + u∇B − B∇u = 0, (2.4.1c)
pt + u∇p+ γp∇tut = 0. (2.4.1d)
(Here, we again used strict notation, see page 4.) Writing this system
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in the form (2.1.2) (with C ≡ 0), we get
d∑
s=1
psAs =


put ρp 0 0
0t 1 · put 1ρ
(
ptB − 1 · pBt) 1ρpt
0t Btp− 1 · pBt 1 · put 0t
0 γpp 0 put

 .
(2.4.2)
The eigenvalues of
∑
s psAs are:
λ1p = λ
2
p = u · p,
λ3p = u · p+
B · p√
ρ
,
λ4p = u · p−
B · p√
ρ
,
λ5p = u · p+
√
|p|2(γp+ |B|2) + |p|√|p|2(γp+ |B|2)2 − 4γp(B · p)2
2ρ
,
λ6p = u · p−
√
|p|2(γp+ |B|2) + |p|
√
|p|2(γp+ |B|2)2 − 4γp(B · p)2
2ρ
,
λ7p = u · p+
√
|p|2(γp+ |B|2)− |p|
√
|p|2(γp+ |B|2)2 − 4γp(B · p)2
2ρ
,
λ8p = u · p−
√
|p|2(γp+ |B|2)− |p|√|p|2(γp+ |B|2)2 − 4γp(B · p)2
2ρ
.
We write these eigenvalues as
λep = λ
n
p = p · u, λa±p = λep ± |p|ca, (2.4.3a)
λs±p = λ
e
p ± |p|cs, λf±p = λep ± |p|cf , (2.4.3b)
where
ca =
|B · p|√
ρ|p| , cf =
√
γp+ |B|2 +W
2ρ
, cs =
√
γp+ |B|2 −W
2ρ
,
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W =
√
(γp+ |B|2)2 − 4γp(B · p)
2
|p|2 .
The indices stand for ‘entropy’ (e), ‘Alfve`n’ (a), ‘fast magneto-
acoustic’ (f), ‘slow magneto-acoustic’ (s), and ‘non-physical’ (n). The
values ca, cf , and cs are called the speeds of the Alfve`n, fast, and
slow waves, respectively. Of course, they also depend on p (more
precisely on the direction of p, not on its absolute value), but we
neglect this in the notation and denote the letters a, f, s as lower
indices, so that terms like c2a (which will appear quite often later on)
can be written without parentheses. We see that the system cannot
be strictly hyperbolic because λep = λ
n
p . Furthermore, as we will see
later, some other eigenvalues may coincide in some special cases.
The eigenvectors for λnp are
rnp = (0, 0, p, 0)
t and lnp = (0, 0, p, 0).
(Of course, we could also call these vectors rep and l
e
p, but this choice
is physically less sensible as will become clear in Subsection 2.4.7,
when the classical form of the MHD equations is considered.) They
can never become singular, neither will they have a chance to be
included in the space spanned by some other eigenvectors because, as
we will see later, the B components of all the other (right and left)
eigenvectors are orthogonal to p.
Before we state the remaining eigenvectors, however, we have to
emphasize that this cannot be done in a few lines as for Euler’s
equations. The main reason is that, although in the generic case
all remaining eigenvalues (i. e. all eigenvalues except λnp) are pairwise
distinct, in a number of situations, some more eigenvalues will co-
incide. The generic representations of some eigenvectors will then
become undefined; so we will have to consider all these situations
separately, and since we are also interested in the eigenvectors to de-
pend continuously on all the parameters, we also examine whether
the limits of the eigenvectors—when B approaches a value for which
some eigenvalues coincide—do form a basis of the respectively result-
ing higher-dimensional eigenspace.
Figure 2.4.1 gives an overview over the various possible cases for
the characteristic speeds ca,f,s and thus for the eigenvalues of the
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|B × p|
|B · p|
0 > 0
0
√
γp|p|
Case D
(Euler case)
0 = cs = ca < cf
see 2.4.6
Case C-3
0 < cs = ca < cf
see 2.4.3
Case C-2
0 < cs = ca = cf
see 2.4.5
Case C-1
0 < cs < ca = cf
see 2.4.4
Case B
0 = cs = ca < cf
see 2.4.2
Case A
(generic case)
0 < cs < ca < cf
see 2.4.1
Figure 2.4.1: The various cases for the coincidence of the slow, Alfve`n,
and fast speeds, depending on the magnetic field B or, more precisely,
depending on its parts normal (B × p) and parallel (B · p) to the direction
of view p. Note that |B · p| = |B||p| when B × p = 0.
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MHD system. Not caring about the non-physical eigenvalue λnp , we
have seven remaining eigenvalues, which in the generic case are pair-
wise distinct. In all the non-generic cases, however, we have to cope
with eigenspaces of dimensions greater than one. The arrows in the
diagram indicate possibilities to consider one situation as a limit case
of a different situation. For example, case C-1 can be a limit of
case A when we consider a sequence of states for which B×p 6= 0 but
B × p → 0. In those cases, the limits of the respective eigenvectors
(in our example, this applies to ra±p and r
f±
p ) will always form a ba-
sis of the resulting higher-dimensional eigenspace, but this basis will
in general strongly depend on the direction form which we approach
the respective case (i. e., in our example, the direction from which
B × p approaches the zero vector). For similar ideas see also Roe
and Balsara [46]—they show that numerical flux evaluation causes
no numerical problems when a state is in the vicinity of one of the
non-generic cases (especially case C-2).
We divide the treatment of all these cases (i. e. the statement of the
eigenvectors and the analysis of their behaviour when the special situ-
ation is approached from various directions), into several subsections
(one for each case), starting with the generic case.
2.4.1 Case A (the generic case)
In the generic case that neither B ·p nor B×p vanish, all of the seven
physical eigenvalues are pairwise distinct. The corresponding right
and left eigenvectors read as follows:
rep =


1
0t
0t
0

 , r
s±
p =


ρ
∓ cs(Bt(B·p)−ptρc2s )ρ|p|(c2s−c2a)
c2s (B
t|p|2−pt(B·p))
|p|2(c2s−c2a)
γp

 ,
(2.4.4a)
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ra±p =


0
∓ sgn(B · p)B × p
√
ρ ·B × p
0

 , r
f±
p =


ρ
∓ cf(Bt(B·p)−ptρc2f )
ρ|p|(c2f−c2a)
c2f (B
t|p|2−pt(B·p))
|p|2(c2f−c2a)
γp

 ,
(2.4.4b)
lep =
(
−γp
ρ
, 0, 0, 1
)
, (2.4.4c)
la±p =
(
0,
√
ρ ·B × p,∓ sgn(B · p)B × p, 0), (2.4.4d)
ls±p =
(
0,∓cs(B(B · p)− pρc
2
s )
|p|(c2s − c2a)
,
c2s (B|p|2 − p(B · p))
|p|2(c2s − c2a)
, 1
)
, (2.4.4e)
lf±p =
(
0,∓cf(B(B · p)− pρc
2
f )
|p|(c2f − c2a)
,
c2f (B|p|2 − p(B · p))
|p|2(c2f − c2a)
, 1
)
. (2.4.4f)
As mentioned above, all of these eigenvectors are orthogonal to the
non-physical eigenvectors rnp and l
n
p.
2.4.2 Case B (B · p = 0)
We consider this case as a limit of case A, i. e. we consider Bˆ = B+εβ
where B · p = 0 but β · p 6= 0 and then let ε ↓ 0. As we also assume
B × p 6= 0, we can without loss of generality use that also Bˆ × p 6= 0
(possibly obtaining an upper bound for ε).
The fast eigenvalues λf±p remain simple, and for r
f±
p as well as for
lf±p , the formulae given in (2.4.4) neither become singular nor vanish
and thus remain valid. rep and l
e
p also remain the same as given
in (2.4.4). For ra±p , we obviously get the limit
ra±p =


0
∓ sgn(β · p)B × p
√
ρ ·B × p
0

 .
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For rs±p , if we use the identities
(cfcs)
2 = c2a
γp
ρ
and
(c2s − c2a)(c2f − c2a) =
c2a|p|2
ρ
(
(B · p)2 − |B|2|p|2),
expand the u and B components of the eigenvector by (c2f − c2a), and
then cancel c2a, a straightforward computation leads to the alternative
representation
rs±p =


ρ
∓|p| sgn(B·p)|p|
√
γpcfB
t−csγppt−cs(B·p)Bt+c3sρpt
(B·p)2−|p|2|B|2
γp−ρc2s )(|p|2Bt−(B·p)pt)
(B·p)2−|p|2|B|2
γp

 (2.4.5)
in the generic case, which in our case leads to the limit
rs±p =


ρ
± sgn(β · p)
√
γpcf
|B|2 B
t
− γp|B|2Bt
γp

 .
Thus, for the fivefold eigenvalue λep = λ
s+
p = λ
s−
p = λ
a+
p = λ
a−
p , we
get the five-dimensional right eigenspace




r
vt
s ·B × p
0

+ t


0
0t
−Bt
|B|2

 : r, s, t ∈ R and v ⊥ p


,
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which can also be written as



r
vt
wt
−B · w

 : r ∈ R and v, w ⊥ p


. (2.4.6)
Obviously, this space does not depend on β, but four of the five basis
vectors do. More precisely, they depend on sgn(β ·p), which can have
two values depending on the direction from which B · p approaches
zero. (A real scalar value can of course only approach zero from two
directions.)
Using the same techniques, the limits
la±p =
(
0,
√
ρ ·B × p,∓ sgn(β · p)B × p, 0),
ls±p =
(
0,± sgn(β · p)
√
γpcfρ
|B|2 B
t,− γp|B|2B
t, 1
)
can be found, which together with the unchanged lep form a basis of
the five-dimensional left eigenspace{(
r, vt, wt,−rρ+B · w
γp
)
: r ∈ R and v, w ⊥ p
}
.
2.4.3 Case C-3 (B × p = 0 and |B|2 < γp)
We would first like to emphasize that in the case B × p = 0 we have
that B = αp for some α ∈ R, and |B · p| = |α||p|2 = |B||p|. Thus, the
additional condition |B · p| < √γp|p| is equivalent to |B|2 < γp.
So let B = αp and |B|2 < γp. The entropy eigenvectors as given
in (2.4.4) remain unchanged. The fast eigenvectors also remain un-
changed in principle, but inserting B = αp we can simplify the rep-
resentation drastically to yield
rf±p =


ρ
±
√
γp√
ρ|p|p
t
0t
γp

 , l
f±
p =
(
0,±
√
γpρ
|p| p, 0, 1
)
. (2.4.7)
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For the slow and Alfve`n eigenvectors, we again consider this case
as a limit of case A: Let Bˆ = B + εβ where B × p = 0 but β × p 6= 0
and furthermore Bˆ · p 6= 0 for all considered values of ε, and then
let ε ↓ 0. As eigenvectors are only defined upon a scalar multiple,
it is legitimate (in fact even necessary) to scale rˆs,a±p with a factor
depending on ε such that the limit for ε ↓ 0 becomes finite and non-
zero. For the Alfve`n eigenvectors, after scaling them with 1/ε, we get
the limits
ra±p =


0
∓ sgn(B · p)β × p
√
ρ · β × p
0

 ,
la±p =
(
0,
√
ρ · β × p,∓ sgn(B · p)β × p, 0).
For the slow eigenvectors, we first note that
cˆs(Bˆ(Bˆ · p)− pρcˆ2s ) =
α|α||p|√
ρ
(β|p|2 − p(β · p))ε+O(ε2),
cˆ2s (Bˆ|p|2 − p(Bˆ · p)) =
α2|p|2
ρ
(β|p|2 − p(β · p))ε+O(ε2),
cˆ2s − cˆ2a =
α2
ρ(|B|2 − γp)(β × p)
2ε2 +O(ε3).
(This is computed straightforward, but quite tedious.) Thus, by scal-
ing the slow eigenvectors with ε
√
ρ(β × p)2/(|B|2 − γp) and taking
into account that sgnα = sgn(B · p), we get the limits
rs±p =


0
∓ sgn(B · p)(βt|p|2 − pt(β · p))
√
ρ · (βt|p|2 − pt(β · p))
0

 ,
ls±p =
(
0,∓ sgn(B · p)(β|p|2 − p(β · p))ρ, (β|p|2 − p(β · p))√ρ, 0).
Since the two vectors p×β and β|p|2−p(β ·p) are linearly independent
(note that the first one is orthogonal to β while the second isn’t), and
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both of them are orthogonal to p, we have that in the considered case
the right eigenspaces for the two double eigenvectors λa±p = λ
s±
p are
the spaces 



0
∓ sgn(B · p)vt
√
ρ · vt
0

 : v ⊥ p


, (2.4.8a)
and the left eigenspaces are{(
0,∓ρ sgn(B · p)vt,√ρ · vt, 0) : v ⊥ p} (2.4.8b)
(note that v ⊥ p means the same as v ⊥ B). Again, we see that the
space does not depend on β, but the basis vectors do. This time,
however, there are not only two, but infinitely many possibilities,
because the vector-valued termB×p can approach zero from infinitely
many directions.
2.4.4 Case C-1 (B × p = 0 and |B|2 > γp)
This is exactly the same as case C-3 above (without any change of
sign), except that the roles of the slow and fast waves exchange.
2.4.5 Case C-2 (B × p = 0 and |B|2 = γp)
Case C-2 can be seen as a limit of one of the cases A, C-1 or C-3.
We first examine it as a limit of case A. Thus, let Bˆ = B + εβ where
B = αp but β × p 6= 0 as before and now γp = |B|2. Then,
cˆs(Bˆ(Bˆ · p)− pρcˆ2s ) =
α|p|2√
ρ
(β|p||α|+ p|β|α)ε+ O(ε2),
cˆ2s (Bˆ|p|2 − p(Bˆ · p)) =
α2|p|2
ρ
(β|p|2 − p(β · p))ε+ O(ε2),
cˆ2s − cˆ2a = −
1
ρ
(α(p · β) + |p||β||α|)ε+O(ε2),
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and
cˆf(Bˆ(Bˆ · p)− pρcˆ2f ) =
α|p|2√
ρ
(β|p||α| − p|β|α)ε+O(ε2),
cˆ2f (Bˆ|p|2 − p(Bˆ · p)) =
α2|p|2
ρ
(β|p|2 − p(β · p))ε+O(ε2),
cˆ2f − cˆ2a = −
1
ρ
(α(p · β)− |p||β||α|)ε+O(ε2),
thus
rs±p =


ρ
± sgn(B · p) |B|(βt|B|+Bt|β|)√ρ((B·β)+|B||β|)
Bt(B·β)−βt|B|2
(B·β)+|B||β|
γp

 ,
rf±p =


ρ
± sgn(B · p) |B|(βt|B|−Bt|β|)√ρ((B·β)−|B||β|)
Bt(B·β)−βt|B|2
(B·β)−|B||β|
γp

 .
Combining these vectors suitably and using the identity
B = sgn(B · p)
√
γp
|p| p,
we see that they span the spaces


r


0
∓ sgn(B · p)(βt|p|2 − pt(β · p))
√
ρ · (βt|p|2 − pt(β · p))
0

+ s


ρ
±
√
γp√
ρ|p|p
t
0t
γp

 : r, s ∈ R


.
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The complete right eigenspaces for the two triple eigenvectors λa±p =
λs±p = λ
f±
p are therefore the spaces




0
∓ sgn(B · p)vt
√
ρ · vt
0

+ s


ρ
±
√
γp√
ρ|p|p
t
0t
γp

 : v ⊥ p and s ∈ R


.
By analogous arguments, we get the left eigenspaces
{(
0,∓ sgn(B · p)√ρvt, vt, 0)+ s(ρ,±√γpρ|p| pt, 0t, 1
)
: v ⊥ p, s ∈ R
}
.
Again, we see that the spaces do not depend on β, but the basis
vectors do.
The entropy eigenvector of cause remains the same as in case A.
If we now consider case C-2 as a limit of case C-3 (or case C-1),
we immediately see from (2.4.7) and (2.4.8) that we get the same
eigenspaces for the triple eigenvectors as before.
2.4.6 Case D (Euler case: B = 0)
If B = 0, then the MHD equations reduce to Euler’s equations, so we
expect that we get the two single eigenvalues u · p± |p|√γp/ρ and a
multiple eigenvalue u·p with eigenvectors as stated in Section 2.3. For
the three additional components (i. e. the B components, we expect
to get an additional three-dimensional eigenspace consisting of all
vectors for which all components except the magnetic field vanish, to
the eigenvalue u · p.
Let us se if this is true. We consider Bˆ = εβ where β 6= 0 and then
let ε ↓ 0. If β × p = 0, then it is a limit of case B. If β · p = 0, then
it is a limit of case C-3. If none of these applies, then it is a limit of
case A.
In the situation of case D as a limit of case A, we can use simi-
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lar techniques like in the already discussed situations to obtain the
following limits:
rep =


1
0t
0t
0

 , r
s±
p =


0
∓ sgn(β · p)(|p|2βt − (β · p)pt)
√
ρ · (|p|2βt − (β · p)pt)
0

 ,
ra±p =


0
∓ sgn(β · p)β × p
√
ρ · β × p
0

 , r
f±
p =


ρ
±
√
γp√
ρ|p|p
t
0t
γp

 .
For rs±p , we used the representation in (2.4.5) and the fact that in
our case
cs = ε
|β · p||p|√
ρ
+O(ε2).
Combining the entropy, slow and Alfve`n eigenvectors, we get that the
right eigenspace for the fivefold eigenvalue λep = λ
s+
p = λ
s−
p = λ
a+
p =
λa−p has the following representation:



r
vt
wt
0

 : r ∈ R and v, w ⊥ p


. (2.4.10)
If we now consider case D as a limit of case B, we immediately see
from (2.4.6) that we get the same right eigenspace (remember that
in case B we already have a fivefold eigenvalue).
If we finally consider case D as a limit of case C-3, i. e. Bˆ = εαp
where ε ↓ 0 and without loss of generality α = ±1. We easily see that
we again get the same right eigenspace.
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For the left eigenspace, similar considerations always lead to the
space
{(r, vt, wt, 0) : r ∈ R and v, w ⊥ p}.
Together with the non-physical eigenvector, we get for both sides (i. e.
left and right) exactly the expected spaces.
2.4.7 The situation for the classical form of the MHD equations
The classical form of the MHD equations (in the same primitive vari-
ables as before) reads
ρt + u∇ρ+ ρ∇tut = 0,
ut + u∇u+ 1
ρ
(∇tp+B(∇B)t −∇tBtB −B∇B) = 0,
Bt +∇tutB + u∇B −∇tBtu−B∇u = 0,
pt + u∇p+ γp∇tut + (γ − 1)∇tBtBut = 0.
In the conservative variables
U˜ = (ρ, ρu,B,E)t,
where p and E are coupled via the equation of state
E =
p
γ − 1 +
1
2
ρ|u|2 + 1
2
|B|2,
the system can be written in the conservative form
U˜ t +∇ · F˜ (U˜) = 0,
where
F˜ (U˜) =


ρu
ρutu+ (p+ 12 |B|2)1−BtB
Btu− utB
(p+E + 12 |B|2)u− uBtB

 .
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The Jacobian matrix
∑
sAsps (in primitive variables) differs from
that of Powell’s form (see (2.4.2)) by the additional term

0
− 1ρBt
−ut
(γ − 1)But

 · (0, 0, p, 0),
i. e.
d∑
s=1
psAs =


put ρp 0 0
0t 1 · put 1ρ
(
ptB −Btp− 1 · pBt) 1ρpt
0t Btp− 1 · pBt 1 · put − utp 0t
0 γpp (γ − 1)Butp put

 .
It can be shown that, as a consequence, now λnp = 0 while all other
eigenvalues remain the same as given in (2.4.3). This somehow ex-
planes the term ‘non-physical eigenvalue’ because λnp is the only eigen-
value which does not have a counterpart arranged symmetrically
around the flow velocity p · u. For the eigenvectors we get that rep,
ra±p , r
f±
p , and r
s±
p as well as l
n
p are the same as for Powell’s form
(including all singular cases). However, the other eigenvectors (i. e.
lep, l
a±
p , l
f±
p , and l
s±
p as well as r
n
p) change essentially, that is to say
they become extremly complicated expressions (lots of pages of maple
output).
Surprisingly enough, it even turns out that the classical form of the
MHD equations is in fact not hyperbolic, i. e. there is a situation in
which the Jacobian matrix is not diagonalizable. To see this, consider
case D, i. e. B = 0. The Jacobian (of the classical form) now reads
d∑
s=1
psAs =


put ρp 0 0
0t 1 · put 0 1ρpt
0t 0 1 · put − utp 0t
0 γpp 0 put

 .
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We then get
rnp = (0, 0, u, 0)
t
in the general case—this can easily be seen by postmultiplying this
vector to the Jacobian matrix and noting that λnp = 0 does not co-
incide with any other eigenvalue in general. If now u · p → 0 but
u 6→ 0, then λe,a±,s±p → 0 = λnp , and the limit of rnp is already con-
tained in the five-dimensional eigenspace given by (2.4.10). That no
other eigenvector emerges can be seen by inserting u · p = 0 into the
Jacobian matrix; we get
d∑
s=1
psAs =


0 ρp 0 0
0t 0 0 1ρp
t
0t 0 −utp 0t
0 γpp 0 0

 ,
or, by interchanging the p with the B components (both in rows and
in columns),
d∑
s=1
psAs =


0 ρp 0 0
0t 0 1ρp
t 0
0 γpp 0 0
0t 0 0t −utp

 .
The lower right 3×3 block −utp has (when p ⊥ u) a triple eigenvalue
zero and is not diagonalizable.
We did not examine whether the phenomenon of the classical form
of the MHD equations not to be hyperbolic also appears in other
situations than case D. They could potentially appear whenever one
of the seven physical eigenvalues happens to vanish and thus coincides
with the non-physical one.
This phenomenon can hardly be found in the literature, although
Ken Powell (private communication) said that it was first examined
in Godunov’s paper [18], ‘which is difficult to read in any language’.
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3 A short course on multi-dimensional
characteristic theory
3.1 Introduction
There seems to be not really a historical starting point for the char-
acteristic theory. Browsing old books about this subject sometimes
leads to the impression that poeple in earlier times knew about char-
acteristic curves and characteristic surfaces since the day they were
born; at least, it should be true that these things were the everyday’s
tools of the trade for a mathematician or an engineer. Nowadays,
where computers can perform unbelievably many calculations within
a single second, these classical tools become more and more forgot-
ten. A classical book on this and other topics is due to Courant and
Hilbert [7], but this book covers within its over 800 pages a very ex-
haustive description of the characteristic theory and its applications,
and for a reader of the 21st century who is not familiar with this
topic, it might be not easy to understand.
To hopefully prevent this beautiful theory from being forgotten,
we give in this chapter a self-contained and short introduction which
selectively only covers the subjects which are needed in Chapter 4.
The main part of this chapter is formed by Sections 3.4 and 3.5,
where an introduction to the characteristic theory for linearized sys-
tems of multi-dimensional hyperbolic conservation laws is presented.
In order to keep this chapter self-contained, an introduction to the
characteristic theory of arbitrarily non-linear scalar partial differen-
tial equations (of first order) is necessary to be included; this is done
in Section 3.2. Section 3.3 forms a link between these two subjects
by dealing with arbitrary first order systems. The final Sections 3.6
through 3.8 apply the theory developped to the three examples in-
troduced in the preceding chapter.
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3.2 Characteristic curves of a scalar, first-order
equation
In this section, we briefly recall some results of the characteristic
theory for a scalar first-order differential equation. For more details
see for example the textbooks of John [23] or Courant and Hilbert [7].
The general form of such an equation is
f(x, ϕ, ∂x0ϕ, . . . , ∂xdϕ) = 0, (3.2.1)
where x = (x0, . . . , xd) ∈ Rd+1. (The x0 component will later corre-
spond to the time t, but for now it does not have to be considered
separately.) We assume f to be as smooth as necessary to perform
all the calculations below.
Any smooth function ϕ of x can be considered as the surface
Sϕ = {(x, z) ∈ Rd+2 : z = ϕ(x)}.
We call this surface an integral surface of (3.2.1) if it corresponds to
a solution ϕ of (3.2.1).
For any smooth function ϕ and fixed (x, z) ∈ Sϕ, we have that
(p,−1) is a normal vector to the tangential plane of the surface Sϕ
at (x, z) where p = ∇ϕ(x). If Sϕ is an integral surface, then
f(x, z, p) = 0. (3.2.2)
In other words, the condition for a surface S to be an integral surface
is that for every (x, z) ∈ S, the tangential plane at (x, z) has to be
normal to a vector (p,−1) where p satisfies (3.2.2). Note that this
description of an integral surface does not access the function ϕ.
Of course, (3.2.2) does not determine p uniquely, but, in general,
we have a d parameter family of vectors p and therefore a d parameter
family of possible tangential planes for an integral surface through a
given point (x, z). In the case of a quasilinear differential equation,
it can be shown that all the possible tangential planes through a
given point (x, z) intersect along a straight line (Figure 3.2.1(a)). In
this way, each point (x, z) ∈ Rd+2 is assigned a canonical direction,
the so-called characteristic direction. There is a generalization of the
characteristic direction to the case of a general first-order differential
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(a) (b) (c)
Figure 3.2.1: Possible tangential planes through a fixed point (x, z): (a) For
a quasilinear equation they intersect along a straight line, (b) in general
the envelop a (hyper-) cone, and (c) each plane touches the cone along a
straight line.
equation, but in general, the characteristic direction also depends on
the choice of one of the possible tangential planes, i. e. one of the
vectors p which satisfy (3.2.2). This generalization is based on the
heuristic argument that all the possible tangential planes envelop a
kind of a hyper-cone, the so-called Monge cone (Figure 3.2.1(b)),
and every possible tangential plane touches the Monge cone along a
straight line (Figure 3.2.1(c)). This defines the characteristic direc-
tion. In the case of a quasilinear differential equation, the Monge
cone degenerates into a straight line which touches all of the possible
tangential planes, and the direction does therefore not depend on p.
We want to define a characteristic curve to be a curve in the (x, z)-
space that fits the characertistic direction everywhere, i. e. a curve
which at every point is tangential to the line along which the Monge
cone touches one of its tangential planes, see Figure 3.2.2. For a
suitable curve parameter σ, this leads to the equations
x′(σ) = ∇pf(x, z, p), (3.2.3a)
z′(σ) = p · ∇pf(x, z, p). (3.2.3b)
See for example John [23] for a derivation. However, p has to be
chosen such that
f(x(σ), z(σ), p) = 0. (3.2.4)
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Figure 3.2.2: A characteristic curve is a curve in the (x, z)-space that fits
the characertistic direction everywhere.
In general, this requires p to depend on σ as well, so we have to
think about a curve in the (x, z, p)-space. We close the system by the
equation
p′(σ) = −∇xf(x, z, p)− p∂zf(x, z, p), (3.2.5)
because we then have that
∂
∂σ
f(x(σ), z(σ), p(σ)) = ∇xf · x′ + ∂zf · z′ +∇pf · p′
= ∇xf · ∇pf + ∂zf · p · ∇pf −∇pf · (∇xf + p∂zf) = 0,
i. e. f is constant along such a curve.
The ordinary differential equations (3.2.3) and (3.2.5) together with
the dependend relation (3.2.4) are called characteristic equations. A
characteristic curve is a curve (x(σ), z(σ), p(σ)) satisfying the charac-
teristic equations. Of course, Equation (3.2.4) only has to be checked
for a single value of σ.
The following result immediately follows from the theory of ordi-
nary differential equations:
Lemma 3.2.1 For a given point (x, z, p) ∈ R2d+3 satisfying f = 0,
there is exactly one charactertistic curve through this point. 
We are now able to prove the following main result of the charac-
teristic theory for scalar, first-order differential equations:
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Lemma 3.2.2 For a given d-parameter family of characteristic curves
(xλ(σ), zλ(σ), pλ(σ)) (where λ is the parameter), assume the mapping
(σ, λ) 7→ xλ(σ) (3.2.6)
to be a diffeomorphism between two open sets in Rd+1. Suppose fur-
ther that
∇λz = p · ∇λx (3.2.7)
is satisfied for one value of σ (say, for σ = 0) and all λ. Then, the
surface
{(xλ(σ), zλ(σ))}
(where σ and λ vary) is an integral surface.
Roughly speaking, the assumptions of the lemma are that the differ-
ential equation is satisfied at one point of each characteristic curve
(remember that (3.2.4) only has to be checked for one value of σ).
Then, the conclusion is that the equation is carried along the charac-
teristic curves to hold everywhere. One can thus say that information
travels along characteristic curves.
The lemma gives a constructive method to solve the Cauchy prob-
lem for (3.2.1):
1. Solve (3.2.3) and (3.2.5). There will be 2d+ 3 free parameters.
2. Eliminate one of the parameters by the condition that each
curve intersects the manifold where the Cauchy data is given
at σ = 0.
3. Eliminate another paramter by requiring that z meets the pre-
scribed value on this manifold.
4. Choose d of the remaining 2d+ 1 paramters and name them as
λ1, . . . , λd. Eliminate the other d + 1 parameters by requiring
that (3.2.4) and (3.2.7) hold for σ = 0.
5. Invert the mapping (3.2.6) and insert the result in the formula
for zλ(σ). The resulting function z(x) should be a solution to
the Cauchy problem.
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Proof (of the lemma): We start by showing that relation (3.2.7) in-
deed holds for every σ. If we denote the difference of both sides by
wλ(σ), we have wλ(0) = 0 and
w′λ(σ) = ∇λz′ − (p · ∇λx)′ = ∇λz′ − p′ · ∇λx− p · ∇λx′
= ∇λ(p · ∇pf) + (∇xf + p∂zf) · ∇λx− p · ∇λ∇pf
= ∇λp · ∇pf + (∇xf + p∂zf) · ∇λx
= ∇pf · ∇λp+∇xf · ∇λx+ ∂zf · ∇λz − ∂zf · w
=
∂
∂λ
(f(x, z, p))− ∂zf ·w = −∂zf · w.
By the uniqueness theorem for ordinary differential equations, it fol-
lows that wλ(σ) = 0 for all σ.
By inverting (3.2.6) we can of course define functions z(x) and p(x).
We claim that ∇xz = p for these functions. This is equivalent to
∂σz = p · ∂σx and ∇λz = p · ∇λx.
The first of these equations follows since by (3.2.3) both sides equal
p ·∇pf . The second is precisely (3.2.7), which we just showed to hold
for all σ.
Now, that z(x) satisfies the differential equation follows from rela-
tion (3.2.4) because we know that ∇xz = p. 
Remark 3.2.3 By abuse of notation, the projection of a character-
istic curve onto the x- or the (x, z)-space is sometimes also called
a characteristic curve. If we talk about a characteristic curve for a
certain (known) solution ϕ, the function x(σ) is sufficient to define
the characteristic curve because we must have z(σ) = ϕ(x(σ)) and
p(σ) = ∇ϕ(x(σ)).
3.3 Characteristic surfaces for a system of first-order
equations
Unfortunately, there seems to be no straightforward generalization of
the concept of characteristic curves to the case of systems of partial
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differential equations. This does not mean that there are no gener-
alizations at all, but they are not so direct or only valid for some
special situations. We are mainly interested in the concept of bichar-
acteristic curves for the case of systems of hyperbolic conservation
laws. The way we would like to introduce them (see Section 3.4 be-
low) requires that we first explain the term of characteristic surfaces
for systems of partial differential equations. Note that characteristic
surfaces are not a generalization of characteristic curves; if we con-
sider scalar equations as a special case of systems, the characteristic
surfaces do not reduce to curves in general. Nevertheless, there is an
important connection between these two types of objects. We will
explain this later in this section.
Let us consider an arbitrary system of first order differential equa-
tions
f(x,u, ∂x0u, . . . , ∂xdu) = 0. (3.3.1)
Here, x ∈ Rd+1 as before, and f and u are Rm-valued. Consider
further a 1-codimensional manifold Φ ⊂ Rd+1. For a solution u
of (3.3.1), suppose that u|Φ is known and we want to compute all the
derivatives ∂xsu on Φ. The derivatives in directions tangential to Φ
can of course be computed from u|Φ alone. It remains to determine
the derivatives in the direction normal to Φ. These are m unknowns
(one for each component of u), and the differential equation (3.3.1)
itself consists of m equations, so that in the non-degenerate case these
derivatives are locally determined uniquely by (3.3.1). However, these
equations may become singular. In that case, the surface Φ is called
characteristic for the solution u at the considered point x. If this is
the case at all points x ∈ Φ, then Φ is called a characteristic surface
for u. In the case of a linear differential equation this does not depend
on the solution u.
Suppose Φ is given by
Φ = {x ∈ Rd+1 : ϕ(x) = 0}
where ϕ is smooth and ∇ϕ 6= 0 everywhere on Φ. Then, a straight-
forward computation (which mainly consists of a coordinate trans-
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formation which transforms Φ into a coordinate hyperplane) shows
that Φ is characteristic for u in x ∈ Φ if and only if
det
( d∑
s=0
∇∂xs uf(x,u,∇u)∂xsϕ(x)
)
= 0. (3.3.2)
In the scalar case, i. e. m = 1, we can cope with both types of
objects: characteristic curves and characteristic surfaces. Then, the
following statement holds:
Lemma 3.3.1 Considerm = 1 and a given solution u ∈ C2 of (3.3.1).
Let x(σ) be a characteristic curve of (3.3.1) for u and Φ = {ϕ(x) = 0}
be any surface with ∇ϕ 6= 0 on Φ and ϕ ∈ C2. Suppose further
f ∈ C2.
1. If x(σ) is entirely contained in Φ, then Φ is characteristic for
u along x(σ).
2. If Φ is characteristic for u and x(σ) ∈ Φ for one σ, then the
curve x(σ) is entirely contained in Φ.
Proof: For m = 1, in (3.3.2) we do not need to take the determi-
nant because the value is scalar. Thus, the condition for Φ to be
characteristic for u in x is that
∇pf(x, z, p) · ∇ϕ(x) = 0 (3.3.3)
where z = u(x) and p = ∇u(x).
If now x(σ) ∈ Φ for all σ, then ϕ(x(σ)) ≡ 0 and therefore
0 =
∂
∂σ
ϕ(x(σ)) = ∇ϕ(x(σ)) · x′(σ)
(3.2.3a)
= ∇ϕ(x(σ)) · ∇pf(x(σ), z(σ), p(σ)).
Thus, (3.3.3) holds along x(σ).
Suppose now that Φ is a characteristic surface, i. e. (3.3.3) holds
for all x ∈ Φ, and, without loss of generality, x(0) = 0 ∈ Φ. By
again the use of a coordinate transformation that transforms Φ into
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Figure 3.3.1: The characteristic surfaces consist of many characteristic
curves.
a coordinate hyperplane it is straightforward to see that there exists
a solution of
x′(σ) = ∇pf(x(σ), u(x(σ)),∇u(x(σ)))
which always stays in Φ (and takes the given initial value). By the
uniqueness theorem for ordinary differential equations, this solution
must be the given characteristic curve. 
So, for scalar differential equations, the characteristic surfaces consist
of many characteristic curves (see Figure 3.3.1). For systems, no
characteristic curves are defined, but the statement that information
travels along characteristic surfaces remains true, see for example
Prasad [41] for details.
Characteristic surfaces are d-dimensional manifolds in the (d+ 1)-
dimensional space whereas characteristic curves (if defined, i. e. m =
1) are always 1-dimensional manifolds. In the case d = 1 (andm = 1),
both objects have the same dimension, and Lemma 3.3.1 reduces to
the statement that in this case they coincide. One could thus first
define ‘characteristic objects’ for scalar differential equations (m = 1)
in two independent variables (d = 1) and then introduce two different
generalizations to the case d > 1, one of which naturally extends also
to the case m > 1. See Figure 3.3.2 for a schematic overview of the
situation for different combinations of d and m.
We add some interesting properties of characteristic surfaces:
Lemma 3.3.2 Consider a fixed smooth solution u of a given system
of first-order partial differential equations. Let Φ = {ϕ = 0} and
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1 2
1
2
d
m
Figure 3.3.2: For d = 1 and m = 1, characteristic curves and surfaces
coincide. For d > 1, characteristic surfaces increase dimension, and char-
acteristic curves lie on characteristic surfaces. For m > 1, no characteristic
curves are defined, but characteristic surfaces are, and their dimension does
not depend on m.
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Φ˜ = {ϕ˜ = 0} be two 1-codimensional manifolds in the x-space, where
∇ϕ 6= 0 on Φ and ∇ϕ˜ 6= 0 on Φ˜. Assume Φ is a characteristic
surface for u. If a given point x∗ lies on both Φ and Φ˜ and these
surfaces have got the same tangential plane at this point, then Φ˜ is
also characteristic for u at x∗.
Proof: The tangential plane is orthogonal to ∇ϕ or ∇ϕ˜, respec-
tively, and thus, the assumption is that
∇ϕ(x∗) = α∇ϕ˜(x∗)
with a real α 6= 0. We see then that (3.3.2) holds for ϕ˜ at x∗ if and
only if it holds for ϕ at x∗. 
Lemma 3.3.3 Given a family Φα of characteristic surfaces,
Φα = {x : ϕα(x) = 0}
(where α is a real parameter), of (3.3.1) for the same fixed solution
u, the envelope of all the Φα is also characteristic for u in regions
where everything is sufficiently regular.
The phrase ‘in regions where everything is sufficiently regular’ is
anything but superflous. The envelope can really have very strange
shapes.
Proof: In regular regions, the envelope of a family of manifolds
everywhere touches one of these manifolds. Here, ‘touch’ means ‘have
a common point and the same tangential plane at this point’. Thus,
the assertion follows from Lemma 3.3.2. 
There is also a direct proof of Lemma 3.3.3:
Proof: The envelope Φ consists of all x for which there is an α such
that both
ϕα(x) = 0 and ∂αϕα(x) = 0.
We assume that the second equation can (at least locally) be solved
for α, i. e. we have a function α(x) such that
∂αϕα(x) = 0
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if and only if α = α(x). Thus,
Φ = {x ∈ Rd+1 : ϕα(x)(x) = 0}.
We have to show that the function ϕ∗ defined by
ϕ∗(x) = ϕα(x)(x)
satisfies the characteristic equation (3.4.2) where we know that each
individual ϕα does. Now,
∂xsϕ
∗(x) = (∂αϕ)α(x)(x)︸ ︷︷ ︸
0
∂xsα(x) + (∂xsϕ)α(x)(x)
= (∂xsϕ)α(x)(x, t)
for any s = 0, . . . , d. This implies the assertion. 
This property naturally extends to the case of envelopes with respect
to more than one real parameter (just apply the lemma successively
for each parameter).
3.4 Bicharacteristic curves
Although bicharacteristic curves are principally also defined for arbi-
trary systems of first-order partial differential equations, we will now
specialize to systems of hyperbolic conservation laws,
∂tU +∇ · F (U) = ∂tU +
d∑
s=1
As(U)∂xsU
!
= C(U , x, t), (3.4.1)
where As(U) = F
′
s(U) are the Jacobians of the flux functions and
C(U , x, t) is a source term (compare Section 2.1). In particular, as
we will see, for a system of hyperbolic conservation laws, the bichar-
acteristic curves play a similar role as the characteristic curves for a
scalar equation.
We now write t instead of x0 because in a hyperbolic system the t
direction is characterized by special properties. (A discussion about
time-like directions and space-like surfaces lies beyond the scope of
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the thesis, see Prasad [41] or Courant and Hilbert [7] for details.) For
convenience, we don’t write (t, x) but (x, t).
The condition (3.3.2) for a 1-codimensional manifold
Φ = {(x, t) ∈ Rd+1 : ϕ(x, t) = 0}
in the (x, t)-space (with ∇(x,t)ϕ 6= 0 everywhere on Φ) to be a char-
acteristic surface now reads
det
(
1∂tϕ+
d∑
s=1
As(U)∂xsϕ
)
= 0. (3.4.2)
Note that (3.4.2) itself is a scalar differential equation for ϕ (when
either (3.4.1) is linear or a fixed solution U of (3.4.1) is given). Thus,
we can talk about characteristic curves of (3.4.2). These are called
bicharacteristic curves of (3.4.1) (for U ).
We write (3.4.2) as
f(x, t, p, q) := det
(
1q +
d∑
s=1
Asps
)
= 0
where p = ∇xϕ and q = ∂tϕ. We consider a fixed solutionU of (3.4.1)
and drop the argument U but have to remember that due to this
convention As depends on x and t unless (3.4.1) is linear.
By the hyperbolicity (compare the notation introduced in Sec-
tion 2.1), we have that
f(x, t, p, q) = detLp det
(
1q +
d∑
s=1
Asps
)
detRp
= det
(
1q + Lp
d∑
s=1
AspsRp
)
= det
(
1q +Λp
)
=
m∏
k=1
(q + λkp), (3.4.3)
where all the quantities As, Rp, Lp, Λp and λ
k
p may depend on x
and t. Furthermore, we have that
∂qf =
m∑
k=1
∏
l6=k
(q + λlp)
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and
∂psf =
m∑
k=1
∂psλ
k
p
∏
l6=k
(q + λlp).
Suppose now, we have a tupel (x, t, p, q) such that f(x, t, p, q) = 0.
Then, obviously −q = λkp for one k (i. e. −q is an eigenvalue of∑d
s=1Asps). Let this k be fixed, then
∂qf =
∏
l6=k
(q + λlp) (3.4.4a)
and
∂psf = ∂psλ
k
p
∏
l6=k
(q + λlp) = ∂psλ
k
p∂qf. (3.4.4b)
Especially, we have
∇pf = ∇pλkp∂qf (3.4.5)
at every root −q = λkp of f .
By (3.2.3a), we have that the bicharacteristic curves (as curves in
the (x, t)-space) are given by the ordinary differential equations
t′(σ) = ∂qf, x′(σ) = ∇pf.
For the case that −q = λkp is a single eigenvalue, we have that t′ =
∂qf 6= 0, and so we can use t instead of σ as the curve parameter.
We then get
x′(t) =
∇pf
∂qf
= ∇pλkp (3.4.6)
by (3.4.5). From (3.2.5), we see how p and q change along the bichar-
acteristic curve. For the purpose of this thesis, it suffices to note
that in the case of a linear system of conservation laws, p and q are
constant along bicharacteristic curves since f does not depend on x,
t or z then. In particular, we get:
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Lemma 3.4.1 If (3.4.1) is linear, then the bicharacteristic curves are
straight lines. 
Especially, this is true for linearized versions of arbitrary systems of
conservation laws.
Formula (3.4.6) is sometimes presented in a different form, namely
x′s(t) = l
k
pAsr
k
p. (3.4.7)
That these two representations are equivalent is the subject of the
following statement:
Lemma 3.4.2 ∂psλ
k
p = l
k
pAsr
k
p.
Proof: Differentiating the identity
0 = lkp
(
λkp · 1−
d∑
s=1
psAs
)
rkp
with respect to ps yields
0 = (∂ps l
k
p)
(
λkp · 1−
d∑
s=1
psAs
)
rkp︸ ︷︷ ︸
0
+ lkp
(
λkp · 1−
d∑
s=1
psAs
)
︸ ︷︷ ︸
0
(∂psr
k
p)
+ lkp
(
∂psλ
k
p · 1−As
)
rkp
= ∂psλ
k
p − lkpAsrkp.

It seems to be a matter of taste which of the two representations (3.4.6)
and (3.4.7) one prefers.
Finally, (3.2.3b) tells us about the behaviour of ϕ along the bichar-
actertistic curve:
z′(t) =
z′(σ)
∂qf
=
q∂qf
∂qf
+ p · ∇pλkp = q + p · ∇pλkp = −λkp + p · ∇pλkp .
Lemma 3.4.3 p · ∇pλkp = λkp.
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Proof:
p · ∇pλkp =
d∑
s=1
psl
k
pAsr
k
p = l
k
p
( d∑
s=1
psAs
)
rkp = l
k
pλ
k
pr
k
p = λ
k
p .

We thus conclude that z′(t) = 0, i. e. ϕ stays constant along a bichar-
acteristic curve. This leads to the following result:
Lemma 3.4.4 Consider a system of strictly hyperbolic conservation
laws and a fixed smooth solution U . Let Φ be a characteristic surface
of the conservation law for U . Suppose, a bicharacteristic curve of
the conservation law for U and for Φ has a point in common with Φ.
Then, this bicharacteristic curve is entirely contained in Φ.
Proof: Φ = {ϕ = 0}, and ϕ is constant along the curve. 
The supplement ‘for Φ’ is important, because, if a characteristic curve
is considered as a curve in the (x, t)-space only, it only becomes unique
(for a given starting point) if a fixed solution ϕ (which for us means
a fixed surface Φ) is considered (recall Remark 3.2.3).
We claim that bicharacteristic curves for a system of conservation
laws play a similar role as characteristic curves for scalar partial dif-
ferential equations. Comparing the above lemma with Lemma 3.3.1,
we find it desirable to extend the above lemma by a statement like
‘If a bicharacteristic curve is entirely contained in a surface, then this
surface is characteristic along the curve’. The problem, however, is
that a bicharacteristic curve has to correspond to a certain charac-
teristic surface, so the given statement does not make a clear sense.
We can only expect the statement ‘If a bicharacteristic curve for a
certain characeristic surface is entirely contained in this surface, then
this surface is characteristic along this curve’. This statement is use-
less, because it is trivial. One could, instead, hope for a statement
like ‘If a bicharacteristic curve for a certain characteristic surface is
entirely contained in another surface, then the (other) surface is char-
acteristic along this curve’. However, this statement figures out to be
not true.
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x1
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(x∗, t∗)
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Figure 3.4.1: All the bicharacteristic curves through a given point (x∗, t∗)
form a ‘surface’. In the linear case (right figure), all bicharacteristic curves
are straight lines.
We are mainly interested in the ‘surface’ that is given by the union
of all bicharacteristic curves passing through a given point (x∗, t∗),
see Figure 3.4.1. Through (x∗, t∗), there is exactly one bicharacter-
istic curve for each choice of k = 1, . . . ,m and p ∈ Rd \ {0}. (We
don’t consider the singular case p = 0.) However, the bicharacter-
istic curves for two values of p which only differ by a positiv real
factor coincide. This can be seen best in (3.4.7) by noting that the
eigenvectors of
∑d
s=1 psAs do not change when p is multiplied by a
positiv real scalar. It suffices therefore to consider p ∈ Sd−1 (i. e. in
the (d− 1)-dimensional sphere). Thus, we have:
Lemma 3.4.5 Consider a system of strictly hyperbolic conservation
laws and a fixed smooth solution U . Through a given point (x∗, t∗),
there are in general m families with d− 1 parameters of bicharacter-
istic curves. 
The fact that for given x∗, t∗ and p (and z = 0), there are still m dif-
ferent coiches for a bicharacteristic curve is not a contradiction to the
uniqueness statement of Lemma 3.2.1 because we did not prescribe q
(which is p0 in the notation of Sections 3.2 and 3.3), and we already
know that for given x∗, t∗ and p, there are exactly m different choices
for q (namely q = −λkp , k = 1, . . . ,m) such that f vanishes.
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Obviously, the ‘surface’ given by all these bicharacteristic curves is
not really a surface in the strict sense, because it becomes singular
at (x∗, t∗) and possibly in other points or regions. But we claim that
this set is characteristic in all regions where it is a smooth surface.
For this, we will restrict ourselves to linear systems of conservation
laws. This is not so much restrictive because one can always linearize
a given system, especially around the state U(x∗, t∗).
For a linear system, we have that for any given p ∈ Rd \ {0} and
k = 1, . . . ,m, the hyperplane
Φkp = {(x, t) : ϕkp(x, t) = 0}, ϕkp(x, t) = (x− x∗) · p− (t− t∗) · λkp ,
is a characteristic surface. (Here, x∗ and t∗ are arbitrary and fixed,
and λkp does not depend on x or t due to the linearity of the system
of conservation laws.) This follows immediately from (3.4.2) by re-
membering the definition of λkp . Let us compute the envelope Φ
k of
these hyperplanes with respect to p (which, by Lemma 3.3.3, will be
characteristic in regular regions). It consists of all (x, t) which satisfy
(x− x∗) · p− (t− t∗) · λkp = 0 and x− x∗ − (t− t∗) · ∇pλkp = 0
for the same value of p. But the first equation follows from the second
one due to Lemma 3.4.3. Thus,
Φk = {(x, t) : x = x∗ + (t− t∗)∇pλkp for any p ∈ Rd \ {0}}.
This is precisely the union of all bicharacteristic curves through (x∗, t∗)
of the k-th family. We have thus shown:
Lemma 3.4.6 For a linear system of strictly hyperbolic conservation
laws, the union of all bicharacteristic curves (of one or of all families)
through a point (x∗, t∗) is a characteristic surface in regions where it
is sufficiently regular. 
The projection onto the x-space of the intersection of a character-
istic surface Φ with a t = const plane is called a wave front Φ(t),
i. e.
Φ(t) = {x : (x, t) ∈ Φ},
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Figure 3.4.2: (a) A wave front is the projection onto the x-space of the in-
tersection of a characteristic surface with a t = const plane. (b) A bichar-
acteristic ray is the projection onto the x-space of a bicharacteristic curve.
see Figure 3.4.2(a). For those characteristic surfaces that are obtained
by Lemma 3.4.6, we have that Φ(t∗) = {x∗}, and we call Φ(t) the
(k-th / full) point wave front centered at (x∗, t∗), at time t.
A bicharacteristic ray (briefly called ray) is the projection onto the
x-space of a bicharacteristic curve (see Figure 3.4.2(b)), sometimes
also considered as a moving point in the x-space (although precisely
the latter one is not a projection but the bicharacteristic curve it-
self when just t is ‘really considered as the time’). The (directed)
speed of this moving point is called the ray velocity, see Figure 3.4.3.
By (3.4.6), it equals ∇pλkp .
The direction of the ray velocity needs not to be normal to the
wave front. We will see examples for this in Sections 3.7 and 3.8
when we apply this theory to the Euler and MHD systems. The
normal in the (x, t)-space of the characteristic surface Φ = {ϕ = 0}
is of course given by ∇(x,t)ϕ, and along a bicharacteristic curve, this
is just (p, q). Thus, the normal direction of a wave front is just p.
The normal velocity is the velocity of the (moving) wave front in
its normal direction. It is the projection of the ray velocity onto the
normal direction, i. e. ∇pλkp ·p/|p| = λkp/|p|. This is a scalar value, but
one can also supplement it with the normal direction. The directed
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Figure 3.4.3: (a) If the ray is considered as a moving point, then the ray
velocity is the (directed) speed of this point. (b) The normal velocity is
the velocity of the (moving) wave front in its normal direction; it is the
projection of the ray velocity onto the normal direction.
normal velocity is thus λkp · p/|p|2.
In the case that the eigenvalues of
∑
sAsps do not depend on the
direction of p (see Section 3.6 for an example), i. e. λkp = λ
k|p| where
λk are some constants, we have that
∇pλkp = λk
p
|p| =
λkp · p
|p|2 .
This means that ray velocity and (directed) normal velocity coincide
in this case. In general, however, they do not coincide, and it is very
important not to confuse them.
3.5 Diagrams
If a wave front is drawn in a figure, this figure is called wave front
diagram. Of a special interest is the case of a full point wave front
(for the linear(ized) case). In this case, the figure is called Friedrichs
diagram. A Friedrichs diagram displays the domain of influence or
the domain of dependence of x0. Without loss of generality, one
can assume x∗ = 0 and t∗ = 0. The choice of the value of t > 0
has only a scaling influence on the shape of the wave front, because
the bicharacteristic curves are straight lines. One usually chooses
t = 1. Then, the Friedrichs diagram is just a parametric plot in the
x-space of the ray velocity functions ∇pλkp of p ∈ Sd−1 for all values
of k = 1, . . . ,m. It is thus also called ray velocity diagram.
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If, instead of the ray velocity ∇pλkp , we plot the normal velocity
λkp ·p/|p|2 for p ∈ Sd−1 and all k, we get the so-called normal velocity
diagram. It visualizes the behaviour of the eigenvalues λkp as a func-
tion of p ∈ Sd−1. However, it does in general not represent a wave
front.
In the derivation in Section 3.4, we assumed strict hyperbolicity of
the system (3.4.1). Without this assumption, the matrix
∑
s psAs
might have multiple eigenvalues and, consequently, the polynomial
f in (3.4.3) might have multiple roots. If −q = λkp is such a mul-
tiple eigenvalue, then all first derivatives of f will vanish at that
point, resulting in the theory of Section 3.2 to fail—especially, we get
t′(σ) = 0 and therefore cannot use t as the curve parameter for the
bicharacteristic curves. However, if one just defines bicharacteristic
curves by (3.4.6) (and similar expressions for p′(t), q′(t) and z′(t))
anyway, everything goes through and both types of diagrams can
be constructed as usual. We will thus apply, in the next three sec-
tions, this theory (by showing ray and normal velocity diagrams for
linearizations around selected states) to the three examples of Chap-
ter 2, none of which is strictly hyperbolic in three space dimensions.
A justification for this lies beyond the scope of this thesis.
We would like to note that the characteristic theory hides some
more beauties, which also lie beyond our scope. Especially, the whole
theory can also be done non-linearly, i. e. without linearizing. See for
example Prasad [41] for details.
3.6 Application to the wave equation system
As already mentioned in Section 2.2, for the wave equation system,
the eigenvectors λkp do not depend on the direction of p but only on
|p|, and as said above, in this case, both types of diagrams coincide
and are just circles around the origin. Moreover, the diagrams do not
depend on U since the system is linear. We have that both types of
diagrams just consist of a circle of radius c (corresponding to the two
single eigenvalues ±c|p| and a point at the origin (corresponding to
the double eigenvalue 0), see Figure 3.6.1.
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 
Figure 3.6.1: Wave front diagram and normal veloctiy diagram for the wave
equation system. The circle has a radius of c. The diagram does not depend
on U .
3.7 Application to the Euler system
Euler’s equations are typically considered in the three-dimensional
space. However, it is not easy to present three-dimensional diagrams
on two-dimensional paper. We therefore consider the two-dimensional
equations that arise when one looks for solutions of Euler’s equations
that do not depend on x3. The same applies for the MHD equations
in Section 3.8. Have a look at Section 4.5 for details about this
method of dimension reduction. For Euler’s equations, it is always
quite obvious how the diagrams generalize to three dimensions. For
MHD, this is not true, especially for the normal velocitiy diagrams.
For the (linearized) Euler equations, both types of diagrams only
coincide if u = 0 (i. e. the flow velocity of the state around which
the system is linearized vanishes). In that case, both diagrams look
the same as for the wave equation system except that the radius of
the circle equals the speed of sound, c =
√
γp/ρ, which depends on
U . However, if u 6= 0, the diagrams differ (see Figure 3.7.1). The
wave front diagram is just shifted along the vector u (which is the
expected behaviour for a physically relevant diagram), whereas in the
normal velocity diagram, the one point representing the entropy and
the shear waves becomes a circle of radius |u| around the point u,
and the curve representing the acoustic waves gets more and more
deformed the larger |u| is chosen. If |u| = c, then the acoustic curve
develops a cusp (see Figure 3.7.1(d)), and when |u| is increased above
the speed of sound (Figure 3.7.1(e)), then the acoustic curve emerges
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a double point at the origin dividing the curve into two parts, one of
them lying outside and the other one inside the entropy circle. The
essential shape of the diagram does only depend on |u|, not on the
direction of u. This is demonstrated in Figures 3.7.1(d) and (f); both
have |u| = 1 = c but the directions of u differ, which results just in a
rotation of both diagrams.
We would just like to explain once more (using now the situation in
Figure 3.7.1(c) as an example) what the diagrams describe and how
they are connected.
The wave front diagram just shows the (point) wave front (at t =
1). This is the same as a parametric plot of the ray velocity for
all |p| = 1 and all k. So, each point in the wave front diagram
corresponds to the ray velocity for a certain value of p and k. This
velocity is then the position vector of the point in the diagram, see
Figure 3.7.2(a). As the tangential plane of the wave front is always
normal to the vector p, we can accordingly find out the value of p at
a point of the diagram by constructing the normal direction of the
tangential plane. When one family of the wave front reduces to a
single point (as is the case for the entropy wave), then this obviously
means that the ray velocity is the same for all values of p; in this
sense, for a curve consisting of a single point, we have to consider all
planes as tangential planes, see Figure 3.7.2(b).
The normal velocity is the projection of the ray velocity onto the
normal direction (Figure 3.7.3(a)); it is displayed in the normal ve-
locity diagram (Figure 3.7.3(b)). On the other hand, if we come from
the normal velocity diagram, the position vector of any point of the
diagram is just the normal velocity, where p is the direction of this
velocity. If we then construct the planes normal to these vectors and
passing through their head, these planes envelop the wave front (Fig-
ure 3.7.4). (For the entropy wave, all of these planes intersect in a
single point, so that the envelope reduces to this point.)
3.8 Application to the MHD system
For the MHD equations, according to Section 2.4, we get
∇pλep = u, ∇pλa±,s±,f±p = u±∇p(|p|ca,s,f),
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(a)
  
(b)

(c)

Figure 3.7.1: Ray velocity diagrams (left) and normal velocity diagrams
(right) for Euler’s equations with p = 1, ρ = γ = 7/5 (i. e. c = 1) and
(a) u = (0, 0), (b) u = (1/3, 0), (c) u = (2/3, 0).
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(d)
 
(e)

(f)

Figure 3.7.1 (continued): (d) u = (1, 0), (e) u = (4/3, 0), (f) u = (4/5, 3/5).
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(a)
 
(b)

Figure 3.7.2: (a) The ray velocity is the position vector of a point in the
wave front diagram. (b) The direction p is the normal direction to the
tangential plane.
(a)

(b)
Figure 3.7.3: (a) The normal velocity is the projection of the ray velocity
onto the normal direction. (b) It is displayed in the ray velocity diagram.
(a)

(b)


Figure 3.7.4: The planes through the points of the normal velocity diagram
which are normal to the respective position vectors envelop the wave front.
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where
∇p(|p|ca) = sgn(B · p)√
ρ
B, ∇p(|p|cs,f) = 2p(γp+ |B|
2)∓∇p(|p|2W )
4ρcs,f
.
Here, the ‘∓’ sign is ‘−’ for cs and ‘+’ for cf , and
∇p(|p|2W ) =
p
(
2(γp+ |B|2)2 − 4γp(B · p)2/|p|2)− 4γp(B · p)B
W
.
The behaviour of the two types of diagrams is now quite sophis-
ticated. Let us first consider the case u = 0; this case (which for
Euler is more or less trivial) already shows interesting phenomena.
In Figure 3.8.1, we see the diagrams for increasing values of |B|.
The fast magnetoacoustic curve in the ray velocity diagram is, from
initially being the acoustic circle, more and more deformed into an
oval. At the same time, the slow magnetoacoustic curve emerges
from the origin consisting of two parts with three cusps each. When
|B|2 = γp, the slow curve touches the fast curve from inside and
they together form a curve whose shape is somehow like the digit 8
(see Figure 3.8.1(d)). If |B| is increased furthermore, the slow curves
do not move any more but become smaller whereas the fast curve
starts growing and approximates a circle again. During this whole
procedure, the Alfve`n curves remain points (like the entropy wave),
positioned at ±B/√ρ, thus moving away from the origin as |B| is
increased. They always lie on the slow (for |B|2 < γp) or on the fast
(for |B|2 > γp) curve.
The behaviour of the fast curve in the normal velocity diagram
is roughly comparable to its behaviour in the ray velocity diagram,
although for |B|2 ≈ γp (Figures 3.8.1(c), (d) and (e)) it has two dents.
The slow curve again consists of two parts, but this time the parts
are ovals through the origin which grow up to |B|2 = γp and then
remain roughly constant in size but start to approximate a circle.
At |B|2 = γp (Figure 3.8.1(d)), again something interesting happens:
Both slow and fast curves develop two kinks each at which they touch
each other such that the union of the curves can also be seen as the
union of two smooth curves each of which consists of one branch of
the slow and one branch of the fast curve. The Alfve`n curve consists
of two circles through the origin with diameter |B|/√ρ. For |B|2 < γ
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(a)
  
(b)
  
(c)
  	
Figure 3.8.1: Ray velocity diagrams (left) and normal velocity diagrams
(right) for the MHD equations with p = 1, ρ = γ = 7/5, u = 0 and
(a) B = (0, 0), (b) B = (0.7, 0), (c) B = (1.1, 0).
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(d)
   
(e)
  
(f)
 	
 
Figure 3.8.1 (continued): (d) B = (
p
7/5, 0) (i. e. |B|2 = γp), (e) B =
(1.3, 0), (f) B = (1.7, 0).
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(a)
  
(b)
 
(c)
 
Figure 3.8.2: Ray velocity diagrams (left) and normal velocity diagrams
(right) for the MHD equations with p = 1, ρ = γ = 7/5, and (a) B =
(
p
7/5, 0), u = (1/3, 0), (b) B = (
p
7/5, 0), u = (2/3, 0), (c) B =
(
p
7/5, 0), u = (1, 0).
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(d)
  
(e)
 
(f)
 
Figure 3.8.2 (continued): (d) B = (
p
7/5, 0), u = (4/3, 0), (e) B = (1.3, 0),
u = (4/3, 0), (f) B = (1.7, 0), u = (4/3, 0).
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(a)
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(b)
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

(c)
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
Figure 3.8.3: Ray velocity diagrams (left) and normal velocity diagrams
(right) for the MHD equations with p = 1, ρ = γ = 7/5, u = (4/3, 0) and
B =
p
7/5(cos α, sin α) where (a) α = pi/12, (b) α = 2pi/12, (c) α = 3pi/12.
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(d)
 


(e)



(f)



Figure 3.8.3 (continued): (d) α = 4pi/12, (e) α = 5pi/12, (f) α = 6pi/12.
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(Figures 3.8.1(b) and (c)), they touch the slow waves from outside at
±B/√ρ, and for |B|2 > γp (Figures 3.8.1(e) and (f)), they touch the
fast waves from inside at that point. For |B|2 = γp, they touch both
slow and fast curves at the points where these have their kinks.
Figures 3.8.2(a)–(d) show the behaviour of the diagrams when u is
changed. As for Euler’s equations, the ray velocity diagram is just
shifted along u. For the normal velocity diagram, this is not true.
Here, the entropy and Alfve`n curves are always circles through the
origin with diameters |u| and |u ± B/√ρ|. The behaviour of the
magnetoacoustic curves cannot be described well in words, we just
refere to the figures. The behaviour for growing |B| when u 6= 0 is
shown in Figures 3.8.2(e) and (f).
Finally, we demonstrate in Figure 3.8.3 what happens when B and
u have different directions. We see that the shape of the ray velocity
diagram does not change in general. The diagram is always centered
at the point u and when the direction of B is changed, the diagram is
rotated around this point. The normal velocity diagram transforms
in a more complicated way—have a look at the figures.
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4 New derivation of the MoT-ICE and
connections to other numerical approaches
4.1 Introduction
The Method of Transport (MoT) was introduced by Fey [12] in 1993
as one of several so-called ‘genuinely multi-dimensional’ numerical
schemes for systems of hyperbolic conservation laws. The term ‘gen-
uinely multi-dimensional’ mainly meant that these schemes were not
based on Riemann solvers. The idea was that Riemann solver based
schemes might not capture multi-dimensional effects correctly.
Fey himself simplified his scheme a few years later [13, 14], and
in 2000, Noelle [33] introduced another version of the scheme, which
was again simpler, and at the same time removed an inconsistency at
sonic points (in the first order version). We will call Noelle’s version
of the scheme ‘MoT-ICE’ (where ‘ICE’ stands for ‘interface centered
evolution’), while Fey’s version will be called ‘MoT-CCE’ (‘cell cen-
tered evolution’). A main part of this chapter consists of a new
derivation of the essential building blocks of the MoT-ICE and the
state decompositions (called ‘wave models’ by Noelle [33]) which form
the basis of it. The only tools used in this derivation are quadrature
rules (some of them classical, some of them new), applied to:
  the moment integral used in the gas-kinetic derivation of the
Euler equations from the Boltzmann equation,
  the integration in time along advection curves, and
  space integrals occuring in the finite volume formulation.
We would like to spend some more words on the first item, because
the other two quadratures are standard in most numerical schemes.
It is a well-known fact that the Euler equations of gas dynamics
(which we will basically consider) are just a first order approximation
of Boltzmann’s equation, see for example Cercignani [6]. The idea to
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construct a numerical scheme based on the kinetic formulation of gas
dynamics is not new, see e. g. Deshpande [8] and Perthame [38, 39].
In the current thesis, however, the kinetic theory is not utilized
directly as the basis for a scheme. Rather, we will see that there is
a certain class of quadratures of the moment integral all of which
lead to decompositions (4.2.2) and (4.2.3) of the vector of conser-
vative variables U and the flux matrix F (U), respectively. These
decompositions, which we call flux-consistent state decompositions
(briefly flux decompositions), form the basis of both MoT-CCE and
MoT-ICE. It would be interesting to see if flux decompositions could
be constructed for general systems of conservation laws via the BGK
models constructed recently by Bouchut [1].
Besides the MoT approach (Fey, Noelle) and the kinetic approach
(Deshpande, Perthame), there was—among others—also the Evolu-
tion Galerkin (EG) approach, which also purposely dispensed with
Riemann solvers. Its origin could be seen in a paper due to Butler [5]
in 1960, although Ostkamp [35, 36] in 1995 was (as far as we know)
the first to write down the integral representation for smooth solu-
tions which forms the basis of several EG schemes due to Luka´cˇova´,
Morton, Saibertova´, and Warnecke [30, 32, 31]. This integral rep-
resentation, which we will call Ostkamp’s integral representation, is
based on the classical characteristic theory. Ostkamp already showed
that there is a close connection between one of her characteristic
Galerkin schemes and Fey’s [12] original version of the Method of
Transport for the linearized Euler equations. We are now able to lift
this connection up from the level of schemes to the level of integral
representations. More precisely, we can find a canonical continuous
state decomposition (derived from the classical characteristic theory)
for which our integral representation to be developped in Lemma 4.3.2
becomes identical to Ostkamp’s integral representation for linear, con-
stant coefficient equations.
Having established this connection, we would also like to point
out an important difference between the EG approach and the MoT:
The state decomposition leading to the EG formulation is not flux-
consistent, i. e. it is not a flux decomposition, whereas the MoT re-
quires a flux-consistent state decomposition. This shows that the two
schemes which Ostkamp [35, 36] was able to identify are derived from
rather different sources. In fact, Ostkamp’s proof relies on a number
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of rather restrictive assumptions which seem to be tailored to the
equations of gas dynamics.
Throughout this chapter, we will develop a diagram which shows
the terms introduced and their connection in a schematic way. We will
show this diagram in several stages; it starts in a very simple version
on page 75, but the final version shows quite complex relations, see
page 112.
The unifying themes of this chapter are state decompositions, flux
decompositions and the corresponding integral representations and
approximate evolution operators: In Section 4.2, we define state and
flux decompositions and give some simple examples. Right after that,
in Section 4.3, we explain how such decompositions quite naturally
lead to integral representations and approximate evolution operators.
These approximate evolution operators form a main building block
of the MoT-ICE. Also, as a side remark, we would like to mention
that our general integral representation, applied to a trivial state
decomposition, leads to the standard integral form of conservation
laws.
The other main building block of the MoT-ICE consists of the
problem to find a suitable flux decomposition. Section 4.4 deals with
an idea to construct a physically relevant continuous state decompo-
sition for an arbitrary system of hyperbolic conservation laws using
the characteristic theory. However, this state decomposition turns
out to be not flux-consistent in general and is therefore unsuited for
being used in the MoT. Section 4.6 starts with a short introduction
of the gas-kinetic theory and the kinetic schemes based on it, and
then explains how flux-consistent state decompositions for Euler’s
equations can systematically be derived from the gas-kinetic theory
simply by a suitable form of quadrature. In fact, we will see that
the discrete flux decomposition used by Fey in his revised version of
the scheme [13, 14] as well as by Noelle [33] can be obtained in the
described way, which shows that these schemes are closely connected
to the kinetic schemes. On the other hand, Fey’s continuous flux de-
composition [12] cannot be obtained that way, although one can get
a very similar decomposition. When performing these calculations,
it will be essential to understand that the space dimension d plays a
highly non-trivial role in the gas-kinetic theory. The problems that
arise when Euler’s equations for a three-dimensional gas are consid-
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ered in two (or one) space dimensions—as well as their solution—are
discussed before in Section 4.5.
Section 4.7 establishes our new relationship between our framework
of state decompositions and the EG approach. Some conclusions are
given in Section 4.8.
4.2 Decompositions of hyperbolic systems
In this section, we will define state decompositions and flux-consistent
state decomposition for arbitrary systems of hyperbolic conservation
laws
∂tU +∇x · F (U) = 0, (4.2.1)
and give some simple examples.
Definition 4.2.1 (state decomposition) Let (L,A, µ) be a mea-
sured space, i. e. L is a set, A a σ-algebra over L and µ : A → [0,∞)
a measure. Consider two mappings
S : L × U → Rm and a : L × U → Rd
which are measurable in the first (with fixed second) argument and
countinuously differentiable in the second (with fixed first) argument.
The pair (S, a) is called a state decomposition, if for any fixed U ∈ U ,
S is integrable with respect to µ and∫
L
S(l,U) dµ(l) = U . (4.2.2)
There is absolutely no condition on a by now (except the regulary
requirements), but in many cases, it will be necessary to require the
following:
Definition 4.2.2 (flux-consistency) A state decomposition is
called flux-consistent if for any fixed U ∈ U , additionally the product
Sa is integrable with respect to µ and∫
L
S(l,U)a(l,U) dµ(l) = F (U). (4.2.3)
68
4.2 Decompositions of hyperbolic systems
A flux-consistent state decompositions will also simply be called a
flux decomposition.
For given l and U , we call S(l,U) a state component. This is
motivated by (4.2.2), which says that if we let l vary over L and
integrate, we obtain back the state U . Additionally, a(l,U) is called
advection velocity. The reason for this will become clear in the next
section.
We will sometimes also write Sl(U) instead of S(l,U) (analogously
for a) and switch freely between these two notations.
Definition 4.2.3 (discrete state decomposition) A state de-
composition is called discrete if L is a finite set and µ is the counting
measure on L.
In this case, if L has got L elements, we can without loss of generality
assume that L = {1, . . . , L} (although we will sometimes also let
L = {0, . . . , L}, which has got L+ 1 elements). The requirements of
S and a to be measurable as well as S and Sa to be integrable in
the first argument then follow automatically, and conditions (4.2.2)
and (4.2.3) specialize to
L∑
l=1
Sl(U) = U (4.2.2
′)
and
L∑
l=1
Sl(U) · al(U) = F (U), (4.2.3′)
respectively.
A state decomposition is called continuous, if it is not discrete.
We would like to emphasize that the concept of state and flux
decompositions is different from the Fluctuation Splitting approach
of Deconinck, Roe and Struijs [9] where the divergence ∇ · F (U) is
decomposed rather than the flux matrix F itself.
Example 4.2.4 A very simple discrete state decomposition for any
system is given by L = 1, S1 = U , and a1 = 0. It is not flux-
consistent except in the trivial case F ≡ 0.
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In Remark 4.3.3, we will recover the classical integral form of conser-
vation laws from this example.
Example 4.2.5 If we consider a one-dimensional system of conser-
vation laws, i. e. d = 1, and further assume that F is homogeneous,
i. e. F (U) = F ′(U) ·U , then we can set L = m, Sl(U) = rlllU and
al = λ
l (see Section 2.1 for an explanation of these symbols). This
results in a flux-consistent, discrete state decomposition.
This decomposition has been used by Steger and Warming in their
well-known flux-vector splitting scheme [51].
Example 4.2.6 The previous example can be generalized to the
multi-dimensional case if one assumes the Jacobian matrices of F s
to commute (i. e. to be simultaneously diagonalizable): Then, rlp and
llp do not depend on p, and λ
l
p =
∑
s µ
l
sps where µs are the eigen-
values of As, and if we then choose Sl(U) = r
l
pl
l
pU as before and
al = (µ
l
1, . . . , µ
l
d), we again obtain a flux-consistent, discrete state
decomposition.
For the general case in which the Jacobian matrices are not simul-
taneously diagonalizable, there does not seem to be such a simple
mechanism to construct a flux-consistent state decomposition. More
involved examples for state and flux decompositions will be given in
Sections 4.4 and 4.6.
We now add a technique to simplify a given state decomposition.
This technique will be used several times in this chapter, especially in
Section 4.6. Consider a state decomposition (S, a) on the measured
space (L,A, µ) and assume that there is a non-empty measurable set
A ⊂ L (i. e. A ∈ A) such that
a(l,U) = a(k,U) for all l, k ∈ A and U ∈ U . (4.2.6)
Further let (L˜, A˜, µ˜) be the quotient space of (L,A, µ) with respect to
the equivalence relation which considers all points of A as equivalent.
We denote
L˜ = (L \A) ∪ {A}.
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Then, (S˜, a˜), defined by
S˜(l,U) =
{
S(l,U), l 6= A,∫
A S(k,U) dµ(k), else,
a˜(l,U) =
{
a(l,U), l 6= A,
a(l0,U), else
(where l0 ∈ A is a fixed reference point), form a state decomposition
on the space (L˜, A˜, µ˜). The definition of S˜ and a˜ is obviously canoni-
cal in that it is independent of the choice of the reference point l0 ∈ A.
Furthermore, the state decomposition (S˜, a˜) is flux-consistent if and
only if (S, a) is. The change from (S, a) to (S˜, a˜) is called a simplifica-
tion of a state decomposition by merging the set A. It is possible and
straightforward to define what it means to perform infinitely (even
uncountably) many simplifications at once. A state decomposition is
called totally simplified, if it cannot be simplified any more, that is,
there is no measurable subset A of L with more than one element
such that (4.2.6) holds. Every state decomposition can be totally
simplified, and the resulting totally simplified state decomposition
is unique up to isomorphism. Two state decompositions are called
equivalent if and only if they become equal up to isomorphism when
they are totally simplified. This results in an equivalence relation on
the class of state decompositions for a given system of conservation
laws. The details about all this are left to the reader.
4.3 Integral representations for smooth solutions and
their approximation
We consider an arbitrary system of hyperbolic conservation laws with-
out source term and assume that a state decomposition is given.
Based on the state decomposition, we will derive an integral repre-
sentation of the exact solution. This representation involves integrals
in space and time as well as spatial derivatives, which are given by
the so-called coupling terms.
If furthermore the state decomposition is flux-consistent, we will be
able to discretize the integral representation by the use of quadrature
rules in time and space such that the resulting formulae can be used
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as approximate evolution operators in a numerical scheme. These
approximate evolution operators form the main building block of the
MoT-ICE.
4.3.1 Integral representation
If a system (4.2.1) and a state decomposition (4.2.2) are given, we
can write
∂tSl(U) + ∇ · (Sl(U)al)
= −S′l(U)∇ · F (U) +∇ · (Sl(U)al) =: T l(x, t), (4.3.1)
where
al(x, t) := al(U(x, t)).
The representation (4.3.1) can be considered as an advection equation
for each Sl(U) with a right hand side. The terms T l are called
coupling terms, because they couple the system of advection equations
for the Sl(U).
Lemma 4.3.1 For a flux-consistent state decomposition, we have that∫
T l dµ(l) = 0.
Proof:∫
T l dµ(l) = − ∂
∂U
∫
Sl(U) dµ(l)∇ · F (U) +∇ ·
∫
(Sl(U)al) dµ(l)
= −∂U
∂U
∇ · F (U) +∇ · F (U) = 0.

For each l ∈ L, define an l-th advection curve ξlx through the point
(x, tn+1) by
∂τ ξ
l
x(τ) = al(ξ
l
x(τ), τ), ξ
l
x(tn+1) = x, (4.3.2)
and for any K ⊂ Rd (with sufficiently smooth boundary) define
Kl(τ) = {ξlx(τ) : x ∈ K}
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′
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a
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Figure 4.3.1: The cell K is advected backwards in time along advection
curves.
and
Ωl = {(ξlx(τ), τ) : x ∈ K, tn ≤ τ ≤ tn+1} ⊂ Rd × R,
see Figure 4.3.1. Then, integration of (4.3.1) over Ω l yields
∫
Ωl
T l(x, τ) d(x, τ) =
∫
Ωl
(
∂tSl(U) + ∇ · (Sl(U)al)
)
d(x, τ)
=
∫
∂Ωl
Sl(U)(al, 1) · n ds.
The boundary ∂Ωl of the tube Ωl consists of the top K×{tn+1}, the
bottom Kl(tn) × {tn} and the surface S := {(x, t) ∈ ∂Ωl : tn < t <
tn+1}. At each point (x, τ) ∈ S, we have that n is perpendicular to
the advection curve (ξlx,τ (τ), τ). Due to (4.3.2), this means that the
integral over S vanishes. Thus, we have
∫
Ωl
T l(x, τ) d(x, τ) =
∫
K
Sl(U(x, tn+1)) dx−
∫
Kl(tn)
Sl(U(x, tn)) dx.
(4.3.3)
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Integrating over l yields∫
L
∫
Ωl
T l(x, τ) d(x, τ) dl =
∫
K
∫
L
Sl(U(x, tn+1)) dl︸ ︷︷ ︸
U(x,tn+1)
dx
−
∫
L
∫
Kl(tn)
Sl(U(x, tn)) dx dl
and thus gives rise to the following representation of the solution U :
Lemma 4.3.2 (Integral representation) Let U be a smooth so-
lution of (4.2.1) and (Sl, al)l be a (not necessarily flux-consistent)
state decomposition. Then,∫
K
U(x, tn+1) dx
=
∫
L
∫
Kl(tn)
Sl(U(x, tn)) dx dl +
∫
L
∫
Ωl
T l(x, τ) d(x, τ) dl. (4.3.4)
Remark 4.3.3 Inserting the trivial (in general not flux-consistent)
state decomposition of Example 4.2.4 leads to the standard integral
representation of the conservation law,∫
K
U(x, tn+1) dx =
∫
K
U (x, tn) dx−
∫ tn+1
tn
∫
K
∇ · F (U) dx dτ,
which is the basis of classical finite volume discretizations.
We summarize the result of this subsection schematically in Fig-
ure 4.3.2. In Section 4.7, we will show that Lemma 4.3.2 also includes
Ostkamp’s [35, 36] integral representation, which is derived from the
classical characteristic theory.
4.3.2 Approximate evolution operators
The integral representation 4.3.4 contains a time integral over the
interval [tn, tn+1]. In order to build a numerical scheme upon 4.3.4,
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Figure 4.3.2: Each state decomposition (SD) leads to an integral repre-
sentation (IR). A flux decomposition (FD) is a special case of a state de-
composition. For a certain state decomposition (which is in general not
flux-consistent, i. e. not a flux decomposition), the integral representation
specializes to the standard finite volume (FV) integral formulation of the
conservation law.
it is necessary to get rid of this integral in some way, because usually
one does not know anything about the solution at those intermediate
time levels. Application of the trapezoidal rule to the time integral
in the left hand side of (4.3.3) yields
∆t
2
∫
K
T l(x, tn+1) dx+
∆t
2
∫
Kl(tn)
T l(x, tn) dx
=
∫
K
Sl(U(x, tn+1)) dx−
∫
Kl(tn)
Sl(U(x, tn)) dx+ O(∆t
3|K|),
or ∫
K
(
Sl(U)− ∆t
2
T l
)
(x, tn+1) dx
=
∫
Kl(tn)
(
Sl(U) +
∆t
2
T l
)
(x, tn) dx+ O(∆t
3|K|).
If we again integrate over l and now assume the state decomposition
to be flux-consistent, the term T l on the left hand side cancels (due
to Lemma 4.3.1), and we get:
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K Kl(tn) Kˆl
Figure 4.3.3: The cell edges are transported backwards in time and approx-
imated by cellwise axiparallel lines. These define the cells Kˆl which are
unions of finitely many rectangles.
Lemma 4.3.4 (Approximate evolution operator I) Consider a
smooth solution U and a flux-consistent state decomposition of (4.2.1).
Then,∫
K
U(x, tn+1) dx
=
∫
L
∫
Kl(tn)
(
Sl(U) +
∆t
2
T l
)
(x, tn) dx dl +O(∆t
3|K|). (4.3.5)
In general, Kl(tn) has a curvilinear boundary and cannot be de-
termined exactly. Noelle [33, Section 3] approximated the cell by a
set Kˆl which is a union of finitely many rectangles, see Figure 4.3.3.
For this Kˆl, the following estimate holds:
Lemma 4.3.5 Suppose that the velocity field al is smooth. Let Kˆ
l be
the approximation to Kl(tn) used by the second order MoT-ICE (cf.
Noelle [33, Section 3]). Then,∫
Kl(tn)
ϕ(x) dx =
∫
Kˆl
ϕ(x) dx+O(∆t3|K|)
for any smooth function ϕ.
Proof: Suppose that ϕ is the initial function of an advection prob-
lem at time tn and ψ is the exact solution at tn+1, then
∫
Kl(tn)
ϕ =
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∫
K
ψ and as shown in [33, theorem 3.2],
∫
K
ψ =
∫
Kˆl
ϕ+ O(∆t3|K|).
This implies the assertion. 
Especially, we have∫
K
(
Sl(U)− ∆t
2
T l
)
(x, tn+1) dx
=
∫
Kˆl
(
Sl(U) +
∆t
2
T l
)
(x, tn) dx+ O(∆t
3|K|).
Using this approximation we obtain:
Lemma 4.3.6 (Approximate evolution operator II) Let
Sˆl :=
1
|K|
∫
Kˆl
(
Sl(U) +
∆t
2
T l
)
(x, tn) dx. (4.3.6)
Then,
1
|K|
∫
K
U(x, tn+1) dx =
∫
L
Sˆl dl +O(∆t
3) (4.3.7)
for any smooth solution U and any flux-consistent state decomposi-
tion of (4.2.1).
Proof: We have that
Sˆl =
1
|K|
∫
K
(
Sl(U)− ∆t
2
T l
)
(x, tn+1) dx+ O(∆t
3), (4.3.8)
thus,
Uˆ =
∫
L
Sˆl dl
=
1
|K|
∫
K
(∫
L
Sl(U) dl︸ ︷︷ ︸
U
−∆t
2
∫
L
T l dl︸ ︷︷ ︸
0
)
(x, tn+1) dx+O(∆t
3)
=
1
|K|
∫
K
U(x, tn+1) dx+O(∆t
3).

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These approximate evolution operators form the main building
block of the Method of Transport in its ICE version (MoT-ICE).
For the details about how to obtain a numerical scheme out of these
evolution operators see Noelle [33] with additions in Section 5.3 of the
current thesis. A different approximation of the same integral repre-
sentation leads to Fey’s [12, 13] version of the Method of Transport
(MoT-CCE). Fey’s approximation also requires the state decomposi-
tion to be flux-consistent. Fey suggested a continuous flux decompo-
sitions for the Euler equations in [12], and in [14], he approximated it
resulting in a discrete flux decomposition. On both, he built a version
of his scheme. Noelle [33] used only Fey’s discrete flux decomposition
to construct a version of his MoT-ICE scheme on it. Extending the di-
agram of Subsection 4.3.1, we show these connections in Figure 4.3.4.
4.4 A state decomposition based on characteristic
theory
We will now introduce a (continuous) state decomposition for an ar-
bitrary system of hyperbolic conservation laws, based on the charac-
teristic theory (see Chapter 3, especially Section 3.4).
We know that information travels along characteristic surfaces in
the (x, t)-space, which is the same as moving wave fronts in the x-
space. We also know that the decisive veloctiy the wave front moves
with is the ray velocity, i. e. the velocity the bicharacteristic rays
(considered as moving points in the x-space) travel with. Choosing
our al to be the ray velocity would therefore cause the advection
curves (see (4.3.2)) to coincide with the bicharacteristic curves. Then,
the domain of the integral representation in Lemma 4.3.2 will become
exactly the characteristic surface (more precisely, the union of all
characteristic surfaces which at t = tn+1 concentrate to a single point
which lies in K).
Remember that the ray velocity is given by∇pλkp where p ∈ Rd\{0}
(but it suffices to consider p ∈ Sd−1) and k = 1, . . . ,m. (Note that
although we only derived this in the linear(ized) case, we will at least
for the moment apply this for the general (non-linear) case, accepting
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Figure 4.3.4: Fey suggested two flux decompositions for the Euler equations
of gas dynamics, one of which being continuous and the other a discrete
approximation of the first. He built versions of his scheme upon both flux
decompositions. Later, Noelle built a version of his scheme upon Fey’s
discrete flux decomposition.
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a little inconsistency.) It is therefore appropriate to set
L = {1, . . . ,m} × Sd−1 (4.4.1)
and then
al(U) = a(k,p)(U) = a
k
p(U) = ∇pλkp(U). (4.4.2)
From the point of view of the characteristic theory, this is the physi-
cally most sensible choice of the al. It remains to specify S
k
p and of
course the measure µ. For the latter one, the most natural choice is
to define it by∫
L
f(l) dµ(l) =
1
|Sd−1|
m∑
k=1
∫
Sd−1
f(k, p) ds(p). (4.4.3)
For Skp , it seems appropriate to choose the right eigenvectors r
k
p(U).
Remember that these are only defined up to a scalar multiple. We
therefore may set
Skp(U) = r
k
p(U)l
k
p(U)U , (4.4.4)
which corresponds to exploiting the multiplicative degree of freedom
in such a way that the compatibility condition (4.2.2) is met in the
most natural way. In fact, we have∫
L
Sl(U) dµ(l) =
1
|Sd−1|
m∑
k=1
∫
Sd−1
Skp ds(p)
=
1
|Sd−1|
m∑
k=1
∫
Sd−1
rkpl
k
pU ds(p)
=
1
|Sd−1|
∫
Sd−1
m∑
k=1
rkpl
k
p ds(p)U
=
1
|Sd−1|
∫
Sd−1
RpLp︸ ︷︷ ︸
1
ds(p)U = U .
As for any fixed p, the vectors rkp (for k = 1, . . . ,m) form a basis of
R
m, it follows that (4.4.4) is the only choice for which the Skp(U) are
proportional to the eigenvectors rkp(U) and at the same time sum up
to U for each p individually.
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Definition 4.4.1 For an arbitrary system of hyperbolic conservation
laws, the state decomposition defined by Equations (4.4.1), (4.4.2),
(4.4.3), and (4.4.4) is called the characteristic state decomposition.
Note that the characteristic state decomposition is in general not
flux-consistent. For example, we get:
Lemma 4.4.2 For Euler’s equations, the characteristic state decom-
position is flux-consistent if and only if d = 1.
Proof: The formulae given for Euler’s equation in Section 2.3 nat-
urally extend to arbitrary space dimension d. We get that
akp(U) =


u, k = 1, . . . ,m− 2,
u+ cp, k = m− 1,
u− cp, k = m
for the characteristic state decomposition. The eigenvectors rkp given
in Section 2.3 were computed in primitive variables, but we need them
in conservative variables. According to (2.1.4), this can be achieved
by left-multiplying the eigenvectors with the Jacobian matrix ϕ′ of
the transformation
ϕ :


ρ
ut
p

 7→


ρ
ρut
E


which transforms primitive into conservative variables. We have that
ϕ′ =


1 0 0
ut ρ1 0t
1
2 |u|2 ρu 1γ−1

 ,
which yields to the conservative-variable eigenvectors
r1p =


1
ut
1
2 |u|2

 ,
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rm−1p =


ρ
ρut + ρc|p|p
t
1
2ρ|u|2 + ρc|p| (u · p) + γpγ−1

 ,
rmp =


ρ
ρut − ρc|p|pt
1
2ρ|u|2 − ρc|p| (u · p) + γpγ−1

 ,
and the (d− 1)-dimensional eigenspace



0
ρwt
ρ(w · u)

 : w ⊥ p


for the eigenvectors r2p, . . . , r
m−2
p (remember that m = d + 2). For
the characteristic state decomposition, we then get
S1p = ρ
γ − 1
γ
r1p, S
m−1
p =
1
2γ
rm−1p , S
m
p =
1
2γ
rmp ,
and Skp = 0 for all k = 2, . . . ,m − 2. This can easily be verified
without applying (4.4.4) by just checking that the given terms sum
up (for fixed p) to U . (Note that applying (4.4.4) requires a normal-
ization such that lkpr
k
p = 1, which is not the case for the expressions
given in Section 2.3). Inserting this yields
m∑
k=1
Skpa
k
p =


ρu
ρutu+ pptp
Eu+ puptp


for |p| = 1. But since1
1
|Sd−1|
∫
Sd−1
ptp ds(p) =
1
d
1, (4.4.5)
1To see that (4.4.5) is true, note that the trace of the left hand side must equal
1 because the trace of the integrand does.
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we finally get
1
|Sd−1|
m∑
k=1
∫
Sd−1
Skpa
k
p ds(p) =


ρu
ρutu+ pd1
Eu+ pdu

 ,
which obviously equals F (U) if and only if d = 1. 
The proof can easily be modified to show that for Euler’s equations,
flux-consistency can be obtained if some part of Sm−1p and S
m
p (that is
to say, the part which depends on p) is multiplied by d. If this is done
and the flux decomposition is simplified by merging appropriate sets
(see the end of Section 4.2 about simplifications of state decomposi-
tions), the result is precisely Fey’s [12] continuous flux decomposition
(see (4.6.12)). This is also closely related to the modification Ost-
kamp [35, 36] made in order to construct her consistent scheme—see
also the end of Section 4.7. However, there seems not to be a gen-
eralization of this ‘trick’ to arbitrary systems. One could try to just
multiply the p-dependent part of every Skp := r
k
pl
k
pU by d, but this
requires Skp to be an affine (or at least polynomial) function of p (for
fixed U and k), and there is no reason why this should always be
true. In fact, for such complex systems as the MHD system, rkpl
k
pU
is not an affine (nor polynomial) function of p. One could try, thus,
to just multiply any part of it by d, but then there is in general much
too much freedom so that it would no longer be appropriate to talk
about a canonical flux decomposition. Furthermore, this procedure
assumes that the characteristic state decomposition is automatically
flux-consistent in the case d = 1 (because multiplying any part of
anything by d will change nothing in that case). Even this is not
true:
Lemma 4.4.3 For Burger’s equation, the characteristic state decom-
position is not flux-consistent.
Burger’s equation is the scalar, one-dimensional equation
∂tu+ ∂x
(1
2
u2
)
= 0.
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Proof: For Burger’s equation, we have d = m = 1 and F (U) =
U2/2. Then, A1(U) = U , which has the single eigenvalue U , i. e.
λ1p = pU . As S
d−1 = S0 = {−1, 1}, we get for the characteristic
state decomposition
S1p = U, a
1
p = U,
for both values of p ∈ S0. Obviously,
1
|S0|
∫
S0
S1pa
1
p ds(p) =
1
2
(U2 + U2) = U2 6= F (U). 
In Figure 4.4.1, we have inserted the characteristic state decomposi-
tion into our schematic diagram.
4.5 Euler’s equations for varying space dimension
Let 1 ≤ d1 ≤ d2. We want to examine how Euler’s equations of gas
dynamics for d2 and d1 space dimensions, respectively, are connected.
The reason why we are interested in this is that in the gas-kinetic
theory (which will be used extensively in Section 4.6), the space di-
mension d is involved in the equations in a highly non-trivial way.
Especially, the adiabatic coefficient γ depends on d. When we want
to consider a biatomic gas like oxygen, then from the gas-kinetic point
of view, it does not suffice to know that γ = 7/5, but it is essential
to have the space dimension to be d = 3. On the other hand, from
the view of conservation laws, it is quite usual to consider Euler’s
equations for d = 1 or d = 2 as well, although one still sets γ = 7/5
and talks about a biatomic gas. What is meant (but not always
said) is usually that one considers solutions of the three-dimensional
Euler equations which have the special property not to depend on
one or two components of the space vector x. In fact, the following
statement is obvious:
Lemma 4.5.1 Let 1 ≤ d1 ≤ d2. Consider an arbitrary system of
d2-dimensional conservation laws. If neither the initial data nor the
source term (if present) nor the boundary condition depend on a the
last d2 − d1 components of x, then this will be true for the solution
for all time.
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Figure 4.4.1: The characteristic state decomposition (derived from the clas-
sical characteristic theory) is defined for an arbitrary system of hyperbolic
conservation laws. It is in general not flux-consistent, but for Euler’s equa-
tions, it differs from Fey’s continuous flux decomposition only by some
factor d.
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Here and in the following, the situation to have in mind is always
Euler’s equations with d2 = 3 and d1 = 2 or 1. The case d1 = 3
(in which nothing interesting happens) will be included, so that the
derivation of flux decompositions to follow (Section 4.6) does not have
to be performed seperately for d < 3 and d = 3.
Lemma 4.5.1 describes what to do in order to reduce the number
of components of the x vector. However, for Euler’s equations, this
alone is not really what we want, because in the d1-dimensional Eu-
ler equations, the vector u does also have only d1 components. We
therefore need the following statement, which is less general in that
it does not apply to arbitrary systems:
Lemma 4.5.2 In the situation of Lemma 4.5.1, for Euler’s equa-
tions of gas dynamics (without source term), the last d2 − d1 com-
ponents of the flow velocity u have got no influence on the evolution
of the remaining primitive components. Moreover, the evolution of
the remaining primitive components is the same as for the pure d1-
dimensional Euler system.
Here and in the following, by ‘the remaining primitive components’
we mean the first d1 components of u as well as the density ρ and
the pressure p. Note that we cannot use the energy E instead of p
here, because the equation of state involves |u|2, which depends on
all components of u.
Proof (of the lemma): This follows from the Euler system in prim-
itive variables (see (2.3.1) on page 12) by noting that the evolution
equations for the remaining primitive components contain the last
d2 − d1 components of u only in connection with a derivative with
respect to one of the last d2 − d1 components of x: i. e. either the
derivative is applied to the component of u itself, or it is applied to
some other term and then multiplied by the component of u. Both
types of terms vanish in the considered case. 
Note that an analogous statement for the MHD equations is not true;
if the initial data does not depend on the last d2 − d1 components
of x, the solution—though independent of these x components for all
time—will essentially depend on the last d2−d1 components of u and
B. This is mainly due to the term B(∇B)t in the evolution equation
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for u (see (2.4.1b) on page 15), which causes every component of the
flow velocity to depend on every other component of the magnetic
field’s initial value, and on the other hand, each component of the
magnetic field depends on the corresponding component of the flow
velocity due to the term B∇u in (2.4.1c).
It is interesting that there is a slight modification of Lemma 4.5.2
which in fact does carry over to MHD:
Lemma 4.5.3 Consider the situation of Lemma 4.5.1, for Euler’s
equations of gas dynamics (without source term). If the last d2 − d1
components of the flow velocity u are spatially constant in the initial
data, then they will remain constant for all time, and their values have
got no influence on the evolution of the remaining primitive compo-
nents. Moreover, the evolution of the remaining primitive components
is the same as for the pure d1-dimensional Euler system.
Lemma 4.5.4 Consider the situation of Lemma 4.5.1, for the MHD
equations (without source term). If the last d2−d1 components of the
flow velocity u and the same components of the magnetic field B are
spatially constant in the initial data, then they will remain constant
for all time, and their values have got no influence on the evolution
of the remaining primitive components. Moreover, the evolution of
the remaining primitive components is the same as for the pure d1-
dimensional MHD system.
In Lemma 4.5.4, by ‘the remaining primitive components’ we of course
mean the first d1 components of u and of B as well as the density ρ
and the pressure p.
We omit the proofs of Lemmas 4.5.3 and 4.5.4, which follow the
same pattern as the proof of Lemma 4.5.2.
Now that we know how a dimension reduction for Euler’s equations
can be performed, we would like to investigate what—in view of these
ideas—could be a sensible approach for a flux decomposition of the d1-
dimensional Euler equations modelling a gas in d2 space dimensions.
We will find that there are basically two attempts. In the subsequent
section, we will carry out these approaches and see that for one of
them, there is no result (at least not of the form we are interested
in).
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For any d, let Ud denote the set of physical states for Euler’s equa-
tions in d space dimensions. This is an open subset of Rd+2. For
1 ≤ d1 ≤ d2, let Ud2,d1 denote the set of those physical states of the
d2-dimensional Euler equations whose last d2−d1 components of the
flow velocity u vanishes, i. e.
Ud2,d1 = {(ρ, ρu,E)t ∈ Ud2 : us = 0 for all s > d1}.
Furthermore, define the insert and delete mappings I, I and D, D
by
Id2,d1 : Rd1 → Rd2 , u 7→ (u, 0),
Id2,d1 : R
d1+2 → Rd2+2, (ρ,m,E)t 7→ (ρ,m, 0, E)t,
Dd2,d1 : Rd2 → Rd1 , (u, v) 7→ u,
Dd2,d1 : R
d2+2 → Rd1+2, (ρ,m, n,E)t 7→ (ρ,m,E)t,
and analogously
Id2,d1 : R
(d1+2)×d1 → R(d2+2)×d2 and
Dd2,d1 : R
(d2+2)×d2 → R(d1+2)×d1
(precise definition left to the reader). We omit the indices d2 and d1
if there is no danger of ambiguity.
Note that I , applied to a physical state U ∈ Ud1 , does not change
the pressure, because the inserted velocity components are zero. On
the other hand, applying D to a physical state U ∈ Ud2 will increase
the pressure unless the last d2−d1 components of the flow velocity of
U vanish, but it will never reduce the pressure. In particular, both
I and D map physical states to physical states.
With these notations, the following lemma, whose proof is straight-
forward, can be formulated:
Lemma 4.5.5 Let 1 ≤ d1 ≤ d2 and (L,A, µ) be a measured space.
Consider two mappings
Sd2 : L × Ud2 → Rd2+2 and ad2 : L × Ud2 → Rd2
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which are measurable in the first and countinuously differentiable in
the second argument. If conditions (4.2.2) and (4.2.3) hold at least
for all U ∈ Ud2,d1 , then the mappings
Sd1 = D ◦ Sd2 ◦ I and ad1 = D ◦ ad2 ◦ I
form a flux decomposition for the d1-dimensional Euler equations.
Supplement 4.5.6 Instead of requiring the fully vector- (matrix-)
valued condition (4.2.2) (condition (4.2.3)) for the named states, it
suffices to postulate that applying D (D) on both sides yields the same
result.
In the situation of the lemma, we call (Sd2 , ad2) a d2-dimensional
flux decomposition for the d1-dimensional Euler equations or shortly
a dual-dimensional flux decomposition. In opposite to this, a flux
decomposition according to Definitions 4.2.1 and 4.2.2 will be called
conventional flux decomposition. A dual-dimensional flux decompo-
sition with d1 = d2 is the same as a conventional flux decomposition.
The concept of dual-dimensional flux decompositions seems to be
the correct generalization of flux decompositions to the described sit-
uation that Euler’s equations for a d2-dimensional gas are considered
in d1 space dimensions. There are now basically two approaches for
the construction of such a dual-dimensional flux decomposition:
  One can construct a dual-dimenionsal flux decomposition by
trying to meet the assumptions of Lemma 4.5.5 (or Supple-
ment 4.5.6) directly. The result, if any, is called a proper dual-
dimensional flux decomposition.
  The other idea is just to take a conventional flux decomposition
for the d2-dimensional Euler equations. It is automatically a
d2-dimensional flux decomposition for the d1-dimensional Eu-
ler equations. Considered as the latter one, it can often be
simplified (compare the end of Section 4.2 for simplification of
state decompositions). This process is called descent from a
conventional flux decomposition.
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4.6 Flux decompositions based on gas-kinetic theory
In this section, we will briefly recall well-known facts about gas-
kinetic theory, its connection to Euler’s equations of gas dynamics
and the main idea of the kinetic schemes based on it. Then, we will
describe how quadrature rules quite naturally lead to flux decompo-
sitions for Euler’s equations.
A good way to model the behaviour of a gas in a quite detailed way
would be to model each molecule individually. Then, each molecule at
a given time t would have a position x in the space, a directed speed
v and a rotational momentum ξ. One could then derive equations
for the interaction of the molecules. However, due to the enormously
large number of molecules in a given macroscopic domain, this system
would become unacceptably complicated.
In Boltzmann’s equation (see Subsection 4.6.2), one instead con-
siders particle distributions. That means, at a given position x and
time t, we have a distribution of particle densities with all possible
speeds and rotational momentums, i. e. we consider a particle density
f(x, t, v, ξ). Euler’s equations are a further approximation, where we
only allow for a macroscopic velocity u at each (x, t) and combine the
microscopic velocity distribution as well as the rotational momentum
ξ into an energy E.
4.6.1 Euler’s equations
Recall from Section 2.3, that for Euler’s equations we have
U =


ρ
ρut
E

 , F (U) =


ρu
ρutu+ p · 1
(p+E)u

 .
For a polytropic gas, the energy is modelled as
E =
1
2
ρ|u|2 + K + d
4λ
ρ,
where λ is proportional to the inverse temperature and K is the
number of rotational degrees of freedom of a gas molecule. d is the
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space dimension, which is equal to the number of spatial degrees of
freedom of a molecule.
The number K of rotational degrees of freedom depends on the
shape of the molecules. For a biatomic gas in the three-dimensional
space (e. g. oxygen), we have K = 2 and d = 3. For a monoatomic
gas (e. g. helium), we have K = 0 and d = 3.
The inverse temperature λ can be modelled as λ = ρ/2p, so that
we get
E =
1
2
ρu2 +
K + d
2
p,
and if we define the adiabatic coefficient γ = 1 + 2/(K + d), we get
the usual equation of state
E =
1
2
ρu2 +
p
γ − 1 ,
compare Section 2.3. For a biatomic gas, we have d = 3 and K =
2 (as already mentioned above) and thus γ = 7/5, whereas for a
monoatomic gas, we have K = 0 and thus γ = 5/3.
4.6.2 Boltzmann’s equation
Let f = f(x, t, v, ξ) be the density of particles at position x and time
t with speed v and rotational momentum ξ. Boltzmann’s equation
for the evolution of f then is
∂tf + v · ∇xf = Q(f, f), (4.6.1)
where Q is a function which models the interactions of particles. Q
can for example be given by elastic binary collisions or a BGK model,
see Cercignani [6] for details.
For any macroscopic state U (i. e. macroscopic density ρ, velocity u
and energy E), there is a unique microscopic particle distribution g =
g(U , v, ξ) which is in equilibrium, i. e. Q(g, g) = 0. This equilibrium
distribution is given by
g(U , v, ξ) = ρMλK(ξ)M
λ
d (v − u), (4.6.2)
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where
MλK(ξ) =
(λ
pi
)K/2
e−λξ
2
and Mλd (v − u) =
(λ
pi
)d/2
e−λ(v−u)
2
are Maxwell’s equilibrium functions. The following lemma describes
how the macroscopic state can be obtained back from the equilibrium
distribution:
Lemma 4.6.1 Let
ψ(v, ξ) =


1
vt
1
2 (v
2 + ξ2)

 .
Then,
U =
∫∫
ψg dv dξ and F (U) =
∫∫
ψvg dv dξ. (4.6.3)
The integrals in (4.6.3) are called moment integrals.
We omit the proof of the lemma, which is just a straightforward
computation, using facts like∫
RK
MλK(ξ) dξ = 1 and
∫
RK
ξ2MλK(ξ) dξ =
K
2λ
.
The lemma relates the moments of the particle distribution func-
tion f to the conservative variables U and the fluxes F (U) of the
Euler equations. Indeed, a classical Hilbert or Chapman–Enskog ex-
pansion (see for example Cercignani [6]) shows that the Euler equa-
tions are a first order approximation of Boltzmann’s equation.
4.6.3 Kinetic schemes
Deshpande [8] and Perthame [38, 39] constructed kinetic schemes
by considering (at the beginning of the time step) an initial parti-
cle distribution in equilibrium, carrying out a collision free transport
for some finite time step, and finally projecting back the resulting
particle distribution (which is not in equilibrium anymore) onto the
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corresponding equilibrium distribution (at the end of the time step).
This may be interpreted as realizing all collisions at once. The follow-
ing algorithm describes this in formulae; here, gˆ(U , v, ξ) can either
be equal to g or an approximation to this which has to be chosen in
such a way that (4.6.3) still holds, i. e.
U =
∫∫
ψgˆ dv dξ and F (U) =
∫∫
ψvgˆ dv dξ. (4.6.4)
Algorithm 4.6.2 Let some initial values U 0(x) be given. Then:
1. Let f0(x, v, ξ) = gˆ(U0(x), v, ξ).
2. For t > 0, let f(x, t, v, ξ) := f0(x − vt, v, ξ). This is just the
unique solution of the linear advection problem
∂tf(x, t, v, ξ) + v · ∇xf(x, t, v, ξ) = 0,
f(x, 0, v, ξ) = f0(x, v, ξ).
(4.6.5)
3. Finally, let Uˆ (x, t) :=
∫∫
ψf dv dξ.
For this algorithm, the following consistency result holds (compare
also Perthame [39]):
Lemma 4.6.3 Let U denote the exact solution of Euler’s equations
with inital values U0 and let Uˆ be defined by Algorithm 4.6.2. Then,
Uˆ (x, t)−U(x, t) = O(t2).
In other words, the scheme is consistent of first order.
Proof: Solving both equations, i. e. Euler’s equations and (4.6.5),
using the explicit Euler scheme, we get
f(x, t, v, ξ) = f0(x, v, ξ)− tv · ∇xf0(x, v, ξ) +O(t2),
U(x, t) = U0(x)− t∇x · F (U0) +O(t2).
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Combining this yields:
Uˆ(x, t) =
∫∫
ψf dv dξ =
∫∫
ψ(f0 − tv · ∇xf0) dv dξ + O(t2)
= U0 −∇x ·
∫∫
ψtvf0 dv dξ +O(t
2)
= U0 −∇xF (U) +O(t2)
= U(x, t) + O(t2).

Kinetic schemes have the advantage of preserving positivity of den-
sity and pressure, but are rather dissipative at contact discontinuities.
Especially when gˆ = g, the domain of influence is always the whole
domain resulting in a very diffusive scheme. The idea to allow for
approximate Maxwellians gˆ is thus to partially compensate the dis-
sipativity of the schemes. Perthame [38] used a gˆ whose support is
a compact interval. In the next subsection, we will see that each
possible choice of gˆ leads to a flux decomposition (in the sense of
Section 4.2) of Euler’s equations. The flux decomposition becomes
discrete when gˆ is chosen as a linear combination of finitely many
Dirac distributions. This corresponds to application of a suitable
quadrature rule to the moment integrals. This idea goes back to
Zimmermann [58, 59]. See also Junk [24] for related ideas.
4.6.4 Derivation of flux decompositions
As already mentioned, we have that any choice of a function gˆ which
satisfies (4.6.4) already naturally leads to a flux decomposition for
Euler’s equations:
Remark 4.6.4 Let L = Rd, A the Borel σ-algebra on L and µ the
Lebesgue measure on L. If gˆ satisfies (4.6.4), then the functions
S(v,U) =
∫
RK
ψ(v, ξ)gˆ(U , v, ξ) dξ and a(v,U) = v,
form a flux decomposition for Euler’s equations.
94
4.6 Flux decompositions based on gas-kinetic theory
The proof is just (4.6.4).
We will now first refine our notation in a way that corresponds
to allowing gˆ to be a measure, and at the same time, we will split
ψ into an interior and an exterior part and allow for different gˆ for
the integration of both parts. After that, we present ideas to obtain
examples for gˆ.
The reason why we have to introduce the quite complicated nota-
tions which can be seen in Lemma 4.6.5 below is that, if gˆ is a measure
with respect to v, then S will be so, too. In order to have a consis-
tent notation, this would require to modify the definition of a state
decomposition in a way such that S is a measure-valued function, i. e.
S : U → M(L), where M(L) is the space of all R-valued, bounded
measures on L. Furthermore, it would still be necessary to assume
that S, as a function of U , is continuously differentiable; especially,
one would have to define what it means that a measure-valued func-
tion is continuously differentiable. This is of course possible, but it
would make wide areas of this thesis clearly less intuitive. Therefore,
we decided to work around this problem by requiring the measure-
part of S to be independent of U (see Definition 4.2.1: we have a
function S and a fixed measure µ). As a consequence, however, we
cannot have a partially discrete measure whose support depends on
U . But exactly this (among other ideas) is what we want. For this,
we need the workaround of a transformation z : L → L, depending
on U , in between the measure and the functions S and a. Formally,
z is part of S and a, so that the measure remains independent of U ,
but the intuition to have in mind is that z is a part of µ instead.
We start by recalling a notation (frequently used in stochastics)
for such a transformation z: Let (L,A, µ) be a measured space and
(L1,A1) another measurable space. If z : L → L1 be a measurable
mapping, then we denote by µz the measure on L1 given by
µz(A) = µ(z−1(A)).
In this situation, we have the chain rule, which says that for any
measurable function f on L1,∫
L1
f(x) dµz(x) =
∫
L
f(z(x)) dµ(x),
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if either side exists.
In the following, d2 can be thought as the ‘true’ space dimension,
i. e. the dimension used in the kinetic framework, whereas d1 rep-
resents the dimension in which we want to solve Euler’s equations.
So, we are looking for d2-dimensional flux decompositions of the d1-
dimensional Euler equations, compare Section 4.5.
Lemma 4.6.5 Let 1 ≤ d1 ≤ d2. Consider the splitting
ψ(v, ξ) = ψint(v, ξ) + ψext(v, ξ) =


0
0t
1
2ξ
2

+


1
vt
1
2v
2


(where v ∈ Rd2 and ξ ∈ RK). Assume we have two measures µint, µext
on Rd2 and measurable functions
gint, gext : U × Rd2 × RK → R,
which are continuously differentiable in the first (for fixed second and
third) argument. Assume further we have measurable functions
zint, zext : U × Rd2 → Rd2
(denoted as zint
U
(v) instead of zint(U , v)), which are continuously dif-
ferentiable in the first (for fixed second) and bijective in the sec-
ond (for fixed first) argument. Then, a d2-dimensional flux decom-
position for the d1-dimensional Euler equations on the space L =
{int, ext} × Rd2 with the measure µ = (µint, µext) is given by
S(q, v,U) =
∫
RK
ψq(zq
U
(v), ξ)gq(U , zq
U
(v), ξ) dξ, a(q, v,U) = zq
U
(v)
(where q ∈ {int, ext}), if gint and gext are chosen such that∫ (∫
ψintgint dµint,z
int
U (v) +
∫
ψextgext dµext,z
ext
U (v)
)
dξ = U ,
(4.6.6a)∫ (∫
ψintvgint dµint,z
int
U (v) +
∫
ψextvgext dµext,z
ext
U (v)
)
dξ = F (U)
(4.6.6b)
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for all U ∈ Ud2,d1 (where we especially require that everything here is
integrable).
The proof just consists of applying Lemma 4.5.5 and checking that
the conditions (4.2.2) and (4.2.3) in the considered case exactly re-
duce to (4.6.6). The case of Remark 4.6.4 (where gˆ satisfies condi-
tion (4.6.4)) is included in Lemma 4.6.5 by setting gint = gext = gˆ,
zint
U
= zint
U
= id, and µint = µext = λ (Lebesgue measure). Also,
Supplement 4.5.6 carries over to this situation, i. e. it suffices that
applying D and D to both sides of each of the conditions (4.6.6)
yields the same.
A tupel (µint, µext, gint, gext, zint, zext) that satisfies the hypothesis
of Lemma 4.6.5 is called a kinetic decomposition. Our aim is to exploit
the lemma for both approaches of construction of dual-dimensional
flux decompositions described in the end of Section 4.5. That is,
we will try to meet (4.6.6) either for all U ∈ Ud2,d1 (to obtain a
proper dual-dimensional flux decomposition) or (setting d1 = d2)
for all U ∈ Ud2 , and in the latter case we will descend to a dual-
dimensional flux decomposition.
We want to replace the v integration in (4.6.3) with a quadrature
rule, in order to get a scheme with a finite domain of dependence,
but leave the ξ integration unchanged. We therefore specialize to the
case
gint(U , v, ξ) = gext(U , v, ξ) = ρMλK(ξ), (4.6.7)
resulting in
S(int, v,U) =


0
0t
Kp/2

 and S(ext, v,U) = ρ


1
zext
U
(v)t
|zext
U
(v)|2/2

 ,
and restricting the dependence on v to the measures µint,ext and the
functions zint,ext.
By inserting (4.6.7) into (4.6.6), considering the resulting condition
component-wise, and carrying out the ξ integration exactly, we get
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Lemma 4.6.6 For the ansatz (4.6.7), the assumptions (4.6.6) of Lem-
ma 4.6.5 are satisfied if and only if for all U ∈ Ud2,d1 ,∫
Rd2
1 dµext,z
ext
U (v) = 1, (4.6.8a)∫
Rd2
v dµext,z
ext
U (v) = u, (4.6.8b)∫
Rd2
vtv dµext,z
ext
U (v) = utu+
p
ρ
1,
(4.6.8c)∫
Rd2
1 dµint,z
int
U (v) = 1, (4.6.8d)
K
2λ
∫
Rd2
v dµint,z
int
U (v) +
∫
Rd2
v|v|2 dµext,zextU (v) = 2u(E + p)
ρ
.
(4.6.8e)
Again, for our case it suffices that applying the respective variants of
D on each side of these equations yields true relations.
4.6.4.1 Integration around a sphere
We make the ansatz
zq
U
(v) = αq
U
· v + u (4.6.9)
with real-valued, continuously differentiable functions αint and αext
of U , and define2 µq by∫
f(v) dµq(v) = Aqf(0) +
Bq
|Sd1−1|
∫
Sd1−1
f(I(v)) ds(v) (4.6.10)
with real constants Aq and Bq for q ∈ {int, ext}. This corresponds
to integration along a sphere around the macroscopic velocity u and
additionally a point evaluation at u.
2We find that the most intuitive way to define a measure µq is to specify how
an arbitrary function f is integrated with respect to µq. Exactly this is done
in (4.6.10).
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Lemma 4.6.7 For the ansatz (4.6.9), (4.6.10), the conditions (4.6.8)
(exploiting the supplement stated in the text) are equivalent to
d1 = d2, (4.6.11a)
Aext + Bext = 1, (4.6.11b)
Aint +Bint = 1, (4.6.11c)
Bext
(
αext
U
)2
=
pd1
ρ
. (4.6.11d)
Proof: Straightforward computation shows that inserting the an-
satz into conditions (4.6.8a), (4.6.8b) and (4.6.8d) leads to (4.6.11b)
and (4.6.11c). Assuming these relations as true, condition (4.6.8c)
leads to (4.6.11d), while (4.6.8e) leads to
Bext
(
αext
U
)2
=
pd1
ρ
· d2 + 2
d1 + 2
.
Obviously, this is only solvable if d1 = d2, i. e. (4.6.11a). 
One might find it quite surprising that there is absolutely no solu-
tion for d1 6= d2. This means that there is no proper dual-dimensional
flux decomposition of the desired form. We thus assume now that
d1 = d2, for which we will give sensible examples for choices of the
parameters. Descent to dual-dimensional flux decompositions is in
principal possible but causes (after appropriate simplification) the
d1-dimensional v to vary in the full ball {v : |v| ≤ 1} instead of the
sphere Sd1−1.
Note first that in the right hand side of (4.6.11d), p and ρ depend
on U , whereas on the left hand side, only αext
U
is allowed to do so
(and not Bext). So, αext
U
must be a real multiple of
√
p/ρ, and we
have got two real parameters as well as a free choice of αint
U
.
Example 4.6.8 The physically most sensible choice for αq
U
is of
course the speed of sound,
αint
U
= αext
U
= c =
√
γp
ρ
.
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Especially, this meets the claim that αext
U
must be a multiple of
√
p/ρ.
By (4.6.11d), we get Bext = d2/γ (note that we set d1 = d2), and
by (4.6.11b), this leads to Aext = 1 − d2/γ. We can now slightly
change the notation by transfering the weights Aq and Bq from the
measures into the state components S, and since then µint = µext
and also a(int, . . . ) = a(ext, . . . ), we can simplify the flux decompo-
sition by merging each of the sets {int, ext}× {v} (for all v) (see end
of Section 4.2 for details about simplification of state decompositions
and merging of sets). We get a one-parameter family of flux decom-
positions, which—by another slight refinement of the notation—can
be represented as
S0(U) = ρ
(
1− d2
γ
)
1
ut
|u|2/2

+A


0
0t
Kp/2

 , a0(U) = u,
Sv(U) =
ρd2
γ


1
ut + cvt
|u+ cv|2/2

+ (1−A)


0
0t
Kp/2

 , av(U) = u+ cv
(where v varies in Sd2−1) with L = {0} ∪ Sd2−1 and µ given by
∫
L
f(l) dµ(l) = f(0) +
1
Sd2−1
∫
Sd2−1
f(v) ds(v).
Here, A = Aint is the parameter.
This example has got the advantage of a physically sensible set of
advection velocities al, but at the same time is has the unphysical-
seeming property that the ρ-component of S0(U) is negative for d2 ≥
2 (and thus especially for the important case d2 = 3).
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In particular, for no choice of A, we obtain Fey’s [14] continuous
flux decomposition, which is equivalent to
S0(U) =
γ − 1
γ
ρ


1
ut
|u|2/2

 , a0(U) = u, (4.6.12a)
Sv(U) =
1
γ


ρ
ρut
E + p

+ d1ρcγ


0
vt
u · v

 , av(U) = u+ cv (4.6.12b)
(with the same L and µ) and has a positive ρ-component of S0. Only
in the case d1 = d2 = 1, Fey’s flux decomposition can be obtained
from Example 4.6.8 (this is, by setting A = 0). But remember that
the situations that we are physically interested in require d2 = 3.
Example 4.6.9 In order to have a chance to match at least S0 of
our flux decomposition with Fey’s one [14], we have to chose Aext =
(γ − 1)/γ. This leads to Bext = 1/γ and αext
U
= c
√
d2. We then set
αint
U
= c
√
d2 as well, because we find it desirable to combine internal
and external parts into one at the end as in the previous example.
Doing this and also using the same slightly changed notation as before
yields
S0(U) = ρ
γ − 1
γ


1
ut
|u|2/2

+ A


0
0t
Kp/2

 , a0(U) = u,
Sv(U) =
ρ
γ


1
ut +
√
d2cv
t∣∣u+√d2cv∣∣2/2

+ (1− A)


0
0t
Kp/2

 ,
av(U) = u+
√
d2cv,
where again A is the remaining free parameter.
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 



Figure 4.6.1: A sensible idea is to approximate the sphere by the corners
of the circumscribed cube (shown for d = 2).
Setting A = 0 in this example yields a flux decomposition which is
‘almost’ equivalent to Fey’s one; namely we get:
S0(U) =
γ − 1
γ
ρ


1
ut
|u|2/2

 , a0(U) = u, (4.6.13a)
Sv(U) =
1
γ


ρ
ρut
E + p

+
√
d2ρc
γ


0
vt
u · v

 , av(U) = u+√d2cv.
(4.6.13b)
Other choices of A are of course also possible, and more freedom
is obtained by chosing αint
U
and αext
U
seperately, although the sets
{int, ext} × {v} then cannot be merged any more.
4.6.4.2 Discrete approximation of a sphere
The integration along a sphere around u is physically sensible but
computationally expensive. We will thus concentrate on discrete flux
decompositions now. A sensible idea is to approximate the sphere by
the corners of the circumscribed axiparallel cube (see Figure 4.6.1);
this ensures that the physical domain of influence does not exceed
the numerical domain of influence (CFL condition). Choosing
zq
U
(v) = αq
U
· v + u (4.6.14)
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as before but defining µq now by∫
f(v) dµq(v) = Aqf(0) +
Bq
2d1
∑
v∈Z
f(I(v)) (4.6.15)
where
Z = {(±1, . . . ,±1)} ⊂ Rd1
leads to the following result, in analogy to Lemma 4.6.7:
Lemma 4.6.10 For the ansatz (4.6.14), (4.6.15), conditions (4.6.8)
(again exploiting the supplement) are equivalent to
d1 = d2, (4.6.16a)
Aext +Bext = 1, (4.6.16b)
Aint + Bint = 1, (4.6.16c)
Bext
(
αext
U
)2
=
p
ρ
. (4.6.16d)
Proof: This is completetly analogously to the proof of Lemma 4.6.7,
including the fact that (4.6.8e) leads to
Bext
(
αext
U
)2
=
p
ρ
· d2 + 2
d1 + 2
,
which contradicts (4.6.16d) unless d1 = d2. 
We therefore again set d1 = d2. However, note that this time, descent
is more acceptable because it will no longer completely change the
type of the decomposition.
Example 4.6.11 Again, the physically most sensible choice for αq
U
is the speed of sound,
αint
U
= αext
U
= c =
√
γp
ρ
.
By (4.6.16d), we get Bext = 1/γ, and by (4.6.16b), this leads to
Aext = 1− 1/γ. Again performing slight changes of the notation and
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a simplification of the flux decomposition, we get the one-parameter
family
S0(U) = ρ · γ − 1
γ


1
ut
|u|2/2

+A


0
0t
Kp/2

 , a0(U) = u,
(4.6.17a)
Sl(U) =
ρ
2d2γ


1
ut + cvtl
|u+ cvl|2/2

+ 1−A2d2


0
0t
Kp/2

 , al(U) = u+ cvl,
(4.6.17b)
(where l = 1, . . . , 2d2 and vl is an enumeration of Z) of discrete flux
decompositions. The notation is chosen in such a way that (4.2.2′)
and (4.2.3′) hold except that the sums start with 0 instead of 1.
Again, A = Aint is the parameter.
Here, the choice A = 0 does lead to Fey’s [14] discrete flux decompo-
sition (in the case d1 = d2), which is equivalent to
S0(U) =
γ − 1
γ
ρ


1
ut
|u|2/2

 , a0(U) = u, (4.6.18a)
Sl(U) =
1
2d1γ


ρ
ρut
E + p

+ ρc2d1γ


0
vtl
u · vl

 , al(U) = u+ cvl.
(4.6.18b)
For d1 6= d2, it can be seen by straightforward computation that Fey’s
discrete flux decomposition can be achieved by descent.
We now summarize the results of the current subsection as follows:
Remarks 4.6.12
1. We got no proper dual-dimensional flux decompositions. The
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only method to obtain d1-dimensional flux decompositions for
the d2-dimensional Euler equations (for d1 6= d2) is descent.
2. Even for d1 = d2, we miss Fey’s continuous flux decomposition
by a factor of
√
d2 in the radius of the sphere (see (4.6.13)).
However, this problem does not arise in the discrete case. The
reason for this is mainly the fact that the choice of the corners
of the cube circumscribing the sphere naturally introduces a
factor
√
d2.
3. In the continuous case, the descent introduces the effect of com-
pletely changing the type of flux decomposition, in that the
integral over a sphere becomes an integral over a full ball. In
the discrete case, however, a comparable effect does not appear,
and it is possible to obtain Fey’s discrete flux decomposition for
any 1 ≤ d1 ≤ d2 by descent.
We would also like to mention that the results of this section extend
work of Zimmermann [59, 58]. See also Junk [24] for related ideas.
A new version of our diagram, including the new result that Fey’s
discrete flux decomposition can be derived as a kinetic decomposition
from the kinetic theory, is shown in Figure 4.6.2.
4.7 Comparison with Ostkamp’s integral
representation
In this section, we will show that Lemma 4.3.2 naturally includes the
integral representation stated by Ostkamp [35, 36] and later used by
Luka´cˇova´, Morton, and Warnecke [30, 31] for the derivation of their
new EG and FVEG schemes. Ostkamp’s integral representation is
based on the classical characteristic theory described in Chapter 3,
see also Butler [5].
Ostkamp already showed that there is a close connection between
her characteristic Galerkin scheme, which mainly consists of a suit-
able approximation of her integral representation, and Fey’s version of
the Method of Transport. We will now show that applying the char-
acteristic state decomposition defined in Section 4.4 to Lemma 4.3.2
precisely yields Ostkamp’s integral representation. That is to say,
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Figure 4.6.2: Fey’s discrete flux decomposition can be derived as a kinetic
decomposition from the kinetic theory.
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Ostkamp’s integral representation is a special case of our integral
representation.
Note that in [35, 36, 30, 32, 31], Ostkamp’s integral representation
has only been used for linear or linearized systems. Thus, to compare
both integral representations, we will restrict ourselves to the linear,
constant coefficient case, i. e. a system of the form
∂tU +
d∑
s=1
As∂xsU = 0 (4.7.1)
where the matrices As do not depend on U nor on (x, t). Then, the
eigenvalues λkp(U) of
∑
s psAs do not depend on U either, nor do
thus the advection velocities al(U) of the characteristic state decom-
position, see (4.4.2). Therefore, the advection curves ξ lx are straight
lines, ξlx(τ) = x + (τ − tn+1)al, which is of course not surprising,
because by construction of the characteristic state decompostion, the
advection curves coincide with the bicharacteristic curves, which are
also straight lines in the linear case. As a consequence, by considering
the limit of a one-point set K, i. e. K → {x}, the integral represen-
tation (4.3.4) can be stated pointwise as
U (x, tn+1) =
∫
L
Sl(U(x−∆t · al, tn)) dµ(l)
+
∫
L
∫ tn+1
tn
T l(x+ (τ − tn+1)al, τ) dτ dµ(l). (4.7.2)
Inserting (4.4.2) and (4.4.4) into (4.7.2), we get:
Lemma 4.7.1 For a smooth solution U of the linear system (4.7.1)
of hyperbolic conservation laws, we have
U (x, tn+1) =
1
|Sd−1|
∫
Sd−1
m∑
k=1
rkpl
k
pU(x−∆t · ∇pλkp , tn) dp
+
1
|Sd−1|
∫
Sd−1
m∑
k=1
∫ tn+1
tn
T kp(x+ (τ − tn+1)∇pλkp , τ) dτ dp, (4.7.3)
where T kp is given in (4.7.5). 
107
4 New derivation of MoT-ICE, connections to other approaches
We now translate Ostkamp’s integral representation (cf. Luka´cˇova´,
Morton and Warnecke [30, Section 3, especially Equation (3.6)]) into
our notation. First, we note the following result:
Lemma 4.7.2 The term bjj(n) in the notation of Luka´cˇova´, Morton,
Warnecke [30, (3.4)] corresponds to ∇pλkp = akp in our notation.
Proof: Just translating the notation, we get that the bkjj(n) in [30]
(where we use k instead of j, s instead of k, and p instead of n) equals
the k-th diagonal element of the matrix LpAsRp, and that is l
k
pAsr
k
p .
From Lemma 3.4.2, we already know that this equals ∂psλ
k
p . 
Using this result, we get that Ostkamp’s integral representation in
our notation takes the form
U(x, tn+1) =
1
|Sd−1|
∫
Sd−1
m∑
k=1
(lkpU(x−∆t · ∇pλkp , tn))rkp dp
+
1
|Sd−1|
∫
Sd−1
m∑
k=1
∫ tn+1
tn
Tk
p(x+ (τ − tn+1)∇pλkp , τ) dτ dp (4.7.4)
where
Tk
p is some coupling term to be studied more precisely in a mo-
ment. Since lkpU(· · · ) is a scalar value and therefore commutes with
the vector rkp , we see that the first term is the same in both (4.7.3)
and (4.7.4). If we now show that
Tk
p = T
k
p , then both integral repre-
sentations coincide. We have that
T kp(x, t) = −rkplkp
d∑
s=1
As∂xsU(x, t) +
d∑
s=1
∂psλ
k
pr
k
pl
k
p∂xsU(x, t)
= rkpl
k
p
d∑
s=1
(∂psλ
k
p · 1−As)∂xsU(x, t). (4.7.5)
For
Tk
p , if we translate everything in our notation, we get
Tk
p(x, t) = r
k
p
d∑
s=1
(
(Λp,s −LpAsRp)kLp∂xsU (x, t)
)
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where (·)k means the k-th row of a matrix-valued term. Computing
this gives
Tk
p(x, t) = r
k
p
d∑
s=1
(∂psλ
k
p l
k
p − lkpAsRpLp)∂xsU(x, t)
= rkpl
k
p
d∑
s=1
(∂psλ
k
p · 1−As)∂xsU(x, t).
Hence, T kp =
Tk
p , and thus we have:
Lemma 4.7.3 For a smooth solution U of the linear system (4.7.1)
of hyperbolic conservation laws, we have that our integral represen-
tation (4.7.3) where Skp and a
k
p are given by (4.4.4) and (4.4.2) is
identical with Ostkamp’s integral representation.
Remarks 4.7.4
1. That the integral representations coincide is a stronger result
than just the fact that the domains of the integrals are the
same. The latter property of course holds by construction. The
interesting result is that also the integrands are the same.
2. We introduced the characteristic state decomposition (4.4.1)–
(4.4.4) for the general non-linear case. Also, the integral repre-
sentation (4.3.4) remains valid in that case. We have therefore
found a generalisation of Ostkamp’s integral representation to
non-linear systems.
3. Since the characteristic state decomposition is in general not
flux-consistent, a discretization as in Lemmas 4.3.4 and 4.3.6
would not lead to a consistent scheme for (4.2.1). Indeed, we are
convinced that this scheme (for the linear, constant coefficient
case) would coincide with Ostkamp’s ‘inconsistent’ scheme.
4. Perhaps the techniques of Luka´cˇova´, Morton, and Warnecke [30]
can be used to construct yet another EG scheme out of this
generalized integral representation in the non-linear case. Un-
fortunately, for the non-linear case the coupling terms T kp would
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become extremely complicated due to the fact that rkp , l
k
p and
λkp in general also depend on U . The coupling terms then read
T kp =
(
rk,′p (U)(l
k
p(U)U) + r
k
p(U)
(
(lk,t,′p (U)U)
t + lkp(U)
))
·
((∇pλkp(U)(∇xU )t)t −∇x · F (U))
+ rkp(U)l
k
p(U)U · tr
(∇U (∇pλkp)t(U)∇xU),
where trA denotes the trace of a matrix A and ′ denotes the
derivative with respect to U .
As Ostkamp indicated, her consistent scheme coincides with Fey’s
original MoT [12] for the linearized Euler equations. Note that for
Euler’s equations, however, we can make the characteristic state de-
composition flux-consistent by just multiplying some certain part of
the Skp by d (see the remarks Section 4.4) resulting in Fey’s [12] con-
tinuous flux decomposition. This is the reason why we are convinced
that in the same way as the original MoT coincides with Ostkamp’s
consistent scheme, her inconsistent scheme would coincide with a (hy-
pothetical, also inconsistent) MoT-CCE based on the characteristic
state decomposition. In both worlds, the difference is just a factor d
at the right place. Ostkamp [35] derived this factor d systematically,
but this derivation relies on a number of rather restrictive assump-
tions which seem to be tailored to the equations of gas dynamics. For
a general system of conservation laws, it does not seem to be able to
make the characteristic state decomposition flux-consistent this way
(compare the discussion in Section 4.4).
Even though Ostkamp was able to identify her EG scheme and
Fey’s original MoT, we would like to suggest that the two approaches
are fundamentally different. As we see it, the main difference be-
tween the MoT and the EG approach is that the state decomposi-
tion which leads to Ostkamp’s integral representation, which is the
basis of the EG schemes, is not flux-consistent. The MoT approxi-
mates the integral representation developped in Lemma 4.3.2 exploit-
ing the flux-consistency of a given state decomposition (see especially
the approximate evolution operator of Lemma 4.3.4), while the EG
schemes use an approximation technique which does not rely on the
flux-consistency. However, this has the consequence that the coupling
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terms T l become more essential in the EG approach. In the MoT-
ICE, if the T l are neglected, one still gets a first order scheme; this
can be seen in (4.3.5) by recognizing that the sets K l(tn) differ from
K only by sets of Lebesgue measure O(∆t|K|), and ∑l ∫K T l dx = 0
by Lemma 4.3.1. So, the error made if T l is neglected in (4.3.5) is
of order O(∆t2|K|), thus the scheme would still be consistent of first
order. In distinction to that, if the coupling terms are neglected in
Ostkamp’s integral representation, one gets an inconsistent scheme.
In fact, this is just what Ostkamp [35, 36] did in her ‘inconsistent’
scheme (which would be first order consistent on Ostkamp’s termi-
nology).
Neglecting the coupling terms in the first order MoT seems to be
closely related to dropping the interaction terms Q(f, f) in Boltz-
mann’s equation (4.6.1) during a time step, which leads to the first
order version of the kinetic schemes. One could suggest that the sec-
ond order MoT corresponds to approximating Q(f, f) in a suitable
way.
The final version of our diagram, where now some main aspects
of the EG approach and the connections to the MoT approach have
been added, can be found in Figure 4.7.1.
4.8 Conclusion
We introduced the concept of state decompositions, flux decomposi-
tions, integral representations, and approximate evolution operators,
which is the natural framework for the Method of Transport. We de-
rived the discrete flux decomposition used by Fey [14] and Noelle [33]
from the gas-kinetic theory by just applying some quadrature rules
to the moment integral. This establishes a connection between the
MoT and the kinetic schemes—especially there is a close relation be-
tween the kinetic schemes and the first order MoT-ICE, in which the
coupling terms T l are neglected.
On the other hand, we illustrated that for suitable choices of the
state decomposition, our general integral representation can also spe-
cialize to the standard finite volume formulation of systems of con-
servation laws as well as (for linear, constant coefficient systems)
to Ostkamp’s [35, 36] integral representation, which was also ex-
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Figure 4.7.1: Ostkamp’s integral representation is derived from the classical
characteristic theory. It is also a special case of our integral representation,
because inserting the characteristic state decomposition leads to Ostkamp’s
integral representation. Several schemes, among others the two schemes of
Ostkamp, are based on this integral representation. Ostkamp’s consistent
scheme is known to coincide with Fey’s original MoT. Ostkamp’s incon-
sistent scheme would coincide with a (hypothetical) MoT-CCE built upon
the characteristic state decomposition.
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ploited by Luka´cˇova´, Morton, and Warnecke [30, 31] in their EG
and FVEG schemes. Thus, we introduced a new connection between
the MoT and the EG schemes at the level of integral representations.
However, there is still an essential difference, namely the concept of
flux-consistency: To construct a MoT-like scheme out of our inte-
gral representation, the state decomposition is required to be flux-
consistent, and also, state decompositions obtained from the kinetic
theory automatically are flux-consistent. But the EG approach as
well as the standard finite volume formulation are based on non-flux-
consistent state decompositions.
Thus, the concepts of state and flux decompositions help to clarify
similarities and differences between
  the kinetic approach and the MoT,
  the EG approach, and
  standard finite volume schemes.
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5 Numerical results and comparison of the
Method of Transport to a standard scheme
5.1 Introduction
In this chapter, we tie in with the discussion mentioned in Section 4.1
and already in Section 1.1 concerning the question whether Riemann
solver based schemes do justice to the multi-dimensional effects aris-
ing in multi-dimensional systems of hyperbolic conservation laws and
whether Riemann solver free schemes might give better results. We do
this by comparing numerically the Riemann solver of Harten, Lax,
and van Leer [20] (briefly called HLL) to the MoT-ICE. The HLL
scheme is known to be a very simple and at the same time very
robust scheme but suffers from being very dissipative: Contact dis-
continuities or, more generally, density variations are smeared out
quite heavily. On the other hand, Quirk [43] already pointed out
that the damping effect of the HLL scheme prevents it from pro-
ducing instabilities or unphysical solutions. Moreover, seven years
later, Pandolfi and D’Ambrosio [37] analyzed the development of two
significant examples Quirk had observed, namely the carbuncle phe-
nomenon and the odd-even decoupling phenomenon (the latter also
being known as crossflow-instability). They precisely came to the
conclusion that a scheme which damps out density variations gives
correct results for these types of test problems. In fact, they classify
the HLL scheme as a ‘carbuncle-free scheme’. In opposite, especially
the HLLC scheme, which is just a simple modification of HLL spe-
cially designed for a better resolution of contact discontinuities (see
Toro, Spruce, Speares [55]), is classified as a ‘strong carbuncle prone
scheme’.
In other words, we think that a scheme that claims to be better
than Riemann solver based schemes should have at least one advan-
tage in comparison to HLL. A typical advantage could be less dissipa-
tivity, since the high dissipativity is the main known disadvantage of
the HLL scheme. But in our experiments, we will see that MoT-ICE
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behaves about equally dissipative as HLL, while at the same time, it
is considerably slower, so that for a fixed amount of computational
costs, HLL allows for essentially more grid cells, which then leads to
less dissipatipon. However, one of our examples will indicate that
MoT-ICE might be able to handle Kelvin–Helmholtz unstable shear
discontinuities better than HLL, and of course, it is possible that the
example for which MoT-ICE shows its real strengths has just not yet
been found.
Recalling that a main result of Chapter 4, especially Section 4.6,
was a common root of the Method of Transport and Perthame’s ki-
netic schemes [38, 39], we can say that the high numerical dissipativity
of the MoT-ICE scheme confirms this close relationship because it is
well-known that the kinetic schemes also tend to damp out contact
discontinuities and purely advective parts quite heavily. We would
also like to recall a similar result by Gressier et al [19], who show
that a positivity preserving flux vector splitting scheme cannot keep
stationary contacts sharp.
All of our test computations are taken out on a regular cartesian
grid in one or two space dimensions. The governing equations are
Euler’s equations of gas dynamics. Unless otherwise stated, the adia-
batic coefficient is set to be γ = 7/5, which corresponds to a biatomic
gas (compare Section 4.6), and the CFL number is limited to 0.45 for
both the HLL and the MoT-ICE schemes in order to make the com-
parison fair (see also Subsection 5.3.2).
The numerical comparison is presented in Section 5.4; previously
we use two sections to describe the two compared schemes: In Sec-
tion 5.2, we give details of the HLL version used (including a proof of
a nice property of this scheme), and in Section 5.3, we go into some
details of the implementation of the MoT-ICE scheme. The latter
includes a discussion of various variants of the scheme or possible
changes in some of its building blocks as well as explanations (some-
times also including short numerical comparisons) of the choices we
made in the implementation. Finally, some concluding remarks are
stated in Section 5.5.
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5.2 Description of the HLL scheme
The HLL scheme used was coded according to the description of
Einfeldt [10]. Especially, we chose the signal velocities for the scheme
the way Einfeldt did. This version of the scheme is also known as
HLLE. We got a two-dimensional version of the scheme by a finite
volume framework, i. e. we solved Riemann problems accross each
interface paying no attetion to the multidimensional effects which
would arise in all the vertices. Finally, we lifted the scheme up to
second order by using piecewise linear reconstruction according to the
monotonized centered (sometimes also called minmod-2) slope limiter
in space (where the reconstruction is performed in the conservative
variables) and a Runge–Kutta step (more precisely the method of
Heun) in time.
This is already a complete description of the HLL version used, but
we additionally would like to emphasize that the HLL scheme has got
the following nice property:
Lemma 5.2.1 For Euler’s equations for an ideal gas, if the initial
data has constant pressure and velocity over the whole computational
domain, the first and second order HLL schemes on a cartesian grid
keep these variables constant (up to machine precision) for all the
time. This statement applies for all choices of the signal velocities and
for any slope limiter out of the class that was discussed by Sweby [52].
Proof: Under the made assumptions, we have that
U = V +W ρ (5.2.1)
in the initial data where
V =


0
0t
p
γ−1

 and W =


1
ut
1
2 |u|2


are constant vectors and only ρ varies between the cells. We have
to show that (5.2.1) still holds after one time step with the same
constants V and W .
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The first part of a time step of the second order HLL scheme is the
piecewise linear reconstruction. If U i−1, U i, and U i+1 are the states
in three (in some coordinate direction) neighboring cells and upper
indices denote components, the slope (in this direction) of the k-th
component in the i-th cell is (component-wise) given by
Ski,i−1,i+1 =
Uki+1 − Uki
h
· ϕ
(
Uki − Uki−1
Uki+1 − Uki
)
, (5.2.2)
where ϕ is a function depending on the slope limiter (for first order
HLL we can just set ϕ ≡ 0). If we state (5.2.1) component- and
cell-wise, we get
Uki = V
k +W kρi
(note that V and W do not have spatial indices, because V and W
are constant vectors, and ρ does not have a component index, because
it is a scalar variable). Using this, we can simplify (5.2.2) to yield
Ski,i−1,i+1 =
W k
h
· (ρi+1 − ρi) · ϕ
(
ρi − ρi−1
ρi+1 − ρi
)
.
Especially, the argument of ϕ is the same for all components. It
follows that the reconstructed, piecewise linear function U (x) still
satisfies (5.2.1) all over the domain.
Following Einfeldt [10], we get that the numerical flux over the
interface between the i-th and (i+ 1)-th cell equals
G =
b+F (U i,+)− b−F (U i+1,−) + b+b−(U i+1,− −U i,+)
b+ − b−
where we skip the index i + 12 of G, b
+ and b−, and we denote
F = p · F (F = F pt in strict notation) where p is the normal vector
to the cell interface, and U i,+ and U i+1,− are the one-sided limits of
the piecewise linear function U at the midpoint of the interface. We
now note that for Euler’s equations for an ideal gas, we have
F (U) = Uu+Q
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where
Q =


0
p1
pu


is (under our assumptions) a constant matrix. Using this and the
shortcuts Q = Q · p and u = u · p, we get
G =
b+(U i,+u+Q)− b−(U i+1,−u+Q) + b+b−(U i+1,− −U i,+)
b+ − b−
=
b+U i,+ − b−U i+1,−
b+ − b− · u+Q+
b+b−(U i+1,− −U i,+)
b+ − b− ,
and inserting (5.2.1) yields
G =
(
V +W
b+ρi,+ − b−ρi+1,−
b+ − b−
)
u+Q+W
b+b−(ρi+1,− − ρi,+)
b+ − b− .
Now, the stateU i in the i-th cell is increased by λGi− 12 and decreased
by λGi+ 12 (where λ = ∆t/h is constant). As the lower indices only
apply to b+ and b−, all terms containg V or Q cancel in the flux
difference, and we get that the cell update is just a scalar multiple of
W . Thus, (5.2.1) still holds for the new states.
For a second order scheme, this procedure is embedded into a
Runge–Kutta time step. This just consists of performing multiple
time steps and then taking some (possibly weighted) average of the
results. But averaging of functions U which all satisfy (5.2.1) with
the same constants V and W results in a function U which still
satisfies this equation. 
The same statement applies for the MHD equations in two space
dimensions if the initial data has constant ρ, u and E where u lies
inside the (two-dimensional) physical space and B is variable but
always orthogonal to the physical space, and furthermore γ = 2. We
omit this proof, which follows the same pattern as the previous one.
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5.3 Description of the MoT-ICE scheme
The MoT-ICE was implemented according to the detailed description
of Noelle [33] and using Fey’s discrete flux decomposition [14, (18)–
(21)], see also (4.6.18) in the present work. Note especially that
we have shown in Section 4.6 that this flux decomposition can be
derived systematically from the gas-kinetic theory. For the second
order version, we also used the monotoniced centered slope limiter as
for the HLL scheme.
Organized in subsections, we shall now describe some detailed con-
siderations concerning minor, but nevertheless essential builing blocks
of the MoT-ICE scheme. In Subsection 5.3.1, we numerically show
that a second order MoT-ICE requires the full two-dimensional Lax–
Friedrichs predictor step; that is, a one-dimensional Lax–Friedrichs
predictor step does not suffice. Next, in Subsection 5.3.2, we show
(also by numerical examples) that the MoT-ICE may become unsta-
ble at CFL numbers near unity. This is the reason why we performed
all test computations shown in Section 5.4 with a CFL limit of 0.45. In
Subsection 5.3.3, we explain a possibility to approximate the coupling
terms T l numerically from some intermediate result of the previous
time step; but we will also see that this idea causes various difficul-
ties so that we refrained from using it. Finally, in Subsection 5.3.4,
we clarify the strenghts and weaknesses of different reconstruction
techniques in the second order MoT-ICE.
5.3.1 Prediction step
The MoT-ICE scheme (both first and second order) requires a pre-
dictor step for the solution at the midpoint of the cell interface at the
half time step. Noelle [33] used a one-dimensional Lax–Friedrichs step
(see [33, (167)–(168)]) for the first order and a two-dimensional Lax–
Friedrichs step (see [33, (178)–(179)]) for the second order scheme,
but he remarked that using the one-dimensional instead of the two-
dimensional step causes no visible difference in the computed solu-
tion. However, we observed that this is not true; in fact, use of the
one-dimensional Lax–Friedrichs step leads to loss of the second order
convergence for smooth solutions. We demonstrate this by a problem
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Table 5.3.1: Errors and numerical order of convergence in the ρ component
for the smooth two-dimensional advection problem with second order MoT-
ICE. The upper half of the table was computed using a two-dimensional
Lax–Friedrichs predictor step, the lower half with a one-dimensional one.
1/∆x error NOC
L1 L∞ L1 L∞
16 6.3940 · 10−03 1.5294 · 10−02 – –
32 1.2532 · 10−03 4.0122 · 10−03 2.35 1.93
64 2.7264 · 10−04 1.1239 · 10−03 2.20 1.84
128 6.2689 · 10−05 3.2118 · 10−04 2.12 1.81
256 1.5255 · 10−05 9.2792 · 10−05 2.04 1.79
16 6.5311 · 10−03 1.5374 · 10−02 – –
32 1.3650 · 10−03 4.0923 · 10−03 2.26 1.91
64 3.9238 · 10−04 1.1492 · 10−03 1.80 1.83
128 1.5827 · 10−04 3.2924 · 10−04 1.31 1.80
256 7.3955 · 10−05 1.2740 · 10−04 1.10 1.37
for Euler’s equations which is given by the initial data
ρ = 1 + 0.2 sin(2pi(x+ y)), u = (0.2, 0.3), p = 1
on the domain [0, 1]× [0, 1] with periodic boundary conditions. This
test problem was adopted from von To¨rne [53]. The exact solution is
known for any time, because this is just an advection problem. For
both versions, i. e. with one-dimensional and two-dimensional Lax–
Friedrichs step, we performed computations with resolutions of 16×
16, 32 × 32, 64 × 64, 128 × 128, and 256 × 256 cells each up to
t = 0.25 and then measured the numerical order of convergence.
The results are shown in Table 5.3.1. It can clearly be seen that
only the two-dimensional Lax–Friedrichs step yields full second order
convergence the L1 norm and at least an order of about 1.8 in the
L∞ norm, while the numerical order of convergence (NOC) for the
version with the one-dimensional Lax–Friedrichs step decreases for
larger resolutions and seems to approximate 1. Therefore, we decided
to use the two-dimensional Lax–Friedrichs step in all second order
MoT-ICE computations to follow.
121
5 Numerical results, comparison of the MoT to a standard scheme
Table 5.3.2: Errors and total variation of the density component for the
smooth one-dimensional advection problem at a resolution of 256 cells with
different CFL numbers near unity.
CFL error total variation
L1 L∞ quot.
0.80 7.9173 · 10−06 6.4812 · 10−05 7.9505 · 10−01 –
0.81 7.9308 · 10−06 6.4543 · 10−05 7.9505 · 10−01 1.00
0.82 7.9337 · 10−06 6.4548 · 10−05 7.9505 · 10−01 1.00
0.83 7.9379 · 10−06 6.4358 · 10−05 7.9505 · 10−01 1.00
0.84 9.2907 · 10−06 7.2332 · 10−05 7.9503 · 10−01 1.00
0.85 1.7209 · 10−04 2.0645 · 10−03 8.3399 · 10−01 1.05
0.86 4.2323 · 10−03 4.2858 · 10−02 2.8487 · 10+00 3.42
0.87 2.5155 · 10−02 2.3130 · 10−01 1.3514 · 10+01 4.74
0.88 2.0296 · 10−02 1.3966 · 10−01 1.0293 · 10+01 0.76
0.89 4.3071 · 10−02 2.6043 · 10−01 2.1083 · 10+01 2.05
0.90 5.5797 · 10−02 3.3305 · 10−01 2.7049 · 10+01 1.28
5.3.2 Instabilities at CFL numbers near unity
Noelle [33] proved consistency of both first and second order schemes
for CFL numbers up to unity. However, the question of stability of
the MoT-ICE seems not to have been analyzed theoretically. We
now use a simple numerical example to show that stability does not
hold for CFL numbers near unity. The example is a one-dimensional
Euler problem. In fact, it is kind of a one-dimensional version of
the example used in the preceding subsection; the initial data on the
interval [0, 1] is given by
ρ = 1 + 0.2 sin(2pix), u = 0.2, p = 1.
We computed this (with periodic boundary conditions) up to t = 0.25
with a resolution of 256 cells at different CFL numbers which range
from 0.8 to 0.9. Results for the ρ component are shown in Table 5.3.2.
We see that, up to a CFL number of 0.84, the scheme remains stable,
by which we mean that the total variation of the density component
does not increase above the correct value of 0.8. For a CFL number
of 0.85, the total variation already slightly exceeds this value, and
122
5.3 Description of the MoT-ICE scheme
0 0.5 1
0.8
1.0
1.2
x
ρ
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
         
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CFL 0.84
Figure 5.3.1: The ρ component of the smooth one-dimensional advection
problem at a resolution of 256 cells with a CFL number of 0.84.
for CFL 0.86, it is much too high. The plots (Figures 5.3.1–5.3.3)
show what happens; near the minimum of the density, some kind of
odd-even decoupling1 takes place. At CFL 0.85 (Figure 5.3.2), this
can already clearly be seen, and at CFL 0.86 (Figure 5.3.3), the effect
has already reached a scale which is comparable to that of the initial
data.
Note that at the minimum of ρ, the speed of sound, c =
√
γp/ρ
becomes maximal, and therefore also the CFL number, ν = (|u| +
c)∆t/∆x becomes maximal. In other regions, the effective CFL num-
ber is smaller than the respectively given CFL limit, so that every-
thing is fine.
It is important to understand that the limit 0.84 which was accept-
able in the described situation is not the correct limit in all situations.
In particular, the maximal possible CFL number becomes smaller if—
for the same problem—the resolution is increased. Table 5.3.3 shows
results of the same problem where the only difference is that we now
1This should, however, not be confused with the odd-even decoupling phe-
nomenon observed by Quirk [43] and analyzed later by Pandolfi and
D’Ambrosio [37]; the latter is a phenomenon which arises in multidimensional
computations.
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CFL 0.85
Figure 5.3.2: The ρ component of the smooth one-dimensional advection
problem at a resolution of 256 cells with a CFL number of 0.85.
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CFL 0.86
Figure 5.3.3: The ρ component of the smooth one-dimensional advection
problem at a resolution of 256 cells with a CFL number of 0.86.
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Table 5.3.3: Errors and total variation of the density component for the
smooth one-dimensional advection problem at a resolution of 512 cells with
different CFL numbers near unity.
CFL error total variation
L1 L∞ quot.
0.80 1.9422 · 10−06 2.1574 · 10−05 7.9758 · 10−01 –
0.81 1.9439 · 10−06 2.1461 · 10−05 7.9758 · 10−01 1.00
0.82 1.9462 · 10−06 2.1458 · 10−05 7.9758 · 10−01 1.00
0.83 2.7506 · 10−06 2.1543 · 10−05 7.9758 · 10−01 1.00
0.84 1.0717 · 10−03 1.5023 · 10−02 1.8244 · 10+00 2.29
0.85 7.5164 · 10−03 1.0009 · 10−01 7.8780 · 10+00 4.32
0.86 6.5123 · 10−03 6.5969 · 10−02 4.7619 · 10+00 0.60
0.87 1.1815 · 10−02 7.6926 · 10−02 6.5232 · 10+00 1.37
0.88 1.8112 · 10−02 1.3005 · 10−01 1.2658 · 10+01 1.94
0.89 1.3650 · 10−02 9.2617 · 10−02 6.3627 · 10+00 0.50
0.90 1.3236 · 10−02 1.0398 · 10−01 3.9822 · 10+00 0.63
computed with 512 cells. We see that a CFL number of 0.84, which
gave fine results for 256 cells, is now already clearly unacceptable.
For 1024 cells (see Table 5.3.4), even CFL 0.83 causes oscillations.
As we cannot predict how far this descending process will continue,
we decided to choose a CFL number slightly below a half (which is
known to be the correct limit for many other schemes), i. e. 0.45, in all
computations to follow. However, as on the other hand, this might be
much too restrictive, we also restricted the reference scheme (HLL)
to the same CFL limit, in order to make the comparison fair.
5.3.3 Numerical approximation of the coupling terms
In this subsection, we would like to point out that it is possible to
determine a numerical approximation of the coupling terms at the
new time level from some intermediate result of the current time step,
without use of the direct formula (4.3.1) (page 72). The advantage of
this procedure is that this formula does not have to be included in the
computer code. That is to say, this formula can become extremely
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Table 5.3.4: Errors and total variation of the density component for the
smooth one-dimensional advection problem at a resolution of 1024 cells
with different CFL numbers near unity.
CFL error total variation
L1 L∞ quot.
0.80 4.7496 · 10−07 6.6810 · 10−06 7.9881 · 10−01 –
0.81 4.7543 · 10−07 6.6518 · 10−06 7.9881 · 10−01 1.00
0.82 4.7606 · 10−07 6.6376 · 10−06 7.9881 · 10−01 1.00
0.83 9.7588 · 10−05 1.8061 · 10−03 9.4318 · 10−01 1.18
0.84 3.8608 · 10−03 8.2318 · 10−02 7.8403 · 10+00 8.31
0.85 4.8366 · 10−03 1.1737 · 10−01 8.0787 · 10+00 1.03
complicated, see for example von To¨rne et al [53, 15] for the MHD
equations.
We first (in just a few lines) present the idea how this can be done
and then describe which difficulties come with this idea. As all of
these difficulties are yet unsolved in principal, we did not use this
approach in the numerical examples shown in Section 5.4.
5.3.3.1 The idea
Suppose the coupling terms at the old time level, T l(x, tn), are known.
First use (4.3.6) and (4.3.7) (page 77) to approximate U(x, tn+1),
Then, from (4.3.8) we get
∆t
2|K|
∫
K
T l(x, tn+1) dx =
1
|K|
∫
K
Sl(U)(x, tn+1) dx− Sˆl + O(∆t3),
(5.3.1)
i. e. an approximation to the coupling terms at the new time level.
5.3.3.2 Difficulties concerning the numerical approximation of
the coupling terms
Although the idea is very simple and works in general, there are,
when one looks at the details, several difficulties with this idea. The
main problems will be described in the following.
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Evaluation of the approximation
In the numerical scheme, the result of one time step is only a piecewise
constant functionU(x, tn+1) consisting of (approximate) mean values
over each cellK. It is important to note that in the right hand integral
of (5.3.1), U may (at least formally) not be replaced with its mean
value over K. In other words, we have that the expressions
1
|K|
∫
K
Sl(U)(x, tn+1) dx and Sl
(
1
|K|
∫
K
U(x, tn+1) dx
)
differ by O(h2) (where h ∼ diamK), which theoretically destroys the
overall second order of the scheme. Instead of this, a piecewise linear
reconstruction should be inserted for U in the right hand integral
of (5.3.1). Then, it can be shown by straightforward but involved
Taylor expansions that the error term does not exceed the O(∆t3)
in (5.3.1).
However, in the numerical results shown later within this subsec-
tion (where the long-time behaviour of the scheme is examined), we
dispensed with the reconstruction at this stage and just replaced U
with its cell-wise mean value. Numerically, the scheme shows sec-
ond order convergence anyway. We did not investigate this further
because the remaining problems to be described in the following over-
balance the advantage of the numerical approximation of the coupling
terms so much that all numerical results shown (except in the current
subsection) use the direct formula (4.3.1).
Initializing the coupling terms
Note that the presented idea only allows the scheme to approximate
the coupling terms at the end of a time step (for use in the subsequent
step). This requires some procedure to get an initial value for the
coupling terms. Note that an evaluation of the direct formula (4.3.1)
would nullify the main advantage of the numerical approximation of
the coupling terms, i. e. the avoidance of coding the direct formula. As
a workaround, we used to initialize the coupling terms by computing
two steps with different ∆t, both starting at t = 0 with zero coupling
terms, computing the (approximate) values for T l at the end of the
steps as usual, and then linearly extrapolating the result to t = 0.
This gave numerically second order convergence although we were
not able to prove that this results in a second order scheme.
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t
(Sˆl)l
Sˆ l
=
S l
(U
)
Figure 5.3.4: The initial disturbation of a given timestep is the same as the
final disturbation of the previous time step, but in the opposite direction.
Long-time behaviour
For the analysis of the long-time behaviour of the scheme, it turns out
to be useful to move to some more global point of view concerning
the numerical approximation of the coupling terms.
Consider the state U being split up into some components Sˆl, i. e.
U =
∑
l Sˆl. The case that Sˆl = Sl(U) describes some kind of equi-
librium from which normally the actual values Sˆl may be away. One
time step of the scheme consists of first well determinately disturbing
the equilibrium by the coupling terms T l, then solving an advection
equation for each Sˆl individually, and finally projecting the result
back onto the equilibrium. The key step for the numerical approxi-
mation of the coupling terms is the fact that the initial disturbation
of a given time step is—up to the desired order—the same as the final
disturbation of the previous time step (i. e. the disturbation that was
removed by the projection onto the equilibrium), but in the opposite
direction (cf. (4.3.5) and (4.3.8) and note especially the opposite sign
in both formulae before the T l). This fact is schematically demon-
strated in Figure 5.3.4.
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t
(Sˆl)l
Figure 5.3.5: Small errors are propagated and may increase up to enormous
sizes.
If this procedure is repeated many times, small errors are propa-
gated and may—under disadvantageous circumstances—increase up
to enormous sizes, see Figure 5.3.5.
We numerically validate this effect using the same test problem
as in Subsection 5.3.2. This time, we examine the pressure compo-
nent. It is shown in Figure 5.3.6 at every 1000 time steps up to
5000 steps, where the coupling terms are obtained numerically as de-
scribed above. We see clearly that oscillations occur. We further see
that the oscillations are highly reduced if at the end, a ‘half’ time step
(i. e. a time step with a lower CFL number) is added (see the top-
most plot in Figure 5.3.6). This is not surprising because the coupling
terms are multiplied with the length of the time step (see (4.3.6)),
and if then this becomes approximately half of the value it has been
for a long time, then we have a chance to get near the equilibrium
state of the Sˆl around which we have been oscillating quite symmet-
rically before. Note that such a smaller time step is typically needed
to reach a given final time exactly. If this last step is about half
of the size of the other steps, one might not become aware of these
oscillations. Performing a family of computations, the last time step
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Figure 5.3.6: The long-time behaviour of the MoT-ICE with numerically de-
termined coupling terms—demonstrated by means of the one-dimensional
smooth advection problem.
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will typically sometimes be about the half size and sometimes not,
so that one could get the impression of a very random behaviour.
For a reference, see Figure 5.3.7, where the same computation was
performed using the direct formula (4.3.1).
A workaround for this problem is to forget the numerically approx-
imated coupling terms in regular intervals and instead restart the
computation with the same initialization procedure as used before
the first time step.
Limitation of the coupling terms
If the coupling terms are calculated directly according to their defi-
nition (4.3.1), the derivatives of U and al are approximated by nu-
merical derivatives obtained from a piecewise linear reconstruction
step, which is done anyway. For this reconstruction step, a slope
limiter (the monotonized centered limiter in our examples) is used.
This means that there is a natural limiting process of the coupling
terms. This natural limiting process is skipped when the coupling
terms are determined numerically. We are of the opinion that there-
fore, a manual limitation has to take place, because in the vicinity
of a discontinuity, the derivation of the coupling terms is no longer
valid. However, until now, we did not find a suitable possibility to
do that.
Note that it is not possible to simply use a slope limiter for the
coupling terms directly. The coupling terms are not gradients of a
reconstruction. For example, suppose T l ≈ 0 in one cell (compared
to the value in the neighbouring cell). Then, a limiter would approx-
imately erase T l in the neighbouring cell, although the solution (and
therefore the coupling terms as well) might be perfectly smooth near
these cells. In other words, it is important to understand that the
coupling terms themselves are to be limited, not their gradients.
The following three limitation possibilities, none of which gave sat-
isfying results, were examined:
Heuristic factor. The idea of this limitation method is to limit the
coupling terms ‘according to’ the state’s gradients. This means
that for a couple of ‘physically relevant’ components, the limita-
tion factor of the state vector (compared to umlimited central
differences) is computed, then either a minimum or a mean
value over the selected components is selected, and finally the
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Figure 5.3.7: Same as before, but with the coupling terms computed using
the direct formula (4.3.1).
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coupling terms are multiplied by this factor. A main problem
of this approach is the large freedom in the choice of the ‘physi-
cally relevant’ components. For the Euler equations, we used ρ
and p as ‘physically relevant’ components; for the MHD equa-
tions we added |B|2. Even for Euler’s equations, this limitation
method introduces very chaotic oscillations, and for increasing
resolution, the total variation seems not to be bounded.
Switch-off near discontinuities. The idea of this approach is deter-
mine the position of a discontinuity by some smoothness indica-
tor (which is independent of the scheme) and then (continously)
switch off the coupling terms in the resulting area. We tried this
for test problems with known exact positions of the discontinu-
ities and hard-coded these positions, but even this did not result
in a stable method.
Contribution limiter. The idea of the contribution limiter is that the
second order scheme is only used in smooth areas whereas near
discontinuities a first order (non-oscillatory) scheme (here the
first order MoT-ICE, which does not require the coupling terms)
is used. This resultes in a principally working scheme (although
some implementory problems appear) but it is very slow, and in
most areas where something interesting takes place, the first or-
der calculation is used. This phenomenon is particularly true for
Riemann problems: In the area where no wave has yet arrived
and the data therefore is constant, the contribution limtiter
chooses second order computation (which is totally irrelevant),
and in the vicinity of the discontinuity it switches to first order.
Problems with boundary conditions for infinity-step schemes
For a one-step scheme (on a regular mesh) that uses a stencil of g
neighbouring cells in each direction, the normal treatment of bound-
ary conditions is to put g layers of ‘ghost cells’ around the computa-
tional grid. The values in these ghost cells are computed in depen-
dence of the nearest ‘real’ (i. e. non-ghost) cells, see Figure 5.3.8. For
now, we will call this process an extrapolation although, depending on
the type of boundary, it can be very different from an extrapolation.
For multi-step schemes, this can in general be treated similarly, if
the stencil of g neighbouring cells in each (spatial) direction applies
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Figure 5.3.8: Treatment of boundary conditions for a one-step scheme with
g = 2.
Figure 5.3.9: Treatment of boundary conditions for a two-step scheme with
g = 2.
to all old time levels that are involved (see Figure 5.3.9 for a two-step
scheme).
Now suppose that the scheme is one-step except that it uses some
intermediate result of the previous time step. (Note that in fact this
is a two-step scheme.) In this case, g layers of ghost cells will not suf-
fice, see Figure 5.3.10. (This problem might principally be avoided if
the ‘intermediate values’ are as well extrapolated into the ghost cells
each step, but for some boundary types there might be no natural
generalization of the extrapolation process to these intermediate val-
ues.) A solution may be to use 2g layers of ghost cells and perform the
extrapolation process only to the outermost g layers—expect for the
initial data (note that in the first step you will have to ‘do something
special’ anyway). See Figure 5.3.11.
It is important to understand that this will only work if that part of
the algorithm that calculates the ‘intermediate results’ does not need
these intermediate results themselves of the previous time step. Oth-
erwise (and this is clearly the case for MoT-ICE with numerically de-
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? ?
Figure 5.3.10: For a scheme that uses intermediate results of the previous
time step, g layers of ghost cells do not suffice.
Figure 5.3.11: The solution are 2g layers of ghost cells.
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? ?
Figure 5.3.12: If the computation of the intermediate values needs these
values themselves of the previous timestep, infinitely many layers of ghost
cells are needed.
Figure 5.3.13: For zeroth order extrapolation at the boundary conditions,
no ghost cells are needed.
termined coupling terms), the scheme will be an infinity-step scheme
and thus need infinitely many ghost cell layers, see Figure 5.3.12. We
have not found a sensible solution to this problem yet.
However, there are two special types of boundary conditions that
do not require ghost cells at all. One of them are periodic boundary
conditions: Here, whenever any value of the left neighbour of the
left-most cell is needed, the respective value of the right-most cell
in the domain can be used—and analogously for other directions.
The second type is zeroth order extrapolation: Here, instead of the
left neighbour of the left-most cell, the left-most cell itself is used
(see Figure 5.3.13). For these two types of boundary conditions,
no problems occur for infinity-step schemes like the MoT-ICE with
136
5.3 Description of the MoT-ICE scheme
Figure 5.3.14: Workaround for schemes of type as in Figure 5.3.12: After the
domain is extended by 2g layers of ghost cells, zeroth order extrapolation
is used at the boundaries of the new domain.
numerically determined coupling terms is.
For other boundary conditions, one might try the following simple
workaround (Figure 5.3.14): Put 2g layers of ghost cells around the
domain and perform an extrapolation each step as described. Addi-
tionally, for the extended domain, use zeroth order extrapolation.
5.3.3.3 Conclusion
We explaned that the idea of numerically determined coupling terms
causes several problems, for some of which there are workarounds,
but all of which are yet unsolved in principal. For this reason, we
decided not to use this idea in our implementation. All numerical
results shown in Section 5.4 were therefore computed using the direct
formula (4.3.1).
5.3.4 Reconstruction
For the second order MoT-ICE scheme, as already mentioned, we
perform a reconstruction step using the monotonized centered limiter.
Note, however, that there are several ways how the reconstruction can
be implemented, for example:
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1. Reconstruct U and then obtain spatial derivatives of S l(U) by
the chain rule;
2. reconstruct the state components S l(U) directly,
3. reconstruct Sl(U) + ∆t/2 · T l as a unit.
Note that except in the version 1, reconstruction in conservative vari-
ables is mandantory, because transformation of the state components
into primitive variables does in general not make sense.
When the coupling terms T l are obtained from the direct for-
mula (4.3.1), the version 3 is impossible to use, because for the com-
putation of the T l, the spatial derivatives are already needed. What
we did is in fact a combination of the versions 1 and 2: We recon-
structed U and Sl(U) and then obtained the coupling terms only
from the reconstruction of U , using the chain rule. It would even
be possible to combine this combination also with the version 3, be-
cause for the computation of T l, we only need the reconstruction of
U , not of Sl(U). However, we did not implement this latter triple-
combination. For the numerically determined coupling terms (which
were exclusively used in the computations presented in Figure 5.3.6),
however, we used the version 3.
There are various advantages and disadvantages of these several
possibilities. In some cases, more reconstructions have to be done; in
some cases (as already mentioned), reconstruction cannot be done in
primitive variables; and in some cases, more Jacobian matrices have
to be computed. One major difference, however, is that in all versions
except the version 3, the coupling terms T l are not reconstructed at
all. We will now show that this does not destroy the second order of
consistency.
The only thing of T l that is used in the scheme is its mean value
over some set Kˆl. This mean value has to be approximated up to
O(∆t2 + h2) (note the factor ∆t before every occurrence of T l). We
now treat T l as a scalar valued function and further drop the sub-
script l, i. e. write T instead of T l. Denote by Tˆ the piecewise constant
approximation on the uniform rectangular grid; if K1, . . . , Kn are the
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cells K and all its neighbours, then
Tˆ (Kj) =
1
|K|
∫
Kj
T (x) dx.
Assume that 0 is the center of K and expand T into a Taylor series
around this point:
T (x) = T (0) + xT ′(0) + O(x2).
For each of these three addends we will show seperately that the error
made when
∫
Kˆ
T dx is replaced with
∫
Kˆ
Tˆ dx is of the desired order.
First, let T (x) = O(x2). Then,
∫
Kˆ
T dx = O(|Kˆ|h2) and the same
applies to Tˆ because also Tˆ (x) = O(x2). Next, let T (x) = c be
constant. Then of course Tˆ = T . So the only interesting case is
T (x) = g · x. Due to linearity and symmetry arguments it suffices to
consider
T (x) = x1.
In this case, we first suppose that Kˆ has the same geometry as all
of the congruent Kj , i. e. they differ only by a movement. Due to the
special form of our T we then only have to consider a one dimensional
problem: Let
K1 = K =
[
−h
2
,
h
2
]
, K2 =
[h
2
,
3h
2
]
, Kˆ = [α, α+ h]
with −h2 ≤ α ≤ h2 . Then,
Tˆ (K1) =
1
h
[
x2
2
]h
2
− h2
= 0 and Tˆ (K2) =
1
h
[
x2
2
] 3h
2
h
2
= h,
so ∫
Kˆ
Tˆ dx =
(
h
2
− α
)
· 0 +
(
h
2
+ α
)
· h = h
2
2
+ αh
and ∫
Kˆ
T dx =
[
x2
2
]α+h
α
=
α2 + 2αh+ h2 − α2
2
=
h2
2
+ αh.
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So in this case,
∫
Kˆ
T dx and
∫
Kˆ
Tˆ dx are even identically (not only
up to some order). Nevertheless, for arbitrary Kˆ, these integrals in
general differ by O(|Kˆ|h), which is too much. This is true already in
one space dimension (consider for example Kˆ = [0, h/2]) and more
than ever in several dimensions, where complicated geometries can
arise. We therefore have to make use of the construction of the set
Kˆ. Especially, we will show that there exists some set K˜ which differs
from the cells Kj only by a movement and has the property that
|Y | = O(h|K|) (5.3.2)
where
Y = (Kˆ \ K˜) ∪ (K˜ \ Kˆ)
is the difference set. Thus, it suffices to show that
1
|Kˆ|
∫
Kˆ
T (x) dx =
1
|K˜|
∫
K˜
T (x) dx+O(h2)
and the same for Tˆ . Note that we are still considering the case T (x) =
x1. Especially, since we are only working in a finite number of cells
Kj around the origin, we have that T ∈ O(h) and also Tˆ ∈ O(h).
Now, let
Y1 = Kˆ \ K˜ and Y2 = K˜ \ Kˆ,
then Y = Y1 ∪ Y2 and∣∣∣∣ 1|Kˆ|
∫
Kˆ
T dx− 1|K˜|
∫
K˜
T dx
∣∣∣∣
=
∣∣∣∣ 1|Kˆ|
∫
Kˆ
T dx− 1|Kˆ|+ |Y2| − |Y1|
(∫
Kˆ
T +
∫
Y2
T −
∫
Y1
T
)∣∣∣∣
=
1
|Kˆ| ·
∣∣∣∣
∫
Kˆ
T dx
∣∣∣∣ · |Y2| − |Y1||Kˆ|+ |Y2| − |Y1|
+
1
|Kˆ|+ |Y2| − |Y1|
·
∣∣∣∣
∫
Y2
T dx−
∫
Y1
T dx
∣∣∣∣
≤ O
(
1
|K|
)
O(h|K|) ·O
( |Y |
|K|
)
+O
(
1
|K|
)
· |Y | ·O(h) = O(h2)
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and the same for Tˆ .
Finally, it remains to construct K˜ such that (5.3.2) holds. This
is much more simple than it looks like. Remember how Kˆl is con-
structed: Each interface of the cell K is transported backwards in
time with some fixed speed which is an approximation to al at the
interface midpoint and at the half time step. If we instead trans-
port the whole cell backwards in time with some frozen speed, say
al at the cell center at the half time step, and call the resulting set
K˜, then K˜ clearly differs from K only by a move, and (5.3.2) holds
due to Taylor expansion of al. As a side remark note that K˜ is not
the approximation used by the MoT-CCE—in fact if K˜ was used for
computation, the resulting scheme would not be conservative.
5.4 MoT versus HLL
We now compare numerically the MoT-ICE to the HLL scheme by
the means of several test problems. We start in Subsection 5.4.1
with a very simple one dimensional problem, which already demon-
strates one of the main tendencies, i. e. the high dissipativity of the
MoT-ICE scheme. Two-dimensional extensions of this problem and
other examples with circular symmetries are then computed in Sub-
sections 5.4.2–5.4.5, where this tendency is confirmed and we also
observe that MoT-ICE seems to be more sensible to poor numerical
boundary conditions than HLL. In Subsection 5.4.6, we return to a
one-dimensional problem, that is to say, the well-known Shu–Osher
problem. Both tendencies observed so far are still confirmed here. Fi-
nally, in Subsection 5.4.7, we compute a shear wave problem oblique
to the grid. Here, the MoT-ICE gives better results than HLL.
5.4.1 Static contact
We start with a very simple problem: a static one-dimensional Rie-
mann problem. We set p = 1, u = 0 and ρ = ρl = 3 (for x < 0) or
ρ = ρr = 1 (for x > 0). The exact solution obviously remains con-
stant for all time. We computed this problem with ∆x = 1/256 and
a computational domain which is large enough such that any effects
originating at the contact at x = 0 are not able to reach the bound-
ary within the time up to which the computation is carried out. (We
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Figure 5.4.1: ρ component of the static contact problem, using second-order
HLL.
show only the domain [−0.5, 0.5], but the real computational domain
is larger.) This prevents effects which are due to the handling of the
boundary conditions.
Results for this problem are shown in Figures 5.4.1 to 5.4.3, where
we first used the HLL scheme. Each plot displays the respective com-
ponent at various selected time levels. As we know from Lemma 5.2.1,
the HLL scheme conserves u and p exactly in this situation. This is
confirmed by the plots for these components. In contrast to that, the
ρ component is smeared out by some amount; note that the ρ plot
is a split plot where each side is cut off at the position where the
smearing begins, so that the width of the gap between the two sides
is a measure for the intensity of the smearing.
Figures 5.4.4 to 5.4.6 show the result of the same problem, but now
using MoT-ICE. Although MoT-ICE does not conserve the u and p
components exactly, the variations in these components are negligibly
small. This indicates that the property of the HLL scheme proven in
Lemma 5.2.1, although quite nice, might not have a great meaning
in applications.
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Figure 5.4.2: u component of the static contact problem, using second-order
HLL.
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Figure 5.4.3: p component of the static contact problem, using second-order
HLL.
143
5 Numerical results, comparison of the MoT to a standard scheme
t
1
2−12
one step
0.12
3.03
ρ
3.02
3.01
2.99
2.98
2.97
0.25
0.4
1.03
ρ
1.02
1.01
0.99
0.98
0.97
Figure 5.4.4: ρ component of the static contact problem, using second-order
MoT-ICE.
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Figure 5.4.5: u component of the static contact problem, using second-order
MoT-ICE.
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Figure 5.4.6: p component of the static contact problem, using second-order
MoT-ICE.
The second and more important observation to mention is that
MoT-ICE smears out the contact approximately as much as HLL
(remember that this is indicated by the width of the gap in the ρ
plot, or compare the unsplit plots in Figures 5.4.7 (HLL) and 5.4.8
(MoT-ICE)). However, since in our implementation, the HLL scheme
is roughly by a factor of 15 faster than the MoT-ICE scheme, it might
be appropriate to compare the MoT-ICE result to an HLL result with
a four times higher resolution (note
√
15 ≈ 4), i. e. ∆x = 1/1024.
This result is shown in Figures 5.4.9 and 5.4.10. We see that we now
have a much sharper resolution of the contact. Thus, at least for this
particular test problem, there seems to be no advantage of MoT-ICE
over HLL.
Of course, a single, one-dimensional test problem is certainly not a
fair comparison, especially when comparing a Riemann solver based
scheme to a scheme which was designed to capture multi-dimensional
effects particularly well. We proceeded to compute the same problem
as a two-dimensional problem oblique to the grid in various angles.
Again, MoT-ICE produces negligibly small oscillations and is about
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Figure 5.4.7: ρ component of the static contact problem unsplit at t = 0.25,
using second-order HLL.
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Figure 5.4.8: ρ component of the static contact problem unsplit at t = 0.25,
using second-order MoT-ICE.
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Figure 5.4.9: ρ component of the static contact problem, using second-order
HLL with four times higher resultion.
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Figure 5.4.10: ρ component of the static contact problem unsplit at t =
0.25, using second-order HLL with four times higher resultion.
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as dissipative as HLL. We do not display the figures, which look very
similar as in the one-dimensional case.
5.4.2 Static disc problem
We now extend the previous test problem to a proper two-dimensional
problem, that is, we construct a problem containing a static contact
discontinuity along a circle. To be precise, we have the initial data
ρ = 3, u = (0, 0), p = 1, for r < 0.5,
ρ = 1, u = (0, 0), p = 1, for r ≥ 0.5
(where r2 = x2 + y2) on the computational domain [−1, 1]× [−1, 1]
with zeroth order extrapolation at all four boundaries. (For cells
which lie on the interface, we used some approximately weighted
average as initial data.) We first show results for a resolution of
200× 200 cells at t = 0.2, see Figures 5.4.11 (HLL) and 5.4.12 (MoT-
ICE). Apparently, both schemes manage to preserve the circular sym-
metry equally well. Moreover, the results in principle are comparable
to those of Subsection 5.4.1: Both schemes smear out the contact
about equally much, and the HLL scheme keeps u (not shown) and p
exactly constant while MoT-ICE generates small oscillations in these
components. Again, HLL is faster than MoT-ICE by a factor of
about 15. Increasing the resolution of the HLL computation by 2.5
(≈ 3√15), we get the result shown in Figure 5.4.13, which is again
much sharper than the MoT-ICE result.
A different phenomenon is that at considerably later time levels
(e. g. t = 10), the circular symmetry is completely destroyed by the
MoT-ICE scheme, while this is not true for the HLL scheme. We
do not show plots for this time level because this phenomenon is
discussed more deeply in connection with the next test example.
5.4.3 Sod-2D problem
We now replace the contact along the circular interface with a Rie-
mann problem containing all three types of waves: a shock, a contact,
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Figure 5.4.11: Static disc problem,
computed with second order HLL,
using 200× 200 cells, up to t = 0.2:
ρ contour (right top), ρ scatter (left
top), and p scatter (left bottom).
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Figure 5.4.12: Static disc problem,
computed with second order MoT-
ICE, using 200 × 200 cells, up to
t = 0.2: ρ contour (right top), ρ
scatter (left top), and p scatter (left
bottom).
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Figure 5.4.13: Static disc problem,
computed with second order HLL,
using 500× 500 cells, up to t = 0.2:
ρ contour (right top), ρ scatter (left
top), and p scatter (left bottom).
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and a rarefaction wave. The initial data is given by
ρ = 1, u = (0, 0), p = 1, for r < 0.5,
ρ = 0.125, u = (0, 0), p = 0.1, for r ≥ 0.5.
We again use zeroth order extrapolation at the boundary of the com-
putational domain, which is [−1, 1]× [−1, 1]. Results at t = 0.2 for a
resolution of 200 × 200 cells are shown in Figures 5.4.14 and 5.4.15.
Again, both schemes handle the circular symmetry about equally
well. The MoT-ICE solution shows a clearly visible, unphysical kink
in all components near the right (outer) end of the rarefaction wave,
where the Mach number is near unity. This indicates that MoT-ICE
might have some problems at sonic points. (Recall that Noelle [33]
pointed out that the first order MoT-CCE is even inconsistent at sonic
points, whereas at the same time he proved that the first order MoT-
ICE for scalar advection does not suffer from this inconsistency.) The
HLL solution does not show such an unphysical kink.
We now again increase the resolution of the HLL solution by 2.5,
i. e. we use 500 × 500 cells, see Figure 5.4.16. As the scatter plots
show, the preservation of the circular symmetry as well as the res-
olution of both the shock and the contact discontinuity are visibly
better than for the MoT-ICE solution of approximately equally high
computational costs.
Next, we would like to examine the behaviour of the schemes when
the outward moving shock reaches the boundary of the computational
domain. For this purpose, have a look at Figures 5.4.17 and 5.4.17,
which display the results for both schemes at t = 0.5. Of course, we
cannot expect optimal results, because it is well known that zeroth or-
der extrapolation is only a very poor approximation to non-reflecting
boundary conditions. Nevertheless, it can clearly be seen that MoT-
ICE shows a considerably stronger break of the circular symmetry
(due to reflected waves on the boundary) than HLL. This indicates
that MoT-ICE might be more sensible to poor boundary conditions
than HLL. Note that if we enlarge the computational domain, this
break of symmetry disappears, see Figures 5.4.19 and 5.4.20.
We conjecture that this comparatively high sensibility of the MoT-
ICE scheme to poor boundary conditions is mainly caused by the
coupling terms, because these are computed upon the slopes of the
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Figure 5.4.14: Sod-2D problem, computed with second order HLL, using
200 × 200 cells, up to t = 0.2: ρ contour (right top), ρ scatter (left top), p
scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.15: Sod-2D problem, computed with second order MoT-ICE,
using 200 × 200 cells, up to t = 0.2: ρ contour (right top), ρ scatter (left
top), p scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.16: Sod-2D problem, computed with second order HLL, using
500 × 500 cells, up to t = 0.2: ρ contour (right top), ρ scatter (left top), p
scatter (left bottom), and Mach scatter (right bottom).
155
5 Numerical results, comparison of the MoT to a standard scheme
0 0.2 0.4 0.6 0.8 1 1.2
0
0.05
0.1
0.15
0.2
0.25
0.3
r
rh
o
rho scatter
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
rho contour
y
x
0 0.2 0.4 0.6 0.8 1 1.2
0
0.05
0.1
0.15
0.2
0.25
0.3
r
p
p scatter
0 0.2 0.4 0.6 0.8 1 1.2
0
0.5
1
1.5
r
M
ac
h
Mach scatter
Figure 5.4.17: Sod-2D problem, computed with second order HLL, using
200 × 200 cells, up to t = 0.5: ρ contour (right top), ρ scatter (left top), p
scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.18: Sod-2D problem, computed with second order MoT-ICE,
using 200 × 200 cells, up to t = 0.5: ρ contour (right top), ρ scatter (left
top), p scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.19: Sod-2D problem, computed with second order HLL, using
400 × 400 cells on [−2, 2] × [−2, 2], up to t = 0.5: ρ contour (right top), ρ
scatter (left top), p scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.20: Sod-2D problem, computed with second order MoT-ICE,
using 400 × 400 cells on [−2, 2] × [−2, 2], up to t = 0.5: ρ contour (right
top), ρ scatter (left top), p scatter (left bottom), and Mach scatter (right
bottom).
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piecewise linear reconstruction, which are strongly influenced by the
zeroth order extrapolation. In order to collect another indication
for this conjecture, we computed this problem also with first order
versions of both schemes. Note that the first order MoT-ICE does
not involve coupling terms. The results (at t = 0.5) are shown in
Figures 5.4.21 and 5.4.21. Now, the break of symmetry, caused by
reflected waves, is roughly comparable for both schemes. However,
note that also for the first order versions, our implementation of HLL
is faster by a factor of about 15.
The high sensibility of MoT-ICE (compared to HLL) to poor bound-
ary conditions is also confirmend by the phenomenon mentioned in
the last paragraph of Subsection 5.4.2. Perhaps a speacial treatment
of the artificial boundary condition, i. e. transient numerical bound-
ary conditions, would be able to cure this problem for the MoT-ICE.
5.4.4 Periodic oblique advection problem
This test problem will again demonstrate that for long-time experi-
ments, the MoT-ICE tends to break circular symmetries if they are
embedded into a cartesian layout. The problem consists of a peri-
odic pattern of high-density circles which are advected in a direction
oblique to the cartesian pattern, see Figure 5.4.23 for a schematic rep-
resentation. The circles have a radius of 0.25, and their centers are
located at a distance of 1 in horizontal and vertical direction. Inside
each circle, we have a density of ρ = 3, whereas outside ρ = 1. The
pressure is p = 1 everywhere, and the flow velocity is u = (1, 1/16).
Obviously, it suffices to restrict the computation onto the domain
[−0.5, 0.5]× [−0.5, 0.5] with periodic boundary conditions. The first
time at which the exact solution matches the initial data is t = 16.
Thus, we choose this as the (somehow natural) final time in our com-
putations.
The numerical results (see Figure 5.4.24) show that MoT-ICE dis-
turbs the circular shape of the disc quite heavily2 while HLL con-
serves this shape comparatively well. Although we do not cope with
2Thanks to Ralf Massjung, who found that the shape of the MoT-ICE compu-
tation with the highest resolution somehow looks like a cross section through
a human spinal cord; this led to the internal name ‘spinal cord problem’
(‘Ru¨ckenmarksproblem’ in German).
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Figure 5.4.21: Sod-2D problem, computed with first order HLL, using 200×
200 cells, up to t = 0.5: ρ contour (right top), ρ scatter (left top), p scatter
(left bottom), and Mach scatter (right bottom).
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Figure 5.4.22: Sod-2D problem, computed with first order MoT-ICE, using
200 × 200 cells, up to t = 0.5: ρ contour (right top), ρ scatter (left top), p
scatter (left bottom), and Mach scatter (right bottom).
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Figure 5.4.23: Layout of the periodic oblique advection problem. A carte-
sian periodic pattern of high-density circles is advected in a direction
oblique to the pattern.
poor boundary conditions in this example, we are of the opinion that
the main reason for the strange results is the fact that the circular
symmetry is embedded into a domain with cartesian symmetry (in
this case cartesian periodicity). In other words, the negligibly small
variations emerged at the contact in all components (compare Sub-
section 5.4.1) travel very fast in all directions and interact with each
other many times. They accumulate and thereby lead to such strange
effects.
We are not sure whether this example is really meaningfull. Prob-
lems in infinite, periodic domains do usually not appear in physics.
But at least, this problem again demonstrates the necessity of non-
reflecting numerical boundary conditions if one wants to use MoT-
ICE for long-time computations, whereas HLL seems to give reason-
able results also for simple extrapolation boundary conditions.
5.4.5 Rotor problem
This is again a problem with circular symmetry. This time, the disc
is rotating around the origin. More precisely, the initial conditions
are
ρ = 2, u = (−y, x), p = 2, for r < 1,
ρ = 2, u = (0, 0), p = 2, for r ≥ 1
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Figure 5.4.24: Isoline density plots of the oblique advection problem. Iso-
lines are seperated by 0.1. Additionally, the plots are shaded with gray
scales where the darkest value means ρ = 0.95 and white means ρ = 3.05.
The left column shows HLL computations, the right column MoT-ICE com-
putations; both were obtained with resolutions of 16× 16, 32× 32, 64× 64
and 128 × 128 cells (from top to bottom). The middle bottom plot shows
the initial data (which also is the exact solution) with 256 × 256 cells.
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(where r2 = x2 + y2) in the computational domain [−2, 2]× [−2, 2],
which is equipped with zeroth order extrapolation at all boundaries.
Note that the centrifugal forces are not balanced, so that this is not
a stationary problem.
The idea for this problem has been adopted from To´th [56], al-
though he considered an MHD problem where a circularly symmetric
hydrodynamic layout like ours is extended by a constant (not circu-
larly symmetric) magnetic field.
We computed this problem up to t = 0.7, because this seems to
be approximately the time at which the (growing) rotor reaches the
boundary of the computational domain. Figures 5.4.25 and 5.4.26
show plots of pressure and density, respectively, at this time for both
schemes at three resolutions (32 × 32 up to 128 × 128 cells). Both
schemes seem to preserve the rotational symmetry quite well. This
can also be seen in the scatter plots in Figure 5.4.27 although, how-
ever, MoT-ICE seems to scatter the data points slightly more than
HLL. This is especially true for the density near r = 1 at high resolu-
tions. Furthermore, we see that the two schemes show quite different
behaviour near r = 0 (especially at high resolutions), but as we do not
know the exact solutions this does not help us to rate either scheme.
Of course, for a problem like this with rotational symmetry, Euler’s
equations can actually be transformed into a system of spatially one-
dimensional equations. More precisely, if
ρ(x, y, t) = ρ˜(R, t), R = x2 + y2,
ux(x, y, t) = xu˜(R, t) + yv˜(R, t),
uy(x, y, t) = yu˜(R, t)− xv˜(R, t),
p(x, y, t) = p˜(R, t)
(which just describes the rotational symmetry) and we let ′ denote
∂R and ˙ denote ∂t, then the system in ˜ variables (where we drop
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Figure 5.4.25: Isoline pressure plots of the rotor problem. Isolines are
seperated by 0.05. Additionally, the plots are shaded with gray scales where
the darkest value means p = 1.1 and white means p = 2.3. The left column
shows HLL computations, the right column MoT-ICE computations; both
were obtained with resolutions of 32×32, 64×64 and 128×128 cells (from
top to bottom).
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Figure 5.4.26: Isoline density plots of the rotor problem. Isolines are seper-
ated by 0.05. Additionally, the plots are shaded with gray scales where the
darkest value means ρ = 1.3 and white means ρ = 2.2. The left column
shows HLL computations, the right column MoT-ICE computations; both
were obtained with resolutions of 32×32, 64×64 and 128×128 cells (from
top to bottom).
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Figure 5.4.27: Density (black) and pressure (red) scatter plots for the rotor
problem with 32× 32, 64× 64 and 128× 128 cells (top to bottom). HLL is
shown on the left, MoT-ICE on the right. We used smaller point sizes for
higher resolutions to make it hopefully well identifiable.
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the )˜ reduces to
ρ˙+ 2Ruρ′ + 2Rρu′ = −2ρu,
u˙+ 2Ruu′ +
2
ρ
p′ = v2 − u2,
v˙ + 2Ruv′ = −2uv,
p˙+ 2Rup′ + 2Rγpu′ = −2γpu.
By this, it should in principal be possible to obtain a very high-
resolution reference solution for the rotor problem. Note however,
that this is still not too simple; especially the handling of the sin-
gular boundary at R = 0 might cause trouble. This, as well as the
appearing source terms, lead us out of the scope of the current thesis.
5.4.6 Shu–Osher problem
This is again a one-dimensional test problem. It was introduced by
Shu and Osher [50], and it consists of a Mach 3 shock interacting
with a sine wave in density. The inital data is as follows:
x < −4 : ρ = 3.857143, u = 2.629369, p = 10.33333,
x ≥ −4 : ρ = 1 + ε sin 5x, u = 0, p = 1.
The computational domain is [−5, 5] with zeroth order extrapolation
at the boundaries, and the sine wave amplitude ε = 0.2. The compu-
tation is taken up to t = 1.8. We first computed the problem using
HLL and MoT-ICE with 200 cells each and compared it to a reference
solution obtained by HLL with 1600 cells. The reference solution does
not change significantly if 3000 cells are used and apparently agrees
with Shu’s and Osher’s reference solution.
The results are presented in Figure 5.4.28. It can be seen in all
components that MoT-ICE’s resolution at the extrema of the sine
wave is not sigificantly better than for HLL. The same applies for
the resolution at the shock. Another observation is that MoT-ICE
shows its sensibility to poor boundary conditions even in one space
dimension: Note the wrong ρ and u values of the MoT-ICE solution
near the right boundary.
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Figure 5.4.28: Results of the computation of the Shu–Osher problem with
200 cells. Top to bottom: density, velocity, pressure. In every plot, the solid
line is the reference solution and the diamonds are the solution obtained
by HLL (left plots) or MoT-ICE (right plots).
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For 400 cells (see Figure 5.4.29), both schemes start to resolve
the fine density waves near the x interval [1, 2]. Again, the quality
of the results of both schemes is comparable. But note that due
to the factor 15 by which HLL is faster, the high-resolution HLL
computation is still essentially cheaper than the low-resolution MoT-
ICE computation.
5.4.7 Oblique shear wave
This final test case is a Riemann problem with data oblique to the
grid. The two states are connected by a shear wave only. The (unro-
tated) initial data is given by
x < 0 : ρ = 1, u = (0, 1), p = 1,
x > 0 : ρ = 1, u = (0,−2), p = 1,
where x ranges from −1 to 1. The whole problem is then rotated
by an angle of α = arctan(sx/sy) anti-clockwise where sx and sy are
positive integers. Then, the computation is carried out on a 512× sy
grid (where the ghost cell values at the north and south boundary
are obtained from the opposite boundary, horizontally shifted by sx)
up to t = 0.5, and finally the results are rotated back to obtain the
plots.
For cells that lie on the discontinuity, area-weighted average values
are used for the initial data. The averaging was performed in the
primitive variables. However, averaging in the conservative variables
yields no significant changes in the results. (Note that in our case the
only difference is that for weighted conservative variables the pressure
is not constant in the initial data although p = 1 on both sides.)
We tested the following values for sx/sy: 1/2, 1/3, 2/3, 3/4, and
4/5. Results can be seen in Figure 5.4.30. This problem seems to
be an example for which MoT-ICE gives better results than HLL.
Especially, the second order HLL scheme produces wrong states on
both sides of the shear wave in at least the ρ, ux and p components.
These wrong states depend strongly on the angle α. For some values
of α, there are even some strange oscillations showing that there are
different right states in each (rotated) y layer. The second order
MoT-ICE does not produce such oscillations, gets the states on both
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Figure 5.4.29: Results of the computation of the Shu–Osher problem with
400 cells. Top to bottom: density, velocity, pressure. In every plot, the solid
line is the reference solution and the diamonds are the solution obtained
by HLL (left plots) or MoT-ICE (right plots).
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Figure 5.4.30: Results of the oblique
shear wave problem with both sec-
ond order schemes. In each plot,
the ρ, ux, uy and p components are
shown, each with its own scale. The
scale for the uy component can be
found on the left side. The light
dots show HLL, the dark dots MoT-
ICE computations. The values of
sx/sy are: 1/2 (top left), 1/3 (top
right), 2/3 (center left), 3/4 (center
right) and 4/5 (bottom left).
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5 Numerical results, comparison of the MoT to a standard scheme
Table 5.4.1: Errors and numerical order of convergence in the ρ component
for the oblique shear wave problem with sx/sy = 1/2. The upper half of
the table corresponds to HLL computations, the lower half to MoT-ICE
computations.
L1-error NOC
32 7.83834 · 10−02 –
64 5.55126 · 10−02 0.50
128 4.14998 · 10−02 0.42
256 3.26445 · 10−02 0.35
512 2.72073 · 10−02 0.26
1024 2.46082 · 10−02 0.14
2048 2.38529 · 10−02 0.04
4096 2.60022 · 10−02 −0.12
32 5.87952 · 10−02 –
64 3.68865 · 10−02 0.67
128 2.27837 · 10−02 0.70
256 1.39965 · 10−02 0.70
512 8.66382 · 10−03 0.69
1024 5.39644 · 10−03 0.68
2048 3.38889 · 10−03 0.67
4096 2.14669 · 10−03 0.66
sides of the shear discontinuity better, seems to be less sensitive to
the angle α, and is even significantly less dissipative than HLL.
It is interesting to perform a convergence test. In Tables 5.4.1
and 5.4.2, this is done for the ρ and uy components and sx/sy = 1/2.
We see that the MoT-ICE solution seems to L1-converge towards the
correct solution, whereas the HLL solution does not. This behaviour
is shown in all components including the discontinious uy. (Values
for ux and p are not shown but behave similarly.)
We computed the same problem with either first order schemes, see
Figure 5.4.31 as well as Tables 5.4.3 and 5.4.4 for the results. This
time, both schemes get qualitatively correct solutions, which seem
to L1-converge towards the correct solution with approximately the
same numerical order. MoT-ICE produces a slightly smaller absolute
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5.4 MoT versus HLL
Table 5.4.2: Errors and numerical order of convergence in the uy component
for the oblique shear wave problem with sx/sy = 1/2. The upper half of
the table corresponds to HLL computations, the lower half to MoT-ICE
computations.
L1-error NOC
32 1.96014 · 10−01 –
64 1.16672 · 10−01 0.75
128 7.07217 · 10−02 0.73
256 4.35848 · 10−02 0.70
512 2.66748 · 10−02 0.71
1024 1.65420 · 10−02 0.69
2048 1.15154 · 10−02 0.52
4096 1.05795 · 10−02 0.12
32 1.62939 · 10−01 –
64 9.49005 · 10−02 0.78
128 5.59004 · 10−02 0.77
256 3.30980 · 10−02 0.76
512 1.97016 · 10−02 0.75
1024 1.17865 · 10−02 0.74
2048 7.11312 · 10−03 0.73
4096 4.24550 · 10−03 0.74
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5 Numerical results, comparison of the MoT to a standard scheme
x
ux
ρ
puy
+0.01
+0
−0.01
−0.02
−0.03
0.75
0.8
0.85
0.9
0.95
1
1
1.01
1.02
1.03
1.04
1.05
−2
−1
0
1
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
   
 
   
   
 
   
 
   
   
   
   
   
   
   
   
   
   
     
   
     
     
   
     
     
       
     
       
       
       
                                                       
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
 
 
 
 
 
 
 
 
 
 
 
   
 
                                     
         
       
     
     
     
     
     
     
     
   
     
   
   
   
   
   
   
   
   
   
   
   
   
   
 
   
 
   
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
   
   
   
   
   
   
   
   
   
   
   
   
   
     
   
   
     
   
     
     
     
     
     
       
     
       
         
                                                     
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
 
 
 
 
 
 
 
 
 
 
   
 
   
                                   
       
       
       
     
     
     
     
     
   
     
   
   
     
   
   
   
   
   
   
   
 
   
   
   
   
   
   
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
       
   
 





















          
 
 
 
  
    
                                                                                                           
 





































  




































 
 
 
  
    
              
               
           
          
       
      
    
    
   
   
  
 
  
 
 
 
 
 
 
 

 

  
    

















            
 
 




















 
       
  
 
 
 
  
                                                                                                               
 




































  





































 
 
 
   
         
                
             
          
        
       
     
    
    
   
  
  
 
 
 
 

 

 
 
 
 
 
 
    


















         





























  




















































 


 
 
 
  
  
     
                                                                                                                   
     
    
   
   
   
   
  
   
  
  
  
  
  
 
  
 
  
 
 
 
 
 
 
 
 

 
 
 

 

 
 

 





















































 


























 
  






























 





















































 

 

 
  
  
   
                                                                                                              
        
    
    
   
    
  
   
   
  
  
   
  
 
  
  
 
  
 
 
  
 
 
 
 

 
 
 
 

 

 
 
 

 





















































 



























  
                                                                                                                                                                  










































































 
                                                                                                                                                                 
                                                                                                                                                                 
 










































































 
                                                                                                                                                                

































  







































 


 

 
 

 

 
 
 
 
  
 
 
 
 
  
  
 
  
  
  
   
  
   
   
   
    
   
    
    
     
    
   
 
 
































 
 
 
  
   
    
    
    
    
   
    
   
   
  
   
  
  
  
  
  
 
  
 
 
  
 
 
 
 
 
 
 

 

 

 










































  
































 

































   







































 


 
 
 
 

 
 
 
 
 
 
 
 
  
 
 
  
  
  
  
  
  
   
   
   
   
   
    
    
    
     
    
   
 
 
































 
 
  
  
   
     
    
    
    
   
   
   
   
  
   
  
  
  
  
  
 
 
  
 
 
 
 
 
 

 
 
 

 
 
 










































 
 

































    
 
 

 
















 
 
                                                                                                                                      































  































 
 
             
                       
               
            
         
       
     
    
    
  
  
  
 
 
 
 
 
  
 
  
      
 

















            
  
 
 

 















 
  
                                                                                                                                      































 
































 
   
                        
                  
              
          
        
      
    
    
   
  
  
  
 
 
 
 
 
 
  
         

















 
        

































   










































 

 

 
  
  
     
                                                                                   
  

 
 



 
       
 


 

              
    
    
    
    
   
   
   
   
   
  
  
  
  
  
  
 
  
 
 
 
 
 
 
 
 

 

 

 
 
 

 











































   



































































   










































 

 
 
 
  
   
                                                                                       
 
 

 



 
       

 

 

              
     
    
    
   
    
   
   
   
  
  
   
  
  
 
  
  
 
 
  
 
 
 
 

 
 

 

 

 
 

 












































  

































                                                                                                                                                                     
 
 































































  
                                                                                                                                                                    
                                                                                                                                                                       
 































































 
                                                                                                                                                                     
x
ux
ρ
puy
+0.01
+0
−0.01
−0.02
−0.03
0.75
0.8
0.85
0.9
0.95
1
1
1.01
1.02
1.03
1.04
1.05
−2
−1
0
1




























  














































 


 

 
 

 

 
 
 
 
 
 
 
 
 
 
  
 
  
  
 
  
  
   
  
   
   
     
                
 
































                             
   
   
   
  
  
  
  
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 


















































 

























  




























 
















































 

 

 
 

 

 
 

 
 
 
 
 
 
  
 
  
 
  
  
  
  
  
   
  
   
     
                
 
































 
                           
    
   
  
  
  
  
  
  
 
  
 
 
 
  
 
 
 
 
 

 
 
 
 
 
 

 











































































  




























  

















































 
 

 

 
 
 
 
 
 

 
 
  
 
 
 
  
  
 
  
  
  
  
   
   
   
    
                 

 






























 
                            
   
   
  
   
  
  
 
  
  
 
 
  
 
 
 
 
 
 
 
 

 

 
 
 
 


 















































 

























  
	 	 	 	
	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	 	 	 	 	
	 	 	
	 	
	 	
	 	
	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	
	 	
	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
	 	 	 	 	 	
	 	 	 	 	
	 	 	 	 	
	 	 	 	
	 	 	
	 	 	
	 	
	 	
	 	
	 	
	 	
	 	
	
	
	 	
	
	 	
	 	
	 	
	 	
	 	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	 	 	 	 	 	 	 		 	
	 	
	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	 	 	 	 	 	 	 	
	 	
	 	
	 	
	 	
	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	
	 	 	 	
	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
	 	 	 	 	 	 	
	 	 	 	 	 	
	 	 	 	 	
	 	 	 	
	 	 	 	
	 	 	
	 	
	 	 	
	 	
	 	
	 	
	 	
	 	
	
	 	
	
	 	
	 	
	 	
	 	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	 	 	 	 	 	 		 	
	 	 	
	
	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	 	 	 	 	 	 	 	 	
	 	
	 	
	 	
	 	 	
	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	
	
	 	
	 	 	
	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	
	 	 	 	 	 	 	
	 	 	 	 	
	 	 	 	 	
	 	 	
	 	 	 	
	 	
	 	 	
	 	
	 	
	 	
	
	 	
	
	 	
	
	 	
	
	 	
	 	
	 	 	
	 	 	 	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	 	 	 	 	 	 	 	 	 	

























































 
 








































































































 




 


 


 


 


 
 


 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 


 
 
 
 


 
 
 


 
 
 


 
 
 


 
 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 


 
 


 


 


 


 
 


 




 


 


 


 


 


 


 




 


 


 




 










































































































 






















































 


























































 










































































































 




 


 


 


 


 
 
 


 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 


 
 
 


 
 
 
 


 
 


 
 
 


 
 
 


 
 


 
 


 
 


 
 


 
 


 
 


 


 
 


 


 


 
 


 


 


 


 


 




 


 




 




 




 


 




 




 




























































































































































 
 


























































 
 


































































































 








 


 


 


 


 
 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 


 
 
 
 


 
 
 


 
 
 


 
 


 
 
 


 
 


 
 


 
 
 


 


 
 


 
 


 
 


 


 


 
 


 


 


 


 


 


 


 




 


 




 




 


 


 




 












































































































 




















































 
 

                                                                                                                                                         






































































 
                                                                                                                                                       
                                                                                                                                                       
 






































































 
                                                                                                                                                      
                                                                                                                                                        






































































 
                                                                                                                                                        































   





































 



 
 
 
 

 
 
 
 
 
 
 
 
 
  
 
  
  
 
  
   
  
   
  
   
   
    
   
    
    
    
  
 
 
































 
 
 
  
    
    
    
   
   
   
   
   
  
   
  
  
  
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 


 

 








































  






























































  








































 

 
 
 
 

 
 

 
 
 
 
 
  
 
  
 
  
  
  
  
  
   
   
  
    
   
    
   
     
   
  
 
 

































 
 
  
   
    
    
   
    
   
   
  
   
  
   
  
  
 
  
 
  
 
 
 
 
 
 
 
 

 

 

 

 


 







































 






























































  









































 

 
 
 
 
 
 
 
 
 
  
 
 
 
  
 
  
  
  
  
  
  
   
   
   
   
    
   
    
    
   
  
 
































 
 
  
  
    
   
    
    
   
   
   
   
  
  
  
  
  
  
  
 
 
  
 
 
 
 

 
 

 

 

 

 









































 
 































    
 
 
 















 
 
            
                                                                                                                  






























 






























 
 
   
                 
                  
             
          
       
      
     
   
   
  
  
 
 
 
 
 
 
 
 
  
      
















 
         
  
 
 

















 
 
                                                                                                                             
 





























 































 
  
        
                    
                
           
         
      
     
    
   
   
  
 
  
 
 
 
 
 
 
  
       
















 
          
  
 


















 
                                                                                                                               






























 































 
  
         
                    
               
           
         
       
     
    
   
  
  
  
 
 
 
 
 
 
  
  
     
 
















         
































  










































 

 

  
 
   
                                                                               
  
 

 
 

 
      
 
 

 
               
    
    
   
   
   
   
   
  
  
   
 
  
  
  
 
 
  
 
 
 
 
 
 
 

 

 

 

 

 










































  






























































  












































 
 

  
 
    
                                                                              
 
 
 
 

 
 
      
 
 

 
              
    
    
    
   
   
   
  
   
  
  
  
  
 
  
 
  
 
 
 
 
 
 
 

 
 
 

 
 

 













































 





























































  








































 



 

 
  
  
    
                                                                            
  
 
 
 

 
        
 
 

                
    
   
    
   
   
   
  
   
  
  
  
  
  
 
  
 
 
 
  
 
 
 
 
 
 

 

 
 

 












































  































                                                                                                                                                             
 




























































 
                                                                                                                                                           
                                                                                                                                                           
 






























































 
                                                                                                                                                          
                                                                                                                                                             































































                                                                                                                                                            
x
ux
ρ
puy
+0.01
+0
−0.01
−0.02
−0.03
0.75
0.8
0.85
0.9
0.95
1
1
1.01
1.02
1.03
1.04
1.05
−2
−1
0
1
































 















































































 






 



 


 

 

 

 

 
 

 
 
 
 
 
 
 
  
   
     
  
 











    



































 























 

   
   
   
 
  
 
 
 
 

 
 

 
 

 


 

 



 




 









































































































































































































































 





 


 


 

 

 

 
 

 
 
 
 
 
 
 
 
  
   
     
  

 










   






























































 
  
   
   
  
 
  
 

 
 
 

 
 

 

 

 


 



 







 








































































































































































































































 



 


 


 

 

 
 

 
 
 

 
 
 
 
  
 
   
     
  
 

 







 
   



































 

























 
  
   
   
  
 
 
 
 
 
 

 
 

 

 

 

 


 




 



















































































 


































 
 
























 
         
  
  
  
    
                                             
    
     
     
     
       
       
         
       
    
  
 
 































































































 
  
    
       
        
       
       
      
     
    
         
      
      
    
    
   
  
  
 
  
 

 
 

 
 
 
 
  
       























 
   

 
 























 
 
          
  
  
  
                                                
    
    
     
      
       
       
        
        
    
  
 
 













































 














































 
 
  
    
      
        
        
       
     
     
     
        
       
     
     
   
   
  
  
  
 
 
 
 
 
 

 
 
 
 
       
























 
  


 


























 
          
  
 
   
                                                 
   
     
     
      
      
        
        
       
     
  
 































































































 
 
  
   
       
        
        
      
      
     
     
    
       
      
     
    
   
   
  
 
  
 
 
 

 
 
 

 
 
 
      
 





















 
 
  

































  





















































 


 
 
 
  
  
     
                                                                                                    
                            
     
    
    
   
   
   
   
  
   
  
  
  
  
  
  
  
 
 
  
 
 
 
 
 
 
 
 

 
 
 

 

 

 

 




















































  































  
































 




















































 


 

 
 
  
  
   
                                                                                                       
                            
     
    
   
    
   
   
  
   
   
  
  
  
  
  
  
 
  
 
 
  
 
 
 
 
 
 

 
 

 

 

 

 
 



 

















































  































 
































 
























































 

 
 
 
  
   
       
                                                                                                 
                            
    
    
    
   
   
   
   
   
  
   
  
  
  
  
 
  
 
  
 
 
  
 
 
 
 
 
 
 
 
 
 
 

 

 

 




















































 































 

                                                                                                                                                                            
  





















































































 
 
  
                                                                                                                                 
                          
     
                                                                                                                                                                              




















































































 

 
   
                                                                                                                                
                           
    
                                                                                                                                                                              






















































































 
 
   
                                                                                                                                
                          
     





































 




































































 





 


 

 

 

 

 
 

 
 
 
 
 
 
 
 
 
  
 
  
 
  
 
  
  
  
  
  
  
  
 
 
 










































 

  
 
  
  
  
 
  
  
  
 
  
 
 
  
 
 
 
 
 
 
 
 
 
 

 
 

 

 

 


 



 



















































































































































  






































































 




 


 

 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
  
 
  
 
  
  
 
  
  
   
  
  
 
 













































 
 
  
 
  
  
  
  
  
 
  
 
  
 
 
  
 
 
 
 
 
 
 
 

 
 

 

 

 

 


 




 






































































 









































































 









































































 



 

 


 

 
 

 
 
 

 
 
 
 
 
  
 
 
 
  
 
  
  
 
  
  
  
  
   
 
  

 









































 

 
 
 
  
  
  
  
  
 
  
  
 
 
  
 
 
  
 
 
 
 
 

 
 
 

 
 

 

 


 


 





 











































































































  

 





















 
 
 
                                            
   
  
   
    
    
     
      
      
        
         
           
            
       
  
 









































































 
 
                         
           
         
       
       
      
     
    
   
    
  
     
     
   
  
  
  
  
 
 
 
  
 
  
          























 
 
  
 
 
























 
  
                                            
  
   
   
    
    
     
     
       
        
         
           
            
       
  
 




































 




































  
                        
           
         
        
       
     
     
    
    
   
   
  
     
   
   
   
 
  
 
  
 
 
 
  
           

 





















 
 
 
  
 























 
 
   
                                          
  
   
   
   
     
    
      
       
        
         
          
             
       
  

 









































































 
                         
           
         
        
      
      
     
    
    
   
   
     
    
   
   
  
 
  
 
 
  
 
 
  
           





















 

  
 




































  










































 


 

 
  
  
    
                                                                                                
  
 
 
 
 
  
        
  
   
              
     
     
    
    
    
   
    
   
  
   
  
   
  
  
  
 
  
  
 
 
 
  
 

 
 
 
 
 

 

 
 

 












































 
  







































































   












































 
 

  
  
   
                                                                                                  
  
 

 
 
 
        
  
    
               
     
    
     
    
   
    
   
   
   
   
  
  
  
  
  
  
  
 
  
 
 
 
 
 
 
 
 
 
 
 

 
 

 


 










































  






































































   











































 

 

  
 
   
                                                                                                    
 
 
 

 
 
 
         
  
                  
    
     
    
    
    
    
   
   
   
  
   
  
  
  
  
  
 
  
 
  
 
 
 
 
 

 
 

 

 

 
 


 











































  


































 
                                                                                                                                                                                   
 








































































 

  
                                                                                                                                          
                      
        
                                                                                                                                                                                    










































































 
  
                                                                                                                                          
                     
        
                                                                                                                                                                                    
 









































































 
  
                                                                                                                                         
                      
        
x
ux
ρ
puy
+0.01
+0
−0.01
−0.02
−0.03
0.75
0.8
0.85
0.9
0.95
1
1
1.01
1.02
1.03
1.04
1.05
−2
−1
0
1


































 


















































































 





 



 


 

 

 

 
 

 
 
 
 

 
 
  
 
 
  
    
   
  
 
 












   





































 


























 
          
  
 
 
 
 
 
 
 
 

 
 

 

 

 


 


 




 


























































































































































 




















































































 




 



 

 

 

 

 

 
 
 

 
 
 
 
 
  
 
  
    
  
   
 

 











  
 




































 


























 
         
  
  
 
 
 
 
 
 

 
 

 
 

 


 

 



 





 
















































































 






























































































































































 



 


 


 

 

 
 

 
 

 
 
 
 
 
 
 
  
  
   
   
   
 












 
  





































 
























 

 
         
  
  
 
 
 
 
 

 
 
 

 

 

 

 


 



 







 




















































































































































 
























































































 



 


 

 

 

 

 
 

 
 
 
 
 
 
 
 
  
 
    
   
   

 











 
  





































 

























 
 
         
  
 
  
 
 
 

 
 
 

 
 

 

 


 


 



 



























































































































 
 
























 
 
             
   
   
                                                  
    
    
      
      
       
       
         
        
    
  
 
 















































 














































 


  
  
   
       
         
        
       
      
     
     
        
       
      
    
    
   
   
  
 
  
 
 
 
 
 
 
 
 
 
         
























 
 
  
 
 

























 
  
          
  
   
                                                   
     
    
     
      
       
        
         
       
     
  
 
 















































 















































 

 
  
    
       
         
       
       
      
      
    
    
        
       
     
    
   
   
  
  
 
 
 
 
 
 
 
 
 
 
 
         
























 
 
  
 

 























 
 
           
  
   
                                                    
    
     
     
      
       
        
        
        
     
  
 

 













































  
















































 
 
  
    
       
        
        
       
      
     
     
         
       
     
     
    
   
  
  
  
 
 
 
 
 
 
 
 
 
 
  
      


























  
  
 



























 
          
   
   
     
                                               
    
     
     
      
       
        
        
        
    
  
  

 
































































































 
 
  
    
       
        
        
       
      
     
     
    
        
      
     
    
   
   
  
  
  
 
 
 
 

 
 
 
 
  
       
 






















 

 
   


































  























































 

 
 
 
  
  
    
                                                                                                         
                               
     
    
    
    
   
   
   
   
  
   
  
  
  
  
  
  
  
 
 
  
 
 
 
 
 
 
 
 

 
 
 

 

 
 

 





















































 



































 

































  





















































 


 

 
 
  
  
   
                                                                                                           
                               
     
    
    
    
   
   
   
   
  
   
  
  
  
  
  
  
 
  
 
  
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 


 




















































 





































































  























































 

 

 
  
  
   
                                                                                                           
                                
     
    
    
   
    
   
   
  
   
  
   
  
  
  
  
 
  
  
 
 
  
 
 
 
 
 

 
 
 
 

 

 
 
 

 





















































  


































 

































 






















































 


 
 
 
 
  
  
      
                                                                                                      
                                
     
    
    
   
   
   
   
   
   
  
  
   
  
  
 
  
  
 
  
 
 
 
  
 
 
 
 
 
 
 

 

 

 

 

 




















































  


































 
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff ff
ff
ff ff
ff ff
ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff ff
ff
ff ff ff
ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff ff
ff ff
ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff
ff ff
ff ff
ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff ff
ff ff ff ff ff
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi fi
fi
fi fi
fi
fi
fi fi
fi fi
fi
fi fi
fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi
fi fi
fi
fi fi
fi
fi fi
fi
fi
fi fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi fi
fi
fi
fi fi
fi
fi fi
fi
fi fi
fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi fi
fi fi fi
fi fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi
fi fi
fi
fi
fi fi
fi
fi
fi fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi fi
fi
fi
fi fi
fi
fi fi
fi
fi
fi fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi
fi
fi fi
fi
fi fi
fi fi
fi
fi
fi fi
fi
fi fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi
fi fi
fi
fi
fi fi
fi
fi fi
fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi fi
fi
fi
fi fi
fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi fi
fi
fi fi
fi fi
fi
fi fi
fi
fi fi
fi
fi fi
fi
fi
fi fi
fi
fi
fi
fi fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fi
fl
fl fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl
fl fl fl
fl fl fl fl fl
fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl
fl fl fl fl fl
fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl
fl fl fl
fl fl
fl fl fl
fl fl
fl fl
fl fl fl
fl fl
fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl
fl flfl
fl fl fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl
fl fl fl
fl fl
fl fl fl
fl fl
fl fl
fl fl
fl fl fl
fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl fl fl
fl flfl
fl fl
fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl
fl fl fl fl
fl fl
fl fl fl
fl fl
fl fl fl
fl fl
fl fl
fl fl fl
fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl
fl fl fl
fl flfl
fl fl
fl fl
fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl
fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl fl
fl fl fl fl fl fl fl
fl fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl
fl fl fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl fl
fl fl fl
fl fl
fl fl fl
fl fl
fl fl
fl fl fl
fl fl
fl fl fl
fl fl fl fl fl fl fl fl fl fl fl fl fl
fl fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl
fl fl
fl fl
fl fl fl
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi
ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi ffi
ffi
ffi ffi
ffi ffi
ffi
ffi ffi
ffi
ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi ffi
ffi ffi
ffi
ffi ffi
ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi
ffi ffi
ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi
ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi ffi
ffi
ffi
ffi ffi
ffi
ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi ffi ffi ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
ffi
                                                                                                                                                                                             












































































 
  
                                                                                                                                               
                       
        
                                                                                                                                                                                            











































































 
 
 
                                                                                                                                                
                       
        
                                                                                                                                                                                           
 










































































 

  
                                                                                                                                                
                       
        
                                                                                                                                                                                           













































































 
  
                                                                                                                                               
                       
         
x
ux
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+0.01
+0
−0.01
−0.02
−0.03
0.75
0.8
0.85
0.9
0.95
1
1
1.01
1.02
1.03
1.04
1.05
−2
−1
0
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Figure 5.4.31: Results of the oblique
shear wave problem with both first
order schemes. In each plot, the ρ,
ux, uy and p components are shown,
each with its own scale. The scale
for the uy component can be found
on the left side. The light dots show
HLL, the dark dots MoT-ICE com-
putations. The values of sx/sy are:
1/2 (top left), 1/3 (top right), 2/3
(center left), 3/4 (center right) and
4/5 (bottom left).
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Table 5.4.3: As Table 5.4.1 (ρ component), but first order schemes.
L1-error NOC
32 1.22094 · 10−01 –
64 1.14038 · 10−01 0.10
128 9.29384 · 10−02 0.30
256 7.12370 · 10−02 0.38
512 5.30258 · 10−02 0.43
1024 3.88338 · 10−02 0.45
2048 2.81483 · 10−02 0.46
4096 2.02613 · 10−02 0.47
32 1.10453 · 10−01 –
64 9.77833 · 10−02 0.18
128 7.83242 · 10−02 0.32
256 5.97834 · 10−02 0.39
512 4.44742 · 10−02 0.43
1024 3.25720 · 10−02 0.45
2048 2.36108 · 10−02 0.46
4096 1.69945 · 10−02 0.47
177
5 Numerical results, comparison of the MoT to a standard scheme
Table 5.4.4: As Table 5.4.2 (uy component), but first order schemes.
L1-error NOC
32 5.24362 · 10−01 –
64 3.67017 · 10−01 0.51
128 2.54953 · 10−01 0.53
256 1.77406 · 10−01 0.52
512 1.23900 · 10−01 0.52
1024 8.68250 · 10−02 0.51
2048 6.10039 · 10−02 0.51
4096 4.28745 · 10−02 0.51
32 4.16422 · 10−01 –
64 2.94099 · 10−01 0.50
128 2.06504 · 10−01 0.52
256 1.44943 · 10−01 0.51
512 1.01871 · 10−01 0.51
1024 7.17044 · 10−02 0.51
2048 5.05340 · 10−02 0.50
4096 3.55788 · 10−02 0.51
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error than HLL at the same grid resolution, but still note that this is
easily compensated by HLL being much faster.
Thus, HLL seems to be more sensitive to the effects of a second
order reconstruction than the MoT-ICE. Note that we have recon-
structed the solution dimension by dimension, and a more multi-
dimensional reconstruction might cure the problem for HLL. It could
be interesting to examine this more detailedly.
In any case, we would like to point out that the results for this test
problem should be interpreted with great care, since shear disconti-
nuities are Kelvin–Helmholtz unstable [47].
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5.5 Conclusion
We compared numerically the MoT-ICE scheme to the well-known
HLL scheme for various test problems. The results of the experiments
indicate that the following properties and differences of the schemes
might be typical:
  When the same number of grid cells is used, both schemes seem
to resolve discontinuities (especially contacts) about equally
well. Also, the preservation of circular symmetries seems to
be comparable. Since in our implementation, however, HLL
is faster by a factor of about 15, it is possible to apply the
HLL scheme with an essentially finer grid than MoT-ICE at
the same computational costs. If this is done, HLL seems to
keep discontinuities considerably sharper and also preserve cir-
cular symmetries better in some cases.
  We conjecture that MoT-ICE is more sensible than HLL to the
choice of poor numerical boundary conditions. This seems to be
particularly true for the second order versions of the schemes.
More precisely, zeroth order extrapolation may lead to wrong
solutions if combined with the second order MoT-ICE, while it
may work well for the same problem in connection with second
order HLL. An explanation could be that the boundary condi-
tions influence the slopes of the piecewise linear reconstruction
so much that MoT-ICE’s coupling terms, which essentially re-
lay on these slopes, behave badly. There is an open problem
to find a suitable implementation of non-reflecting boundary
conditions for the MoT-ICE scheme.
  On the other hand, the MoT-ICE scheme seems to handle (Kelvin–
Helmholtz unstable) shear discontinuities better than HLL, where
this especially applies to the second order versions of both
schemes.
Due to these tendencies, we do not believe that the MoT-ICE is
a revolutionary break-through. But of course, it is possible that we
just did not find the type of examples for which MoT-ICE gives really
good results. Perhaps, MoT-ICE would show a reliable long-time
behaviour if one managed to find suitable boundary conditions.
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Thus, the question whether MoT-ICE belongs to the class of fa-
vorable schemes is not yet answered. Our experiments can only show
the tendency. Much more involved experiments, combined with ana-
lytical considerations, would be necessary to get a clear result.
We think that it would be interesting to see how other Riemann-
solver free schemes, including Fey’s original MoT-CCE, perform for
the test problems discussed in the present thesis.
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6 Final remarks
In some sense, the unifying idea of this thesis is the integral repre-
sentation derived in Lemma 4.3.2 on page 74. On the one hand, we
demonstrated that this integral representation together with the two
approximate evolution operators derived from it forms the basis of the
MoT-ICE. At the same time, the flux decomposition to be inserted
into Lemma 4.3.2 in order to obtain the usual MoT-ICE scheme can
be derived from gas-kinetic theory mainly by a suitable quadrature
of the moment integral. This establishes a theoretical connection
of the MoT-ICE and the kinetic schemes. We were able to confirm
this connection numerically by illustrating that the MoT-ICE is a
very diffusive scheme, which is known to be true also for the kinetic
schemes.
On the other hand, we explained that also the EG approach is
based on the same integral representation. The two main differences
between the MoT-ICE and the EG approach are that
  for the EG approach, a different, not flux-consistent, state de-
composition is inserted into the integral representation, and
  in the EG approach, a different approximation of this integral
representation is used.
The approximation techniques used in the EG approach do not rely
on flux-consistency, so that the made choice of the state decompo-
sition makes sense. This state decomposition is derived from the
classical characteristic theory, the mainly used aspects of which were
introduced in Chapter 3 in a self-contained way.
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A
adiabatic coefficient, 11, 84, 91, 116, 119
advection curve, 65, 72–74, 78, 107
advection velocity, 69, 107
approximate evolution operator, 67, 72, 75–78, 110, 111, 183
ASEAG, vi
B
biatomic gas, 11, 84, 91, 116
bicharacteristic
curve, 42–50, 78, 107
ray, 49–50, 78
Boltzmann equation, 65, 90–92, 111
C
CFL number, 116, 120, 122–125
characteristic
curve, 33–36, 38–39, 43, 46
direction, 32–33
equations, 33–36
state decomposition, 78–84, 105, 107, 109, 110
coupling terms, 108–110
surface, 37–42, 78
constructed as envelope, 41–42, 48
for systems of hyperbolic conservation laws, 43, 46–50
in the scalar case, 38–39
classical form of the MHD equations, 14–15, 28–30
in conservative variables, 28–29
in primitive variables, 28
not hyperbolic, 29–30
cone, Monge ∼, 33
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Index
conservation form, 7, 9
conservative variables, 9
Euler equations in ∼, 11
eigenvectors, 81–82
MHD equations in ∼, classical form, 28–29
coupling terms, 71–72, 110, 138
neglecting ∼, 111
numerical approximation of ∼, 120, 125–137
of Ostkamp’s integral representation, 108
of the characteristic state decomposition, 108–110
curve
advection ∼, 65, 72–74, 78, 107
bicharacteristic ∼, 42–50, 78, 107
characteristic ∼, 33–36, 38–39, 43, 46
D
d2-dimensional flux decomposition for the d1-dimensional Euler equa-
tions, ↑ dual-dimensional flux decomposition
decomposition
flux ∼, 3, 66–70, 87, 94, 111, 113, 183
based on gas-kinetic theory, 90–105
dual-dimensional ∼, 88–89, 96–105
for the Euler equations, 94–105
kinetic ∼, 97, 105
state ∼, 3, 65–78, 110, 111, 113, 183
characteristic ∼, 78–84, 105, 107, 109, 110
continuous ∼, 66, 67, 69, 78–84
discrete ∼, 69
equivalence of ∼, 71
simplification of ∼, 70–71, 89, 100
totally simplified, 71
descent to dual-dimensional flux decomposition, 89, 97, 99, 103–105
diagram
Friedrichs ∼, ↑ also ray velocity diagram, ↑ also wave front dia-
gram, 50
normal velocity ∼, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
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for wave equation system, 51
ray velocity ∼, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
for wave equation system, 51
wave front ∼, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
for wave equation system, 51
difficult to read, 30
direction
characteristic ∼, 32–33
normal ∼, 49–50, 53
dual-dimensional flux decomposition, 88–89, 96–105
by descent, 89, 97, 99, 103–105
proper ∼, 89, 97, 99, 104
E
EG schemes, 2, 66–68, 105, 113
difference to the MoT, 66–67, 110–111, 113, 183
eigenvalues
Euler equations, 12
MHD equations, 16–17
wave equation system, 10
eigenvectors
Euler equations
in conservative variables, 81–82
in primitive variables, 12–13
MHD equations, in primitive variables, 17–28
wave equation system, 10
electric kettle, v
envelope, 53
characteristic surface constructed as ∼, 41–42, 48
equations of magnetohydrodynamics, ↑ MHD equations
equations, characteristic ∼, 33–36
Euler equations, 11–13, 65–67, 84–105, 110, 116, 121, 122
eigenvalues, 12
eigenvectors
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in conservative variables, 81–82
in primitive variables, 12–13
flux decomposition for the ∼, 94–105
HLL scheme for ∼, 117–119
in conservative variables, 11
eigenvectors, 81–82
in primitive variables, 11–12
eigenvectors, 12–13
normal velocity diagram for ∼, 52–53
ray velocity diagram for ∼, 52–53
wave front diagram for ∼, 52–53
with rotational symmetry, 165–169
evolution operator, approximate ∼, 67, 72, 75–78, 110, 111, 183
F
Fey’s continuous flux decomposition, 67, 78, 83, 100–102, 105, 110
Fey’s discrete flux decomposition, 67, 78, 104–105, 111
Fluctuation Splitting schemes, 69
flux decomposition, 3, 66–70, 87, 94, 111, 113, 183
based on gas-kinetic theory, 90–105
continuous ∼, Fey’s ∼, 67, 78, 83, 100–102, 105, 110
descent to dual-dimensional ∼, 89, 97, 99, 103–105
discrete ∼, Fey’s ∼, 67, 78, 104–105, 111
dual-dimensional ∼, 88–89, 96–105
by descent, 89, 97, 99, 103–105
proper ∼, 89, 97, 99, 104
for the Euler equations, 94–105
proper dual-dimensional ∼, 89, 97, 99, 104
flux-consistent, 66–72, 75, 76, 109, 110, 113, 183
characteristic state decomposition is in general not ∼, 81–83
Friedrichs diagram, ↑ also ray velocity diagram, ↑ also wave front
diagram, 50
G
gas
biatomic ∼, 11, 84, 91, 116
monoatomic ∼, 91
Godunov scheme, 1–2
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Index
H
Hedgehog Theorem, 10
HLL scheme, 115–120, 125
comparison to the MoT-ICE, 141–181
for the Euler equations, 117–119
for the MHD equations, 119
hyperbolic, 7–8
MHD equations (classical form) is not ∼, 29–30
strictly ∼, 8, 46–48, 51
wave equation system, 10, 11
wave equation system, 10
I
ideal magnetohydrodynamics, ↑ MHD equations
integral form of conservation laws, 8, 74
integral representation, 66–67, 71, 74, 78, 110, 111, 113, 183
comparison with Ostkamp’s integral representation, 105–111
Ostkamp’s ∼, 66, 74, 110, 111
comparison with our integral representation, 105–111
coupling terms, 108
standard ∼ of conservation laws, 8, 74
integral surface, 32–36
K
kettle, electric ∼, v
kinetic decomposition, 97, 105
kinetic schemes, 2–3, 66, 67, 92–94, 111, 113, 116, 183
M
magnetohydrodynamics, ↑ MHD equations
merge, 71, 100
Method of Transport, ↑ MoT, MoT-CCE, MoT-ICE
MHD equations, 8, 13–30, 52, 83, 86–87
classical form, 14–15, 28–30
in conservative variables, 28–29
in primitive variables, 28
not hyperbolic, 29–30
eigenvalues, 16–17
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eigenvectors, in primitive variables, 17–28
form
classical ∼, 14–15, 28–30
Powell’s ∼, 14–15, 29
HLL scheme for ∼, 119
in conservative variables, classical form, 28–29
in primitive variables
classical form, 28
eigenvectors, 17–28
Powell’s form, 15
normal velocity diagram for ∼, 53–64
Powell’s form, 14–15, 29
in primitive variables, 15
ray velocity diagram for ∼, 53–64
wave front diagram for ∼, 53–64
moment integral, 65, 66, 92, 111, 183
Monge cone, 33
monoatomic gas, 91
MoT, ↑ also MoT-CCE, MoT-ICE, 2, 65–67, 105, 111, 113
difference to the EG schemes, 66–67, 110–111, 113, 183
MoT-CCE, 2, 65, 66, 78, 110, 181
MoT-ICE, ↑ also MoT, 2–3, 65–67, 72, 76, 78, 111, 115–116, 120–141,
183
comparison to the HLL scheme, 141–181
predictor step, 120–121
N
neglecting the coupling terms, 111
normal direction, 49–50, 53
normal velocity, 49–51, 53
diagram, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
for wave equation system, 51
notation
sloppy ∼, 5
strict ∼, 4–5, 12, 15, 118
numerical approximation of the coupling terms, 120, 125–137
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O
Ostkamp’s integral representation, 66, 74, 110, 111
comparison with our integral representation, 105–111
coupling terms, 108
Ostkamp’s schemes, 66, 105, 109–111
P
penguins, vi
point wave front, 49–50
Powell’s form of the MHD equations, 14–15, 29
in primitive variables, 15
predictor step, 120–121
primitive variables, 9
Euler equations in ∼, 11–12
eigenvectors, 12–13
MHD equations in ∼
classical form, 28
eigenvectors, 17–28
Powell’s form, 15
problem
Shu–Osher, 169–171
spinal cord ∼, v, 160
proper dual-dimensional flux decomposition, 89, 97, 99, 104
R
ray, bicharacteristic ∼, 49–50, 78
ray velocity, 49–51, 53, 78
diagram, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
for wave equation system, 51
rotational symmetry, Euler equations with ∼, 165–169
S
Shu–Osher problem, 169–171
simplification of state decompositions, 70–71, 89, 100
sloppy notation, 5
spinal cord problem, v, 160
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standard integral form, ↑ integral form of conservation laws
state component, 69, 100
state decomposition, 3, 65–78, 110, 111, 113, 183
characteristic ∼, 78–84, 105, 107, 109, 110
coupling terms, 108–110
continuous ∼, 66, 67, 69, 78–84
discrete ∼, 69
equivalence of ∼, 71
simplification of ∼, 70–71, 89, 100
totally simplified, 71
strict notation, 4–5, 12, 15, 118
strictly hyperbolic, 8, 46–48, 51
wave equation system, 10, 11
surface
characteristic ∼, 37–42, 78
constructed as envelope, 41–42, 48
for systems of hyperbolic conservation laws, 43, 46–50
in the scalar case, 38–39
integral ∼, 32–36
T
totally simplified, 71
V
variables
conservative ∼, 9
Euler equations in ∼, 11
primitive ∼, 9
Euler equations in ∼, 11–12
velocity
advection ∼, 69, 107
normal ∼, 49–51, 53
diagram, 50–51
ray ∼, 49–51, 53, 78
diagram, 50–51
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W
wave equation system, 9–11
eigenvalues, 10
eigenvectors, 10
hyperbolic, 10
normal velocity diagram for ∼, 51
ray velocity diagram for ∼, 51
strictly hyperbolic, 10, 11
wave front diagram for ∼, 51
wave front, 48–50, 53, 78
diagram, 50–51
for Euler equations, 52–53
for MHD equations, 53–64
for wave equation system, 51
point ∼, 49–50
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