We seek transport barriers and transport enhancers as material surfaces across which the transport of diffusive tracers is minimal or maximal in a general, unsteady flow. We find that such surfaces are extremizers of a universal, non-dimensional transport functional whose leading-order term in the diffusivity can be computed directly from the flow velocity. The most observable (uniform) transport extremizers are explicitly computable as null-surfaces of an objective transport tensor. Even in the limit of vanishing diffusivity, these surfaces differ from all previously identified coherent structures for purely advective fluid transport. Our results extend directly to stochastic velocity fields and hence enable transport barrier and enhancer detection under uncertainties.
Introduction
Transport barriers, i.e., observed inhibitors of the spread of substances in flows, provide a simplified global template to analyze mixing without testing various initial concentrations and tracking their pointwise evolution in detail. Even though such barriers are well documented in several physical disciplines, including geophysical flows (1), fluid dynamics (2), plasma fusion (3), reactive flows (4) and molecular dynamics (5) , no generally applicable theory for their defining properties and detection has emerged. In this paper, we seek to fill this gap by proposing a mathematical theory of transport barriers and enhancers from first principles in the physically ubiquitous regime of small diffusivities (high Péclet numbers).
Diffusive transport is governed by a time-dependent partial differential equation (PDE), whose numerical solution requires knowledge of the initial concentration, the exact diffusivity and the boundary conditions. Persistently high gradients make this transport PDE challenging to solve accurately for weakly diffusive processes, such as temperature and salinity transport in the ocean and vorticity transport in high-Reynolds-number turbulence. That is why one often neglects diffusion and focuses on the purely advective redistribution of the substance, governed by an ordinary differential equation that only involves a deterministic flow velocity field. In that purely advective setting, a transport barrier is often described as a surface with zero material flux. While plausible at first sight, this view actually renders transport barriers grossly ill-defined. Indeed, any codimension-one surface of carrier fluid trajectories (material surface) experiences zero material flux, and hence is a barrier by this definition (Fig. 1) .
This ambiguity has ignited interest in Lagrangian coherent structures (LCSs, see Fig. 1 ), which are material surfaces that do not simply block but also organize conservative tracers into coherent patterns (6) (7) (8) (9) . Due to differing views on finite-time material coherence, however, each available ap- proach yields (mildly or vastly) different structures as LCSs (10) . These discrepancies suggest that even purely advective coherent structure detection would benefit from being viewed as the zero-diffusion limit of diffusive barrier detection. Indeed, transport via diffusion through a material surface is a uniquely defined, fundamental physical quantity, whose extremum surfaces can be defined without invoking any special notion of coherence.
A large number of prior approaches to weakly diffusive transport exist, only some of which will be possible to mention here. Among these, spatially localized expansions around simple advective solutions provide appealingly detailed temporal predictions for simple velocity fields (11) (12) (13) . Writing the advection-diffusion equation in Lagrangian coordinates suggests a quasi-reduction to a one-dimensional diffusion PDE along the most contracting direction, yielding asymptotic scal-ing laws for stretching and folding statistics along chaotic trajectories (14, 15) . Observed transport barriers, however, are not chaotic, and the formal asymptotic expansions used in these subtle arguments remain unjustified. As alternatives, the effective diffusivity approach of (16) and the residual velocity field concept (17) offer attractive visualization tools for regions of enhanced or suppressed transport. Both approaches, however, target already performed diffusive simulations, and hence provide descriptive diagnostics rather than prediction tools.
Here we address the diffusive tracer transport problem in its purest, original form. Namely, we seek transport barriers as space-dividing (codimension-one) material surfaces that inhibit diffusive transport more than neighboring surfaces do. Locating material diffusion barriers without simulating diffusion and without reliance on specific initial concentration distributions is the physical problem we define and solve here in precise mathematical terms, assuming only incompressibility and small diffusion. In the limit of vanishing diffusion, our approach also provides a unique, physical definition of LCSs as material surfaces that will block transport most efficiently under the addition of the slightest diffusion or uncertainty to an idealized, purely advective mixing problem. Since the notion of transport through a surface is quantitative and universally accepted, this definition of an LCS eliminates the current ambiguity in advective mixing studies, with different approaches identifying different structures as coherent (10).
Transport tensor and transport functional
The advection-diffusion equation for a tracer c(x, t) is given by (18) [1] where ∇ denotes the gradient operation with respect to the spatial variable x ∈ U ⊂ R n on a compact domain U with n ≥ 1;
v(x, t) is an n-dimensional, incompressible, smooth velocity field generating the advective transport of c(
is the dimensionless, positive definite diffusion-structure tensor describing possible anisotropy and temporal variation in the diffusive transport of c ; ν > 0 is a small diffusivity parameter rendering the full diffusion tensor νD small in norm. We assume that the initial concentration c(x, t0) = c0(x) is of class C 2 , and the diffusion tensor D(x, t) is at least Hölder-continuous, which certainly holds if it is continuously differentiable.
The Lagrangian flow map induced by v is F t t 0 : x0 → x(t; t0, x0), mapping initial material element positions x0 ∈ U to their later positions at time t. We assume that trajectories stay in the domain U of known velocities, i.e., F t t 0 (U ) ⊂ U holds for all times t of interest. We will denote by ∇0F t t 0 the gradient of F t t 0 with respect to initial positions x0. Let M(t) = F t t 0 (M0) be a time-evolving, (n − 1)-dimensional material surface in U with boundary ∂M(t) and with initial position M0 = M(t0). By construction, the advective flux of c through M(t) vanishes and hence only the diffusive part of the flux vector on the right-hand side of Eq. (1) generates transport through M(t). The total transport of c through M(t) over a time interval [t0, t1] is therefore given by
νD∇c · n dA dt, [2] with dA denoting the area element on M(t) and n(x, t) denoting the unit normal to M(t) at a point x ∈ M(t). Let dA0 and n0(x0) denote the area element and oriented unit normal vector field on the initial surface M(t0). Then, by the classic surface element deformation formula ndA = det ∇0F
− n0dA0 (19) , and by the chain rule applied to ∇c, we can rewrite the total transport Eq. (2) through M(t) as
with the tensor T t t 0 (x0) ∈ R n×n defined as
We note that det T t t 0 = det D F t t 0 , t by incompressibility, and that
holds in case of isotropic diffusion (D ≡ I), with C t t 0 := ∇0F t t 0 ∇0F t t 0 denoting the Cauchy-Green strain tensor (19) .
As we show in SI Appendix S1, under our assumptions on v and D, Eq. (3) can be equivalently re-written as [6] with the symbol o(ν) referring to a quantity that, even after division by ν, tends to zero as ν → 0. Proving Eq. (6) is subtle, because Eq. (1) is a singularly perturbed PDE for small ν > 0, and hence its solutions generally cannot be Taylor-expanded at ν = 0, unless v is integrable (20) .
To systematically test the ability of the material surface M(t) to hinder the transport of c over the time interval [t0, t1], we initialize the concentration field c at time t0 locally near M0 so that M0 is a level surface of c0 (x0) along which ∇0c0 (x0) has a constant magnitude K > 0. This universal choice of c0 (x0) subjects each M0 surface to the same, most diffusionprone scalar configuration, ensuring equal detectability for all barriers in our analysis, independent of any specific initial concentration distribution. We can then write ∇0c0 (x0) = Kn0 (x0), and hence the total transport in Eq. (6) becomes
Here we have introduced the symmetric, positive definite transport tensorT
as the time-average of T t t 0 over t ∈ [t0, t1]. The same averaged tensor was already proposed heuristically in (11) to simplify the Lagrangian version of Eq. (1). * Finally, to give a dimensionless characterization of the transport through the surface M(t) over the period [t0, t1], we normalize Σ t 1 t 0 (M0) by the diffusivity ν, by the transport time (t1 − t0), by the initial concentration gradient magnitude K, and by the surface area A0(M0) (or length, for n = 2) of M0. This leads to the normalized total transport
* This heuristic simplification generally gives incorrect results for unsteady flows and can only be partially justified for steady flows (12) . In our present context, however,T
arises without any heuristics.
for some α ∈ (0, 1), where the non-dimensional transport functional T (M0) is constant. To transform this problem to a form amenable to classical variational calculus, we need to reformulate Eq. (10) in terms of a (yet unknown) general parameterization x0(s1, . . . , sn−1) of M0, and then express the integrand in terms of tangent vectors computed from this parametrization. As we show in SI Appendix S3,
the (i, j) entry of the Gramian matrix G (∂sx0(s)) of the parametrization, then after re-parametrization and passage from normal to tangent vectors in the integrand, we can rewrite the functional ET 0 in Eq. (10) in the form
with the Lagrangian
The Euler-Lagrange equations associated with the Lagrangian Eq. (12) are given by the n-dimensional set of coupled nonlinear, second-order PDEs
Uniform extremizers of diffusive transport
Eq. (13) has infinitely many solutions through any point x0 of the physical space, yet most of these solution surfaces remain unobserved as significant barriers due to large variations in the concentration gradient along them. Most observable are transport extremizers that maintain a nearly uniform drop in the scalar concentration along them, implying that the transport-density along them is as uniform as possible.
As we show in SI Appendix S4, even perfectly uniform extremizers of T t 1 t 0 exist and form the zero level set {L = 0} in the phase space of Eq. (13). As we see from Eq. (12), these uniform transport extremizer solutions of Eq. (13) satisfy the first-order family of PDEs [14] for any choice of the parameter T0 > 0. Note that, by construction, T0 then equals to the uniform diffusive transport density across any subset of the material surface M(t) over the time interval [t0, t1]. An equivalent form of Eq. (14) follows from the observation that the functional ET 0 is invariant under reparametrizations and hence L0 can also be computed from the original, surfacenormal-based form Eq. (10) of the underlying variational principle. The latter form simply gives n0,T t 1 t 0 n0 = T0 on L0, which we further rewrite as n0(x0), ET 0 (x0)n0(x0) = 0, ET 0 :=T
This reveals that diffusive transport extremizers are nullsurfaces of the metric tensor ET 0 (x0), i.e., their normals have zero length in the metric defined by ET 0 (x0). For such null-surfaces to exist through a point x0, the metric generated by ET 0 must have null directions. This limits the domain of existence of transport extremizers with uniform transport density T0 to spatial domains where the eigenvalues 0 < λ1(x0) ≤ . . . ≤ λn(x0) of the positive definite tensor
Finding computable sufficient conditions for the solutions of the variational problem in Eq. (10) to be minimizers does not appear to be within reach. Effective necessary conditions, however, can help greatly in identifying null surfaces of ET 0 (x0) that are likely candidates for extremizers. One such necessary condition requires the trace of the tensor ET 0 to be nonnegative, as we show in SI Appendix S5. This enables us to summarize our main results for transport extremizers in the following theorem.
is necessarily a non-negatively traced null-surface of the tensor field ET 0 , i.e, n0(x0), ET 0 (x0)n0(x0) = 0, trace ET 0 (x0) ≥ 0, [16] holds at every point x0 ∈ M0 with unit normal n0(x0) to M0.
Similarly, a uniform maximizer M0 of T
is necessarily a non-positively traced null surface of the tensor field ET 0 , i.e, n0(x0), ET 0 (x0)n0(x0) = 0, trace ET 0 (x0) ≤ 0, [17] holds at every point x0 ∈ M0.
Remark 1 Assume that the flow is two-dimensional (n = 2) and the diffusion is homogeneous and isotropic (D = I). Then, replacing the averaged transport tensorT
with its unaveraged counterpart T t 1 t 0 in our arguments, we obtain that closed material curves that extremize the diffusive flux uniformly at t = t1 coincide with two-dimensional elliptic Lagrangian coherent structures LCSs (22) . Similarly, replacingT
with the transport-rate tensorṪ
T , † we obtain that closed curves that uniformly extremize the diffusive fluxrate at t = t0 coincide with elliptic objective Eulerian coherent structures (OECSs) (23) .
Remark 1 connects instantaneous flux and flux-rate extremizing surfaces under isotropic diffusion to LCSs and EOCSs. In the ν → 0 limit, however, material diffusion barriers identified by Theorem 1 differ from advective coherent structures identified in previous studies (cf. SI Appendix S7 ). While this conclusion is at odds with the usual assumptions of purely advective transport studies, it is mathematically consistent with the singular perturbation nature of the diffusion term in Eq. (1).
Remark 2
As seen in the proof of Theorem 1 in SI Appendix S5, trace ET 0 (x0) = traceT By Remark 2, features of the scalar field DBS(x0) play a role analogous to that of the finite-time Lyapunov exponents (FTLEs) in purely advective transport (7) . Unlike the FTLE field, however, DBS(x0) is a predictive diagnostic (i.e., requires no diffusive simulation) and arises directly from the technical construction of diffusion extremizers (rather than being one possible indicator of their anticipated properties). Still, DBS(x0) is a visual diagnostic, while Theorem 1 provides the exact equations that diffusion barriers and enhancers satisfy.
Application to two-dimensional flows
Here we solve the general barrier-enhancer equations Eq. (16)-Eq. (17) explicitly for two-dimensional flows and write out a more specific form of the diagnostic DBS(x0) for such flows. In two dimensions (n = 2), a one-dimensional transport extremizer curve x0(s) is parametrized by a single scalar parameter
. As we show in SI Appendix S6, the Lagrangian L in Eq. (12) then simplifies to
, where S is the classic rate-of-strain tensor for the velocity field v.
with the tensor field
denoting the time-averaged, diffusivity-structure-weighted version of the classic right Cauchy-Green strain tensor C t t 0 introduced in Eq. (5). The Euler-Lagrange Eq. (13) now forms a four-dimensional system of ODEs, which we write out for reference in SI Appendix S6. Uniform transport barriers and enhancers lie in the set L0 = {L = 0} in the (x0, x 0 ) phase space of this ODE. Equating Eq. (19) with zero, we obtain that solutions in L0 satisfy x 0 , C D(x0) − T0I x 0 = 0, and hence are precisely the null-geodesics of the one-parameterfamily of tensorsÊ
which are Lorentzian (i.e., indefinite) metric tensors on the spatial domain satisfying λ1(x0) < T0 < λ2(x0). This extends the mathematical analogy pointed out in (22, 24) between coherent vortex boundaries and photon spheres around black holes from advective to diffusive mixing. In this analogy, the role of the relativistic metric tensor on the four-dimensional space-time is replaced by the tensorÊT 0 (x0) on the twodimensional physical space of initial conditions. We seek unit tangent vectors to null-geodesics ofÊT 0 as a linear combination x 0 = ηT 0 (x0) = αξ1 ± √ 1 − α 2 ξ2 of the unit eigenvectors ξi(x0) corresponding to the eigenvalues 0 < λ1(x0) ≤ λ2(x0) of the positive definite tensorCD(x0). Substituting this linear combination into x 0 , C D(x0) − T0I x 0 = 0 and solving for α ∈ [0, 1] gives the direction field family
for null-geodesics ofÊT 0 , defined only on the domain where λ1(x0) ≤ T0 ≤ λ2(x0). Trajectories of ηT 0 experience uniform pointwise transport density T0 over the time interval [t0, t1]. For homogeneous, isotropic diffusion (D ≡ I), we haveT
D by incompressibility (cf. SI Appendix S6 ). Consequently, the scalar diagnostic featured in Remark 2 takes the specific form DBS(x0) = λ1(x0) + λ2(x0). Finally, as we show in SI Appendix S6, there are only three types of robust barriers to diffusion in two-dimensional flows: fronts, jet cores and families of closed material curves forming material vortices. This is consistent with observations of large-scale geophysical flows (1).
Particle transport extremizers in stochastic velocity fields
Here, we show how our results on barriers to diffusive scalar transport carry over to probabilistic transport barriers to fluid particle motion with uncertainties. Such motions are typically modeled by diffusive Itô processes of the form
where x(t) ∈ R n is the random position vector of a particle at time t; v(x, t) denotes the incompressible, deterministic drift in the particle motion; and W(t) in an m-dimensional Wiener process with diffusion matrix
Here the dimensionless, nonsingular diffusion structure matrix B is O(1) with respect to the small parameter ν > 0.
Let p(x, t; x0, t0) denote the probability density function (PDF) for the current particle position x(t) with initial condition x0(t0) = x0. This PDF is known to satisfy the classic Fokker-Planck equation (25) 
[24]
We can rewrite Eq. (24) as
∇· BB , [25] which is of advection-diffusion-form, Eq. (1), ifṽ is incompressible, i.e., if
Assuming Eq. (26) (which holds, e.g., for homogeneous diffusion), we define the probabilistic transport tensorP
as the time-average of
We then conclude that all our results on diffusive scalar transport in a deterministic velocity field carry over automatically to particle transport in the stochastic velocity field Eq. (23) with the substitutionT
. Namely, we have This result enables a purely deterministic computation of observed surfaces of particle accumulation and particle clearance without a Monte-Carlo simulation for Eq. (23).
Numerical implementation and example
For a two-dimensional velocity field v(x, t) and diffusionstructure tensor D(x, t), the main algorithmic steps in locating diffusion barriers over a time interval [t0, t1] are as follows (cf. SI Appendix S7 for more detail and a simple example):
(A1) Define a Lagrangian grid G0 of initial conditions; generate trajectories x(t, t0, x0) of the velocity field v(x, t) with initial conditions x0 ∈ G0 at time t0.
(A2) For all times t ∈ [t0, t1], compute the deformation gradient ∇0F t t 0 (x0) = ∇0x(t, t0, x0) over the grid G0 by finite differencing in x0 (cf. (7)). Then, compute the tensor fieldCD in Eq. (20) . BB . Our main example will illustrate steps (A1)-(A5) in the identification of boundaries for the largest mesoscale eddies in the Southern Ocean. Known as Agulhas rings, theses eddies are believed to contribute significantly to global circulation and climate via the warm and salty water they ought to carry (26) . Several studies have sought to estimate material transport via these eddies by determining their boundaries from different material coherence principles, which all tend to give different results (22, (27) (28) (29) (30) Here, for the first time, we locate the boundaries of Agulhas rings based on the very principle that makes them significant: their role as universal barriers to the diffusion of relevant ocean water attributes they transport. Figure 2 shows diffusive coherent Agulhas ring boundaries and surrounding diffusive barriers (backward-time fronts) in the Southern Ocean, computed via steps (A1)-(A5) from satellite-altimetry-based surface velocities (cf. SI Appendix S7 for more detail on the data set). The predicted material ring boundaries are obtained as described in step (A4). This prediction is confirmed by a diffusion simulation with Péclet number P e = O( 10 4 ); see also the Eulerian analogue in Fig. S4 of the diffused concentration in Supporting Animation SA1. 
Conclusions
We have pointed out that the presence of the slightest diffusion in a deterministic flow yields an unambiguous, first-principlesbased physical definition for transport barriers as material surfaces that block diffusive transport the most efficiently. We have found that in any dimension, such barriers lie close to minimizers of a universal, non-dimensionalized transport functional that measures the leading-order diffusive transport through material surfaces. Of these minimizers, a special set of most observable barriers is formed by those that maintain uniformly high concentration gradients, and hence uniform transport density, along themselves. Even such uniform barriers, however, will generally differ from coherent structures identified from purely advective considerations (Remark 1). Beyond the exact differential equations describing transport barriers, we have obtained a predictive diagnostic field, DBS(x0), that signals barrier location and strength from purely advective computations (Remark 2). Finally, we have discussed how the proposed methodology identifies probabilistic material barriers and enhancers to particle transport in multi-dimensional stochastic velocity fields. Our results identify the main enhancers and inhibitors of transport in di usive and random flows without costly numerical solutions of PDEs or Monte-Carlo simulations of stochastic flow models. By construction, the structures we obtain are robust with respect to small di usive e ects, including measurement uncertainties in observational velocity data or modeling errors in numerically generated velocity fields. Our detection scheme for transport extremizers is independent of the local availability of the di usive tracer and of the initial distribution of its gradient field. The theoretically optimal transport extremizers identified here should also be useful as benchmarks for the development for future diagnostics targeting transport barriers in sparse data. Further theoretical work is required for a more detailed classification of di usion extremizers in higher dimensions and in compressible flows. On the computational side, the accurate identification of di usion extremizers identified here requires e cient numerical schemes for null-surfaces. On the applications side, further examples of practically relevant and multi-scale velocity fields need to be analyzed in detail to assess further practical implications of the barrier-detection method introduced here. 621  622  623  624  625  626  627  628  629  630  631  632  633  634  635  636  637  638  639  640  641  642  643  644  645  646  647  648  649  650  651  652  653  654  655  656  657  658  659  660  661  662  663  664  665  666  667  668  669  670  671  672  673  674  675  676  677  678  679  680  681  682   683  684  685  686  687  688  689  690  691  692  693  694  695  696  697  698  699  700  701  702  703  704  705  706  707  708  709  710  711  712  713  714  715  716  717  718  719  720  721  722  723  724  725  726  727  728  729  730  731  732  733  734  735  736  737  738  739  740  741  742  743  744 Haller et al. Our results identify the main enhancers and inhibitors of transport in diffusive and random flows without costly numerical solutions of PDEs or Monte-Carlo simulations of stochastic flow models. By construction, the structures we obtain are robust with respect to small diffusive effects, including measurement uncertainties in observational velocity data or modeling errors in numerically generated velocity fields. Our detection scheme for transport extremizers is independent of the local availability of the diffusive tracer and of the initial distribution of its gradient field. The theoretically optimal transport extremizers identified here should also be useful as benchmarks for the development for future diagnostics targeting transport barriers in sparse data. Further theoretical work is required for a more detailed classification of diffusion extremizers in higher dimensions and in compressible flows. On the computational side, the accurate identification of diffusion extremizers identified here requires efficient numerical schemes for null-surfaces. On the applications side, further examples of practically relevant and multi-scale velocity fields need to be analyzed in detail to assess further practical implications of the barrier-detection method introduced here. S1: Expansion of the total transport in ν. We denote the restriction of the concentration field c(x, t) to trajectories of the velocity field byĉ(x0, t) = c F t t 0 (x0), t . We then use the advection-diffusion equation to conclude that the timederivative ofĉ(x0, t) satisfies
D R A F T
. [27] Introducing the Lagrangian diffusion structure tensor
, t , we can rewrite Eq. (27) as
A lengthy calculation leads to the Lagrangian form of the advection-diffusion equation as (11, 12, 14, 15 )
Taking Lagrangian spatial gradient ∇0 of both sides and integrating in time, we obtain ∇0ĉ = ∇0c0 + ν
Substitution of Eq. (30) into the definition of Σ
We will now prove that the second term in this equation is of order o(ν), i.e.,
[31]
To this end, we need estimates on the solution of Eq. (29), which we rewrite here using the tensor T t t 0 as [32] c(x0, t0) =ĉ(x0), By our assumption of Hölder continuity for D and smoothness for all other quantities involved, we obtain that T 
α , [33] for some constant 0 < α ≤ 1 and for all x0, y0 ∈ U and t, s ∈ [t0, t1]. By the positive definiteness of T t t 0 (x0), we also have [34] which implies the bounds [35] for all u ∈ R n , x0 ∈ U and t ∈ [t1, t2]. Next, we observe that Eq. (31) is satisfied when
, [36] holds for some q > 0, as one obtains using Eq. (30) and estimating the supremum norm in x0 and t using Eq. (33) . Using the assumption that c0 ∈ C 2 (U ), we will now show that Eq. (36) holds, and hence Eq. (31) is indeed satisfied. In our presentation, we will utilize a scaling approach described in (31) .
Introducing (x0), we can rewrite Eq. (32) as
[37] Condition Eq. (36) is then equivalent to
τ1 := ν(t1 − t0) [38] for some q > 0. Let
for x0, ξ ∈ Ω and τ, s ∈ [0, τ1], denote the fundamental solution of the homogeneous, second-order part of Eq. (37) . For later computations, we note that with the n-dimensional volume element dξ = dξ1...dξn, we have the estimate [40] where we have used the inequalities in Eq. (35) . With the rescaled spatial variable y and the rescaled volume form dy defined as
− n 2 dξ, [41] we define the set Ωx 0 ,τ,s := (2Λ)
(x0 − Ω) to obtain from Eq. (40) the estimate
where we have used that
We also recall from (31) (Theorem 3, p. 8), that for any continuous function
is continuously-differentiable with respect to x0 and satisfies
As shown in (31) (Theorem 9, p.21), the variation of constants formula applied to Eq. (37) gives its solution in the form
for some (not explicitly known) function Φ that satisfies the estimate
for any constant µ ∈ 1 − α 2 , 1 , where α is the Hölder-exponent in Eq. (33) . To estimate the spatial gradient of W1, we use the formula for the x0-derivative of Eq. (45) in Eq. (44) to obtain
where we also used the definition Eq. (39) in evaluating ∇0Z. From Eq. (35), we obtain T
, and hence we can further write Eq. (47) as
[48]
Next, as in the calculation of the integral in Eq. (40), we use the scaling Eq. (41) in Eq. (48) to obtain
.
[49]
To estimate the spatial gradient of W2 in Eq. (45), we proceed similarly by using the growth condition Eq. (46) to obtain
[50]
Since Ω is bounded, there exists a ball of radius R such that Ω + Ω ⊂ BR and therefore, noticing that 2 − 2µ − α > 0 by 1 − α 2 < µ < 1, we find that
As in Eq. (47), we can estimate the integral of |x0 − ξ| |Z| to obtain
[52]
The estimates Eq. (49)-Eq. (52) together prove Eq. (38), which then implies Eq. (36), which in turn implies Eq. (31), as claimed.
S2: Objectivity of the transport tensor. Physically, the Eulerian flux density Φ (x, t) = νD (x, t) ∇xc (x, t) · ndA at a point x at time t through a surface element dA with unit normal n (x, t) must be independent of rotations and translations of observer. Consequently, under an observer change
we must have Φ (x, t) = Φ (Q(t)y + b(t), t) , and hence
where we have defined the transformed diffusion tensor
and used the fact that the area element dA remains unchanged under rigid-body rotations and translations embodied
which proves the final formula we have given for ET with the Lagrangian L, as claimed.
S4: First integral and existence of uniform barriers.
The Lagrangian L (x0, ∂sx0) has no explicit dependence of the independent variable s, and hence Noether's theorem provides partial conservation laws (cf., (32) 
[60] with δij referring to the Kronecker delta. A direct calculation, however, gives H i i ≡ 0, and hence no nontrivial conserved quantity can be reconstructed from Eq. (60).
Instead, we apply an argument that extends the Maupertuis principle derived for ordinary differential equations in (33) to partial differential equations. We start by considering another variational problem associated with ET 0 of the form
[61]
As G has no explicit dependence on s, Noether's theorem again applies and yields partial conservation laws given by Eq. (60).
is a positively homogeneous function of degree two, and hence, by Euler's theorem (34), we obtain from Eq. (60) for i = j = k = 1, . . . , n − 1 that
and hence L = √ G is a first integral for the set of Euler-Lagrange partial differential equations
[62]
(Here we have used the shorthand notation Gx 0 := ∂x 0 G and
[63]
holds on the solutions x0(s) of Eq. (62). We will now observe a close relationship between the solutions of Eq. (62) and the solutions of the original variational problem. To obtain this relationship, we first rewrite the left-hand side of the Euler-Lagrange equation
for L by substituting L = ± √ G, which gives
whenever G = 0. Therefore, a substitution of any solution solutionx0(s) of the Euler-Lagrange Eq. (62) into Eq. (65) gives are also solutions on the Euler-Lagrange Eq. (64). Furthermore, since G is constant along these solutions, L = ± √ G is also constant alongx0(s).
Next, we assume that x0(s) is a solution of the Euler-Lagrange Eq. (64) for L. Rewriting this equation using the relation L = ± √ G, we obtain
We now introduce a solution-dependent rescaling of the parameter vector s by defining the new independent variable vector p as
so that, in the new variablex0(p), Eq. (68) becomes
where we have used the linearity of Gx 0,i in ∂sx0. Therefore, any solution x0(s) of Eq. (64) 
with A0 := A|M 0 and B0 := B|M 0 . Consequently, local maxima (or minima) of T 
where we have used that n 0 , ET 0 n 0 = n0, ET 0 n0 = 0 holds along M0, and that the support of h has volume of order
. Therefore, if M0 is a local minimizer of the functional ET 0 , then we must necessarily have
Since the point x0(s0) along M0 and the exact shape of h (and hence n ⊥ 0 (s0) ∈ Tx 0 M0) have been arbitrary, this last inequality implies u, ET 0 (x0) u ≥ 0, ∀u ∈ Tx 0 M0, ∀x0 ∈ M0.
[69]
Therefore, the tensor ET 0 must be positive semidefinite on the tangent bundle T M0 of its null surface M0, if this null surface is a transport barrier. Next, we derive a condition equivalent to Eq. (69) that is nevertheless easier to verify directly from the eigenvalues of ET 0 (x0). To this end, let us denote the eigenvalues of ET 0 (x0) by 
M0.
We next show that
must necessarily hold. Indeed, assuming the opposite would imply, by the ordering of the eigenvalues, that ρ2(x0) < 0 holds, and hence ET 0 would have two negative eigenvalues, ρ1(x0) and ρ2(x0). This would then necessarily imply that ρn(x0) > 0 (otherwise the unit normal n0(x0) would necessarily have to be orthogonal to the eigenvectors of these two negative eigenvalues, and u, ET 0 (x0) u would necessarily take negative values in Tx 0 M0). is strictly positive. The surface C defined by Eq. (72) is a codimension-one elliptical cone when the coefficients ρ2, . . . , ρn are nonzero, or the product of a lowerdimensional elliptical cone with a plane when some of these coefficients are zero. Consider now a codimension-one plane P containing the normal n0 and the ζ 1 axis. The intersection C ∩ P then consists of two lines, one through n0 and another line through the mirror imagen0 = 2 n0, ζ 1 ζ 1 − n0 of n0 with respect to the ζ 1 axis. If the angle of n0 andn0 is more than π/2 than then the plane normal to n0 also intersects C transversely, and hence u, ET 0 (x0) u will change its sign within the tangent plane Tx 0 M0. Consequently, the minimal possible angle between n0 andn0, over all choices of n0 at a point x0 ∈ M0, cannot exceed π/2, otherwise M0 cannot be a diffusive transport minimizer. This minimal angle arises when n0 is contained in the subspace of the elliptical cone C that runs closest to the ζ 1 axis, i..e, when n02 = . . . = n 0(n−1) are zero. In this case, n01± = ρn |ρ 1 | n 2 0n , and hence the angle between n0 andn0 exceeds π/2, given that we have assumed −ρ1(x0) = |ρ1| > ρn(x0). We, therefore, conclude that Eq. (71) must hold.
In summary, the inequalities Eq. (70) and Eq. (71)give the necessary conditions µ k (x0) ≥ T0, k = 2, . . . , n − 1, and µn(x0) − T0 ≥ T0 − µ1(x0). Summing up these inequalities then gives the necessary condition 0 ≤ µ1(x0) + . . . + µn(x0) − nT0 = trace ET 0 (x0) for transport barriers, as claimed. A similar argument applied to transport enhancers gives then the necessary condition trace ET 0 (x0) ≤ 0. S6: Transport extremizers in two dimensions. We first introduce the diffusion-weighted Cauchy-Green strain tensor
are then computed using Rössler's adaptive strong order 1.5 method (38) , as implemented in the StochasticDiffEq.jl package of Julia. We release 50 trajectories per initial condition, arranged in a coarser uniform grid; see the animation in SI Appendix S9 for the initial configuration.
As a simple example, we consider here first the Bickley jet (39, 40), a kinematic model for a meandering jet surrounded by vortices. We use a quasiperiodically forced version of this velocity field, with parameter values taken from (41). Using the above refinements to the algorithm of (35), we show in Figure 4 predicted diffusion barriers for the time interval [0, 40] days in the Bickley jet with quasiperiodic time-dependence and anisotropic diffusion tensor D = diag(2, 0.5).
Almost all the diffusive vortex boundaries (red), identified at time t = 0 as outermost closed orbits of the ηT 0 (x0) field are larger than any of the previously detected coherent sets in pure advection studies of this example (cf. (10) and Fig. 5 ). In flows with non-recurrent time dependence, invariants of the Cauchy-Green strain tensor and of its temporal average are expected to differ more, leading to an even more significant difference between LCSs and diffusion barriers (see Fig. 5 ). Diffusion noticeably erodes the scalar field inside closed barriers with higher values of the transport density T0. This confirms that our theory enables an a priori classification of diffusion barriers from purely advective calculations.
The trench of the DBS(x0) field marks the core of the jet while ridges of the same field approximate backward-fronts (diffusive stable manifolds). The barriers we have located indeed prevail as organizing features of diffusive patterns, as shown in Fig. 6 in a diffusive simulation with Péclet number P e = O (10 5 ). Our main example, discussed in the main text involves a two-dimensional unsteady velocity data set derived from AVISO satellite-observed sea-surface heights (SSH) under the geostrophic approximation (cf. (22) • , −28
• ] containing the Agulhas leakage. This domain is covered by a regular 500x300 grid, on which we performed the steps detailed in Section 7 in the main text.
In addition to the results described in the main text, here we also show the final, evolved positions of material ring boundaries predicted solely from the satellite velocity field. Superimposed is the diffusing concentration to which the ring boundaries provide clear transport barriers (cf. Fig. 7) .
Julia and MATLAB implementations of the algorithm given in Section 7 in the main text are available on request from the second author. Computation times (for the Julia version) on a 2.3 GHz Intel Core i5 (DualCore) notebook are about 50 seconds for the Bickley jet flow and about 90 seconds for the ocean flow example.
List of supporting animations:
SA1.mov Material advection of the closed Agulhas ring boundaries, identified at time t0 as outermost closed diffusion barriers. Superimposed is the diffusing concentration.
SA2.mov Evolution of stochastic trajectories in the Lagrangian frame, released from inside and outside the four closed diffusion barriers bounding Agulhas rings.
SA3
.mov Same as animation SA2.mov, but in the physical (Eulerian) frame.
