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1. INTRODUCTIOX 
Throughout this paper, R will denote a finite commutative ring with 
identity and R,,, will denote the ring of n x n matrices over R. Each poly- 
nomial f(x) E R[x] defines, via substitution, a function from Rnx, to Rsxn = 
In the present work, we find necessary and sufficient conditions on an 
f(x) E R[xJ in order that it define a permutation of R,n,, . Such a pol!;nomial 
is referred to as a permutation polynomial (p.p.) on R,,,, . 
Permutation polynomials have been treated extensively in the literature 
(see: e.g., [6]). The result most pertinent to this paper is a theorem of Brawley, 
Carlitz, and Levine [2], which we state as 
THEOSEM 1. Let K = GF(qj be the jinite jield of wder q. In order that 
f(x) E K[x] define apermutation on ICE,, , it is both necessary and s@kient that: 
(1) f(x) be a p.p. on GF(qi), i = 1, 2? . . . . n and 
(2) f’(x) = 0 haze TZO roots in GF(qi), i = 1, 2,..., [?$2j$ wheref’(x) is 
The algebraic derkatke off(x) and [n/2] is the greatest integu irl ~a:2. 
We shall extend Theorem 1 to cover an arbitrary finite commutative ring 
with identity. 
In the next section, we show how the problem can be reduced to the case 
where R is a local ring, i.e., R is a finite commutative ring with identity that 
has unique maximal ideal M. Section 2 also serves to introduce our notation 
and contains a list of the relevant facts concerning local rings and a proof of 
a preliminary lemma. In Section 3, for R local, we prove Theorem 2, which 
gives necessary and sufficient conditions for-f(x) to be a p.p. on R,nXn . These 
conditions are matrix conditions involving K,,, , &ere A7 = Ri&f is the 
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residue field of R. In Section 4, me obtain Theorem 3, the main result of the 
paper, by replacing the matrix conditions with conditions similar to those of 
Theorem 1, which involves only the field K and certain of its extension fields. 
2. REDUCTION TO LOCAL RIXGS AND A PRELIMINARY LEMMA 
Since the ring R is finite, it is necessarily Artinian, and hence, it is the 
direct sum of local rings [I, Chap. 8-j; i.e., 
R =L,@j~,@...ssL~, 
where each LJx] is a finite local ring. (For a study of finite local rings, see [3].) 
Thus, if f(x) E R[x], vve can write uniquely 
f(x) = &(X) + g&9 + ... + g7&, (2.2) 
where gi(x) ELM , j = 1,2 ,..., k. Here, if Y is the coefficient of xr: inf(x) and 
1’ =Yl+“‘AT~, j T gLj , then Ye is the coefficient of xi in gr(x). Kom, for 
AER,xTZ, we have a unique decomposition 
A =a,+A,+--fA,, (2.3) 
where :4 j E (Lj),axn; hence, 
f(-4) = &%) + g,(4) -I- *-- + g&M (2.4) 
It follows that f(x) is a p.p. on R,n,, if and only if gj(x) is a p.p. on (Li)nxn 
for each j = 1, 2,..., n. Consequently, for our purposes, it is sufficient to 
consider R to be local and therefore, for the remainder of this paper unless 
otherwise stated, R will be a finite local ring, M its unique maximal ideal, 
and K = R,/M its (finite) residue field. 
The ideal M is a nilpotent ideal. The least positive integer p such that 
Ms = (0) will be referred to as the nilpotency of R. Following McDonald (51, 
we put MQ = R and 
Ri = R/W; i = 0, I,..., /3, (2.5) 
so that R, = R and R, = K. Also, we define homomorphisms qi: R + Rf 
and cri: R.i~Ri, by 
and 
Q(r) = Y + w; i = 0, I,..., p (2.6) 
ITf(Y + Mi) = T + iJ4i-1; i= 1,2 ,..., /3. (2.7) 
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Each homomorphism Q (respectively, GJ induces naturahy a homomorphism 
from R[x] to R,[x] (respectively, &[IY] to R,,[~L]) and also, from I?,,, to 
(RJnxn (respectively, (RJnxsE to (Ri-I),x,). We aiso use the symbols >ii and 
(T$ to denote these induced homomorphisms; e.g., if f(.~) = C c# E Rfs], 
then Q(~(x)) = C ~(cJa+ E RJx] and if 4 = (au) E .R,Tx97., then q,(A) = 
(V:(%j) E (RkLxn . xote that the kernel of CT< , acting on Ri , is 3F-1,‘Ms and 
that Ri is a local ring with maximal idea! YW/JP and nilpotency %. 
The kernel M-l/LW becomes a vector space over K Iv-hen :ve define 
(a + 3q(772 f  IW) = am + -14”; aER, .f,z g <lp-:. (2.8) 
Of special interest mill be the vector space M-r,!W = M-r, which is the 
kernel of oE . Kate that the product of any two elements of JP1 is zero and 
that for .z: E 3Pi and a + ME K, the vector product (a - M)z equals the 
ring product a’~‘. 
We close this section with an elementary but useful lemma. 
LEMMA 1. Let R be a jinite local kg mith maximal ideal A$ and nilpotency 
/3, and let Ri and vi begi.oen by (2.5) nlzd (2.6), respectkely. For each f  (x) E R[a], 
letfi(x) = ~(f(x)) E RJx]. Iff(x) is ap.p. on R,,, , thmfor cdl t = 1, 2,..., II 
azd i = 1, 2 ,..., ,B, hfr) is a p.p. on (RJrxt . 
Proof. First, me show that fi(x) is a p.p. on (Ri)nx?2. Since the rings 
involved are finite, it suffices to show that ii(x) maps (RJnxn onto itself. 
Let B E (Rijnxn and let B ~~~~ be such that Ti(Bj = B. There is an 
A E R,7,,, such that f(A) = B and by applying Q to both sides, we get that 
f&Z) = 27. 
I\+ow consider j&j acting on (R& , t < 72. It suffices to &o-iv ii(xj is 
one-to-one. Assume not, so that fi(-?i) = fi(B) for -4, B E (R& , with 
A f  B. Let X = diag(A, 0) and Y = diag(B, Oj, where 0 is (z - t) x (z - tje 
Then, X f  1’) but f,(X) = diag(f,(Aj, f$(O)) = diag(f,(Q f,(O)) = f,(r’), 
which is a contradiction to the first part of the proof. 
3. h INITIAL SOLUTION 
The purpose of this section is to prove Theorem 2, which will be refined in 
Section 4. ?Cote that if the index of nilpotency of M is /3 = 1, then R itself is a 
finite field, so that the problem of determining whenf(,u) E R[x] is a p.p. on 
R RXR is covered by Theorem 1, hence, me may assume that ,$I 3 2. 
T%IEORET\I 2. Let R be a j%te local ring r&h nilpotency $’ > 2 rind fov 
f(xj = ~~=, cixi E R[x], let f(x) = xi=,, ,xi E K[x] be the image of f(z) 
under 71 , as giGen by (2.6). Then, f  (x) is a p.p. on R,,, ; f  and only <f 
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(1) J(x) is a P.P. on Knxn and 
(2) FOY eoery 4 E K.i,xn, the matrix function S,,y Knxm -+ Knxn 
defined by 
S,,,(F) = i$ fFi (f& PYA-1) (3.1) 
is a permutation of K,,, . 
Proof. Assume thatf (x) is a p.p. on R,,, . From Lemma 1, it follows that 
f(x) is a p.p. on K,,, so that condition (1) is valid. To prove (2), let 
s = (0, 52 7 s3, . ..} c R be a system of distinct representatives of the cosets of 
R/M”-1. Then, each A E R,,, can be written uniquely in the form 
where 8, E SnXn , Yi E K,n,,n and cc1 ,..., ‘L:~} is a basis of W-1 over K. 
Consider a fixed A, E &,,, . Kow, f  (A,) = B, + C l\l’izi for some unique 
B, E SnXn , lVi E Knxn . Hence, if A has the form (3.2) and if f (A) = B, then 
applying o8 tof(A) = B shows that B must have the form B = B, + C X,r, , 
I.e.: 
f (A%, + c Yjv,) = B, + C Xivi . (3.3) 
Since f  (x) is one-one on R,,, , it follows from (3.3), that as (Yr , Ya ,... , YJ 
runs through all d-tuples of matrices in K.n,,n, then (Xi , X, ,..., X,) also 
runs through all such d-tuples of matrices. But 
where Pi and &, are the images of ci and A, , respectively, under the homo- 
morphism vl: R+ R/M and SxO,! is given by (3.1). It follows that SxO,f is 
a permutation of KnxfL and since A, is arbitrary, condition (2) is proved. 
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Note that in the above computations, me have used the facts that %‘IFj = 0 for 
all i, j and that for c E R and P, Q E RflXR , 
where E, P, Q are images under Q . 
Conversely, assume that (1) and (2) are valid. We show thatf(x) is a p.p. 
on RR,,,n by induction on /3. Of course, (lj alone suffices for ,!J = 1. We make 
the induction assumption for 1,2,. . . , p - 1 and consider a ring R of nilpotency 
,3 > 2. Let BERnxlz be arbitrary and write 
where 11, E Snxla , Bi E Knxs , and oi are as described above. AVow, by the 
induction assumptionfa(x), the image off(x) under Go: R + RBpl is onto when 
acting on (Rs-l)nxn . Let E E (RB-l)nx?z be the matrix such thatfs(E) = u9(B,), 
let 4, E Sex, be the unique matrix over 5’ with oj(A,) = E, and let A be of 
the form (3.2), where the Yi’s are yet to be determined. XowF !(A,) = 
B, +- C -yizi for some -Vi E K,,,,, , thus, from (3/I), 
where .& is the image of A, under r)l . Hence, Y, may be chosen so that 
Bi = :Vj f  SJoJkj); i.e., f(x) maps Rnx,l onto R,,, . Since onto implies 
one-one, the proof is complete. 
4. REFINEMENT OF THE SOLUTIOX 
We now obtain a condition equivalent to condition (2j of Theorem 2 that 
does not involve matrices. To this end, for a given f((x) = zf=, ~~ixi E K[m], 
we define the polynomial Qr(x, y) by 
#+,y) = f(x) -f(Y) 
x-y ’ 
LEMMA 2. Let ,f(x) = ‘JS:f=s Fixi E K[x] be g&B cind for each d E KTi,, ) 
define SA,f: K,x,,+ Knxn by (3.1). Then, SA,r is a pemzzzctation of K.iT.xa jar 
eaevy A E K-j?% if and only if #7(x, y) = 0 h as no solution pair (x0 , yo), ,twhere 
botlz xg , y0 satisfy the same polynonzial g(x) E K[x] of degree R. 
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Proof. The map SA,p is a linear transformation on K,,, as a vector space 
over K. Hence, S,,f will be a permutation of Knxn iff it is a nonsingular linear 
transformation. Put y = col(y, , ya ,..., y& where yi is the transpose of the 
ith row of the matrix I’ so that y is n” x 1. The equation S,,f(Y) = 0 is 
equivalent to the matrix equation Gy = 0, where G = G(A,J) is the 
?r4 X na matrix 
and where ,g is the tensor product, I, A, B are n x 72, and B = AT, is the 
transpose of d (see, e.g., [4, p. 2621). Thus, SA,f is nonsingular for all A if and 
only if no G(A,J‘) has zero as an eigenvalue. But, if AI, A, ,..., A, are the 
eigenvalues of A (in some extension of K), then Cr(Ai , Aj) are the eigenvalues 
of G [4, p. 2591. Thus, $7(x, y) cannot be zero for any pair (Ai , A,), which are 
roots of a common A E Knx,n . This is equivalent to sa>Ting that if h and p are 
roots of some polynomial g(x) E K[x] of degree n? then #7(X, p) f 0. 
Now we can prove the main result of the paper. 
THEOREM 3. Let R be a jinite local ring z&h maximal ideal M, nilpotency 
/3 > 2, and residue field K = GF(q). Let f(x) E R[x] map to f(x) under the 
natural homomorphism 71~: R -+ K. Then, f(x) is a p.p. on R,nxn if and only if 
(1) f(x) is ap.p. on GF(qi), i = 1, 2 ,..., n, and 
(2) f’(r) = 0 has no roots in GF(qi); i = 1,2,..., n. 
Proof. We must show that conditions (1) and (2) of Theorem 2 are 
equivalent to conditions (1) and (2) above. Assume (1) and (2) of Theorem 2. 
Since f(x) is a p.p. on K,,, , it follows from Theorem 1 that f(x) is a p.p. 
on GF(qi), i = 1, 2?..., n. (Theorem 1 also pields part of condition (2) above.) 
Kow, since S,.,is a p.p. on I%,,, , it follow from Lemma 2 that $f(x, X) f 0 
for all x E GF(qi), i = 1, 2 ,..., n; i.e., #r(~~z x) =J’(x) # 0 for x E GF(q’:), 
i = 1, 2 ,... , 72. 
Conversely, suppose (1) and (2) of the Theorem 3 are valid. Sincef(x) is 
a p.p. on GF(qi), i = 1, 2 ,..., n, thenf(x) is a p.p. on UT=r GF(qi) = CT, . 
Consider a polynomial g(x) of degree n with roots a, b and note that 
a, b E U, . If a = b, then #f(a, b) = f’(a), which is not zero for any a E r/;, , 
bv (2) above. If a + b, then f(a) #f(b), as f(:~) is a p.p. on li, . Thus, 
f(a) -f(b) + 0 and a - b + 0, hence, 
and the proof is complete. 
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It should be emphasized that Theorem 3 applies only when p 3 2. For 
p = 1, we must use Theorem 1. 
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