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  ABSTRACT 
 
Content generation is one of the most critical issues for the 
growth of 3DTV services in future. New autostereoscopic 
displays,  such  as  the  Philips  Wow®  3D  display  have 
significant  advantages,  including  improved  3D  viewing 
experience, wider viewing angles, multiple viewers and no 
need  for  special  glasses.  However,  due  to  their  content 
formatting requirements (2D + depth), live-action content is 
much more difficult to create. In this paper a new approach 
for  3D  content  generation  is  proposed,  by  integrating  an 
existing  state-of-the-art  MRF-based  disparity  estimation 
method with additional pre- and post-processing steps. The 
proposed method uses rectification and colour segmentation 
to solve significant problems in disparity estimation as well 
as decomposition of the scene in foreground and background 
depth  maps.  Tests  with  different  stereo  sequences  have 
already produced very promising results. 
 
 
Index  Terms—  3DTV,  depth  maps,  autostereoscopic 
displays, 3D visualization  
 
1. INTRODUCTION 
 
Technological  advances  in  display  hardware,  computing 
power,  data  coding/transmission  and  rendering  algorithms 
have  led  to  the  rapid  development  of  the  3DTV  system 
industry. The main goal of the 3DTV technology is to create 
an  illusion  of  depth.  This  feature  significantly  improves 
realism and provides a more natural viewing experience than 
conventional two-dimensional displays. 3D displays can be 
classified in five basic types: stereoscopic, autostereoscopic, 
volumetric,  holographic  and  head  mounted  displays. 
However, only three of them (autostereoscopic, volumetric 
and  holographic)  are  considered  suitable  for  television 
applications [1]. In this paper, we focus on autostereoscopic 
displays, which create a stereoscopic image without the need 
for any special glasses or other user mounted artifacts. 
A  key  factor  for  3DTV  is  undoubtedly  the  precise 
acquisition of depth information, which is typically needed 
to  reduce  the  huge  bandwidth  requirements  of  3DTV 
transmission.  In  addition,  recently,  Depth  Image-Based 
Rendering  (DIBR)  was  introduced  as  one  of  the  main 
technologies  for  3DTV.  DIBR  represents  consecutive  3D 
scenes by colour images and corresponding depth images. 
For instance, modern autostereoscopic displays, such as the 
9-view  autostereoscopic  Philips  Wow®  3D  display,  use 
DIBR to reconstruct more than two views, to improve the 3-
D viewing experience and support many additional features.  
Many researchers have worked on 3D content generation for 
3DTV  systems.  In  the  ATTEST  project  [2]  an  entire  3D 
video  chain  was  developed  including  content  creation, 
coding,  transmission  and  display.  On  the  other  hand,  the 
3DTV  project  dealt  with  a  variety  of  aspects  of  3DTV 
system,  such  as  acquisition,  representation,  transmission, 
signal analysis, and display [3].  
Traditionally, multi-camera systems are used for 3D content 
generation; however another option is to use a single camera 
system instead, which can also be used for the conversion of 
existing  2D-video  material  into  3D.  Towards  this  end, 
shape-from-X  approaches  can  be  applied  for  3D  scene 
reconstruction from mono-view video sequences. There are 
four  widely-used  shape-from-X  methods  having  their  own 
advantages  and  disadvantages:  shape-from-shading,  shape-
from-texture,  shape-from-defocus/focus  and  shape-from-
motion  [4].  For  stereo  (two  camera  techniques),  a  large 
number  of  techniques  have  already  been  proposed  and 
evaluated [6]. Dense depth field estimation problem can be 
effectively addressed through MRF-based (Markov Random 
Field) methods, which are probabilistic approaches for dense 
depth estimation and they model the unknown depth values 
as  a  random  field  whose  probability  density  function  is 
assumed to be Gibbsian. There is a variety of MRF-based 
methods  such  as,  Iterated  Conditional  Modes  (ICM), 
simulated annealing, Loopy Belief Propagation (LBP) and 
graph  cuts  [5].  According  to  the  Middlebury  stereo 
algorithm  evaluation  [6],  all  the  top-performing  methods 
rely either on graph cuts or on LBP. 
In this paper, a complete 3DTV content generation approach 
is  proposed  that  involves  capture  of  the  scene,  internal 
calibration, solving of the epipolar geometry i.e. estimation 
of  the  fundamental  matrix  from  a  set  of  point 
correspondences  and  generation  of  projection  matrices, 
rectification of stereo pairs and dense depth field estimation 
via an alpha-expansion graph cut algorithm for stereo [7]. To improve the accuracy of the object boundaries, colour 
segmentation from the corresponding left frame is also used, 
while a background subtraction algorithm is applied in order 
to  produce  a  foreground  mask  for  each  frame.  The  final 
result is a synthesis of each foreground depth map with the 
background map. Tests with various stereo sequences and 
the  Philips  Wow®  3D  display  have  already  provided 
promising results. 
 
2. OVERVIEW 
 
In this section, we describe the overview of the whole dense 
depth field estimation procedure (Figure 1). Initially, camera 
calibration  and  rectification  of  the  stereo  image  pairs  is 
performed,  so  that  disparity  is  just  a  horizontal 
displacement. This fact increases significantly the robustness 
and  the  efficiency  of  the  following  depth  map  estimation 
step and it reduces the required computational cost.  
 
Figure 1. Dense depth field estimation procedure. 
 
The rectified stereo image pairs are sent then to the depth 
map  estimation  algorithm  as  shown  in  Figure  1. 
Segmentation results from the left frame is used to provide 
improved results, since 3DTV application requires edges in 
colour and depth images to coincide. In the final step of the 
procedure a background subtraction algorithm is applied in 
order  to  produce  a  foreground  mask  for  each  frame.  The 
goal of this step is twofold: first, it isolates moving objects, 
which provide the most impressive effects in a 3D movie 
and second, it solves some background problems that will be 
discussed in section 4. The final result is a synthesis of each 
foreground map with the background mask. 
 
3. CALIBRATION AND RECTIFICATION 
 
Intrinsic camera parameters are estimated a-priori through a 
simple  calibration  procedure  [8].  Besides  reducing  the 
unknowns in the following external calibration and bundle 
adjustment  procedures,  intrinsic  calibration  is  used  to 
compensate for radial distortion. As a result, the perspective 
camera  model  is  better  approximated  and  the  system 
produces more accurate results. 
Although  external  calibration  can  be  directly  provided  by 
[8],  we  chose  to  apply  a  more  sophisticated  binocular 
feature-based matching approach that can also estimate 3-D 
points in the background, which can be used in the future for 
improved  disparity  estimation.  Estimating  robustly  the 
position and orientation of the binocular pair is also essential 
for the following rectification and disparity estimation steps. 
Our work is based on the approach proposed initially in [9] 
and, subsequently, extended in [10][11]. Probably the most 
crucial  step  in  this  estimation  procedure  is  feature  point 
matching  and  detection.  To  increase  robustness,  we  have 
employed  the  Scale-Invariant  Feature  Transform  (SIFT, 
[12]). SIFT features are invariant to image scale and rotation 
and robust to changes in illumination, noise, occlusion and 
minor  changes  in  viewpoint.  As  seen  by  a  performance 
evaluation  of  different local operators [13], SIFT features 
outperform  other  local  descriptors  on  both  textured  and 
structured scenes. 
Our  approach  first  detects  feature  points  and  associated 
feature  vectors  using  SIFT  and  then  establishes  robust 
feature matches using the k-d tree-based approach proposed 
by the SIFT method. Previous approaches used the Harris 
corner  detector  to  extract  point  features  in  images.  For 
feature  point  matching  search-based  techniques  were 
previously used, while similarity as well as proximity criteria 
were proposed in [9] to improve results and avoid spurious 
matches.  However,  this  approach  requires  the  proper 
definition of a search area, which may not be always easy to 
measure and adapt for each particular sequence. Also, using 
SIFT feature vectors for matching is much more robust, as 
also demonstrated in previous work [14]. 
In both cases (Harris/SIFT), a RANSAC framework is then 
utilized  to  estimate  the  fundamental  matrix  of  the  scene, 
rotation and translation matrices (R,T) as well as a set of 3-
D  points  corresponding  to  the  matched  features,  while 
simultaneously  removing  spurious  correspondences, 
followed by a Levenberg-Marquardt post-processing step to 
further improve the estimation accuracy. The final outputs 
are  the  estimates  of  the  projection  matrices  for  the  two 
views,  which  are  subsequently  used  for  rectification.  A 
problem occurring when high resolution images are utilized, 
is  that  the  computation  of  the  SIFT  features  may  require 
significant amounts of memory. The proposed treatment is to 
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Depth Map tessellate  the  image  into  blocks,  compute  the  features 
independently  in  each  block,  and  merge  the  results 
afterwards.  To  avoid  blocking  artifacts,  the  blocks  in  the 
above  tessellation  are  adequately  overlapping.  However, 
duplicate features may thus be generated, either due to block 
overlap or due to collocation of different SIFT that occur at 
different scales; so a procedure to remove such duplicates is 
used in the merging stage. 
Rectification  refers  to  the  transformation  of  each  image 
plane  so  that  pairs  of  conjugate  epipolar  lines  become 
collinear  and  parallel  to  the  horizontal  axis of the image. 
The  importance  of this step is that disparity estimation is 
made  then  simpler  as  search  is  performed  only  along  the 
horizontal  lines  of  the  rectified  images.  A  simple 
rectification method described in [15] was used, which first 
defines  two  new  projection  matrices  corresponding  to  the 
two new rectified views and subsequently generates the new 
images  from  the  existing  views,  applying an affine image 
transformation and bilinear interpolation.  
 
4. DENSE DEPTH FIELD ESTIMATION 
 
Dense depth field estimation can be considered as a labeling 
problem, where the labels represent the unknown disparities. 
The solution is a labeling, which is piecewise smooth and 
consistent with the observed data. This labeling problem can 
be formulated in terms of energy minimization, where the 
energy consists of two terms: one for smoothness term and 
one  for  data  consistency.  Graph  cut  techniques  can  be 
effectively used to find the global minimum for such energy 
minimization  problems  and  they  are  fast  enough  to  be 
practical.  These techniques consider a weighted graph for 
the  energy  function  with  two  terminal  vertices  called  the 
source  and  sink.  A  cut  is  a  set  of  edges  such  that  the 
terminals  are  separated  in  two  disjoint  sets.  In  weighted 
graphs, the cost of the cut is defined to be sum of weights of 
the edges crossing the cut. The minimum cut problem is to 
find the cut with the minimum sum. The basic idea is that the 
minimum  cut  minimizes  the  energy  either  globally  or 
locally. The minimum cut, in turn, can be computed very 
efficiently by max flow algorithms.  
The alpha-expansion algorithm, introduced by Y. Boykov et 
al [7], is one of the most efficient algorithms for minimizing 
discontinuity-preserving  energy  functions.  The  algorithm 
selects a disparity α, and then finds the configuration within 
a single alpha-expansion move. If this expansion move has 
lower energy than the current labelling, then it becomes the 
current labelling. The algorithm terminates with a labelling 
that is a local minimum of the energy [16].  
Although our tests confirmed the efficiency of this approach, 
they  also  revealed  that  in  order  to  reduce  the  viewing 
artifacts, the colour edges have to coincide, or at least to be 
as  close  as  possible,  with  the  corresponding  depth  edges. 
This means that any inconsistency between colour images 
and  depth  maps  should  be  avoided.  To  satisfy  this 
requirement, colour segmentation information from the left 
frames, based on [7][16][17], was used in order to improve 
results. Another particularly annoying artifact was that some 
stationary background objects in the scene did not maintain 
a constant depth value throughout the entire sequence. This 
fact is mainly due to the shadows of moving objects in the 
scene, which affect textureless surfaces e.g. walls, floor etc. 
In Figure 2 the shadow on the wall creates different depth 
values in two frames of the same sequence, while a slight 
change in depth is also observed in the PC housing. 
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(c) 
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Figure 2. (a)-(b) Two frames of the same sequence and (c)-(d) the 
corresponding depth maps using graph cuts. 
To address the problem we used a background subtraction 
algorithm followed by a morphological filtering to obtain a 
foreground  mask  for  each  left  frame.  These  foreground 
masks are then used to obtain foreground depth maps. The 
final  depth  image  for  each  frame  is  synthesized  by  the 
corresponding  foreground  depth  combined  with  a 
“background”  depth  map,  which  is  initially  created  in 
absence of any foreground object in the scene. 
 
5. EXPERIMENTAL RESULTS 
 
We  conducted  a  number  of  experiments  with  real  stereo 
pairs.  Background  problems  are  mainly  observed  when 
textureless background is used, as in the case of Figure 3. 
The problem is clear in Figure 3(c) and (d), where the alpha 
expansion algorithm assigns different depth values to pixels 
representing the same background objects in two different 
frames  of  the  sequence.  Figures  3(e)-(h)  show  that  our 
approach clearly addresses this problem and creates better 
silhouettes for the foreground objects. 
Another advantage of the proposed approach is that different 
smoothing parameters can be used for the generation of the 
background  depth  maps.  This  flexibility  allows  us  to generate  different  background  depth  maps  for  the  same 
scene without affecting the foreground objects. In Figures 
3(e)-(f)  low  smoothness  parameters  are  utilized,  while  in 
Figures 3(g)-(h) a smoothed background is applied for the 
same sequence.  
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Figure  3.  (a)-(b)  Two  frames  of  the  same  sequence, (c)-(d) the 
corresponding depth maps using graph cuts, (e)-(f) the result of the 
proposed  approach  using  low  smoothness  parameters  for  the 
background, (g)-(h) the result of the proposed approach using high 
smoothness parameters for the background. 
 
6. CONCLUSIONS 
 
In this paper we presented an approach for generating 3D 
content for autostereoscopic displays. The proposed method   
involves capture of the scene from two views, internal and 
external calibration, rectification of stereo pairs and dense 
depth  field  estimation  based  on  the  decomposition  of  the 
scene  in  foreground  and  background  depth  maps.  In  the 
future, chromakey technology may be used to provide more 
impressive  effects  and/or  more  accurate  foreground  depth 
maps. Furthermore, the set of highly accurate 3-D points that 
are a by-product of the calibration procedure may also be 
used to improve the disparity estimation result. 
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