Abstract: This study towards the Map-Matching process that is useful to align a location of Global Positioning System (GPS) of vehicles on the digital road networks. Today's GPS-enabled vehicles in developed countries generate a big volume of GPS data. On the other hand, the development of new roads in the city enables the road network very complex and difficult to match the vehicles' location. So therefore, different techniques (i.e., pre-processing techniques) may be applied before the map-matching process is a recent concern of the Intelligent Transport System (ITS) research community. In this paper, we introduce the pre-processing technique; splitting the road network graph and processing the Single Source Shortest Path (SSSP) in synchronize parallel processing in the Hadoop environment. The proposed technique enables the map-matching schemes efficient to align the GPS points on the digital road networks. In the experimental work, the results of the map-matching schemes (i.e., found in the literature review) incorporated with our proposed pre-processing technique shows better performance in aspect to the response time.
INTRODUCTION
A fundamental pre-process and useful service in Location-Based Services (LBS) is a map-matching process [1] . Specifically, the map-matching process is required in LBS when aligning the locations of Global Positioning System (GPS) with the road network graph on a given digital map. Several applications for GPSenabled vehicles such as moving objects management and driving directions use map-matching process as a fundamental step. More specifically, the map-matching process is categorized into three categories: (a) local or incremental method [2, 3] , (b) global method [1] [4, 5] and (c) statistical method [6, 7] . In the first category, the algorithms effort to discover the local match of geometry wherein the small portion of the space close to the GPS point is considered. This approach provides the better results in aspect to accuracy with high sampling frequency of the trajectory i.e., 2-5 seconds time interval between GPS points. In the second category, the algorithms consider the complete trajectory for mapmatching with a digital road network. The global methods provide the better results in aspect to the accuracy with low-sampling frequency of the trajectory i.e., more than 120 seconds time interval between GPS points. The methods in the third category performs with the statistical methods such as Bayesian classifies, Hidden Markov model [6] , Kalman filter and cubic spline interpolation [7] to handle GPS measurement errors. In aspect to the fast response time, the algorithms follow local/incremental method are very fast, while the algorithms follow global method are slow. More concisely, in aspect to the accuracy, the algorithms follow local/incremental method produce low accurate results; while the algorithms follow global method provides high accurate results.
Several LBS applications are deployed online that need a fast result. A map-matching technique therefore is needed which must be deal the low-sampling GPS data and produce fast result. In practice, we found in the wellknown map-matching algorithms that the shortest path queries are most frequently used process and most time consuming part of the algorithms.
In this paper, we propose a pre-processing technique for map-matching process, which is approached as follows: (a) The pre-processing technique in the developed model is based on splitting the road network [8] found in the literature review) providing better performance in aspect to overall response time with slightly effects on the accuracy.
The rest of the paper is organized as follows. Section 2 addresses the related work and Section 3 presents the proposed pre-processing model. In the sequel, in Section 4, we provide the experimental results and discussions, while in Section 5, we show the conclusion of the paper.
RELATED WORK
Processing of Shortest Path Queries (SPQs) on spatial road network database has been focused recently in the state-of-the-art in order to reduce memory and computation overheads. Wherein spatial road network database, roads are modeled in the graph, where road junctions and road segments are nodes and edges, respectively. To propose new model of road network is fundamental problem in Geographic Information System (GIS) databases for LBS applications [9] [10] [11] [12] [13] . The best map-matching approaches are highly depended on the accuracy and correctness of underlying road networks [11] . For instance, Hu et. al. [9] proposed an efficient index to discretize the distances between objects and network nodes into categories, called distance signature for distance computation and query processing over long distances. Kolahdouzan and Shahabi [10] proposed: "a novel approach to evaluate k-Nearest Neighbor (kNN) queries in spatial network databases using first order Voronoi diagram based on partitioning a large network to small Voronoi regions, and then pre-computing distances both within and across the regions". Authors claimed that the process of pre-computing distances and partitioning a large network to small regions can save storage and computation cost. Author in [12] proposed quick mapmatching algorithm based on structure of road network, on which road network is divided into two levels and partitions into small grids (mesh). Author claimed that old road network model is not sufficient need to be adapted to the requirement for the efficient mapmatching.
Since SPQs (i.e., Dijkstra's algorithm) is only efficient for shortest distances [9] , and to minimize the searching and storage cost, the optimal category partitions of spatial road network is needed. By our practical approach and comparative analysis study, we show that the proposed technique of partitions in road network is efficient and robust for SPQs in mapmatching.
Main difference between current state-of-the-art and in our work is (a) we pre-compute shortest path queries between all nodes while previous work pre-compute the query between nodes and objects specifically. Furthermore, (b) our system pre-compute the results can be used in different applications which need to perform shortest path query rather in one application they are built for. Common types of queries can also use these results to accelerate the query processing time. Moreover, (c) we eliminate storage overheads as much as possible through splitting road network to small grids and finding redundant data in pre-computed results. (d) We use more efficient technique to pre-compute results, which perform on parallel computing. This technique is not only beneficial for pre-compute results at once but also it is more helpful when road network need to modify then only particular region of the road network will be computed by parallel computers.
THE PROPOSED PRE-PROCESSING MODEL
In our proposed model, we split a road network graph into small regions/partitions. The purpose of splitting road network graph into small partitions is to store the results into files in such a way that the required partition can be loaded into the memory. This approach does not only provide an advantage of low-cost storage and efficient query processing but also road network could be well-managed in case of new roads updated by transportation department in the road network database. In the case of updating road network database, only specific partition of the graph would be computed the shortest path distances and spatial information.
A pseudo-code of the proposed technique for partitioning a given road network graph is depicted in Algorithm 1. In this paper, we use the important notations and descriptions which are shown in the Table  II. [12] . In order to balance a load in each sub-graph, our proposed technique guarantees that each sub-graph is created while satisfying a constraint. Such constraint considered in our paper is to create subgraphs ( , ) with an approximate equal number of nodes. Specifically, to meet the constraint, each subgraph is adjusted by moving their border's coordinates with a specific value. Initially, this algorithm finds minimum and maximum coordinates of the entire graph ( , ) in respect to find both: (1) a partial coordinates and (2) a moving border value to adjust the borders for each partition (line 1-3). The moving border value can be further tuned with value. Next, the algorithm finds a number of approximate vertexes in each subgraph by dividing the number of vertexes in the entire graph with the number of partitions (line 5). Then a loop generates number of sub-graphs (line 6-16). At the beginning of the loop, a total number of vertexes between left_border and right_border of the current partition will be calculated (line 8). If a difference of (a) total number of vertexes (in the current partition) and (b) approximate vertexes (for each partition) is not greater than total vertexes of an extra space between and ℎ ℎ , then the algorithm creates a sub-graph (line 9-12). Otherwise, by the algorithm moves a border of the partition to adjust the coordinates of the sub-graph (line 13-15) until to satisfy the constraint (line 9). The output of this algorithm is visualized in Fig. 2 , where we set = 10 and it generated = 10 sub-graphs. After partitioning of road network graph, the proposed pre-processing technique further generates allpairs shortest paths between all vertexes in the graph. The above problem has been solved with SSSP function based on Dijkstra algorithm [14] . The SSSP function computes shortest distances from a single source node to all-pairs in the graph. Fig. 1 shows an SSSP example for a six-node network graph connected with seven edges [15] . Each edge is weighted with different value, shown in figure (a). The SSSP results of each node in the graph are revealed into figure (b). 
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We used parallel computing environment to process the SSSP function on given road network graph. Parallel computing provides an efficient way to process a large graph computation. Specifically, BSP [16] [17] [18] parallel computing paradigm implemented in HAMA [19] graph processing tool is selected to process SSSP function.
We modify the SSSP function implemented in Hama according to our problem requirement. In this paper, we used our modified SSSP function approaching BSP parallel computing model proposed in our previous work [15] . Different to our previous work, we consider in this paper to reduce the storage cost by removing redundant data which is highlighted in Fig. 1(b) . The complete pseudo-code of the modified SSSP function approaching BSP parallel model is clearly explained in our previous work [15] .
EXPERIMENTAL RESULTS

A. Setup
In our experiment, we created the Hadoop based computation environment. The Hadoop (version 1.1.2) setup is installed on a total of three physical machines, with the one dedicated for the master node, while the rest ones dedicated for the worker nodes. Each of them is comprised of 8 CPUs Intel(R) Xeon(R) with 2.20GHz speed and 32GB memory. For the pre-processing step, the BSP-based Hama (version 0.6.2) parallel processing technique is employed on the top of the Hadoop environment.
B. GPS Data
 In our experiment, we used the road network graph of Shenzhen city in China. The road network graph is consisted of 86335 vertices and 133397 road segments [20] . Each vertices and road segments are identified by GPS locations stored in the dataset. Fig. 2 visualizes the road network of Shenzhen after applying the proposed partitioning technique.
 Moreover, we used a real-world trajectory dataset contained a number of trajectories collected within 24-hours of a day from a taxicab which was traveled around Shenzhen city in China.
 Furthermore, a synthetic trajectory dataset randomly generated by our own simulator is also used in our experiments. We adopted the method for creating synthetic trajectory dataset from [1] .
C. Comparison Performance Metrics
We incorporated our pre-processing technique with the fundamental location-based service called mapmatching scheme. The ST-MM [1] and LB-MM [8] map-matching schemes are considered to evaluate the proposed pre-processing technique. We considered two primary performance metrics: Additionally, we investigate the studied mapmatching schemes by setting the parameters. Such as Candidate Points (CPs) for each GPS point equals to=5 and Error Circle Radiuses (ECR) equals to=100 meters in the ST-MM. In the LB-MM the minimum value and maximum value of CPs are set 3 and 7, respectively, while the minimum value and maximum value of ECR Figure. 2 Visualized road network of Shenzhen after applying partitioning technique http://journals.uob.edu.bh are set 60 and 150 meters, respectively. We call ST-MM-U and LB-MM-U map-matching schemes (i.e., update versions) when applying the proposed pre-processing technique. In order to maintain the fair comparison, we set same parameters values in the studied map-matching schemes (i.e. ST-MM, LB-MM, ST-MM-U, and LB-MM-U). All of the above algorithms are simulated in our own simulator build in Java. Java programing language supports database connectivity [22] .
D. Results and Discussions
First of all, we give a complete road network graph as an input to parallel processing environment to preprocess SSSP function. Table I . shows that one node generates 73515 records reserving total 1.76 MB storage space, while all nodes reserve a total of 129.7 GB storage space. It must be noted that nodes means vertexes of the road network graphs. From the table we can interpret that the preprocessing of complete road network (without partitions) is unacceptable. In order to minimize the storage cost, the partition technique of road network graph is required. We split the road network graph to small equal regions/grids, shown in the below table (i.e., Table II. ). In the table of graph decomposition, our partition technique distributed graph into ten partitions, each partition comprised an approximate same number of nodes. Each node generated a number of records with equal to the total number of nodes. The pre-compute results for each partition will be stored in separate table in spatial database as map-matching algorithm easily make searching query within time period. In order to minimize the storage cost, we found the redundant data in the output of the pre-processing step, as shown in Fig. 1 (b) . When we eliminate un-used data from pre-compute results, then the storage space will be reduced and the searching query will be faster. It is clearly shown in Table II that the filtered data can save an half storage cost.
We further evaluate our pre-processing technique by incorporating with map-matching schemes, i.e., ST-MM-U and LB-MM-U. Fig 3 shows the map-matching results in aspect to the overall running time and the accuracy performance metrics. Fig. 3(a) shows the average running times when varying the number of GPS points per trajectory. The results shown in Fig 3(a) clearly reveal that the map-matching schemes when apply the pre-processing technique (i.e., ST-MM-U and LB-MM-U) provided fast response time. More-precisely, the ST-MM and LB-MM with the proposed pre-processing techniques (i.e., ST-MM-U, LB-MM-U) took much less computation time as compared to basic ST-MM and LB-MM algorithms. Another remark is that the ST-MM-U and the LB-MM-U outperform the ST-MM and LB-MM in aspect to accuracy performance metric. Fig. 3(b performance metric (i.e., CMP). Specifically, it shows the average CMP of synthetic trajectories when varying the sampling-rate from 2 to 6 minutes per trajectory. It can be seen that our proposed strategies produced almost the same results with the ST-MM and LB-MM algorithms. Another remark is that when the trajectory is travelled on more partitions of the road network then the accuracy of ST-MM-U and LB-MM-U is slightly degraded as compare to the ST-MM and LB-MM.
CONCLUSIONS
This paper addresses the proposed pre-processing technique for map-matching strategies. We thoroughly described the pre-processing techniques and their steps used in the map-matching process. Furthermore, the technique is tested and implemented incorporated with the well-known SPQ-based map-matching schemes i.e., ST-MM and LB-MM. The results shown that the studied map-matching schemes provided better results when apply the proposed pre-processing technique. 
