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Abstract
The projective norm graphs P(q, 4) introduced by Alon, Ro´nyai and Szabo´ are explicit
examples of extremal graphs not containing K4,7. Ball and Pepe showed that P(q, 4) does not
contain a copy of K5,5 either for q ≥ 7, asymptotically improving the best lower bound for
ex(n,K5,5).
We show that these results can not be improved, in the sense that P(q, 4) contains a copy
of K4,6 for infinitely many primes q.
1 Introduction
Let H be any graph. For any n ≥ 1, the Tura´n function ex(n,H) is defined as the maximum
possible number of edges of an H-free graph on n vertices. Although the precise value of the
Tura´n function is known in several cases, for arbitrary graphs H the best result we have is an
asymptotic estimate provided by the Erdo˝s-Stone-Simonovits theorem:
ex(n,H) =
(
1− 1
χ(H)− 1 + o(1)
)(
n
2
)
, (1)
where χ(H) is the chromatic number ofH . This estimate is particularly poor whenH is bipartite
(χ(H) = 2), as then it only tells us that ex(n,H) = o(n2). Therefore it makes sense to try to
obtain better estimates for bipartite graphs.
Even the case of complete bipartite graphs Kt,s is not fully solved. Ko˝va´ri, So´s and Tura´n
([11]) showed that ex(n,Kt,s) ≤ ct,sn2− 1t for any s ≥ t, where ct,s > 0 is a constant depending
only on t and s. While the upper bound is believed to be tight, the best general lower bound,
obtained by the probabilistic method ([8]), only gives
ex(n,Kt,s) ≥ cn2−
s+t−2
st−1 . (2)
Nevertheless, the upper bound is tight for t = 2, as shown by Erdo˝s, Re´nyi and So´s ([7]), and
t = 3, as shown by Brown ([4]). On the other hand, the asymptotic behaviour of ex(n,Kt,t) is
not known for any t ≥ 4.
A significant step towards a solution to this problem was made by Kolla´r, Ro´nyai and Szabo´
([10]), who constructed the norm graphs G(q, t), a family of graphs which are extremal for Kt,s,
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for any s ≥ t! + 1. This construction was further refined by Alon, Ro´nyai and Szabo´ ([1]),
who introduced the projective norm graphs P(q, t), graphs which are extremal for Kt,s, for any
s ≥ (t− 1)! + 1.
The construction of P(q, t) is as follows. Let t ≥ 3 and q be a prime power. We let Fq be
the finite field with q elements.
We define P(q, t) as the graph on vertex set Fqt−1 × F∗q , with an edge between two vertices
(α, a) and (β, b) if and only if N(α + β) = ab. Here N(x) denotes the norm of the element x
relative to the extension Fqt−1/Fq. Then the following holds.
Theorem 1 ([1]). Any t distinct vertices in P(q, t) have at most (t− 1)! common neighbors.
Later several other families of graphs avoiding large bipartite subgraphs were constructed
([3], [5]). However, none of these constructions matches (or improves) the bound s ≥ (t−1)!+1,
and in fact to this day the projective norm graphs remain the best construction we have: for no
s ≤ (t− 1)! and t large enough do we know an example of a graph improving (2).
For t = 4, P(q, 4) avoids K4,7. It was shown by Ball and Pepe ([2]) that for q ≥ 7, P(q, 4)
further avoids K5,5, thus improving the lower bound on ex(n,K5,5) to
1
2 (1 + o(1))n
7/4. As the
best lower bound on ex(n,K4,4) is
ex(n,K4,4) ≥ 1
2
n5/3 + o(n5/3),
following from Brown’s optimal construction for K3,3, it would be desirable to know whether
P(q, 4) further avoids any of the subgraphs K4,4,K4,5 or K4,6. The main result of this note is
the following.
Theorem 2. There exists an infinite sequence of primes of density 19 such that for any prime
p in this sequence, P(p, 4) contains a copy of K4,6.
It would be very interesting to show that P(q, t) contains a copy of Kt,(t−1)! for any t ≥ 4
and infinitely many q. I strongly believe that this general claim should have a beautiful simple
proof; but so far I have not found any.
As an amend to this, I show the following.
Theorem 3. For any t ≥ 4 and any m ≥ 1, there exists an infinite sequence of primes of
positive density such that for any prime p in this sequence, P(p, t) contains a copy of Kt−1,m.
Of course it follows directly from the Ko˝va´ri-So´s-Tura´n theorem that P(q, t) contains arbi-
trarily large Kt−1,m. The point of Theorem 3 is that it provides an explicit construction of such
subgraphs.
The proof of Theorem 2 is of the following nature. A relatively well-behaved copy of K4,6 is
found in P(7, 4) using a computer search. Then using the approach of [15] and [9], this copy is
lifted to infinitely many primes p. However, the techniques in [9] only apply if the initial copy is
in a finite field of very large characteristic. It is rather remarkable that the same methods can
be used if the starting prime is small (in our case, 7). Furthermore, an additional theoretical
complication is introduced by the use of the norm; this requires a more delicate handling of the
Galois groups involved.
2 A Galois extension of Q
The plan to prove Theorem 2 is the following. We shall first define two finite extensions
E/Q, F/E such that [F : E] = 3. Then in F/E × E we will construct a copy of K4,6, with the
norm condition fulfilled by NF/E(x). We will then show that E maps in a suitable sense to Fp,
for infinitely many p, while F maps to a degree 3 extension of Fp. As the norm essentially stays
the same, this will give a copy of K4,6 in P(p, 4).
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Let ζ be a third root of unity. Let θ1 be the root
3
√
2 of the polynomial x3 − 2 and θ2 the
root 3
√
3 of the polynomial x3 − 3. Define F := Q(ζ, θ2, θ1).
Lemma 4. The field F is a Galois extension of Q of degree [F : Q] = 18. A basis of F/Q is
given by all elements of the form ζiθj1θ
k
2 , with 0 ≤ i ≤ 1 and 0 ≤ j, k ≤ 2.
Proof. The roots of the polynomial x3 − 2 are ζiθ1 with 0 ≤ i ≤ 2. Similarly, the roots of the
polynomial x3 − 3 are ζiθ2, 0 ≤ i ≤ 2. Hence F is the splitting field of (x3 − 2)(x3 − 3), in
particular a Galois extension of Q.
Clearly [Q(ζ) : Q] = 2 with basis {1, ζ}, and [F : Q(ζ)] ≤ 9. We show that the elements of
A := {θj1θk2 : 0 ≤ j, k ≤ 2} are pairwise linearly independent over Q(ζ). Indeed, if
αθj11 θ
k1
2 + βθ
j2
1 θ
k2
2 = 0, α, β ∈ Q(ζ)∗, (j1, k1) 6= (j2, k2),
then θj1−j21 θ
k1−k2
2 ∈ Q(ζ). Then Q(ζ) contains a cube root of 2, 3, 6 or 12, and hence has degree
at least 3 over Q, a contradiction.
Then by Theorem 1.3, [6], A is linearly independent over Q(ζ). Hence F/Q(ζ) is an extension
of degree 9 and has A as a basis. Then the elements ζiθj1θ
k
2 also form a basis of F over Q.
Let S := {ζiθj1θk2 : 0 ≤ i ≤ 1, 0 ≤ j, k ≤ 2} be the basis of F/Q.
Let G be the Galois group of F/Q. Any element τ ∈ G is described by how it acts on ζ, θ1
and θ2. Consider the maps
τ1 : ζ → ζ2, τ2 : θ1 → ζθ1, τ3 : θ2 → ζθ2,
which act on one element of {ζ, θ1, θ2} and fix the remaining two. This defines τi at every
element of S, and by linearity we can extend each τi to the whole of F . Then τi is multiplicative
on S, in particular τi ∈ G. It follows that τ1, τ2 and τ3 generate G (as they generate 18 distinct
elements). But the subgroup < τ2, τ3 > is isomorphic to Z3 × Z3, a direct product of two
cyclic groups, and τ1 acts as conjugation. Thus G is isomorphic to the semi-direct product
(Z3 × Z3)⋊φ Z2, with the map φ : Z3 × Z3 → Z3 × Z3 sending an element to its inverse.
Let σ ∈ G be the Galois automorphism sending ζ → ζ, θ1 → ζθ1 and θ2 → ζ2θ2. Then σ
corresponds to the element (1, 2)⋊φ 0, and so has conjugacy class Cσ = {σ, σ2}.
Note that {1, σ, σ2} is a subgroup of G. Let E ⊂ F be the fixed field of this subgroup.
Then Q(ζ) ⊂ E. However, as σ permutes the roots of x3 − 2 cyclically, this polynomial is still
irreducible over E. Then F = E(θ1). The fields E and F are our desired extensions.
3 The construction of K4,6
We are now ready to describe the construction of K4,6 in F/E × E. We shall use the basis
1, θ1, θ
2
1 of F/E.
Consider the polynomial g(x) := x3 + 21x2 + 3x+ 7. It has the roots
−4 · 61/3 − 2 · 62/3 − 7, −4 · 61/3ζ − 2 · 62/3ζ¯ − 7, −4 · 61/3ζ¯ − 2 · 62/3ζ − 7,
which all lie in F . The most important thing for us is that σ(61/3) = σ(θ1θ2) = ζ
3θ1θ2 = 6
1/3,
and hence σ fixes all the roots of g. Then all the roots of g belong to E.
Now define A := {(0, 3), (1, 4), (2, 5), (θ1 + 1, 6)}. Further define
B :=
{
(ζkθ21 − 1, 1) : 0 ≤ k ≤ 2
}
⋃{(
−1− η
4
θ21 −
1 + η
2
θ1 − 1, 1 + 3η
2
4
)
: η a root of g
}
.
Any element of A ∪ B is of the form (α, a) with α ∈ F and a ∈ E. The existence of a K4,6 is
shown by the following.
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Lemma 5. For any (α, u) ∈ A and any (β, v) ∈ B we have NF/E(α+ β) = uv.
Proof. Let x := aθ21 + bθ1+ c, a, b, c ∈ E, be any element of F . The norm NF/E(x) is defined as
the determinant of the linear map y → xy. For the basis 1, θ1, θ21 we get
NF/E(x) = det

 c 2a 2bb c 2a
a b c

 = c3 + 2b3 + 4a3 − 6abc.
By our choice of B, β is of the form aθ21 + bθ1 − 1. Thus we need to check that the following
holds:
NF/E(aθ
2
1 + bθ1 − 1) = 4a3 + 2b3 + 6ab− 1 = 3v,
NF/E(aθ
2
1 + bθ1) = 4a
3 + 2b3 = 4v,
NF/E(aθ
2
1 + bθ1 + 1) = 4a
3 + 2b3 − 6ab+ 1 = 5v,
NF/E(aθ
2
1 + (b + 1)θ1) = 4a
3 + 2b3 + 6b2 + 6b+ 2 = 6v,
for any (β, v) ∈ B. This readily follows if (β, v) is of the form (ζkθ21 − 1, 1).
So assume (β, v) =
(
− 1−η4 θ21 − 1+η2 θ1 − 1, 1+3η
2
4
)
for some root η of g.
As η3 = −21η2−3η−7, we have (1−η)3 = 8+24η2. Also (1+η)3 = −6−18η2. Consequently
4
(
−1− η
4
)3
+ 2
(
−1 + η
2
)3
= − 1
16
(8 + 24η2) +
1
4
(6 + 18η2) = 1 + 3η2 = 4v.
Furthermore,
1− 6
(
−1− η
4
)(
−1 + η
2
)
= 1− 3
4
(1− η2) = v.
These two facts together verify the first three norm equations. For the final one, note that
3
(
−1 + η
2
)2
+ 3
(
−1 + η
2
)
+ 1 =
3 + 3η2 + 6η
4
− 3 + 3η
2
+ 1 =
1 + 3η2
4
= v.
This implies that the last norm equation holds as well, finishing the proof.
For the proof of Theorem 2 we need one further ingredient.
Theorem 6 (Chebotare¨v’s density theorem, [14]). Let f be a polynomial with integer coefficients
and with leading coefficient 1. Assume that the discriminant ∆(f) of f does not vanish. Let C
be a conjugacy class of the Galois group G of f. Then the set of primes p not dividing ∆(f) for
which the Frobenius substitution σp belongs to C has a density, and this density equals
|C|
|G| .
In what follows we shall use the terminology from [14]. In particular, if K is a field of
characteristic 0 and p a prime number, a place of K over p is a map ψ : K → Fp ∪ {∞} with
the following properties:
(i) ψ−1Fp is a subring of K, and ψ : ψ
−1Fp → Fp is a ring homomorphism;
(ii) ψ(x) =∞ if and only if ψ(x−1) = 0, for any non-zero x ∈ K.
See [12], Chapter 8, for a standard treatment of Chebotare¨v’s theorem.
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Proof of Theorem 2. The polynomial f(x) := (x3 − 2)(x3 − 3) has discriminant ∆(f) = 26244
and splitting field F . Applying Theorem 6 to the conjugacy class Cσ of σ in the Galois group
G of f gives an infinite sequence S of primes of density |Cσ||G| = 19 .
Let p be any prime in S not dividing the discriminant ∆(g) = −248832 of g, and ψ a place
of F over p. By assumption, σp ∈ Cσ = {σ, σ2}. Thus the Frobenius automorphism of Fp fixes
the elements of ψ(E), and permutes cyclically the roots of x3 − 2.
Hence ψ maps any root of g to an element of Fp ∪ {∞}. However, as x3g( 1x ) has constant
term 1, none of the roots of g map to ∞. As p 6 |∆(g), all the roots of g are distinct elements of
Fp.
For the same reason there is a cube root of unity present in Fp.
As the roots of x3− 2 are permuted cyclically, x3− 2 stays irreducible over Fp. Let us adjoin
the root ψ(θ1) of x
3 − 2 to form Fp3 . Then the sets ψ(A) and ψ(B) are well-defined in Fp3/Fp.
Furthermore ψ(NF/E(x)) = NF
p3
/Fp(ψ(x)) holds for any x = α+ β, with (α, a) ∈ A, (β, b) ∈ B.
Then Lemma 5 shows that ψ(A) and ψ(B) form a K4,6 in P(p, 4).
4 The construction of Kt−1,m
In this section we prove Theorem 3. Let t ≥ 4 and m ≥ 1 be arbitrary. Let θ1, θ2, . . . , θm be
the roots of xm − 2. This time there is no particular reason for choosing this polynomial; any
m conjugates will do. Let L be the splitting field of (xm − 2)(xt−2 − 1).
Define the polynomials fi(x) = x
t−1−x+θi, 1 ≤ i ≤ m. The derivative f ′1(x) = (t−1)xt−2−1
has t− 2 distinct roots x1, . . . , xt−2. Then
f1(xi) =
xi
t− 1 − xi + θ1 = −(1−
1
t− 1)xi + θ1.
Hence f1 takes distinct values at xi, 1 ≤ i ≤ t− 2. We now use the following theorem of Hilbert.
Theorem 7 ([13], Theorem 4.4.5). Let K be any field of characteristic 0, and g ∈ K[x] of
degree n. Suppose g′(x) has distinct zeroes, and g takes distinct values at the zeroes of g′. Then
g(x)− T has Galois group Sn over K(T ).
Therefore f1(x) − T is irreducible and with Galois group St−1 over L(T ). By Hilbert Ir-
reducibility ([13], Theorem 3.4.1 and Proposition 3.3.5), we can find an integer r such that
f1(x) − r stays irreducible over L and still has Galois group St−1.
Let F be the splitting field of f1(x) − r over L. Let σ be the Galois automorphism of F
corresponding to the element (12 . . . t − 1) in the Galois group of F/L. Then σ generates a
subgroup H = {1, σ, . . . , σt−2}. Let E := FH be the fixed field of this subgroup.
Lemma 8. Let θi ∈ E be any conjugate of θ1. Then σ permutes the roots of the polynomial
fi(x)− r = xt−1 − x+ θi − r cyclically, for any 1 ≤ i ≤ m.
Proof. Take a Q-automorphism of L mapping θ1 to θi, and extend it to an automorphism τ of
F mapping E to itself.
As f1(x) − r splits over F , so does fi(x) − r = τ(f1(x) − r). Hence if σ does not permute
the roots of fi(x) − r cyclically, then fi(x) − r factors as gi(x)hi(x) over E. It follows that
f1(x) − r = τ−1(fi(x) − r) = τ−1(gi(x))τ−1(hi(x)), and so f1(x) − r also factors over E, a
contradiction with the fact that f1(x)− r is irreducible over E.
Now apply Theorem 6 to the minimal polynomial of a primitive element in F/Q and the
conjugacy class of σ in Gal(F/Q), to obtain a sequence of primes of positive density. Let p be
any prime in this sequence, and ψ a place of F over p. Then ψ maps all the roots θi to elements
of Fp. By design, ψ(f1(x)− r) is an irreducible polynomial of degree t− 1 over Fp: adjoin some
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root to obtain Fpt−1 . By Lemma 8, all the polynomials ψ(fi(x)− r) are irreducible over Fp, and
split in Fpt−1 . Let αi be a root of the polynomial ψ(fi(x) − r), 1 ≤ i ≤ m. Further let ζ be a
(t− 2)-root of unity, which must belong to Fp by construction.
Now define A := {(ζk, 1) : 1 ≤ k ≤ t− 2} ∪ {(0, 1)}.
Also let B := {(−αi, ψ(θi − r)) : 1 ≤ i ≤ m}.
Then |A| = t − 1, |B| = m and A ∪ B are vertices of P(p, t). We claim that they form a
Kt−1,m in P(p, t). To see this, note that for any 1 ≤ k ≤ t− 2 and 1 ≤ i ≤ m,
NF
pt−1
/Fp(ζ
k + (−αi)) = ψ(fi − r)(ζk) = ψ(θi − r).
Furthermore,
NF
pt−1
/Fp(0 + (−αi)) = ψ(fi − r)(0) = ψ(θi − r)
as well. This shows that A ∪B indeed defines a Kt−1,m, as desired.
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