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ABSTRACT In single-particle tracking experiments, the diffusion coefficient D may be measured from the trajectory of an
individual particle in the cell membrane. The statistical distribution of single-trajectory diffusion coefficients is examined by
Monte Carlo calculations. The width of this distribution may be useful as a measure of the heterogeneity of the membrane and
as a test of models of hindered diffusion in the membrane. For some models, the distribution of the short-range diffusion
coefficient is much narrower than the observed distribution for proteins diffusing in cell membranes. To aid in the analysis of
single-particle tracking measurements, the distribution of D is examined for various definitions of D and for various trajectory
lengths.
INTRODUCTION
The scatter in the observed diffusion coefficients of mem-
brane proteins and lipids is of interest for two reasons, one
technical and one biological. The technical reason is that in
single-particle tracking (SPT) experiments, individual tra-
jectories of mobile particles on the cell surface are observed,
and a diffusion coefficient D can be obtained from a single
trajectory. It is useful to know how good a value of a short-
or medium-range diffusion coefficient can be obtained
from a single trajectory with a given number of position
measurements.
The biological reason to look at the scatter of D is to see
the extent to which the scatter may reflect real heterogeneity
in the membrane. A wide distribution of D is a common
feature of fluorescence photobleaching recovery (FPR)
measurements of lateral diffusion in cell membranes. Jacob-
son et al. (1984) found a 2-fold variation in D(FPR) from
point to point on a single cell and a 10-fold variation among
cells, and the variation among cells was not just due to the
stage in the cell cycle. Wade et al. (1989) found the distri-
bution ofD to be lognormal and used the geometric mean as
the value of D. The observed scatter in D is much greater
than would be expected from the experimental error in an
FPR experiment, implying heterogeneity of the membrane
(Edidin, 1992; Feder et al, 1996; Ghosh and Webb, 1994;
Jacobson et al., 1984; Thomas and Webb, 1990; Tocanne et
al., 1994b). For reviews of other evidence of heterogeneity,
see Bergelson et al. (1995), Edidin (1992, 1993, 1994),
Jacobson and Vaz (1992), Tocanne et al. (1994a), and Welti
and Glaser (1994).
The sources of the scatter in D may be biological, instru-
mental, or statistical. The goal is to see how much of the
observed variation is purely biological. For a discussion of
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instrumental sources, see, for example, Petersen et al.
(1986), Thomas and Webb, (1990), Gordon et al. (1995),
and Munnelly et al. (1996). Here we examine the statistical
component by Monte Carlo calculations. We consider a
pure random walk, for which D is independent of time, and
several models of diffusion with obstruction, binding, or
both, for which D may be initially time dependent but
crosses over to a time-independent value at large times
(Saxton, 1995, 1996). We assume that diffusion does not
follow a fractal time model (Nagle, 1992; Feder et al.,
1996), for which D(t) - ta, a < 0 for all times. We will not
model here the scatter in the long-range diffusion coeffi-
cient from FPR experiments (see Schram et al., 1994, 1996).
In the first part of this article we consider the statistical
scatter in D from Monte Carlo calculations and examine
how it depends on the definition of D, the number of time
points, and the statistical weighting. This work confirms and
extends work of Qian et al. (1991) on the statistical accuracy
of SPT. The results are of interest primarily to SPT exper-
imentalists. The second part is of more general interest. It
uses the scatter in D as a measure of the heterogeneity of a
cell membrane, comparing the scatter measured in cells with
the scatter obtained for various models of obstruction and
binding.
Sources of heterogeneity may include lipid domains,
binding sites on immobile species, trapping in coated pits
(Kusumi et al., 1993), and obstruction by cytoskeletal ele-
ments. Hindered diffusion in cell membranes is discussed
by Feder et al. (1996) and Kusumi and Sako (1996). For
reviews of trapping models and hindered diffusion, see
Bouchaud and Georges (1988, 1990), Haus and Kehr
(1987), Havlin and Ben-Avraham (1987), and Scher et al.
(1991).
METHODS
The Monte Carlo calculations are carried out as described earlier (Saxton,
1996). Briefly, mobile point obstacles are placed on a triangular lattice at
random at a prescribed concentration. A tracer is placed at a random
unblocked point on the lattice and carries out a random walk on unob-
structed lattice sites. The tracer position is recorded as a function of time.
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Periodic boundary conditions are imposed, and a 256 X 256 lattice is used.
The modifications required to treat binding models are discussed elsewhere
(Saxton, 1996). Thermal equilibrium initial conditions are assumed for the
binding models. The approximations involved in a lattice model of lateral
diffusion are discussed by Scalettar and Abney (1991) and Almeida and
Vaz (1995).
In some of the calculations (indicated in the figure legends), a random-
step-length continuum algorithm was used. At each time step, the direction
of the step is chosen randomly, and the length of the step is chosen
randomly from the distribution
(1/4wIDt)exp(- 1/4Dt)2irrdr
using the algorithm of Press et al. (1992). This distribution gives the radial
displacement when a particle undergoes random independent Gaussian
displacements in the x and y directions (Gnedenko, 1968). A slower
alternative is to generate the random step as the sum of N steps of fixed
length, scaled by \N/; a value ofN = 32 is safe. The continuum algorithm
is preferable to a lattice model, because it eliminates from the histograms
of D* spikes that result from lattice structure.
Monte Carlo diffusion coefficients are denoted by D*, normalized to 1
for pure unobstructed diffusion, and experimental diffusion coefficients are
denoted by D. The "length of a trajectory" is used to indicate the number
of position measurements for one particle, not a distance or a time.
RESULTS
We examine the probability distributions of short- and long-
range diffusion coefficients obtained from individual trajec-
tories. The results may seem artifactual, highly dependent
on the definition of D* and the length of the runs. But these
are precisely the artifacts that arise in analysis of experi-
mental SPT results, in which one has tens or hundreds of
trajectories. The Monte Carlo calculations yield good prob-
ability distributions from well-defined models of hindered
diffusion.
In SPT, the mean-square displacement (MSD) (r2(t)) is
calculated from an observed individual trajectory by inter-
nal averaging. Two methods (Qian et al., 1991) have been
used, averaging over all pairs of points with a given time
lag, and averaging over independent pairs of points with a
given time lag. These averages are compared in detail in the
Appendix. Here we use the averages over all pairs of points,
because most experimentalists have done so. Averaging
gives good values for short time lags and very scattered
values for long time lags, so it is necessary to specify a
cutoff time, that is, a maximum time lag used. For example,
in a trajectory of 1024 time steps, if the averaging is done
over independent pairs of points 512 time steps apart, there
are only two pairs in the average, [r(512) - r(o)]2 and
[r(1024) - r(512)]2, and the scatter in (r2(512)) is large. If
the averaging is done over all pairs of points 512 time steps
apart, there are 512 pairs in the average, [r(512)
-r()]2,
[r(513) - r(1)]2, . . ., [r(1024) - r(512)]2, but the pairs are
highly correlated, and the scatter in (r2(512)) is still large.
Averaging is necessary, but it can obscure transitions
between Brownian and non-Brownian motion. It is neces-
sary to analyze r2(t) to establish the mode of motion, and if
the motion is diffusive, it is then appropriate to look at the
short-range diffusion coefficient.
Scatter
The necessity of averaging is illustrated in Fig. 1. We
consider a random walk of 1024 time steps on a triangular
lattice with random point obstacles. The geometry is fixed;
in each run, a single obstacle configuration and a single
starting point are used, and D* is calculated as a function of
the number of trajectories NTRAJ averaged over. Five runs
are shown for each obstacle concentration, C = 0.0 and C =
0.3, and for C = 0.3 the obstacle configuration is varied
among the five runs.
In Fig. 1 a, no internal averaging is used, and D* is
obtained from an unweighted least-squares fit to (r2(t))
averaged over NTRAJ trajectories. For NTRAJ small, the scat-
ter is large, and the diffusion coefficients for C = 0.0 and
C = 0.3 cannot be distinguished reliably. For NTRAJ - 102,
the scatter is much less, the difference in D* for the two
obstacle concentrations is unequivocal, and the numerical
values are reasonable. For NTRAJ large, D* converges to its
limiting value; the small scatter for C = 0.3 is due to the
different obstacle configurations in the five runs.
The situation improves considerably when internal aver-
aging is used, as shown in Fig. 1 b. Again the runs are 1024
time steps long, but here the least-squares fit is to (r2(t))
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FIGURE 1 Dependence of the diffusion coefficient D* on the number of
trajectories NTRAJ averaged over. Random walks were carried out for five
independent runs of 1024 time steps on an unobstructed triangular lattice
(C = 0.0) or in the presence of immobile random point obstacles (C = 0.3).
For C = 0.3, the scatter in D* for large NTRAJ is due to variation in obstacle
geometry among the five runs. (a) Averaging only over NTRAM trajectories.
An unweighted least-squares fit to all 1024 points was used. (b) Averaging
over all pairs of points and over NTRAJ trajectories, with a cutoff time of
128. Dotted lines indicate limiting values of D* for a large number of
trajectories.
NTRAJ
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averaged over all pairs of points and over NTRAJ trajectories,
with a cutoff time of 128. There is no ambiguity; C = 0.0
and C = 0.3 can be distinguished easily, even for a single
trajectory. The figure shows the average over all pairs of
points; averaging over independent pairs of points gives
very similar results. If the cutoff time is 256, the scatter
increases, but the two obstacle concentrations can still be
distinguished. If the cutoff time is 512, the scatter is similar
to that in Fig. 1 a.
Definitions of diffusion coefficients
In SPT experiments, a typical trajectory consists of 20-
2000 position measurements. The number of position mea-
surements may be limited by internalization of the label,
motion out of the focal plane, photobleaching, or a transi-
tion to nondiffusive motion. In examining trajectories of
these lengths, the definition of the diffusion coefficient is
important. Short- and long-range diffusion coefficients are
in fact distinct, with different averages except in the case of
unobstructed diffusion, and different probability distribu-
tions in all cases. Typically in SPT a short-range D is
measured, over distances of tens of nanometers, to find a
value as independent as possible of directed motion, obsta-
cles, and corral boundaries. In contrast, FPR experiments
measure a long-range D, over a range of a few micrometers.
How does the distribution of D* depend on the definition
of D* if the number of time points is fixed? We generate a
trajectory of NT = 1024 time steps, find the MSD for all
time lags 0-1024, and calculate D*(O:ND) from an un-
weighted least-squares fit of a line to lags O-ND. In the fit,
the origin is included as a data point, but the least-squares
line is not constrained to pass through the origin. As Fig. 2
shows, if the fit includes all 1024 points, the distribution of
D* is extremely wide and includes negative values of D*.
As ND is decreased, the distribution becomes much nar-
rower. The short-range diffusion coefficients D*(0: 4) and
D*(O: 8) are well determined; the longest-range diffusion
coefficients D*(0: 512) and D*(0: 1024) are so broadly dis-
tributed as to be useless. Fig. 2 a shows the distributions for
unobstructed diffusion; Fig. 2 b, for obstructed diffusion
with an obstacle concentration C = 0.3. For C = 0.0, the
average value (D*) = 1 for all definitions of D*, but for
C = 0.3, the average decreases as ND increases.
Dependence on run time
Next, we hold the definition of D* constant and vary the
number of time points in the trajectory. A short-range dif-
fusion coefficient D*(O: 4) was used, and the length of the
runs was varied from 4 to 1024 time steps. For short
trajectories the distribution is so wide that measurements of
D are useless. As the length of the runs increases, the
distribution of D* becomes much narrower. The standard
deviations uf of the distributions in Figs. 2 and 3 agree
closely with the values from the formula of Qian et al.
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FIGURE 2 Distributions of the diffusion coefficient D*(O: ND) for var-
ious definitions of the diffusion coefficient. Random walks were carried
out for NT = 1024 time steps on an unobstructed triangular lattice (a, C =
0.0) or in the presence of immobile random point obstacles (b, C = 0.3).
Diffusion coefficients were obtained from an unweighted least-squares fit
to the MSD for the first ND = 4, 8, 16,.., 1024 values of (r2(t)). Vertical
bars in (b) indicate the average D*.
(1991): oaD = [2NJ3(NT - ND)]1/2, unless NT -- ND.
These results indicate the importance of making the longest
series of measurements possible. In fluorescence SPT mea-
surements, efforts to reduce photobleaching of label are
essential.
The families of curves in Figs. 2 a and 3 are very similar.
In fact, the Monte Carlo results show that for an unob-
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FIGURE 3 Distributions of the short-range diffusion coefficient D*(0:
4) for trajectories with various numbers of time points. Random walks
were carried out for NT = 4, 8, 16, . . ., 1024 time steps for a continuum
random walk with random step size, and D* was obtained from an
unweighted least-squares fit to the MSD for the first ND = 4 time points.
Vertical bars indicate the average D*.
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structed random walk, if the number of points in the least-
squares fit is ND and the length of the run is NT, then to a
good approximation the distribution of D*(0: ND) depends
only on the ratio NJNT.
Effect of weighting
So far, unweighted least-squares fits have been used to find
D*. But weighting is appropriate because the values of the
MSD are known much more precisely for short time lags
than for long ones. The weights w values in the least-squares
fit are inversely proportional to the variance of (r2) for each
t (Bevington and Robinson, 1992). Formulas for the vari-
ance (Qian et al., 1991) are summarized in the Appendix,
and a plot of the weights for a trajectory of 1024 time steps
is shown. The least-squares fit includes the point (r2(0)) =
0, which is known exactly. We somewhat arbitrarily choose
w(0) = w(l). Small lags are weighted heavily, so the
weighted D* is a short-range diffusion coefficient, whatever
definition of D* is chosen. The distributions for various
definitions of D* are shown in Fig. 4 for the same condi-
tions as in Fig. 2. The distributions for the weighted D* are
much narrower than those for the unweighted D*.
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Dependence on concentration
Next, we consider the concentration dependence of the
distribution of D* for diffusion in the presence of random
point obstacles. As expected, for typical trajectory lengths
SPT gives good short-range diffusion coefficients but poor
long-range ones. Fig. 5 a shows the distribution of short-
range diffusion coefficients, D*(O: 4), for diffusion on the
triangular lattice in the presence of random point obstacles
at various concentrations. The distributions are Gaussian to
a good approximation, in agreement with results for long-
range diffusion coefficients for the cubic lattice (Braun and
Kehr, 1990). For C - 0.5 there is a small non-Gaussian tail
in the distribution, resulting from tracers that are trapped on
finite clusters and therefore have a low D*. Fig. 5 b shows
the distributions for a medium-range diffusion coefficient
D*(O: 128). There is much more overlap than for D*(0: 4),
and one could not distinguish the slowest trajectories for
C = 0 from the fastest trajectories for C = 0.5.
We examine short- and medium-range diffusion coeffi-
cients obtained from trajectories of 1024 time steps, so we
cannot discuss the fluctuations in the long-range diffusion
coefficient near the percolation threshold. For D*(0: 4), the
width of the distribution increases moderately as the obsta-
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FIGURE 4 Distributions of the diffusion coefficient D* for various
definitions of D* for weighted averages. Random walks were carried out
for NT = 1024 time steps on an unobstructed triangular lattice (a, C = 0.0)
or in the presence of immobile random point obstacles (b, C = 0.3).
Diffusion coefficients were obtained from a weighted least-squares fit to
the MSD for the first ND = 4, 8, 16,.., 1024 values of (r2(t)). This figure
is directly comparable to Fig. 2 but with a change in vertical scale. Vertical
bars indicate the average D*.
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FIGURE 5 Distribution of diffusion coefficients for a random walk of
1024 time steps on the triangular lattice with random point obstacles at
concentrations C = 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5. Averaging over all pairs
is used but without statistical weighting. Vertical lines indicate the average
D*. (a) Distribution of short-range diffusion coefficients D*(O: 4). (b)
Distribution of the medium-range diffusion coefficient D*(O: 128). Here
the tracers are restricted to the percolating cluster for C 2 0.3, so there are
no tails at small D*.
a C=0.0
ND=4 NT= 1024
8
L 16
1024
I1, I. .IIIUl C=0.3
- NT = 1024 -
ND=4
,,.1024
-c=0.5
C = 0.0
n . ..I. .. .. .. .. .. .. ...
.I -. -
1 747Saxton
amit
^ ^
Volume 72 April 1997
cle concentration increases; the width at the percolation
threshold C = 0.5 is 30% greater than at C = 0.
For obstructed diffusion, there are two sources of scatter
in D*, the randomness of the random walk and the varia-
tions in obstacle configuration among measurements. Fig. 1
a showed a small variation in D* for five different obstacle
configurations with C = 0.3 in the limit of a large number
of trajectories. We can examine this more systematically by
calculating D*(O: 4) and D*(O: 128) for a fixed obstacle
configuration and a fixed initial point, but averaged over a
large number of trajectories. We then compile histograms of
the two diffusion coefficients for different random config-
urations of obstacles. In Fig. 6, the narrow histograms
include only the scatter due to the variation in obstacle
configuration, and the wide histograms include both sources
of scatter. For the short-range diffusion coefficient, D*(O:
4), the two sources of scatter are of similar magnitude, but
for the medium-range diffusion coefficient, D*(O: 128), the
contribution from variation in obstacle configuration is rel-
atively small.
Biological variability and trapping models
In the second part of this article we consider the biological
question of the inhomogeneity of the membrane. We com-
pare the observed distribution of short-range D in cells with
the Monte Carlo distribution for various models of obstruc-
tion and binding, and find that some models of hindered
diffusion can be excluded.
We use the observed distribution for E-cadherin in cul-
tured mouse keratinocytes in high-calcium medium (Ku-
sumi et al., 1993, Fig. 5). Kusumi et al. classified the modes
of motion for E-cadherin in this medium as 28% simple
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FIGURE 6 Distributions of the short-range diffusion coefficient D*(O:
4) and the medium-range diffusion coefficient D*(0: 128) for a random
walk of 1024 time steps on the triangular lattice with random point
obstacles at a concentration C = 0.3. Solid lines indicate the distribution
due to variation in obstacle configuration alone. Values of D* were
obtained by averaging 2000 trajectories at a fixed obstacle configuration
and initial position, and the histogram includes 2500 different obstacle
configurations. A run with 5000 trajectories per obstacle configuration
gave similar results. Dotted lines indicate the distribution due to both
variation in obstacle configuration and variation among random walks,
calculated from single trajectories. In both cases, trajectories were aver-
aged over all pairs, and no weighting was used.
diffusion, 64% restricted motion, 2% directed motion, and
6% stationary. The distribution is typical of their results. For
high-calcium medium, the distributions of modes of motion
for E-cadherin, the epidermal growth factor receptor, and
the transferrin receptor were very similar. For the three
proteins, the distributions of D for restricted diffusion were
all two orders of magnitude wide and for simple diffusion
the distributions were at least one order of magnitude wide
(Kusumi et al., 1993, Fig. 11). In low-calcium medium,
59% of the E-cadherin is in the directed and stationary
modes; the difference in modes of motion is attributed to
attachment of E-cadherin to cytoskeletal elements, includ-
ing motor proteins. The distribution of diffusion coefflcients
in the low-calcium case is slightly wider than in the high-
calcium case.
We consider several models of hindered diffusion, sum-
marized here and discussed in detail elsewhere (Saxton,
1995, 1996). The initial condition is assumed to be thermal
equilibrium, as is presumably appropriate in most mem-
brane experiments (Saxton, 1996).
Three of the models involve random point obstacles. The
first is random point obstacles with no binding, the refer-
ence case already considered. The second is the uniform
obstruction/binding model, in which a tracer is bound by an
obstacle in a nearest neighbor site, but the binding energy is
unchanged if the tracer is adjacent to more than one obsta-
cle. The third is the variable obstruction/binding model, in
which tracers are bound by nearest neighbor obstacles, but
each adjacent obstacle contributes an equal binding energy.
This model includes deep wells; for the triangular lattice,
the escape probabilities are between PESC and PESC, where
PESC is the probability of escape in an unobstructed move
from a single adjacent obstacle. The two obstruction/bind-
ing models are quantitative forms of the "post model" of
Zhang et al. (1993). The fourth model has no obstacles, but
each site is assigned an escape probability W from a power
law distribution P(W) dW = (1 - a) W` dW with 0 ' a
< 1. It is a singular distribution, with a nonzero probability
of any waiting time, however large.
These models are all valley models, in which the tracer
moves from site to site on a lattice and falls into wells of
various depths at the sites. The tracer does not know the
depth of a well before it enters. Another possibility is a
mountain model, in which all the sites are at zero energy and
the barriers are on the bonds joining the sites. Mountain and
valley models are qualitatively much different. In a valley
model, deep wells have a major effect when tracers are
trapped in them, and in thermal equilibrium, tracers are
likely to be trapped in deep wells initially. In contrast, in a
mountain model, the thermal equilibrium distribution is
uniform, and a tracer is likely to go around a high barrier
(Bunde, 1988). So a high barrier in the mountain model has
much less effect than a deep well in the valley model.
To compare experimental and calculated distributions,
we use D*(2: 4), the short-range diffusion coefficient used
by Kusumi et al. (1993). A short-range D* has the advan-
tages that it is accurately obtained and the influence of
I%
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directed and confined motion is minimized. The distribution
of D*(2: 4) is wider than that of D*(O: 4), but Kusumi et al.
(1993) found D*(2: 4) advantageous for analyzing experi-
mental data. The range of D is wide enough that it is
convenient to plot the distribution of log D (Kusumi et al.,
1993). Trajectories for which D = 0 are not included in the
histograms; these would be part of the immobile fraction in
either SPT or FPR measurements. There are 1000 time steps
in the experimental trajectories and 1024 in the Monte Carlo
trajectories.
We show the Monte Carlo results in detail to demonstrate
that the width of the distribution is primarily dependent on
the binding model and only secondarily dependent on the
parameters of the binding model. All the results are shown
on the same horizontal scale so that they can be compared
directly, but two vertical scales had to be used. The exper-
imental distribution (Fig. 7 a) is greater than two orders of
magnitude wide. Clearly random point obstacles (Fig. 7 b)
cannot account for this distribution; the whole family of
distributions is less than one order of magnitude wide.
Similarly, the mountain models are inadequate; they are at
most an order of magnitude wide (Fig. 7 c). The distribu-
tions shown in Fig. 7 c are for a uniform distribution of
barrier energies with the transition rate given by an Arrhe-
nius factor; distributions for a power law distribution of
transition rates are similar. The simplest valley model, the
uniform obstruction/binding model, gives distributions ap-
proximately one order of magnitude wide (Fig. 7 d), too
narrow except at very low PESC. But the variable obstruc-
tion/binding model (Fig. 7 e) gives a width similar to that
observed. The lowest escape probability possible is P5c;
therefore, this model is not singular, but some wells are very
deep. Similarly, the power law distribution of escape prob-
abilities (Fig. 7 J3 has an appropriate width. This valley
model is in fact singular. (For the power law distribution,
the long-range diffusion coefficient decreases as the system
size increases (Saxton, 1996). The larger the system, the
deeper the deepest well is likely to be. But in a run of 1024
time steps, all well depths with PESC << 1/1024 are prac-
tically equivalent. In a short run, as the system size in-
creases, the distribution of diffusion coefficients for the
mobile fraction is the same, but the immobile fraction
increases.)
Clearly this sort of comparison cannot prove that a given
model is correct, but it can disprove models. Here it sug-
gests that the membrane must have at least as much inho-
mogeneity as the valley models with a wide distribution of
well depths. Although the effects of directed motion and
corral walls can be reduced by using a short-range diffusion
coefficient, one cannot reduce the effects of binding. Bind-
ing sites are local features and affect the microscopic dif-
fusion coefficient.
DISCUSSION
A common view among FPR experimentalists is that the
much larger than expected from experimental error, and this
discrepancy implies heterogeneity in the membrane (Edidin,
1992; Feder et al., 1996; Ghosh and Webb, 1994; Jacobson
et al., 1984; Thomas and Webb, 1990; Tocanne et al.,
1994b). The scatter in short-range SPT diffusion coeffi-
cients is likewise large (Kusumi et al., 1993; Lee et al.,
1991, 1993; Sako and Kusumi, 1994). It is therefore useful
to examine the distribution of D for various models of
hindered diffusion. Comparison of observed short-range D
values with the models indicates that the simple obstruction
model and the two mountain models do not give distribu-
tions as wide as those observed. The uniform obstruction/
binding model would require a large binding energy. With
appropriate choices of parameters, valley models with ex-
treme well depths-the variable obstruction/binding model
and the power law distribution of well depths-are able to
give distributions similar to those observed. The width of
the distribution alone is not sufficient to demonstrate which
model is correct, but it provides a useful constraint. Models
of hindered diffusion have at least one free parameter, such
as an obstacle concentration, a well depth distribution ex-
ponent, or a binding energy, so it is hard to rule out any
model on the basis of D alone. The distribution of D
provides another prediction to compare with experiment.
Scatter in the observed D should be viewed as signal as
well as noise. Experimentalists should publish histograms
of D and the immobile fraction for both FPR and SPT
experiments (Tocanne et al., 1994b). It would be useful to
have SPT measurements of the distribution of diffusion
coefficients for single-component artificial bilayers well
above the gel-fluid transition to provide an estimate of the
scatter in D due to instrumental stability and error in posi-
tion measurements.
The Monte Carlo calculations presented here have several
implications for analysis of SPT data. Foremost, the results
show that with the usual number of data points in trajecto-
ries, one can get good short-range diffusion coefficients but
not good long-range ones. Averaging is necessary, although
it should not be done automatically, because it may con-
found diffusive and nondiffusive segments of a trajectory.
As discussed in the Appendix, averaging over all pairs of
points is preferable to averaging over independent pairs of
points, although the difference is small, and neither average
is able to reduce low-frequency fluctuations significantly at
large time lags. There are simply not enough data points at
large time lags to give a reliable value of the MSD, and the
trajectory should be cut off at approximately one-quarter of
the total number of data points. In least-squares fits to the
MSD, the appropriate statistical weighting factors should be
used (Qian et al., 1991), in their analytical form without
approximation. The use of the weighting factors automati-
cally enforces the cutoff for large time lags.
For an unobstructed random walk, a least-squares fit with
no averaging yields an extremely wide distribution of dif-
fusion coefficients, including negative ones (Fig. 2), yet the
average is (D*) = 1. The variation among trajectories is
observed scatter in long-range FPR diffusion coefficients is
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large, and all of the trajectories are legitimate random
Biophysical Journal
12
_a
10
aI)
E 6
2
0
-13 -12 -11
Log D [cm2/s]
15
C
u=0
1.1
2.5
055
10
20
.0 I I 1
-3 -2 -1
Log D
c
0
0
LL
0 1 -3 -2 -1
Log D
0 1
-3 -2 -1 0 1 -3 -2 -1 0 1
Log D Log D
FIGURE 7 Distribution of log D(2: 4) for various diffusion models and for SPT measurements of diffusion of E-cadherin in keratinocytes in high-calcium
medium (Kusumi et al., 1993). All distributions are shown on the same horizontal scale. For the models, all runs are for 1024 time steps, and D*(2: 4) is
found by an unweighted least-squares fit to the MSD averaged over all pairs. Thermal equilibrium initial conditions are used. At least 100 configurations
of obstacles or traps and at least 2000 trajectories per configuration are used. (a) Experimental data for D(2: 4) for E-cadherin in a cultured mouse
keratinocyte in high-calcium medium. The motion is predominantly simple and restricted diffusion. The label is colloidal gold 40 nm in diameter coated
with a monoclonal antibody (Kusumi et al., 1993). (b) Random point obstacles on a triangular lattice at concentrations C = 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5.
(c) Mountain model with a uniform distribution of barrier heights. Each bond on a triangular lattice is assigned a random energy uniformly distributed on
[0,U], and the transition probability for that bond is obtained from an Arrhenius factor exp(-Uk). Values of U are 0, 2.5, 5, 10, and 20 in units of kT.
The spikes in the histograms for large U result from the use of a lattice model of diffusion and would disappear in a continuum model with random step
size and a continuous potential representing the barriers. For clarity, in several histograms the bin width has been varied to reduce the spikes; the histograms
are normalized to the same area. (d) Uniform obstruction/binding model, a valley model, for obstacle concentration C = 0.1 and the indicated values of
the escape probability, PESC, the value for escape from an isolated trap. Random point obstacles on a triangular lattice obstruct motion and bind tracers
in nearest neighbor sites, but the binding energy at a site is independent of the number of adjacent obstacles. The limit PFsc = 1 corresponds to obstructed
diffusion with no binding (b, C = 0.1). (e) Variable obstruction/binding model, a valley model. Random point obstacles on a triangular lattice obstruct
motion and bind tracers in nearest-neighbor sites, and each adjacent obstacle contributes an equal binding energy to the tracer. The obstacle concentration
is C = 0.1, and PESC = 0.1, 0.2, and 0.5. As PESC decreases, the immobile fraction for 1024 time steps increases from 0.000 to 0.086 to 0.560. In the limit
PESC = 1, this model gives the distribution for C = 0.1 in (a), too high to be shown. (D) Power law distribution of escape probabilities. This is a valley
model with a singular distribution of escape probabilities. Here the exponent a = 0, 0.05, 0.10, and 0.20. The curve for a = 0 is not free diffusion but
diffusion in which the escape probability from each lattice site is a random number uniformly distributed on (0,1). The escape probability may be arbitrarily
low, so the immobile fraction is large. In these runs, 47-84% of the tracers were immobile for the 1024 time steps, and another 2-4% had diffusion
coefficients below 10-3. The number of deep wells is small, but with thermal equilibrium initial conditions, tracers are likely to be in these wells initially.
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walks. One must be careful in rejecting trajectories as non-
diffusive; by suitable editing of trajectories one can get D*
to be practically anything. If some trajectories are rejected
as nondiffusive, one should apply the same rejection pro-
cedure to unobstructed continuum random walks and exam-
ine the resulting average D* and distribution of D*.
APPENDIX
Internal averaging
To determine a diffusion coefficient from a single trajectory, it is necessary
to calculate the MSD. The calculation of the MSD should not be done
automatically. If the observed particle changes its mode of motion during
the trajectory, calculation of the MSD may yield misleading results. Tran-
sitions between Brownian motion and directed or hindered motion are
often observed in SPT measurements on cells (for review, see Saxton and
Jacobson, 1997).
There are two ways to calculate the MSD for a given time lag At, by
averaging over all pairs of points At time steps apart, or by averaging over
independent pairs of points At time steps apart (Qian et al., 1991). Most
workers use the average over all pairs, but some (Ghosh, 1991; Slattery,
1995; Feder et al., 1996) use the average over independent pairs, on the
grounds that each segment is then an independent, nonredundant random
walk. The average over independent pairs of points has the advantage that
the probability distribution of this average is simply a gamma distribution
(Qian et al., 1991). It is useful to examine the difference between the two
averages in detail.
Consider the MSD (r2(n)) calculated for a trajectory r(t) of NT + 1 time
steps including the initial position (r2(0)), where the time n is expressed in
units of St, the acquisition time for one video image. Then there are N, =
LNTynJ nonoverlapping segments of length n, where L I is the greatest
integer function. The average over independent pairs is
I Ni
(r'(n))= i [r(ni) - r(ni -n)]2.
I.1=1
(Al)
There are NA = NT- n + 1 overlapping segments of length n, and the
average over all pairs is
1 NA-I(r2(n))A = NA , [r(i + n)- Ni)]2. (A2)
i=O
For n = 1 and n = NT, the averages are identical.
The pattern of data collection, shown in Fig. Al, strongly supports the
Lag =2 All pairs
0 1 2 3 4 5 6 7 8 9 10 11 12
Lag =3
Lag = 2 Independent pairs
I-$ 14 *1
0 1 2 3 4 5 6 7 8 9 10 11 12
I- 1
Lag =3
FIGURE Al Patterns of sampling for averages over all pairs and aver-
ages over independent pairs of trajectory points for lags of 2 and 3 time
steps.
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FIGURE A2 Normalized standard deviations a* for averages over all
pairs and all independent pairs for a 256-step random walk. The horizontal
line indicates the value for an unweighted random walk. Points indicate
Monte Carlo results for a continuum random walk with a random step size.
use of the average over all pairs. In the average over all pairs, the sampling
is uniform except for end effects. But in the average over independent
pairs, trajectory points are sampled differently depending on how many
prime factors the number of the time step has. For example, trajectory point
5 is used in calculating (r2(n)) only for n = 1 and 5. Trajectory point 6 is
used for n = 1, 2, 3, and 6, but trajectory point 7 is used only for n = I
and 7. The bias is worse for, say, n = 59, 60, 61. Furthermore, the average
over all pairs does not waste the stray ends of trajectories. In calculations
of the MSD for a time lag of 257 in a trajectory of 1024 time points, the
average over independent pairs uses three pairs of points and throws away
all points beyond 3 X 257, but the average over all pairs uses those
discarded points.
But using the average over all pairs instead of the average over all
independent pairs does not improve the signal-to-noise ratio much, because
the overlapping pairs are highly correlated. For an unaveraged two-dimen-
sional random walk, the probability density is (Carslaw and Jaeger, 1959)
C(r, t) = (1/4i7Dt)exp(-r2/4Dt),
so the MSD is (r2(t)) = 4Dt, the variance is
Var (r2) = (4Dt)2,
(A3)
(A4)
and the SD is equal to the MSD. For an average over N, independent
segments, z = (r2) is given by a gamma distribution (Qian et al., 1991)
P(z)dz = r(N ) uN'eludu,
(r2)
(AS)
0 256 512 768 1024
Time
FIGURE A3 The mean value (r2(t)) for a random walk, (r2(t)) ± cA, and
(r2(t)) ± 2o-A, where oA is the SD for averages over all pairs. These are in
dimensionless units (Saxton, 1996) in which (r2) = t.
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FIGURE A4 Statistical weights w for the MSD in a trajectory of 1024
time points, normalized to one for the first point, from the formulas of Qian
et al. (1991).
where u = z N1/4Dt, and F is the gamma function. The variance is
Var (r2)1 = (4Dt)2/N,. (A6)
For an average over all segments (Qian et al., 1991),
Var (r)A = (4Dt)2F, (A7)
where for NA 2 n,
F= (n2NA + 2NA + n - n3)1(6nN2) (A8)
and for NA C n,
F= 1 + (N3- 4nN2 + 4n - NA)/(6n2NA). (A9)
Fig. A2 shows the standard deviations oa and oA normalized by the SD for
the unaveraged case, for a 256-step random walk. The standard deviations
for the two averages are similar. The jumps in 01, are a result of the greatest
integer function in Eq. Al, and the values of oa at the jumps are large,
because the last segment of the trajectory is too short to contribute to the
average, and those points are discarded.
Fig. A3 shows the standard deviations oCA for the average over all pairs
as (r2(t)) ± CA and (r2(t)) ± 2o-A. Such a figure has been shown several
times before (Qian et al., 1991; Fein et al., 1993; Hicks and Angelides,
1995), but it is repeated here to emphasize the magnitude of the SD for
times of half the trajectory length or more. As Fig. A2 indicates, the
corresponding plot for averages over independent pairs would be very
similar.
1024 ........
768A
r22
256 / '
0 256 512 768 1024
Time
FIGURE A5 Averaging of a single trajectory. Dots indicate the square
displacement r2(t) for one trajectory, an unobstructed random walk of 1024
time steps on a triangular lattice. The solid line indicates the MSD (r2(t)),
averaged over independent pairs. The dashed line indicates (r2(t))A aver-
aged over all pairs.
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FIGURE A6 Distributions of the short-range diffusion coefficient D*(0:
4) calculated by unweighted least-squares fits for averages over all pairs
(lines) and all independent pairs (points).
In calculating the diffusion coefficient by a least-squares fit to the MSD
versus t curve, the weight of the ith point is N/Vari, where Vari is the
variance of the ith point. Weights for a trajectory of 1024 time steps are
shown in Fig. A4. The weights fall off very rapidly with the lag time, and
the difference between the two averages is small.
Fig. A5 shows r2(t), (r2(t))A, and (r2(t)), for a single trajectory. At short
time lags, the averages agree well. At large time lags, the averages over all
pairs are smoother than the averages over independent pairs, but low-
frequency fluctuations are still present, corresponding to the large standard
deviations of Fig. A3. The two averages may disagree at large time lags,
but one should not use either average at large time lags.
Finally, Fig. A6 compares the distributions of the short-range diffusion
coefficient for the two averages. The distribution for the average over all
pairs is slightly narrower, but the difference is insignificant in SPT exper-
iments. Similar histograms for the binding models of Fig. 7 show little
difference in D* for the two averages. If weighted averages are used, the
distributions are even closer, and for intermediate-range diffusion coeffi-
cients (128 time points) the distributions are indistinguishable. Examina-
tion of the ratio DA/DI for an unobstructed continuum random walk of 1024
time steps showed that the short-range diffusion coefficients for individual
trajectories agreed well.
In summary, we recommend averaging over all pairs, because this
average uses all the data, and it weights the data points nearly equally. (We
cannot exclude the possibility that other anomalous diffusion models exist
for which the average over all pairs is inappropriate.) The difference in the
two averages is small for small time lags, and at large time lags neither
average is able to tame the fluctuations in a random walk. One should cut
off the average at a maximum lag time of, say, one-quarter of the total
number of time steps.
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