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In this paper we systematically investigate strong interactions between two likesigned quasi-geostrophic vortices containing different uniform potential vorticity. The interaction depends on six parameters: the potential vorticity ratio between the two vortices, their volume ratio, their individual height-to-width aspect ratio, their vertical offset, and their horizontal separation distance. We first determine the conditions under which a strong interaction may occur. To that end, we calculate equilibrium states using an asymptotic approach which models the vortices as ellipsoids and we additionally assess their linear stability. It is found that vortices having similar potential vorticity interact strongly (e.g. merge) at closer separation distances than do vortices with a dissimilar potential vorticity. This implies that interactions between vortices having significantly different potential vorticity may be more destructive, for a given separation distance. This is confirmed by investigating the nonlinear evolution of the vortices over a subset of the full parameter space, solving the full dynamical quasi-geostrophic equations. Many forms of interaction occur, but merger or partial merger (where the largest vortex grows in volume) is mostly observed for interactions between vortices of similar potential vorticity.
Introduction
The Earth's atmosphere and oceans are complex fluid systems whose characteristic horizontal scales of motion span a broad spectrum up to the order of thousands of kilometres in the atmosphere and hundreds of kilometres in the oceans. Atmospheric and oceanic flows are also strongly affected by the Earth's rotation and the largely stable density stratification.
In recent years, much attention has been paid to the study of coherent vortical structures, or 'vortices', in geophysical flows. Coherent vortices are common features in the atmosphere and oceans (see Garrett 2000) . For example, Ebbesmayer et al. (1986) extrapolated from field measurements that between 1000 to 10 000 vortices exist in the surface layers of the North Atlantic alone. Vortices can be identified as compact volumes of anomalous potential vorticity (PV), and the dynamics of the atmosphere and the oceans is mainly driven by the interaction between these vortices and larger-scale jets: sharp gradients of PV. In the absence of diabatic effects and viscous diffusion (negligible for the time and space scales considered here), PV is materially conserved, and provides a convenient dynamical tracer for identifying vortices. The simplest approximate model which describes the evolution of rapidly rotating, stably stratified flows is the 'quasi-geostrophic' (QG) model (cf. Gill 1982 for a complete discussion). In the QG model the PV distribution alone determines all other fields.
Early studies of vortex interactions focused on two-dimensional or barotropic vortices. Such vortex interactions have been extensively studied both for co-rotating and counter-rotating vortices (see Dritschel 1995, and references therein) . One of the main results of these studies is the identification of a critical distance, below which two equal-vorticity patches strongly interact, e.g. by merging partially or completely, or by straining out one vortex either partially or completely (Dritschel & Waugh 1992) .
In three-dimensional QG flows, vortex interactions have been studied by Dritschel & de la Torre Juárez (1996) , von Hardenberg et al. (2000) , Dritschel (2002) , Reinaud & Dritschel (2002) and others, using the QG model. These studies considered the simplest situations in which some symmetries were present in the initial conditions. The full parameter space is too large to be thoroughly investigated. As a result, we still know little about QG vortex interactions in general. Dritschel, Reinaud & McKiver (2004) developed a greatly simplified model of QG dynamics which represents vortices as uniform-PV ellipsoids and filters higher-order non-ellipsoidal deformations. This ellipsoidal vortex model (ELM) takes full account of the ellipsoid-preserving part of the interactions between vortices. The ELM builds on earlier models for a single ellipsoid developed by Meacham (1992) Meacham et al. (1994 Meacham et al. ( , 1997 , and in particular McKiver & Dritschel (2003) , who reformulated the single-vortex model using a matrix description. A multi-vortex ellipsoidal model was previously developed by Miyazaki, Furuichi & Takahashi (2001) and applied to study interacting vortices. However, this model was based on a moment-expansion approximation of vortex interactions, and this model proves inaccurate compared to the ELM, particularly for close interactions (Dritschel et al. 2004) . Reinaud & Dritschel (2005) adapted the ELM to determine equilibrium states and to assess the linear stability of two interacting vortices. Although the stability analysis is restricted to 'ellipsoidal modes', comparison with a stability analysis based on the full QG equations showed that this approach is able to capture the first unstable mode for co-rotating vortices. In other words, the first unstable mode is consistent with ellipsoidal deformations. Reinaud & Dritschel (2005) also stressed that the study of symmetric vortex configurations can be highly misleading. They demonstrated that even the slightest break in symmetry can have profound consequences, leading for instance to vortex merger from greater separation distances than occurs between perfectly symmetric vortices. In short, one should avoid imposing symmetry, which does not typify general vortex interactions.
For simplicity, Reinaud & Dritschel (2005) focused on equal-PV vortices (with a non-zero vertical offset to avoid symmetry). This is nevertheless an important case, as we shall see below. The ELM can also be used for vortices having different PV, at the price of enlarging the parameter space yet further. Here we do this in order to understand how differences in PV affect vortex interactions.
In this paper, we focus on vortices having height-to-width aspect ratios in the range 0.6 to 1.2 (after stretching z by the buoyancy-Coriolis frequency ratio). This range covers a large proportion of the vortices found in fully developed QG turbulence (Reinaud, Dritschel & Koudella 2003) . Moreover, we consider a broad range of vertical offsets between the two vortices, together with a variety of PV ratios and volume ratios.
A large subset of the marginally unstable equilibria are then taken as initial conditions for fully-nonlinear QG simulations carried out with the 'contour-advective semi-Lagrangian' (CASL) algorithm (Dritschel & Ambaum 1997) . We focus on how these interactions modify the vortex properties such as the volume, strength and the number of major structures produced. Bambrey, Reinaud & Dritschel (2007) conducted an investigation of vortex interactions in a large parameter space for two equal-PV vortices. Based on ensemble averages of the outcome of the interactions, the authors confirmed a net inverse energy cascade like that observed in QG turbulence. The energy cascade is dominated by the formation of relatively few large vortices. On the other hand, a direct enstrophy cascade occurs via the formation of a great number of small vortices over a wide range of scales. Moreover, it was found that 'complete merger' in which two vortices form a single large vortex with little debris is extremely rare. In most cases, merger is only partial with much debris and one or more secondary vortices. Hence, generally, vortex interactions contribute more weakly than one might expect to the energy and (consequently) enstrophy cascades. In this paper, we consider various PV ratios, and for a given PV ratio between the two vortices, we conduct a similar investigation to complement the results of Bambrey et al. (2007) , on a smaller parameter space per PV ratio.
The paper is organized as follows. In § 2, we give a short introduction to the QG model and outline the numerical methods. Section 3 describes equilibrium solutions and their linear stability. The nonlinear interaction of two vortices is considered in § 4. Some conclusions and perspectives for future work are offered in § 5. Ro 1, where Fr = U/NH is the Froude number, and Ro = U/f L is the Rossby number. Here, U is the horizontal velocity scale, N is the buoyancy frequency and f is the Coriolis frequency (see e.g. Gill 1982 for a complete discussion). In this context, the fluid motion is fully determined by the slow evolution of a scalar field, the potential vorticity anomaly q.
Formulation of the problem
In an adiabatic dissipationless fluid, q is materially conserved i.e.
where u is the two-dimensional advecting velocity field, tangent to iso-density surfaces, which can be deduced from a scalar streamfunction ψ
For the sake of simplicity, and following many previous studies, we take N and f both constant. Although N varies in the real ocean and across the tropopause, taking N constant over the height of the vortices considered greatly simplifies the problem, without fundamentally altering, we believe, the characteristics of vortex interactions. Then, by stretching the vertical direction z by N/f , the streamfunction ψ may be determined from the PV distribution q (x, y, z, t) by inverting Laplace's operator: Figure 1 . Geometry of a vortex equilibrium configuration.
Numerical procedures
We seek the critical distance between two co-rotating vortices in mutual equilibrium within which the equilibrium is unstable. This instability always triggers the strong interaction between the two vortices, based on extensive experience. The problem at hand depends on five parameters: the PV ratio, volume ratio, two height-towidth aspect ratios, and the vertical offset between the two vortices. For each set of parameter values, we decrease the horizontal gap δ between the innermost edges of the vortices (see figure 1 ) until we reach marginal stability at the 'critical gap' δ c . Below this, for δ < δ c , the equilibria are unstable. We thus find an entire family of vortex equilibria to determine δ c .
Because of the size of the parameter space, computing the equilibrium states and their linear stability using the full QG equations is not viable. Following Reinaud & Dritschel (2005) , we use the ELM as an approximate but highly efficient alternative. Vortices are modelled as ellipsoids and higher-order non-ellipsoidal deformations are filtered. Although approximate, the ELM proves surprisingly accurate for close separation distances (see Dritschel et al. 2004; Reinaud & Dritschel 2005) . A brief outline of the ELM is provided below. The ELM is a Hamiltonian system for the motion and the deformation of interacting PV ellipsoids. For the ith ellipsoid, the governing equations read
and
5) Table 1 . Range of the various parameters for the investigation of the equilibria (6400 parameter sets in total). A zero vertical offset is avoided by using z/(h 1 + h 2 ) = 0.005 instead, to exclude exactly symmetric conditions. vortex i. S i can be decomposed as S i = S For S b i , we approximate it using 7 singularities (point vortices). The positions and strengths of the singularities are chosen so that the streamfunction they induce matches the exact ellipsoidal streamfunction to the order of accuracy
, where d is the distance between the vortex centroid and the evaluation point. The singularities are used to compute the interaction energy and consequently the Hamiltonian H b . From this simplified Hamiltonian system, we can obtain equilibrium states (corotating vortices with fixed shape) and determine their linear stability (further details may be found in Reinaud & Dritschel 2005) . The linear stability analysis identifies the conditions which precipitate a strong interaction. While this is important, we want to go further and examine the ensuing nonlinear interaction, in particular to determine the outcome. We focus on the marginally unstable equilibria as these are relevant to vortices drifting together, adiabatically, under the influence of vortices further afield (cf. Dritschel 1995; Legras, Dritschel & Caillol 2001; Scott & Dritschel 2006) . To this end, we employ the contour-advective semi-lagrangian (CASL) algorithm which is ideally suited to modelling uniform-PV vortices with minimal numerical dissipation (Dritschel & Ambaum 1997) . The initial conditions consist of marginally unstable ellipsoidal vortices as determine by the ELM. Note that the CASL algorithm simulates the full QG dynamics, hence includes non-ellipsoidal deformations (and much more). Nearly 400 simulations were performed to sample the 6400 sets of equilibria analysed.
The equilibrium states
3.1. Geometry and basic properties of the equilibrium states The geometry of the flow is illustrated in figure 1 . The vortices have a half-height h i , volume V i , mean horizontal radius r i , and PV q i (i = 1, 2). Hence, the vortex volume ratio is V 1 /V 2 , the vortex PV ratio is q 1 /q 2 , and the height-to-width aspect ratios are h 1 /r 1 and h 2 /r 2 . We denote the relative vertical offset by z/(h 1 + h 2 ) and the horizontal gap by δ. In order to compare the different cases, the total volume of PV is set to V t = 4π/3 while the total strength (i.e. the volume integral of PV) is set to S t = 8π 2 /3, corresponding to a mean PV of 2π. The range of parameter values considered is given in table 1. We focus on vortices having height-to-width aspect ratios h i /r i in the range 0.6 to 1.2, the range most commonly found in QG turbulence, based on CASL simulations (Reinaud et al. 2003) . More oblate or prolate vortices are z/(h 1 + h 2 ) = 0.5. The first column corresponds to V 1/V 2 = 0.1, the second to V 1/V 2 = 0.3, and the third to V 1/V 2 = 1.0. The first row corresponds to q 1 /q 2 = 0.4, the second to q 1 /q 2 = 1, the third to q 1 /q 2 = 2 and the fourth to q 1 /q 2 = 4. rarely found in QG turbulence; the most common aspect ratio is approximately 0.8. Although other vortex aspect ratios may be found say in the real ocean, we believe they are relatively rare and do not consider them here.
For illustration, we have also computed equilibria for vortices having a PV ratio larger than 2.2. Figure 2 shows selected equilibria at the margin of stability for h 1 /r 1 = h 2 /r 2 = 0.8, z/(h 1 + h 2 ) = 0.5, V 1 /V 2 = 0.1, 0.3, 1 (left to right), and q 1 /q 2 = 0.4, 1, 2, 4 (top to bottom) to illustrate the combined effects of the PV ratio and the volume ratio. As expected, increasing the strength of one vortex q i V i results in its being less deformed (i.e. more spheroidal). On the other hand, weak vortices are strongly deformed by the strain induced by the stronger vortex. It is also noticeable from the figure that the margin of stability appears to correspond to smaller separation distances when the PV ratio q 1 /q 2 is around 1 or 2. Figure 3 shows another selection of equilibria at the margin of stability. Here, we take h 1 /r 1 = h 2 /r 2 = 0.8, V 1 /V 2 = 0.3, and z/(h 1 + h 2 ) = 0.005, 0.25, 0.75 (left to right), and q 1 /q 2 = 0.4, 1, 2 and 4 (top to bottom) to illustrate the combined effects of the PV ratio and vertical offset. Increasing the vertical offset increases the angle with which the vortices tilt toward each other. However, we see that the tilt angle of a vortex decreases as its strength increases. Again, we observe that the margin of stability corresponds to smaller separation distances when the PV ratio q 1 /q 2 is around 1 or 2.
The procedure to determine families of equilibria is the same as that used in Reinaud & Dritschel (2005) . For each family of equilibrium states, i.e. given values of the aspect ratios, volume ratio, PV ratio and vertical offset, we start with two spheroidal vortices well separated in the horizontal. Fixing the horizontal gap δ between the two vortices, we start the iterative procedure to converge toward the equilibrium state. Once the equilibrium state is found, the horizontal gap δ is reduced by a small amount (2 × 10 −4 ) and the iterative procedure is resumed for the next state. We continue just past the point of maximum energy − 1 2 qψdV , which in all cases coincides with the margin of stability (see below as well as Reinaud & Dritschel (2005) for further remarks and analogies to the two-dimensional problem). The first column corresponds to z/(h 1 +h 2 ) = 0.005, the second to z/(h 1 +h 2 ) = 0.25, and the third to z/(h 1 + h 2 ) = 0.75. The first row corresponds to q 1 /q 2 = 0.4, the second to q 1 /q 2 = 1, the third to q 1 /q 2 = 2 and the fourth to q 1 /q 2 = 4.
Linear stability
The scheme used to calculate the linear stability of general vortex equilibrium is detailed in Reinaud & Dritschel (2005) . Here we apply the simplified ellipsoidal stability analysis based on the ELM. In this analysis, only ellipsoidal disturbances are considered by construction. Nonetheless, comparisons with a complete analysis based on the full QG equations in Reinaud & Dritschel (2005) indicate that this approximation is not restrictive, as the first unstable mode is consistent with an ellipsoidal mode. The same conclusion was reached by McKiver & Dritschel (2006) for single ellipsoids in a linear background shear.
A typical example of the ELM linear stability analysis is shown in figure 4 , focusing on the range of δ near marginal stability. In all cases, two modes with frequencies ±σ i merge at δ = δ c when decreasing δ. For δ < δ c , σ i remains zero and now there is a pair of modes with growth rates ±σ r , one stable, the other unstable. This 'exchange type' instability appears to be generic, as it has been found in numerous stability analyses of vortex pairs, both in two-dimensional and three-dimensional QG dynamics (cf. Dritschel 1995; Reinaud & Dritschel, 2005 and references therein). In all cases, instability erupts at the maximum of the energy E of the vortex system. This instability triggers a strong interaction between the two vortices during their nonlinear evolution (see below).
We now examine the distance between the centroids of the two vortices δ 3D = |X 1 − X 2 | below which instability occurs, in the complete parameter space. Here, for brevity, we illustrate only a small part of the parameter space in figures 5 and 6, for z/(h 1 + h 2 ) = 0.005 and 0.75, respectively (additional material is available with the online version of the paper). Each plot shows δ 3D as a function of V 1 /V 2 and q 1 /q 2 , for two values of each aspect ratio, h i /r i = 0.6 and 1.2. In a few cases (indicated by triangles), the margin of stability could not be reached by the iterative method employed. This happens when the vertical offset is small and at least one of the vortices exhibits a near-circular cross-section. Similar difficulties were found in Reinaud & Dritschel (2005) and attributed to a spurious oscillating numerical mode arising from the discrete representation used to model the external flow induced by the ellipsoids. When the margin of stability could not be reached, we extrapolated δ 3D quadratically using the known data at vertical offsets z/(h 1 + h 2 ) = 0.25, 0.5 and 0.75. Three data points could not be obtained for z/(h 1 + h 2 ) = 0.75 for the same reasons, and are interpolated linearly from known data for different height-to-width aspect ratios.
We find that the smallest distances δ 3D occur for large PV ratios and small volume ratios (the upper left-hand corner of each contour plot). However, the trend observed suggests that the distance would increase for higher PV ratios. On the other hand, the largest distances occur for small values of both the PV ratio and the volume ratio (lower left-hand corner). Again, the observed trend suggests that large values for δ 3D would be obtained for large PV and volume ratios. A saddle of smaller distances extends from the upper left-hand corner down and across the centre of each plot. This saddle marks the parameter values for which two vortices are most robust, in the space of volume and PV ratios. The saddle is a valley of smaller distances, and when crossing the valley one reaches a minimum point corresponding to where the vortices are minimally separated and still just stable. The saddle is well correlated with q 1 /q 2 = 1/(V 1 /V 2 ) or q 1 V 1 = q 2 V 2 . This is the condition of equal vortex strengths. Hence vortices of equal strength are most stable, over all strength ratios, for fixed vertical offsets and aspect ratios. We also recover the result initially obtained for equal PV vortices in Reinaud & Dritschel (2002 , 2005 , namely that vortices moderately offset in the vertical are likely to interact strongly from larger separation distances. In other words, for a fixed horizontal separation, a moderate vertical offset is destabilizing. This counter intuitive results can be explained by the differences between horizontal strain and vertical shear, the latter being more destabilizing. Also note that the critical separation distance tends to increase as the aspect ratios decreases (the values of δ 3D are greatest in the lower left-hand corner contour plot in each array). This means that oblate vortices with h i /r i < 1 are generally less stable than prolate vortices, all other things being equal. This difference, however, becomes less significant as the vertical offset increases. Presumably, prolate vortices are then strongly affected by vertical shear.
We summarize the overall influence of the PV ratio by averaging δ 3D over the different volume ratios, height-to-width aspect ratios and vertical offsets. Figure 7 shows how this averaged distanceδ 3D varies with q 1 /q 2 . The averaged distanceδ 3D exhibits a smooth trend and reaches a minimum over the range 1.2 < q 1 /q 2 < 1.4, which, given the uncertainty in the data, implies that a minimum occurs for a PV ratio of about 1. This indicates that vortices with a stronger PV contrast are less robust: they destabilize at larger separation distances. Hence, from this result one would expect a population of vortices, say in turbulence, to develop similar PV values by selectively destroying weaker vortices -a kind of 'natural selection' among vortices. This scenario is supported by the nonlinear simulation results presented in the next section. This justifies, a posteriori, the attention paid in the literature to equal-PV vortex interactions as the primary model for understanding decaying turbulence. Figure 7 . The mean value of the overall distanceδ 3D between the centroids of the two vortices at the margin of stability versus the PV ratio (averaged over V 1 /V 2 , h 1 /r 1 , h 2 /r 2 and z/(h 1 + h 2 )). The error-bars indicate ±1 standard deviations.
Nonlinear interactions
4.1. Numerical set-up In this section, we address the outcome of unstable interactions by solving the full QG equations using the CASL algorithm, introduced in Dritschel & Ambaum (1997) . The initial conditions for the nonlinear simulations consist of a pair of vortices at the margin of stability as determined in the previous section. Although these equilibria are not exact equilibria with respect to the full QG equations, they provide a good approximation of them (and moreover contain initial disturbances from the exact equilibrium to kick off the instability). The PV in the vortices is determined by ensuring that the total volume be V t = 4π/3 and the total strength be S t = 8π 2 /3, as required of the equilibria described in the previous sections. The time step is t = π/(10 q max ) where q max = max (q 1 , q 2 ). The domain is triply periodic and of dimensions (2π) 3 . To limit the effects of periodicity, the vortices are shrunk to fit into a 2 3 -box at the centre of the computational domain, following Reinaud & Dritschel (2002) . However, all diagnostics are computed for vortices scaled back to their original volumes. We use a 128 3 grid to invert the gridded PV and calculate the velocity field. PV contours are represented on four times as many isopycnal layers, and a grid four times finer in each horizontal direction is used in converting the PV contours to gridded PV values (this is standard). Contour surgery, which limits the growth in complexity of the contours, is applied at a twentieth of the horizontal grid resolution (see Dritschel & Viúdez 2003) for further standard numerical settings).
Simulations are run long enough for the final state to have reached a near equilibrium (i.e. when the volumes of the few largest vortices remain approximatively constant). Hence the final time may vary from one case to another. Typically, however, simulations are run for 60 time units, or 20 characteristic turn-around times based on the mean PV.
4.2. Examples We first illustrate the nonlinear evolution in four cases. For each, we consider vortices having height-to-width aspect ratios h 1 /r 1 = h 2 /r 2 = 0.8, a volume ratio of V 1 /V 2 = 0.5, and a vertical offset of z/(h 1 + h 2 ) = 0.25. Only the PV ratio differs between the cases. In the first case shown in figure 8, we take q 1 /q 2 = 0.6, corresponding to a strength ratio of q 1 V 1 /q 2 V 2 = 0.3. Here, the largest vortex (vortex 2) also has the largest PV. At t = 0, we see that in equilibrium (according to the ELM, that is), vortex 2 is less deformed (more spheroidal) than vortex 1. By t = 9.5, corresponding to 3.7 turn-around times T = 6π/q 2 = 2.6, a filament or tongue of PV is drawn from the weaker vortex 1 and begins to wrap around vortex 2, forming a thin spiral ring of PV which detaches from vortex 1 by t = 15.5. This spiral ring thins by differential rotation and is eventually removed by surgery. Vortex 2 is disturbed by the ring, but never changes volume -the vortices never merge, even partially. By the end of the simulation at t = 57, vortex 1 has lost 14.8 % of its volume. We may say that vortex 1 has been partially strained out during the interaction.
In the second example, presented in figure 9 , we take q 1 /q 2 = 1, hence the strength ratio is q 1 V 1 /q 2 V 2 = 0.5. The two vortices merge at t = 3.1, a little more than 1 turnaround time T = 6π/q 2 = 3, forming a dumbbell-like vortex. This persists until t = 11, when it splits into two vortices and generates filamentary debris. After splitting, the original smaller vortex 1 loses 18.7 % of its original volume while the large vortex 2 gains 8.6 % in volume. About 0.4 % of the total volume has been lost to filaments. The vortices briefly merge, or rather touch again at t = 16, then split almost immediately, generating a tiny amount ( < 0.1 %) of debris. After this time, the vortices no longer strongly interact, and thereafter shed only a small amount of filamentary debris. By the end of the simulation (t = 57), vortex 1 is now only 3.3 % larger than initially while vortex 2 is 20.5 % smaller. In this case, we may say that the vortices have partially merged. In the third example, presented in figure 10, we take q 1 /q 2 = 2, hence the strength ratio is q 1 V 1 /q 2 V 2 = 1. In this case, the smaller vortex 1 has the larger PV, but both vortices have identical strength. Initially, vortex 1 is less deformed than vortex 2. The two vortices merge into a single structure at t = 7.4, corresponding to 3.7 turn-around times T = 6π/q 1 = 2, with the lower-PV vortex being stretched into a large spiral ring encircling the high-PV vortex. Here the largest vortex is most strongly deformed. Most of it ends up in the spiral ring. Part of this ring remains loosely connected to the high-PV core belonging to vortex 1 initially. The ring forms a shield of lower PV around the core. This vortex-ring compound structure by t = 43.2 contains 76.6 % of the total initial volume of PV, while the secondary vortex contains 16.5 % of the total initial volume. The remainder consists of filaments. From this time, until the end of the simulation at t = 57, the vortices no longer strongly interact. The secondary vortex remains mostly unchanged, whereas the larger compound vortex is gradually eroded at its periphery. By t = 57, it has lost 9.61 % of the volume it had at t = 43.2. We may again consider this case a partial merger.
Finally, we illustrate in figure 11 an example of an interaction for a PV ratio of 4, a higher PV ratio than those considered in § 3.1, simply for contrast. The vortex strength ratio is here q 1 V 1 /q 2 V 2 = 2. The small intense vortex 1 on the left is little deformed initially from a spheroid. In time, vortex 1 draws out a thin filament from vortex 2 which forms a spiral ring around vortex 1: this is reminiscent of the first case in figure 8 , with vortices reversed. Little debris are generated. The ring finally detaches from the low-PV vortex 2 at t = 45.6. This ring contains 22.5 % of the initial volume of vortex 2, which remains the largest vortex of the flow with 72.7 % of its original volume by the end of the simulation at t = 57. The remaining volume consists of filamentary debris. We may call this case a partial straining out of the large vortex. Table 2 . Parameters used in the initial conditions for the numerical simulations.
Classification of vortex interactions
We next examine the general characteristics of vortex interactions across the entire parameter space. We cannot consider all 6400 cases considered in § 3.1, owing to computational expense, and therefore restrict attention to a broad subset of cases. Our main interest in this study is the influence of the PV ratio q 1 /q 2 on vortex interactions, so we consider a wide variety of values of this parameter (see table 2 ). The main restriction on the sampling of the other parameters is on the height-towidth aspect ratios: we limit the choice for h 1 /r 1 and h 2 /r 2 to 4 pairs of values. We also consider 3 values for the volume ratio V 1 /V 2 and 4 values for the vertical offset -see table 2. Note that we include a few cases with PV ratios higher than in § 3.1. Altogether, this subset includes 384 individual cases. However, in 22 cases we could not determine the marginally unstable equilibria, hence could not generate an appropriate initial condition for a numerical simulation. These cases correspond to vortices nearly aligned in the vertical, as discussed in § 3.2. Considering the number of cases which could be examined, these few exceptions are unlikely to affect the general conclusions. Our principal aim is to classify the different types of interactions occurring. We use a classification similar to that proposed for two-dimensional vortex interactions by Dritschel & Waugh (1992) and used in three-dimensional vortex interactions by Table 3 . Classification of vortex interactions. Bambrey et al. (2007) . We defineV f as the ratio of the volume of the largest vortex in the flow by the end of the simulation to the volume of the largest vortex at t = 0. Similarly, we defineV s as the ratio of the volume of the second largest vortex in the flow by the end of the simulation to the volume of the second largest vortex at t = 0. Depending on the value ofV f andV s , we classify the vortex interaction as outlined in table 3. The interactions fall into 6 types: (i) elastic interaction (EI) when vortices do not change volume; (ii) partial straining out (PSO) when a part of one or both vortices has been removed but does not lead to the growth of any of the vortices; (iii) complete straining out (CSO), when one vortex is completely destroyed by the straining field of the other but is not absorbed by it; (iv) partial merger type 1 (PM1), when the two vortices have exchanged PV, and when the largest vortex at the end of the interaction is larger than the largest vortex at t = 0; (v) partial merger type 2 (PM2), when the vortex which gained volume is initially the second largest vortex but does not become larger than the largest vortex at t = 0; and (vi) the complete merger (CM), when only one vortex, containing all of the coherent PV, survives the interaction. Departing from the classification used in Bambrey et al. (2007) , we distinguish two types of partial merger (PM1, PM2). PM1 is the same as the one the authors used. For PM2, the second largest vortex 1 incorporates a part of the PV of the largest vortex 2, yet not enough to become the largest vortex of the flow by the end of the simulation. This is possible when initially the second largest vortex 1 has a higher PV than the largest vortex 2. For the equal-PV interactions considered in Bambrey et al. (2007) , this situation cannot happen as the largest vortex 2 always dominates the interaction. Overall, 21.7 % of all interactions investigated were found to be PSO, and 70.5 % PM1, and 7.8 % are PM2. No other type of interaction was observed. It is perhaps not surprising that we do not encounter EI as we start at the (estimated) margin of stability. Hence we expect a strong interaction to take place in all cases. On the other hand, the complete absence of CSO and CM interactions indicates that, in general, vortex interactions are hardly ever fully destructive (lack of CSO), and are rarelyif ever -complete merger (lack of CM). The notion of 'vortex merger' is even less appropriate in three-dimensions than it is in two-dimensions (Dritschel & Waugh 1992) .
We now focus on the influence of the PV ratio on the types of interaction observed. Note that the sample size for each PV ratio is only about 45 simulations, so there may be significant uncertainty in the results reported next. The results are summarized in table 4. The first result is that, in the parameter space considered here (except for the PV ratio q 1 /q 2 = 3), PM1 is the dominant interaction. In these cases, the largest vortex grows in volume as a result of the interaction. This indicates the possibility of an inverse energy cascade in physical space as larger more energetic vortices are Table 4 . Percentages of PSO, PM1 and PM2 regimes for the 8 PV ratio considered. IT stands for Interaction type.
formed on average. Note that vortices have a self-energy roughly proportional to r 5 , where r = (3V /4π) 1/3 is their mean radius, see Bambrey et al. (2007) . The self-energy of a vortex is defined by
where V denotes the volume occupied by the vortex, ψ v is the streamfunction induced by the vortex, and q is its PV. We focus on the self-energy since this dominates the interaction energy, often by a factor of 10 or greater (see Reinaud & Dritschel 2005 , in particular their figure 8). Moreover, as illustrated below, the self-energy allows us to assess, in a simple way, energy exchanges between spatial scales resulting from strong interactions.
When the PV ratio is larger than 1, the first cases of PM2 are observed. Note that since the volume ratio is set to be less than 1 (without loss of generality), when the PV ratio is less than 1, the largest vortex 2 also has the highest PV and dominates the interaction. In these cases, the smaller vortex 1 is never able to incorporate more PV than it loses. However, when the PV ratio is larger than 1, the smallest vortex 1 may dominate the interaction and incorporate some of the volume of the largest vortex 2 (as seen for example in figure 10 ). The percentage of PM2 increases as the PV ratio increases, which is expected as the increased PV of the smaller vortex 1 makes it more likely to dominate the interaction. In these PM2 interactions, the initially largest vortex 2 loses volume while the initially smallest vortex 1 gains volume. This favours the formation of intermediate-sized vortices rather than larger vortices. Recall, however, that these interactions occur at larger separation distances than in the case of similar-PV vortices. Hence, in a (freely-evolving) turbulent flow, interactions between dissimilar-PV vortices are likely to take place relatively early in the evolution, and therefore become rare at late times.
The present results also show that PSO interactions occur frequently. Bambrey et al. (2007) found that, for equal-PV vortices, this regime is typical when the vortex volume ratio is much smaller than 1. Here, over a wide range of PV ratios, this regime occurs in about 20 % of all cases, in particular when the vortex strengths are strongly dissimilar. The complexity of vortex interactions seen here underscores the fact that vortex interactions are much more complex than the classical 'vortex merger', originally thought to be the primary mechanism for energy cascades in geophysical turbulence.
Volume, strength, energy and enstrophy
In the previous section, we examined the changes in volume of the vortices as a result of their interaction. Such changes may be directly related to scale changes and hence to energy transfers in physical space. Most interactions result in the growth in volume of the largest vortex (PM1), supporting the notion of an inverse energy cascade for QG turbulence; but many interactions fall into the PSO and PM2 regimes, and for thesê V f 6 1. There is, however, another viewpoint. The main dynamical quantity is not the volume but the strength of the vortices S = V qdV . It is therefore also important to study how the vortex strengths change during the interactions. Analogous toV f andV s , we introduceŜ f andŜ s , whereŜ f is the ratio of the largest vortex strength at the end of the simulation to the largest vortex strength at t = 0, andŜ s is defined in a similar way for the second largest strength. Moreover, we introduce analogous quantities for the averaged energyÊ f andÊ s , and enstrophyĴ f andĴ s , in order to examine directly energy and enstrophy changes or 'cascades'.
The averaged volume ratios (V f ,V s ), strength ratios (S f ,S s ), energy ratios (Ē f ,Ē s ), and enstrophy ratios (J f ,J s ) versus the PV ratio q 1 /q 2 are summarized in figures 12(a)-12(d), respectively. BothV f andĒ f exhibit a maximum for q 1 /q 2 = 1, indicating that interactions between equal-PV vortices are the most efficient in generating both larger and more energetic vortices and in promoting the inverse energy cascade. On the other hand, for PV ratios larger than 1,V f decreases as q 1 /q 2 increases; meanwhile, V s increases but remains less than 1 for all PV ratios. Between q 1 /q 2 = 2 and q 1 /q 2 = 3, V f becomes less than 1. This means that there is on average a decrease in volume of the largest vortex for large PV ratios. This is consistent with the classification of vortex interactions presented in the previous section where we observe a large number of PSO and PM2 interactions occurring for large PV ratios (see table 4). These interactions do not result in an increase in volume of the largest vortex. On the other hand, it is seen thatS f is always larger than 1. This indicates that interactions always produce a stronger vortex, even if it might not be the largest vortex in the flow. Note thatS s is always less than 1. This means that interactions also produce a weaker vortex. A similar statement can be made forJ f . Vortex interactions tend to increase the enstrophy of one of the vortices.
It is perhaps surprising thatS f > 1 althoughV f < 1 andV s < 1 for large PV ratios. A possible explanation for this is as follows. At t = 0, the smaller vortex 1 is the strongest vortex. During the subsequent interaction, vortex 1 incorporates part of the initially larger but weaker vortex 2. By the end of the simulation, the largest vortex consists of a core of high PV initially belonging to vortex 1, shielded by lower PV coming from vortex 2. The volume of PV incorporated by the strongest vortex increases its strength (Ŝ f > 1), and makes it the largest vortex in the flow by the end of the simulation. However, this increased volume may not be enough to make it larger than vortex 2 at t = 0 (V f < 1). Moreover vortex 2 may have lost enough volume to become smaller than vortex 1 at t = 0, henceV s < 1.
To summarize, interactions on average tend to produce a larger, more energetic vortex when the PV ratio q 1 /q 2 < ∼ 1, and a smaller vortex (or intermediate-sized one) when q 1 /q 2 > ∼ 1. On the other hand, interactions always produce a stronger vortex. Overall, averagingV f andS f over all PV ratios q 1 /q 2 , the volume of the largest vortex increases by 6 % and the strength of the strongest vortex increases by 12 %.
Conclusions
In this study we have analysed the interactions between two co-rotating (likesigned) quasi-geostrophic vortices having different height-to-width aspect ratios, volume ratios, potential vorticity ratios and vertical offsets.
We have first determined the onset of a possible strong interaction between the two vortices using an asymptotic approach provided by the ellipsoidal model. The analysis enabled us to determine approximate equilibria and the margin of stability for families of vortices. The first important result is that, on average, vortices having a PV ratio close to 1 must be closer inorder to interact strongly than vortices having large or small PV ratios. This has a direct implication for vortex interactions in general. Vortices with significantly different PV (around a factor 2 or more) are likely to interact strongly from further away than vortices with comparable PV. Then, the low-PV vortices are likely to be absorbed or strained out by the high-PV vortices. The implication of this result, for say geophysical turbulence, is that one should mainly find vortices of comparable PV at late times (after those having relatively weak PV have been strained out).
We have examined the outcome of a wide variety of vortex interactions by direct numerical simulation of the full QG equations. This has revealed the predominance of partial merger, a type of interaction in which the strongest vortex gains strength (volume integrated PV). Overall, the strongest vortex gains 12 % in strength, on average. On the other hand, these interactions do not all yield a growth in volume for the largest vortex. This is particularly true for interactions between two vortices with a PV ratio larger than 2. However, on average, the gain in volume for the largest vortex is 6 % over the range of cases studied. Hence, overall, the largest vortices grow slightly in volume and strength on average, consistent with an inverse energy cascade in QG turbulence. At the same time, many smaller (and weaker) structures are produced.
A further topic under investigation is the interaction between two opposite-signed vortices. Opposite-signed vortices cannot merge, of course, and their interactions have been thought to be benign (Miyazaki, Yamamoto & Fujishima 2003) However, preliminary results indicate that such interactions can produce smaller vortices efficiently. Another topic concerns the extension of these results to flows at finite Rossby and Froude numbers, i.e. beyond the QG regime. This changes the way cyclonic and anti-cyclonic vortices interact.
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