Abstract. Let C 2 be a smooth and projective curve over the ring of dual numbers of a field k. Given non-zero rational functions f, g, and h on C 2 , we define an invariant ρ(f ∧g ∧h) ∈ k. This is an analog of the real analytic Chow dilogarithm and the extension to non-linear cycles of the additive dilogarithm of [11] . Using this construction we state and prove an infinitesimal version of the strong reciprocity conjecture [5] . Also using ρ, we define an infinitesimal regulator on algebraic cycles of weight two which generalizes Park's construction in the case of cycles with modulus [8] .
Introduction
Let k be a field of characteristic 0 and k n := k[t]/(t n ), with k 2 being the ring of dual numbers over k. One expects an abelian category of motives over any scheme over k, and in particular over k 2 . Goncharov while considering the degeneration of motives attached to hyperbolic manifolds of odd dimension expected that motives over the dual numbers should have properties similar to euclidean scissors congruence class groups [4, p. 616 ]. Bloch and Esnault further expected that the real analytic dilogarithm should degenerate to an additive dilogarithm which would give an analog of the volume map on the euclidean scissors congruence class in three dimensions. This insight was realised in the construction of an additive dilogarithm for the weight two motivic cohomology complex based on the localisation sequence in their fundamental paper [2] . Later an additive dilogarithm for the Bloch complex was constructed in [11] . In a precise sense, the current paper is an extension of the construction of [11] to the non-linear case. The construction in this non-linear case is much more involved and requires many new ideas. In the introduction, we will try to explain the main ideas behind the construction.
Suppose that X/C is a smooth, projective curve over C and f 1 , f 2 , and f 3 are rational functions on X. Letting
with the property that dr 2 (f 1 , f 2 , f 3 ) = Re(Alt 3 (d log(f 1 ) ∧ d log(f 2 ) ∧ d log(f 3 ))), one has, up to a constant multiple, the Chow dilogarithm map [5, p. 4] : ρ R : Λ 3 C(X) × → R given by
The main construction of this paper is the analog ρ of this map for R replaced with k 2 , which is expected in the spirit of the above discussion about the analogy between mixed tate motives over k 2 and euclidean scissors congruence class groups. In the main set-up of this paper X/C is replaced with a smooth and projective curve C 2 /k 2 .
The main challenge in constructing such a map is to find an analog of the integral (1.0.1) for a curve C 2 /k 2 . A related problem is that the integrand involves taking the real part of an algebraic form. Therefore, we have to find an algebraic construction in the context of motives over k 2 which will be an analog of this. We have encountered such a function in [11] : log
] defined as log
• (a) := log(a/a(0)). We would like to think of log • as the analog of a branch of the logarithm or as the real part of the logarithm. In order to find an expression which is an analog of (1.0.1), we are again motivated by the construction in [11] : the construction in this paper restricted to the case of P construction in [11] . The precise statement can be found in Theorem 3.5.6. Even though both the arguments in [11] and the ones in the current paper use the idea of liftings of the functions to some thickening of k 2 , the approach in [11] is computational, here it is more geometric. We briefly outline the main idea.
In [11] , we defined the additive dilogarithm ℓi 2 : B 2 (k 2 ) → k, by ℓi 2 ({s + at} 2 ) = − a 3 2s 2 (1−s) 2 . In order to show that this function indeed satisfies the functional equation for the dilogarithm and deduce its basic properties, we interpreted this formula as follows. Let ℓ : Λ
Z k[[t]]
× → k denote the map (2.4.5), which in this case takes the form ℓ(u ∧ v) := log
• (u) Let us now turn to the context of this paper of a curve C 2 /k 2 . When considering general rational functions on C 2 , we put a slight restriction on the type of singularities that our functions can have. We allow those functions on C 2 which are locally a product of a unit and a power of an element that reduces to a uniformizer on the closed fiber. The precise definition is in Definition 3.1.1. For a choice of liftings of uniformizers P 2 , we call a rational function on C 2 , P 2 -good in §3.2, if it satisfies this hypothesis with respect to the uniformizers in P 2 . Letting k(C 2 , P 2 ) × denote the set of rational functions which are P 2 -good, the infinitesimal Chow dilogarithm ρ is a map ρ : Λ 3 k(C 2 , P 2 ) × → k. The main idea in constructing ρ is as follows. If C 2 /k 2 has a global liftingC/k [[t] ] to a smooth and projective curve and the functions (f, g, h) have global liftings (f ,g,h) to functions onC which are good with respect to a system of uniformizersP := {π c |c ∈ |C s |} onC that lift P 2 then ρ(f, g, h) = c∈|Cs| Tr k (ℓ(resπ c (f ∧g ∧h))), (1.0.2) where resπ c is the residue map (2.4.4).
The existence of a global lifting of C 2 together with good liftings of the functions f, g, h is too much to ask for. Even if we knew that such liftings exist, we need to show that the expression (1.0.2) is independent of the choices of the liftings which is a non-trivial task. In the following, we do not assume the existence of any lifting. Instead, we choose local liftings of C 2 at all of its points, including the generic point. These are known to exist by the smoothness assumption. On the generic lifting we choose arbitrary liftings of the functions; on the local liftings we choose good liftings of the functions. The general expression for ρ is then given in Definition 3.2.2. Sections 3.1 and 3.2 are devoted to showing that this sum makes sense and is independent of all the choices.
In Definition 3.2.2, there is a differential form ω which measures the defect of choosing different liftings. We would like to think of different liftings as the analogs of the different branches of the functions under consideration and ω as measuring the difference between the choice of two different branches. This differential is in some sense the main technical object. The map ω attaches a 1-form to the following data: smooth affine schemes A i /k [[t] ] of relative dimension one, an isomorphism χ : A 1 /(t 2 ) ∼ − → A 2 /(t 2 ) and triples of functions (f i , g i , h i ) in A × i whose reductions modulo t 2 map to each other via χ. The 1-form is given by the formula (2.3.1). However, this description depends on many choices and it is of fundamental importance for the construction of the regulator ρ to show that this construction of ω is independent of all the choices. These are proven in Lemma 2.3.1 and Lemma 2.3.3. It is at this point that we have to assume that our objects have dimension at most 1. The statements about independence of the choices are not true without this assumption. The residue property (P8) in §2.4.5 allows us to compute the residue of ω when both of its arguments are good liftings. This property is used when proving that the regulator ρ does not depend on the choice of local liftings in Proposition 3.1.2.
The proof of the infinitesimal version of the strong reciprocity conjecture uses the relative Bloch group relation (P11). In order to state this relation, we first construct a relative version of the standard Bloch group B 2 , and a relative version of the part of the weight three Bloch complex in degrees 2 and 3. The Proposition 2.4.5 then states that ω defines a map from the Milnor part of the relative Bloch complex of weight three. Here and the discussions below regarding the strong reciprocity conjecture, we would like to emphasize that we consider only the part of the Bloch complex of weight three. There is in fact a term in degree one which contains a version of the Bloch group B 3 , but this term has no consequence for the present paper since the strong reciprocity only refers to the terms of degree 2 and 3. Defining the analog of B 3 would take us too far outside of the material of this paper, this question will be dealt with in more generality in a future work.
The construction of the infinitesimal Chow dilogarithm with the desired properties is in fact more or less equivalent to the infinitesimal version of the strong reciprocity conjecture of Goncharov [5] , by using the results of [11] on the structure of B 2 (k 2 ) : Theorem 3.4.4. The infinitesimal part of the residue map
• is homotopic to 0. More precisely, there is a map h :
• which makes the diagram
• commute and has the property that h(k
In the last section we use the discussions of this paper to construct a regulator for algebraic cycles of weight two over k [[t] ]. That this regulator vanishes on boundaries is a direct consequence of the definition. We prove that if two smooth cycles are the same modulo t 2 then they have the same regulator value and also we prove that the regulator vanishes on products. Finally in §4.4.5, we compare our construction in the case of cycles to the construction of Park in the case of cycles with modulus 2. Here we emphasize that we use the strong sup modulus when defining the additive Chow groups.
There are many questions that are left unanswered in this paper. The most important one in our opinion is the generalization of the above construction to higher weights, moduli and to characterstic p. In characteristic p, even in weight two and modulus two, we expect a new component for our Chow dilogarithm which is of arithmetic nature. Another fundamental question is to understand the relation of the theory of this paper with that of [6] , which was in fact one of our main motivations for this paper. These will be the subjects of future work. A related question is to study the regulator on algebraic cycles in more detail and define an equivalence relation on cycles over k [[t] ] which would give a construction of the motivic cohomology complex for truncated polynomial rings in terms of algebraic cycles. We will pursue this approach in our joint work with J. Park.
Outline. The paper is organized as follows. After a recollection of basic facts about splittings in §2.1, in the remaining part of §2, we construct the map ω. Its uniqueness is proven in §2.2, and existence in §2.3. The fundamental properties of ω are proven in §2.4.
In §3.1 and §3.2, we give the construction of the regulator ρ. In §3.3 and 3.4, we prove the infinitesimal version of the strong reciprocity conjecture. In §3.5, we relate the construction of this paper to that of [11] .
In §4, we apply the construction to the case of algebraic cycles of weight two over k [[t] ], and construct an infinitesimal regulator on these cycles.
Notation. For a functor F from k-algebras to abelian groups, let F (k 2 )
• denote the direct summand of F (k 2 ) which is the kernel of the projection
] algebra then we denote A/(t n ) by A| t n . Similarly, if f ∈ A, then we let f | t n denote its image in A| t n . Acknowledgements. The author thanks J. Park very much for many discussions related to the contents of this paper, especially regarding §4. He thanks H. Esnault for mathematical discussions and for being a wonderful host to him as an Humboldt Experienced Researcher at Freie Universität, where part of this work was carried out. Finally, he would like to thank the Humboldt Foundation for support.
Algebraic construction and properties of the canonical 1-form
In this section we would like to present an algebraic construction of the 1-form that we referred to above. We give this construction in a slightly more general context than is necessary for our purposes for the reasons that it makes the construction more transparent and this general construction will be needed for future generalisations of this work.
2.1. Splittings. In the first subsection, we review the notion of a splitting, the existence of which is guaranteed by the infinitesimal lifting properties of smooth affine schemes. This notion enables us to make explicit computations by choosing local coordinates.
For a ring A and an ideal I of A, let A := A/I, a splitting of the projection π : A → A, is a map ϕ : A → A such that π • ϕ = id. In the special case that we are interested in, the existence of a splitting is guaranteed by Grothendieck [7, III-Corollaire 5.6]:
Lemma 2.1.1. Let k be a field, A a noetherian k-algebra, and I := (x) an ideal of A, such that x is not a zero-divisor in A, A is complete with respect to the I-adic topology and A is smooth over k. (iii) The splittings behave functorially with respect to localisation. More precisely, if ϕ : A ֒→ A is a splitting and g ∈ A, then ϕ induces a splitting ϕ g : A g ֒→ A ϕ(g) .
We will use the second remark above constantly in order to choose a local system of coordinates. Given a splitting ϕ, there is a unique isomorphism ϕ :
, as a local chart. In general, the splittings as above are not unique. We prove uniqueness in a case that we need, in order to handle the 0-dimensional cycles. This result is well-known, but we give a proof since it is easier than finding a suitable reference.
Lemma 2.1.3. Suppose that k is a perfect field, and A and I are as in Lemma 2.1.1 with A a finite extension of k. Then there exists a unique splitting ϕ : A → A.
Proof. Since A is smooth over k, the existence follows from Lemma 2.1.1. For any k-algebraB with a square-zero ideal I, and a k-algebra homomorphism φ : A →B/I, the set of liftings of φ to a k-algebra homomorphismφ : A →B is a psuedo-torsor under Hom A (Ω n , starting with the identity map for n = 1 gives the result.
2.2.
Uniqueness of the canonical 1-form ω.
], we will be dealing with a full subcategory C
1
A of the category of A-algebras. The objects of this category consist of A-algebras A, which are smooth of relative dimension 0 or 1, are an integral domain and have the property that the residue fields of the closed points of A/(t) are one of the following type: a finite extension of k, if the relative dimension is 1; a finitely generated field of transcendence degree 1 over k, or a field of Laurent series k ′ ((s)) over a finite extension k ′ of k, if the relative dimension is 0. Note that the condition on the residue fields of the closed points is satisfied if A is an algebra of finite type over A or is the localisation or completion at a point in the closed fiber of such an algebra.
If A is an object of C . We describe this construction in detail in the next few sections.
Given an isomorphism χ :Ã| t 2 →Â| t 2 , we let β(Ã,Â, χ) denote the abelian group of pairs (ỹ,ŷ) ∈Ã × ×Â × such that χ(ỹ| t 2 ) =ŷ| t 2 . We let × n β(Ã,Â, χ) denote the n-fold cartesian product of β(Ã,Â, χ) with itself. Note that this last group can also be thought of as the group of pairs (p,p) of n-tuples of elements ofÃ × andÂ × such that ifp = (ỹ 1 , · · · ,ỹ n ) and
We abbreviate this last condition as χ(p| t 2 ) =p| t 2 . We will freely switch between these two notations without mentioning it.
We will construct a map
, with the following properties.
Then we havẽ
Suppose that we haveÃ andÂ as above together with an isomorphism χ :Ã| t 2 →Â| t 2 , and pairs (p,p), wherep := (ỹ 1 ,ỹ 2 ,ỹ 3 ) andp := (ŷ 1 ,ŷ 2 ,ŷ 3 ) such thatỹ i ∈Ã × , y i ∈Â × , and χ(ỹ i | t 2 ) =ŷ i | t 2 inÂ| t 2 , for 1 ≤ i ≤ 3. LetB andB denote the completions ofÃ andÂ along the closed fiber. Note that χ induces an isomorphismB
which we will denote by ψ. Letq andq denote the images ofp andp in the respective completions B andB. Then we have ω(p,p, χ) = ω(q,q, ψ) (P3) Functoriality. Suppose that we have a diagram
where χ i are isomorphisms, and such that there exists a closed point inp 2 ∈ SpecÂ 2 , with the property that g induces an isomorphism from the localisation at (t) of the completion ofÂ 1 at g −1 (p 2 ) to the localisation at (t) of the completion ofÂ 2 atp 2 . Note that this also implies that f induces an isomorphism from the localisation at (t) of the completion ofÃ 1 at (χ 2 • f ) −1 (p 2 ) to the localisation at (t) of the completion ofÃ 2 at χ
where
is the map induced by g. 
, and an arbitrary A-automorphism χ of k
by (P3), we reduce to the situation in (P1), where the value of the 1-form is given by an explicit formula. This finishes the proof.
In the next sections we will first prove the existence of ω with the properties (P1) and (P3) and then prove that it satisfies the further properties (P3)- (P10) 2.3. Existence of ω and proof of the properties (P1)-(P3).
Construction of ω(p,p, χ). LetÃ andÂ be objects of C 1
A , and χ :Ã/(t 2 ) →Â/(t 2 ), an isomorphism over A, and (p,p) ∈ × 3 β(Ã,Â, χ) as above. We will define ω(p,p, χ) by first making some choices. Later, we will show that this definition is independent of all the choices.
First, we replaceÃ andÂ with their completions along the closed fiber. Note that this does not changeÂ and hence Ω
1Â
/k in which ω takes values. Similarly, χ and the triples of pointsp andp give corresponding points on the completions. Therefore, without loss of generality, we will assume thatÃ andÂ are complete with respect to (t). From now on, in this section, we will always assume that the A-algebras under consideration are complete with respect to the ideal (t). By the smoothness assumptions we have
Let χ :Ã ∼ − →Â be any lifting of χ, and ϕ :Â →Â be any splitting of the canonical projection. Denote by ϕ the corresponding isomorphismÂ[[t]] ∼ − →Â. We then we define ω(p,p, χ) as follows:
where we will define Ω below. Let (q,q) be a pair withq,q ∈ × 3 β(Â[[t]]) and are congruent modulo (t 2 ). Let us writẽ
We writê
This construction a priori depends on χ and ϕ. Therefore, we will denote the ω defined above temporarily by ω χ,ϕ . We will show below that, in fact, it is independent of χ and ϕ. In order to show independence with respect to the choice of the splitting ϕ, we will start with the following lemma which deals with the split case.
, and ψ : A → A be any continuous A-algebra isomorphism which induces the identity map on A.
Then
Proof. Since ψ is assumed to be an A-algebra homomorphism, it is completely determined by its restriction to k ′ ((s)). Since ψ is identity on k, reduces to identity modulo (t), and Ω
Therefore, it is completely determined by its value on s. Suppose that
where for a function f ∈ k ′ ((s)), we let f ′ ∈ k ′ ((s)) denote the derivative with respect to s.
− →Â is any lifting of χ, and ϕ, ϕ ′ :Â →Â are two splittings of the canonical projectionÂ →Â then
] and ψ := ϕ ′−1 • ϕ, we need to show that Ω(q,q) = Ω(ψ(q), ψ(q)). This is exactly the statement of the above lemma whenÂ ≃ k ′ ((s)). However, we can always reduce to this case by choosing a closed point ofÂ and noting that the field of fractions of the completion ofÂ at this closed point is isomorphic to k ′ ((s)) and the induced map Ω
Because of the corollary above, from now on we will use the notation ω χ instead of ω χ,ϕ . Next we show independence with respect to the lifting χ of χ. Lemma 2.3.3. If χ and χ ′ are liftings of χ then ω χ = ω χ ′ . Therefore, ω is well-defined and does not depend on ϕ and χ.
Proof. Using a splitting ϕ :Â →Â as in the definition of ω, we reduce to the case wheñ A =Â =Â [[t] ] and χ = id. Using the argument at the end of the proof of Corollary 2.3.2, we reduce further to the case whenÂ = k ′ ((s)). If χ and χ ′ are two liftings of id, we need to prove that:
Letting χ ′ = ι • χ, we have ι| t 2 = id and we need to prove that for anyp andp such that
, and by the formula (2.3.2), we have
This finishes the proof of the lemma.
The additional properties (P4)-(P10) of the map ω.
In this section, we will show that the construction above satisfies the following fundamental properties which will be needed below.
2.4.1. (P4) Interchange of components. If we interchangep andp then they are related by the following formula
is the map induced by χ.
Proof. First note that Ω has the property that Ω(q,q) = −Ω(q,q). Let χ :Ã ∼ − →Â be a lifting of χ, and ϕ :Â →Â a splitting of the canonical projection as above. Then we have, by definition,
On the other hand, in order to compute ω(p,p, χ −1 ), we can use the splitting ψ :
fromÃ toÃ, and the lifting χ −1 of χ −1 . Note that ψ can be described as follows. Let χ denote
By transport of structure, χ * of the last expression is
which finishes the proof. 
where 
which implies that
Similarly, Proof. This follows from the same statement for Ω. Namely, if
and
Proof. This follows from the same statement for Ω. More precisely, if
for any σ ∈ S 3 .
Corollary 2.4.1. The properties (P6) and (P7) imply that ω(·, ·, χ) induces a map
, which we will denote by the same notation. 
denote the subgroup of those pairs of n-tuples which lie in × n β(Ã • ,π) and × n β(Â • ,π). We claim that on this set, the 1-form ω has only logarithmic singularities at the closed point of SpecÂ • :
where, ifπ denotes the reduction ofπ toÂ, then Ω
In the remainder of this section, we will prove the above statement and give a formula for the residue of ω. First note that we have the following version:
of the residue map in [3, §1.14]. This map is characterised by the following properties. It is multilinear, anti-symmetric, vanishes when restricted to Λ n (Â • ) × ; and
where if u i ∈ (Â • ) × , for 2 ≤ i ≤ n, then u i denotes reduction modulo (π). We will need the fact that this construction of resπ in fact depends only on the ideal (π) generated byπ inÂ
• .
Proof. First note that under the assumptions β(Â • ,π ′ ) = β(Â • ,π) and hence the sources and the targets of resπ′ and resπ are the same and the statement makes sense. In order to prove the statement, by the multi-linearity, anti-symmetry and the vanishing of both resπ′ and resπ on Λ n (Â • ) × , we need to check that they agree on elements of the form (π
A denote the full subcategory of the category of A-algebras whose objects consist of etale A-algebras which are integral domains with the residue field of the closed point a finite extension k ′ of k. Given such an A-algebra B, the completionB along the ideal (t) is canonically isomorphic to k
, where k ′ is the residue field of the closed point, so we write ψ :
for every object B of C 0 A . With the above notation,Â • /(π) is an object of C 0 A , and we have a canonical map:
• log /k with residue given by
Proof. First, without loss of generality, we replaceÂ
• andÃ • with their completions at their closed point corresponding to (π, t) and (π, t). Then we choose χ :Ã
• →Â
• as the unique lifting of χ which sendsπ toπ and is an A-algebra isomorphism. Choosing also an isomorphism
• , which sends s toπ, we reduce the problem to the case whenÂ
]/k and hence res s Ω(p,p) = 0. In this case, we also have
× . Therefore, we have the equality in the (2.4.6) in this case. By the above property, the multi-linearity and anti-symmetry of both sides of (2.4.6), and the definition of s-goodness, we are reduced to proving the equality in case whenp = (s,ỹ 2 ,
On the other hand, res s (p) = α 02 (0)e tα12(0)+t
× , and hence (Λ 2 log • )(res s (p)) = (tα 12 (0) + t 
Proof. In order prove the identity above, first, without loss of generality, we replace all the rings above with their completions at a closed point in their special fibers such that these points correspond to each other under the given isomorphisms α
The above expressions, together with the basic identity,
finishes the proof of the property above.
2.4.7.
(P10) Modulus. The map ω(·, ·, χ) depends onp andp only modulo (t 3 ).
Proof. The statement follows from the same statement for Ω, which is seen directly from its definition.
(P11) Relative Bloch group relation.
Suppose that B is a local ring with infinite residue field and I B an ideal, we will define a relative Bloch group of (B, I). Let us write β(B, I) :
Let us define the relative Bloch group B 2 (B, I) as the abelian group generated by the symbols {(b,b)} 2 for every (b,b) ∈ β ♭ (B, I), modulo the relations generated by the analog of the five term relation for the dilogarithm:
for every (x,x), (ỹ,ŷ) ∈ β ♭ (B, I) such that (x −ỹ,x −ŷ) ∈ β(B, I). As in the classical case, we obtain a complex 
, and I = (t 2 ), then the two above definitions of β are related as follows: β(B, (t 2 )) = β(B, B, id), where id : B/(t 2 ) → B/(t 2 ) is the identity map. In particular, we have a map ω :
Proof. We need to show that ω vanishes on terms such as
with (f ,f ) ∈ β ♭ (B, (t 2 )) and (g,ĝ) ∈ β(B, (t 2 )). By the transitivity property (P5), it is enough to show that ω vanishes on the following terms: Then property (P1) gives that ω evaluated on (2.4.7) is equal to
In order prove that ω vanishes on (2.4.8), letf = α 0 e α1t+α2t 2 +··· . Again by (P1), we compute that ω evaluated on (2.4.8) is equal to
This finishes the proof. Proof. This follows from the above proposition after completing at a closed point in the special fiber and then localizing at the prime ideal (t).
Inifinitesimal regulator and the strong reciprocity theorem
In this section, we will give the construction of ρ(f ∧ g ∧ h), where f, g and h are rational functions on a smooth proper curve C 2 over k[t]/(t 2 ). The construction will rely on the map ω of the previous section. In the first subsection, we will give a local definition which depends on certain choices. In the next subsection, we will define the global version which is independent of all the choices.
3.1. Construction of ε. In this subsection we will define a map ε which will be defined on the triples of functions on a generic lifting of the ring under consideration.
3.1.1. Notion of goodness. Let S := Spec(A), S n := Spec(A n ), with
denote the following full subcategory of the category of A 2 -algebras. The objects of C 1 A2 consist of A 2 -algebras A 2 such that A 2 is a smooth A 2 -algebra of relative dimension 0 or 1, A 2 is an integral domain, the natural multiplication by t map induces an isomorphism A 2 ∼ − → (t) of A 2 -modules and the residue fields of the closed points of A 2 are one of the following type: a finite extension of k, if the relative dimension is 1; a finitely generated field of transcendence degree 1 over k, or a field of Laurent series k ′ ((s)) over a finite extension k ′ of k, if the relative dimension is 0. Note that these algebras A 2 are precisely the algebras that are obtained as A/(t 2 ) with A an object of C at the prime ideal (t), similar to the notation in §2.4.5. If B is a general A-algebra with B = B/(t) an integral domain, we also use the notation B η to denote the localisation of B at the prime ideal (t). Assume further thatÃ is complete with respect to the ideal (t). Note thatÃ is a lifting of A 2 only and we do not assume thatÃ is the localisation of a lifting of A
, π 2 )}, denote the elements inÃ whose reductions modulo (t 2 ) are α −1 (π 2 )-good. Note that we do not require that the elements inÃ are good with respect to a uniformizer. In fact such a requirement would not have made sense since there is neither a fixed integral structure nor a choice of a uniformizer on this integral structure onÃ. There is such a structure only modulo (t 2 ). This is a crucial point in what follows.
We will define a function ε :
where k ′ is the residue field of the closed point of A . Letπ be a uniformizer on B • such thatγ(π| t 2 ) = π 2 . Moreover let ( B • ) η denote the localization of B • at the ideal (t). Then ( B • ) η is a lifting of A 2 together with the isomorphismγ η , which is the localization ofγ :γ
Because of the choice of a uniformizerπ on B • , we have the notion ofπ-goodness for elements of ( B • ) η , the set of which we denoted by β( B • ,π) in Definition 2.4.2. Now suppose that we start withp ∈ × 3 β(Ã, α −1 (π 2 )). By assumption, α(p| t 2 ) ∈ × 3 β(A • 2 , π 2 ). On the other hand, sinceγ(π| t 2 ) = π 2 , there is an element, not unique, sayq ∈ × 3 β( B • ,π), such thatγ η (q| t 2 ) = α(p| t 2 ). This implies that (p,q) ∈ × 3 β(Ã, ( B • ) η ,γ We define εq(p) := ℓ(res(q)) + res(ω(p,q,γ
. We first show that the expression above is independent of the choice of local liftingsq. • 2 , π, a uniformizer on B • such thatγ(π| t 2 ) = π 2 , andq ∈ β( B • ,π), aπ-good lifting ofp, i.e. γ η (|q t 2 ) = α(p| t 2 ), then we haveγ (εq(p)) =γ(εq(p)),
Proof. By the transitivity property (P5) applied on the generic point, we havẽ
Taking residues in the above expression, the statement that we would like to prove reduces to:
Note that in the last expression sinceq andq are good liftings, i.e.
the residue resπ(ω(q,q,γ −1 •γ)) can be computed in terms of ℓ, by the residue property (P8), and hence gives the above expression. η • α))). By the previous proposition, this definition is independent of the choice of the local good lifting q. In fact, by the multi-linearity and the anti-symmetry properties of ω, ℓ and res, ε induces a map ε :
3.2. The construction of ρ. Suppose that C 2 /S 2 is a smooth and proper curve. We let C := C 2 × S2 S 1 be its special fiber, η, the generic point of C, and |C|, the set of closed points of C. Similarly, for an open subscheme U 2 ⊆ C 2 , we let U to be the special fiber. We call an element of k(C 2 ) × := O × C2,η , a rational function on C 2 . We call P 2 = {π 2,c |c ∈ |C|} a system of uniformizers, if for every c ∈ |C|, π 2,c ∈Ô C2,c is a uniformizer. HereÔ C2,c is the completion of the local ring O C2,c at its maximal ideal. We say that a rational function f is P 2 -good, if f is π 2,c -good for every c ∈ |C|. We denote the group of P 2 -good rational functions by k(C 2 , P 2 )
× . Similarly, we say that p = (f, g, h) is P 2 -good, if all of f, g, and h are. If we let |p| := |div(f | C )| ∪ |div(g| C )| ∪ |div(h| C )| ⊆ |C|, then p is π 2,c -good for c / ∈ |p|, for any choice of a uniformizer π 2,c . On the other hand, for example, a triple of functions of the form (s, s + t, ·) is not π 2 -good on the spectrum of k[[s, t]]/(t 2 ), for any choice of a uniformizer π 2 .
Choose a liftingÃ of A 2 := O C2,η , as in §3.1, together with a fixed isomorphism α :
Choose any liftingp of p toÃ. For any c ∈ |C|, we apply the construction in §3.1, withÃ
Since, by assumption, p is P 2 -good, we have, for any c ∈ |C|,p ∈ × 3 β(Ã, α −1 (π 2,c )). Therefore corresponding to c, we have ε(p; c) ∈ k(c). For any element y in k(c), let Tr k (y) denote its trace from k(c) to k.
We define ρ(p) as:
We will need the following proposition in order to show that this sum makes sense, and to show that it defines the function that we are seeking. Proof. First, let us choose an affine open set U 2 ⊆ C 2 such that U 2 has a liftingŨ and p| U2 has a liftingp U toŨ , which is good with respect to a system of parameters P 2 (Ũ ) onŨ which lift P 2 | U2 . More precisely,Ũ is an affine scheme whose ring of functionsÃ U is an object of C 1 A together with an isomorphism α U2 :Ã U | t 2 ∼ − → A 2,U , where A 2,U is the ring of functions of U 2 ; P 2 (Ũ ) is a system of parameters onÃ U which lift α
Then on the generic point, we have the generic liftingp U,η . Let us look at the summands that appear in the expression (3.2.1) for ρ(p U,η ). These are the terms In case c ∈ U,p U,η , by our assumption, is a good lifting at c. Sinceq c is also a good lifting, by the residue property (P8) we have
and therefore Tr k ε(p U,η ; c) = Tr k ℓ(res cpU ). Sincep U is a good lifting of p| U2 , right hand side is non-zero only when c ∈ |p|. Hence for c ∈ U, the terms ε(p U,η ; c) are non-zero for only finitely many c. Since C \ U is a finite set, we conclude that the sum (3.2.1) for ρ(p U,η ) is finite. Now letp η andp η be arbitrary generic liftings. In other words, we have isomorphismŝ
The differences ε(p η ; c)−ε(p η ; c) can be computed by choosing a good local liftingq c . Namely, we have
In the last expression,α c (resp.α c ) is the map induced byα (resp.α) after completing at c; andγ c,η is the map induced byγ c after localising at η. By the transitivity property (P5),
•α c ). Therefore, after taking residues, we have 
Using this in the last equality above, and taking traces, we obtain:
for every c ∈ |C|.
Since the rational 1-formα * (ω(p η ,p η ,α −1 •α)) has only finitely many singularities, by the identity (3.2.2), the finiteness of the sum for ρ(p η ) and for ρ(p η ) are equivalent. Since we know the finiteness of the sum for one lifting, namely forp U,η , we therefore know it for all the liftings. This proves the first statement.
In order to prove the second statement, we note that by summing (3.2.2) above over all c ∈ |C|:
Since the sum of the residues of a 1-form on a curve is 0, we have ρ(p η ) = ρ(p η ).
we define the value of the regulator ρ on p as By the multi-linearity and the anti-symmetry of the functions appearing in the definition of ρ, we see that ρ induces a map
The following corollary gives a more explicit expression for ρ(p). Choose a cover {U i } 1≤i≤r of C 2 by open sets such that there are liftingsŨ i of U i to smooth schemes over S whose ring of regular functions lie in C 1 A , and functionsp i onŨ i which are good liftings of p| Ui , with respect to a system of uniformizers which lift that on U i . If X is any subset of U i , let |X| denote the set of closed points in X and we let r X (p i ) denote the sum of the local contributions Tr k ℓ(res x (p i )), for x ∈ |X|. Note that sincep i is a good lifting of p on U i , these contributions are possibly non-zero only for x ∈ |X| ∩ |p|. Similarly, if ω is any rational 1-form on U i , we let ω X denote the sum of the residues x∈|X| Tr k res x ω. 
Proof. In order to compute ρ(p) we need to choose a generic lifting of p and a collection of good local liftings at each closed point. We letp r,η be the generic lifting. We choose the good local lftingsq c as follows. If c ∈ |U r |, letq c =p Ur,c . Otherwise, there is a unique 1 ≤ i ≤ r − 1 such that c ∈ |U ′ i | and we letq c :=p i,c . Then we have
The statement then follows after noting that Tr k εp r,c (p r,η ) = Tr k ℓ(res cpr ).
Bloch group relation.
In this section, we will construct a residue map from a weight 3 infinitesimal Bloch complex to a weight 2 infinitesimal Bloch complex and study the relation of ρ to this map of complexes. The results of this section will be used in the proof of the infinitesimal strong reciprocity conjecture.
3.3.1. Infinitesimal Bloch group of a discrete valuation ring and the residue map. In this subsection we follow the notation in §3.1.1. We first define the Bloch group
We define the Bloch group B 2 (A • 2 , π 2 ) to be the quotient of the free abelian group generated by the symbols {x} 2 , with x ∈ β ♭ (A • 2 , π 2 ), modulo the relations generated by
This induces part of a weight 3 complex:
, where ∆ sends {x} 2 ⊗ y to δ(x) ∧ y. We also have a residue map that gives a commutative diagram
as in [3] . The residue map on
is defined exactly as in §2.4.5. The residue map on
is characterised by the following properties:
× , and x is the reduction of x modulo (π 2 ).
Global version.
Let us now assume that C 2 /S 2 is a smooth and proper curve, C denote its special fiber and P 2 a system of uniformizers on C 2 . For a finite extension k ′ /k and n ≥ 1, we write k
Note that for every c ∈ |C|, there is a choice of a uniformizer π 2,c ∈ P 2 , and this gives a quotient O C2,c /(π 2,c ), which is canonically isomorphic to k(c) 2 .
Then we define the Bloch group B 2 (k(C 2 ), P 2 ) as the quotient of the free abelian group generated by the symbols {x} 2 , with x ∈ k(C 2 , P 2 ) ♭ , modulo the relations generated by
× . This gives a complex
We have natural maps k(
). Combining these with the sum of the residue maps in §3.3.1, corresponding to A • 2 = O C2,c , over all c ∈ |C| and identifing O C2,c /(π 2,c ) with k(c) 2 , we obtain a commutative diagram:
We constructed an additive dilogarithm map ℓi 2 : B 2 (k 2 ) → k, for any field k of characteristic 0 in [11] . Let us briefly recall this function. It is given by the explicit formula
for s ∈ k ♭ := k × \ {1} and a ∈ k, on the generators of B 2 (k 2 ). It has also the following description using the notation of §2.4.5:
Let ℓi 2,c denote the additive dilogarithm from B 2 (k(c) 2 ) to k(c), and ℓi 2,|C| denote the com- 
Proof. We need to show that both of the functions agree on a general element {f
, with p = (1 − f, f, g ). In order to compute ρ(p), we need to choose a generic lifting of p η and good local liftings of p c , for every c ∈ |C|.
LetÃ denote a lifting of O C2,η , together with an isomorphism α :Ã| 
. By the construction off η ,g η ,f c andg c , we see that (α c (p η ),γ c,η (q c )) ∈ Λ 3 β(K C2,c , (t 2 )), whereK C2,c is the localization ofÔ C2,c at the generic point of its special fiber. By the above expressions, we have:
). The relative Bloch group relation for ω, namely Corollary 2.4.6, then implies that ω(α c (p η ),γ c,η (q c ), id) = 0. Hence
Let us first look at the expression resq c = res
where the last equality is written using the canonical isomorphism between the k-algebras O C2,c /(π c ) and k(c) 2 . Applying ℓ to the above expression we obtain,
On the other hand, ℓ•δ = ℓi 2 , and ℓi 2 depends on its argument only modulo (t 2 ), as was described in the paragraph before this proposition. Therefore,
sincef c andg c are liftings of f c and g c . Summing over all c ∈ |C| and taking traces, we obtain
This finishes the proof.
3.4. Strong reciprocity conjecture. In this section, we assume that k is algebraically closed. The following theorem of Suslin is proven in much more generality in [10] .
Theorem. (Suslin Reciprocity) Let C/k be a smooth and projective curve over k, then the sum of the residue maps
There are Bloch complexes of weight n defined by Goncharov which conjecturally compute motivic cohomology of weight n. Let K be a field then
The cohomological complex Γ(n, K) is concentrated in degrees [1, n] , with B n (K) in degree 1 and conjecturally
) denotes motivic cohomology of weight n. By Voevodsky's description in terms of algebraic cycles and the Bloch-GrothendieckRiemann-Roch theorem,
Q . This is known when i = n, since then
Q . In what follows only the Bloch group B 2 will be relevant. There are several different definitions of these groups and it is not known that these definitions are equivalent. Note that the definition of B 2 (A) that we have been using is the free abelian group generated by {a} 2 , with a ∈ A ♭ := {a|a, 1 − a ∈ A × }, modulo the 5-term functional equation of the dilogarithm. We have a residue map res c : Γ(k(C), 3) → Γ(k, 2), for every c ∈ |C|. Summing them over all c ∈ |C|, we obtain the commutative diagram
By the Suslin reciprocity theorem Im(res
Conjecture. (Strong reciprocity conjecture) The residue map res |C| : Γ(k(C), 3) → Γ(k, 2), is homotopic to 0. More precisely, there is a map h, with h(k × ∧ Λ 2 k(C) × ) = 0, which gives a commutative diagram:
We need some preliminary results before proving the infinitesimal version of the strong reciprocity conjecture.
Proposition 3.4.1. The sum of the local residue maps res |C| :
Proof. This last statement can be reduced to two statements since k
× is zero follows from applying the classical Weil reciprocity to C and the functions f | C and g| C . On the other hand, denote the map
It is the sum of res On the other hand, we see that res t ( 1 t d logf c ∧ d logg c ) defines a rational 1-form ω on C independent of c. The statement then follows from the fact that the sum of the residues of ω on C being 0.
The following is an infinitesimal version of the Suslin reciprocity theorem.
Proof. There is an isomorphism
. For any c ∈ |C|, the composition
, whereπ c is any unifomizer on a lifting ofÔ C2,c , which lifts π 2,c andf c ,g c andh c are anyπ c -good local liftings of f, g and h. Therefore, to prove the statement we need to show that the sum
is 0, whereω c := res t (
On the other hand, ω c clearly depends only onf c ,g c andh c modulo t 2 and henceω c is the restriction of an (absolute) rational 2-form ω on C. Since the last expression in (3.4.1) is the sum of all the residues of the 2-form ω on the curve C, it is equal to 0.
× . In order to compute ρ(r ∧ g ∧ h), we need to choose local and generic liftings of r, g, and h. Let us choose a liftingr ∈ k[[t]] of r. Then we choose the generic lifting and the good local liftings all to be equal tor. We also choose a generic lifting and good local liftings of g and h arbitrarily, satisfying the hypotheses in the definition (3.2.3) of ρ. Let us putr = r 0 e r1t+r2t 2 +··· , with r 0 ∈ k × and r 1 ,r 2 , · · · ∈ k. First we simplify the expression c∈|C| ℓ(res c (q c )), whereq c = (r,g c ,h c ). Note that res c (q c ) =
We can rewrite log • (res c (g c ∧h c ))[t] in terms of residues as:
By the anti-commutativity of the residues, the last expression can be replaced with
Similar to the arguments in the preceding propositions, res t (
) defines a rational 1-form on C, independent of c, and hence the sum of its residues on the curve C is equal to 0. Therefore, 
where χ c is any lifting of the isomorphismγ −1 c,η • α c . We will simplify the last expression. Let us putq :
c (q c )). Using the notation in (2.3.1), we haveq := (ỹ 1 ,ỹ 2 ,ỹ 3 ), q := (ŷ 1 ,ŷ 2 ,ŷ 3 ), withỹ 1 =ŷ 1 =r. Since Ω is a 1-form relative to k, the terms involving d log(r 0 ) in the expression of Ω will vanish. Also sinceỹ 1 =ŷ 1 , we see also that the terms involvingr 2 vanish. Therefore, Ω contains only the terms that have the factor r 1 in them. More precisely, Ω(q,q) = r 1 d log(α 02 )(α 23 −α 23 ) − d log(α 03 )(α 22 −α 22 ) . 
Taking residues we have
Using ( However, d log(α 02 )α 23 −d log(α 03 )α 22 is a rational 1-form on C, and hence the sum of its residues is equal to 0. This finishes the proof.
In order to prove the infinitesimal version of the strong reciprocity conjecture, we then put together the results we have proved so far about ρ in this paper and about the Bloch group B 2 (k 2 ) in [11] . 
Proof. By the theorem in [11] ,
, is the same as the additive dilogarithm ℓi 2 :
• → k. Suppose that we have such an h as in the statement of the theorem. Let us denote the first component of h by h 1 and the second component by h 2 . Then h 1 : Λ 3 k(C 2 , P 2 ) × → ker(δ • ) and h 2 : Λ 3 k(C 2 , P 2 ) × → Im(δ • ). By the commutativity of the lower triangle we must have that h 2 = res |C| . In order to be able to choose h 2 := res |C| , we need to know that Im(res |C| ) ⊆ Im(δ • ). Since the cokernel of δ
• , this is equivalent to Proposition 3.4.2. We know that by Proposition 3.3.3, ℓi 2,|C| • res = ρ • ∆. Clearly, from the definitions, we also have ℓi 2,|C| • res = ℓi 2 • res |C| . Therefore, we have ℓi 2 • res |C| = ρ • ∆
• . By the commutativity of the upper triangle, we see then that we must have ℓi 2 • (h 1 • ∆) = ℓi 2 • res |C| = ρ • ∆. Therefore, we choose h 1 := ℓi • . These choices of h 1 and h 2 give us an h that makes the diagram commutative.
In order to show that h(k × 2 ∧Λ 2 k(C 2 , P 2 ) × ) = 0, we need to show that h 1 (k × 2 ∧Λ 2 k(C 2 , P 2 ) × ) = 0, and h 2 (k 2 then res c (r ∧ f ∧ g) = −r ∧ res c (f ∧ g). Therefore, it suffices to prove that res |C| : Λ 2 k(C 2 , P 2 ) × → k × 2 is 0. This is precisely Proposition 3.4.1. 3.5. Comparison with the additive dilogarithm. In this section, we no longer assume that k is algebraically closed. We will show that when the infinitesimal regulator ρ in this paper is restricted to the case of P 1 2 := P 1 k 2 and the rational functions are restricted to those of degree 1, then we obtain the additive dilogarithm ℓi 2 of [11] . We first compute the regulator ρ for the triple of rational functions on P 1 2 that is related to the Totaro cycle. Lemma 3.5.1. For a ∈ k ♭ 2 , the triple of rational functions (1 − x, x, 1 − a x ) on the projective line P 1 2 over k 2 , with the parameter x, are good with respect to a system of uniformizers P 2 and the regulator value on the triple (1 − x) ∧ x ∧ (1 − a x ) ∈ Λ 3 k(P 1 2 , P 2 ) × is given by
where {a} 2 is the element corresponding to a ∈ k ♭ in the Bloch group B 2 (k 2 ).
Proof. The first statement follows by choosing the uniformizers x, x − 1, x − a, and 1/x at the points 0, 1, a, and ∞. For the second statement, note that ∆({x} 2 ⊗(1− 
