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Chapitre 1
Introduction
1.1 Contexte
Vers la chasse aux bugs : Depuis les anne´es 1980, l’augmentation de la puissance
de calcul des ordinateurs a conduit a` l’informatisation de syste`mes de plus en plus
complexes. De nos jours, la plupart des objets de notre quotidien (voitures, trains,
syste`mes de transports d’e´lectricite´, etc) reposent sur des programmes informatiques
de taille conse´quente. Malheureusement, la spe´cification du comportement attendu de
ces syste`mes est souvent ne´glige´e ou re´dige´e de manie`re informelle. De surcroˆıt, par
manque de temps, de moyens ou d’outils, la validation des syste`mes informatiques est
non-exhaustive et parfois trop le´ge`re, si bien que de nombreux bugs passent a` travers les
mailles de la phase de tests. Lorsqu’ils interviennent dans des applications critiques, ces
bugs peuvent avoir des re´percussions financie`res ou humaines qui sont catastrophiques.
Nous pouvons par exemple e´voquer le bug de la fuse´e Ariane 5 en 1996 [16], qui a explose´
en plein vol parce que la valeur de l’acce´le´ration a` stocker de´passait la valeur maximale
de la structure de donne´e pre´vue a` cet effet. E´voquons e´galement le dysfonctionnement
de la machine de radiothe´rapie Therac-25 entre 1985 et 1987 [137], qui a cause´ la mort
de cinq personnes apre`s leur avoir administre´ une dose de radioactivite´ vingt fois trop
e´leve´e. Dans les deux cas, la ne´gligence des de´veloppeurs a e´te´ mise en cause.
L’une des sources de bugs les plus fre´quemment ne´glige´es est lie´e a` la pre´cision finie
des structures de donne´es utilise´es dans les programmes informatiques, e.g. les nombres
a` virgule fixe ou flottante, et aux erreurs d’arrondi associe´es. En 1991, durant la guerre
du Golfe, le syste`me anti-missile Patriot MIM-104 [202] a rate´ un missile irakien qui
causera la mort de vingt-huit soldats ame´ricains, avec un tir a` plus de 600 me`tres de
la cible. L’une des donne´es utilise´es par le syste`me Patriot e´tait le temps (en secondes)
e´coule´ depuis sa mise en route. Or, les calculs ont e´te´ imple´mente´s en arithme´tique
a` virgule fixe, avec une pre´cision de 24 bits. Au moment ou` le bug s’est produit, le
syste`me e´tait en route depuis plus de 20 heures et la valeur prise par le temps e´coule´
e´tait si grande que d’importantes erreurs d’arrondi se sont produites dans les calculs.
Ces erreurs ont conduit a` un de´calage de pre`s d’une demi-seconde entre le temps calcule´
et le temps effectivement e´coule´, entraˆınant le de´sastreux e´chec du tir balistique.
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Assistant de preuves Coq : Ces catastrophes ont mene´ a` prendre conscience de
l’importance d’une ve´rification rigoureuse du logiciel, notamment lorsque le code source
est utilise´ par des applications critiques. Les me´thodes formelles sont une famille de
techniques permettant de mode´liser des syste`mes informatiques et des spe´cifications
de manie`re rigoureuse puis de raisonner sur ces syste`mes pour ve´rifier qu’ils satisfont
leur spe´cification. Nous distinguons plusieurs classes de me´thodes formelles, comme
l’interpre´tation abstraite [53], le model-checking [8], la ve´rification de´ductive de pro-
grammes [76, 75] et la preuve interactive via un assistant de preuves [82]. Dans ce
manuscrit, l’approche adopte´e est la preuve interactive. Il existe un certain nombre
d’assistants de preuves fonde´s sur diffe´rents formalismes logiques, e.g. Mizar [157], Isa-
belle/HOL [165], PVS [160], ou Coq [17] (dans le chapitre 3, nous pre´sentons certaines
formalisations dans ces assistants de preuves). Dans cette the`se, nous utilisons Coq.
Coq [17] est un assistant de preuves qui inclut un langage de spe´cification appele´
Gallina, qui permet de spe´cifier des concepts mathe´matiques et des proprie´te´s sur ces
concepts. Un the´ore`me Coq est spe´cifie´ a` partir des concepts inhe´rents a` la the´orie
conside´re´e, puis de´montre´ via des re`gles logiques ou d’autres re´sultats de´montre´s en
amont. Les e´tapes conse´cutives de la preuve peuvent eˆtre mene´es en utilisant un lan-
gage de tactiques de´die´es qui sont assemble´es pour former un script de preuves. Coq
ve´rifie ensuite le script de preuves complet par typage. Le langage de spe´cification de
Coq repose sur une the´orie des types d’ordre supe´rieur appele´e calcul des constructions
inductives (CIC) [166] qui inclut notamment des types de´pendants et inductifs. La lo-
gique de Coq est intuitionniste, i.e. l’axiome du tiers-exclu n’est pas inclus par de´faut.
Le calcul des constructions inductives est fonde´ sur la correspondance de Curry-Howard
ou correspondance « preuve-programme », qui fait correspondre les types a` des propo-
sitions et les termes a` des de´monstrations. Ainsi, dans Coq, x ∶ t peut eˆtre interpre´te´
aussi bien comme « x est un e´le´ment de type t » que comme « x est une preuve de t ».
Le me´canisme d’extraction de Coq [136] permet d’obtenir un programme OCaml ou
Haskell correct par construction a` partir d’une preuve Coq de sa spe´cification.
Analyse nume´rique des e´quations diffe´rentielles et imple´mentation en arith-
me´tique a` virgule flottante : La re´solution nume´rique des e´quations diffe´rentielles
constitue un domaine pouvant eˆtre sujet aux bugs et aux proble`mes de pre´cision nu-
me´rique. La majorite´ des lois fondamentales rencontre´es en physique, en chimie, en
biologie ou en e´conomie peuvent eˆtre mode´lise´es a` l’aide d’e´quations diffe´rentielles ordi-
naires ou aux de´rive´es partielles. Ces e´quations permettent par exemple de caracte´riser
la de´charge d’un condensateur [197], l’e´quation de la chaleur [94] ou la de´croissance
radioactive d’un e´le´ment chimique [185]. Malheureusement, la re´solution directe de ces
e´quations est rarement possible ou peu commode. C’est pourquoi des me´thodes de re´so-
lution nume´rique ont e´te´ mises au point, permettant d’obtenir de manie`re efficace une
solution approche´e « suffisamment » pre´cise.
Dans le cas des e´quations diffe´rentielles ordinaires, les phe´nome`nes e´tudie´s repre´-
sentent ge´ne´ralement l’e´volution temporelle d’une quantite´ physique. Les me´thodes de
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re´solution associe´es reposent sur la discre´tisation d’un intervalle de temps et le calcul
ite´ratif des valeurs approche´es de la fonction inconnue aux diffe´rents points de la discre´-
tisation. Les me´thodes de Runge-Kutta [45, 59] sont parmi les plus simples et pourtant
les plus utilise´es en recherche fondamentale ou applique´e a` l’industrie. Dans le cas des
e´quations aux de´rive´es partielles, les phe´nome`nes e´tudie´s sont plus complexes et sou-
vent lie´s au comportement d’un flux au contact d’une surface ou d’un volume, comme
l’e´coulement de l’air sur le profil d’un avion ou du sang dans une arte`re. La me´thode des
e´le´ments finis [64] est l’une des me´thodes de re´solution les plus re´pandues. Elle consiste
a` approcher le volume sur lequel est de´finie la fonction a` inte´grer, e.g. l’arte`re ou le
profil d’aile d’avion, par un maillage de polye`dres re´guliers appele´s e´le´ments finis sur
lequel est re´solu un syste`me d’e´quations plus simples.
Ces me´thodes sont par nature sources d’approximations et sont associe´es a` une er-
reur mathe´matique appele´e erreur de me´thode. Une proprie´te´ importante des me´thodes
nume´riques est la proprie´te´ de convergence. Pour les me´thodes de Runge-Kutta, cela
signifie que l’erreur de me´thode converge vers 0 lorsque le pas d’inte´gration tend vers 0.
Pour la me´thode des e´le´ments finis, cela signifie que l’erreur de me´thode converge vers 0
lorsque la finesse du maillage est augmente´e. Les nume´riciens s’inte´ressent e´galement
a` d’autres proprie´te´s nume´riques importantes comme la stabilite´, une me´thode e´tant
conside´re´e comme stable lorsqu’elle n’amplifie pas trop d’e´ventuelles erreurs initiales.
En ge´ne´ral, les quantite´s nume´riques manipule´es par les me´thodes de re´solution
d’e´quations diffe´rentielles sont repre´sente´es en machine avec un nombre fini de bits, si
bien que seul un nombre fini de valeurs re´elles sont repre´sentables. Les nombres a` virgule
flottante [155, 83] sont l’une des structures de donne´es les plus fre´quemment utilise´es
pour repre´senter ces quantite´s. Lorsque le re´sultat d’un calcul n’est pas repre´sentable
dans le format flottant conside´re´, il est arrondi vers l’un des nombres flottants qui
l’encadrent, le choix de ce nombre de´pendant du mode d’arrondi utilise´. Chaque e´tape
de calcul d’un algorithme ite´ratif peut donc potentiellement conduire a` des erreurs
d’arrondi, qui peuvent s’accumuler au fil des ite´rations.
Ainsi, aux erreurs de me´thode associe´es aux sche´mas nume´riques se rajoutent les
erreurs d’arrondi, qui constituent une source supple´mentaire d’inexactitude. Trop sou-
vent, les nume´riciens ne se pre´occupent pas de ces erreurs, difficiles a` estimer dans le cas
ge´ne´ral et souvent conside´re´es comme ne´gligeables par rapport aux erreurs de me´thode.
Ne´anmoins, en toute ge´ne´ralite´, il n’y a pas d’argument rigoureux assurant que les er-
reurs d’arrondi ne s’amplifient pas au point de dominer les erreurs de me´thode et de
rendre le sche´ma nume´rique inutilisable. Cela est d’autant plus proble´matique que les
me´thodes plus pre´cises d’un point de vue mathe´matique, i.e. dont l’erreur de me´thode
est faible, induisent ge´ne´ralement un nombre plus important d’ope´rations flottantes et
peuvent entraˆıner des erreurs d’arrondi plus importantes. A` cela peut s’ajouter l’occur-
rence de comportements exceptionnels comme les de´passements de capacite´ infe´rieurs
(respectivement supe´rieurs), qui surviennent lorsque le re´sultat d’un calcul interme´-
diaire de l’algorithme est trop petit (respectivement trop grand) pour eˆtre stocke´ dans
le format flottant conside´re´.
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1.2 Contributions et plan
1.2.1 Pre´requis et e´tat de l’art
Le chapitre 2 introduit les concepts fondamentaux sur lesquels se basent nos contri-
butions. Les notions introduites concernent l’arithme´tique a` virgule flottante, les biblio-
the`ques Coq utilise´es et la re´solution nume´rique des e´quations diffe´rentielles ordinaires.
Le chapitre 3 constitue un e´tat de l’art concernant l’analyse des erreurs d’arrondi
dans l’imple´mentation de me´thodes nume´riques et les formalisations d’analyse nume´-
rique et fonctionnelle dans les assistants de preuves.
1.2.2 Formalisation d’un algorithme en arrondi correct pour
le calcul de moyenne de nombres flottants de´cimaux
La partie I du document, i.e. le chapitre 4, pre´sente la formalisation d’un algorithme
en arrondi correct pour le calcul de la moyenne de deux nombres flottants de´cimaux.
Il est dit d’un algorithme imple´mente´ en pre´cision finie qu’il satisfait la proprie´te´
d’arrondi correct lorsque le re´sultat qu’il renvoie est le re´sultat repre´sentable le plus
proche possible. La norme IEEE-754 [113] impose que les ope´rations e´le´mentaires sa-
tisfassent la proprie´te´ d’arrondi correct et conseille qu’elle soit satisfaite par certaines
fonctions e´le´mentaires comme les fonctions trigonome´triques. En revanche, la proprie´te´
est rarement satisfaite par des algorithmes plus e´labore´s, e.g. les programmes nume´-
riques.
Les formats flottants de´cimaux sont de nos jours de plus en plus re´pandus, notam-
ment dans les applications bancaires. Malheureusement, les proprie´te´s d’un programme
imple´mente´ en base 2 ne sont pas ne´cessairement transposables a` la base 10.
Boldo [24] a par exemple propose´ un algorithme calculant la moyenne de deux
nombres flottants binaires et satisfaisant la proprie´te´ d’arrondi correct. Nous mon-
trons que cet algorithme ne satisfait pas l’arrondi correct en base 10 et proposons
un algorithme relativement efficace qui calcule l’arrondi correct de la moyenne de deux
nombres flottants de´cimaux. Nous proposons par ailleurs une formalisation en Coq de
l’algorithme et de sa preuve de correction.
Publications. Ce travail a fait l’objet d’un article avec S. Boldo et V. Tourneur [31].
1.2.3 Analyse formelle des erreurs d’arrondi de me´thodes de
Runge-Kutta
La seconde partie du document propose la mise au point et la formalisation en Coq
d’une me´thodologie ge´ne´rique pour borner les erreurs d’arrondi de me´thodes de Runge-
Kutta applique´es a` des syste`mes line´aires. Le chapitre 5 est voue´ aux syste`mes line´aires
scalaires, i.e. les e´quations diffe´rentielles de la forme y′ = λy avec y,λ ∈ R. Le chapitre 6
ge´ne´ralise les re´sultats du chapitre 5 aux syste`mes line´aires matriciels, i.e. de la forme
y′ = Ay avec y ∈ Rn,A ∈ Rn×n.
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Me´thodologie ge´ne´rique d’analyse des erreurs d’arrondi : Nous pre´sentons un
ensemble de re´sultats ge´ne´riques qui servent d’outils pour construire les bornes d’er-
reurs. Ces re´sultats sont parame´tre´s par l’e´quation diffe´rentielle conside´re´e, la me´thode
de re´solution adopte´e, le format flottant et la forme des imple´mentations, i.e. l’ordre
d’e´valuation des ope´rations flottantes.
Nous nous limitons aux syste`mes line´aires, c’est-a`-dire aux e´quations diffe´rentielles
de la forme y′ = Ay avec y un vecteur de Rn et A une matrice carre´e de taille n.
Les re´sultats pre´sente´s utilisent les proprie´te´s fines du format d’arithme´tique a` virgule
flottante, certaines proprie´te´s mathe´matiques des me´thodes, e.g. la stabilite´ nume´rique,
ainsi que les proprie´te´s des ope´rations matricielles.
L’ide´e ge´ne´rale est de distinguer les erreurs dites locales , i.e. qui se produisent a`
une ite´ration donne´e du sche´ma, et globales , i.e. accumule´es au cours des ite´rations.
Nous proposons des re´sultats ge´ne´riques qui, pour n’importe quelle imple´mentation,
permettent de construire une borne sur les erreurs locales des me´thodes de Runge-
Kutta. Nous proposons ensuite un re´sultat permettant de construire une borne sur
l’erreur globale a` partir des bornes sur les erreurs locales des ite´rations pre´ce´dentes.
Ces re´sultats ont e´te´ instancie´s a` des me´thodes de Runge-Kutta classiques et tre`s
fre´quemment utilise´es, comme les me´thodes d’Euler et de Runge-Kutta 2, via des ap-
plications successives et me´caniques des lemmes ge´ne´riques.
Une particularite´ de ce travail est la gestion des comportements exceptionnels de
l’arithme´tique a` virgule flottante, souvent ne´glige´s dans les travaux d’analyse d’erreurs
d’arrondi. Nous tenons plus pre´cise´ment compte des de´passements graduels de capacite´
infe´rieurs. Dans le cas line´aire scalaire, nous tenons e´galement compte des de´passements
de capacite´ supe´rieurs.
Formalisation comple`te de l’analyse d’erreurs : La de´monstration des re´sul-
tats sur les erreurs d’arrondi est de´licate et fastidieuse. Afin d’augmenter le niveau de
confiance accorde´ a` notre me´thodologie, nous avons formalise´ l’ensemble de l’analyse
d’erreurs dans l’assistant de preuves Coq. Cela suppose la cohabitation de raisonne-
ments sur les nombres flottants et de raisonnements sur les matrices et les ope´rations
matricielles. Nous combinons pour cela la bibliothe`que Flocq d’arithme´tique des ordi-
nateurs [37, 38] ainsi que la spe´cification des vecteurs et matrices de la bibliothe`que
Mathematical Components [144].
Une partie importante de la formalisation concerne l’analyse des erreurs d’arrondi
d’ope´rations matricielles, e.g. les produits matrice-vecteur et matrice-matrice. Cette
partie de la formalisation inclut la de´finition des ope´rations matricielles arrondies et la
formalisation de proprie´te´s sur les normes de matrices. L’analyse des erreurs d’arrondi
des produits matriciels est technique et repose sur les bornes d’erreurs d’arrondi des
sommations de nombres flottants et du produit scalaire de vecteurs de nombres re´els.
Nous avons ensuite formalise´ les me´thodes de Runge-Kutta et leurs imple´mentations
dans Coq, ainsi que les notions d’erreurs d’arrondi locales et globales pour ces me´thodes
nume´riques. La de´monstration formelle des lemmes ge´ne´riques permettant de ge´rer les
erreurs locales et globales est ensuite relativement proche de la preuve papier.
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L’application des re´sultats ge´ne´riques a` des me´thodes de Runge-Kutta classiques
s’ave`re besogneuse, d’autant plus que nous souhaitons simplifier les bornes pour les
rendre plus lisibles. Pour pallier ce proble`me, nous utilisons un ensemble de tactiques
automatiques existantes permettant d’automatiser une partie du raisonnement.
Publications. Ces travaux ont fait l’objet de deux articles avec S. Boldo et A. Cha-
poutot. Le premier article [29] pre´sente une version non formalise´e de ce travail pour
le cas scalaire et ne tenant pas compte des comportements exceptionnels. Le second
article [30] e´tend [29] en tenant compte des de´passements de capacite´ infe´rieurs et su-
pe´rieurs. Concernant le passage au cas des syste`mes matriciels et la formalisation des
re´sultats, seule une version pre´liminaire du travail a pour l’heure e´te´ publie´e [70].
1.2.4 Formalisation de re´sultats d’analyse fonctionnelle
Les me´thodes nume´riques de re´solution des e´quations aux de´rive´es partielles, e.g.
la me´thode des e´le´ments finis, reposent sur des fondements mathe´matiques bien plus
conse´quents que les e´quations diffe´rentielles ordinaires. La troisie`me partie de cette the`se
pre´sente une formalisation de ces fondements mathe´matiques fonde´e sur Coquelicot,
une extension conservative de la bibliothe`que standard des re´els de´veloppe´e par Boldo,
Lelay et Melquiond [35, 134]. Le chapitre 7 est de´die´ a` la formalisation des espaces
de Hilbert et de leurs proprie´te´s, ainsi qu’a` la formalisation des espaces de fonctions
line´aires continues. Le chapitre 8 est voue´ a` la formalisation de re´sultats fondamentaux
d’analyse fonctionnelle comme le the´ore`me de Lax–Milgram et la comple´tude des sous-
espaces de dimension finie d’espaces de Hilbert.
Espaces de Hilbert et espaces fonctionnels : La me´thode des e´le´ments finis
permet d’approcher la solution d’e´quations aux de´rive´es partielles qui mode´lisent des
phe´nome`nes physiques sur des espaces irre´guliers, e.g. le flux du sang dans une arte`re.
La structure alge´brique permettant d’abstraire ces volumes irre´guliers est la structure
d’espace de Hilbert, i.e. un module complet muni d’un produit scalaire.
Nous formalisons la structure d’espace de Hilbert en e´tendant la hie´rarchie alge´-
brique de la bibliothe`que Coquelicot, construite via le me´canisme des structures cano-
niques [143]. Nous formalisons un ensemble de concepts ge´ome´triques lie´s aux espaces
de Hilbert, comme le projete´ orthogonal ou le comple´mentaire orthogonal d’un sous-
espace, et de´montrons certaines proprie´te´s fondamentales de ces objets ge´ome´triques.
Les e´quations aux de´rive´es partielles sont des e´quations impliquant des fonctions. Nous
formalisons des espaces de Hilbert fonctionnels, et plus pre´cise´ment l’espace des formes
line´aires continues d’un espace de Hilbert.
Preuve formelle du the´ore`me de Lax–Milgram : Nous de´montrons formellement
le the´ore`me de Lax–Milgram, un re´sultat-clef permettant d’e´tablir la convergence de la
me´thode des e´le´ments finis. La de´monstration du the´ore`me de Lax–Milgram repose sur
un ensemble conse´quent de re´sultats ge´ome´triques dans les espaces de Hilbert, ainsi
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que sur d’autres re´sultats interme´diaires importants, e.g. un the´ore`me de point fixe
de Banach ou le the´ore`me de Riesz–Fre´chet, un re´sultat de repre´sentation des formes
line´aires continues d’un espace de Hilbert via le produit scalaire.
Sous-espaces de dimension finie et proprie´te´s de comple´tude : L’ide´e ge´ne´rale
de la me´thode des e´le´ments finis est d’approcher le volume irre´gulier par un maillage
d’e´le´ments re´guliers. Ce maillage peut eˆtre abstrait mathe´matiquement comme un sous-
espace de dimension finie du volume irre´gulier, i.e. comme un sous-espace de dimension
finie d’un espace de Hilbert. La preuve de convergence de la me´thode repose sur deux
applications du the´ore`me de Lax–Milgram, sur l’espace de Hilbert d’une part et sur le
sous-espace de dimension finie d’autre part. Pour ne pas formaliser deux versions du
the´ore`me, nous le ge´ne´ralisons pour tout sous-module complet d’un espace de Hilbert. Il
est trivial que l’espace de Hilbert complet est un sous-module complet de lui-meˆme. En
revanche, nous avons duˆ formaliser les sous-espaces de dimension finie et de´montrer leur
comple´tude, plus difficile a` e´tablir et reposant sur de nombreux re´sultats topologiques.
Publications. La formalisation des espaces de Hilbert et du the´ore`me de Lax–Milgram
a fait l’objet d’un article avec S. Boldo, F. Cle´ment, V. Martin et M. Mayero [26] ainsi
qu’a` un re´sume´ court avec les meˆmes auteurs [27]. La formalisation des sous-espaces
de dimension finie a fait l’objet de deux articles [68, 69].
1.2.5 Conclusion
Enfin, le chapitre 9 conclut ce document en re´sumant les contributions de la the`se
puis pre´sente des perspectives de travail.
1.3 Liens vers les formalisations Coq
Dans ce manuscrit, les re´sultats dont la de´monstration a e´te´ formalise´e en Coq sont
marque´s du logo . Lorsque la de´monstration repose sur la logique classique ou des
hypothe`ses de « de´cidabilite´ » qui ne sont pas intuitionnistes, le logo P∨¬P est utilise´.
D’un point de vue mathe´matique, il est dit qu’un proble`me est de´cidable s’il existe
un algorithme qui permette de le de´cider, i.e. de re´pondre au proble`me par oui ou par
non. En Coq (sans ajout d’axiome supple´mentaire), une proposition P telle qu’il existe
une fonction boole´enne qui soit e´quivalente a` P correspond a` un proble`me de´cidable.
En d’autres termes, les fonction boole´ennes de´finissables forment un sous-ensemble des
proble`mes de´cidables. En revanche, l’ajout de certains axiomes rend de´finissables de
nouvelles fonctions boole´ennes qui ne sont pas ne´cessairement de´cidables.
Dans ce manuscrit, nous utiliserons l’abus de langage « de´cidable » pour faire re´-
fe´rence a` toute proposition pour laquelle il existe une fonction boole´enne de´finissable
e´quivalente, meˆme si cela provient de l’ajout d’un axiome. Nous utiliserons le terme
d’hypothe`se de de´cidabilite´ pour les hypothe`ses de la forme {P} + {¬P}, mais aussi
pour les hypothe`ses de la forme P ∨ ¬P .
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L’ensemble du code Coq, ainsi que les instructions permettant de compiler les for-
malisations, sont disponibles a` l’adresse :
https://www.lri.fr/~faissole/these_coq.html
L’annexe A propose une correspondance entre les principaux re´sultats pre´sente´s
dans le manuscrit et les e´nonce´s Coq correspondants.
Chapitre 2
Pre´requis fondamentaux
Ce manuscrit traite d’un sujet a` l’intersection de trois domaines de recherche :
l’arithme´tique a` virgule flottante, la preuve formelle interactive et l’analyse nume´rique.
Chacun de ces trois domaines est attache´ a` un vocabulaire et des notations spe´cifiques
qu’il convient d’introduire le plus pre´cise´ment possible. Ce chapitre de´crit les de´finitions
et re´sultats fondamentaux que nous utiliserons dans l’ensemble du document.
En section 2.1, nous pre´sentons les de´finitions et proprie´te´s de base de l’arithme´tique
a` virgule flottante. Puis, en section 2.2, nous de´crivons brie`vement les bibliothe`ques Coq
sur lesquelles nous nous basons. En section 2.3, nous pre´sentons les me´thodes de Runge-
Kutta utilise´es pour re´soudre nume´riquement les e´quations diffe´rentielles ordinaires.
Remarque. Dans ce chapitre, ainsi que dans la suite du manuscrit, R+ est l’ensemble
des nombres re´els positifs, R∗ est e´gal a` R∖ {0} et R∗+ est l’ensemble des nombres re´els
strictement positifs. De meˆme, N∗ de´signe les entiers naturels non nuls.
2.1 Arithme´tique a` virgule flottante
Dans cette section, nous pre´sentons quelques de´finitions e´le´mentaires d’arithme´tique
a` virgule flottante et d’analyse d’erreurs d’arrondi.
2.1.1 De´finition des nombres a` virgule flottante
Les formats de repre´sentation des nombres a` virgule flottante ainsi que les ope´rations
sur ces nombres sont re´gis par la norme IEEE-754, dont la premie`re version remonte a`
1985 [112] et qui a fait l’objet d’une re´vision majeure en 2008 [113]. Suivant le niveau de
de´tails requis pour e´noncer une de´finition ou une proprie´te´, la norme IEEE-754 de´finit
quatre couches d’abstraction dans la repre´sentation des nombres flottants [113, §3.2].● La premie`re couche de´finit les nombres flottants comme les e´le´ments de R (i.e.
R∪{−∞,+∞}), le format flottant conside´re´ n’a donc pas d’incidence a` ce niveau.● La seconde couche de´finit les nombres flottants comme un ensemble fini de
nombres re´els, plus les valeurs exceptionnelles −∞,+∞,+0,−0 et NaN (Not-a-
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0 R
de´normalise´s
2e 2e+1
η = 2−1074ξ = 2−1022
binade Ω = 21023(2 − 2−52)
Figure 2.1 – Repre´sentation de l’ensemble des flottants sur la droite des re´els
Number). La valeur exceptionnelle NaN est utilise´e pour encoder le re´sultat
d’une ope´ration invalide, e.g. 00 ou +∞ + (−∞) et est absorbante. La norme
IEEE-754 de´finit deux type de NaNs : les NaNs silencieux et les NaNs avertis-
seurs (voir [155, §3.1.6] pour plus de de´tails). Lorsqu’au moins l’un des ope´randes
d’un ope´rateur de comparaison est NaN, la valeur renvoye´e est syste´matiquement
false. En particulier, NaN = NaN renvoie false 1.● Les troisie`mes et quatrie`mes couches d’abstraction de´crivent respectivement la
manie`re dont sont repre´sente´s les nombres flottants (triplets signe, mantisse,
exposant) et quel est l’encodage de ces triplets comme suites de bits.
Dans le contexte de l’analyse d’erreurs, une description relativement haut niveau
est suffisante. Dans cette section, nous donnons une de´finition des nombres flottants
se rapprochant du second niveau d’abstraction de la norme IEEE-754. Nous ferons
toutefois une confusion entre +0 et −0, le nombre flottant 0 e´tant conside´re´ comme une
valeur finie standard.
Un format flottant F est caracte´rise´ par un tuple (β, p, emin, emax) ou` l’entier β ⩾ 2
est la base, p ∈ N∗ est la pre´cision, emin ∈ Z et emax ∈ Z sont les valeurs minimales et
maximales de l’exposant. Un nombre flottant dans F est soit une valeur exceptionnelle
parmi +∞,−∞ et NaN, soit une valeur finie e´gale a` ±d0.d1⋯dp−1×βe (avec di des chiffres
dans la base β) et telle que emin ≤ e ≤ emax.
La norme IEEE-754 de´finit plusieurs formats d’arithme´tique a` virgule flottante [112,
113]. Parmi les formats flottants binaires (i.e. β = 2), les exemples les plus connus sont le
format binary32 (simple pre´cision) qui est tel que p = 24 et le format binary64 (double
pre´cision) qui est tel que p = 53. Depuis la re´vision majeure de la norme en 2008 [113],
des formats flottants de´cimaux (β = 10) ont e´te´ spe´cifie´s. Nous pouvons notamment
citer les formats decimal64 (p = 16) et decimal128 (p = 34). La figure 2.1 pre´sente
la re´partition des nombres flottants finis positifs sur l’axe re´el dans le cas du format
binary64 (β = 2, p = 53). Les notations utilise´es en figure 2.1 sont introduites ci-dessous
(en section 2.1.2) dans le cas de formats flottants ge´ne´riques.
1. Ainsi, pour tester si x est un NaN, le test qu’il est recommande´ d’exe´cuter est x = x.
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2.1.2 Nombres flottants normalise´s et de´normalise´s
Deux classes de nombres flottants finis
Parmi les nombres flottants finis, nous distinguons les nombres flottants dits nor-
malise´s et de´normalise´s. Pour un format caracte´rise´ par le tuple (β, p, emin, emax) :● les nombres flottants dits normalise´s ve´rifient d0 ≠ 0 et emin ≤ e ≤ emax. Le plus
petit nombre flottant normalise´ positif est note´ ξ = βemin et le plus grand nombre
flottant normalise´ est note´ Ω = (β−β1−p)βemax . Un ensemble de nombres flottants
binaires ayant le meˆme exposant est appele´ une binade. Pour les nombres flot-
tants de´cimaux, nous parlerons de de´cade. En binary64, ξ = 2−1022 et Ω ≈ 21024 ;● les nombres flottants de valeurs absolues strictement infe´rieures a` ξ sont dits
de´normalise´s et sont tels que e = emin et d0 = 0. Le plus petit nombre flottant
de´normalise´ positif non nul est note´ η = βemin−p+1. En binary64, η = 2−1074.
De´passements de capacite´
Lorsque e > emax, il se produit ce que nous appelons un de´passement de capacite´
supe´rieur (overflow en anglais). E´tant donne´e l’absence de terme concis pour de´signer
les de´passements de capacite´ supe´rieurs en langue franc¸aise, nous pourrons utiliser la
terminologie de de´passement supe´rieur .
Lorsque nous conside´rons une valeur infe´rieure (en valeur absolue) au plus petit
nombre flottant normalise´ ξ, nous parlerons de de´passement de capacite´ infe´rieur (un-
derflow en anglais). La terminologie concise de´passement infe´rieur pourra eˆtre utilise´e
dans ce document. Suivant le format flottant conside´re´, les nombres flottants de´norma-
lise´s peuvent eˆtre ou non ignore´s. Lorsque les valeurs de´normalise´es sont ignore´es, nous
parlons de de´passement infe´rieur abrupt. Lorsqu’au contraire, les nombres flottants de´-
normalise´s sont pris en compte, comme l’impose la norme IEEE-754 [113], nous parlons
de de´passement infe´rieur graduel 2.
Remarque. Dans ce manuscrit, nous dirons parfois que les de´passements de capacite´
infe´rieurs ne sont pas pris en compte. Cela ne signifie pas que que les de´passements
infe´rieurs sont conside´re´s comme abrupts, mais que l’exposant n’est pas borne´ par l’ex-
posant minimal emin (alternativement, que emin = −∞).
Ulp d’un nombre
Une notion fondamentale en arithme´tique a` virgule flottante et jouant un roˆle im-
portant en analyse d’erreurs est la notion d’ulp d’un nombre flottant. Ce terme provient
2. Notons, comme le font remarquer Muller et al. [155, §2.1], que les concepts de de´passements de
capacite´ infe´rieurs et supe´rieurs sont ambigus (meˆme dans la norme IEEE-754). Lorsqu’on dit qu’une
fonction produit un underflow, cela peut signifier soit que le re´sultat exact est strictement plus petit que
ξ en valeur absolue (underflow avant arrondi) soit que le re´sultat arrondi (sans prendre en conside´ration
la borne emin sur l’exposant) est plus petit que ξ en valeur absolue (underflow apre`s arrondi). La meˆme
remarque s’applique aux de´passements supe´rieurs, pour lesquels l’ambigu¨ıte´ est moins subtile.
2.1. ARITHME´TIQUE A` VIRGULE FLOTTANTE 20
de l’abre´viation du terme anglophone unit in the last place. L’ulp d’un nombre flottant
positif correspond a` l’espacement entre ce nombre et le nombre flottant conse´cutif im-
me´diatement supe´rieur. La de´finition est syme´trique pour les nombres flottants ne´gatifs,
i.e. l’ulp d’un nombre flottant ne´gatif est l’e´cart entre ce nombre et le nombre flottant
qui le pre´ce`de. La communaute´ d’arithme´tique des ordinateurs a successivement pro-
duit plusieurs de´finitions de la notion d’ulp [155], avec des variations pour les nombres
flottants se trouvant a` la frontie`re de deux binades (puissances de la base). La de´finition
ici utilise´e, qui e´tend la notion d’ulp a` tout nombre re´el, est ge´ne´ralement de´nomme´e
ulp de Goldberg [155, de´finition 2.6],[83]. Plus pre´cise´ment, pour ∣x∣ ∈ [βe,βe+1[, si x ≠ 0
alors ulp(x) = βmax(e,emin)−p+1 et ulp(0) = 0.
La notion d’ulp est corre´le´e a` la notion de successeur d’un nombre flottant. Pour un
nombre flottant x ∈ F, le successeur de x est note´ succ (x). Pour x ∈ F positif, la de´fini-
tion du successeur est simplement succ (x) = x+ulp(x). La de´finition du successeur d’un
nombre flottant ne´gatif est plus de´licate, le cas ou` le nombre flottant en question est une
puissance de la base devant eˆtre traite´ a` part. Un moyen relativement simple d’e´tendre la
notion de successeur aux nombres ne´gatifs est de d’abord de´finir la notion de pre´de´ces-
seur d’un nombre flottant positif t, note´ pred(t) (qui de´pend de la quantite´ ulp(t), voir
la de´finition dans l’ouvrage de Boldo et Melquiond [38, §1.1.2]). La notion de successeur
est alors e´tendue aux nombres ne´gatifs via la de´finition succ (x) = − pred(−x).
2.1.3 Arrondis en arithme´tique a` virgule flottante
Le re´sultat exact d’une ope´ration ou d’un algorithme n’est pas ne´cessairement repre´-
sentable dans le format flottant F conside´re´. Il est alors possible d’utiliser une fonction○ ∶ R→ F qui de´termine vers quel nombre flottant arrondir le re´sultat obtenu.
Modes d’arrondi
La norme IEEE-754 spe´cifie plusieurs modes d’arrondi [113] :● trois modes d’arrondi dirige´s :● l’arrondi vers −∞ note´ ○RD, qui arrondit un nombre re´el x vers le plus grand
nombre flottant infe´rieur ou e´gal a` x,● l’arrondi vers +∞ note´ ○RU, qui arrondit un nombre re´el x vers le plus petit
nombre flottant supe´rieur ou e´gal a` x,● l’arrondi vers 0 note´ ○RZ, qui correspond a` ○RD quand x est positif et a` ○RU
quand x est strictement ne´gatif.● l’arrondi au plus proche ○RN, qui est le mode d’arrondi par de´faut. Lorsque le
nombre a` arrondir est e´quidistant de deux nombres flottants (nous parlerons de
point-milieu), il est ne´cessaire de choisir une re`gle pour de´terminer vers lequel
arrondir. Nous parlerons d’une re`gle de bris d’e´galite´ (la terminologie anglophone
tie-breaking rule e´tant plus connue). La norme de´finit deux re`gles pour ○RN :● vers le nombre flottant le plus proche pair, l’arrondi est alors note´ ○evenRN ,● vers le nombre flottant de plus grande valeur absolue, l’arrondi est note´ ○awayRN .
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Nous ne donnons pas ici les de´tails du comportement des arrondis par rapport aux
valeurs exceptionnelles et aux de´passements de capacite´ supe´rieurs (voir la norme IEEE-
754 [113] pour plus de de´tails).
La majeure partie des re´sultats pre´sente´s dans ce manuscrit correspondent a` un
mode d’arrondi au plus proche. Par de´faut, la notation ○ fera re´fe´rence a` l’arrondi au
plus proche, avec une re`gle de bris d’e´galite´ quelconque. L’arrondi au plus proche d’un
nombre re´el x sera donc note´ ○(x).
Arrondi correct
L’imple´mentation d’une fonction en arithme´tique a` virgule flottante satisfait la pro-
prie´te´ d’arrondi correct si son re´sultat est e´gal a` l’arrondi (suivant un mode d’arrondi
donne´) du re´sultat exact de la fonction. Plus formellement, l’arrondi correct est de´fini
comme suit :
De´finition 2.1 (Arrondi correct). Soit F un format d’arithme´tique a` virgule flot-
tante. Soit n ∈ N∗, f ∶ Rn → R. Soit f̃ ∶ Fn → F une imple´mentation de f dans le
format F. Soit ○ ∶ R→ F une fonction d’arrondi. On dit que f̃ est correctement arrondie
vis-a`-vis de ○ si : ∀x ∈ Fn, f̃(x) = ○(f(x)).
La norme IEEE-754 impose que la proprie´te´ d’arrondi correct soit ve´rifie´e pour six
ope´rations e´le´mentaires [113], a` savoir l’addition, la soustraction, la multiplication, la
division, la racine carre´e et le FMA (Fused Multiply-Add). L’ope´ration FMA permet de
re´aliser une multiplication suivie d’une sommation via un seul arrondi, i.e. :
∀x, y, z ∈ F,FMA(x, y, z) = ○(x × y + z).
Imposer la proprie´te´ d’arrondi correct permet de rendre de´terministe le re´sultat des
ope´rations e´le´mentaires [130] et de faciliter les analyses d’erreurs d’arrondi. La norme
IEEE-754 recommande l’imple´mentation correcte de certaines fonctions mathe´matiques,
e.g. les fonctions trigonome´triques [113, §9.2], plus difficile a` obtenir. Le chapitre 4 de
ce manuscrit est voue´ a` l’exhibition d’un algorithme en arrondi correct pour le calcul
de moyenne de deux nombres flottants de´cimaux.
Comme les ope´rations e´le´mentaires sont en arrondi correct, nous pourrons utiliser les
notations ⊕, ⊖, ⊗ et ⊘ pour de´signer les ope´rations arrondies (avec un mode d’arrondi
au plus proche avec re`gle quelconque de bris d’e´galite´) correspondant a` +,−,× et /, de
sorte que x⊕ y = ○(x + y), x⊖ y = ○(x − y), x⊗ y = ○(x × y) et x⊘ y = ○(xy ).
Nous utiliserons une notation compacte ○ [⋯] qui signifie que toutes les ope´rations
a` l’inte´rieur des crochets sont arrondies. En l’absence de parenthe`ses explicites, l’ordre
d’e´valuation des ope´rations a` l’inte´rieur des crochets respecte les priorite´s usuelles des
ope´rations, e.g. ○ [ab + c] = (a⊗b)⊕c. En revanche, les ope´rations flottantes n’e´tant pas
ne´cessairement associatives, nous avons duˆ choisir une convention pour l’ordre d’e´va-
luation d’ope´rations identiques : le parenthe´sage de la droite vers la gauche sera dans
ce cas conside´re´ comme implicite, e.g. ○ [a + bc + d] = a⊕ ((b⊗ c)⊕ d).
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2.1.4 Analyse des erreurs d’arrondi
Un premier concept clef en analyse d’erreurs est la distinction entre les erreurs dites
absolues et relatives. L’erreur absolue commise lors de l’arrondi x̃ d’un nombre re´el x
est e´gale a` x̃ − x tandis que l’erreur relative est e´gale a` x̃−xx .
Donnons quelques re´sultats fondamentaux permettant de borner les erreurs absolues
et relatives dans le cas de l’arrondi au plus proche. Dans l’ensemble de la section, nous
ne tenons pas compte d’e´ventuels de´passements de capacite´ supe´rieurs. Un premier
re´sultat, tre`s ge´ne´ral, permet de borner l’erreur d’arrondi via la notion d’ulp :
Lemme 2.1. Soit x ∈ R. Alors ∣○(x) − x∣ ⩽ 12ulp(x).
Suivant que la valeur absolue de x soit supe´rieure a` ξ ou non, le lemme 2.1 s’instancie
comme re´sultat sur l’erreur relative ou absolue. Si ξ ⩽ ∣x∣, le re´sultat suivant s’applique :
Lemme 2.2. Soit x ∈ R. Supposons que ξ ⩽ ∣x∣. Alors ∣○(x) − x∣ ⩽ u∣x∣ avec u = 12β1−p.
La quantite´ u, tre`s fre´quemment utilise´e dans ce manuscrit, est appele´e unite´ d’ar-
rondi . Dans le cas du format binary64, u = 2−53.
Lorsque ∣x∣ est strictement infe´rieur au plus petit nombre flottant normalise´ ξ, l’er-
reur relative commise en arrondissant x peut devenir tre`s grande, mais nous pouvons
prouver un re´sultat sur l’erreur absolue :
Lemme 2.3. Soit x ∈ R. Supposons que ∣x∣ ⩽ βξ + η2 . Alors ∣○(x) − x∣ ⩽ η2 .
La combinaison du lemme 2.2 et du lemme 2.3 permet de de´duire un re´sultat unifi-
cateur, a` savoir que pour tout x ∈ R, ∣○(x)−x∣ ⩽max �u∣x∣, η2�. Si cette borne s’ave`re fine,
elle est difficile a` manipuler et a` propager. Nous utiliserons ge´ne´ralement un re´sultat
plus faible, a` savoir que pour tout x ∈ R, ∣○(x) − x∣ ⩽ u∣x∣ + η2 .
Jeannerod et Rump [119, the´ore`me 2.1] ont exhibe´ une borne plus fine (et souvent
optimale) se traduisant par pour tout x ∈ R, en conside´rant la plage des exposants
comme non borne´e, ∣○(x) − x∣ ⩽ u1+u ∣x∣. Nous de´montrons formellement une version de
ce re´sultat qui tient compte d’e´ventuels de´passements de capacite´ infe´rieurs 3 :
Lemme 2.4. Soit x ∈ R. Alors :
∣○(x) − x∣ ⩽ u
1 + u ∣x∣ + η2 .
Dans la majorite´ des cas, le gain de pre´cision obtenu en utilisant le lemme 2.4 peut
paraˆıtre relativement faible. En fait, le principal inte´reˆt de ce re´sultat est de simplifier
certaines bornes d’erreurs (voir chapitres 5 et 6).
Nous de´montrons une autre variante de ce re´sultat raffine´ dans le cas ou` le nombre
re´el conside´re´ est supe´rieur a` ξ en valeur absolue. Dans ce cas, le terme en η est nul.
3. Le re´sultat reste valable en remplac¸ant u
1+u ∣x∣ + η2 par max( u1+u ∣x∣, η2 ).
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Lemme 2.5. Soit x ∈ R. Supposons que ξ ⩽ ∣x∣. Alors :
∣○(x) − x∣ ⩽ u
1 + u ∣x∣.
Nous de´montrons e´galement que, dans le cas de l’addition ou de la soustraction de
deux nombres flottants, le terme en η disparaˆıt, i.e. :
Lemme 2.6. Soit x, y ∈ F. Soit ◇ ∈ {+,−}. Alors :
∣○(x ◇ y) − (x ◇ y)∣ ⩽ u
1 + u ∣x ◇ y∣.
Il s’agit de la conse´quence d’une proprie´te´ de l’arithme´tique a` virgule flottante assu-
rant que toute addition provoquant un de´passement de capacite´ infe´rieur est exacte [83].
Le mode`le standard de l’arithme´tique a` virgule flottante est une abstraction de´finie
par Higham [107] au regard des re´sultats d’analyse d’erreurs pre´sente´s ci-dessus. En
tenant compte des de´passements graduels de capacite´ infe´rieurs, le mode`le standard de
l’arithme´tique a` virgule flottante prend la forme suivante [107, p. 56] 4 :
Abstraction 2.7. Mode`le standard en tenant compte des de´passements gra-
duels infe´rieurs
Soient x, y ∈ F. Soit � ∈ {+,−,×, /} une ope´ration e´le´mentaire. Alors :● ○(x� y) = (x� y)(1 + ε) + δ, avec ∣ε∣ ⩽ u, ∣δ∣ ⩽ η2 et εδ = 0 ;● Si � ∈ {+,−}, ○(x� y) = (x� y)(1 + ε) avec ∣ε∣ ⩽ u.
Higham propose un ensemble de notations permettant d’e´tablir des bornes lisibles et
concises sur les erreurs d’arrondi d’algorithmes ite´rant des ope´rations e´le´mentaires [107],
tels que la sommation de nombres flottants ou le produit scalaire de deux vecteurs. Les
notations θ et γ peuvent eˆtre caracte´rise´es via le re´sultat suivant, dont la de´monstration
peut eˆtre consulte´e dans l’ouvrage de Higham [107, lemme 3.1, p. 63] :
Lemme 2.8. Accumulation d’erreurs
Soit n ∈ N∗ tel que nu < 1. Soient ε1, . . . , εn ∈ R tels que pour tout i, ∣εi∣ ⩽ u. Alors :∃θn ∈ R,∏ni=1(1 + εi) ⩽ (1 + θn) avec ∣θn∣ ⩽ γn ∶= nu1−nu .
A` partir du mode`le standard de l’arithme´tique a` virgule flottante (abstraction 2.7)
et du lemme 2.8, il est possible de de´duire une borne sur l’erreur d’arrondi commise lors
d’une sommation de nombre flottants, qui reste valable en pre´sence de de´passements
graduels de capacite´ infe´rieurs 5 (de´montre´ en Coq par Roux [177, the´ore`me 1.8]) :
4. Ce re´sultat reste valable en remplac¸ant la quantite´ u par u
1+u .
5. L’absence de terme en η est une conse´quence du caracte`re exact des additions provoquant des
de´passements de capacite´ infe´rieurs [83] (voir lemme 2.6).
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The´ore`me 2.9. Borne sur l’erreur d’arrondi d’une sommation
Soit n ∈ N∗ tel que nu < 1. Soient x1, . . . , xn ∈ F. Soit s = ∑ni=1 xi et soit s̃ une imple´-
mentation de s dans le format F avec un ordre quelconque d’e´valuation des sommations.
Alors : ∣s̃ − s∣ ⩽ γn−1 n�
i=1 ∣xi∣.
Plus re´cemment, Jeannerod et Rump ont propose´ une ame´lioration de ce re´sul-
tat [119, the´ore`me 4.1] en exhibant une borne plus fine, plus concise et ne ne´cessitant
pas d’hypothe`se sur la taille de la sommation :
The´ore`me 2.10. Borne raffine´e sur l’erreur d’arrondi d’une sommation
Soit n ∈ N∗. Soient x1, . . . , xn ∈ F. Soit s = ∑ni=1 xi et soit s̃ une imple´mentation de
s dans le format F avec un ordre quelconque d’e´valuation des sommations. Alors, en
tenant compte des de´passements graduels infe´rieurs :
∣s̃ − s∣ ⩽ (n − 1)u
1 + u n�i=1 ∣xi∣ ⩽ (n − 1)u n�i=1 ∣xi∣.
Ce re´sultat s’inscrit dans la ligne´e de travaux de´bute´s depuis 2008 par Rump et
al. [179, 180, 118, 119] pour raffiner les bornes d’erreurs des ouvrages de re´fe´rence
(e.g. [107]). L’ide´e ge´ne´rale est de se passer des γn et de se ramener a` un terme d’erreur
line´aire en u, plus lisible et permettant de re´duire les hypothe`ses sur la dimension du
syste`me conside´re´, e.g. la condition nu < 1 permettant de de´finir γn = nu1−nu .
Nous avons pre´sente´ un ensemble de notions et re´sultats utiles pour mener l’ana-
lyse des erreurs d’arrondi. Nous allons maintenant pre´senter les bibliothe`ques Coq sur
lesquelles reposent nos formalisations.
2.2 Preuves formelles avec Coq
Dans cette section, nous pre´sentons brie`vement les bibliothe`ques Coq que nous uti-
lisons pour formaliser les re´sultats de ce manuscrit.
2.2.1 Bibliothe`que standard des re´els
La majorite´ des bibliothe`ques Coq que nous utilisons sont base´es sur la bibliothe`que
standard des nombres re´els de Coq, principalement de´veloppe´e par Mayero en 2001 [148]
et e´tendue par Desmettre l’anne´e suivante [60]. Contrairement a` d’autres bibliothe`ques
d’analyse base´es sur une construction des nombres re´els, e.g. la bibliothe`que Math-
Classes base´e sur des suites de Cauchy [125] ou la bibliothe`que standard de Mizar
utilisant des coupures de Dedekind [200], le type des nombres re´els de la bibliothe`que
standard de Coq, note´ R, repose sur une axiomatisation des ope´rations et proprie´te´s
e´le´mentaires de R. Les re´els de la bibliothe`que standard comportent deux e´le´ments R0
et R1 ainsi que les ope´rations d’addition, d’oppose´, de soustraction, de multiplication
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et de division. A` cela s’ajoute une relation d’ordre stricte Rlt dont de´rive la relation
d’ordre large Rle. Les notations usuelles comme 0, 1, +, ∗, ⩽ ou < sont fournies par la bi-
bliothe`que standard de Coq et seront utilise´es dans ce manuscrit. Certains des axiomes
permettent de donner aux ope´rations e´le´mentaires leur sens usuel. Nous de´nombrons
ainsi 14 axiomes e´le´mentaires, dont voici quelques exemples :
Axiom Rplus_assoc :
forall r1 r2 r3:R, r1 + r2 + r3 = r1 + (r2 + r3).
Axiom Rplus_0_l : forall r:R, 0 + r = r.
Axiom Rmult_comm : forall r1 r2:R, r1 * r2 = r2 * r1.
Axiom R1_neq_R0 : 1 <> 0.
Axiom Rlt_trans : forall r1 r2 r3:R, r1 < r2 → r2 < r3 → r1 < r3.
(* ... *)
La bibliothe`que standard comporte trois autres axiomes, l’un des plus utilise´s dans
ce document e´tant total_order_T, qui munit les re´els d’une relation d’ordre total,
assurant ainsi la de´cidabilite´ de l’e´galite´ entre deux nombres re´els :
Axiom total_order_T : forall r1 r2:R, {r1 < r2} + {r1 = r2} + {r1 > r2}.
Enfin, les deux axiomes restants assurent respectivement que les re´els sont archime´-
diens et que tout sous-espace non vide (de type R -> Prop) admet une borne supe´rieure.
La bibliothe`que standard des re´els comporte e´galement une formalisation de l’en-
semble posreal des re´els strictement positifs, qui apparaˆıt re´gulie`rement dans ce docu-
ment. Le type posreal est construit comme un type enregistrement (Record) a` deux
champs, le premier e´tant un nombre re´el et le second une preuve de positivite´ de ce
nombre :
Record posreal : Type := mkposreal {pos :> R; cond_pos : 0 < pos}.
Il est par ailleurs possible de raisonner sur des re´sultats d’analyse re´elle, e.g. lie´s a`
des questions de diffe´rentiabilite´ ou d’inte´grabilite´ (au sens de Riemann), en utilisant
les re´els de la bibliothe`que standard. Cependant, comme remarque´ par Boldo, Lelay et
Melquiond [35, 134], il est aujourd’hui ge´ne´ralement admis que la bibliothe`que standard
des re´els n’est pas adapte´e a` la formalisation et la preuve de re´sultats pointus d’analyse
mathe´matique. Elle repose sur des fonctions partielles et sur l’usage intensif de types
de´pendants, qui rendent parfois les de´monstrations fastidieuses. Prenons l’exemple clas-
sique de la de´rivabilite´ de fonctions. Supposons que f et g sont deux fonctions de´rivables.
Dans la bibliothe`que standard, pour calculer le point de´rive´ d’une fonction en un point
x, il faut ne´cessairement fournir une preuve de de´rivabilite´ de la fonction en x. Ainsi,
pour obtenir la de´rive´e de f + g en x, nous ne pouvons pas simplement utiliser la de´-
rivabilite´ de f et g puis re´e´crire (f + g)′(x) = f ′(x) + g′(x). En effet, il faut d’abord
de´montrer la de´rivabilite´ de f + g en x pour pouvoir construire (f + g)′(x). Cela rend
les calculs de de´rive´es particulie`rement fastidieux.
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2.2.2 Bibliothe`que Coquelicot d’analyse re´elle
Pour pallier les de´fauts de la bibliothe`que standard des re´els, Boldo, Lelay et Mel-
quiond ont de´veloppe´ la bibliothe`que Coquelicot [35, 134]. Coquelicot est une extension
conservative de la bibliothe`que standard des re´els qui permet d’une part de faciliter
le de´veloppement de the´ories pointues d’analyse re´elle et d’autre part de raisonner sur
des espaces plus ge´ne´raux. Coquelicot, et plus pre´cise´ment l’ensemble des notions to-
pologiques qui y sont de´veloppe´es, sert de base aux formalisations pre´sente´es dans les
chapitres 7 et 8 de ce manuscrit. La pre´sentation de la bibliothe`que Coquelicot est par
conse´quent de´taille´e au de´but du chapitre 7.
2.2.3 Bibliothe`que Mathematical Components
La bibliothe`que Mathematical Components (ou MathComp) [144] regroupe un en-
semble varie´ de formalisations Coq de the´ories mathe´matiques, comme l’analyse matri-
cielle ou la the´orie des groupes finis. Le projet trouve ses origines dans la preuve formelle
du the´ore`me des quatre couleurs [85] et sert de base a` la de´monstration Coq du the´ore`me
de Feit-Thompson [86]. MathComp utilise extensivement Ssreflect [87], un langage de
tactiques Coq conc¸u comme une ame´lioration du langage standard de tactiques de Coq.
Ssreflect permet le de´veloppement de preuves tre`s concises et s’ave`re particulie`rement
adapte´ a` la de´monstration formelle de the´ore`mes reposant sur un socle mathe´matique
conse´quent. La communaute´ d’utilisateurs de Ssreflect est incite´e a` utiliser des lemmes
dits de re´flection (ou vues) qui permettent de transformer une proposition (de type
Prop) en un pre´dicat boole´en (de type bool) afin de faciliter les raisonnements.
Les de´veloppements Coq pre´sente´s dans les chapitres 5 a` 6 de ce document n’uti-
lisent a` ce jour qu’un ensemble limite´ de fonctionnalite´s de la bibliothe`que Mathemati-
cal Components, a` savoir la formalisation des vecteurs et matrices et le me´canisme des
grands ope´rateurs (big operators) [18]. Nous pre´sentons ici une description « haut ni-
veau » de ces notions. Pour une pre´sentation plus de´taille´e de Ssreflect (respectivement
de MathComp), voir [87] (respectivement [144]).
Vecteurs et matrices dans Mathematical Components
Mathematical Components comporte une bibliothe`que pour la manipulation de vec-
teurs et matrices. Tre`s comple`te, cette bibliothe`que de´finit notamment les ope´rations
entre matrices ainsi que les notions de de´terminant, de trace et de matrice transpose´e.
Elle permet de manipuler les lignes ou les colonnes d’une matrice avec par exemple
la possibilite´ d’ope´rer des permutations. Il est e´galement possible d’extraire une sous-
matrice et de faire des de´compositions de matrices par blocs.
Le type des matrices re´elles de taille m×n est note´ ’M[R]_(m, n) et de´fini comme :
Inductive matrix := Matrix of {ffun ’I_m * ’I_n → R}.
Le mot-clef ffun permet de de´finir une fonction finie [144, §6.5], c’est-a`-dire une fonc-
tion dont le domaine est fini. Ici, l’ensemble de de´part de la fonction est ’I_m * ’I_n
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ou` ’I_m et ’I_n sont respectivement les ensembles d’entiers naturels strictement infe´-
rieurs a` m et a` n. Ainsi, si nous de´finissons une matrice A : ’M[R]_(n, n) et que nous
conside´rons i, j : ’I_n, alors il suffira d’e´crire A i j pour acce´der a` l’e´le´ment de A
d’indices i et j.
Dans le cas des matrices carre´es de taille n×n, il est possible d’utiliser une notation
condense´e pour re´duire la notation du type ’M[R]_(n, n) en ’M[R]_n. De meˆme, pour
le type ’M[R]_(n, 1) des vecteurs colonnes de taille n, il est possible d’utiliser la
notation ’cV[R]_n et pour le type ’M[R]_(1, n) des vecteurs lignes de taille n, il est
possible d’utiliser la notation ’rV[R]_n.
Il est possible de de´finir une matrice de type ’M[R]_(m, n) a` partir d’une fonc-
tion F : ’I_m -> ’I_n -> R en utilisant un ope´rateur \matrix_(i,j) (F i j). Par
exemple, le produit de deux matrices de tailles m × n et n × p est de´fini comme 6 :
Definition mulmx {m n p} (A : ’M_(m, n)) (B : ’M_(n, p)) : ’M[R]_(m, p)
:= \matrix_(i, j) \sum_(k < n) (A i k * B k j).
Le produit de deux matrices A : ’M_(m, n) et B : ’M_(n, p) est note´ A *m B. Un
point inte´ressant justifiant l’utilisation des vecteurs comme instances de matrices est le
fait que Coq soit capable d’infe´rer que le produit d’une matrice carre´e de taille n×n et
d’un vecteur colonne de taille n soit un vecteur colonne de taille n. L’ope´rateur \sum
ci-dessus est une sommation au sens des grands ope´rateurs (voir paragraphe suivant).
Grands ope´rateurs
Les grands ope´rateurs [144, §5.7], [18] permettent d’ite´rer une ope´ration e´le´mentaire
sur un ensemble de valeurs. D’un point de vue purement mathe´matique, il pourra par
exemple s’agir de la sommation ∑ vis-a`-vis de l’addition, de ⋃ vis-a`-vis de l’union ou
de ∏ vis-a`-vis de la multiplication.
Le me´canisme des grands ope´rateurs permet d’ite´rer une ope´ration binaire sur dif-
fe´rentes structures de donne´es, e.g. une liste de valeurs ou l’ensemble ’I_n pour n ∈ N.
Dans ce document, nous utiliserons les grands ope´rateurs pour de´crire des ope´rations
vectorielles et matricielles. Notre cas d’utilisation des grands ope´rateurs se limite donc
a` l’ite´ration sur ’I_n. Nous ne pre´senterons donc que cet aspect.
Soit ◇ ∶ R→ R→ R une ope´ration binaire dont l’e´le´ment neutre est note´ 0◇. Le grand
ope´rateur associe´ a` ◇ est note´ �, �i<nvi e´tant e´gal a` (v0 ◇ (v1 ◇ ⋅ ⋅ ⋅ ◇ (vn−2 ◇ vn−1) . . . ))
(pour v ∈ Rn) et�i<0vi e´tant e´gal a` 0◇. Les ope´rations ◇ sont donc e´value´es de la droite
vers la gauche. Le me´canisme Coq associe´ est utilise´ via la notation compacte suivante :
\big[diamond / 0_diamond]_(i < n) (v i).
E´tant donne´ l’ordre des e´valuations, lorsque ◇ est une ope´ration quelconque (en
particulier non-associative), le grand ope´rateur ne peut eˆtre de´roule´ que par la gauche,
i.e. �i<n+1vi = v0 +�i<nvi+1. En revanche, si ◇ est une ope´ration associative, il devient
possible de re´e´crire �i<n+1vi = (�i<nvi) + vn.
6. Comme le type de retour de la fonction est ’M[R]_(m, p), Coq est en mesure d’infe´rer le type
des e´le´ments de A et B ; il n’est donc pas ne´cessaire de pre´ciser que ce sont des matrices sur R.
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2.2.4 Arithme´tique des ordinateurs en Coq
Bibliothe`que Flocq
Les chapitres 4 a` 6 du manuscrit de´crivent la formalisation en Coq de re´sultats
d’arithme´tique a` virgule flottante. Ces formalisations reposent sur Flocq, une biblio-
the`que Coq d’arithme´tique des ordinateurs de´veloppe´e par Boldo et Melquiond [37, 38].
Flocq permet de manipuler les nombres flottants suivant diffe´rents niveaux d’abstrac-
tion [38, §3], ces niveaux e´tant inspire´s des couches d’abstraction de la norme IEEE-
754 [113] (voir section 2.1.1).
Nous nous inte´ressons plus particulie`rement a` la repre´sentation abstraite des nombres
a` virgule flottante. Les nombres dans un format d’arithme´tique donne´ (e.g. binary32 ou
decimal64 ) sont de´finis comme un sous-ensemble des nombres re´els R de la bibliothe`que
standard (en tant que pre´dicats de type R -> Prop). Plusieurs formats sont disponibles,
incluant des formats d’arithme´tique a` virgule fixe ou flottante.
Les formats flottants permettent de caracte´riser des nombres de la forme mβe (avec
m et e des entiers, la base β e´tant un entier strictement supe´rieur a` 1).
La bibliothe`que Flocq inclut un pre´dicat generic_format : R -> Prop dont les
formats flottants usuels constituent des instances. Ce pre´dicat de´pend de la base β et
d’une fonction ϕ ∶ Z→ Z que nous appellerons fonction d’exposant (c’est cette fonction
qui permettra d’instancier le pre´dicat avec le format souhaite´). Nous ne rentrons pas
dans les de´tails de la de´finition de ce pre´dicat mais en pre´sentons l’ide´e ge´ne´rale. Un
nombre x ∈ R satisfait le pre´dicat generic_format s’il ve´rifie :
x = ⌊ xβ−ϕ(magβ(x))⌋ × βϕ(magβ(x))
Dans la formule ci-dessus, magβ(x) = ⌊ logβ(x)⌋ + 1 permet d’obtenir l’entier e tel
que x ∈ [βe−1,βe[, que Boldo et Melquiond [38] de´signent comme la magnitude de x.
L’instance la plus simple de generic_format est FLX, qui correspond a` des nombres
flottants sans bornes sur les exposants, i.e. les de´passements de capacite´ ne sont pas pris
en compte. En plus de β, le format FLX de´pend de la pre´cision p, les nombres flottants
du format FLX e´tant de la forme mβe avec ∣m∣ < βp. Dans Flocq, FLX peut eˆtre de´fini
comme une instance de generic_format avec ϕ = e↦ e − p (note´ FLX_exp en Coq).
Le format FLT correspond pour sa part a` des nombres flottants tenant compte d’e´ven-
tuels de´passements graduels infe´rieurs mais ne tenant pas compte des de´passements
supe´rieurs. Le format FLT de´pend de la pre´cision p et d’un exposant minimal emin avec
les contraintes ∣m∣ < βp et emin − p + 1 ⩽ e. Il s’agit d’une instance du pre´dicat gene-
ric_format avec ϕ = e↦max(e − p, emin − p + 1) (note´ FLT_exp en Coq).
Pour repre´senter les nombres de la forme mβe, il est e´galement possible d’utiliser
un type enregistrement (type Record), nomme´ float et de´fini comme :
Record float (beta : radix) := Float { Fnum : Z ;
Fexp : Z }.
2.2. PREUVES FORMELLES AVEC COQ 29
Dans le code ci-dessus, Float est le nom de constructeur associe´ au type enregistre-
ment float. Fnum correspond a` m et Fexp correspond a` e. Pour plonger un e´le´ment de
type float dans les nombres re´els, il faut utiliser l’ope´rateur F2R suivant :
Definition F2R {beta : radix} (f : float beta) :=
IZR (Fnum f) * bpow beta (Fexp f).
Dans le code Coq ci-dessus, IZR permet de plonger les entiers relatifs dans les re´els
et bpow beta (Fexp f) est l’e´le´vation de beta a` la puissance (Fexp f), i.e. βe.
Flocq inclut des de´finitions alternatives des formats FLX et FLT qui sont base´es sur le
type float et de´finies via un type inductif a` un seul constructeur 7. Elles sont prouve´es
e´quivalentes aux de´finitions pre´ce´dentes :
Inductive FLX_format (x : R) : Prop := FLX_spec (f:float spec) :
x = F2R f → Zabs (Fnum f) < Zpower beta prec → FLX_format x.
Inductive FLT_format (x : R) : Prop := FLT_spec (f:float spec) :
x = F2R f → Zabs (Fnum f) < Zpower beta prec→ emin <= Fexp f → FLT_format x.
Pour un format flottant donne´, diffe´rents modes d’arrondi sont disponibles (e.g. l’ar-
rondi vers +∞ ou vers 0). Le mode d’arrondi est de´termine´ par une fonction rnd : R
-> Z permettant d’obtenir la mantisse du nombre flottant obtenu par arrondi, l’expo-
sant e´tant quant a` lui e´gal a` ϕ(magβ(x)) lorsque x est un nombre flottant. Dans la
suite de ce document, nous utiliserons principalement l’arrondi au plus proche, dont la
fonction rnd correspondante est appele´e Znearest et de´pend de la re`gle de bris d’e´ga-
lite´ choice : Z -> bool. Il est possible de travailler avec un arrondi au plus proche
ge´ne´rique, choice e´tant laisse´ en parame`tre. Cela nous permet de ne faire les preuves
formelles qu’a` une seule reprise, quelle que soit la re`gle de bris d’e´galite´.
La bibliothe`que Flocq contient un nombre important de re´sultats, e.g. sur l’apparte-
nance de nombres re´els a` un format donne´, sur l’ulp ou sur les erreurs commises lorsque
des nombres re´els sont arrondis.
Outil Gappa
Gappa est un outil permettant de ve´rifier des proprie´te´s arithme´tiques de pro-
grammes nume´riques simples [57, 61]. Il est particulie`rement adapte´ pour prouver au-
tomatiquement, sous certaines hypothe`ses, des bornes sur les erreurs d’arrondi.
Prenons l’exemple du calcul d’un coefficient dans un pas d’ite´ration de la me´thode
d’Euler (voir sections 2.3.3 et 5.4.2). Le programme prend en argument un nombre h ∈ F
tel que 2−60 ⩽ h ⩽ 1 et un nombre � ∈ R tel que −2 ⩽ h� ⩽ −2−100. Le programme calcule
le produit de h et de �. L’objectif est de borner l’erreur d’arrondi commise lors de ce
calcul dans le format binary64 avec mode d’arrondi au plus proche.
7. Entre Flocq et la norme IEEE-754, il y a un de´calage de p − 1 pour l’exposant emin, d’ou` la
condition emin <= Fexp f dans le code Coq.
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Le script Gappa correspondant est le suivant :
@rnd = float<ieee_64,ne>;
lt = rnd(l);
rf rnd= h*lt;
r = h*l;
{ h*l in [-2,-1b-100] /\ h in [1b-60,1]
-> rf -/ r in [-2049b-63,2049b-63] /\ rf - r in [-4b-53, 4b-53]
}
Dans le code ci-dessus, float<ieee_64,ne> signifie que le format choisi est le for-
mat binary64 avec mode d’arrondi au plus proche et prise en compte de potentiels
de´passements ce capacite´ infe´rieurs. La variable lt est l’arrondi au plus proche de �,
i.e. ○(l). La variable r est le re´sultat du calcul exact de h� et rf est le re´sultat arrondi,
i.e. ○ (h × ○(l)).
Les hypothe`ses donne´es a` Gappa sont les intervalles de valeurs possibles pour h et
h�, i.e. h*l in [-2,-1b-100] et h in [1b-60,1].
Nous souhaitons prouver deux proprie´te´s. La premie`re est une borne sur l’erreur
relative commise lors du calcul de r, i.e. rf -/ r. Nous souhaitons prouver que l’erreur
est borne´e par 2049 × 2−63 ⩽ 0,01u. La seconde proprie´te´ est une borne sur l’erreur
absolue rf - r, de l’ordre de 4u. A` partir des hypothe`ses, Gappa valide (ou infe`re
automatiquement) ces bornes.
Du point de vue de la preuve interactive, un inte´reˆt de Gappa est la possibilite´
de ge´ne´rer un terme de preuve a` partir d’un script Gappa, terme qui peut eˆtre ve´rifie´
par Coq. Il existe une tactique automatique gappa permettant de de´charger a` Gappa
certaines e´tapes des preuves formelles que nous menons dans Coq.
Un outil similaire a e´te´ propose´ par Magron, Constantinides et Donaldson [139] pour
borner les erreurs d’arrondi absolues de programmes non-line´aires. L’outil est base´ sur
des techniques d’optimisation et de programmation semi-de´finie. Nous n’avons a` ce jour
pas essaye´ d’utiliser cet outil dans le cadre de nos proble´matiques.
Nous souhaitons plus particulie`rement formaliser les erreurs d’arrondi de me´thodes
de re´solution d’e´quations diffe´rentielles, qui sont pre´sente´es dans la section suivante.
2.3 Analyse nume´rique des e´quations diffe´rentielles
Dans cette section, nous pre´sentons brie`vement quelques me´thodes nume´riques de
re´solution approche´e d’e´quations diffe´rentielles ordinaires. Nous nous attachons plus
particulie`rement a` pre´senter la classe des me´thodes de Runge-Kutta, me´thodes sur
lesquelles portent les chapitres 5 a` 6 de ce manuscrit.
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2.3.1 E´quations diffe´rentielles et proble`mes de Cauchy
Nous nous inte´ressons aux me´thodes de re´solution nume´riques d’e´quations diffe´-
rentielles ordinaires du premier ordre. Ces e´quations ont pour inconnue une fonction
y ∶ R→ Rd (d ∈ N∗ e´tant la dimension du syste`me) et sont caracte´rise´es par une relation
entre y et sa de´rive´e premie`re. Nous ne donnons ici qu’une intuition sur les e´quations
diffe´rentielles ordinaires. L’ouvrage de Demailly [59] contient une description de´taille´e
de ces e´quations et de leur re´solution nume´rique.
Dans le contexte de ce manuscrit, les e´quations sont de la forme :
y′ = f(t, y), t ∈ R, y, y′ ∈ R→ Rd, f ∈ R ×Rd → Rd.
Nous appelons proble`me de Cauchy (ou proble`me avec condition initiale) une e´qua-
tion diffe´rentielle ordinaire du premier ordre enrichie d’une condition initiale, i.e. une
condition de la forme y(t0) = y0 ∈ Rd pour un certain t0 ∈ R. Pour peu que f re´unisse
certaines hypothe`ses, le the´ore`me de Cauchy-Lipschitz assure l’existence et l’unicite´ de
la solution d’un proble`me de Cauchy [59].
Le cas particulier le plus simple d’e´quations diffe´rentielles est celui des syste`mes
line´aires matriciels (Rd×d de´signant les matrices carre´es de taille d ∈ N∗) :
y′ = Ay, A ∈ Rd×d.
La re´solution directe des e´quations diffe´rentielles line´aires ne´cessite la construction
d’une exponentielle de matrices, dont l’imple´mentation est connue comme difficile [84,
151]. Pire encore, dans le cas des syste`mes non-line´aires, la re´solution directe s’ave`re
impossible. Ces difficulte´s sont la raison d’eˆtre de me´thodes ite´ratives permettant de
re´soudre nume´riquement certaines classes de proble`mes de Cauchy. Les sections 2.3.2
et 2.3.3 sont voue´es a` la description de certaines de ces me´thodes.
2.3.2 Me´thodes nume´riques a` un pas et multi-pas
Il existe une kyrielle de me´thodes permettant d’approcher la solution d’e´quations
diffe´rentielles ordinaires [98, 203, 59]. Le point commun de la majorite´ de ces me´thodes
est de permettre l’obtention d’une approximation de l’e´valuation de la fonction inconnue
sur un ensemble fini de valeurs re´parties sur un intervalle d’inte´gration pre´de´fini.
Concre`tement, cela suppose le choix d’un intervalle d’inte´gration [t0 ; tn] avec t0, tn ∈
R+ et t0 < tn. Cet intervalle est ensuite subdivise´ en un ensemble de valeurs t0, t1, . . . , tn,
la distance entre ces points pouvant eˆtre choisie constante ou non. Le principe des
me´thodes nume´riques ite´ratives est de fournir, pour chaque point ti (0 ⩽ i ⩽ n), une
approximation yi ≃ y(ti) de l’image de la fonction inconnue y en ti. Ces approximations
sont ge´ne´ralement obtenues a` partir de la condition initiale y0 = y(t0).
Nous distinguons les me´thodes a` un pas et les me´thodes multi-pas :● Les me´thodes a` un pas sont telles que pour tout 0 < i ⩽ n, yi est calcule´e a` partir
de la seule donne´e de l’ite´ration pre´ce´dente yi−1. Les me´thodes de Runge-Kutta
sont des me´thodes nume´riques a` un pas [45, 59].
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● Dans le cas des me´thodes multi-pas, yi est calcule´e a` partir de plusieurs ite´rations
pre´ce´dentes, e.g. yi−1, yi−2 et yi−3 pour une me´thode a` 3 pas. Les me´thodes
d’Adam-Bashforth [59] constituent des exemples de me´thodes multi-pas.
L’e´cart entre deux points d’abscisse ti−1 et ti de l’intervalle d’inte´gration est appele´
pas d’inte´gration a` l’ite´ration i. Le pas d’inte´gration peut eˆtre choisi constant, i.e. il
existe h > 0 tel que pour tout i, h = ti − ti−1, ou bien variable, i.e. a` chaque ite´ration de
la me´thode correspond un pas d’inte´gration hi.
Dans la suite de ce document, nous nous inte´resserons plus particulie`rement a` des
me´thodes a` un pas dont le pas d’inte´gration est constant.
2.3.3 Me´thodes de Runge-Kutta
Parmi les me´thodes nume´riques a` un pas, la plupart appartiennent a` la classe des
me´thodes de Runge-Kutta, nomme´es ainsi a` la suite de deux articles fondateurs, l’un
re´dige´ par Runge en 1895 [181], le second par Kutta en 1901 [128].
Tableau de Butcher
Sur la donne´e du proble`me de Cauchy de´fini par y′ = f(t, y) et y(t0) = y0, les
me´thodes de Runge-Kutta sont caracte´rise´es par la relation de re´currence suivante :
∀n, yn+1 = yn + hΦ(tn, yn, h) = yn + h s�
i=1 biki, (2.1)
avec ki de´fini comme :
ki = f �tn + cih, yn + h s�
j=1aijkj� . (2.2)
Les coefficients ci, aij et bi, avec i, j = 1, 2,⋯, s, ainsi que le nombre d’e´tages s, ca-
racte´risent donc a` eux seuls une me´thode de Runge-Kutta. Ainsi, une me´thode de
Runge-Kutta est ge´ne´ralement de´finie via son tableau de Butcher [45, 98], qui contient
la valeur des coefficients :
c1 a11 a12 . . . a1s
c2 a21 a22 . . . a2s⋮ ⋮ ⋮ ⋱ ⋮
cs as1 as2 . . . ass
b1 b2 . . . bs
≡ c A
b
.
La figure 2.2 pre´sente quelques exemples de tableaux de Butcher associe´s a` des
me´thodes de Runge-Kutta varie´es.
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0 0 0 0 0
1
2
1
2
0 0 0
1
2
0
1
2
0 0
1 0 0 1 0
1
6
1
3
1
3
1
6
(a) RK4
1
2
− √3
6
1
4
1
4
− √3
6
1
2
+ √3
6
1
4
+ √3
6
1
4
1
2
1
2
(b) Gauss-Legendre
Figure 2.2 – Tableaux de Butcher de me´thodes de Runge-Kutta explicites et implicites
Me´thodes explicites et implicites
Selon la forme de la matrice A contenant les coefficients aij, nous distinguons plu-
sieurs sous-classes de me´thodes de Runge-Kutta :● Les me´thodes explicites , comme la me´thode d’Euler ou la me´thode de Runge-
Kutta d’ordre 4 de´finie par la figure 2.2(a), qui sont telles que le calcul des
coefficients ki de´pend uniquement des kj pre´ce´dents, i.e. tels que j < i ;● Les me´thodes implicites , comme la me´thode de Runge-Kutta implicite d’ordre 4
par formule de Gauss-Legendre de´finie par la figure 2.2(b), sont telles que le calcul
d’un coefficient ki de´pend de la re´solution d’un syste`me d’e´quations non-line´aires
impliquant l’ensemble des coefficients kj pour j = 1, 2,⋯, s.
Dans la partie II de ce manuscrit, nous allons plus particulie`rement borner les erreurs
d’arrondi de me´thodes de Runge-Kutta explicites.
Ordre d’une me´thode de Runge-Kutta
L’ordre d’une me´thode de Runge-Kutta est l’entier p tel que l’erreur locale de me´-
thode, i.e. la distance entre la solution exacte y(tn) et la solution obtenue par la me´thode
de Runge-Kutta yn est telle que
y(tn) − yn = O�hp+1� .
L’ordre d’une me´thode de Runge-Kutta donne donc une indication de l’ordre de
magnitude de l’erreur de me´thode associe´e a` un pas de l’inte´gration nume´rique. Si une
me´thode d’ordre e´leve´ assure l’obtention d’un re´sultat the´oriquement plus pre´cis, cela
va ge´ne´ralement de pair avec un nombre plus important de calculs flottants pouvant
conduire a` des erreurs d’arrondi plus importantes.
Pour les me´thodes explicites d’ordre infe´rieur ou e´gal a` 4, l’ordre p est e´gal au nombre
d’e´tages s. En revanche, au-dela` de l’ordre 4, l’ordre d’une me´thode explicite peut eˆtre
infe´rieur au nombre d’e´tages.
2.3. ANALYSE NUME´RIQUE DES E´QUATIONS DIFFE´RENTIELLES 34
Me´thodes de Runge-Kutta explicites classiques
Dans cette section, nous pre´sentons trois me´thodes de Runge-Kutta explicites clas-
siques, qui serviront d’exemples dans dans les chapitres 5 et 6.● Me´thode d’Euler explicite (RK1)
La me´thode d’Euler explicite est l’exemple le plus ancien de me´thode nume´rique
de re´solution d’e´quations diffe´rentielles ordinaires. L’approche remonte en effet a` des
travaux d’Euler datant de 1768 [66], bien avant l’e´laboration des me´thodes de Runge-
Kutta [181, 128] dont la me´thode d’Euler est une instance. La me´thode d’Euler utilise
l’e´quation de la tangente au de´but du pas d’inte´gration, qui lie la fonction et sa de´rive´e.
Le tableau de Butcher associe´ a` la me´thode d’Euler est relativement simple (voir
figure 2.3) et permet d’extraire la caracte´risation suivante :
k1 = f(tn, yn) yn+1 = yn + hk1 = yn + hf(tn, yn).
0 0
1
Figure 2.3 – Tableau de Butcher de la me´thode d’Euler
La me´thode d’Euler s’ave`re assez peu pre´cise, notamment lorsque le pas d’inte´gration
choisi est relativement grand. Elle est particulie`rement inadapte´e lorsque la fonction
inconnue croˆıt/de´croˆıt fortement au cours d’un pas d’inte´gration, puisque la de´rive´e
n’est e´value´e qu’au de´but du pas d’inte´gration.
● Me´thode du point-milieu (RK2)
Des me´thodes plus e´labore´es ont e´te´ conc¸ues pour pallier ce proble`me. Un premier
exemple est la me´thode RK2, ou me´thode du « point-milieu » car la de´rive´e est e´gale-
ment e´value´e au milieu de l’intervalle d’inte´gration. Le tableau de Butcher associe´ a` la
me´thode RK2 est de´crit par la figure 2.4 et la relation de re´currence obtenue est :
k1 = hf(tn, yn), k2 = hf �tn + h
2
, yn + k1
2
� ,
yn+1 = yn + k2 = yn + hf �tn + h
2
, yn + h
2
f(tn, yn)� .
0 0 0
1
2
1
2
0
0 1
Figure 2.4 – Tableau de Butcher de la me´thode RK2
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Nous remarquons que la me´thode RK2 est une composition de la me´thode d’Euler.
En effet, le principe de cette me´thode est en premier lieu d’e´valuer la de´rive´e au milieu
de l’intervalle d’inte´gration de longueur h = tn+1 − tn, i.e.
y′
n+ 1
2
= f �tn + h
2
, yn+ 1
2
�
Pour e´valuer yn+ 1
2
, nous utilisons la me´thode d’Euler, i.e. :
yn+ 1
2
= yn + h
2
f(tn, yn)
ce qui permet d’obtenir (en repartant de l’e´quation diffe´rentielle) :
y′
n+ 1
2
= f �tn + h
2
, yn + h
2
f(tn, yn)� .
A` partir de cette estimation de la valeur de la de´rive´e au « point-milieu » tn + h2 ,
nous approchons la valeur de yn+1 de la manie`re suivante :
yn+1 = yn + hy′n+ 1
2
ce qui permet de conclure sur l’expression de la me´thode RK2, i.e. :
yn + hf �tn + h
2
, yn + h
2
f(tn, yn)� .
an a● Me´thode de Runge-Kutta 4 (RK4)
Au prix d’une imple´mentation plus couˆteuse, la me´thode de Runge-Kutta d’ordre 4
permet d’obtenir un degre´ supple´mentaire de pre´cision. Il s’agit de calculer une moyenne
ponde´re´e de l’e´valuation de la de´rive´e (via les tangentes) au cours d’un pas d’inte´gration.
Le tableau de Butcher de la me´thode RK4 est de´crit par la figure 2.2(a) et la relation
de re´currence associe´e est :
k1 = f(tn, yn), k2 = f �tn + h
2
, yn + h
2
k1� ,
k3 = f �tn + h
2
, yn + h
2
k2� , k4 = f (tn + h, yn + hk3) ,
yn+1 = yn + h
6
(k1 + 2k2 + 2k3 + k4) .
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2.3.4 Concept de stabilite´(s)
En analyse nume´rique, il y a diverses manie`res d’interpre´ter le concept dit de stabi-
lite´. Il faut tout d’abord faire la distinction entre la notion de stabilite´ pour un syste`me
dynamique et la notion de stabilite´ pour une me´thode nume´rique. Du point de vue des
syste`mes dynamiques, il s’agira ge´ne´ralement de la stabilite´ du syste`me autour d’un
point d’e´quilibre, souvent de´nomme´e stabilite´ au sens de Lyapounov [138].
Du point de vue des algorithmes ou me´thodes nume´riques, la stabilite´ est la proprie´te´
ge´ne´ralement requise pour assurer le « bon comportement » du syste`me vis-a`-vis des
erreurs. De manie`re ge´ne´rale (et tre`s informelle), une me´thode est dite stable si elle
permet de ne pas trop amplifier d’e´ventuelles erreurs (de me´thode, d’arrondi, etc).
La de´finition plus formelle de´pend du contexte. Dans cette section, nous pre´sentons
brie`vement deux de´finitions de la notion de stabilite´ pour les me´thodes de Runge-Kutta
explicites. Sont rencontre´es dans la litte´rature de nombreuses autres caracte´risations de
la stabilite´ [45], comme la A-stabilite´ dans le cas ou` le syste`me dynamique est raide.
0-stabilite´
Parmi les de´finitions du concept de stabilite´ pour les me´thodes de Runge-Kutta,
la 0-stabilite´ [59, de´finition 2] est la plus fre´quemment utilise´e. Pour une petite erreur
initiale et de petites erreurs « locales » a` chaque ite´ration de la me´thode, la 0-stabilite´
assure que l’accumulation des erreurs est raisonnable. Plus pre´cise´ment, conside´rons
une me´thode de Runge-Kutta, qui, applique´e a` un syste`me donne´, est caracte´rise´e par
une relation de re´currence de la forme yn+1 = yn + hΦ(tn, yn, h). La me´thode est dite
0-stable pour le syste`me sur l’intervalle d’inte´gration [0; tN] s’il existe S ∈ R+∗ tel que
pour toutes suites (yn)n∈N et (ỹn)n∈N ve´rifiant :
∀n < N,yn+1 = yn + hΦ(tn, yn, h), �yn+1 = ỹn + hΦ(tn, ỹn, h) + εn.
avec (εn)n∈N la suite des erreurs locales, alors :
∀n < N, ∣ỹn − yn∣ ⩽ S �∣ỹ0 − y0∣ + N�
i=0 εi� .
La constante S est appele´e constante de stabilite´ de la me´thode. La 0-stabilite´ est
souvent lie´e aux notions de consistance et de convergence des me´thodes nume´riques,
la convergence e´tant assure´e par la conjonction de la consistance et de la 0-stabilite´.
Ce crite`re de stabilite´ semble eˆtre un bon candidat pour borner l’accumulation des
erreurs d’arrondi au cours des ite´rations. La 0-stabilite´ est par ailleurs tre`s ge´ne´rale,
s’appliquant a` toute me´thode nume´rique, quel que soit le syste`me dynamique sur lequel
elle s’applique. Cependant, les bornes d’erreurs obtenues sont pessimistes dans le cas
ge´ne´ral. En effet, si Φ est k-lipschitzienne, nous pouvons exhiber S = ek×tN [59], constante
pouvant eˆtre tre`s grande.
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Stabilite´ line´aire
La stabilite´ line´aire [129] est un concept propre a` l’application de me´thodes de
Runge-Kutta a` des syste`mes line´aires de la forme y′ = Ay (avec y, y′ des vecteurs etA une
matrice carre´e). L’application d’une me´thode de Runge-Kutta explicite a` un syste`me
line´aire est caracte´rise´e par une relation de re´currence de la forme yn+1 = R(h,A)yn
(h e´tant le pas d’inte´gration de la me´thode) ou` R(h,A) est une matrice carre´e. Par
exemple, dans le cas de la me´thode d’Euler, R(h,A) = I + hA. La stabilite´ line´aire
s’exprime comme une proprie´te´ de la matrice R(h,A).
Dans le cas unidimensionnel ou` A est remplace´e par λ ∈ R, la condition de stabilite´
est ∣R(h,λ)∣ ⩽ 1. Cette condition permet de de´duire un intervalle de valeurs pour hλ et
donc de raffiner l’e´tude des erreurs d’arrondi.
Dans le cas multidimensionnel, l’ide´e ge´ne´rale est de de´composer yn sur une base
de vecteurs propres et d’imposer la condition de stabilite´ ∣R(h,λi)∣ ⩽ 1 sur chacune des
valeurs propres λi de la matrice R(h,A).
La stabilite´ line´aire est l’une des proprie´te´s que nous utilisons pour raffiner les bornes
d’erreurs d’arrondi des me´thodes de Runge-Kutta (voir section 5.1.1).

Chapitre 3
E´tat de l’art
Les re´sultats pre´sente´s dans ce manuscrit se situent a` l’intersection de l’e´tude des
erreurs d’arrondi de me´thodes nume´riques et de la ve´rification formelle de re´sultats
d’analyse nume´rique et fonctionnelle. Bien que spe´cialise´s, ces domaines ont donne´ lieu
a` un e´ventail tre`s varie´ de travaux de recherche. Ce chapitre propose un e´tat de l’art
non exhaustif de ces travaux et regroupe certaines contributions pertinentes au regard
du sujet de ma the`se. La section 3.1 est voue´e aux travaux e´tudiant les erreurs d’ar-
rondi de me´thodes nume´riques tandis que la section 3.2 pre´sente quelques travaux de
formalisation d’analyse nume´rique et fonctionnelle.
3.1 Erreurs d’arrondi de me´thodes nume´riques
Bien que les mathe´maticiens soient conscients des proble`mes cause´s par les erreurs
d’arrondi, celles-ci sont ge´ne´ralement conside´re´es comme ne´gligeables par rapport aux
erreurs de me´thode des sche´mas nume´riques. Les erreurs d’arrondi sont par ailleurs peu
e´tudie´es a` cause du manque d’outils ou me´thodes efficaces dont dispose la communaute´
d’analyse nume´rique pour les borner. En 1937, bien avant l’apparition de l’arithme´tique
des ordinateurs, Brouwer [43] a utilise´ une approche statistique pour estimer la propaga-
tion des erreurs d’arrondi associe´es a` une me´thode nume´rique d’inte´gration d’e´quations
de´crivant des mouvements plane´taires. Cette contribution a creuse´ le sillage de tra-
vaux appliquant le meˆme type d’approche pour diverses me´thodes nume´riques (voir
section 3.1.1). Une tendance qui s’est de´veloppe´e pour contourner la proble´matique des
erreurs d’arrondi est de faire appel a` l’argument de Brouwer [43] sans ve´rifier qu’il
s’applique au proble`me conside´re´. La citation qui suit en te´moigne [175] :
When stable difference equations are used, the rounding errors are not
amplified as time goes on ; they merely accumulate roughly in proportion to
the square root of the number of steps in the calculation.
Or, il n’y a pas d’argument rigoureux qui permette de confirmer la validite´ de cette
affirmation dans le cas ge´ne´ral.
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3.1.1 Approches statistiques et loi de Brouwer
Dans certains domaines de recherche, les temps d’inte´gration nume´rique peuvent
s’ave´rer extreˆmement longs. L’astrophysique est un exemple typique [21], les phe´no-
me`nes e´tudie´s (mouvement de plane`tes, e´volution de galaxies, etc) e´voluant sur des
millions voire des milliards d’anne´es. L’accumulation des erreurs d’arrondi sur de tre`s
grands intervalles d’inte´gration pouvant devenir proble´matique, elle a fait l’objet de
nombreux travaux de recherche dans la communaute´ astronomique, l’approche adopte´e
e´tant le plus souvent statistique.
La contribution fondatrice est due a` Brouwer [43], qui s’est inte´resse´ aux erreurs
d’arrondi de`s 1937. Pour une e´quation donne´e, de´crivant l’e´volution du mouvement de
plane`tes, Brouwer observe une accumulation assez lente des erreurs d’arrondi, qu’il cor-
re`le a` des conside´rations statistiques. Il suppose que l’erreur d’arrondi commise au cours
d’un pas d’ite´ration est une variable ale´atoire dont la moyenne est 0, i.e. que les signes
des erreurs alternent au cours de l’inte´gration nume´rique. Il suppose e´galement que la
variance de cette variable ale´atoire est un multiple de la racine carre´e de l’unite´ d’ar-
rondi. Lorsque la quantite´ e´tudie´e est sujette a` un phe´nome`ne de pre´servation (syste`me
dit hamiltonien, e.g. l’e´nergie), il en de´duit que les erreurs d’arrondi peuvent eˆtre assi-
mile´es a` des marches ale´atoires et s’accumulent proportionnellement a` la racine carre´e
du temps d’inte´gration (ou alternativement a` la racine carre´e du nombre d’ite´rations).
La terminologie de « loi de Brouwer » est commune´ment utilise´e par la communaute´
des astronomes [91] et des nume´riciens [97]. Henrici a propose´ une e´tude plus de´taille´e
de la loi de Brouwer [105].
Quinlan [170] s’est inte´resse´ a` l’inte´gration nume´rique de l’orbite des plane`tes du
syste`me solaire sur une pe´riode de temps dont l’ordre de grandeur est l’aˆge du syste`me
solaire. Il a pour cela propose´ l’utilisation de me´thodes multi-pas appartenant a` la classe
des me´thodes de Sto¨rmer [96]. Les expe´rimentations de Quinlan confirment l’hypothe`se
de Brouwer [43]. L’accumulation des erreurs est lente, mais cela ne lui semble cependant
pas suffisant pour garantir la pre´cision des re´sultats sur toute la dure´e d’inte´gration.
L’auteur a donc propose´ plusieurs techniques permettant de re´duire significativement
les erreurs d’arrondi, e.g. l’utilisation de rationnels ou de nombres flottants en pre´cision
e´tendue pour stocker les valeurs des re´sultats interme´diaires.
Grazier [91] s’est e´galement inte´resse´ aux mouvements des astres dans des syste`mes
a` plusieurs corps comme le syste`me solaire. Il a propose´ l’inte´gration nume´rique d’e´qua-
tions diffe´rentielles de Newton via des me´thodes multi-pas de Sto¨rmer. Comme Quin-
lan [170], il a observe´ une accumulation tre`s importante d’erreurs, aussi bien de me´thode
que d’arrondi. Il a adapte´ l’imple´mentation des me´thodes de Sto¨rmer utilise´e pour per-
mettre d’obtenir une erreur de me´thode plus petite que l’unite´ d’arrondi du format
flottant. Il a montre´ que cette imple´mentation permettait d’obtenir une accumulation
des erreurs d’arrondi de l’ordre de la racine carre´e du temps d’inte´gration, confirmant
ainsi l’hypothe`se de Brouwer [43] dans ce cas particulier.
Les travaux de Earn [63] et Skeel [188] ont propose´ des techniques qui modifient l’im-
ple´mentation des me´thodes nume´riques et permettent d’e´liminer certaines erreurs d’ar-
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rondi. L’ide´e ge´ne´rale est de reformuler le syste`me dynamique comme une « fonction-
treillis » (de l’anglais map lattice) [121], une technique utilise´e en the´orie du chaos
pour mode´liser des syste`mes non-line´aires. Skeel [188] a propose´ une fonction d’arrondi
de´pendant du proble`me permettant de garantir la pre´servation d’e´nergie lors de l’utili-
sation des me´thodes nume´riques malgre´ les erreurs d’arrondi. Earn [63] et Skeel [188]
n’ont pas e´tudie´ pre´cise´ment la propagation des erreurs mais ont donne´ une estimation
statistique du ratio entre les erreurs de me´thode et d’arrondi.
Fukushima [81] s’est inte´resse´ aux techniques d’extrapolation, e.g. l’extrapolation de
Richardson [174], qui permettent d’acce´le´rer la convergence de me´thodes nume´riques.
L’auteur a plus particulie`rement e´tudie´ les erreurs d’arrondi lie´es a` l’utilisation de tech-
niques d’extrapolation pour inte´grer des e´quations orbitales, particulie`rement sensibles
aux proble`mes de pre´cision nume´rique. L’approche propose´e pour re´duire l’influence des
erreurs d’arrondi est l’utilisation de sommations compense´es (voir [155, §6]).
La plupart des travaux susmentionne´s sont voue´s a` l’e´tude des me´thodes d’inte´gra-
tion multi-pas (voir section 2.3.2). Les auteurs ont ge´ne´ralement observe´ que l’imple´-
mentation de ces me´thodes ve´rifiait l’hypothe`se de Brouwer [43]. Hairer et al. [97] ont
e´tudie´ l’accumulation des erreurs d’arrondi dans l’imple´mentation de me´thodes a` un
pas, a` savoir les me´thodes de Runge-Kutta implicites. Au cours de l’inte´gration nu-
me´rique d’un syste`me hamiltonien, les auteurs ont observe´ une croissance line´aire des
erreurs d’arrondi, observation qui vient infirmer la loi de Brouwer [43]. Ils ont e´mis
plusieurs hypothe`ses qui permettent d’expliquer ce phe´nome`ne inattendu. Parmi les
possibles explications, ils mentionnent le fait que les coefficients du tableau de Butcher
des me´thodes ne sont pas ne´cessairement repre´sentables dans le format flottant. Ce
proble`me serait responsable de l’accumulation syste´matique d’erreurs de meˆme signe,
qui ne se compensent pas au fil des ite´rations. Pour y reme´dier, Hairer et al. ont pro-
pose´ de nouvelles imple´mentations qui utilisent des sommations compense´es et font
explicitement apparaˆıtre le terme d’erreur lie´ a` chaque coefficient de la me´thode. Ils
ont utilise´ des approches statistiques qui semblent confirmer la compatibilite´ de ces
nouvelles imple´mentations avec la loi de Brouwer.
Anton˜ana et al. [5] ont raffine´ les travaux de Hairer et al. [97] : leur principale contri-
bution est l’utilisation d’une seconde imple´mentation de la meˆme me´thode nume´rique
dans un format flottant de pre´cision infe´rieure, qui permet de donner une estimation
empirique de l’accumulation des erreurs d’arrondi.
D’autres travaux ont adopte´ des approches tre`s diffe´rentes. C’est par exemple le cas
de Sterne [196] au de´but des anne´es 1950, qui a pre´sente´ une me´thodologie ge´ne´rique
permettant d’e´tudier la propagation des erreurs d’arrondi et de me´thode au cours de
la re´solution de syste`mes line´aires multidimensionnels. La me´thodologie de´veloppe´e est
fonde´e sur une analyse de sensibilite´, qui consiste a` conside´rer des facteurs d’incertitude
sur la sortie d’un algorithme pour en de´duire les facteurs d’incertitude sur les entre´es.
Sterne [196] s’est plus particulie`rement inte´resse´ a` l’influence de la valeur de la condi-
tion initiale du syste`me a` re´soudre. L’approche adopte´e repose sur des conside´rations
statistiques, meˆme si elle ne repose pas sur l’hypothe`se d’une distribution ale´atoire des
erreurs au cours des ite´rations.
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3.1.2 Inte´gration nume´rique valide´e
L’ inte´gration nume´rique valide´e constitue une autre solution permettant de se pre´-
munir des erreurs lie´es a` la re´solution nume´rique d’e´quations diffe´rentielles. Cette tech-
nique consiste a` imple´menter les me´thodes nume´riques en arithme´tique d’intervalles
afin de controˆler l’erreur totale, i.e. la somme des erreurs de me´thode et d’arrondi.
Depuis les premiers travaux de Moore en 1966 [154], les se´ries de Taylor consti-
tuent la technique la plus re´pandue dans les travaux d’inte´gration nume´rique valide´e.
En 1998, Berz et Makino [20] ont propose´ l’inte´gration nume´rique de syste`mes phy-
siques simples, e.g. le mouvement d’une particule charge´e en pre´sence d’un aimant, via
l’imple´mentation de se´ries de Taylor en arithme´tique d’intervalles. Un an plus tard, les
principes fondamentaux d’inte´gration nume´rique valide´e a` base de se´ries de Taylor ont
e´te´ de´taille´s par Nedialkov et al. [158], dont l’article sert aujourd’hui encore de re´fe´rence
a` de nombreuses contributions scientifiques. Les travaux de Revol et al. [173] ont la par-
ticularite´ d’e´tudier plus finement la propagation des erreurs d’arrondi pour re´duire la
taille des intervalles, initialement trop pessimistes. L’imple´mentation propose´e me´lange
l’arithme´tique d’intervalles et l’arithme´tique a` virgule flottante. Des transformations
exactes [155] sont utilise´es sur la partie flottante du code afin de calculer les erreurs
d’arrondi et de les ajouter dans l’intervalle correspondant aux erreurs de me´thode.
Il existe e´galement un ensemble de travaux plus re´cents proposant l’imple´mentation
de me´thodes de Runge-Kutta valide´es. Les travaux de Bouissou et al. [40, 39] se sont
par exemple porte´s sur le calcul de bornes d’erreurs garanties pour l’imple´mentation de
me´thodes de Runge-Kutta. Alexandre dit Sandretto et Chapoutot [183] ont propose´ une
extension des travaux de Bouissou et Martel [40] a` d’autres me´thodes de Runge-Kutta,
notamment les me´thodes de Runge-Kutta implicites.
Les imple´mentations propose´es par ces travaux produisent des re´sultats d’inte´gra-
tion garantis mais ne permettent pas d’analyser finement les erreurs d’arrondi, qui se
confondent avec les erreurs de me´thode.
3.1.3 E´tude de la propagation des erreurs
E´tudes expe´rimentales
Les approches statistiques partent du principe que les erreurs d’arrondi qui s’accu-
mulent au cours des ite´rations d’une me´thode nume´rique ont un signe qui alterne et que
les erreurs sont ale´atoirement distribue´es. C’est le postulat fait par Rachemacher [171]
en 1948 dans le cas de la me´thode de Heun [59, p. 239] applique´e a` des proble`mes avec
condition initiale de dimension 2. Un an plus tard, Huskey [111] a exhibe´ un contre-
exemple assez simple invalidant le raisonnement de Rademacher. Huskey a utilise´ la
machine ENIAC 1, l’un des premiers ordinateurs entie`rement e´lectroniques, pour imple´-
menter la re´solution nume´rique du syste`me suivant 2 via la me´thode de Heun :
1. http://eniacprogrammers.org/
2. L’inconnue de cette e´quation est un vecteur de 2 fonctions, a` savoir le sinus et le cosinus.
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y′(t) = x(t), x′(t) = y(t), y(0) = 0, x(0) = 1.
Sur cet exemple, Huskey [111] a exhibe´, au cours des ite´rations, des erreurs d’arrondi
locales de signe constant et de taille comparable, invalidant ainsi l’argument de distri-
bution ale´atoire des erreurs. L’erreur globale exhibe´e est largement plus importante que
ce que pouvait pre´voir l’approche de Rademacher [171].
E´tudes mathe´matiques a` gros grain
Plusieurs auteurs ont propose´ de borner l’accumulation des erreurs d’arrondi de me´-
thodes nume´riques via des raisonnements mathe´matiques rigoureux et ge´ne´riques. Nous
utilisons la terminologie d’approche a` « gros grain » pour qualifier les de´monstrations
utilisant les proprie´te´s mathe´matiques des me´thodes, mais pas les proprie´te´s fines de
l’arithme´tique a` virgule flottante.
Dans des travaux datant de 1970, Fehlberg [74] a e´value´ la propagation de l’erreur
totale, i.e. la somme de l’erreur de me´thode et de l’erreur d’arrondi, commise en utilisant
des me´thodes de Runge-Kutta explicites pour la re´solution de syste`mes de la forme :
x′(t) = f(t, x, y), y′(t) = g(t, x, y).
Fehlberg [74] a obtenu une formule explicite e´valuant l’erreur totale, formule qui
de´pend des de´rive´es partielles de f et g, des erreurs de me´thodes locales aux ite´rations et
d’une estimation de l’erreur d’arrondi commise lors de l’e´valuation de f et g. Ces travaux
font cependant appel a` des hypothe`ses simplificatrices. En particulier, Fehlberg utilise
des de´veloppements en se´ries de Taylor pour la formule d’erreur totale, l’expression
obtenue faisant apparaˆıtre des puissances du pas d’inte´gration h. L’auteur ne´glige les
termes d’ordre supe´rieurs (en h2, h3, etc) pour des raisons de lisibilite´.
Plus re´cemment, Spijker [192] a pre´sente´ une approche ge´ne´rique permettant de
borner l’accumulation des erreurs d’arrondi dans la re´solution nume´rique de syste`mes
non-line´aires avec condition initiale. Conside´rons un syste`me multidimensionnel de la
forme y′ = f(t, y) avec y ∈ Rn. La me´thodologie adopte´e utilise la constante de Lipschitz
associe´e a` f pour borner les erreurs d’arrondi. Demailly [59] a propose´ une approche
similaire : conside´rons une me´thode nume´rique a` un pas constant dont l’application a`
un syste`me donne´ de´finit la relation suivante :
yn+1 = yn + hΦ(tn, yn, h).
Une condition suffisante de 0-stabilite´ (voir section 2.3.4) pour la me´thode est le
caracte`re k-lipschitzien de Φ en yn, qui permet d’obtenir la constante de 0-stabilite´
ekT avec T la taille de l’intervalle d’inte´gration. Dans le cas ou` Φ est k-lipschitzienne,
Demailly en de´duit une borne sur l’erreur d’arrondi accumule´e qui de´pend de ekT et
des caracte´ristiques du format flottant. Cette borne, bien que tre`s ge´ne´rique, s’ave`re
pessimiste dans la majorite´ des cas.
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Kalinina [120] a e´tudie´ l’erreur totale commise au cours de l’imple´mentation de
me´thodes nume´riques a` un pas variable, fonde´es sur la me´thode d’Euler et utilise´es
pour la re´solution de syste`mes non-line´aires de la forme y′ = f(t, y). Le but principal
de ces travaux est d’exhiber le pas d’inte´gration optimal qui minimise l’erreur totale
(somme de l’erreur de me´thode et de l’erreur d’arrondi) commise au cours d’une ite´ration
du sche´ma nume´rique. Les re´sultats exhibe´s montrent que l’erreur totale est minimise´e
lorsque le pas d’inte´gration permet d’obtenir une erreur de me´thode dont la magnitude
est de l’ordre de celle de l’erreur d’arrondi. Comme dans les travaux de Fehlberg [74],
l’erreur d’arrondi commise lors de l’e´valuation de f est suppose´e connue.
Les travaux pre´sente´s dans cette section permettent d’obtenir des bornes ge´ne´rale-
ment valides mais assez grossie`res, qui n’utilisent pas les proprie´te´s fines de l’arithme´-
tique a` virgule flottante de la norme IEEE-754 [113]. En particulier, les de´passements
de capacite´ (voir section 2.1) ne sont pas pris en compte.
E´tudes mathe´matiques a` grain fin
Dans les communaute´s du calcul formel et de l’arithme´tique des ordinateurs, des
analyses plus fines ont e´te´ re´alise´es. Nous utiliserons la terminologie d’approche a` « grain
fin » pour qualifier les de´monstrations de´composant l’analyse d’erreurs jusqu’a` l’e´chelle
des ope´rations flottantes e´le´mentaires. Ces de´monstrations utilisent ge´ne´ralement les
proprie´te´s fines du format d’arithme´tique utilise´.
Fousse [79, 78, 77] a propose´ une analyse d’erreurs pour l’imple´mentation en pre´ci-
sion arbitraire de me´thodes nume´riques de calcul d’inte´grales. Les me´thodes e´tudie´es
sont les formules de quadrature de Newton-Cotes [79] et de Gauss-Legendre [78]. Dans
les deux cas, l’auteur a borne´ a` la fois l’erreur de me´thode et l’erreur d’arrondi, afin de
pouvoir les comparer et d’obtenir une borne sur l’erreur totale par rapport a` la solu-
tion exacte. Les bornes sur les erreurs d’arrondi sont ge´ne´riques et parame´tre´es par la
pre´cision p de calcul et certaines donne´es de la me´thode, e.g. le nombre n de pas d’inte´-
gration ou des re´sultats de calculs interme´diaires de l’imple´mentation. Les algorithmes
e´tudie´s ont fait l’objet d’une imple´mentation utilisant MPFR [80], une bibliothe`que de
calcul en arrondi correct avec des nombres flottants multi-pre´cision.
Fousse a d’abord e´tudie´ la me´thode de Newton-Cotes [79],[77, §3] : cette me´thode
fait intervenir un ensemble de coefficients qui peuvent eˆtre pre´calcule´s en amont de l’ap-
plication de la me´thode. L’auteur a donc distingue´ l’analyse d’erreurs sur les coefficients,
dont il a prouve´ qu’ils e´taient calcule´s de manie`re exacte, et l’analyse d’erreurs pour la
me´thode elle-meˆme. Il a e´galement propose´ une expe´rimentation nume´rique pour une
fonction dont la valeur exacte de l’inte´grale est connue, et a constate´ que l’erreur d’ar-
rondi dominait l’erreur de me´thode au-dela` d’un certain nombre de pas d’inte´gration.
L’expe´rimentation a permis d’e´prouver la borne obtenue, qui s’ave`re relativement fine.
La seconde me´thode e´tudie´e est la me´thode de Gauss-Legendre [78], qui repose sur
des fondements mathe´matiques plus complexes. L’approche adopte´e par l’auteur est
similaire a` celle utilise´e dans le cas de la me´thode de Newton-Cotes. En particulier,
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Fousse s’est d’abord inte´resse´ a` des coefficients pouvant eˆtre pre´calcule´s, puis a borne´
l’erreur totale associe´e a` l’imple´mentation de la me´thode. Dans ce cas, contrairement a` la
me´thode de Newton-Cotes, des expe´rimentations nume´riques ont montre´ que l’augmen-
tation de l’ordre de la me´thode ne de´bouchait pas sur une augmentation catastrophique
des erreurs d’arrondi et, par conse´quent, ne diminuait pas la pre´cision nume´rique.
Il existe de nombreuses similarite´s entre les me´thodes de quadrature et les me´thodes
nume´riques de re´solution d’e´quations diffe´rentielles, qui reposent sur un socle commun
de fondements mathe´matiques. Une diffe´rence majeure est le fait que l’expression de la
fonction a` inte´grer par une me´thode de quadrature est ge´ne´ralement connue, contraire-
ment a` l’inconnue d’une e´quation diffe´rentielle. Par exemple, dans [78], Fousse a suppose´
connue une borne sur certaines de´rive´es de la fonction a` inte´grer. Nous adoptons, dans
la partie II de ce manuscrit, une approche assez similaire a` celle de Fousse, a` savoir une
analyse d’erreurs a` grains fins. Ne´anmoins, nous ne proposons pas de borner l’erreur de
me´thode, ce qui pourrait constituer une perspective de travail inte´ressante (voir cha-
pitre 9). En revanche, contrairement a` ce que nous proposons, les preuves de Fousse
n’incluent pas la gestion des de´passements de capacite´ infe´rieurs. L’algorithme est en
effet pre´vu pour une imple´mentation en multi-pre´cision via MPFR, dont la plage d’ex-
posants est tre`s grande.
3.2 Preuves formelles en analyse nume´rique
Les me´thodes d’analyse nume´rique sont fre´quemment utilise´es dans le cadre d’ap-
plications industrielles critiques, e.g. en ae´ronautique [190], en me´decine [198] ou dans
le secteur de l’automobile [6, 127], qui suscitent un fort inte´reˆt pour des travaux de
certification. Avec l’e´mergence de formalisations d’analyse re´elle dans divers assistants
de preuves (voir la revue de la litte´rature propose´e par Boldo, Lelay et Melquiond [36]),
la ve´rification formelle de techniques d’analyse nume´rique est devenue possible.
Dans cette section, nous pre´sentons des travaux de formalisations lie´s au domaine de
l’analyse nume´rique, i.e. un ensemble de techniques calculatoires permettant d’obtenir
l’approximation de la solution d’un proble`me mathe´matique difficile, comme la re´so-
lution d’e´quations diffe´rentielles. La section 3.2.1 pre´sente des travaux lie´s a` la preuve
de proprie´te´s de me´thodes nume´riques. En section 3.2.2, nous de´crivons des travaux de
formalisation d’analyses d’erreurs d’arrondi lie´es a` l’imple´mentation de me´thodes nu-
me´riques en arithme´tique a` virgule flottante. La section 3.2.3 est voue´e aux travaux de
formalisation de fondements sous-jacents aux me´thodes de re´solution d’e´quations aux
de´rive´es partielles, incluant l’analyse fonctionnelle et les espaces de dimension finie.
3.2.1 Ve´rification de me´thodes nume´riques
Diffe´rentiation automatique
L’une des premie`res utilisations d’un assistant de preuves pour des proble`mes d’ana-
lyse nume´rique remonte aux travaux de Mayero au de´but des anne´es 2000 [148, §5], [149],
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voue´s a` la ve´rification formelle de me´thodes de diffe´rentiation automatique en Coq. La
diffe´rentiation automatique consiste a` calculer nume´riquement une approximation de la
de´rive´e d’une fonction en un point. Mayero [149] a ve´rifie´ l’algorithme de diffe´rentiation
de l’outil O∂ysse´e [73], notamment utilise´ pour le calcul de gradients.
Lelay et Melquiond [135] ont imple´mente´ une tactique Coq re´flexive [17, §17] per-
mettant d’automatiser ou simplifier les preuves de de´rivabilite´ et le calcul de de´rive´es
de fonctions. Ce de´veloppement est base´ sur Coquelicot [35, 134].
Calcul nume´rique d’inte´grales
Mahboubi, Melquiond et Sibut-Pinote [141, 142, 187] ont propose´ une me´thode effi-
cace pour calculer et borner des inte´grales de´finies dans Coq. La technique de´veloppe´e
repose essentiellement sur l’utilisation de l’arithme´tique d’intervalles et d’approxima-
tions rigoureuses de polynoˆmes. Les auteurs se sont d’abord inte´resse´s aux inte´grales
(au sens de Riemann) dites propres [141], i.e. de la forme ∫ ba f(t)dt, telles que a, b ∈ R
et telles que la fonction f soit de´finie et borne´e sur [a, b] et discontinue en un nombre
fini de points. Ils ont ensuite e´tendu leur e´tude au cas des inte´grales impropres [142]
dont les bornes peuvent eˆtre infinies. Notons que ces travaux ont e´te´ inte´gre´s a` l’outil
CoqInterval [150], dont ils constituent de´sormais une extension.
Analyse nume´rique des e´quations diffe´rentielles ordinaires
Immler et Ho¨lz ont formalise´ le concept d’e´quation diffe´rentielle ordinaire en Isa-
belle/HOL [116]. Ils ont plus pre´cise´ment spe´cifie´ la notion de proble`me avec condition
initiale et ont de´montre´ formellement le the´ore`me de Cauchy-Lipschitz 3 assurant l’exis-
tence d’une unique solution au proble`me sous certaines conditions [116, §4]. Les auteurs
ont ensuite formalise´ le concept ge´ne´rique de me´thode a` un pas pour la re´solution nu-
me´rique d’un proble`me avec condition initiale [116, §5]. Ils ont notamment de´fini les
notions de consistance, de 0-stabilite´ et de convergence (voir [59] pour une de´finition
pre´cise de ces termes) pour les me´thodes a` un pas, puis ont de´montre´ les liens qui
existent entre ces trois notions. Les auteurs se sont inte´resse´s au cas particulier de la
me´thode d’Euler [116, §6] et ont formellement prouve´ la convergence de la me´thode,
meˆme en pre´sence de perturbations sur les calculs (e.g. des erreurs d’arrondi).
Makarov et Spitters [146] ont e´galement propose´ la formalisation d’une autre version
du the´ore`me de Cauchy-Lipschitz en Coq, reposant sur des fondements mathe´matiques
tre`s diffe´rents. Cela s’explique par le fait que la bibliothe`que sous-jacente qui est utilise´e
soit la bibliothe`que C-CoRN d’analyse re´elle constructive [55].
Immler [114] a imple´mente´ une me´thode d’Euler garantie a` base d’arithme´tique
affine dans Isabelle/HOL. La correction de la me´thode est ve´rifie´e, la de´monstration de
ce re´sultat reposant sur la formalisation des proble`mes avec conditions initiales qu’ont
propose´ Immler et Ho¨lz dans de pre´ce´dents travaux [116, §4]. L’ide´e ge´ne´rale est tre`s
proche de celle adopte´e dans les travaux d’inte´gration nume´rique garantie pre´sente´s en
3. Dans l’article [116], ainsi que dans [146], la terminologie Picard-Lindelo¨f de´signe le nom utilise´
par les anglophones pour le the´ore`me de Cauchy-Lipschitz.
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section 3.1.2 et plus particulie`rement dans les travaux de Bouissou et al. [39]. La plus-
value apporte´e par Immler par rapport a` ces travaux est la garantie formelle que permet
l’usage d’Isabelle/HOL. Immler et Traut [117] ont comple´te´ cette se´rie de travaux en
proposant une e´tude formelle du concept de flot d’e´quation diffe´rentielle. Le flot d’une
e´quation diffe´rentielle ordinaire correspond a` l’e´volution de la solution en fonction de
l’e´volution de la condition initiale, i.e. la valeur de la fonction au de´but de l’intervalle
d’inte´gration. Le socle mathe´matique de ces travaux (que nous pre´sentons plus en de´tails
en section 3.2.3) est proche de celui que nous de´veloppons dans le chapitre 8. L’ensemble
des travaux d’Immler et al. [116, 114, 117] pre´sente´s ci-dessus servent de fondements a`
l’imple´mentation d’un solveur d’e´quations diffe´rentielles en Isabelle/HOL [115], qui a
e´te´ utilise´ pour de´montrer les proprie´te´s d’un attracteur de Lorenz [201].
Il existe e´galement des travaux applique´s a` la the´orie du controˆle ou aux syste`mes
cyber-physiques et dont les fondements the´oriques incluent la the´orie des e´quations dif-
fe´rentielles. Rouhling [176] a par exemple formalise´ dans Coq la preuve de correction
d’une fonction de controˆle pour un pendule inverse´. Nous pouvons e´galement citer les
travaux de Bohrer et al. [22] autour de la ve´rification de proprie´te´s de la logique dyna-
mique diffe´rentielle imple´mente´e dans des outils tels que KeYmaera X [167], permettant
de raisonner sur des syste`mes hybrides mode´lise´s par des e´quations diffe´rentielles.
Analyse nume´rique des e´quations aux de´rive´es partielles
Boldo et al. [28] ont formalise´ en Coq l’e´tude d’un sche´ma de re´solution de l’e´quation
des ondes, un cas particulier d’e´quation aux de´rive´es partielles, en dimension 1. Les au-
teurs se sont plus particulie`rement inte´resse´s a` la proprie´te´ de convergence, et a fortiori
a` l’erreur de me´thode, de ce sche´ma nume´rique. Ce travail va de pair avec les travaux
de Boldo [23] sur l’e´tude des erreurs d’arrondi de ce meˆme sche´ma nume´rique (que nous
de´taillons en section 3.2.2), ces deux contributions servant de base a` la preuve formelle
comple`te d’un programme C de re´solution de l’e´quation des ondes [25]. Bien que ces
travaux traitent les e´quations aux de´rive´es partielles, plus difficiles a` appre´hender que
les e´quations diffe´rentielles ordinaires, notre approche est plus ge´ne´rique car elle traite
une large classe de me´thodes et syste`mes, et non un exemple particulier d’e´quation.
Approximation des racines de fonctions
Pasc¸a a formalise´ une e´tude de la me´thode de Newton en Coq [163, §3], [161, 162].
La me´thode de Newton est un algorithme ite´ratif permettant d’obtenir une valeur ap-
proche´e des racines d’une fonction f ∶ Rn → Rn. A` partir d’une approximation initiale
x0 de la racine, la me´thode de Newton calcule successivement des approximations xi
qui sont de plus en plus proches de la solution exacte. Pasc¸a a de´montre´ formellement
certains re´sultats de stabilite´ ou de convergence pour la me´thode de Newton, notam-
ment le the´ore`me de Kantorovitch assurant la convergence de la me´thode sous certaines
conditions [161]. L’auteure [162] a propose´ une variante du the´ore`me de Kantorovitch
en tenant compte d’un arrondi a` chaque ite´ration de la me´thode de Newton, l’arrondi
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e´tant entendu au sens tre`s ge´ne´ral comme une fonction produisant une perturbation.
Dans le cas des syste`mes multidimensionnels, la me´thode de Newton fait intervenir
des vecteurs et des matrices, notamment jacobiennes. Pasc¸a a propose´ une formalisation
de la norme matricielle ∣∣∣⋅∣∣∣∞ telle que pour toute matrice A, ∣∣∣A∣∣∣∞ =maxi∑j ∣Aij ∣ [161].
Cette formalisation est fonde´e sur les grands ope´rateurs de la bibliothe`que Mathematical
Components [18]. Dans la partie II de ce manuscrit, nous utilisons cette meˆme norme∣∣∣ ⋅ ∣∣∣∞ et nous nous inspirons des choix de formalisation de l’auteure.
3.2.2 Formalisations d’erreurs d’arrondi en analyse nume´rique
L’imple´mentation efficace d’algorithmes nume´riques requiert l’utilisation de struc-
tures de donne´es en pre´cision finie, qui induisent des erreurs d’arrondi. Dans cette
section, nous nous inte´ressons a` des travaux de formalisation qui se sont plus particu-
lie`rement penche´s sur l’e´tude de ces erreurs d’arrondi.
Calcul d’ope´rateurs flottants et de fonctions e´le´mentaires
L’usage d’assistants de preuves dans la de´monstration de proprie´te´s lie´es a` l’arith-
me´tique a` virgule flottante a commence´ a` e´merger dans les anne´es 1990 avec une spe´cifi-
cation en Z de la norme IEEE-754 propose´e par Barrett [11] ainsi que des formalisations
de la norme IEEE-854 [51] 4 en HOL et PVS, qui sont dues a` Carren˜o et Miner [47].
En 1998, Russinoff [182] a ve´rifie´ formellement les proprie´te´s d’instructions du pro-
cesseur AMD-K7 [159] dans l’assistant de preuves ACL2. Les instructions auxquelles
l’auteur s’inte´resse sont la multiplication, la division et la racine carre´e en arithme´tique
a` virgule flottante. Russinoff a formalise´ une spe´cification bas niveau de l’arithme´tique
a` virgule flottante dans ACL2 et a propose´ de nombreux re´sultats, incluant des analyses
d’erreurs d’arrondi. La difficulte´ principale releve´e par l’auteur est le fosse´ qui se´pare
l’imple´mentation mate´rielle tre`s bas niveau des instructions flottantes et les preuves de
correction associe´es, souvent tre`s abstraites.
Dans des travaux similaires qui utilisent e´galement ACL2, Sawada [184] a propose´
une formalisation d’une analyse d’erreurs pour des algorithmes de division et de cal-
cul de racine carre´e utilise´s sur le processeur IBM Power4 [199]. Ces algorithmes sont
techniques et reposent sur des approximations a` base de se´ries, e.g. des se´ries de Che-
byshev dans le cas de la racine carre´e. La de´monstration de Sawada est une analyse
« a` grains fins » (voir section 3.1.3) puisqu’il de´compose l’analyse d’erreurs sur chaque
pas de l’algorithme. La borne obtenue est pre´cise et de´pend de l’ulp des entre´es (voir
section 2.1.2).
Harrison [102] a formalise´ dans HOL-Light l’e´tude d’algorithmes approchant les
fonctions trigonome´triques sinus et cosinus par des de´veloppements en se´ries de Taylor.
Le de´veloppement utilise une formalisation HOL de l’arithme´tique a` virgule flottante
propose´e par le meˆme auteur [101]. Harrison a propose´ une analyse a` grains fins et un
4. La norme IEEE-854 [51] est inde´pendante de la base de calcul.
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re´sultat final de´pendant de l’ulp du parame`tre des fonctions sinus et cosinus. Dans le
meˆme esprit, Harrison s’est e´galement inte´resse´ a` la ve´rification formelle d’un algorithme
calculant la fonction exponentielle en arithme´tique a` virgule flottante [100].
De Dinechin, Lauter et Melquiond [61] ont utilise´ l’outil Gappa [57, 61] pour ve´rifier
des proprie´te´s fines d’algorithmes optimise´s calculant certaines fonctions e´le´mentaires.
L’exemple de programme servant de fil rouge a` l’article est extrait du code de la fonction
sin de la bibliothe`que CRlibm [56], qui propose l’imple´mentation en arrondi correct de
certaines fonctions e´le´mentaires.
Calcul de constantes mathe´matiques
Bertot et al. [19] ont e´tudie´ l’imple´mentation en arithme´tique a` virgule fixe de plu-
sieurs algorithmes permettant de calculer le nombre π avec un grand nombre de de´ci-
males. Les me´thodes e´tudie´es sont varie´es : une premie`re me´thode repose sur la formule
de Bailey–Borwein–Plouffe (BBP) [9] alors que les suivantes reposent sur des calculs de
moyennes arithme´tico-ge´ome´triques. Les calculs sont re´alise´s dans l’assistant de preuves
Coq, ce qui permet aux auteurs de garantir formellement les algorithmes et les erreurs
d’arrondi qui leur sont associe´es.
Re´solution nume´rique des e´quations aux de´rive´es partielles
En comple´ment de l’erreur de me´thode du sche´ma de re´solution de l’e´quation des
ondes (voir section 3.2.1, paragraphe 4), Boldo s’est inte´resse´e aux erreurs d’arrondi ac-
cumule´es lors de l’utilisation de ce meˆme sche´ma nume´rique [23]. L’approche de Boldo
consiste a` de´velopper une expression analytique de l’erreur d’arrondi globale en fonc-
tion des erreurs locales signe´es associe´es aux ite´rations pre´ce´dentes. Contrairement a`
l’approche qui consiste a` prouver par re´currence une borne sur la valeur absolue de
l’erreur globale, l’approche de Boldo, emprunte´e aux principes d’arithme´tique affine,
a permis d’exhiber des compensations d’erreurs et d’obtenir une borne plus fine sur
l’erreur finale.
Analyse matricielle
Roux [177] a propose´ une analyse d’erreurs d’arrondi en Coq pour plusieurs algo-
rithmes nume´riques impliquant des ope´rations matricielles, comme la de´composition
de Cholesky ou la ve´rification d’invariants ellipso¨ıdaux utilise´s par des controˆleurs li-
ne´aires. Cette formalisation repose sur une spe´cification de l’arithme´tique a` virgule
flottante de´finie via un type Record et particulie`rement adapte´e a` l’analyse d’erreurs.
Cette spe´cification est par ailleurs satisfaite par le format binary64 de Flocq [38] (voir
section 2.2.4). L’un des re´sultats interme´diaires formellement de´montre´s par Roux est
une borne sur l’erreur d’arrondi du produit scalaire de deux vecteurs.
Dans le chapitre 6 de ce manuscrit, nous de´montrons en Coq un re´sultat tre`s similaire
qui ne re´utilise pas ces pre´ce´dents travaux. Notre approche diffe`re en effet le´ge`rement de
celle adopte´e par Roux [177] car nous utilisons directement la formalisation des formats
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de nombres flottants de la bibliothe`que Flocq, sans passer par une abstraction de´die´e
de l’arithme´tique a` virgule flottante.
Martin-Dorel et Roux [147] ont de´veloppe´ une bibliothe`que appele´e ValidSDP, qui
propose une tactique Coq re´flexive pour la preuve d’ine´galite´s sur des polynoˆmes mul-
tivarie´s et se base directement sur les de´veloppements de Roux [177].
3.2.3 Analyse fonctionnelle et espaces de dimension finie
Analyse fonctionnelle
A` notre connaissance, les travaux les plus anciens qui puissent eˆtre qualifie´s de
formalisations d’analyse fonctionnelle remontent a` Popio�lek en 1991 [168] qui formalise
les notions d’espaces complets et d’espaces de Hilbert dans l’assistant de preuves Mizar.
Cette spe´cification sert de base a` d’autres travaux utilisant Mizar, e.g. la formalisation
des ope´rateurs line´aires borne´s par Shidama [186].
Pour les besoins de la formalisation de flots d’e´quations diffe´rentielles, Immler et
Traut [117] ont formalise´ le concept de fonction line´aire continue. Leur formalisation est
sur ce point tre`s proche de la noˆtre (voir chapitre 7) : en particulier, ils ont caracte´rise´ la
continuite´ d’une fonction via la proprie´te´ ∃K,∀y, ∣f(y)∣ ⩽K ⋅ ∣y∣ et la norme d’ope´rateur
comme max∣y∣⩽1 ∣f(y)∣. Notre de´veloppement et le leur ont e´te´ mene´s en paralle`le et
de manie`re inde´pendante, mais reposent sur des fondements tre`s similaires d’analyse
et de topologie. Nous nous fondons en effet sur Coquelicot [35], dont les de´finitions
topologiques (utilisant le formalisme des filtres) et la hie´rarchie alge´brique sont inspire´s
des de´veloppements de Ho¨lzl, Immler et Huffman [109] en Isabelle/HOL, travaux sur
lesquels repose la formalisation d’Immler et Traut [117].
Le the´ore`me de Hahn-Banach [42] est un the´ore`me de prolongement de formes li-
ne´aires continues qui fait partie des re´sultats classiques d’analyse fonctionnelle. Il existe
plusieurs travaux de formalisation du the´ore`me de Hahn-Banach.
En 1999, Bauer et Wenzel [15] ont propose´ une formalisation du the´ore`me de Hahn-
Banach en Isabelle/HOL. Leur preuve formelle est pre´sente´e comme une preuve de
concept de l’utilisation du langage Isar [205], qui permet de de´velopper des forma-
lisations mathe´matiques lisibles et tre`s proches du langage mathe´matique usuel. La
de´monstration repose sur la formalisation de divers concepts d’analyse (fonctionnelle
notamment), comme les espaces vectoriels, les formes line´aires d’un espace vectoriel ou
la notion de norme d’ope´rateur pour une fonction, que nous avons e´galement de´finie en
Coq pour la de´monstration du the´ore`me de Lax–Milgram (voir chapitre 7).
Plus re´cemment, Kerjean et Mahboubi [122] ont pre´sente´ une preuve formelle du
the´ore`me de Hahn-Banach en Coq, utilisant la formalisation des espaces vectoriels de
la bibliothe`que Mathematical Components [144].
Narkawicz [156] a propose´ une de´monstration formelle du the´ore`me de Riesz–Markov–
Kakutani 5 dans l’assistant de preuves PVS. Ce re´sultat tre`s ge´ne´ral repre´sente, dans un
5. a` ne pas confondre avec le the´ore`me de Riesz–Fre´chet que nous de´montrons dans le chapitre 8.
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espace topologique de Hausdorff, les e´le´ments du dual de l’espace des fonctions continues
a` support compact par une mesure via la notion d’inte´grale. Dans le de´veloppement de
Narkawicz, l’inte´grale est conside´re´e au sens de Riemann–Stieltjes, une ge´ne´ralisation
de l’inte´grale de Riemann. La de´monstration formelle est conse´quente : Narkawicz a par
exemple de´montre´ l’e´quivalence entre inte´gration de Riemann–Stieltjes et inte´gration de
Darboux–Stieltjes. La de´monstration utilise e´galement un cas particulier du the´ore`me
de Hahn-Banach.
J’ai mene´, en collaboration avec Spitters [71, 72], un travail de de´monstrations
constructives de programmes probabilistes en Coq via le formalisme de la the´orie ho-
motopique des types [13]. Nous avons partiellement de´montre´ un cas particulier du
the´ore`me de Riesz–Markov–Kakutani pour la the´orie des valuations dans un contexte
dit de topologie synthe´tique [65, 14].
Espaces de dimension finie, espaces euclidiens
Dans la partie III de ce manuscrit, et plus pre´cise´ment dans le chapitre 8, nous nous
inte´ressons a` la formalisation de sous-espaces de dimension finie d’espaces de Hilbert.
Harrison [103, 104] a propose´ une formalisation des espaces euclidiens en HOL-Light,
un espace euclidien e´tant un espace de Hilbert de dimension finie. L’auteur a caracte´rise´
un espace euclidien par un type fonctionnel A → E avec A un type de cardinal fini n,
i.e. un type a` n e´le´ments, et E un espace de Hilbert. Les exemples les plus intuitifs
d’espaces euclidiens sont les espaces de la forme Rn. Harrison propose la caracte´risation
de l’espace Rn par le type A→ R avec A = Unit + ⋅ ⋅ ⋅ +Unit (n fois).
Les travaux de Ho¨lz, Immler et Huffman [109] en Isabelle/HOL incluent une forma-
lisation des espaces euclidiens. Ces espaces sont de´finis, via le me´canisme des classes
de types (type classes d’Isabelle) [95], en tant qu’espaces vectoriels munis d’un produit
scalaire et d’une base finie de vecteurs, un e´le´ment de l’espace de dimension finie e´tant
obtenu comme combinaison line´aire des vecteurs de la base.
En Coq, Brunel [44] a e´galement formalise´ les espaces euclidiens de la forme Rn
comme produit carte´sien par induction sur la dimension n. La technique utilise´e pour
munir Rn de la structure d’espace euclidien (produit scalaire et ses proprie´te´s fondamen-
tales) est le me´canisme des classes de types (type classes de Coq [191]). Cette de´finition
sert de base a` une formalisation de re´sultats d’analyse dans C.
La bibliothe`que Mathematical Components [144] inclut e´galement une structure
d’espaces vectoriels de dimension finie, qui est quant a` elle de´finie en utilisant le me´ca-
nisme des structures canoniques [143].
Dans les travaux pre´sente´s ci-dessus [103, 104, 109, 44, 144], les espaces de dimension
finie ne sont pas « par construction » des sous-espaces d’autres espaces plus grands. Il
est en revanche possible de de´montrer qu’un espace de dimension finie E1 est inclus dans
un espace E2 de dimension supe´rieure, notamment lorsque la base associe´e a` E1 est une
sous-famille de la base associe´e a` E2. Dans le chapitre 8, nous souhaitons de´finir des
sous-espace de dimension finie d’espaces de Hilbert de dimension potentiellement infinie.
A` notre connaissance, il y a peu de travaux qui traitent ce genre de formalisations.
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Nous pouvons citer les travaux de Afshar et al. [3] et de Mahmoud et al. [145] en
Isabelle/HOL, qui ont de´fini des espaces vectoriels sur C de dimensions a` la fois finies
et infinies. Ne´anmoins, ces travaux ne traitent pas des espaces de Hilbert ge´ne´riques.
3.3 Conclusion
Nous avons pre´sente´ une se´lection de travaux traitant d’une part l’e´tude des erreurs
d’arrondi dans l’imple´mentation des me´thodes nume´riques et d’autre part la formalisa-
tion de me´thodes nume´riques, en partant des fondements mathe´matiques sur lesquels
elles s’appuient jusqu’a` l’analyse de leur imple´mentation flottante.
Concernant l’e´tude des erreurs d’arrondi, nous avons pu identifier plusieurs ap-
proches de nature tre`s diffe´rente.
Les travaux les plus anciens [43, 196, 91, 170, 63, 188, 81, 97, 5] (voir section 3.1.1),
qui ont e´merge´ dans la communaute´ des astrophysiciens, proposent d’ame´liorer les im-
ple´mentations de me´thodes nume´riques pour permettre de re´duire l’influence des erreurs
d’arrondi. L’approche adopte´e pour ve´rifier les re´sultats est ge´ne´ralement statistique.
Une autre approche, l’inte´gration nume´rique valide´e, consiste a` imple´menter des
me´thodes nume´riques en arithme´tique d’intervalles pour garantir le controˆle de l’erreur
totale (somme de l’erreur de me´thode et de l’erreur d’arrondi) [20, 158, 40, 39, 183,
173, 4] (voir section 3.1.2). Si ces approches sont rigoureuses, elles ne tiennent compte
ni des proprie´te´s mathe´matiques des me´thodes, ni des proprie´te´s fines de l’arithme´tique
a` virgule flottante. Par ailleurs, elles ne permettent pas de distinguer les diffe´rents types
d’erreurs, ni d’identifier la source des erreurs d’arrondi.
D’autres travaux utilisent une approche mathe´matique rigoureuse pour estimer et
borner l’accumulation des erreurs d’arrondi de me´thodes ite´ratives [74, 192, 59, 120, 79,
78, 77]. La majeure partie de ces travaux [74, 192, 59, 120] adopte une approche a` « gros
grain » : les re´sultats exhibe´s sont tre`s ge´ne´riques mais ne prennent pas en compte les
proprie´te´s fines de l’arithme´tique a` virgule flottante. En revanche, les contributions de
Fousse [79, 78, 77] visant a` borner les erreurs d’arrondi de me´thodes nume´riques de
calcul d’inte´grales adoptent une approche a` « grains fins » en de´composant l’analyse
d’erreurs jusqu’au niveau des ope´rations flottantes e´le´mentaires.
En ce qui concerne l’utilisation des assistants de preuves dans le domaine de l’analyse
nume´rique, nous avons identifie´ un nombre important de contributions re´centes.
Une premie`re se´rie de travaux est de´die´e a` la ve´rification formelles de proprie´te´s
de me´thodes nume´riques (voir section 3.2.1). Les me´thodes nume´riques sont varie´es :
nous avons identifie´ des travaux lie´s a` la diffe´rentiation automatique [149, 135], au
calcul nume´rique d’inte´grales [141, 142, 187], a` l’e´tude des e´quations diffe´rentielles or-
dinaires [116, 146, 114, 117, 176, 22] ou aux de´rive´es partielles [28, 25], l’approximation
de racines de fonctions [161, 162] et l‘e´tude de matrices-intervalles [164].
Une seconde se´rie de travaux est de´die´e a` l’analyse formelle de l’imple´mentation
flottante de me´thodes nume´riques, et plus particulie`rement aux erreurs d’arrondi (voir
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section 3.2.2). Les travaux les plus anciens concernent le calcul de fonctions e´le´men-
taires [182, 184, 102] tandis que des contributions plus re´centes sont voue´es a` l’imple´-
mentation de sche´mas nume´riques pour la re´solution d’e´quations diffe´rentielles [23] ou
a` des proble´matiques d’analyse matricielle [177].
Enfin, la dernie`re se´rie de travaux est voue´e a` la formalisation de re´sultats the´oriques
lie´s a` l’analyse fonctionnelle [168, 186, 117, 15, 122, 156, 71] et aux espaces de dimension
finie [103, 104, 109, 44, 144, 145, 3], qui font l’objet de la partie III du manuscrit.
Il faut noter que ces travaux de formalisation ont fait usage de divers assistants de
preuves, nomme´ment Coq [149, 135, 141, 142, 187, 146, 28, 25, 161, 162, 164, 23, 177,
122, 71, 44, 144], HOL-Light [102, 103, 104], Isabelle/HOL [116, 114, 117, 22, 15, 109,
145, 3], Mizar [168, 186], PVS [156] et ACL2 [182, 184].

Premie`re partie
Moyenne de nombres flottants
de´cimaux
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Chapitre 4
Arrondi correct de la moyenne de
deux nombres flottants de´cimaux
La norme IEEE 754 de´finit les formats de repre´sentation des nombres a` virgule flot-
tante ainsi qu’un ensemble d’ope´rations sur ces nombres [112] (voir chapitre 2). Dans la
version initiale datant de 1985, la norme ne spe´cifie que des formats de repre´sentation de
nombres flottants binaires. Or, comme le fait remarquer Cowlishaw a` l’aube des anne´es
2000 [54], les donne´es et re`gles de calcul utilise´es dans les applications commerciales et
financie`res sont par nature lie´es au syste`me de calcul de´cimal.
En 2008, la norme a subi une re´vision majeure incluant des formats de repre´sentation
pour les nombres flottants de´cimaux [113]. Cela va de pair avec la production d’unite´s
mate´rielles de´die´es au calcul en base 10, comme les processeurs IBM POWER6 [131] et
z9 [62]. Ces avance´es conduisent a` l’e´mergence de nouveaux axes de recherche portant
sur l’arithme´tique de´cimale.
Malheureusement, il n’est ni automatique ni trivial de transposer aux nombres flot-
tants de´cimaux des proprie´te´s valides pour des nombres flottants binaires. Par exemple,
un algorithme fournissant l’arrondi correct d’une ope´ration en base 2 ne fournit pas ne´-
cessairement l’arrondi correct en base 10 [132]. Les programmes en apparence les plus
simples n’e´chappent pas a` la re`gle, comme la moyenne de deux nombres flottants :
○τ �x + y
2
� ,
○ e´tant l’arrondi au plus proche, avec re`gle de bris d’e´galite´ τ quelconque.
Dans ce chapitre, nous commenc¸ons par pre´senter les crite`res (tels qu’e´nonce´s par
Sterbenz [195]) que devrait satisfaire tout programme fournissant la moyenne de deux
nombres flottants puis pre´sentons quelques algorithmes issus de pre´ce´dents travaux et
satisfaisant ces crite`res pour des formats binaires (section 4.1). Ensuite, nous montrons
que les imple´mentations les plus intuitives ne fournissent pas l’arrondi correct lors du
passage en base 10 (section 4.2) puis exhibons un algorithme plus e´labore´ calculant
l’arrondi correct de la moyenne de deux nombres flottants de´cimaux (section 4.3). Nous
proposons une de´monstration de la proprie´te´ d’arrondi correct de l’algorithme : nous
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la pre´sentons tout d’abord sans tenir compte des comportements exceptionnels pour
des questions de lisibilite´ (section 4.3.1) et de´crivons la preuve formelle associe´e (sec-
tion 4.3.2) dans le format FLX de Coq. Enfin, nous montrons comment Coq a aide´ a`
la ge´ne´ralisation des de´monstrations en les rendant notamment valides dans le format
FLT, i.e. en tenant compte d’e´ventuels de´passements graduels infe´rieurs (section 4.3.3).
Les re´sultats de ce chapitre ont fait l’objet d’un article avec Boldo et Tourneur [31].
4.1 Calcul de moyenne en base 2
4.1.1 Crite`res de Sterbenz
Les questions concernant le calcul de la moyenne de nombres a` virgule flottante ont
commence´ a` e´merger vers le de´but des anne´es 1970. Sterbenz est l’un des premiers a`
aborder ce sujet [195]. Son but n’est pas d’exhiber un algorithme canonique de calcul
de moyenne qui soit a` la fois efficace et pre´cis, mais plutoˆt de donner un ensemble de
crite`res que doit re´unir un tel algorithme. L’algorithme doit par exemple eˆtre syme´trique
et suffisamment pre´cis. Sterbenz propose par ailleurs de bonnes pratiques pour pre´venir
les de´passements de capacite´ supe´rieurs et pour ge´rer les de´passements de capacite´
infe´rieurs. Ces pratiques s’inscrivent dans l’optique d’une programmation minutieuse
allant de pair avec une prise en compte des de´tails inhe´rents au format de repre´sentation
des nombres 1.
Sur la base de ces crite`res, quelques imple´mentations potentielles sont pre´sente´es :● (x⊕y)⊘2, qui est tre`s pre´cise et fournit l’arrondi correct en base 2 mais peut pro-
voquer un de´passement de capacite´ supe´rieur lorsque x et y sont de meˆme signe
(pour rappel, ⊕, ⊗, etc, de´signent les ope´rations arrondies (voir section 2.1.3)).● (x ⊘ 2) ⊕ (y ⊘ 2), qui est e´galement pre´cise mais ne fournit pas ne´cessairement
l’arrondi correct en cas de de´passement de capacite´ infe´rieur.● x⊕((y⊖x)⊘2), qui est moins pre´cise que le premier algorithme, mais ne provoque
pas de de´passement parasite de capacite´ supe´rieur lorsque x et y sont de meˆme
signe.
Nous ne pre´sentons ci-dessus que quelques e´le´ments d’analyse de ces algorithmes ;
l’e´tude mene´e par Sterbenz [195] est plus exhaustive et confronte les trois imple´menta-
tions a` l’ensemble des crite`res qu’il e´nonce.
4.1.2 Algorithmes de calcul de moyenne en base 2
Nous remarquons qu’aucune des imple´mentations pre´sente´es en section 4.1.1 n’est
exempte de de´faut ou de compromis. Il s’ave`re donc ne´cessaire de combiner ces formules
a` des tests bien choisis pour obtenir des programmes pre´cis, voire corrects, sans faire
d’impasse sur l’efficacite´. Dans cette section, nous pre´sentons des travaux ante´rieurs
visant a` calculer l’arrondi correct de la moyenne de deux nombres flottants binaires.
1. La contribution de Sterbenz [195, §8] est d’ailleurs intitule´e « carefully written programs ».
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Boldo propose deux algorithmes formellement prouve´s [24]. Le premier algorithme
est pre´cis et respecte les crite`res e´tablis par Sterbenz, mais son temps d’exe´cution est
long car il repose sur une comparaison de signes entre les deux entre´es. Le second,
relativement efficace, combine deux des imple´mentations propose´es en section 4.1.1 et
fournit l’arrondi correct de deux nombres flottants au format binary64 :
1 double average(double C, double x, double y) {
2 if (C <= abs(x))
3 return x/2+y/2;
4 else
5 return (x+y)/2;
6 }
avec C une constante comprise entre 2−967 et 2970.
Boldo prouve que ce programme fournit l’arrondi correct meˆme en cas de de´pas-
sement de capacite´ infe´rieur et qu’aucun de´passement parasite de capacite´ supe´rieur
ne se produit [24]. Ces re´sultats ne sont possibles que parce que les bornes sur les va-
leurs possibles de C sont bien choisies, la borne infe´rieure permettant d’e´viter d’utiliser
l’imple´mentation de la premie`re branche lorsque des valeurs de´normalise´es peuvent ap-
paraˆıtre et la borne supe´rieure permettant de ne pas utiliser la seconde branche lorsqu’il
y a un risque de de´passement parasite de capacite´ supe´rieur.
Goualard propose un algorithme comparable [88]. Ne´anmoins, il s’inte´resse a` un
proble`me le´ge`rement diffe´rent portant sur le calcul du point-milieu d’un intervalle, ce
qui induit des diffe´rences dans le traitement des valeurs exceptionnelles. Il comple`te en
outre le travail mene´ par Sterbenz en proposant quelques autres algorithmes dont il
dresse une liste d’avantages et d’inconve´nients :● (x ⊖ (x ⊘ 2)) ⊕ (y ⊘ 2), qui est moins pre´cis en cas de de´passement de capacite´
infe´rieur, mais ne provoque pas de de´passement parasite de capacite´ supe´rieur.● d’autres imple´mentations utilisant des modes d’arrondi dirige´s, comme par exem-
ple △ (△(x/2) +△(y/2)), avec △ l’arrondi vers +∞. La pre´ce´dente formule ne
respecte toutefois pas l’ensemble des crite`res de Sterbenz [195] : en effet, l’un de
ces crite`res stipule que le point-milieu doit appartenir a` l’intervalle, ce qui n’est
pas force´ment le cas ici.
Enfin, Kornerup et al. proposent un algorithme qui calcule l’arrondi correct de la
moyenne de deux nombres x et y lorsque x et y sont du meˆme ordre de grandeur [124].
Ce re´sultat reste d’ailleurs valable lorsque les nombres flottants conside´re´s sont des
nombres de´cimaux. Cependant, les hypothe`ses sur x et y sont assez restrictives : soit
0 ≤ y ≤ x ≤ 2y, soit 2y ≤ x ≤ y ≤ 0.
4.2 Algorithmes infructueux en base 10
D’un point de vue mathe´matique, i.e. lorsque les ope´rations et parame`tres sont re´els,
les formules pre´sente´es en section 4.1.1 sont parmi les plus intuitives pour calculer la
moyenne de deux nombres. En arithme´tique flottante binaire, si nous faisons abstrac-
tion des comportements exceptionnels, certaines de ces imple´mentations fournissent
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par ailleurs l’arrondi correct. Dans cette section, nous montrons qu’il est possible d’ex-
hiber des contre-exemples assez simples lorsque les nombres flottants conside´re´s sont
de´cimaux. Pour des raisons de lisibilite´ dans la pre´sentation des contre-exemples, nous
utilisons un format de´cimal avec 4 chiffres de mantisse.
4.2.1 Formules base´es sur (x⊕ y)⊘ 2
La formule la plus na¨ıve est (x ⊕ y) ⊘ 2, qui fournit l’arrondi correct en base 2 en
l’absence de de´passement de capacite´ supe´rieur. En base 10, le re´sultat de la division
d’un nombre flottant par 2 est soit correct quand la mantisse est paire ou suffisamment
petite, soit un point-milieu quand la mantisse est impaire (voir de´tails en section 4.3.1).
Dans ce dernier cas, le choix de la re`gle de bris d’e´galite´ du mode d’arrondi est alors
de´terminant. Ce constat rend aise´ l’exhibition d’un contre-exemple : si l’un des nombres
flottants est ne´gligeable par rapport au second au moment de l’addition et que le re´sultat
de la division par 2 n’est pas exact, le re´sultat obtenu est incorrect. Conside´rons par
exemple x = 3001×1010 et y = 1000×10−10. L’arrondi de la somme de x et y est e´gal a` x
car y est petit par rapport a` x et x/2 = 1500,5 × 1010. Avec un mode d’arrondi au plus
proche avec re`gle de bris d’e´galite´ vers le nombre pair (qui, ici, revient a` arrondir vers−∞), nous obtenons (x⊕y)⊘2 = 1500×1010. Cependant, comme y est strictement positif,
la valeur exacte de (x + y)/2 est le´ge`rement supe´rieure au point-milieu 1500,5 × 1010 et
nous aurions duˆ arrondir vers +∞ et obtenir le re´sultat correct 1501 × 1010.
La formule (x ⊕ y) ⊗ 5 ⊘ 10 est un bon candidat car elle est mathe´matiquement
e´quivalente et fait apparaˆıtre une division par 10, exactement repre´sentable en base 10.
Cependant, le contre-exemple pre´ce´dent invalide cette imple´mentation.
4.2.2 Formules base´es sur (x⊘ 2)⊕ (y ⊘ 2)
Afin d’e´luder le proble`me de la sommation x⊕y, nous e´tudions l’imple´mentation qui
suit : (x⊘ 2)⊕ (y ⊘ 2). En base 2, elle fournit e´galement l’arrondi correct en l’absence
de de´passement de capacite´ infe´rieur. Malheureusement, pour des raisons similaires, cet
algorithme ne fournit pas l’arrondi correct en base 10 pour le contre-exemple exhibe´ en
section 4.2.1, i.e. x = 3001×1010 et y = 1000×10−10. En effet, x/2 e´tant un point-milieu,(x⊘ 2)⊕ (y ⊘ 2) n’est pas arrondi correctement.
L’utilisation d’un ope´rateur FMA (voir section 2.1.3) semble judicieuse puisqu’elle
permettrait de se limiter a` deux arrondis : ○(x × 0.5 + (y ⊘ 2)). La division de y par
2 peut eˆtre inexacte, mais la division de x par 2 et la sommation finale ne ne´cessitent
qu’un arrondi. Cependant, si cette ide´e permet d’obtenir l’arrondi correct pour l’exemple
pre´ce´dent, il est possible de trouver un contre-exemple invalidant cette nouvelle imple´-
mentation. Soit x = 2001 × 1010 et y = 2001 × 108. Nous obtenons y ⊘ 2 = 1000 × 108,
qui est le re´sultat de l’arrondi du point-milieu y/2. Cette valeur est ensuite ajoute´e a`
x/2 = 1000,5×1010, ce qui donne le re´sultat 1010,5×1010, dont l’arrondi est 1010×1010.
Cela diffe`re du re´sultat attendu, i.e. l’arrondi de 1010,505 × 1010, i.e. 1011 × 1010.
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Bien qu’infructueuse sur cet exemple, cette dernie`re solution fournit l’arrondi correct
pour une classe importante d’exemples. Nous l’utilisons donc, conjugue´e a` un test sur les
valeurs dont on souhaite calculer la moyenne, dans les cas favorables (voir section 4.3).
4.3 Algorithme correct en arithme´tique de´cimale
Nous proposons un algorithme en arrondi correct (algorithme 2) ne reposant que
sur un test. Dans cette section, nous prouvons la correction de cet algorithme pour
toute base paire et en particulier pour la base 10. La notation F de´signe un format de
nombres flottants en base paire, dont la pre´cision p est strictement supe´rieure a` 1 et tel
que emin < 0 (ce qui dans le cas des bases paires implique que 0,5 est repre´sentable dans
F). Le mode d’arrondi conside´re´ est l’arrondi au plus proche note´ ○ avec re`gle de bris
d’e´galite´ quelconque. Nous supposons e´galement que l’ope´ration FMA est disponible.
1 Function TwoSum(x, y)
2 s← ○(x + y)
3 x′ ← ○(s − y)
4 y′ ← ○(s − x′)
5 δa ← ○(x − x′)
6 δb ← ○(y − y′)
7 r ← ○(δa + δb)
8 return (r, s)
Algorithme 1 : Algorithme TwoSum
1 Function Average10(x, y)
2 (a, b) = TwoSum (x, y)
3 if ○τ(a × 0,5 − (a⊘ 2)) = 0 then
4 return ○τ(b × 0,5 + (a⊘ 2))
5 else
6 return ○τ(a × 0,5 + b)
Algorithme 2 : Algorithme de calcul de moyenne de deux nombres de´cimaux
L’algorithme utilise l’ope´rateur TwoSum [58, 123], une transformation exacte cal-
culant la somme arrondie a de deux nombres flottants x et y et l’erreur induite par
cette sommation (qui est exactement repre´sentable dans le format F et est note´e b dans
le reste de la section). L’ope´rateur TwoSum est de´crit par l’algorithme 1. Par de´fini-
tion, l’ope´rateur TwoSum ve´rifie (a, b) = TwoSum (x, y) �⇒ x + y = a + b. Calculer la
moyenne de x et y revient donc a` calculer la moyenne de a et b. Comme b est l’erreur
d’arrondi cause´e par la sommation, nous obtenons une information supple´mentaire, a`
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savoir que ∣b∣ ≤ ulp (a)2 . Cette hypothe`se permet de prouver la proprie´te´ d’arrondi correct
quelle que soit la branche emprunte´e apre`s le test de la ligne 3 (voir de´tails dans les
sections 4.3.1 et 4.3.3).
L’algorithme 2 ne fait appel qu’a` un unique test et comporte deux branches. La
premie`re branche est emprunte´e lorsque la division de a par 2 est repre´sentable dans le
format F, ce qui est toujours vrai lorsque la mantisse de a est paire mais est e´galement
ve´rifie´ pour certains nombres de mantisse impaire. La seconde branche est quant a` elle
emprunte´e lorsque a est un nombre impaire dont la division par 2 n’appartient pas a` F.
4.3.1 Arrondi correct dans le cas ou` a est strictement positif
Dans cette section, nous supposons que a est strictement positif, la ge´ne´ralisation
au cas ne´gatif est naturelle par argument de syme´trie et est pre´sente´e en section 4.3.3
(premier paragraphe). Par ailleurs, nous supposons les exposants non borne´s, ce qui
correspond au format FLX de Flocq (voir section 2.2.4). La prise en compte des de´pas-
sements graduels de capacite´ infe´rieurs sera pre´sente´e dans le second paragraphe de la
section 4.3.3. La preuve repose sur plusieurs re´sultats techniques, que nous commenc¸ons
par de´montrer (voir section 2.1.2 pour la de´finition de succ (g) utilise´ ci-dessous).
Lemme 4.1. Soit m = g + 12 × ulp (g) avec g ∈ F, g > 0 et 0 < e ≤ ulp (g)2 .● m⊖ e = g● m⊕ e = succ (g)
De´monstration. La preuve repose sur le fait quem soit le point-milieu entre g et succ (g)
et sur le fait que e soit positif et suffisamment petit. Cela peut s’expliquer de fac¸on
intuitive en observant les valeurs respectives des diffe´rentes variables, comme indique´
sur la figure 4.1.
Figure 4.1 – Disposition des valeurs utilise´es par le lemme 4.1
R
g =m⊖ e succ (g) =m⊕ em
m + em − e
Le lemme 4.2 e´tablit les proprie´te´s d’un nombre flottant qui ne peut pas eˆtre divise´
par 2 de fac¸on exacte :
Lemme 4.2. Soit x ∈ F.
x/2 ∉ F �⇒ ∣Mx∣ ≥ 2 × 10p−1 + 1 ∧Mx ∈ (2Z + 1).
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De´monstration. Soit x ∈ F tel que x/2 ∉ F.
Par contraposition de la seconde moitie´ de la conclusion, nous supposons que Mx ∈
2Z, donc Mx2 ∈ Z.
Soit n = Mx2 , x2 = Mx2 ×10Ex = n×10Ex . Nous avons x ∈ F, donc ∣Mx∣ < 10p, ce qui implique
que ∣n∣ < 10p. Nous en de´duisons que x2 ∈ F car x2 = n × 10Ex avec :
n ∈ Z ∧Ex ∈ Z ∧ ∣n∣ < 10p.
Ainsi, la premie`re hypothe`se Mx ∈ 2Z est fausse car elle contredit le fait que x2 ∉ F, donc
nous avons Mx ∈ (2Z + 1).
Supposons maintenant que ∣Mx∣ < 2 × 10p−1.
Nous avons Mx ∈ (2Z + 1), donc Mx − 1 ∈ 2Z et Mx−12 ∈ Z. Soit n = 10 × Mx2 , donc
x
2 = n × 10Ex−1. A` partir de l’e´galite´ Mx2 = Mx−12 + 12 , nous prouvons que n ∈ Z :
n = 10 × �Mx − 1
2
+ 1
2
� = 10 × Mx − 1
2
+ 5.
De plus, par l’hypothe`se ∣Mx∣ < 2 × 10p−1, nous bornons la valeur de n : �Mx2 � < 10p−1,
donc ∣n∣ < 10p. Donc x2 ∈ F car x2 = n × 10Ex−1 avec :
n ∈ Z ∧Ex − 1 ∈ Z ∧ ∣n∣ < 10p.
Une fois encore, par contradiction, l’hypothe`se ∣Mx∣ < 2 × 10p−1 est fausse, donc ∣Mx∣ ≥
2 × 10p−1.
Nous avons Mx ∈ (2Z+1)∧ ∣Mx∣ ≥ 2×10p−1, mais 2×10p−1 ∈ 2Z, donc ∣Mx∣ > 2×10p−1
et ainsi Mx ∈ (2Z + 1) ∧ ∣Mx∣ ≥ 2 × 10p−1 + 1.
Le the´ore`me 2 qui suit e´tablit la proprie´te´ d’arrondi correct de l’algorithme 2.
The´ore`me 4.3. Supposons que p ⩾ 2. Soient a, b ∈ F tels que ∣b∣ ≤ 12×ulp (a) et a > 0 :
● Si a2 ∈ F :
○τ �a + b
2
� = ○τ(b × 0.5 + a⊘ 2).
● Si a2 ∉ F :
○τ �a + b
2
� = ○τ(a × 0.5 + b).
2. En fait, ce the´ore`me ne traduit cette proprie´te´ que si le test de la ligne 3 de l’algorithme 2 est
e´quivalent a` a
2
∈ F : ce point est discute´ dans la suite de la pre´sente section.
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De´monstration. Soit a ∈ F et b ∈ F tels que ∣b∣ ≤ 12 × ulp (a) et a > 0.
● Si b = 0 :
○τ �a
2
+ b� = ○τ �a
2
+ b
2
� = ○τ �a
2
� .
Donc, nous pouvons nous restreindre au cas ou` b ≠ 0 dans le reste de la de´mons-
tration, pour les deux cas qui suivent :
● Premier cas : a2 ∈ F,
○τ (b × 0, 5 + a⊘ 2) = ○τ � b
2
+ a
2
� = ○τ �a + b
2
� .
● Second cas : a2 ∉ F,
D’apre`s l’e´galite´ Ma2 = Ma−12 + 12 , nous avons a2 = �Ma−12 + 12� × 10Ea .
Par application du lemme 4.2, nous avons Ma ∈ (2Z + 1), donc Ma − 1 ∈ 2Z et
Ma−1
2 ∈ Z.
Ce lemme e´tablit e´galement que ∣Ma∣ ≥ 2 × 10p−1 + 1, donc :
2 × 10p−1 + 1 ≤ ∣Ma∣ < 10p�⇒ 2 × 10p−1 ≤ ∣Ma − 1∣ < 10p + 1�⇒ 10p−1 ≤ �Ma − 1
2
� < 10p + 1
2�⇒ 10p−1 ≤ �Ma − 1
2
� < 10p.
Soit c = Ma−12 × 10Ea , nous avons c ∈ F car :
Ma − 1
2
∈ Z ∧Ea ∈ Z ∧ �Ma − 1
2
� < 10p.
Nous avons aussi ulp (a) = ulp (c) car Ea = Ec, 10p−1 ≤Ma < 10p et 10p−1 ≤Mc <
10p. Nous pouvons re´e´crire a2 comme :
a
2
= c + 1
2
× 10Ea = c + 1
2
× ulp (c).
● Si b > 0, nous avons : 0 < b ≤ 12 × ulp (a). Donc 0 < b2 ≤ 12 × ulp (a). Ainsi,
d’apre`s le lemme 4.1 :
○τ �a
2
+ b� = ○τ �a
2
+ b
2
� = succ (c).
● Si b < 0, nous avons : 0 < −b ≤ 12 × ulp (a). Donc 0 < − b2 ≤ 12 × ulp (a). Ainsi,
par application du lemme 4.1 :
○τ �a
2
− (−b)� = ○τ �a
2
− �− b
2
�� = c.
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Donc, dans tous les cas, nous avons :
○τ �a
2
+ b� = ○τ �a
2
+ b
2
� .
Pour que le the´ore`me 4.3 soit une preuve de correction de l’algorithme 2, il reste a`
prouver que ○τ(a × 0.5 − (a ⊘ 2)) = 0 correspond bien a` tester si a/2 ∈ F. Dans ce cas,
comme les exposants sont non borne´s, ces deux tests sont e´quivalents a` a/2 = a⊘ 2.
Il faut noter, a` la ligne 6 de l’algorithme 2, que b n’est pas divise´ par 2. En pratique,
seul le signe de b nous inte´resse. Par conse´quent, nous aurions pu utiliser aussi bien b
que b ⊘ 2. Nous choisissons d’utiliser b pour deux raisons. Premie`rement, cela permet
de se passer d’une ope´ration flottante. Deuxie`mement, lorsque le de´passement graduel
de capacite´ infe´rieur sera pris en compte, il deviendra ne´cessaire de ne pas diviser b
par 2. En effet, lorsque b est tre`s petit, nous pourrions avoir b ⊘ 2 = 0 et ainsi perdre
l’information sur le signe de b (voir de´tails dans la section 4.3.3).
4.3.2 Formalisation des re´sultats
Les de´monstrations des re´sultats pre´sente´s en section 4.3.1 sont particulie`rement
difficiles a` ve´rifier et hautement perme´ables, sinon aux raisonnements faux, au moins a`
l’oubli de cas ou a` l’utilisation d’hypothe`ses errone´es. C’est pourquoi nous formalisons
l’ensemble du raisonnement dans l’assistant de preuves Coq.
L’ope´rateur TwoSum [58, 123] est utilise´ a` la ligne 2 de l’algorithme 2 afin de trans-
former les entre´es. Bien qu’il existe une formalisation de TwoSum dans Coq, nous nous
limitons a` prouver la correction de l’algorithme applique´ aux sorties de TwoSum. Nous
supposons que la valeur absolue de la seconde entre´e est infe´rieure a` la moitie´ de l’ulp
de la premie`re entre´e, i.e. Rabs b <= ulp a / 2. Comme explique´ en section 4.3.1,
cette hypothe`se est cruciale pour prouver que l’algorithme fournit l’arrondi correct de
la moyenne des deux entre´es mais n’implique pas a = ○(a + b).
En Coq, l’algorithme 2 de la page 61 est de´fini comme suit :
Variable choice : Z → bool.
Notation round_flx := (round radix10 (FLX_exp prec) (Znearest choice)).
( ... )
Definition average10 (a b : R) :=
if (Req_bool (round_flx (a/2 - round_flx (a/2))) 0)
then round_flx (b/2 + round_flx (a/2))
else round_flx (a/2 + b).
Dans le code Coq ci-dessus :● Req_bool u v est a` valeur dans bool et renvoie vrai si u = v, faux sinon ;● round_flx de´signe l’arrondi au plus proche (Znearest), avec re`gle de bris d’e´ga-
lite´ quelconque (choice) 3, dans le format FLX de Flocq (voir section 2.2.4).
3. En d’autres termes Znearest choice de´signe ○τ .
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La proprie´te´ d’arrondi correct que nous cherchons a` de´montrer peut eˆtre spe´cifie´e
de la fac¸on suivante :
Notation format := (generic_format radix10 (FLX_exp prec)).
( ... )
Theorem average10_correct : forall a b, format a → format b →
Rabs b <= ulp a / 2 → average10 a b = round ((a+b)/2).
Dans le code Coq ci-dessus, format de´signe le pre´dicat ve´rifiant si un nombre est
repre´sentable dans le format flottant de´cimal FLX de Flocq (voir section 2.2.4).
La de´monstration formelle du the´ore`me Coq average10_correct suit globalement
la de´monstration papier du the´ore`me 4.3 et n’est pas extreˆmement difficile. Il a ne´an-
moins d’abord fallu formaliser la preuve des re´sultats interme´diaires, i.e. les lemmes 4.1
et 4.2, dont la de´monstration s’est re´ve´le´e plus ardue du fait de certains aspects tech-
niques propres a` la bibliothe`que Flocq, e.g. le concept d’exposant canonique [38].
La preuve formelle pre´sente´e dans la section courante se restreint au cas ou` a est
strictement positif et ou` le format utilise´ est le format FLX (voir section 2.2.4). La
section 4.3.3 pre´sente les ge´ne´ralisations que nous avons mene´es avec l’aide de Coq.
4.3.3 Ge´ne´ralisations
Cas ou` a (premier ope´rande de la moyenne) est ne´gatif
Nous avons prouve´ que l’algorithme 2 imple´mente´ suivant un mode d’arrondi ○τ , i.e.
au plus proche avec re`gle de bris d’e´galite´ τ quelconque, fournissait l’arrondi correct.
Notons average10τ l’expression mathe´matique de cet algorithme.
Nous prouvons l’existence d’une fonction ○τ˜ ∶ R → F (parame´tre´e par une fonction
τ˜ ∶ Z → bool) telle que pour tout x ∈ R, ○τ˜(x) = − ○τ (−x) et qui imple´mente bien un
arrondi au plus proche avec re`gle de bris d’e´galite´ τ˜ .
Supposons que a < 0 (a e´tant le premier ope´rande de la moyenne). Comme le
the´ore`me 4.3 est valide pour toute re`gle de bris d’e´galite´ et que 0 ⩽ −a, nous avons
average10τ˜(−a,−b) = ○τ˜((−a − b)/2). Donc, par de´finition de ○τ˜ , average10τ˜(−a,−b) =− ○τ ((a + b)/2). Nous utilisons ensuite Coq pour de´montrer que average10τ˜(−a,−b) =−average10τ(a, b) et obtenons ainsi average10τ(a, b) = ○τ((a + b)/2).
Si a = 0, alors b = 0 et average10τ(a, b) = 0, qui est bien l’arrondi correct attendu.
De´passement graduel de capacite´ infe´rieur
Nous prenons ensuite en compte les de´passements graduels de capacite´ infe´rieurs.
Le passage du format FLX au format FLT conduit a` distinguer deux cas :● si b = 0, alors a peut potentiellement eˆtre de´normalise´. Dans le format FLX,
a ≠ 0 ⇒ o(a) ≠ 0, ce qui n’est pas ne´cessairement vrai dans le format FLT, e.g.
lorsque a est infe´rieur a` la moitie´ du successeur de 0. Ainsi, le test re´alise´ a` la
ligne 3 de l’algorithme 2 ne correspond pas a` tester si a/2 est repre´sentable dans
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le format FLT conside´re´. Ne´anmoins, comme b = 0, cela n’a gue`re d’importance,
l’arrondi correct e´tant trivialement obtenu quelle que soit la branche emprunte´e.● si b ≠ 0, par l’hypothe`se ∣b∣ ≤ ulp (a)2 , a est ne´cessairement supe´rieur a` 10p+emin ce
qui implique que a, a/2, et a ⊘ 2 sont normalise´s. Par conse´quent, le test de la
ligne 3 de l’algorithme 2 a le meˆme sens que dans le format FLX et ve´rifie si a/2 est
repre´sentable. Ainsi, les de´monstrations fournies en section 4.3.1 restent valables.
Par ailleurs, lorsque b est de´normalise´, l’information sur son signe pourrait eˆtre
perdue lors du calcul de b/2 (pour b = succ (0)). Cependant, b n’est pas divise´
par 2 a` la ligne 6 de l’algorithme 2, ce qui permet de contourner ce proble`me.
Ge´ne´ralisation a` toute base paire
Nous n’utilisons aucune proprie´te´ propre a` la base 10, sinon sa parite´. Le passage
de la base 10 a` une base paire quelconque s’est fait sans encombre et n’a ge´ne´re´ au-
cun but nouveau (a` l’exception de quelques rudiments d’arithme´tique entie`re que Coq
de´montre automatiquement lorsque la base est fixe´e et ne´cessitant une e´tape de re´e´cri-
ture supple´mentaire lorsqu’il s’agit d’un parame`tre, suivie de l’utilisation d’une tactique
automatique). L’algorithme 2 fournit donc l’arrondi correct pour toute base paire.
4.4 Conclusion
Aussi simple soit l’ide´e de calculer la moyenne de deux nombres flottants, elle a
permis de montrer qu’une proprie´te´ valide dans un format de repre´sentation binaire
n’est pas aise´ment ge´ne´ralisable a` toute base. Nous avons montre´ que les algorithmes
fournissant l’arrondi correct de la moyenne en base 2 e´chouaient en base 10. Il a fallu
construire un programme plus e´labore´ et relativement plus couˆteux puisqu’il repose
sur un branchement conditionnel et sur l’utilisation judicieuse de l’ope´rateur TwoSum.
Cependant, nous avons pu prouver qu’il calculait l’arrondi correct en tenant compte
des de´passements infe´rieurs et pour une base paire quelconque.
Bien que lisible et relativement courte, la preuve de correction propose´e est tech-
nique. L’utilisation de l’assistant de preuves Coq a permis d’une part de garantir la
validite´ de la de´monstration et d’autre part de guider la ge´ne´ralisation des re´sultats.
La preuve formelle est concise (700 lignes de code Coq) et de taille comparable a` la
de´monstration formelle de l’algorithme propose´ en base 2 par Boldo [24].
En revanche, nous ne ge´rons pas les de´passements de capacite´ supe´rieurs. S’il est
possible de montrer que l’algorithme propose´ renvoie une valeur finie pourvu que Two-
Sum renvoie une valeur finie, ce dernier peut dans de rares cas eˆtre responsable de
de´passements parasites de capacite´ supe´rieurs [33].
Par ailleurs, il ne serait pas simple de ge´ne´raliser l’algorithme au calcul de moyenne
dans le cas ge´ne´ral, i.e. X1+X2+⋅⋅⋅+Xnn avecX1,X2, . . . ,Xn des nombres flottants de´cimaux.
Il n’est en effet pas toujours possible de calculer l’arrondi correct d’une somme de 3
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nombres flottants ou plus 4.
L’une des faiblesses de l’algorithme propose´ est l’utilisation de l’algorithme TwoSum,
qui comporte six ope´rations flottantes. Il semble toutefois difficile de mettre en place un
algorithme correct sans moyen de comparer les ordres de grandeurs des deux ope´randes,
sinon au prix de nombreux branchements conditionnels, qui seraient plus couˆteux que
l’algorithme TwoSum lui-meˆme.
Nous pourrions e´galement envisager d’e´tendre l’approche aux bases impaires. Cette
perspective pre´sente cependant des difficulte´s techniques. En effet, le raisonnement ac-
tuel ne peut eˆtre re´utilise´ car nous utilisons la parite´ de la base a` plusieurs reprises.
La gestion des bases impaires est par ailleurs difficile a` cause de la gestion des points-
milieux et des re`gles de bris d’e´galite´, qui n’est pas aussi standard qu’en base paire.
Cet exemple met en exergue la ne´cessite´ de de´monstrations rigoureuses pour les
imple´mentations en pre´cision finie, meˆme les plus simples 5. Lorsque ces de´monstrations
sont techniques ou fastidieuses, nous pensons que l’utilisation d’assistants a` la preuve
formelle tels que Coq apporte une garantie supple´mentaire quant a` la correction des
raisonnements. Ce parti-pris sera le socle commun a` l’ensemble des travaux pre´sente´s
dans ce manuscrit.
4. Il serait e´ventuellement possible d’utiliser un accumulateur long de Kulisch [126].
5. Sterbenz e´voque la ne´cessite´ d’imple´menter des programmes minutieusement e´crits (« carefully
written programs ») par opposition aux programmes e´crits « vite et mal » (« quick and dirty pro-
grams ») [195].
Deuxie`me partie
Erreurs d’arrondi de me´thodes de
Runge-Kutta
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Chapitre 5
Erreurs d’arrondi des me´thodes de
Runge-Kutta : cas line´aire scalaire
La re´solution exacte des e´quations diffe´rentielles ordinaires n’e´tant pas toujours pos-
sible, de nombreuses me´thodes de re´solution nume´riques ont e´te´ mises au point [59] (voir
chapitre 2 pour une pre´sentation de ces me´thodes). Les me´thodes de Runge-Kutta ex-
plicites [45] figurent parmi les sche´mas nume´riques les plus couramment utilise´s, en par-
ticulier la me´thode d’Euler et la me´thode de Runge-Kutta d’ordre 4. A` titre d’exemple,
parmi les 13 me´thodes d’inte´gration nume´rique qu’embarque l’outil Simulink 1, 11 me´-
thodes appartiennent a` la classe des sche´mas de Runge-Kutta.
Les me´thodes d’inte´gration nume´rique ont e´te´ construites dans l’objectif d’obte-
nir une bonne approximation de la solution exacte et sont inextricablement lie´es aux
erreurs de me´thodes qu’elles induisent, bien connues et intensivement e´tudie´es. L’un
des aspects les plus importants de la recherche en analyse nume´rique des e´quations
diffe´rentielles a d’ailleurs pour objectif d’augmenter l’ordre des me´thodes sans compro-
mis sur l’efficacite´ [59, 45, 98]. L’imple´mentation de me´thodes nume´riques ite´ratives en
arithme´tique a` virgule flottante induit une seconde source d’erreur, a` savoir les erreurs
d’arrondi pouvant s’accumuler au cours des ite´rations et fausser les re´sultats obtenus.
Cependant, les erreurs d’arrondi e´tant (observationnellement) ne´gligeables par rapport
aux erreurs de me´thode [175], elles ont rarement fait le sujet d’e´tudes pousse´es. Des
travaux se sont ne´anmoins porte´s sur ces proble´matiques, adoptant des approches tre`s
diverses. Le chapitre 3 de ce manuscrit propose un e´tat de l’art de ces diffe´rents travaux.
Dans le cas des syste`mes line´aires, les solutions peuvent eˆtre exprime´es de manie`re
exacte. Cependant, l’utilisation de me´thodes nume´riques ite´ratives est parfois privile´-
gie´e, notamment lorsque l’objectif est d’observer l’e´volution temporelle de la solution.
La re´solution explicite des syste`mes line´aires utilise en effet l’exponentielle de matrice,
dont le calcul efficace et pre´cis s’ave`re eˆtre un proble`me difficile [84, 151], reposant ge´-
ne´ralement sur des approches telles que les approximants de Pade´ [10]. Certains outils
comme Simulink embarquent par ailleurs des solveurs a` base de me´thodes de Runge-
1. Simulink est un outil permettant de mode´liser et simuler des syste`mes dynamiques : https:
//fr.mathworks.com/products/simulink.html
71
5.1. SYSTE`MES ET ME´THODES E´TUDIE´S 72
Kutta et ne traitent pas a` part les syste`mes line´aires.
Dans cette seconde partie du manuscrit, nous nous inte´ressons aux erreurs d’arrondi
induites par l’imple´mentation de me´thodes de Runge-Kutta explicites applique´es aux
syste`mes line´aires. Nous proposons une me´thodologie me´canique, a` grains fins, et qui
tire parti de certaines proprie´te´s mathe´matiques des me´thodes nume´riques, comme la
stabilite´ line´aire [129]. Nous tenons compte des e´ventuels comportements exceptionnels
d’arithme´tique a` virgule flottante, a` savoir les de´passements de capacite´ infe´rieurs et
supe´rieurs. L’analyse ge´ne´rique que nous pre´sentons sera instancie´e a` trois me´thodes
classiques : la me´thode d’Euler, la me´thode de Runge-Kutta d’ordre 2 et la me´thode
de Runge-Kutta d’ordre 4.
Ce chapitre, qui permet d’introduire notre approche ainsi qu’un ensemble de de´fi-
nitions, est plus particulie`rement voue´ au cas des syste`mes les plus simples, a` savoir
les syste`mes line´aires scalaires (unidimensionnels). En section 5.1, nous pre´sentons les
syste`mes, les me´thodes et les imple´mentations e´tudie´s. La me´thodologie utilise´e pour
borner les erreurs d’arrondi (base´e sur la distinction entre les erreurs dites locales et glo-
bales) est pre´sente´e en section 5.2. Nous montrons ensuite que, dans le cas des me´thodes
stables, les solutions calcule´es sont dans la plupart des cas de´croissantes (section 5.3).
En section 5.4, nous bornons les erreurs d’arrondi locales, i.e. commises au cours d’un
pas d’ite´ration de la me´thode. Puis, en section 5.5, a` partir des bornes sur les erreurs
locales, nous bornons l’erreur globale, i.e. re´sultant de l’accumulation des erreurs d’ar-
rondi. Enfin, en section 5.6, nous prouvons qu’une condition « re´aliste » sur la valeur
de la solution initiale suffit a` se pre´munir des de´passements de capacite´ supe´rieurs.
Remarque 1. Les travaux pre´sente´s dans ce chapitre ont fait l’objet d’un premier
article ne couvrant pas la gestion des de´passements de capacite´ [29] et d’un second
article qui raffine les bornes et pre´sente la gestion des comportements exceptionnels [30].
Remarque 2. Les re´sultats pre´sente´s dans ce chapitre n’ont pas directement fait l’objet
d’une formalisation car ils peuvent pour la plupart eˆtre obtenus comme instances des
re´sultats du chapitre 6 (cas line´aire matriciel), qui sont pour leur part formalise´s.
5.1 Syste`mes et me´thodes e´tudie´s
5.1.1 Re´solution nume´rique des syste`mes line´aires scalaires
par des me´thodes de Runge-Kutta
La famille la plus simple de proble`mes avec condition initiale est associe´e aux e´qua-
tions diffe´rentielles ordinaires de la forme :
y˙ = λy (5.1)
avec λ ∈ C, dont la solution explicite est t↦ y0eλ(t−t0) lorsque y(t0) = y0.
Une telle e´quation de´crit un proble`me stable, i.e. dont la solution converge vers ze´ro,
si et seulement si R(λ) < 0, avec R la partie re´elle de λ. Dans la suite de ce chapitre,
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nous nous inte´ressons au cas particulier ou` λ ∈ R, dont la condition de stabilite´ se re´duit
a` λ < 0. L’application d’une me´thode de Runge-Kutta explicite sur le proble`me line´aire
de´fini par l’e´quation (5.1) de´finit la relation :
yn+1 = R(h,λ)yn. (5.2)
Parmi les me´thodes de Runge-Kutta explicites les plus fre´quemment utilise´es (voir
section 2.3.3), la me´thode d’Euler (voir figure 2.3) est l’exemple le plus simple :
Exemple 5.1. Application de la me´thode d’Euler explicite sur l’e´quation (5.1)
yn+1 = yn + hλyn = (1 + hλ)yn = REuler(h,λ)yn.
Nous nous inte´ressons e´galement a` l’application des me´thodes de Runge-Kutta
d’ordre 2 (voir figure 2.4) et d’ordre 4 (voir figure 2.2(a)) sur l’e´quation (5.1) :
Exemple 5.2. Application de la me´thode RK2 explicite sur l’e´quation (5.1)
k1 = λyn k2 = λ(yn + 1
2
hk1) = (λ + 1
2
hλ2)yn
yn+1 = yn + hk2 = (1 + hλ + 1
2
h2λ2)yn = RRK2(h,λ)yn. (5.3)
Exemple 5.3. Application de la me´thode RK4 explicite sur l’e´quation (5.1)
k1 = λyn k2 = λ(yn + 1
2
hk1) = (λ + 1
2
hλ2)yn
k3 = λ(yn + 1
2
hk2) = (λ + 1
2
hλ2 + 1
4
h2λ3)yn
k4 = λ(yn + hk3) = (λ + hλ2 + 1
2
h2λ3 + 1
4
h3λ4)yn
yn+1 = yn + h(1
6
k1 + 1
3
k2 + 1
3
k3 + 1
6
k4)
= �1 + hλ + 1
2
(hλ)2 + 1
6
(hλ)3 + 1
24
(hλ)4�yn = RRK4(h,λ)yn. (5.4)
Il convient, pour re´soudre un proble`me stable, d’utiliser une me´thode dite stable pour
ce proble`me (voir chapitre 2). L’e´quation (5.2), enrichie d’une condition initiale, de´finit
une suite ge´ome´trique, convergente pour ∣R(h,λ)∣ < 1. La fonction R est appele´ fonction
de stabilite´ line´aire de la me´thode de Runge-Kutta [129]. Dans le cas des me´thodes de
Runge-Kutta explicites, il s’agit d’un polynoˆme en hλ. La re´gion de stabilite´ associe´e a`
l’e´quation (5.2) (et donc associe´e a` un couple syste`me-me´thode) de´termine les valeurs
que peut prendre hλ pour satisfaire la proprie´te´ de stabilite´ de la me´thode, i.e. tel que∣R(h,λ)∣ < 1. La figure 5.1 repre´sente les re´gions de stabilite´ pour diffe´rentes me´thodes
de Runge-Kutta explicites dans le cas ou` λ est complexe 2.
Dans la suite de ce chapitre, nous nous inte´resserons plus particulie`rement aux
me´thodes stables (au sens de la stabilite´ line´aire).
2. Dans le cas re´el, il suffit de regarder l’axe des abscisses.
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Figure 5.1 – Re´gion de stabilite´ des me´thodes de Runge-Kutta explicites de l’ordre 1
(i.e. Euler) a` l’ordre 4. L’image est inspire´e de l’ouvrage de Lambert [129].
5.1.2 Imple´mentations des me´thodes de Runge-Kutta
La fonction R de l’e´quation (5.2) de´pend uniquement de la me´thode nume´rique
employe´e et est purement « mathe´matique ». Il convient de distinguer la fonction R et
l’imple´mentation correspondante en arithme´tique a` virgule flottante, note´e R̃.
R̃ de´pend de trois parame`tres. Le premier d’entre eux est le pas h. Son choix revient
a` l’utilisateur et nous le conside´rons comme repre´sentable dans le format flottant 3. Le
second parame`tre de l’imple´mentation R̃ est l’arrondi λ̃ du coefficient λ, qui, en tant
que donne´e du syste`me dynamique, pourrait ne pas eˆtre repre´sentable. Contrairement
a` R, R̃ de´pend de l’ite´ration courante n et ne peut pas eˆtre de´fini inde´pendamment de
la solution calcule´e via l’imple´mentation R̃ a` l’ite´ration pre´ce´dente 4, note´e �yn−1. Une
imple´mentation de la me´thode de Runge-Kutta (correspondant a` l’e´quation (5.2)) est
donc de la forme :
ỹ0 ≈ y0 ∈ R ∀n,�yn+1 = R̃(h, λ̃, ỹn). (5.5)
Chaque me´thode nume´rique peut eˆtre associe´e a` une multitude d’imple´mentations
qui ne sont pas e´quivalentes lorsque la pre´cision de calcul est finie. Une imple´men-
tation naturelle consiste a` conside´rer le polynoˆme R(h,λ) puis a` remplacer les ope´-
rations re´elles par des ope´rations flottantes (modulo le choix de l’ordre d’e´valuation).
Par exemple, pour RK4 (voir RRK4(h,λ), e´quation (5.4)), l’imple´mentation « mathe´-
matique » est �RRK4(h, λ̃, ỹn) = ○ �ỹn + hλ̃ỹn + hh12 λ̃λ̃ỹn + hhh16 λ̃λ̃λ̃ỹn + hhhh 124 λ̃λ̃λ̃λ̃ỹn�
(pour rappel, ○ [. . . ] signifie que toutes les ope´rations a` l’inte´rieur des crochets sont ar-
rondies, avec un parenthe´sage implicite de la droite vers la gauche (voir section 2.1.3)).
3. En effet, seul l’ordre de grandeur de h compte. En d’autres termes, l’utilisateur choisit un pas h
suffisamment petit pour re´pondre aux crite`res de pre´cision souhaite´s pour l’approximation de la solution
exacte. Si l’utilisateur choisit un pas d’inte´gration non repre´sentable, le nombre flottant le plus proche
est ge´ne´ralement tout aussi acceptable pour re´pondre aux crite`res impose´s : nous travaillons donc
directement avec ce nombre flottant.
4. Cela s’explique par le fait que les ope´rations flottantes ne sont pas ne´cessairement associatives.
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Proposer une analyse d’erreurs d’arrondi pour cette imple´mentation que nous quali-
fierons d’imple´mentation « en forme mathe´matique » nous paraˆıt cependant re´ducteur.
En pratique, il arrive que l’imple´mentation d’une me´thode de Runge-Kutta soit ge´ne´re´e
automatiquement sur la donne´e du syste`me a` re´soudre et du tableau de Butcher de la
me´thode (e.g. dans l’outil Simulink). Les imple´mentations obtenues font ge´ne´ralement
apparaˆıtre un nombre d’ope´rations flottantes pouvant eˆtre important et peuvent donc
s’ave´rer sensibles aux erreurs d’arrondi.
Nous nous inte´ressons a` une classe d’imple´mentations que nous qualifierons d’im-
ple´mentations « na¨ıves ». Elles consistent a` d’abord construire un a` un les termes ki
re´sultant du tableau de Butcher de la me´thode nume´rique (voir les exemples 5.2 et
5.3 pour RK2 et RK4) puis a` sommer l’ensemble des ki. Dans le cas de la me´thode
d’Euler, l’imple´mentation na¨ıve est proche d’une imple´mentation en forme normale,
i.e. �REuler(h, λ̃, ỹn) = ỹn ⊕ h ⊗ λ̃ ⊗ ỹn. Dans le cas des me´thodes d’ordre supe´rieur, les
imple´mentations na¨ıves utilisent un nombre conse´quent d’ope´rations flottantes :
Exemple 5.4. L’application de la me´thode RK2 sur l’e´quation diffe´rentielle avec condi-
tion initiale de´finie par l’e´quation (5.1) conduit a` l’imple´mentation na¨ıve :
�yn+1 = �RRK2(h, λ̃, ỹn) = ○ �ỹn + hλ̃ỹn + hh1
2
λ̃λ̃ỹn� .
Exemple 5.5. L’application de la me´thode RK4 sur l’e´quation diffe´rentielle avec condi-
tion initiale de´finie par l’e´quation (5.1) conduit a` l’imple´mentation na¨ıve :
�yn+1 = �RRK4(h, λ̃, ỹn) = ○ �ỹn + h
6
λ̃ỹn + h
3
λ̃ỹn + h2
6
λ̃2ỹn + h
3
λ̃ỹn
+h2
6
λ̃2ỹn + h3
12
λ̃3ỹn + h
6
λ̃ỹn + h2
6
λ̃2ỹn + h3
12
λ̃3ỹn + h4
24
λ̃4ỹn� .
Dans l’exemple 5.5, les sommations sont parenthe´se´es de la droite vers la gauche. Il
en est de meˆme pour les produits : ainsi, nous avons par exemple h
4
24 λ̃
4 = (h⊗ (h⊗ (h⊗(h⊗ 124 ⊗ (λ̃⊗ (λ̃⊗ (λ̃⊗ λ̃))))))).
L’analyse d’erreurs d’arrondi que nous proposons dans la suite du chapitre est ge´ne´-
rique et s’applique a` n’importe quelle imple´mentation des me´thodes de Runge-Kutta.
Ne´anmoins, en guise d’exemple, nous instancierons la me´thodologie dans le cas parti-
culier de ces imple´mentations na¨ıves.
5.2 Me´thodologie
Dans cette section, nous pre´sentons les diffe´rentes e´tapes de la me´thodologie de´ve-
loppe´e pour l’analyse des erreurs d’arrondi des me´thodes de Runge-Kutta.
Conside´rons une me´thode de Runge-Kutta applique´e a` un syste`me line´aire unidi-
mensionnel, caracte´rise´e par la relation suivante :
yn+1 = R(h,λ)yn = K�
i=0αiyn
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avec αi de´pendant a` la fois de l’e´quation diffe´rentielle et du pas d’inte´gration de la
me´thode. Dans les exemples de la section 5.1.1, les coefficients αi sont, par exemple,
hλ, h
2λ2
6 ou encore
h4λ4
24 .
L’imple´mentation na¨ıve correspondante en arithme´tique a` virgule flottante (voir
section 5.1.2) est de la forme :
�yn+1 = R̃(h, λ̃, ỹn) = ⊕Ki=0α̃i ⊗ ỹn.
Les coefficients α̃i correspondant aux coefficients αi donne´s ci-dessus sont h ⊗ λ̃,
h⊗ h⊘ 6⊗ λ̃⊗ λ̃ et h⊗ h⊗ h⊗ h⊘ 24⊗ λ̃⊗ λ̃⊗ λ̃⊗ λ̃.
Nous distinguons les erreurs d’arrondi dites locales et globales. L’erreur que nous
souhaitons borner est celle qui s’accumule au fil des ite´rations de la me´thode. Cette
erreur est appele´e erreur globale, est note´e En (apre`s n ite´rations) et est de´finie comme :
En = ỹn − yn = R̃(h, λ̃, ỹn) −R(h,λ)yn. (5.6)
Pour pouvoir analyser les erreurs globales, nous de´finissons le concept d’erreur locale,
qui correspond a` l’erreur d’arrondi commise au cours d’une seule ite´ration donne´e de la
me´thode, sans prendre en compte l’erreur commise aux ite´rations pre´ce´dentes. L’erreur
locale a` l’ite´ration n, note´e εn, est de´finie comme :
ε0 = ∣ỹ0 − y0∣ ∀n ∈ N∗, εn = ∣R̃(h, λ̃,�yn−1) −R(h,λ)�yn−1∣. (5.7)
La me´thodologie utilise´e pour borner l’erreur globale d’une me´thode nume´rique s’ar-
ticule en plusieurs e´tapes :● calculer une borne sur l’erreur d’arrondi E0 = ε0 commise lors du calcul de la
valeur initiale y0. Cette e´tape est plus ou moins difficile, selon que y0 soit une
constante, e.g. y0 = 1, ou le re´sultat d’un autre algorithme, e.g. l’e´valuation d’une
exponentielle.● calculer une borne sur l’erreur absolue de chaque coefficient αi, i.e. une borne sur∣α̃i −αi∣. Cette partie du travail a e´te´ de´le´gue´e a` l’outil Gappa (voir chapitre 2),
qui utilise les hypothe`ses de stabilite´ line´aire pour raffiner les re´sultats.● a` partir des bornes d’erreur sur les termes αi, calculer une borne sur l’erreur locale
en appliquant me´caniquement K fois le lemme 5.4, un re´sultat technique taille´
sur mesure pour cette taˆche. Nous tenons compte des de´passements graduels de
capacite´ infe´rieurs et obtenons un re´sultat de la forme ∀n, εn ⩽ Cu∣�yn−1∣+Dη avec
C et D des constantes de petite taille (pour rappel, u = 12β1−p est l’unite´ d’arrondi
et η = βemin−p+1 est le plus petit nombre flottant de´normalise´). De plus, pour∣�yn−1∣ ⩾M avec M une constante bien choisie, nous prouvons que εn ⩽ Cu∣�yn−1∣,
ce qui correspond a` l’absence de de´passement de capacite´ infe´rieur. Dans le cas
des me´thodes de Runge-Kutta, la valeur de M est difficile a` obtenir et de´pend
des parame`tres du proble`me. En section 5.4, nous construisons me´caniquement
les valeurs de C, D, mais aussiM pour les me´thodes d’Euler, de RK2 et de RK4.
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● instancier le the´ore`me 5.9 avec les constantes C et D obtenues pre´ce´demment :
ce the´ore`me permet de construire une borne sur l’erreur globale absolue des
me´thodes de Runge-Kutta a` partir de bornes sur les erreurs locales des ite´rations
pre´ce´dentes, en tenant compte des e´ventuels de´passements de capacite´ infe´rieurs.● les de´passements de capacite´ supe´rieurs peuvent eˆtre ge´re´s a` part de l’analyse
d’erreurs. Il est en fait possible de montrer que, si ỹ0 n’est ni un infini ni NaN,
une borne raisonnable sur sa valeur suffit a` se pre´munir du risque de de´passement
de capacite´ supe´rieur (voir section 5.6).
Raffinement des bornes d’erreur : En l’absence de de´passement de capacite´ in-
fe´rieur, les bornes obtenues sont sensiblement meilleures que dans un pre´ce´dent article
que j’ai re´dige´ avec Boldo et Chapoutot en 2017 [29]. Cette ame´lioration provient de
l’utilisation de bornes optimales d’erreurs relatives e´tudie´es en de´tail par Jeannerod et
Rump en 2016 [119]. Nous utilisons plus pre´cise´ment les lemmes 2.4, 2.5 et 2.6 de ce
manuscrit.
5.3 De´croissance des solutions calcule´es
Les me´thodes conside´re´es sont stables au sens de la stabilite´ line´aire (voir sec-
tion 5.1.1). D’un point de vue mathe´matique, la proprie´te´ de stabilite´ va de pair avec
la de´croissance des solutions obtenues au cours des ite´rations. Ne´anmoins, lorsque les
me´thodes sont imple´mente´es en pre´cision finie, la de´croissance des solutions calcule´es
n’est pas e´vidente a priori. Nous pouvons toutefois montrer, lorsque la me´thode est
stable, que cette proprie´te´ est vraie sous certaines conditions. Ce re´sultat, tre`s utile,
permettra de simplifier les raisonnements d’analyse d’erreurs et de ge´rer les e´ventuels
de´passements de capacite´ supe´rieurs.
Lemme 5.1. Soit C ⩾ 0,M > 0. Supposons que :● Cu + ∣R(h,λ)∣ ⩽ 1 ;● ∀n ∈ N∗, ∣ỹn∣ ⩾M ⇒ εn ⩽ Cu∣�yn−1∣.
Alors : ∀n ∈ N∗, ∣ỹn∣ ⩾M ⇒ ∣�yn−1∣ ⩾ ∣ỹn∣ ⩾M.
De´monstration. Soit n ∈ N∗. Supposons que ∣ỹn∣ ⩾M . Nous avons :∣ỹn∣ = ∣R̃(h, λ̃,�yn−1)∣ = ∣R̃(h, λ̃,�yn−1) −R(h,λ)�yn−1 +R(h,λ)�yn−1∣.
Par une ine´galite´ triangulaire :
∣ỹn∣ ⩽ ∣R̃(h, λ̃,�yn−1) −R(h,λ)�yn−1∣ + ∣R(h,λ)∣∣�yn−1∣ = εn + ∣R(h,λ)∣∣�yn−1∣.
Comme ∣ỹn∣ ⩾M , εn ⩽ Cu∣�yn−1∣.
De plus, Cu + ∣R(h,λ)∣ ⩽ 1, donc :
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M ⩽ ∣ỹn∣ ⩽ (Cu + ∣R(h,λ)∣)∣�yn−1∣ ⩽ ∣�yn−1∣.
Une induction tre`s simple permet ensuite d’obtenir le re´sultat suivant :
Lemme 5.2. Soit C ⩾ 0,M > 0. Supposons que :● Cu + ∣R(h,λ)∣ ⩽ 1 ;● ∀n ∈ N∗, ∣ỹn∣ ⩾M ⇒ εn ⩽ Cu∣�yn−1∣.
Alors : ∀n ∈ N, ∣ỹn∣ ⩾M ⇒ ∣ỹn∣ ⩽ ∣�yn−1∣ ⩽ ⋅ ⋅ ⋅ ⩽ ∣ỹ1∣ ⩽ ∣ỹ0∣.
Dans la section 5.6 (the´ore`me 5.14), le lemme 5.2 sera utilise´ pour ve´rifier une
condition qui permet de se pre´munir des de´passements de capacite´ supe´rieurs.
5.4 Erreurs locales
Comme stipule´ par la me´thodologie adopte´e (voir section 5.2), nous commenc¸ons
tout d’abord par borner les erreurs locales des me´thodes de Runge-Kutta. La sec-
tion 5.4.1 est voue´e a` des re´sultats pre´liminaires d’arithme´tique a` virgule flottante qui
s’appliquent a` une large classe d’imple´mentations de me´thodes et tiennent comptent
d’e´ventuels de´passements de capacite´ infe´rieurs. Ensuite, en section 5.4.2, nous four-
nissons des bornes d’erreurs locales pour les imple´mentations na¨ıves de me´thodes clas-
siques, a` savoir les me´thodes d’Euler, de Runge-Kutta 2 et de Runge-Kutta 4.
5.4.1 Re´sultats ge´ne´riques pour les erreurs locales
Plutoˆt que de borner directement les erreurs d’arrondi locales induites par une me´-
thode de Runge-Kutta spe´cifique, nous proposons des re´sultats ge´ne´riques et techniques
qui permettront de reconstruire presque me´caniquement les bornes d’erreurs locales.
Dans un premier temps, nous nous inte´ressons a` la sommation de deux nombres
flottants X1 et X2 correspondant a` des multiples d’une meˆme valeur y et qui sont
entache´s d’erreurs. Nous bornons l’erreur d’arrondi commise lors de ce calcul.
Lemme 5.3. Soit y ∈ R. Soit C1, C2,D1,D2 ∈ R+. Soit α1,α2 ∈ R. Soit X1,X2 ∈ F.
Supposons que :● ∣X1 − α1y∣ ⩽ C1u∣y∣ +D1η ;● ∣X2 − α2y∣ ⩽ C2u∣y∣ +D2η.
Alors :∣X1 ⊕X2 − (α1 + α2)y∣⩽ �C1u +C2u + u
1 + u(∣α1∣ + ∣α2∣ +C1u +C2u)� ∣y∣ + (1 + u)(D1 +D2)η.
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De´monstration. La preuve repose sur les proprie´te´s de l’arithme´tique a` virgule flottante
et l’application du lemme 2.6 (car l’addition est exacte en cas de de´passement de capa-
cite´ infe´rieur [83], d’ou` l’absence de terme en η).
∣X1 ⊕X2 − (α1 + α2)y ∣⩽ ∣X1 ⊕X2 − (X1 +X2)∣ + ∣X1 +X2 − (α1 + α2)y∣⩽ u
1 + u × ∣X1 +X2∣ + (C1u +C2u)∣y∣ + (D1 +D2)η⩽ u
1 + u × ((C1u + ∣α1∣)∣y∣ + (C2u + ∣α2∣)∣y∣)+ (C1u +C2u)∣y∣ + (D1 +D2)�1 + u
1 + u�η= �(C1 +C2)u + u
1 + u × (∣α1∣ + ∣α2∣ + (C1 +C2)u)� ∣y∣ + η1 + 2u1 + u (D1 +D2)⩽ �C1u +C2u + u
1 + u(∣α1∣ + ∣α2∣ +C1u +C2u)� ∣y∣ + (1 + u)(D1 +D2)η.
Nous nous inte´ressons ensuite au calcul de X1 ⊕ (X2 ⊗ y) avec X1 un nombre flot-
tant correspondant au calcul d’un multiple de y, X1 et X2 e´tant entache´s d’erreurs.
Rappelons que ξ = βemin est le plus petit nombre flottant normalise´ positif.
Lemme 5.4. Soit y,X1,X2 ∈ F. Soit C1, C2,D1,M,P2 ∈ R+. Soit α1 ∈ R,α2 ∈ R∗.
Supposons que :● ∣X1 − α1y∣ ⩽ C1u∣y∣ +D1η ;● ∣y] ⩾M ⇒ ∣X1 − α1y∣ ⩽ C1u∣y∣ ;● ∣X2 − α2∣ ⩽ C2u ;● �X2−α2α2 � ⩽ P2 < 1 ;● M ⩾ ξ∣α2∣(1−P2) .
Alors :● ∣y∣ ⩾M ⇒ ∣X1 ⊕ (X2 ⊗ y) − (α1 + α2)y∣⩽ ∣y∣ �C1u +C2u + u1+u (∣α1∣ + 2∣α2∣ +C1u + 2C2u) + � u1+u�2 (C2u + ∣α2∣)� ;● ∣X1 ⊕ (X2 ⊗ y) − (α1 + α2)y∣⩽ ∣y∣ �C1u +C2u + u1+u (∣α1∣ + 2∣α2∣ +C1u + 2C2u) + � u1+u�2 (C2u + ∣α2∣)�+η(1 + u) �12 +D1�.
De´monstration. La preuve repose sur une application du lemme 5.3 avec les meˆmes
variables X1, α1 et α2. En revanche, le parame`tre X2 du lemme 5.3 est ici e´gal a` X2⊗y.
Les assertions requises sur X1, α1, C1 et D1 pour appliquer le lemme 5.3 sont directe-
ment de´duites des hypothe`ses. Il reste a` exhiber C2 et D2, ce qui correspond a` borner
l’erreur sur X2 ⊗ y :
● Supposons que ∣y∣ est quelconque. Nous utilisons le lemme 2.4 et prouvons :
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∣X2 ⊗ y − α2y∣ ⩽ ∣X2 ⊗ y −X2 × y∣ + ∣y∣ ∣X2 − α2∣⩽ u
1 + u ∣X2∣ ∣y∣ + η2 + ∣y∣C2u⩽ u
1 + u (C2u + ∣α2∣) ∣y∣ + ∣y∣C2u + η2= ∣y∣ �C2u + u
1 + u(C2u + ∣α2∣)� + η2 .
Donc, nous pouvons prendre �C2 + 11+u(C2u + ∣α2∣)� comme valeur de C2 (du lemme 5.3),
puis 12 comme valeur de D2 (du lemme 5.3) et avons toutes les hypothe`ses ne´cessaires
a` l’application du lemme 5.3, qui permet d’obtenir :
∣X1 ⊕X2 ⊗ y − (α1 + α2)y∣⩽ �C1u +C2u + u
1 + u(C2u + ∣α2∣) + u1 + u(∣α1∣ + ∣α2∣ +C1u +C2u+ u
1 + u(C2u + ∣α2∣))� ∣y∣ + η(1 + u)�12 +D1� =�(C1 +C2)u + u
1 + u (∣α1∣ + 2∣α2∣ + (C1 + 2C2)u) + � u1 + u�2 (C2u + ∣α2∣)� ∣y∣+ η(1 + u)�1
2
+D1� .● Supposons que ∣y∣ ⩾M .
Nous savons que ∣y∣ ⩾ ξ∣α2∣(1−P2) . De plus, �X2−α2α2 � ⩽ P2 i.e. ∣X2 − α2∣ ⩽ P2∣α2∣ et donc :∣α2∣ − ∣X2∣ ⩽ P2∣α2∣ i.e ∣X2∣ ⩾ (1 − P2)∣α2∣
et comme P2 < 1, nous avons :
∣X2y∣ ⩾ (1 − P2)∣α2∣ ξ∣α2∣(1 − P2) = ξ.
Donc ∣X2 ⊗ y −X2y∣ ⩽ u1+u ∣X2∣ ∣y∣ parce que la multiplication de X2 par y ne produit
pas de de´passement de capacite´ infe´rieur car ∣X2y∣ ⩾ ξ (voir lemme 2.5).
Nous appliquons le meˆme raisonnement que dans le premier cas avec η = 0.
Les hypothe`ses peuvent sembler redondantes, en particulier la borne P2 sur l’erreur
relative commise sur α2 et la borne C2 sur l’erreur absolue commise sur ce meˆme coef-
ficient. Il semble en effet possible d’obtenir C2 a` partir de P2. Cependant, dans le cadre
d’application de ce lemme, α2 n’est pas une constante dont on connaˆıt pre´cise´ment la
valeur. La seule information sur α2 consiste en un intervalle de valeurs possibles et nous
souhaitons obtenir des bornes d’erreurs valides quelle que soit la valeur prise dans cet
intervalle. Cet intervalle de valeurs est en effet de´duit des hypothe`ses de stabilite´ sur hλ.
Par exemple, pour la me´thode RK4, pour α2 = h2λ26 et X2 = ○ �h2 16 λ̃2�, comme la re´-
gion de stabilite´ de hλ fournit l’hypothe`se −2 ⩽ hλ ⩽ 0, la seule information sur α2 est
0 ⩽ α2 ⩽ 23 . A` partir de ce seul intervalle, nous devons eˆtre en mesure de de´duire des
bornes P2 et C2 qui soient de´corre´le´es des valeurs exactes de h et λ et donc de α2.
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Ces re´sultats sont taille´s sur mesure pour borner les erreurs d’arrondi locales des
me´thodes de Runge-Kutta lorsque les de´passements graduels de capacite´ infe´rieurs sont
pris en compte (voir section 5.4.2). Dans le cas ge´ne´ral, nous notons l’apparition d’un
terme en η correspondant a` la contribution d’e´ventuels de´passements de capacite´ infe´-
rieurs. Au contraire, lorsque ∣y∣ est plus grand que le seuil M , il est possible d’utiliser
la seconde hypothe`se du lemme 5.4 et d’obtenir une borne d’erreur plus fine.
5.4.2 Bornes sur l’erreur locale de me´thodes de Runge-Kutta
Dans cette section, les re´sultats ge´ne´riques de la section 5.4.1 sont utilise´s dans le
but de borner les erreurs relatives locales de me´thodes de Runge-Kutta classiques. Cela
implique de borner chaque terme du polynoˆme R(h,λ) (e.g. hλ6 , h2λ22 , h3λ312 ) ainsi que les
erreurs d’arrondi associe´es.
Pour assurer un plus haut niveau de confiance dans nos re´sultats, nous utilisons
l’outil Gappa [57, 61] (voir section 2.2.4) pour borner l’erreur d’arrondi associe´e a` ces
coefficients. Nous ve´rifions toutefois manuellement si les re´sultats obtenus par Gappa
peuvent eˆtre raffine´s en raisonnant plus finement sur la forme des expressions et preˆtons
plus particulie`rement attention aux cas ou` l’outil n’est pas en mesure de donner une
borne « optimale ». Ne´anmoins, les re´sultats obtenus par Gappa seront retenus dans
l’e´nonce´ des lemmes qui suivent. Les scripts Gappa constituent l’annexe B du manuscrit.
Dans l’ensemble de la section, nous supposerons que les coefficients de la forme h
kλk
p
sont e´value´s dans l’ordre qui suit :
h⊗ ⋅ ⋅ ⋅ ⊗ h⊘ p⊗ λ̃⊗ ⋅ ⋅ ⋅ ⊗ λ̃.
Nous avons ne´anmoins teste´ d’autres ordres d’e´valuation et les bornes exhibe´es
semblent demeurer valides.
Dans cette section, le format conside´re´ est binary64. Les me´thodes conside´re´es sont
stables et nous exploitons la re´gion de stabilite´ du produit hλ.
Remarque 3. Les bornes que nous proposons ou souhaitons ve´rifier via Gappa tirent
parti de la forme des expressions, notamment du nombre d’arrondi qu’elles comportent :● concernant l’erreur relative :● pour une expression comportant n arrondis (i.e. les ope´rations arrondies ⊗ et⊘, les coefficients λ̃, etc), l’erreur relative est borne´e par nu+O(u2). Lorsque
la constante associe´e au grand O est suffisamment petite, nous pourrons re-
tenir la borne (n + 0,01)u [107, §3.4],● cependant, cette borne peut dans certains cas eˆtre raffine´e : lorsque n ⩽ 3,
Jeannerod et Rump [119, §5.1] montrent que le terme en u2 peut eˆtre supprime´
de la borne et que l’erreur relative peut eˆtre borne´e par nu,● concernant l’erreur absolue :● pour une expression donne´e f(h,λ) comportant n arrondis, l’erreur absolue
est borne´e par (n+0,01)u∣f(h,λ)∣, la borne sur ∣f(h,λ)∣ e´tant obtenue a` partir
des contraintes sur hλ impose´es par la re´gion de stabilite´ [107, §3.4],
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● dans certains cas, e.g. dans certaines expressions uniquement constitue´es
d’additions ou de multiplications, nous parvenons a` obtenir la borne nu∣f(h,λ)∣
sans terme en u2 [89].
La premie`re me´thode e´tudie´e est la me´thode d’Euler :
Lemme 5.5. Borne sur l’erreur locale pour la me´thode d’Euler
Soit h ∈ F, λ ∈ R. Soit n ∈ N. Soit (ỹn)n∈N la suite des solutions calcule´es via une
imple´mentation « na¨ıve » de la me´thode d’Euler (voir section 5.1.2) dans le format
binary64. Soit (εn)n∈N la suite des erreurs locales associe´es a` cette imple´mentation.
Supposons que −2 ⩽ hλ ⩽ −2−100 (stabilite´) et 2−60 ⩽ h ⩽ 1. Alors :● ∣ỹn∣ ⩾ ξ2(1−2u) ⇒ εn+1 ⩽ 9,01u ∣ỹn∣ ;● εn+1 ⩽ 9,01u ∣ỹn∣ + 1,01η.
De´monstration. La de´monstration repose sur l’application du lemme 5.4 avec y = ỹn,
X1 = ỹn, α1 = 1, C1 = 0, D1 = 0, X2 = h⊗ λ̃ et α2 = hλ. Il faut exhiber la constante C2.
En utilisant Gappa (voir annexe B, fichier euler.gappa), nous obtenons ∣X2 −hλ∣ ⩽
4 × 2−53 a` partir des intervalles de valeurs que peuvent prendre hλ et h, i.e. C2 = 4.
Comme il y a 2 arrondis (la multiplication et l’arrondi sur λ), cela est cohe´rent avec la
borne 2u∣hλ∣ ⩽ 2u × 2 (voir remarque 3).
Concernant la borne sur l’erreur relative, d’apre`s la remarque 3, comme le nombre
d’arrondis est 2 ⩽ 3, nous pensons que la borne la plus fine pouvant eˆtre obtenue est�X2−hλ
hλ
� ⩽ 2×2−53. Gappa ne parvient pas a` ve´rifier cette borne mais ve´rifie �X2−hλhλ � ⩽ 2,01×
2−53. En fait, les the´ore`mes utilise´s par Gappa utilise les bornes d’erreurs standards en u
et non les bornes raffine´es faisant intervenir le terme u1+u . Le remplacement de la quantite´
u par u1+u dans ces the´ore`mes semble suffisante pour de´montrer automatiquement la
borne plus fine P2 = 2u, que nous choisissons de retenir.
L’application du lemme 5.4 donne ensuite
∣ỹn∣ ⩾ ξ
2(1 − 2u) ⇒ εn+1 ⩽ ∣ỹn∣ �4u + u (1 + 2∣hλ∣ + 8u) + u2(4u + ∣hλ∣)� .
Il faut noter que ξ2(1−2u) a e´te´ choisi de manie`re a` garantir les conditions du lemme 5.4
sur le seuil M . De plus, le lemme 5.4 nous donne :
εn+1 ⩽ ∣ỹn∣ (4u + u (1 + 2∣hλ∣ + 8u) + u2(4u + ∣hλ∣)) + 0,5(1 + u)η.
Comme ∣hλ∣ ⩽ 2, nous avons :
εn+1 ⩽ ∣ỹn∣ �9u + 10u2 + 4u3� + 0,5(1 + u)η ⩽ 9,01u ∣ỹn∣ + 1,01η
et ∣ỹn∣ ⩾ ξ
2(1 − 2,01u) ⇒ εn+1 ⩽ ∣ỹn∣ �9u + 10u2 + 4u3� ⩽ 9,01u ∣ỹn∣ .
5.4. ERREURS LOCALES 83
Lemme 5.6. Borne sur l’erreur locale pour la me´thode RK2
Soit h ∈ F, λ ∈ R. Soit n ∈ N. Soit (ỹn)n∈N la suite des solutions calcule´es via une imple´-
mentation « na¨ıve » de la me´thode RK2 (voir section 5.1.2) dans le format binary64.
Soit (εn)n∈N la suite des erreurs locales associe´es a` cette imple´mentation. Supposons que−2 ⩽ hλ ⩽ −2−100 (stabilite´) et 2−60 ⩽ h ⩽ 1. Alors :● ∣ỹn∣ ⩾ ξ2(1−5,01u) ⇒ εn+1 ⩽ 24,03u ∣ỹn∣ ;● εn+1 ⩽ 24,03u ∣ỹn∣ + 1,01η.
De´monstration. L’imple´mentation na¨ıve de RK2 est caracte´rise´e par la relation :�yn+1 = ○ �ỹn + hλ̃ỹn + hh12 λ̃λ̃ỹn� .
L’hypothe`se de stabilite´ line´aire est �1 + hλ + h2λ22 � ⩽ 1. En prenant comme mode`le
la de´monstration du lemme 5.5 pour la me´thode d’Euler, nous appliquons plusieurs
fois le lemme 5.4 pour reconstruire la borne sur l’erreur locale de la me´thode RK2. Le
tableau 5.1 contient les valeurs successives correspondant a` α, C, P2 et D. Le seuil M
a` partir duquel il n’y a pas de de´passement de capacite´ infe´rieur au cours d’un pas de
calcul est de´termine´ par les diffe´rents seuils Mloc correspondant a` chaque terme de ce
pas de calcul : il suffit de choisir M comme la valeur maximale prise par Mloc.
Les 3 premie`res lignes du tableau 5.1 re´utilisent les valeurs trouve´es pour borner
l’erreur locale de la me´thode d’Euler dans le lemme 5.5 (car l’hypothe`se sur hλ est
identique, i.e. −2 ⩽ hλ ⩽ −2−100).
Concernant la borne de la ligne 4, Gappa (voir annexe B, fichier rk2.gappa) donne
C2 = 10,01 et P2 = 5,01u. Ces re´sultats sont cohe´rents avec la remarque 3, car il n’y a
pas 6 arrondis, mais seulement 5, la division par 2 e´tant exacte.
La dernie`re ligne (ligne 5) correspond a` l’application du lemme 5.4 avec les valeurs
C et α des lignes 3 et 4 et l’hypothe`se −2 ⩽ hλ ⩽ 0 :
εn+1 ⩽ ∣ỹn∣ �9,01u + 10,01u + u�∣1 + hλ∣ + 2 �h2λ2
2
�� + 0,01u� + (1 + u)(0,5 + 0,5(1 + u))η⩽ 24,03u ∣ỹn∣ + 1,01η.
Ici, M est la valeur maximale prise par Mloc, i.e.,
ξ
2(1−5,01u) .
Tableau 5.1 – E´tapes pour borner l’erreur locale de la me´thode RK2
Ligne Terme FP C P2 Mloc D
1 ỹn 0 − 0 0
2 h⊗ λ̃ 4 2u − −
3 ○ �ỹn + hλ̃ỹn� 9,01u − ξ2(1−2,01u) 0,5(1 + u)
4 ○ �hh12 λ̃λ̃� 10,01u 5,01u − −
5 ○ [ỹn + . . . ] 24,03 − ξ2(1−5,01u) 1 + 1,51u
5.4. ERREURS LOCALES 84
Lemme 5.7. Borne sur l’erreur locale pour la me´thode RK4
Soit h ∈ F, λ ∈ R. Soit n ∈ N. Soit (ỹn)n∈N la suite des solutions calcule´es via une imple´-
mentation « na¨ıve » de la me´thode RK4 (voir section 5.1.2) dans le format binary64.
Soit (εn)n∈N la suite des erreurs locales associe´es a` cette imple´mentation. Supposons que−2 ⩽ hλ ⩽ −2−100 (stabilite´) et 2−60 ⩽ h ⩽ 1. Alors :● ∣ỹn∣ ⩾ 3ξ1−3,01u ⇒ εn+1 ⩽ 54,47 ∣ỹn∣ ;● εn+1 ⩽ 54,47u ∣ỹn∣ + 5,34η.
De´monstration. L’hypothe`se de stabilite´ line´aire associe´e a` la me´thode RK4 est :
�1 + hλ + h2λ2
2
+ h3λ3
12
+ h4λ4
24
� ⩽ 1,
Une condition optimale de stabilite´ serait de la forme −2,785293 563 405281 7... ⩽
hλ ⩽ 0. Nous choisissons ne´anmoins, au prix de bornes moins optimales, de nous limiter
a` la condition −2 ⩽ hλ ⩽ 0. Ainsi, nous travaillons sur le meˆme domaine de valeurs que
pour les me´thodes d’Euler et de RK2, ce qui nous permet de comparer les re´sultats
obtenus. Comme pour Euler et RK2, nous proce´dons a` des applications successives
du lemme 5.4 et utilisons Gappa (voir annexe B, fichier RK4.gappa) pour borner les
coefficients en hλ via les intervalles de valeurs pour hλ et h. La tableau 5.2 contient les
valeurs correspondant a` α, C, P2, D etMloc pour les termes d’un pas de calcul. Ici, nous
pouvons prendre M = 3ξ1−3,01u , qui est la valeur maximale prise par Mloc. Notons que,
dans ce cas,M n’est pas la valeurMloc correspondant au dernier terme du pas de calcul.
Les re´sultats du tableau 5.2 sont obtenus de la manie`re suivante :● ligne 1 : trivialement, C =D =Mloc = 0.
● ligne 2 : Gappa obtient �○ �h16 λ̃� − hλ6 � ⩽ u et �○[h 16 λ̃]−hλ6hλ
6
� ⩽ 3,01u, ce qui est cohe´-
rent avec le fait qu’il y ait 3 arrondis et que �hλ6 � ⩽ 13 . Nous pensons cependant que
la borne d’erreur relative peut eˆtre re´duite a` 3u (voir [119, §5.1] et remarque 3).
● ligne 3 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �0u + u + u�1 + 2 �hλ
6
�� + 0,01u� + 0,5(1 + u) ⩽ 2,68u ∣ỹn∣ + 0,5(1 + u).
Nous choisissons Mloc = 3ξ1−3,01u .● ligne 4 : Gappa obtient �○ �h13 λ̃� − hλ3 � ⩽ 2u et �○[h 13 λ̃]−hλ3hλ
3
� ⩽ 3,01u, ce qui est cohe´-
rent avec le fait qu’il y ait 3 arrondis et que �hλ6 � ⩽ 13 . Nous pensons cependant que
la borne d’erreur relative peut eˆtre re´duite a` 3u (voir [119, §5.1] et remarque 3).
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Tableau 5.2 – E´tapes pour borner l’erreur locale de la me´thode RK4
Ligne Terme FP C P2 Mloc D
1 ỹn 0 − 0 0
2 h⊗ 16 ⊗ λ̃ 1 3,01u − −
3 ○ �ỹn + h16 λ̃� 2,68 − 3ξ1−3,01u 0,5(1 + u)
4 h⊗ 13 ⊗ λ̃ 2 3,01u − −
5 ○ �ỹn + h16 λ̃ + h13 λ̃� 6,69 − 3ξ2(1−3,01u) 1 + 1,51u
6 ○ �h2 16 λ̃2� 4 6,01u − −
7 ○ �ỹn + ⋅ ⋅ ⋅ + h2 16 λ̃2� 12,04 − 3ξ2(1−6,01u) 1,53(1 + u)
8 h⊗ 13 ⊗ λ̃ 2 3,01u − −
9 ○ �ỹn + ⋅ ⋅ ⋅ + h13 λ̃� 16,05 − 3ξ2(1−3,01u) 2,06 + 1,55u
10 ○ �h2 16 λ̃2� 4 6,01u − −
11 ○ �ỹn + ⋅ ⋅ ⋅ + h2 16 λ̃2� 21,4 − 3ξ2(1−6,01u) 2,59 + 1,57u
12 ○ �h3 112 λ̃3� 6 9,01u − −
13 ○ �ỹn + ⋅ ⋅ ⋅ + h3 112 λ̃3� 29,41 − 3ξ2(1−9,01u) 3,13 + 1,59u
14 h⊗ 16 ⊗ λ̃ 1 3,01u − −
15 ○ �ỹn + ⋅ ⋅ ⋅ + h16 λ̃� 31,42 − 3ξ1−3,01u 3,67 + 1,61u
16 ○ �h2 16 λ̃2� 4 6,01u − −
17 ○ �ỹn + ⋅ ⋅ ⋅ + h2 16 λ̃2� 37,1 − 3ξ2(1−6,01u) 4,22 + 1,63u
18 ○ �h3 112 λ̃3� 6 9,01u − −
19 ○ �ỹn + ⋅ ⋅ ⋅ + h3 112 λ̃3� 44,78 − 3ξ2(1−9,01u) 4,77 + 1,65u
20 ○ �h4 124 λ̃4� 8 12,01u − −
21 ○ �ỹn + ⋅ ⋅ ⋅ + h4 124 λ̃4� 54,47 − 3ξ2(1−12,01u) 5,33 + 1,67u
● ligne 5 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �2,68u + 2u + u��1 + hλ
6
� + 2 �hλ
3
�� + 0,01u� + (1 + u)(0,5(2 + u))η⩽ 6,69u ∣ỹn∣ + (1 + 1,51u)η.
Nous choisissons Mloc = 3ξ2(1−3,01u) .● ligne 6 : Gappa obtient �○ �h2 16 λ̃2� − h2λ26 � ⩽ 4u et �○[h2 16 λ̃2]−h2λ26h2λ2
6
� ⩽ 6,01u, ce qui
est cohe´rent avec la remarque 3 car il y a 6 arrondis et que �h2λ26 � ⩽ 23 .
● ligne 7 : par application du lemme 5.4 :
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εn+1 ⩽ ∣ỹn∣ �6,69u + 4u + u��1 + hλ
6
+ hλ
3
� + 2 �h2λ2
6
�� + 0,01u�+ (1 + u)(0,5 + 1 + 1,51u)η⩽ 12,04u ∣ỹn∣ + 1,53(1 + u)η.
Nous choisissons Mloc = 3ξ2(1−6,01u) .
● ligne 8 : voir ligne 4.● ligne 9 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �12,04u + 2u + u��1 + hλ
6
+ hλ
3
+ h2λ2
6
� + 2 �hλ
3
�� + 0,01u�+ (1 + u)(0,5 + 1,53(1 + u))η⩽ 16,05u ∣ỹn∣ + (2,06 + 1,55u)η.
Nous choisissons Mloc = 3ξ2(1−3,01u) .
● ligne 10 : voir ligne 6.● ligne 11 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �16,05u + 4u + u��1 + hλ
6
+ hλ
3
+ h2λ2
6
+ hλ
3
� + 2 �h2λ2
6
�� + 0,01u�+ (1 + u)(0,5 + 2,06 + 1,55u)η⩽ 21,4u ∣ỹn∣ + (2,59 + 1,57u)η.
Nous choisissons Mloc = 3ξ2(1−6,01u) .
● ligne 12 : Gappa obtient �○ �h3 112 λ̃3� − h3λ312 � ⩽ 6u et �○[h3 112 λ̃3]−h3λ312h3λ3
12
� ⩽ 9,01u, ce qui
est cohe´rent avec la remarque 3 car il y a 9 arrondis et que �h3λ312 � ⩽ 23 .
● ligne 13 : par application du lemme 5.4 :
εn+1 ⩽∣ỹn∣ �21,4u + 6u + u��1 + hλ
6
+ hλ
3
+ h2λ2
6
+ hλ
3
+ h2λ2
6
� + 2 �h3λ3
12
�� + 0,01u�+ (1 + u)(0,5 + 2,59 + 1,57u)η⩽ 29,41u ∣ỹn∣ + (3,13 + 1,59u)η.
Nous choisissons Mloc = 3ξ2(1−9,01u) .
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● ligne 14 : voir ligne 1.● ligne 15 : par application du lemme 5.4 :
εn+1 ⩽∣ỹn∣ �29,41u + u + u��1 + hλ
6
+ hλ
3
+ h2λ2
6
+ hλ
3
+ h2λ2
6
+ h3λ3
12
� + 2 �hλ
6
�� + 0,01u�+ (1 + u)(0,5 + 3,13 + 1,59u)η⩽ 31,42u ∣ỹn∣ + (3,67 + 1,61u)η.
Nous choisissons Mloc = 3ξ1−3,01u) .
● ligne 16 : voir ligne 6.● ligne 17 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �31,42u + 4u + u��1 + 2hλ
6
+ 2hλ
3
+ 2h2λ2
6
+ h3λ3
12
� + 2 �h2λ2
6
�� + 0,01u�+ (1 + u)(0,5 + 3,67 + 1,61u)η⩽ 37,1u ∣ỹn∣ + (4,22 + 1,63u)η.
Nous choisissons Mloc = 3ξ2(1−6,01u) .
● ligne 18 : voir ligne 12.● ligne 19 : par application du lemme 5.4 :
εn+1 ⩽ ∣ỹn∣ �37,1u + 6u + u��1 + 2hλ
6
+ 2hλ
3
+ 3h2λ2
6
+ h3λ3
12
� + 2 �h3λ3
12
�� + 0,01u�+ (1 + u)(0,5 + 4,22 + 1,63u)η⩽ 44,78u ∣ỹn∣ + (4,77 + 1,65u)η.
Nous choisissons Mloc = 3ξ2(1−9,01u) .
● ligne 20 : Gappa obtient �○ �h4 124 λ̃4� − h4λ424 � ⩽ 8u et �○[h4 124 λ̃4]−h4λ424h4λ4
24
� ⩽ 12,01u, ce
qui est cohe´rent avec la remarque 3 car il y a 12 arrondis et que �h4λ424 � ⩽ 23 .
● ligne 21 : par application du lemme 5.4 :
εn+1 ⩽∣ỹn∣ �44,78u + 8u + u��1 + 2hλ
6
+ 2hλ
3
+ 3h2λ2
6
+ 2h3λ3
12
� + 2 �h4λ4
24
�� + 0,01u�+ (1 + u)(0,5 + 4,77 + 1,65u)η⩽ 54,47u ∣ỹn∣ + 5,34η.
Nous choisissons Mloc = 3ξ2(1−12,01u) .
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Le tableau 5.3 synthe´tise les valeurs finales de C, D et M pour les imple´mentations
na¨ıves des me´thodes d’Euler, de RK2 et de RK4 en binary64.
Tableau 5.3 – Synthe`se des constantes d’erreurs locales pour Euler, RK2 et RK4
Me´thode C D M re´sultat
Euler 9,01u 1,01 ξ2(1−2u) lemme 5.5
RK2 24,03u 1,01 ξ2(1−5,01u) lemme 5.6
RK4 54,47u 5,34 3ξ1−3u lemme 5.7
5.5 Erreurs globales
En section 5.4, nous avons exhibe´ des bornes sur l’erreur locale de me´thodes clas-
siques. Comme indique´ en section 5.2, l’e´tape suivante consiste a` borner l’erreur d’ar-
rondi globale de ces meˆmes me´thodes. Nous prouvons tout d’abord, en section 5.5.1,
que nous pouvons de´duire une borne d’erreur globale a` partir d’une borne sur les erreurs
locales relatives de toutes les ite´rations pre´ce´dentes. Nous en de´duisons ensuite, en sec-
tion 5.5.2, les bornes d’erreurs globales associe´es aux me´thode d’Euler, de Runge-Kutta
2 et de Runge-Kutta 4.
5.5.1 Passage des erreurs locales aux erreurs globales
Cette section est voue´e au lien de de´pendance entre erreurs locales et globales.
L’analyse propose´e inclut la gestion des de´passements de capacite´ infe´rieurs lors du
passage des erreurs locales aux erreurs globales.
Tout d’abord, nous prouvons un lemme auxiliaire et relativement simple :
Lemme 5.8. Soit C ⩾ 0, ρ ⩾ 0. Supposons que 0 < Cu + ρ. Alors, pour tout n ∈ N :
(Cu + ρ)n+1 �ε0 + nCu∣y0∣
Cu + ρ� +Cuρn∣y0∣ ⩽ (Cu + ρ)n+1 �ε0 + (n + 1)Cu∣y0∣Cu + ρ� .
De´monstration. En simplifiant par (Cu + ρ)n+1 ε0 de chaque coˆte´ de l’ine´galite´, il reste
a` prouver :
(Cu + ρ)n+1 nCu∣y0∣
Cu + ρ +Cuρn ∣y0∣ ⩽ (Cu + ρ)n+1 (n + 1)Cu∣y0∣Cu + ρ .
En simplifiant par (Cu + ρ)n+1nCu∣y0∣Cu+ρ , il reste a` prouver que :
Cuρn ∣y0∣ ⩽ (Cu + ρ)n+1 Cu∣y0∣
Cu + ρ .
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Cela est trivialement vrai si y0 = 0 ou C = 0. Dans les autres cas, il reste a` prouver :
ρn ⩽ (Cu + ρ)n+1 1
Cu + ρ = (Cu + ρ)n.
Comme C ⩾ 0, l’ine´galite´ est ve´rifie´e, ce qui ache`ve la de´monstration.
Le the´ore`me qui suit permet d’obtenir une borne sur l’erreur d’arrondi globale d’une
me´thode donne´e a` partir de toutes les erreurs locales pre´ce´dentes. Dans la section 5.4, la
borne sur l’erreur locale a` l’ite´ration n de´pend de l’occurrence ou non de de´passements
de capacite´ infe´rieurs. Le caracte`re stable des me´thodes e´tudie´es permet en fait de
montrer que, tant que la dernie`re erreur locale n’est pas impacte´e par les de´passements
de capacite´ infe´rieurs, il en est de meˆme pour l’erreur globale.
The´ore`me 5.9. Passage des erreurs locales aux erreurs globales
Soit h ∈ F, λ ∈ R. Soit C ⩾ 0,D ⩾ 0,M > 0. Conside´rons une me´thode de Runge-Kutta
dont la fonction de stabilite´ est R(h,λ). Soit (ỹn)n∈N la suite des solutions calcule´es
par cette me´thode. Soient (εn)n∈N et (En)n∈N les suites des erreurs locales et globales
associe´es a` l’imple´mentation de cette me´thode. Supposons que :● ∀n ∈ N∗, ∣ỹn∣ ⩾M ⇒ εn ⩽ Cu∣�yn−1∣ ;● ∀n ∈ N∗, εn ⩽ Cu∣�yn−1∣ +Dη ;● 0 < Cu + ∣R(h,λ)∣ < 1.
Alors :● ∀n, ∣ỹn∣ ⩾M ⇒ ∣En∣ ⩽ (Cu + ∣R(h,λ)∣)n �ε0 + n Cu∣y0∣Cu+∣R(h,λ)∣� ;● ∀n, ∣En∣ ⩽ (Cu + ∣R(h,λ)∣)n �ε0 + n Cu∣y0∣Cu+∣R(h,λ)∣� + nDη.
De´monstration. Nous proce´dons par induction sur n. Pour n = 0, nous avons :
∣E0∣ = ε0 = (Cu + ∣R(h,λ)∣)0 �ε0 + 0 Cu∣y0∣
Cu + ∣R(h,λ)∣� + 0Dη
et les deux conclusions du the´ore`me sont trivialement vraies.
Supposons que le re´sultat est vrai pour un certain n ∈ N.● Supposons que ∣�yn+1∣ ⩾M .
Par application du lemme 5.1, nous avons ∣ỹn∣ ⩾ M . Essayons maintenant de
borner ∣En+1∣ par simple de´pliage des de´finitions d’erreurs donne´es par les e´qua-
tions (6.4) et (6.5) et via une ine´galite´ triangulaire :
∣En+1∣ ⩽ ∣�yn+1 −R(h,λ)ỹn∣ + ∣R(h,λ)ỹn −R(h,λ)yn∣ = εn+1 + ∣R(h,λ)∣ ∣En∣.
Nous bornons εn+1 en utilisant l’hypothe`se du the´ore`me :
εn+1 ⩽ Cu∣ỹn∣ ⩽ Cu (∣ỹn − yn∣ + ∣yn∣) = Cu∣En∣ +Cu ∣R(h,λ)∣n ∣y0∣. (5.8)
Puis, via l’e´quation (5.8) :
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∣En+1∣ ⩽
Cu∣En∣+Cu∣R(h,λ)∣n∣y0∣+∣R(h,λ)∣∣En∣ = (Cu+∣R(h,λ)∣)∣En∣+Cu∣R(h,λ)∣n∣y0∣.
En utilisant l’hypothe`se d’induction, nous obtenons :
∣En+1∣ ⩽ (Cu + ∣R(h,λ)∣)(Cu + ∣R(h,λ)∣)n �ε0 + n Cu∣y0∣
Cu + ∣R(h,λ)∣�+ Cu ∣R(h,λ)∣n ∣y0∣
= (Cu + ∣R(h,λ)∣)n+1 �ε0 + n Cu∣y0∣
Cu + ∣R(h,λ)∣� + Cu ∣R(h,λ)∣n ∣y0∣.
Puis, en appliquant le lemme 5.8 avec ρ = ∣R(h,λ)∣ :
∣En+1∣ ⩽ (Cu + ∣R(h,λ)∣)n+1 �ε0 + (n + 1) Cu∣y0∣
Cu + ∣R(h,λ)∣� .● Supposons que ∣�yn+1∣ est quelconque.
En bornant εn+1 a` partir des hypothe`ses :
∣En+1∣ ⩽ εn+1 + ∣R(h,λ)∣∣En∣ ⩽ Cu∣ỹn∣ +Dη + ∣R(h,λ)∣∣En∣⩽ Cu (∣ỹn − yn∣ + ∣yn∣) +Dη + ∣R(h,λ)∣∣En∣= Cu∣En∣ +Cu ∣R(h,λ)∣n∣y0∣ +Dη + ∣R(h,λ)∣∣En∣= (Cu + ∣R(h,λ)∣)∣En∣ +Cu∣R(h,λ)∣n∣y0∣ +Dη.
En utilisant l’hypothe`se d’induction, nous obtenons :
∣En+1∣ ⩽ (Cu + ∣R(h,λ)∣)×�(Cu + ∣R(h,λ)∣)n �ε0 + n Cu∣y0∣Cu+∣R(h,λ)∣� + nDη� +Cu∣R(h,λ)∣n∣y0∣ +Dη
= (Cu + ∣R(h,λ)∣)n+1 �ε0 + n Cu∣y0∣Cu+∣R(h,λ)∣�
+Cu∣R(h,λ)∣n ∣y0∣ + (Cu + ∣R(h,λ)∣)nDη +Dη
⩽ (Cu + ∣R(h,λ)∣)n+1 �ε0 + n Cu∣y0∣Cu+∣R(h,λ)∣� +Cu∣R(h,λ)∣n ∣y0∣ + (n + 1)Dη.
En appliquant le lemme 5.8 :
∣En+1∣ ⩽ (Cu + ∣R(h,λ)∣)n+1 �ε0 + (n + 1) Cu∣y0∣
Cu + ∣R(h,λ)∣� + (n + 1)Dη.
Ce the´ore`me permet de borner l’erreur d’arrondi globale de fac¸on ge´ne´rique, meˆme
en pre´sence de de´passements de capacite´ infe´rieurs. Bien que les erreurs locales s’accu-
mulent au cours des ite´rations, l’erreur globale ne diverge pas de manie`re trop rapide.
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Le phe´nome`ne s’explique par la proprie´te´ de stabilite´ line´aire : il y a un effet d’amortis-
sement des premie`res erreurs duˆ a` la multiplication par ∣R(h,λ)∣ < 1. Ce re´sultat induit
donc une relation inte´ressante entre la stabilite´ au sens de l’analyse nume´rique et la
stabilite´ au sens de l’arithme´tique a` virgule flottante. En l’absence de de´passement de
capacite´ infe´rieur, le the´ore`me 5.9 donne e´galement une borne sur l’erreur relative :
� ỹn − yn
yn
� ⩽ �Cu + ∣R(h,λ)∣∣R(h,λ)∣ �n �� ỹ0 − y0y0 � + n CuCu + ∣R(h,λ)∣� .
Si, de plus, Cu≪ ∣R(h,λ)∣, l’expression se re´duit a` :
� ỹn − yn
yn
� ≲ � ỹ0 − y0
y0
� + n Cu∣R(h,λ)∣ . (5.9)
Les re´sultats de la section 5.4 montrent qu’en pratique la constante C est de petite
taille (au plus 54,47 pour les me´thodes de Runge-Kutta conside´re´es). Faire l’hypothe`se
Cu ≪ ∣R(h,λ)∣ est donc raisonnable et permet d’obtenir une borne d’erreur relative
proportionnelle au nombre n d’ite´rations.
Le the´ore`me 5.9 est un cas particulier du the´ore`me 6.12 qui correspond au cas
matriciel et a e´te´ formalise´ en Coq.
5.5.2 Bornes sur l’erreur globale de me´thodes de Runge-Kutta
En section 5.4, nous avons exhibe´ des bornes sur les erreurs locales de certaines me´-
thodes de Runge-Kutta. Puis, en section 5.5.1, nous avons montre´ qu’il e´tait possible
de borner l’erreur d’arrondi globale a` partir des bornes d’erreurs locales des ite´rations
pre´ce´dentes (the´ore`me 5.9). L’obtention de bornes d’erreurs globales est donc un pro-
ce´de´ me´canique et presque imme´diat. Dans cette section, nous bornons l’erreur globale
induite par les me´thodes d’Euler, de Runge-Kutta 2 et de Runge-Kutta 4. Comme dans
la section 5.4.2, le format conside´re´ est binary64.
Nous commenc¸ons par la me´thode d’Euler, pour laquelle il faut instancier le the´o-
re`me 5.9 avec les constantes du lemme 5.5, i.e. C = 9,01, D = 1,01 et M = ξ2(1−2u) .
The´ore`me 5.10. Borne sur l’erreur globale de la me´thode d’Euler
Soit h ∈ F, λ ∈ R. Supposons que −2 ⩽ hλ ⩽ −2−100, 9,01u + ∣1 + hλ∣ < 1 (stabilite´) et
2−60 ⩽ h ⩽ 1. Alors, dans le format binary64 :● ∀n, ∣En∣ ⩽ (9,01u + ∣1 + hλ∣)n �ε0 + n 9,01u∣y0∣9,01u+∣1+hλ∣� + 1,01nη ;● ∀n, ∣ỹn∣ ⩾ ξ2(1−2u) ⇒ ∣En∣ ⩽ (9,01u + ∣1 + hλ∣)n �ε0 + n 9,01u∣y0∣9,01u+∣1+hλ∣�.
De meˆme, pour la me´thode de Runge-Kutta d’ordre 2, il suffit d’instancier le the´o-
re`me 5.9 en utilisant les constantes donne´es par le lemme 5.6.
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The´ore`me 5.11. Borne sur l’erreur globale de la me´thode RK2
Soit h ∈ F, λ ∈ R. Supposons que −2 ⩽ hλ ⩽ −2−100, 24,03u+ �1 + hλ + h2λ22 � < 1 (stabilite´)
et 2−60 ⩽ h ⩽ 1. Alors, dans le format binary64 :● ∀n, ∣En∣ ⩽ �24,03u + �1 + hλ + h2λ22 ��n �ε0 + n 24,03u∣y0∣24,03u+�1+hλ+h2λ2
2
�� + 1,01nη ;
● ∀n, ∣ỹn∣ ⩾ ξ2(1−5,01u) ⇒ ∣En∣ ⩽ �24,03u + �1 + hλ + h2λ22 ��n �ε0 + n 24,03u∣y0∣24,03u+�1+hλ+h2λ2
2
��.
Enfin, nous utilisons les constantes exhibe´es dans le lemme 5.7 pour borner l’erreur
globale induite par la me´thode RK4. Nous notons R(h,λ) = 1 + hλ + h2λ22 + h3λ312 + h4λ424 .
The´ore`me 5.12. Borne sur l’erreur globale de la me´thode RK4
Soit h ∈ F, λ ∈ R. Supposons que −2 ⩽ hλ ⩽ −2−100, 54,47u + ∣R(h,λ)∣ < 1 (stabilite´) et
2−60 ⩽ h ⩽ 1. Alors, dans le format binary64 :● ∀n, ∣En∣ ⩽ (54,47u + ∣R(h,λ)∣)n �ε0 + n 54,47u∣y0∣54,47u+∣R(h,λ)∣� + 5,34nη ;● ∀n, ∣ỹn∣ ⩾ 3ξ1−3,01u ⇒ ∣En∣ ⩽ (54,47u + ∣R(h,λ)∣)n �ε0 + n 54,47u∣y0∣54,47u+∣R(h,λ)∣�.
5.6 Gestion des de´passements de capacite´ supe´rieurs
Les me´thodes e´tudie´es ne comportant que des additions et multiplications, il est
relativement simple de ve´rifier a posteriori l’occurrence d’un de´passement supe´rieur.
Toutefois, comme nous ne conside´rons que des me´thodes stables, le lemme 5.2 assure
la de´croissance des solutions en l’absence de de´passement de capacite´ infe´rieur. Cela
permet de prouver l’absence de de´passement supe´rieur au cours des ite´rations sur la
seule donne´e d’une borne raisonnable sur ỹ0. Ces re´sultats n’ont pas e´te´ ge´ne´ralise´s au
cas matriciel dans le chapitre 6 et ne sont pour l’heure pas formalise´s en Coq.
Nous distinguons les de´passements de capacite´ locaux et globaux. Nous dirons
qu’une me´thode provoque un de´passement de capacite´ local a` l’ite´ration n si au moins
l’un des calculs interme´diaires de l’ite´ration n provoque un de´passement de capacite´
supe´rieur. Pour eˆtre plus pre´cis, conside´rons une me´thode de Runge-Kutta caracte´rise´e
par la relation �yn+1 =�si=0 α̃i⊗ ỹn, i.e., �yn+1 = (α̃0 ⊗ ỹn ⊕ (α̃1 ⊗ ỹn ⊕ (⋅ ⋅ ⋅ ⊕ (α̃s ⊗ ỹn)) . . . ).
Nous parlerons de de´passement de capacite´ local si au moins l’une des sous-sommes�ki=0�αi+s−k ⊗ ỹn (avec k ⩽ s) provoque un de´passement supe´rieur.
Rappelons que Ω = (β − β1−p)βemax est le plus grand nombre flottant normalise´.
Lemme 5.13. De´passement local de capacite´ supe´rieur
Soit s ∈ N. Soit (α̃i)n∈N une suite de flottants. Soit y ∈ F. Soit 0 < V . Supposons que :● ∑si=0 ∣α̃i∣ ⩽ V ;● ∣y∣ ⩽ Ω(1+(s+1)u)V ;● (s + 1)u ⩽ 1 ;● ξ ⩽ 2emax−p.
Alors : ∀k ∈ N, k ⩽ s⇒ � ki=0�αi+s−k ⊗ y� ⩽ Ω.
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De´monstration. D’apre`s le the´ore`me 2.10 :
� k
i=0 �αi+s−k ⊗ y − k�i=0�αi+s−k ⊗ y� ⩽ ku1 + u k�i=0 ∣�αi+s−k ⊗ y∣.
Donc :
� k
i=0 �αi+s−k ⊗ y� ⩽ ku1 + u k�i=0 ∣�αi+s−k ⊗ y∣ + � ki=0�αi+s−k ⊗ y� .
Ainsi, par ine´galite´ triangulaire dans la somme :
� k
i=0 �αi+s−k ⊗ y� ⩽ � ku1 + u + 1� k�i=0 ∣�αi+s−k ⊗ y∣.
Bornons maintenant la somme sus-mentionne´e. Nous remarquons qu’un de´passement
de capacite´ infe´rieur pourrait se produire dans la multiplication par y. C’est la raison
pour laquelle un terme η2 apparaˆıt pour chaque terme de la sommation :
k�
i=0 ∣�αi+s−k ⊗ y∣ ⩽ k�i=0 (∣�αi+s−k ⊗ y −�αi+s−ky∣ + ∣�αi+s−ky∣) ⩽ k�i=0 �∣y∣∣�αi+s−k∣(1 + u) + η2�
⩽ Ω
V (1 + (s + 1)u)V (1 + u) + (k + 1)η2 = Ω1 + (s + 1)u(1 + u) + (k + 1)η2 .
Donc :
� k
i=0 �αi+s−k ⊗ y�
⩽ �1 + (k + 1)u
1 + u �� Ω1 + (s + 1)u(1 + u) + (k + 1)η2�
< 1 + (k + 1)u
1 + (s + 1)uΩ + (1 + (k + 1)u)(k + 1)η2 .
Donc, comme k ⩽ s et (k + 1)u ⩽ (s + 1)u ⩽ 1 :
� k
i=0 �αi+s−k ⊗ y� < Ω + (1 + (k + 1)u)(k + 1)η2
⩽ Ω + η
u
= Ω + 2ξ ⩽ Ω + 2 × 2emax−p = Ω + ulp(Ω).
Donc, comme �ki=0�αi+s−k ⊗ y est un nombre flottant, � ki=0�αi+s−k ⊗ y� ⩽ Ω.
Nous en de´duisons le re´sultat suivant :
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The´ore`me 5.14. De´passement global de capacite´ supe´rieur
Soit C ⩾ 0, M > 0. Conside´rons une me´thode de Runge-Kutta de´finie par la relation∀n ∈ N,�yn+1 =�si=0 α̃i ⊗ ỹn. Supposons que :● ∑si=0 ∣α̃i∣ ⩽ V ;● (s + 1)u ⩽ 1 ;● ∀n ∈ N∗, ∣ỹn∣ ⩾M ⇒ εn ⩽ Cu∣�yn−1∣ ;● Cu + ∣R(h,λ)∣ ⩽ 1 ;● M ⩽ Ω(1+(s+1)u)V ;● ξ ⩽ 2emax−p ;● ∣ỹ0∣ ⩽min �Ω, Ω(1+(s+1)u)V �.
Alors, pour tout n, il n’y a aucun de´passement de capacite´ supe´rieur en calculant ỹn.
De´monstration. La de´monstration se fait par induction sur n.
Si n = 0, comme ỹ0 est fini, il n’y a pas de de´passement de capacite´ supe´rieur.
Soit n un entier donne´. Supposons qu’aucun de´passement de capacite´ supe´rieur
ne s’est produit apre`s n ite´rations (hypothe`se d’induction). Si ∣ỹn∣ ⩾ M , alors d’apre`s
le lemme 5.2, ∣ỹn∣ ⩽ ∣ỹ0∣ ⩽ Ω(1+(s+1)u)V . Si ∣ỹn∣ < M alors nous avons e´galement ∣ỹn∣ <
Ω(1+(s+1)u)V . Donc, dans les deux cas, d’apre`s le lemme 5.13, pour tout k ⩽ s :
� k
i=0 �αi+s−k ⊗ ỹn� ⩽ Ω.
Donc, il n’y a pas de de´passement de capacite´ supe´rieur dans le calcul de �yn+1.
Combine´ a` l’hypothe`se d’induction, ce re´sultat ache`ve la de´monstration.
Montrons que les hypothe`ses du The´oreme 5.14 sont sense´es :● Pour pre´venir le risque de de´passement de capacite´ supe´rieur, il suffit de ve´rifier
que ∣ỹ0∣ n’est pas trop grand. Le tableau 5.4 donne les valeurs de s et un ordre de
grandeur de V et Ω(1+(s+1)u)V , en choisissant V e´gal a` sa valeur minimale ∑si=0 ∣α̃i∣
(calcule´e via les contraintes sur hλ), pour des me´thodes classiques imple´mente´es
au format binary64. En fait, les proble`mes re´solus par des me´thodes de Runge-
Kutta font ge´ne´ralement apparaˆıtre des constantes de taille raisonnable. Par
exemple, meˆme en astrophysique, les conditions initiales n’exce`dent pas 1024 [21],
qui est une valeur bien infe´rieure par rapport aux bornes du tableau 5.4.● De plus, le the´ore`me 5.14 utilise l’hypothe`se ξ ⩽ 2emax−p. En fait, tous les formats
utiles d’arithme´tique a` virgule flottante ve´rifient cette hypothe`se. Par exemple,
dans le format binary64, ξ = 2−1022 et 2emax−p = 2970.
5.7 Re´sultats empiriques
La me´thodologie adopte´e e´tant relativement ge´ne´rique, les bornes fournies peuvent
s’ave´rer pessimistes. En effet, nous ne tenons pas compte des particularite´s de chaque
e´quation diffe´rentielle et de chaque me´thode nume´rique. Les bornes que nos re´sultats
permettent d’obtenir sont valables « dans le pire cas ».
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Tableau 5.4 – Valeurs de V , s, et Ω(1+(s+1)u)V pour des me´thodes classiques en binary64
Method V s Ω(1+(s+1)u)V
Euler 3 2 Ω3+9u ≃ 5,99 × 10307
RK2 5 3 Ω5+20u ≃ 3,6 × 10307
RK4 16,5 11 Ω16,5+198u ≃ 1,09 × 10307
Nous avons ne´anmoins souhaite´ comparer ces bornes aux erreurs d’arrondi effecti-
vement commises par l’imple´mentation de me´thodes de Runge-Kutta sur des syste`mes
dynamiques particuliers. Il faut pour cela pouvoir se baser sur une imple´mentation
« ide´ale », i.e. en pre´cision infinie, des algorithmes de´crits en section 5.1.2. Plutoˆt que
d’imple´menter les me´thodes a` l’aide de nombres re´els constructifs, nous avons juge´ suffi-
sant d’utiliser MPFR avec une pre´cision de 1000 bits. Nous comparons les solutions ainsi
obtenues aux re´sultats d’une imple´mentation en double pre´cision. Prenons l’exemple de
l’e´quation y˙ = −y2 , i.e. λ = −0,5 avec la condition initiale y0 = 1. Nous re´solvons le syste`me
avec la me´thode de Runge-Kutta d’ordre 2 en choisissant un pas h = 164 sur n = 1000
ite´rations. La figure 5.2(a) montre le re´sultat de l’e´valuation de la borne obtenue (the´o-
re`me 5.11) sur l’exemple choisi. Pour n petit, une bosse apparaˆıt, puis la borne d’erreur
de´croˆıt rapidement. La borne calcule´e e´tant e´gale a` (Cu + ∣R(h,λ)∣)n n Cu∣y0∣Cu+∣R(h,λ)∣ avec
C ≈ 24, le terme dominant est de la forme nCu∣y0∣ pour n petit. En revanche, quand n
devient grand, le terme (Cu + ∣R(h,λ)∣)n domine et la borne d’erreur de´croˆıt (quasi-)
exponentiellement. Nous comparons cette borne a` l’erreur signe´e effective (figure 5.2(b)).
Les axes des ordonne´es des figures 5.2(a) et 5.2(b) ne sont pas a` la meˆme e´chelle. Il
apparaˆıt que l’erreur est petite par rapport a` la borne obtenue, avec un rapport d’environ
180. Cela s’explique par le fait que nous fournissons une analyse « pire cas», pour tout h,
pour tout λ et sans prendre en compte d’e´ventuelles compensations d’erreurs au cours
des ite´rations. Notons ne´anmoins que l’erreur effective et la borne d’erreur semblent
e´voluer de fac¸on similaire, avec une forte hausse puis une de´croissance rapide.
(a) Borne d’erreur d’arrondi (b) Erreurs d’arrondi signe´es
Figure 5.2 – Borne d’erreur d’arrondi et erreur signe´e pour RK2 applique´e au syste`me
y˙ = −y2 , i.e. λ = −0,5 avec y0 = 1 et h = 164 sur n = 1000 ite´rations.
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Figure 5.3 – Exemple de RK2 : erreur de me´thode (en rouge), borne d’erreur d’arrondi
(en bleu) et erreur signe´e (en jaune) sur une e´chelle logarithmique
Nous comparons e´galement les erreurs d’arrondi aux erreurs de me´thode des sche´-
mas de Runge-Kutta. La figure 5.3 pre´sente, sur une e´chelle logarithmique, l’erreur de
me´thode pour la me´thode RK2 (obtenue en comparant les imple´mentations MPFR sur
1000 bits de la me´thode et de la fonction exponentielle) ainsi que la borne d’erreur
d’arrondi et l’erreur d’arrondi obtenue en pratique. Bien que pessimistes, les bornes
exhibe´es restent ne´gligeables par rapport a` l’erreur de me´thode. Ces bornes suffisent
donc a` garantir que les erreurs d’arrondi ne faussent pas significativement les re´sultats.
5.8 Conclusion
Nous avons propose´ une analyse d’erreurs d’arrondi applicable a` une classe impor-
tante de me´thodes d’inte´gration nume´rique des e´quations diffe´rentielles dans le cas li-
ne´aire unidimensionnel. Cette analyse d’erreurs a` grains fins permet d’obtenir des bornes
fines et tenant compte d’e´ventuels de´passements de capacite´ infe´rieurs. Par ailleurs, nous
avons obtenu une condition suffisante sur ∣y0∣ permettant de se pre´munir de tout risque
de de´passement de capacite´ supe´rieur au cours des ite´rations d’une me´thode.
La me´thodologie adopte´e est relativement me´canique et repose sur des re´sultats
ge´ne´riques. Nous avons de plus de´roule´ l’analyse d’erreurs sur quelques exemples de
me´thodes nume´riques qui sont tre`s fre´quemment utilise´es en pratique, comme la me´-
thode d’Euler, la me´thode du point-milieu (RK2) et la me´thode RK4.
En pratique, l’utilisation de la fonction exponentielle est souvent pre´fe´re´e a` la re´-
solution nume´rique d’e´quations diffe´rentielles line´aires dans le cas unidimensionnel. Le
roˆle principal de ce chapitre est en fait d’introduire une me´thodologie ainsi que certaines
de´finitions (erreurs locales, erreurs globales, etc) comme premier pas vers l’analyse d’er-
reurs dans le cas des syste`mes line´aires matriciels, dont la re´solution nume´rique par les
me´thodes de Runge-Kutta est plus courante et qui fait l’objet du chapitre 6.
Chapitre 6
Erreurs d’arrondi des me´thodes de
Runge-Kutta : cas matriciel et
formalisation
Le chapitre 5 a permis d’introduire une me´thodologie ge´ne´rique permettant de bor-
ner les erreurs d’arrondi de me´thodes de Runge-Kutta explicites applique´es a` des sys-
te`mes line´aires scalaires. Nous e´tendons cette me´thodologie aux syste`mes line´aires ma-
triciels de la forme y′ = Ay (avec A une matrice carre´e). Il existe en effet de nombreux
cas d’utilisation de ce type d’e´quations pour mode´liser des proble`mes physiques, e.g. en
science du nucle´aire [12] ou en me´canique quantique [172]. Nous proposons de plus une
formalisation en Coq de l’ensemble des re´sultats dans le cas matriciel, ainsi que de leur
application a` des me´thodes de Runge-Kutta classiques. Nous utilisons Flocq [37, 38] et
les matrices de la bibliothe`que Mathematical Components [144].
La premie`re e´tape importante est la formalisation d’e´le´ments d’analyse matricielle
en Coq. La bibliothe`que Mathematical Components [144] est riche d’une bibliothe`que de
vecteurs et matrices comportant un nombre important de re´sultats (voir section 2.2.3).
Il faut ne´anmoins que nous formalisions l’imple´mentation des ope´rations matricielles en
arithme´tique a` virgule flottante ainsi que des bornes sur les erreurs d’arrondi associe´es.
Cette e´tape de la formalisation est la plus technique car elle repose sur des manipulations
fines de matrices, de vecteurs et de normes qui leur sont associe´es.
La seconde e´tape consiste a` ve´rifier formellement les re´sultats ge´ne´riques permettant
de construire les erreurs locales et globales associe´es aux imple´mentations de me´thodes
de Runge-Kutta. Les de´monstrations de ces re´sultats suivent des raisonnements relative-
ment naturels et pre´sentent assez peu de difficulte´s techniques. Elles peuvent cependant
s’ave´rer fastidieuses et calculatoires, ce qui peut conduire a` des erreurs de raisonnement
que l’usage de Coq permet de mieux controˆler.
Enfin, la dernie`re e´tape de la formalisation consiste a` instancier les re´sultats aux
me´thodes d’Euler et de Runge-Kutta 2. Ces applications sont calculatoires et tre`s diffi-
ciles a` mener a` la main. L’assistant de preuves Coq s’impose la` encore comme un allie´.
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Nous utilisons des tactiques, e.g. eapply et interval_tactic [150], qui permettent
d’automatiser une partie des raisonnements et de simplifier les bornes obtenues.
Ce chapitre est organise´ de la manie`re suivante. La section 6.1 pose les hypothe`ses
sur le format d’arithme´tique que nous conside´rons et rappelle ou introduit les notations
utilise´es dans la suite du chapitre. La section 6.2 de´finit les me´thodes que nous e´tudions
ainsi que leur imple´mentation dans le cadre de la re´solution des syste`mes matriciels.
Nous de´crivons ensuite, en section 6.3, les choix mene´s pour l’analyse d’erreurs ainsi
que les diffe´rentes e´tapes de la me´thodologie. La section 6.4 est voue´e a` la formalisation
en Coq des me´thodes nume´riques et de leur imple´mentation, ainsi qu’a` la spe´cification
des concepts d’erreurs locales et globales. La section 6.5 pre´sente la formalisation de
la norme infinie de Ho¨lder, utilise´e pour borner les erreurs d’arrondi. La section 6.6
de´crit quant a` elle la formalisation de re´sultats bornant les erreurs d’arrondi associe´es
aux produits de matrices. La section 6.7 pre´sente les re´sultats ge´ne´riques permettant de
borner les erreurs locales de me´thodes de Runge-Kutta, ainsi que l’application de ces
re´sultats a` des me´thodes classiques. La section 6.8 est quant a` elle voue´e aux bornes
sur les erreurs globales, i.e. accumule´es au cours des ite´rations.
6.1 Hypothe`ses et notations
Dans l’ensemble du chapitre, le format flottant conside´re´ est le format FLT de Flocq
(voir [37, 38] et section 2.2.4). La base et la pre´cision sont des parame`tres de l’analyse,
nous tenons compte d’e´ventuels de´passements graduels infe´rieurs mais ne tenons pas
compte des de´passements supe´rieurs. Le mode d’arrondi utilise´ est l’arrondi au plus
proche, la re`gle de bris d’e´galite´ e´tant quelconque. Le format flottant utilise´ dans ce
chapitre sera de´signe´ par la notation mathe´matique F. Les notations u = 12β1−p et
η = βemin−p+1 correspondent respectivement a` l’unite´ d’arrondi et au plus petit nombre
flottant de´normalise´ (voir section 2.1 pour une de´finition pre´cise) associe´s a` F.
Nous utiliserons les notations Coq (+) et (x) pour de´signer l’arrondi au plus proche
de l’addition et de la multiplication dans le format F, i.e. les ope´rations ⊕ et ⊗. Le
pre´dicat format : R -> Prop caracte´rise les nombres re´els repre´sentables dans F.
La notation ⊕ sera surcharge´e pour faire re´fe´rence a` la somme arrondie de deux
vecteurs. De meˆme, la notation ⊗ (note´e (x)_m en Coq) est utilise´e pour le produit de
matrices, avec par convention un ordre d’e´valuation de la droite vers la gauche pour les
sommations que comporte le produit matriciel. La notation ⊗ sera e´galement utilise´e
pour faire re´fe´rence a` la multiplication d’un scalaire et d’une matrice, i.e. pour tout re´el
a et toute matrice A, pour tout i, j, (a⊗A)ij = a⊗Aij.
Pour rappel, la notation ○ [⋯] signifie que toutes les ope´rations a` l’inte´rieur des
crochets sont arrondies, avec par de´faut un parenthe´sage de la droite vers la gauche.
Comme dans le chapitre 5, nous supposerons que le pas d’inte´gration h est exacte-
ment repre´sentable dans F.
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6.2 Syste`mes et me´thodes e´tudie´s
6.2.1 Re´solution nume´rique des syste`mes line´aires matriciels
par des me´thodes de Runge-Kutta
Nous nous inte´ressons a` la re´solution nume´rique de syste`mes line´aires multidimen-
sionnels, aussi appele´s syste`mes matriciels :
y˙ = Ay (6.1)
avec y ∈ Rd et A ∈ Rd×d une matrice carre´e de taille d.
L’application d’une me´thode de Runge-Kutta explicite sur le proble`me matriciel de
l’e´quation (6.1) de´finit la relation :
yn+1 = R(h,A)yn. (6.2)
Par exemple, dans le cas de la me´thode d’Euler, la relation de re´currence est :
Exemple 6.1. Application de la me´thode d’Euler explicite sur l’e´quation (6.1)
yn+1 = yn + hAyn = (I + hA)yn = REuler(h,A)yn.
De meˆme, lorsque la me´thode de Runge-Kutta d’ordre 2 est applique´e a` l’e´qua-
tion (6.1), la relation obtenue est :
Exemple 6.2. Application de la me´thode RK2 explicite sur l’e´quation (6.1)
k1 = Ayn k2 = A(yn + 1
2
hk1) = (A + 1
2
hA2)yn
yn+1 = yn + hk2 = (1 + hA + 1
2
h2A2)yn = RRK2(h,A)yn. (6.3)
6.2.2 Imple´mentations des me´thodes de Runge-Kutta
Comme pour le cas unidimensionnel (section 5.1.2), une me´thode de Runge-Kutta
peut eˆtre imple´mente´e de diverses manie`res. Pour un syste`me line´aire matriciel y′ =
Ay et un pas d’inte´gration h, une imple´mentation est caracte´rise´e par une relation�yn+1 = R̃(h, Ã, ỹn) qui permet d’obtenir la solution calcule´e �yn+1 en fonction du pas
d’inte´gration h, d’une approximation Ã de la matrice A et de la solution ỹn calcule´e a`
l’ite´ration pre´ce´dente.
Nous nous inte´ressons a` une imple´mentation particulie`re des me´thodes de Runge-
Kutta, que nous qualifions d’imple´mentation « a` la Horner » par analogie avec l’e´va-
luation a` la Horner des polynoˆmes. Les imple´mentations « a` la Horner » des me´thodes
d’Euler et de Runge-Kutta 2 sont de´finies ci-dessous.
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Exemple 6.3. L’application de la me´thode d’Euler sur l’e´quation diffe´rentielle avec
condition initiale de´finie par l’e´quation (6.1) conduit a` l’imple´mentation « a` la Hor-
ner » : �yn+1 = �REuler(h, Ã, ỹn) = ○ �ỹn + (hÃ)ỹn� .
Exemple 6.4. L’application de la me´thode RK2 sur l’e´quation diffe´rentielle avec condi-
tion initiale de´finie par l’e´quation (6.1) conduit a` l’imple´mentation « a` la Horner » :
�yn+1 = �RRK2(h, Ã, ỹn) = ○ �ỹn + (hÃ)�ỹn + �h
2
Ã� ỹn�� .
Ces imple´mentations sont obtenues en sommant l’un apre`s l’autre les termes ki utili-
se´s dans la construction des me´thodes de Runge-Kutta. En ce sens, elles sont proches des
imple´mentations que proposent na¨ıvement certains solveurs d’e´quations diffe´rentielles,
e.g. ceux qu’embarque l’outil Simulink.
Dans ce chapitre, nous proposons une analyse d’erreurs ge´ne´rique pour les imple´-
mentations de me´thodes de Runge-Kutta mais nous inte´ressons plus particulie`rement
aux e´valuations « a` la Horner » de´crites ci-dessus.
6.3 Approche choisie et me´thodologie
Dans cette section, nous pre´sentons les diffe´rentes e´tapes de la me´thodologie de´ve-
loppe´e pour l’analyse des erreurs d’arrondi des me´thodes de Runge-Kutta applique´es
aux syste`mes multidimensionnels.
6.3.1 Choix de l’approche d’analyse et de la norme
Analyse par normes ou par composantes
Nous avons tout d’abord e´te´ confronte´ au choix d’une approche pour l’analyse d’er-
reurs. Dans le cas des syste`mes multidimensionnels, les solutions calcule´es sont des
vecteurs yn ∈ Rd. Lorsque ces vecteurs sont calcule´s, ils sont entache´s d’erreurs d’ar-
rondi et nous obtenons un vecteur approche´ ỹn qui peut eˆtre vu comme la somme de
yn et d’un vecteur d’erreur en, i.e. ỹn = yn + en.
Nous avons identifie´ deux approches classiques permettant de mesurer le vecteur
d’erreur. La premie`re approche constitue ce que nous appelons l’analyse par normes .
Elle consiste a` conside´rer les vecteurs et matrices comme des points des espaces res-
pectifs Rd et Rd×d puis a` mesurer l’amplitude des vecteurs d’erreurs en leur appliquant
une norme bien choisie. La seconde approche est appele´e analyse par composantes et
consiste a` observer la re´partition des erreurs sur les diffe´rentes composantes du vecteur
d’erreur.
Dans un article de 1994 [106], Higham donne une intuition de l’analyse par normes :
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Matrix analysis would not have developed into the vast subject it is today without the
concept of representing a matrix by a single symbol. Similarly, perturbation theory would
not be such a rich and useful area if it were not for norms. A norm compresses the mn
numbers in an m × n matrix into a single scalar measure of size, enabling a perturbation
result to be presented in a form that is easy to interpret and gives insight.
— Nicholas J. Higham
Higham expose ne´anmoins quelques faiblesses de l’analyse par normes [106], qui ne
permet pas de connaˆıtre la manie`re dont sont distribue´es les erreurs sur les composantes
du vecteur d’erreur et qui me`ne a` des bornes moins fines, ce qui s’explique par la
ne´cessite´ d’appliquer de nombreuses ine´galite´s, notamment triangulaires. L’analyse par
composantes permet de pallier ces faiblesses et est fre´quemment utilise´e depuis le de´but
des anne´es 1990 comme l’atteste la revue de la litte´rature propose´e par Higham [106].
Nous avons privile´gie´ l’usage d’une analyse par normes car les syste`mes auxquels
nous nous inte´ressons sont quelconques (e.g. les matrices ne sont pas suppose´es creuses)
et que nous proposons une analyse dans le pire cas. Ce choix permet de re´utiliser en
grande partie la me´thodologie adopte´e dans le chapitre 5, la norme ayant un roˆle proche
de celui de la valeur absolue dans le cas scalaire. Nous pensons ne´anmoins qu’une analyse
par composantes aurait pu eˆtre mene´e, au prix de raisonnements plus fastidieux.
Choix d’une norme adapte´e
L’adoption d’une analyse par normes suppose le choix d’une norme adapte´e. Les
normes de Ho¨lder font partie des normes les plus utilise´es. Nous pouvons par exemple
citer la norme euclidienne ∥ ⋅ ∥2 de´finie par ∥v∥2 =√∑i<d v2i . Si cette norme est intuitive
ge´ome´triquement, elle est difficile a` manipuler et peu utilise´e en analyse d’erreurs.
Nous avons identifie´ deux normes plus adapte´es a` l’analyse d’erreurs, a` savoir les
normes ∥ ⋅ ∥1 et ∥ ⋅ ∥∞ de Ho¨lder, respectivement de´finies par :
∀v ∈ Rd, ∥v∥1 =�
i<d ∣vi∣, ∥v∥∞ =maxi<d ∣vi∣.
Ces deux normes donnent une assez bonne ide´e de l’amplitude des erreurs commises
et permettent de majorer les erreurs commises sur n’importe quelle composante du vec-
teur d’erreur. Par ailleurs, leur expression est relativement simple. En outre, les normes
matricielles subordonne´es a` ces normes vectorielles (voir section 6.5.2) s’expriment faci-
lement en fonction des coefficients de matrices. Nous faisons le choix de travailler avec
la norme ∥⋅∥∞ car celle-ci exprime la magnitude de l’erreur sur la « pire composante » 1.
1. Nous aurions pu mener une analyse similaire avec la norme ∥ ⋅∥1, dont les proprie´te´s sont proches
et dont la norme subordonne´e (voir section 6.5.2) ∣∣∣ ⋅ ∣∣∣1 ve´rifie pour toute matrice A, ∣∣∣A∣∣∣1 = ∣∣∣A⊺∣∣∣∞.
6.4. FORMALISATION DES ME´THODES ET DE´FINITIONS DES ERREURS 102
6.3.2 Me´thodologie pour borner les erreurs d’arrondi
Erreurs locales et globales
Comme dans le cas scalaire, nous distinguons les erreurs d’arrondi dites locales et
globales. Nous souhaitons borner l’erreur d’arrondi accumule´e apre`s n ite´rations d’une
me´thode nume´rique imple´mente´e en arithme´tique a` virgule flottante. Il s’agit de l’erreur
d’arrondi globale (en norme), note´e En et de´finie comme :
En = ∥ỹn − yn∥∞ = ∥R̃(h, Ã, ỹn) −R(h,A)yn∥∞. (6.4)
L’erreur locale a` l’ite´ration n correspond a` l’erreur d’arrondi commise au cours de
cette seule ite´ration de la me´thode. Elle est note´e εn et est de´finie comme :
ε0 = ∥ỹ0 − y0∥∞ ∀n ∈ N∗, εn = ∥R̃(h, Ã,�yn−1) −R(h,A)�yn−1∥∞. (6.5)
E´tapes de l’analyse d’erreurs
La me´thodologie utilise´e pour borner l’erreur globale d’une me´thode nume´rique est
assez similaire a` celle adopte´e dans le cas unidimensionnel (section 5.2), a` quelques
adaptations pre`s :● nous calculons une borne sur l’erreur d’arrondi E0 = ε0 commise lors du calcul
de la valeur initiale y0 ;● nous construisons une borne sur les erreurs locales εn en appliquant me´canique-
ment plusieurs fois un lemme technique, qui permet de ge´rer les de´passements
graduels infe´rieurs. Ce lemme est ge´ne´rique et couvre diverses formes d’imple´-
mentations, dont les imple´mentations « a` la Horner ». Nous obtenons un re´sultat
de la forme ∀n, εn ⩽ Cu∥�yn−1∥∞ +Dη avec C et D des constantes ;● comme dans le cas unidimensionnel, nous utilisons un the´ore`me ge´ne´rique (the´o-
re`me 6.12) qui permet de construire une borne sur l’erreur globale a` partir des
bornes sur les erreurs locales pre´ce´dentes, en tenant compte d’e´ventuels de´pas-
sements de capacite´ infe´rieurs. Nous instancions ce the´ore`me avec les constantes
C et D obtenues pre´ce´demment.
6.4 Formalisation des me´thodes et de´finitions des
erreurs
6.4.1 Formalisation des me´thodes et imple´mentations
Pour une dimension fixe´e, nous de´finissons un type Sc (pour Sche´ma) qui caracte´rise
les imple´mentations de me´thodes de Runge-Kutta par la relation de re´currence liant
6.4. FORMALISATION DES ME´THODES ET DE´FINITIONS DES ERREURS 103
deux ite´rations conse´cutives yn et yn+1. Dans le code Coq, la notation d.+1 permet de
ne ge´rer que les vecteurs de taille non nulle.
Definition Sc (d : nat) : Type := (R → R) → cV_d.+1 → cV_d.+1.
Un e´le´ment mth : Sc d prend pour parame`tres :● une fonction W ∈ R → R que nous appelerons fonction d’arrondi par abus de
langage. Il peut en effet s’agir soit d’un arrondi soit de la fonction identite´ (qui
permet de caracte´riser les calculs exacts, sans arrondi) ;● la solution ỹn ∈ Rd calcule´e a` l’ite´ration pre´ce´dente.
Ainsi, mth d W permet d’obtenir �yn+1 a` partir de ỹn.
A` titre d’exemples, nous avons de´fini les imple´mentations « a` la Horner » des me´-
thodes d’Euler et RK2 pour un syste`me de dimension d. Nous introduisons tout d’abord
quelques de´finitions et notations pour les ope´rations matricielles « arrondies » par la
fonction W , i.e. le re´sultat de chaque ope´ration e´le´mentaire est arrondi par W :
Definition W_plus {n m}
(W : R → R) (A : ’M[R]_(m,n)) (B : ’M[R]_(m,n)) : ’M[R]_(m,n)
:= \matrix_(i,j) (W (A i j + B i j)).
Notation "A (+)_[ W ] B" := (W_plus W A B) (at level 40).
Definition W_mult {n m p}
(W : R → R) (A : ’M[R]_(m, n)) (B : ’M[R]_(n, p)) : ’M[R]_(m, p)
:= \matrix_(i,j) \big[(fun x y ⇒ W (x + y))/0]_k (W (A i k * B k j)).
Notation "A (x)_[ W ] B" := (W_mult W A B) (at level 45).
Le mot-clef level permet de spe´cifier le niveau de priorite´ d’une notation (plus la
valeur est petite, plus le niveau de priorite´ est e´leve´).
Les matrices A (+)_[ W ] B et A (x)_[ W ] B de´signent respectivement la somme
et le produit de A et B, en conside´rant que toutes les ope´rations e´le´mentaires intervenant
dans les calculs interme´diaires ont e´te´ « arrondies » par la fonction W . Ainsi, en notant
id la fonction identite´, A (x)_[ id ] B est le produit matriciel exact. De meˆme, A
(x)_[ rnd ] B est le produit matriciel suivant une fonction d’arrondi rnd donne´e. Par
ailleurs, map_mx W A de´signe l’application de W a` l’ensemble des coefficients de A.
Les imple´mentations a` la Horner des me´thodes d’Euler et RK2 pour un syste`me de
dimension d sont respectivement de´finies comme :
Definition Euler {d} (h : R) (A : ’M_d.+1) : Sc d := fun W : R → R ⇒
let A_2 := map_mx W (h * (map_mx W A)) in (* h⊗ Ã *)
(fun y ⇒ y (+)_[ W ] (A_2 (x)_[ W ] y)).
Definition RK2 {d} (h : R) (A : ’M_d.+1) : Sc d := fun W : R → R ⇒
let A_21 := map_mx W (h * (map_mx W A)) in (* h⊗ Ã *)
let A_22 := map_mx W ((W (h/2)) * (map_mx W A)) in (* h2 ⊗ Ã *)
(fun y ⇒ y (+)_[ W ] (A_21 (x)_[ W ]
(y (+)_[ W ] (A_22 (x)_[ W ] y)))).
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Ainsi, Euler h A id correspond a` un pas d’ite´ration de la me´thode d’Euler appli-
que´e au syste`me y′ = Ay avec un pas d’inte´gration h, imple´mente´e en pre´cision infinie.
De meˆme, pour le format FLT de Flocq, Euler h A rnd correspond a` l’imple´mentation
« a` la Horner » en arithme´tique a` virgule flottante avec la fonction d’arrondi rnd.
Nous de´finissons ensuite l’e´valuation de la me´thode nume´rique mth : Sc d sur n
ite´rations a` partir d’une condition initiale y0 :
Definition meth_iter mth n y0 W := iter n (mth d W) (map_mx W y0).
Notons que l’ite´rateur a pour e´le´ment de base le vecteur map_mx W y0, i.e. le vecteur
y0 dont toutes les composantes ont e´te´ arrondies par la fonction W.
6.4.2 De´finition des erreurs d’arrondi
Ensuite, nous de´finissons formellement les erreurs d’arrondi associe´es aux me´thodes
de Runge-Kutta de´finies en section 6.4.1. Comme nous adoptons la me´thodologie pro-
pose´e en section 6.3, nous distinguons les erreurs locales et globales.
L’erreur locale (a` l’ite´ration n + 1) associe´e a` une me´thode de Runge-Kutta carac-
te´rise´e par mth : Sc d avec la condition initiale y0 est de´finie comme :
Definition error_loc (mth : Sc d) n (y0 : cV_d.+1) (W : R → R)
:= vec_norm (mth W (meth_iter mth n y0 W) -
mth (fun x ⇒ x) (meth_iter mth n y0 W)).
(*εn+1 = ∥R̃(h, Ã, ỹn) −R(h,A)ỹn∥∞*)
Nous de´finissons ensuite l’erreur globale apre`s n ite´rations de la me´thode :
Definition error_glob (mth : Sc d) n (y0 : cV_d.+1) (W : R → R)
:= vec_norm (meth_iter mth n y0 W - meth_iter mth n y0 (fun x ⇒ x)).
(*En = ∥ỹn − yn∥∞*)
Pour l’erreur locale comme pour l’erreur globale, l’ide´e ge´ne´rale est d’utiliser le
caracte`re ge´ne´rique de la fonction d’arrondi W pour comparer les imple´mentations en
pre´cision infinie (i.e. W est la fonction identite´) et avec arrondi (i.e. W est un arrondi
dans le format flottant conside´re´).
6.5 Normes vectorielles et matricielles en Coq
Comme e´voque´ en section 6.3, nous souhaitons mener une analyse d’erreurs par
normes, la norme choisie e´tant la norme infinie de Ho¨lder, note´e ∥ ⋅ ∥∞. Dans cette
section, nous de´crivons la formalisation de cette norme et de la norme matricielle qui lui
est subordonne´e. Nous pre´sentons e´galement la de´monstration formelle des proprie´te´s
fondamentales de ces normes, notamment la proprie´te´ de sous-multiplicativite´ (voir
section 6.5.3).
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6.5.1 Norme vectorielle infinie
Pour formaliser la norme ∥⋅∥∞, nous utilisons un grand ope´rateur (voir section 2.2.3)
ite´rant sur l’ope´ration binaire Rmax caracte´risant le maximum de deux nombres re´els.
Definition vec_norm {d} : ’cV[R]_d → R :=
fun v ⇒ \big[Rmax/0]_(i < d) (Rabs (v i)).
L’utilisation de la valeur 0 comme valeur par de´faut associe´e au grand ope´rateur
ite´rant l’ope´ration Rmax peut a priori surprendre. Cependant, dans ce cadre, les e´le´ments
sur lesquels ite`re le grand ope´rateur sont les valeurs absolues des composantes d’un
vecteur, qui sont toujours positives.
Nous ve´rifions sans difficulte´ particulie`re que vec_norm satisfait bien les proprie´te´s
mathe´matiques d’une norme, i.e. :● la norme du vecteur dont toutes les composantes sont nulles est e´gale a` 0 :
Lemma vec_norm0 {d} : vec_norm (vec0 d) = 0.● la norme satisfait la proprie´te´ d’homoge´ne´ite´ :
Lemma vec_norm_scal {d} : forall (v : ’cV[R]_d) (k:R),
vec_norm (map_mx (fun x ⇒ k*x) v) = Rabs k * vec_norm v.● la norme satisfait la proprie´te´ d’ine´galite´ triangulaire :
Lemma vec_norm_triang {d} : forall (a b : ’cV[R]_d),
vec_norm (a + b) <= vec_norm a + vec_norm b.
6.5.2 Norme matricielle subordonne´e
A` partir d’une norme vectorielle ∥ ⋅ ∥ sur Rd, il est possible de de´finir une norme ∣∣∣ ⋅ ∣∣∣
sur Rd×d dite subordonne´e a` ∥ ⋅ ∥ et de´finie comme :
∀A ∈ Rd×d, ∣∣∣A∣∣∣ = sup
v∈Rd∖{0}
∥Av∥∥v∥ .
Dans le cas de la norme ∥ ⋅ ∥∞, la norme subordonne´e ∣∣∣ ⋅ ∣∣∣∞ peut eˆtre obtenue via
une caracte´risation directe a` partir des coefficients de la matrice :
∀A ∈ Rd×d, ∣∣∣A∣∣∣∞ =max
i<d �
j<d ∣Aij ∣.
Nous avons choisi de ne pas de´finir le concept ge´ne´rique de norme subordonne´e et
utilisons la caracte´risation directe de ∣∣∣ ⋅ ∣∣∣∞. La formalisation associe´e a` cette norme
repose sur l’usage de grands ope´rateurs imbrique´s, utilise´s pour ite´rer les ope´rations de
sommation et de maximum :
Definition matrix_norm {d} : ’M[R]_d → R :=
fun A ⇒ \big[Rmax/0]_(i < d)
(\big[Rplus/0]_(j < d) (Rabs (A i j))).
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De la meˆme fac¸on que pour la norme vectorielle ∥ ⋅ ∥∞, nous de´montrons que ∣∣∣ ⋅ ∣∣∣∞
est bien une norme pour l’ensemble des matrices carre´es de taille d.
6.5.3 Proprie´te´s de sous-multiplicativite´
Une proprie´te´ essentielle des normes matricielles qui permet de mener a` bien une
analyse d’erreurs est la sous-multiplicativite´. Cette proprie´te´ est ve´rifie´e par la norme
subordonne´e a` la norme infinie pour les produits matrice-vecteur et matrice-matrice.
Commenc¸ons par e´noncer la sous-multiplicativite´ vis-a`-vis du produit d’une matrice
et d’un vecteur, dont la de´monstration formelle repose essentiellement sur l’application
des proprie´te´s fondamentales des normes :
Lemme 6.1. Sous-multiplicativite´ de ∣∣∣ ⋅ ∣∣∣∞, produit matrice-vecteur
Soient d ∈ N∗, v ∈ Rd et A ∈ Rd×d. Alors :
∥A × v∥∞ ⩽ ∣∣∣A∣∣∣∞∥v∥∞.
De´monstration. Par de´finition de ∥ ⋅ ∥∞ et du produit matrice-vecteur :
∥A × v∥∞ =max
i<d ∣(A × v)i∣ =maxi<d ��
k<dAikvk� .
Par ine´galite´s triangulaires :∥A × v∥∞ ⩽max
i<d �
k<d ∣Aik∣∣vk∣ ⩽maxi<d �k<d(∣Aik∣maxt<d ∣vt∣) =maxt<d ∣vt∣ �maxi<d �k<d ∣Aik∣�= ∣∣∣A∣∣∣∞∥v∥∞.
La sous-multiplicativite´ est e´galement ve´rifie´e par le produit de deux matrices :
Lemme 6.2. Sous-multiplicativite´ de ∣∣∣ ⋅ ∣∣∣∞, produit matrice-matrice
Soient d ∈ N∗, A,B ∈ Rd×d. Alors :
∣∣∣A ×B∣∣∣∞ ⩽ ∣∣∣A∣∣∣∞∣∣∣B∣∣∣∞.
De´monstration. Par de´finition de ∣∣∣ ⋅ ∣∣∣∞ et du produit matrice-matrice :
∣∣∣A ×B∣∣∣∞ =max
i<d �
j<d ∣(A ×B)ij ∣ =maxi<d �j<d ��k<dAikBkj� .
Par ine´galite´s triangulaires :
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∣∣∣A ×B∣∣∣∞ ⩽max
i<d �
j<d�k<d ∣Aik∣∣Bkj ∣ =maxi<d �k<d�j<d ∣Aik∣∣Bkj ∣
=max
i<d �
k<d ∣Aik∣�j<d ∣Bkj ∣ ⩽maxi<d �k<d⎛⎝∣Aik∣ ⎛⎝maxt<d �j<d ∣Btj ∣⎞⎠⎞⎠
=max
i<d
⎛⎝⎛⎝maxt<d �j<d ∣Btj ∣⎞⎠�k<d ∣Aik∣⎞⎠ = ⎛⎝maxt<d �j<d ∣Btj ∣⎞⎠maxi<d �k<d ∣Aik∣ = ∣∣∣A∣∣∣∞∣∣∣B∣∣∣∞.
Les de´monstrations des lemmes 6.1 et 6.2 reposent sur des principes mathe´matiques
assez simples. Cependant, les preuves formelles correspondantes s’ave`rent relativement
fastidieuses, incluant de nombreuses manipulations de grands ope´rateurs (e´changes de
sommes, multiplication par une constante dans les sommations, etc).
6.6 Erreurs d’arrondi d’ope´rations matricielles
6.6.1 Erreurs d’arrondi du produit scalaire
Les produits matrice-vecteur et matrice-matrice sont intrinse`quement lie´s a` la notion
de produit scalaire de vecteurs. Le produit scalaire de a, b ∈ Rd est de´fini comme :
a ⋅ b =�
i<d aibi.
Une fois encore, l’usage des grands ope´rateurs apparaˆıt naturelle pour la formalisa-
tion du produit scalaire. Pour e´tudier les erreurs d’arrondi associe´es a` l’imple´mentation
du produit scalaire en arithme´tique a` virgule flottante, il s’ave`re utile de de´finir le pro-
duit scalaire « arrondi » par une fonction W pouvant eˆtre aussi bien l’identite´ qu’un
arrondi en arithme´tique a` virgule flottante (dans le meˆme esprit que pour la de´finition
des imple´mentations de me´thodes de Runge-Kutta en section 6.4.1).
Definition dot_product {d} (a b : ’cV[R]_d) (W : R → R) :=
\big[(fun x y ⇒ W (x + y)) / 0]_(i < d) W ((a i) * (b i)).
Dans la de´finition du produit scalaire arrondi, l’ope´ration sur laquelle ite`re le grand
ope´rateur n’est pas ne´cessairement associative, ce qui est peu commun. En l’absence de
loi d’associativite´ d’une ope´ration e´le´mentaire, un grand ope´rateur (voir section 2.2.3)
ite´rant cette ope´ration suppose un parenthe´sage de la droite vers la gauche. De manie`re
cohe´rente, la notation mathe´matique� (grand ope´rateur associe´e a` l’ope´ration flottante
e´le´mentaire ⊕) suit cette convention, i.e. :
�
i<d vi = v0 ⊕ (v1 ⊕ ⋅ ⋅ ⋅ ⊕ (vd−2 ⊕ vd−1) . . . ) .
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C’est donc cette convention de parenthe´sage que nous choisissons d’imposer 2.
Le produit scalaire de deux vecteurs e´tant de´fini comme la somme des produits des
composantes des deux vecteurs, nous commenc¸ons par borner l’erreur d’arrondi associe´e
aux sommations. Le re´sultat dont nous avons besoin est une version affaiblie du the´o-
re`me 2.10 pour un ordre fixe´ d’e´valuation des sommations (de la droite vers la gauche).
Ce re´sultat affaibli a e´te´ formellement prouve´ en Coq par Boldo et al. [34]. Cependant,
ces travaux n’utilisent ni les vecteurs de la bibliothe`que Mathematical Components ni
les grands ope´rateurs. La somme est de´finie via l’ope´rateur fold_right ite´rant l’ad-
dition sur une liste de nombres flottants. L’e´nonce´ Coq correspondant est le suivant
(modulo nos propres notations) :
Theorem error_sum_n: forall l: list R, Forall format l →
let e:= fold_right Rplus 0 l in
let f:= fold_right (fun x y ⇒ x (+) y) 0 l in
let a:= fold_right Rplus 0 (map Rabs l) in
Rabs (f-e) <= (INR (length l) -1)*u*a.
Nous avons adapte´ ce re´sultat en remplac¸ant la liste de valeurs par un vecteur de
meˆme taille et l’ope´rateur fold_right par un grand ope´rateur. Nous avons en outre
remplace´ l’unite´ d’arrondi u par la quantite´ u1+u en tirant parti de la borne raffine´e
propose´e par Jeannerod et Rump pour les ope´rations e´le´mentaires en arrondi au plus
proche (lemme 2.4). L’e´nonce´ Coq obtenu est 3 :
Theorem sum_n_error_bigop : forall {d} (v : ’cV_d.+1),
format_mat v →
let e:= \big[Rplus / 0]_(i < d.+1) (v i) in
let f:= \big[(fun x y ⇒ x (+) y) / 0]_(i < d.+1) (v i) in
let a:= \big[Rplus / 0]_(i < d.+1) Rabs (v i) in
Rabs (f-e) <= INR d*(u/(1+u))*a.
Une borne sur l’erreur d’arrondi commise lors du calcul du produit scalaire de deux
vecteurs peut eˆtre de´rive´e de la borne d’erreur de la sommation :
Lemme 6.3. Borne d’erreur d’arrondi du produit scalaire
Soient d ∈ N∗. Soient a, b ∈ Rd. Alors :
�
i<d ai ⊗ bi −�i<d aibi� ⩽ du�i<d ∣ai∣∣bi∣ + (d2u + d)η2 .
2. Les de´monstrations montrant l’existence d’une borne d’erreur quel que soit l’ordre d’e´valuation
des ope´rations sont particulie`rement techniques et difficiles a` formaliser. C’est par exemple le cas
du the´ore`me 2.10 dont la preuve papier est donne´e pour tout ordre d’e´valuation par Jeannerod et
Rump [119] mais que Boldo [34] a formalise´ pour l’ordre d’e´valuation de la droite vers la gauche.
3. Dans ce cas, le vecteur v est de type ’cV_d.+1, ce qui permet d’ignorer le cas de la dimension 0.
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De´monstration. D’apre`s la borne sur l’erreur d’arrondi commise lors la sommation de
nombres flottants (the´ore`me 2.10), comme pour tout 0 ⩽ i < d, ai ⊗ bi ∈ F :
�
i<d ai ⊗ bi −�i<d ai ⊗ bi� ⩽ (d − 1)u1 + u �i<d ∣ai ⊗ bi∣.
Par ine´galite´s triangulaires, puis via le lemme 2.4 et le fait que u1+u ⩽ u :�
i<d ai ⊗ bi −�i<d aibi� ⩽ � i<d ai ⊗ bi −�i<d ai ⊗ bi� + �i<d ai ⊗ bi −�i<d aibi�⩽ (d − 1)u
1 + u �i<d ∣ai ⊗ bi∣ +�i<d �u∣ai∣∣bi∣ + η2� .
Les lemmes 2.2 et 2.3 permettent d’obtenir :
∀i, ∣ai ⊗ bi∣ ⩽ (1 + u)∣ai∣∣bi∣ + η
2
.
Donc :
�
i<d ai ⊗ bi −�i<d aibi� ⩽ (d − 1)u1 + u �i<d �(1 + u)∣ai∣∣bi∣ + η2� +�i<d �u∣ai∣∣bi∣ + η2�⩽ (d − 1)u�
i<d ∣ai∣∣bi∣ + (d − 1)u1 + u dη2 + u�i<d ∣ai∣∣bi∣ + dη2⩽ du�
i<d ∣ai∣∣bi∣ + (d2u + d)η2 .
Comme nous l’avions e´voque´ dans le chapitre 3, un re´sultat similaire a e´te´ de´montre´
par Roux [177, Lemma 3.11]. Cependant, ces travaux utilisent une spe´cification de
l’arithme´tique a` virgule flottante plutoˆt que de se baser directement sur les formats
flottants de Flocq. En outre, les re´sultats qui y sont formalise´s sont base´s sur la borne
« standard » d’erreur pour les sommations (borne de Higham [107], voir the´ore`me 2.9)
alors que nous utilisons la borne raffine´e qui ne fait pas intervenir la quantite´ γd (borne
de Jeannerod et Rump [119], voir the´ore`me 2.10).
6.6.2 Erreurs d’arrondi de produits matriciels
Dans cette section, nous nous inte´ressons aux erreurs d’arrondi induites par une
imple´mentation en arithme´tique a` virgule flottante des produits matrice-vecteur et
matrice-matrice. Borner ces erreurs constitue en effet une e´tape utile a` l’e´tude des
erreurs d’arrondi des me´thodes de Runge-Kutta dans le cas de syste`mes line´aires mul-
tidimensionnels.
Il convient tout d’abord de de´finir formellement les ope´rations matricielles arrondies.
Comme pour la multiplication matricielle exacte dans Mathematical Components, nous
de´finissons l’imple´mentation de la multiplication matricielle en arithme´tique flottante
pour toute paire de matrices, pas ne´cessairement carre´es :
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Definition mulmx_rnd {m n p}
(A : ’M_(m, n)) (B : ’M_(n, p)) (W : R → R) : ’M[R]_(m, p) :=
\matrix_(i, j) \big[(fun x y ⇒ W (x + y)) /0]_k W (A i k * B k j).
A` partir des bornes d’erreurs d’arrondi du produit scalaire de vecteurs, il est possible
de de´river une borne sur l’erreur d’arrondi du produit entre une matrice carre´e et un
vecteur colonne :
The´ore`me 6.4. Borne d’erreur d’arrondi du produit matrice-vecteur
Soient d ∈ N∗, v ∈ Rd,A ∈ Rd×d. Alors :
∥A⊗ v −Av∥∞ ⩽ du∣∣∣A∣∣∣∞∥v∥∞ + (d2u + d)η
2
.
De´monstration. Par de´finition de ⊗ et de ∥ ⋅ ∥∞,
∥A⊗ v −Av∥∞ =max
i<d ∣(A⊗ v −Av)i∣ =maxi<d �k<dAik ⊗ vk −�k<dAikvk� .
Donc, d’apre`s le lemme 6.3 et apre`s simplification :∥A⊗ v −Av∥∞ ⩽max
i<d �du�
k<d ∣Aik∣∣vk∣ + (d2u + d)η2�= dumax
i<d ��
k<d ∣Aik∣∣vk∣� + (d2u + d)η2 .
Donc :∥A⊗ v −Av∥∞ ⩽ dumax
i<d ��
k<d ∣Aik∣maxt<d ∣vt∣� + (d2u + d)η2⩽ dumax
t<d ∣vt∣maxi<d ��
k<d ∣Aik∣� + (d2u + d)η2= du∥v∥∞max
i<d ��
k<d ∣Aik∣� + (d2u + d)η2= du∣∣∣A∣∣∣∞∥v∥∞ + (d2u + d)η
2
.
De meˆme, il est possible de de´river une borne sur l’erreur d’arrondi du produit de
deux matrices carre´es.
The´ore`me 6.5. Borne d’erreur d’arrondi du produit matrice-matrice
Soient d ∈ N∗,A,B ∈ Rd×d. Alors :
∣∣∣A⊗B −AB∣∣∣∞ ⩽ du∣∣∣A∣∣∣∞∣∣∣B∣∣∣∞ + d(d2u + d)η
2
.
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De´monstration. Par de´finition de ⊗ et de ∣∣∣ ⋅ ∣∣∣∞,
∣∣∣A⊗B −AB∣∣∣∞ =max
i<d �
j<d ∣(A⊗B −AB)ij ∣ =maxi<d �j<d �k<dAik ⊗Bkj −�k<dAikBkj� .
Donc, en appliquant le lemme 6.3 aux applications partielles k ↦ Aik et k ↦ Bkj :∣∣∣A⊗B −AB∣∣∣∞ ⩽max
i<d �
j<d�du�k<d ∣Aik∣∣Bkj ∣ + (d2u + d)η2�
⩽ dumax
i<d �
j<d��k<d ∣Aik∣∣Bkj ∣� + d(d2u + d)η2
= dumax
i<d �
k<d
⎛⎝�j<d ∣Aik∣∣Bkj ∣⎞⎠ + d(d2u + d)η2
= dumax
i<d �
k<d
⎛⎝∣Aik∣ ⎛⎝�j<d ∣Bkj ∣⎞⎠⎞⎠ + d(d2u + d)η2
⩽ dumax
i<d �
k<d
⎛⎝∣Aik∣ ⎛⎝maxt<d �j<d ∣Btj ∣⎞⎠⎞⎠ + d(d2u + d)η2= dumax
i<d �
k<d (∣Aik∣∣∣∣B∣∣∣∞) + d(d2u + d)η2 = du∣∣∣A∣∣∣∞∣∣∣B∣∣∣∞ + d(d2u + d)η2 .
6.6.3 Erreurs d’arrondi pour le calcul des coefficients
Pour borner les erreurs locales associe´es aux me´thodes de Runge-Kutta classiques
dans le cas unidimensionnel (voir section 5.4.2), nous avons duˆ borner les erreurs com-
mises lors du calcul de coefficients scalaires de´pendant de h et de λ, e.g. hλ6 ,
h2λ2
2 , etc.
Nous avions a` cet effet utilise´ l’outil Gappa, qui tire parti des intervalles de valeurs pos-
sibles pour le produit hλ, ces intervalles e´tant obtenus a` partir de la stabilite´ line´aire.
Dans le cas multidimensionnel, les coefficients apparaissant dans l’imple´mentation
« a` la Horner » des me´thodes de Runge-Kutta sont des matrices de la forme αA,
avec α ∈ R (e.g. h, h2 , etc) et A ∈ Rd×d, e.g. A, A2, etc. Le calcul de ces matrices
en arithme´tique a` virgule flottante conduit a` des re´sultats de la forme α̃⊗ Ã.
L’outil Gappa n’est plus directement utilisable pour exhiber une borne sur l’erreur
d’arrondi α̃⊗ Ã − αA, qui de´pend de la norme de A.
Lemme 6.6. Borne sur l’erreur d’arrondi et calcul des coefficients
Soient d ∈ N∗, α ∈ R, α̃ ∈ F, A ∈ Rd×d, Ã ∈ Fd×d, B,C,D ∈ R+. Supposons que :● ∣α̃ − α∣ ⩽ B ;● ∣∣∣Ã −A∣∣∣∞ ⩽ Cu∣∣∣A∣∣∣∞ +Dη.
Alors :∣∣∣α̃⊗Ã−αA∣∣∣∞ ⩽ ((1 +Cu) (u(B + ∣α∣) +B) +Cu∣α∣) ∣∣∣A∣∣∣∞+�(1 + u)(B + ∣α∣D) + d
2
�η.
6.7. ERREURS LOCALES 112
De´monstration. Nous avons : ∣∣∣α̃⊗ Ã − α̃Ã∣∣∣∞ =maxi<d∑j<d ∣(α̃⊗ Ã)ij − (α̃Ã)ij ∣,
donc, d’apre`s les lemmes 2.2 et 2.3 :
∣∣∣α̃⊗ Ã − α̃Ã∣∣∣∞ ⩽max
i<d �
j<d�u∣α̃∣∣Ãij ∣ + η2� ⩽ u∣α̃∣∣∣∣Ã∣∣∣∞ + dη2 .
Donc : ∣∣∣α̃⊗ Ã − α̃Ã∣∣∣∞ ⩽ u (B + ∣α∣) ∣∣∣Ã∣∣∣∞ ⩽ u (B + ∣α∣) ((1 +Cu)∣∣∣A∣∣∣∞ +Dη) + dη
2
.
Par ine´galite´s triangulaires, nous avons :
∣∣∣α̃⊗ Ã − αA∣∣∣∞ ⩽ ∣∣∣α̃⊗ Ã − α̃Ã∣∣∣∞ + ∣∣∣α̃Ã − αÃ∣∣∣∞ + ∣∣∣αÃ − αA∣∣∣∞ + dη
2⩽ u (B + ∣α∣) ((1 +Cu)∣∣∣A∣∣∣∞ +Dη) + ∣α̃ − α∣∣∣∣∣Ã∣∣∣∞ + ∣α∣∣∣∣Ã −A∣∣∣∞ + dη
2⩽ u (B + ∣α∣) ((1 +Cu)∣∣∣A∣∣∣∞ +Dη) +B∣∣∣Ã∣∣∣∞ + ∣α∣Cu∣∣∣A∣∣∣∞ + ∣α∣Dη + dη
2⩽ ((1 +Cu) (u(B + ∣α∣) +B) +Cu∣α∣) ∣∣∣A∣∣∣∞ + (1 + u)(B + ∣α∣)Dη + dη
2
.
Le lemme 6.6 sera utilise´ en section 6.7.2 dans les e´tapes interme´diaires permettant
de borner les erreurs locales des me´thodes d’Euler et de Runge-Kutta 2.
Remarque. Dans les imple´mentations « a` la Horner », il n’y a pas de puissances
explicites de la matrice A et ainsi A = A et Ã = Ã avec Ã la matrice A dont tous les
coefficients ont e´te´ arrondis. En arrondi au plus proche, dans le format FLT, nous avons
alors C = 1 et D = d2 , i.e. ∣∣∣Ã − A∣∣∣∞ ⩽ u∣∣∣A∣∣∣∞ + dη2 . Le lemme 6.6 permet cependant
de ge´rer le cas ∣∣∣Ãn −An∣∣∣∞ pour n > 1 mais la de´termination de C et D s’ave`re plus
de´licate (voir [108, §4.2] pour plus de de´tails).
6.7 Erreurs locales
6.7.1 Re´sultats ge´ne´riques pour les erreurs locales
Pour borner les erreurs d’arrondi locales induites par l’imple´mentation de me´thodes
de Runge-Kutta applique´es a` des syste`mes matriciels, nous adoptons la meˆme approche
que dans le cas unidimensionnel (voir section 5.4.1). Nous de´montrons en effet des
lemmes tirant parti de la forme des imple´mentations. Ces re´sultats sont ge´ne´riques
et couvrent un nombre important d’imple´mentations possibles, parmi lesquelles nous
trouvons les e´valuations « a` la Horner » pre´sente´es en section 6.2.2.
Nous commenc¸ons par la sommation de deux vecteurs flottants X1 et X2 correspon-
dant a` des multiples d’un meˆme vecteur y (au sens du produit matrice-vecteur) :
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Lemme 6.7. Soient d ∈ N∗, y ∈ Rd, C1, C2 ∈ R+, A1,A2 ∈ Rd×d, X1,X2 ∈ Fd tels que :● ∥X1 −A1y∥∞ ⩽ C1u∥y∥∞ +D1η ;● ∥X2 −A2y∥∞ ⩽ C2u∥y∥∞ +D2η.
Alors :
∥X1 ⊕X2 − (A1 +A2)y∥∞ ⩽(C1u +C2u + u(∣∣∣A1∣∣∣∞ + ∣∣∣A2∣∣∣∞ +C1u +C2u)) ∥y∥∞ + (1 + u)(D1 +D2)η.
De´monstration. Par ine´galite´s triangulaires :
∥X1 ⊕X2 − (A1 +A2)y∥∞ ⩽∥X1 ⊕X2 − (X1 +X2)∥∞ + ∥X1 −A1y∥∞ + ∥X2 −A2y∥∞⩽ u∥X1 +X2∥∞ +C1u∥y∥∞ +D1η +C2u∥y∥∞ +D2η⩽ u∥X1∥∞ + u∥X2∥∞ +C1u∥y∥∞ +D1η +C2u∥y∥∞ +D2η⩽ u (∥A1y∥∞ +C1u∥y∥∞ +D1η) + u (∥A2y∥∞ +C2u∥y∥∞ +D2η)+C1u∥y∥∞ +D1η +C2u∥y∥∞ +D2η.
Donc, en appliquant le lemme 6.1 (sous-multiplicativite´) :
∥X1 ⊕X2 − (A1 +A2)y∥∞⩽ u (∣∣∣A1∣∣∣∞∥y∥∞ +C1u∥y∥∞ +D1η) + u (∣∣∣A2∣∣∣∞∥y∥∞ +C2u∥y∥∞ +D2η)+C1u∥y∥∞ +D1η +C2u∥y∥∞ +D2η= (C1u +C2u + u(∣∣∣A1∣∣∣∞ + ∣∣∣A2∣∣∣∞ +C1u +C2u)) ∥y∥∞ + (1 + u)(D1 +D2)η.
La de´monstration formelle de ce re´sultat pose relativement peu de difficulte´s. En
particulier, elle repose sur un nombre restreint d’e´le´ments de calcul matriciel.
Nous proposons ensuite un re´sultat qui ge´ne´ralise le lemme 5.4 au cas multidimen-
sionnel et couvre notamment les imple´mentations « a` la Horner » (voir section 6.2.2).
Lemme 6.8. Soient d ∈ N∗, y ∈ Rn, C1, C2, C3,D1,D2,D3 ∈ R+, A1,A2,A3 ∈ Rd×d.
Soient X1,X3 ∈ Fd, �A2 ∈ Fd×d. Supposons que :● ∥X1 −A1y∥∞ ⩽ C1u∥y∥∞ +D1η ;● ∣∣∣�A2 −A2∣∣∣∞ ⩽ C2u +D2η ;● ∥X3 −A3y∥∞ ⩽ C3u∥y∥∞ +D3η.
Alors :
∥X1 ⊕�A2 ⊗X3 − (A1 +A2A3)y∥∞ ⩽�(1 + u) �C1u + (1 + du)(C2u∣∣∣A3∣∣∣∞ +C3u∣∣∣A2∣∣∣∞ +C2C3u2 + (C3u + ∣∣∣A3∣∣∣∞)D2η��+u∣∣∣A1∣∣∣∞ + ((d + 1)u + du2)∣∣∣A2∣∣∣∞∣∣∣A3∣∣∣∞� ∥y∥∞+ (1 + u)�D1 + (1 + du)(C2u +D2η + ∣∣∣A2∣∣∣∞)D3 + 1
2
(d2u + d)�η.
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De´monstration. Par ine´galite´s triangulaires, puis via plusieurs applications du lemme 6.1 :
∥�A2 ⊗X3 −A2A3y∥∞ ⩽ ∥�A2 ⊗X3 −�A2A3y∥∞ + ∥�A2A3y −A2A3y∥∞⩽ ∥�A2 ⊗X3 −�A2X3∥∞ + ∥�A2X3 −�A2A3y∥∞ + ∣∣∣�A2 −A2∣∣∣∞∥A3y∥∞⩽ ∥�A2 ⊗X3 −�A2X3∥∞ + ∣∣∣�A2∣∣∣∞∥X3 −A3y∥∞ + ∣∣∣�A2 −A2∣∣∣∞∣∣∣A3∣∣∣∞∥y∥∞.
En utilisant les hypothe`ses du lemme et en appliquant le the´ore`me 6.4 au produit
de �A2 et X3 :
∥�A2 ⊗X3 −A2A3y∥∞⩽ du∣∣∣�A2∣∣∣∞∥X3∥∞ + (d2u + d)η
2
+ ∣∣∣�A2∣∣∣∞∥X3 −A3y∥∞+ (C2u +D2η)∣∣∣A3∣∣∣∞∥y∥∞⩽ du(C2u +D2η + ∣∣∣A2∣∣∣∞)((C3u + ∣∣∣A3∣∣∣∞)∥y∥∞ +D3η) + (d2u + d)η
2+ (C2u +D2η + ∣∣∣A2∣∣∣∞)(C3u∥y∥∞ +D3η) + (C2u +D2η)∣∣∣A3∣∣∣∞∥y∥∞.
Donc :
∥�A2 ⊗X3 −A2A3y∥∞ ⩽�(1 + du) �C2u∣∣∣A3∣∣∣∞ +C3u∣∣∣A2∣∣∣∞ +C2C3u2+D2(∣∣∣A3∣∣∣∞ +C3u)η) + du∣∣∣A2∣∣∣∞∣∣∣A3∣∣∣∞) ∥y∥∞+ �(1 + du)(C2u +D2η + ∣∣∣A2∣∣∣∞)D3 + 1
2
(d2u + d)�η
Donc, par application du lemme 6.7 avec X1 et A1 restant inchange´s, �A2⊗X3 iden-
tifie´ a` X2 (du lemme 6.7) et A2A3 identifie´ a` A2 (du lemme 6.7) :
∥X1 ⊕�A2 ⊗X3 − (A1 +A2A3)y∥∞ ⩽(u(∣∣∣A1∣∣∣∞ + ∣∣∣A2A3∣∣∣∞)+ (1 + u) �C1u + (1 + du) �C2u∣∣∣A3∣∣∣∞ +C3u∣∣∣A2∣∣∣∞ +C2C3u2+D2(∣∣∣A3∣∣∣∞ +C3u)η) + du∣∣∣A2∣∣∣∞∣∣∣A3∣∣∣∞)) ∥y∥∞+ (1 + u)�D1 + (1 + du)(C2u +D2η + ∣∣∣A2∣∣∣∞)D3 + 1
2
(d2u + d)�η
⩽ �(1 + u) �C1u + (1 + du)(C2u∣∣∣A3∣∣∣∞ +C3u∣∣∣A2∣∣∣∞ +C2C3u2 + (C3u + ∣∣∣A3∣∣∣∞)D2η��+u∣∣∣A1∣∣∣∞ + ((d + 1)u + du2)∣∣∣A2∣∣∣∞∣∣∣A3∣∣∣∞� ∥y∥∞+ (1 + u)�D1 + (1 + du)(C2u +D2η + ∣∣∣A2∣∣∣∞)D3 + 1
2
(d2u + d)�η.
Lorsque les de´passements de capacite´ infe´rieurs ne sont pas pris en compte, le terme
en η est nul. Notons qu’a` la diffe´rence du lemme 5.4 utilise´ dans le cas des syste`mes
line´aires scalaires, le lemme 6.8 ne permet pas de construire une valeur seuil M a` partir
6.7. ERREURS LOCALES 115
de laquelle les de´passements infe´rieurs ne contribuent plus a` la borne d’erreur. En effet,
nous ne faisons ici aucune hypothe`se sur la norme de la matrice A. De plus, meˆme si
nous supposons que la valeur ∣∣∣A∣∣∣∞ est supe´rieure a` une certaine valeur, cela ne donne
aucune information quant aux potentiels de´passements infe´rieurs au cours de calculs
interme´diaires d’ope´rations matricielles. Dans ce cadre, nous estimons qu’une analyse
par composantes aurait pu s’ave´rer utile.
Avant d’instancier le lemme 6.8 a` des me´thodes de Runge-Kutta classiques, nous
le simplifions en supposant que du < 0,01. A` condition que la dimension d du syste`me
ne soit pas de´mesure´ment grande, cette hypothe`se s’ave`re en effet raisonnable pour la
plupart des formats flottants utilise´s en pratique. Par exemple, dans le cas du format
binary64, u = 2−53 et l’hypothe`se du < 0,01 est ve´rifie´e pour tout d ⩽ 0,01×253 ≃ 9×1013.
En binary32, u = 2−24 et l’hypothe`se du < 0,01 est ve´rifie´e pour tout d ⩽ 0,01 × 224 ≃
167 772. En pratique, peu d’applications utilisent des matrices de taille supe´rieure a`
104, ce nombre pouvant dans de rares cas atteindre 106 (dans ce cas, notre approche
reste valable pour les nombres flottants en double pre´cision). La version simplifie´e du
lemme 6.8 s’e´nonce comme suit :
Corollaire 6.9. Soient d ∈ N∗, y ∈ Rn, C1, C2, C3,D1,D2,D3 ∈ R+, A1,A2,A3 ∈ Rd×d.
Soient X1,X3 ∈ Fd, �A2 ∈ Fd×d. Supposons que :● ∥X1 −A1y∥∞ ⩽ C1u∥y∥∞ +D1η ;● ∣∣∣�A2 −A2∣∣∣∞ ⩽ C2u +D2η ;● ∥X3 −A3y∥∞ ⩽ C3u∥y∥∞ +D3η ;● du < 0,01.
Alors :∥X1 ⊕ (�A2 ⊗X3) − (A1 +A2A3)y∥∞ ⩽�1,03 �C1u +C2u∣∣∣A3∣∣∣∞ +C3u∣∣∣A2∣∣∣∞ +C2C3u2 + (C3u + ∣∣∣A3∣∣∣∞)D2η�+u∣∣∣A1∣∣∣ + (d + 1,01)u∣∣∣A2∣∣∣∞∣∣∣A3∣∣∣∞) ∥y∥∞+ (1,03(D1 + (C2u +D2 + ∣∣∣A2∣∣∣∞)D3) + 0,6d)η.
La de´monstration du corollaire 6.9 est essentiellement calculatoire et ne pose aucune
difficulte´ particulie`re. Nous majorons notamment le terme D2η par D2 dans le terme
d’underflow, ce qui revient a` majorer η2 par η. Ce corollaire sera applique´ dans la section
suivante pour borner les erreurs locales de me´thodes classiques.
6.7.2 Bornes sur l’erreur locale de la me´thode d’Euler
Dans cette section, nous instancions les re´sultats ge´ne´riques de la section 6.7.1 et
bornons les erreurs locales associe´es a` la me´thodes d’Euler. Le format flottant conside´re´
est le format FLT de Flocq et les re´sultats sont parame´tre´s par la base et la pre´cision de
calcul. Sur la donne´e de la dimension du syste`me, la seule condition que doit satisfaire
le format flottant est du < 0,01.
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Lemme 6.10. Borne sur l’erreur locale pour la me´thode d’Euler
Soit h ∈ F, A ∈ Rd×d. Soient n ∈ N, d ∈ N∗. Soit u = β−p. Supposons que du < 0,01.
Soit (ỹn)n∈N la suite des solutions calcule´es via une imple´mentation flottante « a` la
Horner » de la me´thode d’Euler (voir exemple 6.3). Soit (εn)n∈N la suite des erreurs
locales associe´es a` la me´thode d’Euler. Alors :
εn+1 ⩽ ((1 + (d + 3,1)h∣∣∣A∣∣∣∞)u + 0,59(1 + h)dη) ∥ỹn∥∞ + 0,6dη.
De´monstration. Par de´finition de l’erreur locale et de la me´thode d’Euler :
εn+1 = ∥(ỹn ⊕ ((h⊗ Ã)⊗ ỹn)) − (I + hA × I)ỹn∥∞.
La de´monstration repose sur une unique application du corollaire 6.9 avec y =
ỹn,X1 = ỹn,A1 = I,�A2 = h ⊗ Ã,A2 = hA,X3 = ỹn et A3 = I. Il faut donc exhiber les
constantes C1, C2, C3, D1, D2 et D3.
Ve´rification des hypothe`ses.● ∥X1 −A1y∥∞ = ∥ỹn − Iỹn∥∞ ⩽ 0∥ỹn∥∞ + 0η. Donc C1 = 0 et D1 = 0 sont valides.● ∣∣∣�A2 −A2∣∣∣∞ = ∣∣∣h⊗ Ã − hA∣∣∣∞.
Donc, d’apre`s le lemme 6.6 (avec B = 0, C = d, D = d2) puis en utilisant l’hypo-
the`se du < 0,01 :
∣∣∣�A2 −A2∣∣∣∞ ⩽ ((1 + u)uh + uh) ∣∣∣A∣∣∣∞ + �(1 + u)hd
2
+ d
2
�η⩽ ((2 + u)uh)∣∣∣A∣∣∣∞ + 0,6(1 + h)dη⩽ 2,01h∣∣∣A∣∣∣∞u + 0,6(1 + h)dη.
Donc C2 = 2,01h∣∣∣A∣∣∣∞ et D2 = 0,6(1 + h)d sont valides.● ∥X3 −A3y∥∞ = ∥ỹn − Iỹn∥∞ ⩽ 0∥ỹn∥∞ + 0η. Donc C3 = 0 et D3 = 0 sont valides.
Application du corollaire 6.9. En appliquant le corollaire 6.9 puis en simplifiant :
εn+1 ⩽ ((1 + (d + 3,1)h∣∣∣A∣∣∣∞)u + 0,59(1 + h)dη) ∥ỹn∥∞ + 0,6dη.
6.7.3 Bornes sur l’erreur locale de la me´thode RK2
Nous proposons une seconde application de l’analyse d’erreurs dans le cas de la
me´thode de Runge-Kutta d’ordre 2.
6.7. ERREURS LOCALES 117
Lemme 6.11. Borne sur l’erreur locale pour la me´thode RK2
Soit h ∈ F, A ∈ Rd×d. Soient n ∈ N, d ∈ N∗. Soit u = β−p. Supposons que du < 0,01. Soit(ỹn)n∈N la suite des solutions calcule´es via une imple´mentation flottante « a` la Horner »
de la me´thode RK2 (voir exemple 6.4). Soit (εn)n∈N la suite des erreurs locales associe´es
a` la me´thode de RK2. Alors :
εn+1 ⩽ ��(d + 5)hu + (6d + 0,12d2)η� ∣∣∣A∣∣∣∞ + ((2d + 6,6)hu + η) ∣∣∣A∣∣∣2∞+ �2,4d + 2,02d2�η� ∥ỹn∥∞ + �(0,6 + h∣∣∣A∣∣∣∞)d + 0,7d2�η.
De´monstration. La de´monstration formelle repose sur plusieurs applications du corol-
laire 6.9, qui permettent de reconstruire la borne sur l’erreur locale de la me´thode RK2.
Les tableaux 6.1 et 6.2 contiennent les valeurs successives correspondant a` C et D.
Dans un premier temps, nous nous inte´ressons a` la sous-expression ○ �ỹn + hÃ2 ỹn�,
dont l’analyse d’erreurs est synthe´tise´e dans le tableau 6.1. Les trois premie`res lignes
correspondent aux bornes d’erreur sur X1 = ỹn, �A2 = h⊘2⊗Ã et X3 = ỹn. Les constantes
C1, C3, D1 et D3 (premie`re et troisie`me lignes) sont exhibe´es sans difficulte´ particulie`re.
Pour obtenir C2 (deuxie`me ligne), nous appliquons le lemme 6.6. Enfin, la quatrie`me
ligne est obtenue par application du corollaire 6.9. Dans la colonne Cu, nous ne donnons
pas explicitement la valeur de C, e.g. 1,2dη correspond a` C = 1,2dξ car 1,2dη = 1,2dξu
Tableau 6.1 – Sous-e´tape pour borner l’erreur locale de la me´thode RK2
Terme FP Matrice Cu D
ỹn I C1u = 0 D1 = 0
h⊘ 2⊗ Ã hA2 C2u = 1,6h∣∣∣A∣∣∣∞u + 0,6η D2 = 1,52d
ỹn I C3u = 0 D3 = 0○ �ỹn + hÃ2 ỹn� I + hA2 u + ((1,7 + 0,6(d + 1)h)u + 0,7η) ∣∣∣A∣∣∣∞ + 1,2dη 0,6d
Ensuite, dans le tableau 6.2, nous reconstruisons la borne d’erreur associe´e a` l’expres-
sion entie`re. Les trois premie`res lignes correspondent aux bornes d’erreur sur X1 = ỹn,�A2 = h⊘2⊗Ã etX3 = ỹn. Les constantes C1 etD1 sont obtenues trivialement, la constante
C2 est obtenue par application du lemme 6.6 et les constantes C3 et D3 correspondent
au re´sultat final exhibe´ dans le tableau 6.1. Le re´sultat de la quatrie`me ligne est ob-
tenu par application du corollaire 6.9. Nous noterons C∣∣∣A∣∣∣ = (d+ 5)hu+(6d+ 0,12d2)η,
C∣∣∣A∣∣∣2 = (2d + 6,6)hu + η et Cη = 2,4d + 2,02d2.
Tableau 6.2 – E´tapes pour borner l’erreur locale de la me´thode RK2
Terme FP Matrice Cu D�yn I C1u = 0 D1 = 0
h⊗ Ã hA C2u = 2,01h∣∣∣A∣∣∣∞u D2 = 0,6(1 + h)d○ ��yn + hÃ2 �yn� I + hA2 C3u = u + ((1,7 + 0,6(d + 1)h)u + 0,7η) ∣∣∣A∣∣∣∞ D3 = 0,6d+1,2dη○ ��yn + hÃ ��yn + hÃ2 �yn�� I + hA �I + hA2 � C∣∣∣A∣∣∣∣∣∣A∣∣∣∞ +C∣∣∣A∣∣∣2 ∣∣∣A∣∣∣2∞ +Cηη (0,6 + h∣∣∣A∣∣∣∞)d + 0,7d2
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Automatisations et simplifications :
Les bornes obtenues s’ave`rent lisibles (voir lemmes 6.10 et 6.11) et ne font pas
apparaˆıtre de termes d’ordre supe´rieur (en u2, etc). Nous avons majore´ ces termes a`
chaque e´tape de la construction de la borne d’erreur en utilisant la tactique automatique
interval [150] sous l’hypothe`se du < 0,01 et la majoration u2 ⩽ 0,01u qui en de´coule.
Nous avons par ailleurs utilise´ la tactique eapply de Coq afin d’appliquer me´cani-
quement le lemme 6.9 a` chaque e´tape de la construction de la borne d’erreur locale sans
avoir a` donner explicitement les parame`tres y, X1, �A2, X3, A1, A2 et A3. Il ne reste
alors qu’a` instancier manuellement les valeurs de C1, C2, C3, D1 et D3 puis a` montrer
que les hypothe`ses du lemme 6.9 sont ve´rifie´es.
6.8 Erreurs globales
La me´thodologie permettant de passer des bornes d’erreurs locales aux bornes d’er-
reurs globales est emprunte´e a` celle que nous appliquons dans le cas scalaire (voir
section 5.5). En section 6.8.1, nous prouvons un the´ore`me ge´ne´rique permettant de
construire une borne sur l’erreur globale a` partir des bornes sur les erreurs locales. En-
suite, en section 6.8.2, nous instancions ce re´sultat aux me´thodes d’Euler et de Runge-
Kutta 2 en utilisant les bornes d’erreurs locales exhibe´es en section 6.6.3.
6.8.1 Passage des erreurs locales aux erreurs globales
Nous bornons l’erreur d’arrondi globale induite par l’imple´mentation de me´thodes
de Runge-Kutta explicites applique´es a` un syste`me matriciel en fonction d’une borne
sur les erreurs locales des ite´rations pre´ce´dentes. Le re´sultat propose´ est tre`s proche du
the´ore`me 5.9, qui joue un roˆle analogue pour le cas line´aire scalaire.
The´ore`me 6.12. Passage des erreurs locales aux erreurs globales
Soit h ∈ F, A ∈ Rd×d. Soit C > 0, D ⩾ 0. Posons κ =max(Cu + ∣∣∣R(h,A)∣∣∣∞,1).
Supposons que pour tout n ∈ N∗, εn ⩽ Cu∥�yn−1∥∞ +Dη. Alors :
∀n,En ⩽ (Cu + ∣∣∣R(h,A)∣∣∣∞)n �ε0 + nCu∥y0∥∞
Cu + ∣∣∣R(h,A)∣∣∣∞� + n × κn ×Dη.
La de´monstration du the´ore`me 6.12 est tre`s proche de la de´monstration du the´o-
re`me 5.9, si bien que nous ne redonnons pas les de´tails du raisonnement.
Nous n’avons jusqu’ici e´mis aucune hypothe`se de stabilite´ line´aire, contrairement
a` ce qui est fait dans le cas scalaire (chapitre 5). Cela justifie l’introduction du terme
κ, qui permet d’obtenir un re´sultat valable pour n’importe quels syste`mes line´aires
multidimensionnels. Lorsque Cu + ∣∣∣R(h,A)∣∣∣∞ ⩽ 1, nous avons e´galement κ ⩽ 1 et
le terme n × κn × Dη peut eˆtre majore´ par nDη de fac¸on analogue a` ce qui est fait
dans le the´ore`me 5.9. L’hypothe`se de stabilite´ line´aire pour les syste`mes matriciels re´els
est plus de´licate a` de´finir que dans le cas scalaire. Comme explique´ brie`vement en
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section 2.3.4, l’ide´e est d’imposer la condition de stabilite´ ∣R(h,λi)∣ ⩽ 1 sur chacune
des valeurs propres λi de la matrice R(h,A). Ce concept de stabilite´ est cependant
difficilement exploitable dans une analyse par normes. Si nous nous limitons au cas
ou` ∣∣∣R(h,A)∣∣∣∞ < 1, le the´ore`me 6.12 assure que les bornes d’erreurs d’arrondi sont
quasi-line´aires en le nombre d’ite´rations (car, en ge´ne´ral, Cu≪ ∣∣∣R(h,A)∣∣∣∞).
6.8.2 Bornes sur l’erreur globale de me´thodes de Runge-Kutta
A` partir des bornes d’erreurs locales exhibe´es en section 6.7.2 pour les me´thodes
d’Euler et RK2 puis en appliquant me´caniquement le the´ore`me 6.12, nous bornons les
erreurs globales de ces deux me´thodes nume´riques classiques. Les re´sultats tiennent
compte d’e´ventuels de´passements infe´rieurs.
Pour la me´thode d’Euler, nous instancions le the´ore`me 6.12 avec les constantes du
lemme 6.10 et obtenons :
The´ore`me 6.13. Borne sur l’erreur globale de la me´thode d’Euler
Soit h ∈ F, A ∈ Rd×d. Soient n ∈ N, d ∈ N∗. Soit u = β−p. Supposons que du < 0,01.
Soit En l’erreur globale associe´e a` la me´thode d’Euler apre`s n ite´rations, suivant une
imple´mentation « a` la Horner ». Posons Cu = (1 + (d + 3,1)h∣∣∣A∣∣∣∞)u + 0,59(1 + h)dη,
D = 0,6d et κ =max(Cu + ∣∣∣I + hA∣∣∣∞,1). Alors :
En ⩽ (Cu + ∣∣∣I + hA∣∣∣∞)n �ε0 + nCu∥y0∥∞
Cu + ∣∣∣I + hA∣∣∣∞� + n × κn ×Dη.
De meˆme, pour la me´thode de Runge-Kutta d’ordre 2, il suffit d’instancier le the´o-
re`me 6.12 en utilisant les constantes donne´es par le lemme 6.11.
The´ore`me 6.14. Borne sur l’erreur globale de la me´thode RK2
Soit h ∈ F, A ∈ Rd×d. Soient n ∈ N, d ∈ N∗. Soit u = β−p. Supposons que du < 0,01.
Soit En l’erreur globale associe´e a` la me´thode RK2 apre`s n ite´rations, suivant une
imple´mentation « a` la Horner ». Posons Cu = ((d + 5)hu + (6d + 0,12d2)η) ∣∣∣A∣∣∣∞ +((2d + 6,6)hu + η) ∣∣∣A∣∣∣2∞ + (2,4d + 2,02d2)η, D = (0,6 + h∣∣∣A∣∣∣∞)d + 0,7d2. Posons e´ga-
lement κ =max �Cu + ���I + hA + h2A22 ���∞ ,1�. Alors :
En ⩽ �Cu + ���I + hA + h2A2
2
���∞�n ⎛⎝ε0 + nCu∥y0∥∞Cu + ���I + hA + h2A22 ���∞⎞⎠ + n × κn ×Dη.
6.9 Conclusion
Dans ce chapitre, nous avons propose´ une me´thodologie d’analyse ge´ne´rique per-
mettant de borner l’accumulation d’erreurs d’arrondi dans l’imple´mentation en arith-
me´tique a` virgule flottante de me´thodes de Runge-Kutta applique´es a` des proble`mes
matriciels. Nous avons en outre formalise´ l’ensemble des re´sultats dans l’assistant de
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preuves Coq, ce qui permet d’augmenter la confiance accorde´e aux de´monstrations des
re´sultats pre´sente´s, souvent techniques et fastidieuses.
Nous avons choisi d’adopter une approche par normes, plus simple a` utiliser et
adapte´e aux besoins d’une analyse dans le pire cas. La norme choisie est la norme ∥ ⋅ ∥∞
de Ho¨lder qui mesure la plus grande composante (au sens de la valeur absolue) d’un
vecteur et permet par conse´quent de majorer l’ensemble des composantes du vecteur
d’erreur. Nous avons formalise´ la norme ∥⋅∥∞ ainsi que la norme matricielle subordonne´e
qui lui est associe´e. Nous avons prouve´ les proprie´te´s fondamentales de ces normes,
notamment la proprie´te´ de sous-multiplicativite´.
Dans le but de formaliser l’analyse d’erreurs d’arrondi des me´thodes de Runge-
Kutta, nous avons commence´ par borner les erreurs d’arrondi associe´es aux produits
matrice-vecteur et matrice-matrice en Coq. Les bornes exhibe´es sont base´es sur des
travaux re´cents de Jeannerod et Rump [119], qui ont propose´, pour des algorithmes de
sommation, des bornes d’erreur d’arrondi plus fines que celles des ouvrages de re´fe´rence
tels que le livre de Higham [107].
Nous avons propose´ une formalisation des me´thodes de Runge-Kutta applique´es
aux syste`mes matriciels ainsi que leur imple´mentation et les erreurs d’arrondi locales
et globales associe´es. Nous avons de´montre´ formellement un ensemble de re´sultats ge´-
ne´riques permettant de borner ces erreurs d’arrondi de fac¸on me´canique. Ces re´sultats
restent valides si nous tenons compte de potentiels de´passements de capacite´ infe´rieurs.
Les de´passements de capacite´ supe´rieurs ne sont en revanche pas ge´re´s, bien qu’il soit
possible de les de´tecter a posteriori lorsque les valeurs exceptionnelles ∞ ou NaN sont
produites. Nous avons ensuite instancie´ la me´thodologie a` deux me´thodes classiques,
i.e. les me´thodes d’Euler et RK2.
La formalisation est base´e sur la bibliothe`que Flocq d’arithme´tique des ordina-
teurs [37, 38] et sur les matrices de la bibliothe`que Mathematical Components [144].
Elle comporte pre`s de 5000 lignes de code Coq.
Les travaux de formalisation situe´s a` l’intersection de l’arithme´tique a` virgule flot-
tante et de l’analyse nume´rique matricielle sont relativement rares. A` notre connais-
sance, les seuls travaux comparables sont ceux de Roux [177], qui propose une analyse
d’erreurs d’arrondi en Coq pour plusieurs algorithmes nume´riques impliquant des ope´-
rations matricielles, comme la de´composition de Cholesky. Le chapitre 3 contient une
comparaison entre l’approche de Roux et celle que nous adoptons.
Troisie`me partie
Vers la me´thode des e´le´ments finis :
formalisation de re´sultats d’analyse
fonctionnelle
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Chapitre 7
Espaces de Hilbert et analyse
fonctionnelle
Les e´quations aux de´rive´es partielles permettent de caracte´riser le comportement
de phe´nome`nes physiques ou biologiques tre`s complexes, comme l’e´coulement du sang
dans une arte`re [198] ou de l’air sur le profil d’un avion [127]. Leur e´tude est donc fon-
damentale dans de nombreux domaines scientifiques, comme la me´canique des fluides,
l’ae´ronautique, la me´decine, la finance ou la me´te´orologie. Il est ge´ne´ralement impos-
sible d’exhiber la solution exacte d’une telle e´quation, notamment lorsque l’espace des
solutions est irre´gulier ou de dimension infinie. Comme dans le cas des e´quations dif-
fe´rentielles ordinaires, des me´thodes nume´riques permettent de calculer une solution
approche´e au proble`me. Les me´thodes des volumes finis [67], des diffe´rences finies [189]
et des e´le´ments finis [49] sont les plus couramment utilise´es.
La me´thode des e´le´ments finis consiste a` choisir un maillage approchant le domaine
d’inte´gration de l’e´quation aux de´rive´es partielles (le volume irre´gulier et continu, e.g.
l’arte`re ou le profil d’aile d’avion). Ce maillage est ge´ne´ralement constitue´ de polye`dres
re´guliers, dont la forme de´pend du domaine d’inte´gration et appele´s e´le´ments finis.
L’e´quation diffe´rentielle est line´arise´e sur chacun de ces e´le´ments finis, ce qui permet
d’obtenir un ensemble d’e´quations line´aires. Ces e´quations sont, dans la plupart des cas,
des e´quations diffe´rentielles ordinaires line´aires matricielles. Elles pourront eˆtre re´solues
a` l’aide de me´thodes de Runge-Kutta, dont les erreurs d’arrondi sont e´tudie´es dans les
chapitres 5 et 6 de ce document.
Notre souhait a` long terme serait de prouver formellement des programmes im-
ple´mentant ou utilisant la me´thode des e´le´ments finis, comme la bibliothe`que C++
FELiScE 1 applique´e au domaine me´dical. Un tel but ne peut eˆtre atteint que si nous
sommes capables de ve´rifier la correction de la me´thode des e´le´ments finis, c’est-a`-dire
de ve´rifier qu’elle permet de calculer une bonne approximation de la solution exacte.
Or, la correction de la me´thode repose sur des fondements conse´quents d’analyse fonc-
tionnelle [49, 64, 206]. Il s’agit de caracte´riser le domaine d’inte´gration via le concept
1. Finite Elements for Life Sciences and Engineering
https://gforge.inria.fr/projects/felisce/
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d’espace de Hilbert et de de´finir le maillage comme sous-espace de dimension finie de
cet espace de Hilbert. L’existence des solutions sur l’espace de Hilbert et sur le sous-
espace de dimension finie, ainsi qu’une borne sur leur diffe´rence, sont assure´es par le
the´ore`me de Lax–Milgram et le lemme de Ce´a. Dans le pre´sent chapitre, ainsi que dans
le chapitre 8, nous pre´sentons une formalisation de ces fondements mathe´matiques. Ce
travail est guide´ par une preuve papier de´taille´e du the´ore`me de Lax–Milgram, re´dige´e
par Cle´ment et Martin dans l’objectif d’une ve´rification formelle [50]. Ces travaux de
formalisation sont base´s sur la bibliothe`que Coquelicot [35], une extension conservative
de la bibliothe`que standard des re´els de Coq [148] pre´sente´e en section 2.2.1.
Ce chapitre est voue´ a` la formalisation des espaces dits pre´hilbertiens et hilbertiens.
La majeure partie des notions ge´ome´triques palpables, comme les concepts de plan, de
droite ou d’angle, forment la ge´ome´trie dite euclidienne. Ils ont pour cadre les espaces
euclidiens, i.e. des espaces vectoriels de dimension finie munis d’un produit scalaire,
a` partir duquel il est possible d’infe´rer une norme. Dans l’objectif d’adapter les re´sul-
tats d’alge`bre line´aire des espaces euclidiens aux espaces fonctionnels, les espaces dits
pre´hilbertiens ont commence´ a` eˆtre e´tudie´s de`s la fin du xixe sie`cle [153]. Les espaces
pre´hilbertiens sont une ge´ne´ralisation des espaces euclidiens lorsque la dimension est
potentiellement infinie. La terminologie d’espaces de Hilbert (ou espaces hilbertiens)
est quant a` elle re´serve´e aux espaces pre´hilbertiens complets (voir section 7.3).
En section 7.1, nous pre´sentons la bibliothe`que Coquelicot sur laquelle se base notre
formalisation : en particulier, nous de´crivons la manie`re dont les concepts topologiques
y sont de´finis. La section 7.2 introduit quelques de´finitions comple´mentaires concernant
les sous-espaces. Nous de´crivons ensuite, dans la section 7.3, la manie`re dont nous avons
de´fini les espaces de Hilbert en Coq. Dans la section 7.4, nous exhibons quelques re´sul-
tats fondamentaux d’analyse des espaces de Hilbert qui ont e´te´ formalise´s. Enfin, dans
la section 7.5, nous nous focalisons sur des espaces de fonctions et plus particulie`rement
sur l’espace des fonctions line´aires continues.
Remarque. La grande majorite´ des de´veloppements mathe´matiques relevant de l’ana-
lyse fonctionnelle (e.g. l’ouvrage fondateur de Bre´zis [42]) font appel a minima a` des
variantes faibles de l’axiome du choix [110]. Certains re´sultats pre´sente´s dans ce cha-
pitre ainsi que dans le chapitre 8 sont de´montre´s en logique classique (pour rappel, les
re´sultats classiques sont e´tiquete´s par le symbole P∨¬P ). Il est ne´anmoins possible de
se restreindre a` des hypothe`ses de de´cidabilite´ bien pre´cises : certaines de ces hypo-
the`ses donnent lieu a` des discussions, re´unies dans la section 8.6 a` la fin du chapitre 8.
Nous utilisons en outre l’axiome ProofIrrelevance, qui permet de ge´rer l’e´galite´ entre
e´le´ments de types de´pendants, comme en section 7.5.3 pour le type clm. Enfin, nous uti-
lisons l’axiome FunctionalExtensionality afin de re´duire l’e´galite´ de fonctions a` une
e´galite´ point a` point, principe ge´ne´ralement admis dans les preuves mathe´matiques.
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7.1 Pre´requis sur la bibliothe`que Coquelicot
Les travaux pre´sente´s dans le pre´sent chapitre ainsi que dans le chapitre 8 reposent
essentiellement sur Coquelicot, une extension conservative de la bibliothe`que standard
des nombres re´els conc¸ue pour pallier les de´fauts de cette dernie`re et destine´e a` la forma-
lisation de re´sultats d’analyse [35, 134]. La particularite´ de Coquelicot est l’utilisation du
formalisme des filtres pour la de´finition des concepts topologiques (voir section 7.1.1). Ce
formalisme e´tant tre`s ge´ne´ral, il a e´te´ possible de ge´ne´raliser les notions mathe´matiques
a` des structures alge´briques plus ge´ne´rales que R, comme les anneaux ou les espaces
norme´s complets (voir section 7.1.2). La bibliothe`que Coquelicot comporte l’essentiel
des notions permettant de de´montrer des re´sultats concernant la topologie, les limites,
les se´ries entie`res, la de´rivation ou encore l’inte´gration, la plupart de ces concepts e´tant
de´finis comme des fonctions totales. Notons e´galement que Coquelicot est base´e sur
l’axiomatisation des re´els de Coq mais n’utilise pas l’axiome du tiers-exclu.
7.1.1 Topologie ge´ne´rales, filtres et limites
La topologie ge´ne´rale permet d’unifier les notions de voisinage et de limite. Au cours
de la premie`re moitie´ du xxe sie`cle, plusieurs formalismes ont e´te´ de´veloppe´s pour de´-
finir les limites dans des espaces topologiques ge´ne´raux. Les deux approches les plus
courantes sont les suites ge´ne´ralise´es (nets en anglais) remontant aux travaux de Moore
et Smith en 1922 [152] et les filtres, dont la premie`re mention est attribue´e a` Cartan en
1937 [48]. En HOL-Light, Harrison utilise les suites ge´ne´ralise´es pour ge´ne´raliser les no-
tions de convergence [103]. La bibliothe`que Coquelicot utilise quant a` elle le formalisme
des filtres [35, 133], dans lequel il est possible d’exprimer des notions usuellement ex-
prime´es avec des suites, comme la convergence, le crite`re de Cauchy, la continuite´ d’une
fonction ou la comple´tude et la fermeture d’un espace. Un filtre est un ensemble de voi-
sinages, plus pre´cise´ment une collection F: (E -> Prop) -> Prop de sous-ensembles 2
d’un ensemble E : Type ve´rifiant les proprie´te´s de la classe Filter de´finie ci-dessous
(la figure 7.1 pre´sente quelques exemples de filtres).
Class Filter {E : Type} (F : (E → Prop) → Prop) := {
filter_true : F (fun _ ⇒ True) ;
filter_and : forall P Q : E → Prop, F P → F Q→ F (fun x ⇒ P x ∧ Q x) ;
filter_imp : forall P Q : E → Prop,
(forall x, P x → Q x) → F P → F Q }.
Il est e´galement ne´cessaire d’introduire un concept fre´quemment utilise´, a` savoir la
notion de filtre propre :
Class ProperFilter {E : Type} (F : (E → Prop) → Prop) := {
filter_ex : forall P, F P → exists x, P x ;
filter_filter :> Filter F }.
2. Pour D : E -> Prop, D x signifie que x appartient au sous-espace D (voir section 7.2).
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Figure 7.1 – Filtres convergents : vers un point fini (gauche), vers l’infini (droite)
Ho¨lzl, Immler et Huffmann utilisent les filtres comme clefs de vouˆte des notions
topologiques dans une formalisation de l’analyse mathe´matique en Isabelle/HOL [109].
Coquelicot s’inspire de ces travaux pour de´finir les notions de convergence, meˆme les
plus e´le´mentaires [133]. Les filtres eventually, locally et Rbar_locally (de´crits ci-
dessous) permettent de de´finir la convergence des suites re´elles et des fonctions.
Le filtre eventually contient l’ensemble des parties de nat qui contiennent tous les
entiers naturels a` partir d’un certain rang.
Definition eventually (P : nat → Prop) :=
exists N : nat, forall n, N <= n → P n.
Pour x : T fixe´, le filtre locally x contient tous les voisinages du point x (voir
figure 7.1). Le filtre Rbar_locally x est analogue a` locally x pour x : Rbar. Dans
Coquelicot, un e´le´ment de Rbar est soit construit a` partir d’un e´le´ment de type R (via
la constructeur Finite qui plonge les re´els dans Rbar), soit e´gal a` ±∞.
Definition locally (x : T) (P : T → Prop) :=
exists eps : posreal, forall y, ball x eps y → P y.
Definition Rbar_locally (x : Rbar) (P : R → Prop) := match x with
| Finite a ⇒ locally a P
| p_infty ⇒ exists M : R, forall t, M < t → P t
| m_infty ⇒ exists M : R, forall t, t < M → P t
end.
La pre´dicat ball apparaissant dans le code Coq ci-dessus est une ge´ne´ralisation de
la notion de boule pour des espaces qui ne sont pas ne´cessairement munis de me´trique.
Pour donner une intuition, ball x eps y signifie qu’il y a un « e´cart » infe´rieur a` eps
entre les points x et y (ou alternativement que y appartient a` une boule ge´ne´ralise´e de
centre x et de rayon eps). Cela permet de dire, pour eps suffisamment petit, que x et
y sont proches sans utiliser la notion de distance. L’objet ball est formellement de´fini
en section 7.1.2.
Pour de´finir les notions de convergence, il faut d’abord introduire un constructeur
filtermap qui permet de construire l’image d’un filtre par une fonction puis un pre´dicat
filterlim qui pourra eˆtre instancie´ comme la limite d’une suite ou d’une fonction :
Definition filtermap {T U : Type} (f : T → U)
(F : (T → Prop) → Prop) := fun P ⇒ F (fun x ⇒ P (f x)).
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Definition filterlim {T U : Type} (f : T → U) F G :=
forall P : T → Prop, (filtermap f F) P → G P.
Ainsi est-il possible d’exprimer la relation is_lim_seq caracte´risant la limite (a`
valeurs dans R) d’une suite re´elle :
Definition is_lim_seq (u : nat → R) (l : Rbar) :=
filterlim u eventually (Rbar_locally l).
Cela signifie que la suite u reste dans le voisinage du point l a` partir d’un certain
rang.
Sur le meˆme mode`le que pour la convergence des suites, Coquelicot comporte un
pre´dicat is_lim pour la convergence d’une fonction de type R -> R en un point x :
Definition is_lim (f : R → R) (x l : Rbar) :=
filterlim f (Rbar_locally’ x) (Rbar_locally l).
La proprie´te´ is_lim f x l signifie que l’image re´ciproque par la fonction f de tout
voisinage de la limite l est un voisinage du point x. Il y a en fait une le´ge`re subtilite´, lie´e
a` l’occurrence d’un filtre Rbar_locally’ x qui est en fait analogue a` Rbar_locally x
mais permet d’exclure le point x des voisinages appartenant au filtre. Cela permet de
traiter le cas ou` le point x n’est pas contenu dans l’image re´ciproque du voisinage de l.
7.1.2 Hie´rarchie alge´brique de Coquelicot
AbelianGroup
Ring ModuleSpace
AbsRing NormedModule UniformSpace
CompleteNormedModule CompleteSpace
Figure 7.2 – Hie´rarchie alge´brique de Coquelicot. Les fle`ches pleines signifient que la
structure est construite a` partir d’une autre structure. Les fle`ches en pointille´s signifient
que la structure est parame´tre´e par une autre structure (e.g. un module est parame´tre´
par un anneau sous-jacent).
Coquelicot n’est pas seulement une bibliothe`que d’analyse re´elle. Elle permet en
effet de de´montrer des re´sultats valables dans des structures alge´briques plus ge´ne´rales.
La de´finition des classes d’espaces a e´te´ re´alise´e a` l’aide des structures canoniques [143],
un me´canisme permettant de construire une hie´rarchie de types et de surcharger les
notations. La hie´rarchie alge´brique de Coquelicot (voir figure 7.2), inspire´e des tra-
vaux ante´rieurs de Ho¨lzl, Immler et Huffman [109], comporte des structures de natures
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diffe´rentes. A` la base, nous trouvons les structures purement alge´briques que sont les
groupes abe´liens (AbelianGroup), les anneaux (Ring) et les modules (ModuleSpace).
Ces derniers, qui sont au coeur des de´veloppements pre´sente´s dans ce chapitre et dans
le chapitre 8, peuvent eˆtre vus comme des espaces vectoriels « appauvris » dont l’en-
semble scalaire n’est pas un corps mais un anneau. La structure de ModuleSpace est
de´finie comme suit (Mixin est le constructeur usuel des structures canoniques) :
Record mixin_of (K : Ring) (V : AbelianGroup) := Mixin {
scal : K → V → V ;
ax1 : forall x y u, scal x (scal y u) = scal (mult x y) u ;
ax2 : forall u, scal one u = u ;
ax3 : forall x u v, scal x (plus u v) = plus (scal x u) (scal x v) ;
ax4 : forall x y u, scal (plus x y) u = plus (scal x u) (scal y u)
}.
En paralle`le et afin d’introduire les notions topologiques de base, la hie´rarchie de
Coquelicot a e´te´ enrichie d’une structure d’espaces dits uniformes (UniformSpace). Ces
espaces, dont la premie`re mention remonte a` Weil a` la fin des anne´es 1930 [204, 41],
ge´ne´ralisent la notion d’espaces me´triques. La structure UniformSpace est formalise´e a`
partir d’un objet ball (boule ge´ne´ralise´e) 3 qui permet de de´finir une notion de voisi-
nage, ve´rifiant les proprie´te´s de re´flexivite´, de syme´trie et de transitivite´ :
Record mixin_of (M : Type) := Mixin {
ball : M → R → M → Prop ;
ax1 : forall x (e : posreal), ball x e x ;
ax2 : forall x y e, ball x e y → ball y e x ;
ax3 : forall x y z e1 e2, ball x e1 y → ball y e2 z→ ball x (e1 + e2) z
}.
En revanche, la proprie´te´ de distinguabilite´ des espaces me´triques, i.e. ball x 0 y
<-> x = y n’est pas requise a priori. Il a toutefois e´te´ ne´cessaire d’exprimer un concept
pour les points arbitrairement proches par la relation
close x y := forall eps: posreal, ball x eps y.
Historiquement, la notion d’espace uniforme a e´te´ de´finie de fac¸on a` avoir une struc-
ture minimale pour de´finir les notions de continuite´ et de suites de Cauchy ; cela est
e´galement valable pour les filtres [41]. La notion de continuite´ d’une fonction de type T
-> U avec T, U : UniformSpace en un point x : T a e´te´ formalise´e :
Definition continuous {T U : UniformSpace} (f : T → U) (x : T) :=
filterlim f (locally x) (locally (f x)).
3. Dans les e´nonce´s mathe´matiques, la proprie´te´ ball x e y est note´ y ∈ B(x, e).
7.1. PRE´REQUIS SUR LA BIBLIOTHE`QUE COQUELICOT 129
Cette de´finition ge´ne´ralise la de´finition « usuelle » de continuite´, i.e. f est continue
en un point x si et seulement si la limite de f en x est e´gale a` f(x), ce qui est e´quivalent
a` la proprie´te´ is_lim f x (f x).
Un filtre est dit de Cauchy s’il contient des boules ge´ne´ralise´es arbitrairement petites
(cette de´finition ge´ne´ralise la notion de suite de Cauchy).
Definition cauchy {T : UniformSpace} (F : (T → Prop) → Prop) :=
forall eps : posreal, exists x, F (ball x eps).
Pour un espace uniforme T, il est possible d’exprimer la notion de fermeture d’un
sous-espace de T de´fini par son pre´dicat caracte´ristique D : T -> Prop.
Definition closed {T : UniformSpace} (D : T → Prop) :=
forall x, not (locally x (fun x : T ⇒ not (D x))) → D x.
Cette de´finition signifie 4 que le comple´mentaire C de D est un ouvert (open en Coq)
de T, i.e. pour tout e´le´ment x de C, il existe une boule de centre x et contenue dans C.
A` partir de la structure UniformSpace, la structure CompleteSpace des espaces
complets a e´te´ formalise´e. Un espace complet est un espace uniforme T enrichi d’une
fonction totale limite lim : ((T → Prop) → Prop) → T qui a` tout filtre associe une
limite dans T, cette limite ve´rifiant deux proprie´te´s supple´mentaires :
Record mixin_of (T : UniformSpace) := Mixin {
lim : ((T → Prop) → Prop) → T ;
ax1 : forall F, ProperFilter F → cauchy F →
forall eps : posreal, F (ball (lim F) eps) ;
ax2 : forall F1 F2, filter_le F1 F2 → filter_le F2 F1 →
close (lim F1) (lim F2)
}.
Le premier axiome ax1 exprime la convergence de tout filtre propre et de Cauchy
sur T ; en d’autres termes : tout filtre propre contenant des boules arbitrairement petites
contient des boules arbitrairement petites dont le centre est la limite du filtre. Le second
axiome exprime le fait que les limites de deux filtres « e´quivalents» soient arbitrairement
proches.
A` partir des deux structures inde´pendantes ModuleSpace et UniformSpace, il est
possible de de´finir la structure de module norme´e NormedModule, i.e. un ModuleSpace
muni d’une norme, a` partir de laquelle il est possible de de´finir une pseudome´trique ball
et donc d’infe´rer un UniformSpace. A` partir d’un CompleteSpace et d’un NormedModule,
la structure de CompleteNormedModule est obtenue.
Les structures canoniques permettent ensuite de construire des instances de ces
structures alge´briques pour des espaces usuels [143]. Par exemple, dans Coquelicot, R
a e´te´ muni d’une structure d’anneau Ring. Cela revient a` donner les lois d’anneau (ici
4. En fait, depuis la version 3 de Coquelicot, closed est de´fini comme la contrapose´e du pre´dicat
« le comple´mentaire est ouvert », et n’est donc plus e´quivalent a` open (fun x => not (D x)) en
logique intuitionniste. L’usage du tiers-exclu permet cependant de retrouver l’e´quivalence.
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Rplus et Rmult) puis de prouver qu’elles satisfont les proprie´te´s d’un anneau. En fait,
R a e´te´ muni de structures alge´briques plus complexes, comme la structure de Nor-
medModule, de CompleteSpace, puis enfin de CompleteNormedModule [134, 35]. C’est
e´galement le cas de l’ensemble C des nombres complexes.
7.2 A` propos des sous-espaces
Certaines proprie´te´s topologiques standards, comme le caracte`re ouvert ou ferme´
d’un ensemble, n’ont de sens que pour un sous-espace relativement a` un espace plus
grand (nous utiliserons respectivement les termes sous-espace et sur-espace). Or, en
Coq, contrairement a` d’autres assistants de preuves comme PVS [160], la de´finition
de sous-structures et l’obtention de relations de sous-typages sont connues comme des
proble`mes difficiles [140, 7]. Il existe plusieurs manie`res de pallier cette difficulte´.
7.2.1 De´finitions et compatibilite´ des sous-espaces
Une premie`re solution est l’utilisation de types de´pendants consistant a` de´finir un
type enregistrement (Record) dont le premier champ est un e´le´ment du sur-espace et le
second champ une preuve d’appartenance au sous-espace. C’est parfois l’approche adop-
te´e dans ce manuscrit, e.g. pour de´finir les formes line´aires continues (voir section 7.5.3).
Cependant, cela ne´cessite de rede´finir les ope´rations et relations du sur-espace pour le
sous-espace 5. Par exemple, si nous de´finissons le type des nombres re´els supe´rieurs ou
e´gaux a` 7 (que nous notons R_le7 pour l’exemple), il est ne´cessaire de rede´finir une
relation d’ordre Rlt’ : R_le7 -> R_le7 -> Prop bien que celle-ci co¨ıncide avec la
relation d’ordre Rlt pour les nombres re´els.
La seconde solution est la caracte´risation d’un sous-espace d’un espace E par un
pre´dicat de type E -> Prop. Ce pre´dicat peut e´galement eˆtre vu comme la fonction
caracte´ristique du sous-espace. Cette approche a e´te´ intensivement utilise´e par Gon-
thier et al. dans la preuve formelle du the´ore`me de Feit-Thompson [86], un re´sultat
fondamental en the´orie des groupes finis 6. Nous adoptons tre`s fre´quemment cette solu-
tion dans la suite du document car elle pre´sente l’avantage de pouvoir dire d’un meˆme
e´le´ment (au sens le plus fort, c’est-a`-dire d’un meˆme terme Coq) x qu’il appartient a` E
(par typage) et qu’il est un e´le´ment du sous-espace phi (i.e. phi x). Dans les de´finitions
et e´nonce´s mathe´matiques, nous utiliserons a` la fois les notations x ∈ ϕ et ϕ(x) pour
de´noter l’appartenance d’un e´le´ment x ∶ E a` un sous-espace ϕ ∶ E → Prop.
Pour E ∶ AbelianGroup et ϕ ∶ E → Prop le pre´dicat d’un sous-espace de E, il peut
s’ave´rer ne´cessaire de supposer ou de ve´rifier que ϕ est un sous-groupe de E. Cela
signifie que 0E ∈ ϕ, et que ϕ est stable par l’addition et l’oppose´. La conjonction de ces
trois proprie´te´s est e´quivalente a` la proprie´te´ suivante :
5. L’utilisation du me´canisme des coercions permet cependant de surcharger les notations.
6. Cette approche s’ave`re d’autant plus ade´quate que l’appartenance d’un e´le´ment a` un sous-groupe
fini est de´cidable et donc que le pre´dicat caracte´ristique associe´ est de´cidable.
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Definition compatible_g {E : AbelianGroup} (phi : E → Prop) :=
(forall x y, phi x → phi y → phi (plus x (opp y))) ∧ (exists x, phi x).
Nous utiliserons la terminologie AbelianGroup-compatible pour caracte´riser les pre´-
dicats ve´rifiant cette proprie´te´. De meˆme, il est possible de de´finir les sous-espaces
ModuleSpace-compatibles d’un module donne´, par la proprie´te´ :
Definition compatible_m {E : ModuleSpace} (phi : E → Prop) :=
compatible_g phi ∧ (forall (x : E) (k : R), phi x → phi (scal k x)).
7.2.2 Topologie et sous-espaces
Comme mentionne´ en section 7.1 puis au de´but de la section courante, certaines no-
tions topologiques pre´sentes dans la bibliothe`que Coquelicot n’ont de sens que pour des
sous-espaces (e.g. le caracte`re ouvert ou ferme´). Une difficulte´ supple´mentaire apparaˆıt
lorsqu’il devient ne´cessaire de transposer aux sous-espaces une proprie´te´ qui leur soit
propre, i.e. inde´pendante du sur-espace a` partir duquel ils sont de´finis. Conside´rons par
exemple un espace E ∶ UniformSpace. Nous pouvons prouver la proprie´te´ de comple´tude
de cet espace, puis le munir de la structure de CompleteSpace. Conside´rons maintenant
un sous-espace ϕ de type E → Prop et imaginons qu’il faille prouver la comple´tude de
ϕ. La proprie´te´ de comple´tude de´finie en section 7.1.2 ne peut eˆtre e´nonce´e qu’a` partir
d’un UniformSpace, or ϕ ne peut pas eˆtre muni d’une telle structure puisqu’il s’agit
d’un pre´dicat caracte´ristique de type E → Prop. Il est donc ne´cessaire de de´finir une
notion de comple´tude qui soit propre aux sous-espaces.
Pour des raisons de typage, nous ne pouvons pas de´finir de filtre sur un sous-espace
ϕ ∶ E → Prop. En revanche, nous pouvons dire d’un filtre sur E (de type (E → Prop)→
Prop) qu’il est induit sur ϕ, i.e. qu’il ne contient que des parties de E ayant une
intersection non-vide avec ϕ :
De´finition 7.1 (Filtre induit). Soit E ∶ Type, F ∶ (E → Prop) → Prop un filtre sur
E. Soit ϕ ∶ E → Prop un sous-espace de E. F est induit sur ϕ ssi :∀ψ ∶ E → Prop,F (ψ)⇒ ∃x ∈ E,ψ(x) ∧ϕ(x).
Le terme Coq associe´ a` la notion de filtre induit est note´ induced F phi.
Pour de´finir la proprie´te´ de comple´tude des sous-espaces, nous nous inspirons de la
notion de comple´tude des espaces dans la bibliothe`que Coquelicot, utilise´e pour de´finir
la structure CompleteSpace (voir section 7.1.2).
Commenc¸ons par la de´finition la plus ge´ne´rale, de´finissant la comple´tude des sous-
espaces d’un UniformSpace (qui n’est pas ne´cessairement lui-meˆme complet) :
Definition complete_subset (phi : E → Prop) :=
exists (lime : ((E → Prop) → Prop) → E),
(forall F, ProperFilter F → cauchy F → induced F phi →
phi (lime F) ∧ forall eps : posreal, F (ball (lime F) eps)).
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A` des fins de simplification, lorsque E ∶ CompleteSpace, nous souhaitons utiliser une
version forte de la comple´tude, qui impose que la fonction limite lime de la de´finition
complete_subset soit la fonction limite lim associe´e au sur-espace. Cette version forte
de la comple´tude des sous-espaces est note´e my_complete et de´finie par :
Definition my_complete (phi : E → Prop) :=
forall (F : (E → Prop) → Prop),
ProperFilter F → cauchy F → induced F phi → phi (lim F).
Nous de´montrons assez facilement l’implication suivante en instanciant lime avec
la fonction lim :
Context {E : CompleteSpace} {phi : E → Prop}
Lemma my_complete_complete_subset : my_complete phi → complete_subset phi.
Proof. (* ... *) Qed.
Dans la suite du document, lorsque nous faisons re´fe´rence a` un sous-espace ϕ
complet, cela signifie complete_subset phi lorsque le sur-espace n’est pas complet
(UniformSpace, NormedModule, PreHilbert, etc) et cela signifie my_complete lorsque
le sur-espace est complet (CompleteSpace, CompleteNormedModule, Hilbert).
Notons e´galement que lorsque E ∶ CompleteSpace et ϕ est ferme´ dans E (voir
section 7.1.2), nous pouvons prouver que ϕ est complet (au sens my_complete phi puis
au sens complete_subset phi). En re´sume´, nous avons les implications suivantes entre
fermeture et comple´tude des sous-espaces.
Context {E : CompleteSpace} {phi : E → Prop}
Lemma closed_my_complete : closed phi → my_complete phi.
Proof. (* ... *) Qed.
Lemma closed_complete_subset : closed phi → complete_subset phi.
Proof. (* ... *) Qed.
En revanche, l’e´quivalence my_complete phi <-> closed phi n’est pas vraie en
ge´ne´ral, mais l’est pour E ∶ CompleteNormedModule.
7.3 Formalisation des espaces de Hilbert
Nous commenc¸ons tout d’abord par formaliser les structures d’espace pre´hilbertien
et d’espace de Hilbert. Nous e´tendons pour cela la hie´rarchie alge´brique de la biblio-
the`que Coquelicot pre´sente´e en section 7.1.2.
Un espace pre´hilbertien re´el (PreHilbert) est un module dont l’anneau scalaire est
l’ensemble des nombres re´els (R_Ring e´tant la structure d’anneau sur R), muni d’un
produit scalaire inner. Celui-ci doit par ailleurs ve´rifier les proprie´te´s usuelles d’un
produit scalaire. La structure canonique correspondante est la suivante :
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Record mixin_of (E : ModuleSpace R_Ring) := Mixin {
inner : E → E → R ;
ax1 : forall (x y : E), inner x y = inner y x ;
ax2 : forall (x : E), 0 <= inner x x ;
ax3 : forall (x : E), inner x x = 0 → x = zero ;
ax4 : forall (x y : E) (k : R),
inner (scal k x) y = k * inner x y ;
ax5 : forall (x y z : E),
inner (plus x y) z = inner x z + inner y z }.
Dans les e´nonce´s mathe´matiques, le produit scalaire inner est note´ ⟨⋅, ⋅⟩E. A` partir
du produit scalaire, nous sommes en mesure de de´finir une norme et de prouver que
tout espace pre´hilbertien est un NormedModule 7. Un espace de Hilbert est un espace
pre´hilbertien complet, i.e. muni d’une limite ve´rifiant les proprie´te´s de comple´tude au
sens des filtres (voir la de´finition de CompleteSpace en section 7.1.2).
Record mixin_of (E : PreHilbert) := Mixin {
lim : ((E → Prop) → Prop) → E ;
ax1 : forall F, ProperFilter F → cauchy F →
forall eps : posreal, F (ball (lim F) eps) ;
ax2 : forall F1 F2, filter_le F1 F2 → filter_le F2 F1 →
close (lim F1) (lim F2) }.
Nous prouvons qu’un espace muni de la structure Hilbert est e´galement muni de
la structure PreHilbert et de la structure CompleteNormedModule.
L’extension de la hie´rarchie alge´brique est synthe´tise´e par la figure 7.3.
AbelianGroup
Ring ModuleSpace PreHilbert
AbsRing NormedModule UniformSpace Hilbert
CompleteNormedModule CompleteSpace
Figure 7.3 – Hie´rarchie e´tendue aux espaces PreHilbert et Hilbert. Les fle`ches
pleines noires signifient que la structure est construite a` partir d’une autre structure. Les
fle`ches en pointille´s signifient que la structure est parame´tre´e par une autre structure
(e.g. un module est parame´tre´ par un anneau sous-jacent). Les fle`ches rouges signifient
que nous avons prouve´ qu’une structure a e´galement les proprie´te´s d’une autre structure
(e.g. un espace de Hilbert est complet).
7. De surcroˆıt, la norme ∥ ⋅ ∥ de´rive´e du produit scalaire ve´rifie la proprie´te´ ∥x∥ = 0⇔ x = 0, ce qui
n’est pas le cas de toutes les normes.
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7.4 Proprie´te´s ge´ome´triques et espaces de Hilbert
Dans cette section, nous de´finissons les concepts-clefs d’analyse des espaces de Hil-
bert, comme le projete´ orthogonal d’un vecteur et le comple´ment orthogonal d’un sous-
espace. Nous prouvons par ailleurs quelques re´sultats importants concernant ces objets
ge´ome´triques.
7.4.1 Identite´ du paralle´logramme, ine´galite´ de Cauchy-Schwarz
Nous commenc¸ons par prouver formellement deux lemmes simples concernant le pro-
duit scalaire, a` savoir l’identite´ du paralle´logramme et l’ine´galite´ de Cauchy-Schwarz :
Lemme 7.1. Identite´ du paralle´logramme
Soit E ∶ PreHilbert. Alors :
∀x, y ∈ E, ⟨x + y, x + y⟩E + ⟨x − y, x − y⟩E = 2 (⟨x, x⟩E + ⟨y, y⟩E) .
Lemme 7.2. Ine´galite´ de Cauchy-Schwarz
Soit E ∶ PreHilbert. Alors :
∀x, y ∈ E,√⟨x, y⟩E ⩽ ⟨x,x⟩E ⋅ ⟨y, y⟩E .
Assez simple, la de´monstration de ces deux re´sultats repose sur les proprie´te´s du
produit scalaire, notamment sur sa biline´arite´ [50, lemmes 173 et 174]. Ces re´sultats sont
ne´anmoins indispensables aux de´monstrations d’autres the´ore`mes. En effet, le lemme 7.1
(ine´galite´ du paralle´logramme) est ne´cessaire a` la de´monstration du the´ore`me 7.3 pre´-
sente´e succinctement ci-dessous. Une variante de l’ine´galite´ du paralle´logramme est
e´galement ne´cessaire a` la preuve du lemme 7.4. Quant au lemme 7.2, il permet de
prouver la continuite´ du projete´ orthogonal (en tant que fonction prenant un vecteur
en entre´e et renvoyant son projete´ orthogonal) ainsi que le the´ore`me 8.2 (the´ore`me de
Riesz–Fre´chet).
7.4.2 Projete´ orthogonal
Si la notion de projete´ orthogonal d’un vecteur sur un sous-espace paraˆıt intuitive
(voir figure 7.4), la preuve de son existence et de son unicite´ est loin d’eˆtre triviale.
The´ore`me 7.3. Projete´ orthogonal, sous-espace complet P∨¬P
Soit E ∶ PreHilbert. Soit ϕ ∶ E → Prop, ϕ non vide, complet et ModuleSpace-
compatible 8. Alors, pour tout u ∈ E, il existe un unique vecteur Pϕ(u) ∈ E tel que :
ϕ(Pϕ(u)) ∧ ∥u − Pϕ(u)∥E = infw∈E∧ϕ(w) ∥u −w∥E .
8. En re´alite´, nous prouvons formellement que le re´sultat reste valable pour un sous-espace non vide,
complet et convexe : nous de´montrons que tout sous-espace ModuleSpace-compatible est convexe.
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Figure 7.4 – Projete´s orthogonaux sur un sous-espace ϕ et sur son comple´ment ortho-
gonal ϕ�
Pϕ(u) est appele´ projete´ orthogonal de u sur ϕ (le concept de projete´ orthogonal est
illustre´ par la figure 7.4).
Pour prouver formellement ce re´sultat, nous nous basons sur la de´monstration papier
de Cle´ment et Martin [50, the´ore`me 186], qui n’utilise pas la notion de filtre. Comme
nous utilisons la bibliothe`que Coquelicot, dans laquelle les notions de limites utilisent
les filtres, nous devons dans un premier temps interpre´ter la de´monstration dans ce
formalisme. Posons δ = inf
w∈E∧ϕ(w) ∥u −w∥E. Le projete´ orthogonal est construit comme la
limite du filtre :
F := fun (V:E→ Prop) ⇒ exists eps:posreal, forall x,
phi x → norm (minus u x) < delta + eps → V x.
Pour donner du sens a` cette limite, nous prouvons tout d’abord que le filtre F
est propre et de Cauchy. Ensuite, nous utilisons la comple´tude du sous-espace ϕ pour
montrer l’appartenance de la limite au sous-espace. La de´monstration est par ailleurs
classique a` cause de proble`mes de de´cidabilite´ lie´s a` la borne infe´rieure dans la de´finition
de δ (voir de´tails en section 8.6).
Ensuite, nous formalisons le lemme de caracte´risation suivant, qui ge´ne´ralise la no-
tion de projete´ orthogonal a` tout sous-espace ModuleSpace-compatible de E :
Lemme 7.4. Caracte´risation du projete´ orthogonal P∨¬P
Soit E ∶ PreHilbert. Soit ϕ ∶ E → Prop, ϕ ModuleSpace-compatible. Soit u, v ∈ E.
Supposons que v ∈ ϕ. Alors :
�∥u − v∥E = inf
w∈E∧ϕ(w) ∥u −w∥E� ⇐⇒ (∀w ∈ E, ϕ(w) �⇒ ⟨v,w⟩E = ⟨u,w⟩E) .
Ce lemme, valable pour n’importe quel sous-espace ϕ ModuleSpace-compatible, est
un lemme de caracte´risation et n’assure pas l’existence du projete´ orthogonal, qui n’est
prouvable que si ϕ est complet (d’apre`s le the´ore`me 7.3).
La de´monstration est assez fastidieuse et repose sur la manipulation d’e´galite´s et
d’ine´galite´s impliquant des produits scalaires. La preuve de ces e´quations utilise a` plu-
sieurs reprises une variante simplifie´e de l’ine´galite´ du paralle´logramme (lemme 7.1).
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Ces caracte´risations ne permettent pas d’obtenir constructivement une fonction
ayant pour parame`tres un vecteur u et un sous-espace ϕ et renvoyant le projete´ ortho-
gonal Pϕ(u). Une solution simple serait d’utiliser l’ope´rateur iota de Hilbert disponible
dans la bibliothe`que standard de Coq, qui est une version faible de l’ope´rateur epsi-
lon de Hilbert dans le cas ou` un argument d’unicite´ peut eˆtre fourni. Ne´anmoins, ces
ope´rateurs ne´cessitent l’axiome Epsilon de Hilbert.
Il est cependant possible, dans le cas particulier ou` E ∶ Hilbert, de n’utiliser ni le
tiers-exclu ni l’axiome Epsilon de Hilbert. En effet, lorsque E ∶ CompleteSpace (et a
fortiori lorsque E ∶ Hilbert), la bibliothe`que Coquelicot fournit un ope´rateur iota ne
ne´cessitant aucun axiome particulier, sinon l’axiomatisation des re´els de la bibliothe`que
standard [35, 134]. Cet ope´rateur posse`de un comportement analogue a` l’ope´rateur iota
de la bibliothe`que standard et est construit comme la limite d’un filtre bien choisi. Dans
ce manuscrit, la notation iota fera toujours re´fe´rence a` l’ope´rateur de Coquelicot. Cet
ope´rateur nous permet de construire la fonction proj :
Definition proj {E : Hilbert} (phi : E → Prop) :=
fun u : E ⇒ iota (fun v : E ⇒ phi v ∧ norm (minus u v)
= Glb_Rbar (fun r ⇒ exists w:E, phi w ∧ r = norm (minus u w))).
Dans la de´finition Coq ci-dessus, Glb_Rbar P est la construction de Coquelicot cor-
respondant a` la plus grande borne infe´rieure du sous-espace P : Rbar -> Prop. Dans
les e´nonce´s mathe´matiques, la fonction totale de projection orthogonale est note´e Pϕ.
De fac¸on surprenante, cette fonction explicite n’est utilise´e ni dans la preuve du the´o-
re`me de Lax–Milgram (the´ore`me 8.4), ni dans la preuve des re´sultats interme´diaires.
Les re´sultats de caracte´risation pre´sente´s ci-dessus, i.e. le the´ore`me 7.3 et le lemme 7.4
s’ave`rent en effet suffisants. En revanche, pour de´montrer la comple´tude des sous-espaces
de dimension finie des espaces de Hilbert (the´ore`me 8.9), il faut construire l’image d’un
filtre par la fonction projete´ orthogonal. Il devient donc ne´cessaire d’utiliser l’objet proj
en tant que fonction explicite, puis de de´montrer qu’elle posse`de certaines bonnes pro-
prie´te´s. La premie`re proprie´te´, simple a` de´montrer, est la line´arite´. La seconde proprie´te´
est le caracte`re contractant du projete´ orthogonal :
forall x y, norm (proj phi x - proj phi y) <= norm (x - y).
7.4.3 Comple´ment orthogonal et somme directe
De´finition 7.2 (Comple´ment orthogonal).
Soit E ∶ PreHilbert. Soit ϕ ∶ E → Prop, ϕ ModuleSpace-compatible. Son comple´ment
orthogonal est le sous-ensemble ϕ� de E de´fini de la manie`re suivante :
Definition orth_compl := fun x : E ⇒ forall y, phi y → inner x y = 0.
Lorsque ϕ est un sous-espace complet, tout vecteur u ∈ E peut eˆtre de´compose´
comme la somme de deux vecteurs respectivement a` valeurs dans ϕ et dans ϕ�. Nous
prouvons que la de´composition sur ϕ et ϕ� est unique (il s’agit d’une conse´quence
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de l’unicite´ de la projection orthogonale assure´e par le the´ore`me 7.3). Cela permet
d’introduire la notion de somme directe :
De´finition 7.3 (Somme directe). Soit E ∶ModuleSpace, ϕ,ψ,π ∶ E → Prop.
On dit que ϕ = ψ ⊕ π (ϕ est la somme directe de ψ et π) ssi :∀u ∈ E,ϕ(u)⇒ ∃!a, b ∈ E,a ∈ ψ ∧ b ∈ π ∧ u = a + b
Nous avons donc E = ϕ ⊕ ϕ� (notation pour λx.True = ϕ ⊕ ϕ�). Par ailleurs, cette
de´composition unique peut eˆtre donne´e explicitement : u = Pϕ(u) + (u − Pϕ(u)) (voir
figure 7.4). Nous proposons plusieurs formalisations de la proprie´te´ « ϕ et ϕ′ sont la
somme directe d’un ensemble E », prouve´es e´quivalentes par une se´rie d’implications.
En pratique, la seule des formalisations e´quivalentes qui est utilise´e est la suivante :
Definition direct_sumable phi phi’ := forall x:E, phi x → phi’ x → x = 0.
Nous prouvons enfin un dernier lemme de caracte´risation utilisant le fait qu’un sous-
module d’un espace complet est en somme directe avec son comple´ment orthogonal.
Lemme 7.5. Caracte´risation des sous-espaces orthogonaux P∨¬P
Soit E ∶ PreHilbert. Soit ϕ ∶ E → Prop, ϕ ModuleSpace-compatible et complet. Soit
u, v ∈ E. Supposons que ϕ(v). Alors :
�∥u − v∥E = inf
w∈E∧ϕ(w) ∥u −w∥E� �⇒ (ϕ(u) ⇐⇒ v = u) ∧ (ϕ�(u) ⇐⇒ v = 0) .
Ce lemme est utilise´ dans la preuve du the´ore`me 8.2 (Riesz–Fre´chet) et est donc
ne´cessaire a` la preuve du the´ore`me 8.4 (Lax–Milgram). Un corollaire assure que si
x ∈ ϕ, Pϕ(x) = x et pour x ∈ ϕ�, Pϕ(x) = 0.
7.5 Fonctions line´aires continues
Le the´ore`me de Lax–Milgram s’applique a` des fonctions line´aires continues des es-
paces de Hilbert. La notion de line´arite´, tre`s simple a` caracte´riser, est pre´sente´e en
section 7.5.1. En section 7.5.2, nous de´finissons la notion de norme subordonne´e d’une
fonction line´aire. Nous prouvons qu’il existe plusieurs de´finitions e´quivalentes de la no-
tion de continuite´ pour les fonctions line´aires puis choisissons de de´finir l’espace des
fonctions line´aires continues a` l’aide de la norme subordonne´e en section 7.5.3.
7.5.1 Fonctions line´aires et biline´aires
Soit E,F ∶ ModuleSpace, nous de´finissons un pre´dicat is_linear_mapping sur E →
F caracte´risant les fonctions line´aires :
Definition is_linear_mapping {E F : ModuleSpace} (f : E → F) :=
(forall (x y : E), f (plus x y) = plus (f x) (f y))∧ (forall (x : E) (k : R), f (scal k x) = scal k (f x)).
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Nous prouvons par ailleurs que le sous-ensemble is_linear_mapping de E → F est
AbelianGroup-compatible.
Ensuite, nous de´finissons un pre´dicat similaire pour les applications biline´aires (i.e.
les fonctions de deux arguments qui sont line´aires sur chacun de leurs arguments), et
prouvons qu’il est e´galement AbelianGroup-compatible :
Definition is_bilinear_mapping
{E F G : ModuleSpace} (f : E → F → G) :=
(forall (x : E) (y : F) (k : R), f (scal k x) y = scal k (f x y)) ∧
(forall (x : E) (y : F) (k : R), f x (scal k y) = scal k (f x y)) ∧
(forall (x y : E) (z : F), f (plus x y) z = plus (f x z) (f y z)) ∧
(forall (x : E) (y z : F), f x (plus y z) = plus (f x y) (f x z)).
7.5.2 Norme subordonne´e
La notion de norme subordonne´e, dans le cas particulier des matrices, a de´ja` e´te´ abor-
de´e dans le chapitre 6 pour borner les erreurs d’arrondi des me´thodes de Runge-Kutta.
Il est en fait possible de ge´ne´raliser ce concept a` toute fonction d’un NormedModule
dans un autre NormedModule.
Soit E,F ∶ NormedModule, f ∶ E → F et ϕ ∶ E → Prop. Nous de´finissons la norme
subordonne´e de f sur ϕ, note´e ∣∣∣f ∣∣∣ϕ et de type (E → F )→ R, comme :
∣∣∣f ∣∣∣ϕ = sup
u≠0E∧ϕ(u)
∥f(u)∥F∥u∥E .
Dans le cas particulier ou` ϕ est exactement E, nous noterons simplement ∣∣∣f ∣∣∣.
Nous souhaitons de´finir cet objet comme une fonction totale. Or, il apparaˆıt clai-
rement qu’il faut traiter a` part le cas ou` ϕ est le singleton {0E}. En effet, dans ce cas
particulier, l’ensemble {u ∈ E ∣ u ≠ 0E ∧ ϕ(u)} est vide et il faut choisir une valeur par
de´faut pour la norme d’ope´rateur : nous choisissons la valeur 0. Pour la disjonction de
cas, il est ne´cessaire de de´cider si un sous-ensemble de E est e´gal a` {0E}, ce qui e´quivaut
a` de´cider si le sous-ensemble de R suivant est vide :
fun x:R ⇒ exists u:E, u <> zero ∧ phi u ∧ x = norm u.
Il est en fait toujours possible, dans la bibliothe`que Coquelicot, de de´cider si un
pre´dicat de type R -> Prop est vide ou non. Nous notons Is_only_zero_set_dec_phi
le pre´dicat de de´cidabilite´ associe´ et formalisons la norme subordonne´e de f sur ϕ :
Definition operator_norm_phi (f:E→ F) : Rbar :=
match Is_only_zero_set_dec_phi E with
| left _ ⇒ Lub_Rbar (fun x:R ⇒ exists u:E, u <> zero ∧
phi u ∧ x = norm (f u) / norm u)
| right _ ⇒ 0
end.
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Lub_Rbar P est la construction de Coquelicot correspondant a` la plus petite borne
supe´rieure du sous-espace P : Rbar -> Prop.
7.5.3 Espace des fonctions line´aires continues
Dans le cas d’une fonction line´aire de E → F , avec E et F munis de structures
de NormedModule, nous prouvons l’e´quivalence entre huit de´finitions de la notion de
continuite´, comme propose´ par Cle´ment et Martin [50, the´ore`me 145]. La de´finition
de « re´fe´rence » est la continuite´ au sens des filtres (voir section 7.1.2). Parmi les
de´finitions e´quivalentes se trouvent des caracte´risation via le caracte`re lipschitzien et
via le caracte`re borne´ de la fonction. Une autre de´finition e´quivalente utilise la norme
subordonne´e. En effet, la proposition ∣∣∣f ∣∣∣ < +∞ caracte´rise e´galement la continuite´ de
f .
La preuve formelle se de´compose en une se´rie d’implications, certaines de ces im-
plications ne ne´cessitant pas force´ment l’hypothe`se de line´arite´. Selon l’usage, il peut
eˆtre ne´cessaire d’utiliser l’une ou l’autre de ces de´finitions, e.g. lorsqu’il faut prouver la
continuite´ d’une fonction, il est aise´ de prouver qu’elle est borne´e plutoˆt que de revenir
a` la de´finition utilisant les filtres.
Immler et Traut utilisent le caracte`re fini de la norme subordonne´e comme caracte´-
risation de la continuite´ des fonctions line´aires [117]. Nous optons pour le meˆme choix
et de´finissons l’ensemble des fonctions line´aires continues via le type de´pendant clm :
Record clm := Clm {
m:> E→ F ;
Lf: is_linear_mapping m;
Cf: is_finite (operator_norm m) }.
Nous utiliserons la terminologie composante fonctionnelle pour de´signer le champ
m d’un e´le´ment de type clm E F (il s’agit de la fonction en elle-meˆme, c’est pourquoi
nous avons ajoute´ une coercion m:> E->F).
L’approche utilisant la norme subordonne´e n’est pas choisie arbitrairement et permet
de munir l’espace clm E F d’une structure d’UniformSpace, dont l’objet ball est induit
a` partir de la norme subordonne´e. Nous montrons e´galement qu’il peut eˆtre muni de
la structure de ModuleSpace. Cela ne´cessite de prouver des e´galite´s entre e´le´ments de
type clm E F, que l’axiome de ProofIrrelevance permet de re´duire a` l’e´galite´ entre
composantes fonctionnelles.
La norme subordonne´e aux normes sur E et F n’est pas une norme pour l’ensemble
des fonctions de E -> F. En effet, elle est a` valeurs dans R et non dans R. Cependant,
dans le cas particulier des fonctions line´aires continues, comme la norme subordonne´e
est finie, nous montrons que clm E F peut eˆtre muni de la structure de NormedModule.
Le cas particulier ou` F = R est tre`s fre´quemment utilise´ dans le chapitre 8.
De´finition 7.4 (Dual topologique).
Soit E ∶ NormedModule. On appelle dual topologique de E l’ensemble E′ = clm E R.
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7.5.4 Repre´sentation des fonctions biline´aires
Dans cette section, nous nous inte´ressons aux fonctions biline´aires borne´es, lesquelles
interviennent dans l’e´nonce´ du the´ore`me de Lax–Milgram (the´ore`me 8.4).
De´finition 7.5 (Caracte`re borne´ d’une fonction biline´aire).
Une fonction f ∶ E → F → R est borne´e ssi
∃C ∈ R, ∀x ∈ E, ∀y ∈ F, ∣f(x, y)∣ ≤ C ∥x∥E ∥y∥F .
C est appele´e constante de continuite´ de f .
Ensuite, nous de´montrons un re´sultat-clef de repre´sentation ne´cessaire a` la preuve
du the´ore`me de Riesz-Fre´chet (the´ore`me 8.2) et assurant que toute forme biline´aire
borne´e de E ∶ NormedModule puisse eˆtre repre´sente´e par une fonction line´aire continue
a` valeurs dans le dual topologique de E :
Lemme 7.6. Repre´sentation des formes biline´aires borne´es
Soit a ∶ E → E → R. Supposons que a est biline´aire et borne´e. Alors, il existe une
unique fonction A de type clm E E′ telle que
∀u, v ∈ E, a(u, v) = (A(u)) (v).
Nous n’entrons pas dans les de´tails de la de´monstration mais remarquons qu’elle
pre´sente quelques difficulte´s. En effet, apre`s avoir exhibe´ la fonction A, il faut d’une
part prouver qu’elle est line´aire et continue, puis prouver que son application partielle a`
son premier argument est-elle meˆme line´aire et continue (e´le´ment du dual topologique).
Le lemme 7.6 est la dernie`re brique d’une se´rie de de´finitions et re´sultats ge´ne´riques
sur les espaces de Hilbert et les espaces de fonctions. Dans le chapitre suivant, nous
pre´sentons des re´sultats a` la fois plus pointus et plus spe´cialise´s, ayant pour objectif la
formalisation du the´ore`me de Lax–Milgram.
Chapitre 8
The´ore`mes fondamentaux d’analyse
fonctionnelle
La correction de la me´thode des e´le´ments finis repose sur le the´ore`me de Lax–
Milgram (the´ore`me 8.4), un re´sultat fondamental d’analyse fonctionnelle [49, 64]. Il
permet en effet d’e´tablir l’existence et l’unicite´ de la solution du proble`me continu
(i.e. l’e´quation aux de´rive´es partielles dont les solutions sont a` valeurs dans un espace
de Hilbert fonctionnel de dimension infinie) et de son approximation discre`te sur un
maillage de dimension finie. Cela ne suffit pas a` montrer que la me´thode des e´le´ments
finis fournit une bonne approximation de la solution exacte. Il faut pour cela utiliser un
corollaire du the´ore`me de Lax–Milgram appele´ lemme de Ce´a (lemme 8.5). Le lemme
de Ce´a fournit en effet une borne sur la diffe´rence entre la solution au proble`me continu
et l’approximation de la solution sur le sous-espace de dimension finie. Le the´ore`me
de Lax–Milgram se voulant aussi ge´ne´rique que possible, il s’applique a` tout sous-
espace ModuleSpace-compatible et complet d’un espace de Hilbert E. Il faudra ensuite
l’instancier a` l’ensemble E tout entier (trivialement ModuleSpace-compatible et complet
dans E) puis aux sous-espaces de dimension finie de E.
Nous aurions pu nous inte´resser a` d’autres re´sultats, jouant un roˆle analogue au the´o-
re`me de Lax–Milgram mais applicables dans un cadre plus ge´ne´ral, comme le the´ore`me
de Banach–Necˇas–Babusˇka [64, 42]. Notre choix s’est ne´anmoins porte´ sur le the´ore`me
de Lax–Milgram, qui permet d’e´tudier une classe suffisamment large d’e´quations diffe´-
rentielles et dont la preuve repose sur des fondements plus anciens et dont l’usage dans
les de´monstrations mathe´matiques est plus courant. S’ils ne sont pas nouveaux, ces fon-
dements forment cependant un socle conse´quent de concepts mathe´matiques, incluant
les re´sultats formalise´s dans le chapitre 7.
La de´monstration du the´ore`me de Lax–Milgram fait appel a` d’autres re´sultats in-
terme´diaires d’analyse fonctionnelle, a` savoir un the´ore`me de point fixe de Banach,
pre´sente´ en section 8.1, ainsi qu’un re´sultat de repre´sentation appele´ the´ore`me de Riesz–
Fre´chet, pre´sente´ en section 8.2. La formalisation de ces deux the´ore`mes en Coq est a`
la fois technique (de´finition de nouvelles structures de donne´es, proble`mes de de´cida-
bilite´) et fastidieuse (raisonnements calculatoires). La de´monstration du the´ore`me de
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Lax–Milgram est pre´sente´e en section 8.3.
L’application du the´ore`me de Lax–Milgram aux sous-espaces de dimension finie est
e´galement difficile. En section 8.4, nous de´finissons tout d’abord la notion de sous-espace
de dimension finie dans un espace de Hilbert quelconque, de dimension ge´ne´ralement
infinie. Ensuite, nous de´montrons la comple´tude des sous-espaces de dimension finie
en section 8.5. La preuve de comple´tude fait intervenir de nombreux raisonnements
topologiques, traite´s via des suites dans la majorite´ de la litte´rature mathe´matique [50].
Ainsi, pour pouvoir utiliser la bibliothe`que Coquelicot, nous devons re´interpre´ter ces
de´monstrations du point de vue des filtres, ce qui pose de nombreux e´cueils techniques,
comme la construction de transformations de filtres. La section 8.6 revient sur certains
proble`mes de de´cidabilite´ rencontre´s dans le chapitre 7 et dans le pre´sent chapitre.
8.1 The´ore`me de point fixe de Banach
En analyse fonctionnelle, et plus principalement dans les domaines lie´s a` l’e´tude des
e´quations diffe´rentielles, nombreux sont les re´sultats qui font appel a` des the´ore`mes dits
de « point fixe ». Leur point commun est d’e´tablir l’existence (et parfois l’unicite´) d’un
point fixe pour une fonction donne´e [90]. Les the´ore`mes de point fixe de Banach sont
parmi les plus connus et sont utilise´s dans les de´monstrations de re´sultats fondamen-
taux, comme le the´ore`me de Cauchy-Lipschitz [59] ou encore le the´ore`me des fonctions
implicites [194]. Le the´ore`me de Lax–Milgram, de´montre´ formellement en section 8.3,
utilise une variante de the´ore`me de point fixe de Banach.
Ce type de re´sultat e´tant tre`s re´pandu, la formalisation de the´ore`mes de point fixe
n’est pas nouvelle. Makarov et Spitters ont par exemple propose´ une formalisation
du the´ore`me de Picard-Lindelo¨f en Coq, dont la preuve repose sur un the´ore`me de
point fixe de Banach [146]. Harrisson formalise les the´ore`mes de point fixe de Banach
et de Brouwer en HOL [103]. Immler et Ho¨lz ont e´galement utilise´ une variante du
the´ore`me de point fixe de Banach pour une formalisation d’e´quations diffe´rentielles en
Isabelle/HOL [116]. La particularite´ du re´sultat auquel nous nous inte´ressons est le fait
qu’il s’applique sur un sous-espace d’un espace complet. Pour des raisons de lisibilite´,
nous commenc¸ons par l’e´noncer en langage mathe´matique, sans conside´rer la notion de
filtre (pour rappel, voir la de´finition des boules ge´ne´ralise´es en section 7.1.2) :
The´ore`me 8.1. Point fixe de Banach
Soit E ∶ CompleteSpace et ϕ ∶ E → Prop un sous-espace non vide et complet de E.
Soit f ∶ E → E. Soit (xn)n∈N de´finie par x0 ∈ ϕ et ∀n,xn+1 = f(xn). Supposons que :● ∀x, y,ϕ(x)⇒ ϕ(y)⇒ ∃M,0 ⩽M ∧ y ∈ B(x,M) ;● f est contractante ;● ∀x,ϕ(x)⇒ ϕ(f(x)).
Alors :● ∃!a ∈ E,ϕ(a) ∧ a = f(a) ;● (xn)n∈N est convergente et limx→∞ f(x) = a.
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En d’autres termes, toute fonction f contractante sur un sous-espace ϕ non vide et
complet d’un espace complet E est telle que ses ite´re´es successives a` partir d’un point
x0 ∈ ϕ convergent vers un unique point fixe a ∈ ϕ.
Une premie`re e´tape consiste a` de´finir la notion de fonction contractante (et donc de
fonction lipschitzienne) sur une structure alge´brique qui n’est e´quipe´e ni de norme, ni
meˆme de me´trique. Dans une structure d’UniformSpace, seules les boules ge´ne´ralise´es
(pseudome´triques) sont disponibles. Conside´rons une fonction f : X -> Y avec X, Y :
UniformSpace, nous notons ball_x et ball_y les boules ge´ne´ralise´es associe´es respec-
tivement a` X et Y. Nous de´finissons le caracte`re k-lipschitzien (puis contractant lorsque
k < 1) de f de la manie`re suivante :
Definition is_Lipschitz (f : X → Y) (k : R) :=
0 <= k ∧ forall x1 x2 r, 0 < r → ball_x x1 r x2→ ball_y (f x1) (k*r) (f x2).
Definition is_contraction (f : X → Y) :=
exists k, k < 1 ∧ is_Lipschitz f k.
Les notions topologiques de´finies dans Coquelicot utilisent les filtres. Il est donc
ne´cessaire d’exhiber un filtre jouant un roˆle analogue a` la suite (xn)n∈N de l’e´nonce´ du
the´ore`me 8.1. A` cet effet, nous de´finissons le filtre suivant, qui est propre et de Cauchy :
F := (fun P ⇒ eventually (fun n ⇒ P (iter f n x0)))
avec x0 un e´le´ment du sous-ensemble phi.
L’e´nonce´ Coq correspondant au the´ore`me 8.1 est le suivant (voir la de´finition de
close en section 7.1.2 et la de´finition de my_complete en section 7.2.2) :
Context {E : CompleteSpace}.
Hypothesis phi_f : forall x : E, phi x → phi (f x)
Hypothesis phi_distanceable: forall (x y:E),
phi x → phi y → exists M, 0 <= M ∧ ball x M y.
Hypothesis phi_complete : my_complete phi.
Hypothesis phi_not_empty : exists a : E, phi a
Theorem FixedPoint_C_phi : is_contraction_phi f phi →
exists a:E, phi a ∧ close (f a) a∧ (forall b, phi b → close (f b) b → close b a)∧ forall x, phi x → close (lim F) x.
Outre le fait que le filtre F soit utilise´ en lieu et place de la suite (xn)n∈N, nous
remarquons de le´ge`res diffe´rences avec l’e´nonce´ mathe´matique « standard ». En effet,
le re´sultat de´montre´ relaˆche la notion d’e´galite´, utilisant plutoˆt la proprie´te´ close des
UniformSpace. La conclusion du the´ore`me assure l’existence d’un e´le´ment a ve´rifiant
une conjonction de 4 propositions : la premie`re exprime l’appartenance de a a` phi ; la
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seconde fait de cet e´le´ment un point fixe pour la fonction f ; la troisie`me proposition
assure l’unicite´ du point fixe ; et la quatrie`me lie le point fixe a` la limite du filtre F.
Nous n’utiliserons en fait ce re´sultat que pour E : Hilbert et a fortiori pour E
muni d’une structure de CompleteNormedModule, pour laquelle il est possible de prouver
que forall x y, close x y <-> x = y. Par ailleurs, l’hypothe`se phi_distanceable
deviendra inutile car la proprie´te´ suivante est toujours ve´rifie´e :
∀x, y ∈ E,y ∈ B(x,2 × ∥x − y∥)
8.2 The´ore`me de Riesz–Fre´chet
Un re´sultat interme´diaire permettant de de´montrer le the´ore`me de Lax–Milgram
est le the´ore`me de Riesz–Fre´chet. Il s’agit d’un re´sultat de repre´sentation au sens ou` il
permet de repre´senter les e´le´ments du dual topologique (voir de´finition 7.4) d’un espace
de Hilbert comme produit scalaire par un vecteur bien choisi de l’espace.
8.2.1 Noyau d’une fonction
Afin de pouvoir e´noncer le the´ore`me de Riesz–Fre´chet, il faut commencer par forma-
liser la notion de noyau de fonction. Conside´rons f ∶ E → F avec E,F ∶ ModuleSpace.
Le noyau de f , note´ ker(f), est le sous-espace de E sur lequel f s’annule, i.e. :
Definition ker (f : E → F) := fun x:E ⇒ f x = zero.
Si f ∶ E′ (e´le´ment du dual topologique de E, voir de´finition 7.4), nous montrons que
ker(f) est un sous-ensemble ModuleSpace-compatible et ferme´ (voir de´finition de clo-
sed en section 7.2.2) de E.
La ModuleSpace-compatibilite´ se de´montre facilement. En revanche, la preuve de
fermeture de ker(f) est plus inte´ressante. L’argument sur lequel repose la de´monstration
est la continuite´ de f . En effet, ker(f) = f−1({0F}) ; or tout singleton est ferme´ et a
fortiori {0F} est ferme´. Par continuite´ de f , l’ensemble f−1({0F}) est e´galement ferme´.
8.2.2 E´nonce´ du the´ore`me
The´ore`me 8.2. Riesz–Fre´chet P∨¬P
Soit E ∶ Hilbert, f ∈ E′, ϕ ∶ E → Prop, ϕ ModuleSpace-compatible et complet.
Alors, il existe un unique e´le´ment u ∈ E tel que :
ϕ(u) ∧ ∀v ∈ E, ϕ(v) �⇒ f(v) = ⟨u, v⟩E .
La preuve d’unicite´ est relativement na¨ıve et est traite´e inde´pendamment de la
preuve d’existence. La preuve d’existence ne´cessite de disjoindre le cas ou` la forme
line´aire f est identiquement nulle sur le sous-ensemble ϕ et le cas ou` elle ne l’est pas 1.
1. En logique intuitionniste, cela pose des proble`mes de de´cidabilite´, voir section 8.6.
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Si f est identiquement nulle sur ϕ, il est e´vident que 0 est solution du proble`me
puisque pour tout v, f(0) = ⟨0, v⟩E = 0.
Dans le second cas, nous exhibons un e´le´ment u0 ∈ E tel que f(u0) ≠ 0, i.e. u0 ∈
ϕ∩(ker(f))�. Comme ker(f) est un sous-ensemble ferme´ et donc complet de E, d’apre`s
le the´ore`me 7.3, il existe un unique projete´ orthogonal Pker(f)(u0) de u0 sur ker(f). La
suite de la de´monstration consiste a` construire une solution pour satisfaire le proble`me
pose´ par le the´ore`me de Riesz–Fre´chet. Cette solution est construite pas a` pas a` partir
du vecteur u0 − Pker(f)(u0), qui est la projection orthogonale de u0 sur (ker(f))�. Le
vecteur u0−Pker(f)(u0) est re´gulie`rement utilise´ comme de´nominateur de fractions dans
la construction de la solution, ce qui implique de de´montrer que u0−Pker(f)(u0) ≠ 0. Pour
cela, nous montrons P(ker(f))�(u0) = u0 −Pker(f)(u0), i.e. u0 −Pker(f)(u0) ∈ (ker(f))�, i.e.
u0−Pker(f)(u0) ≠ 0. L’ensemble de la construction peut eˆtre consulte´ dans [50, the´ore`me
199] ou dans le fichier Coq lax_milgram.v.
8.2.3 Fonction de repre´sentation de Riesz
Pour chaque forme line´aire continue f ∈ E′, le the´ore`me de Riesz–Fre´chet assure
l’existence d’une unique solution u au proble`me ∀v ∈ E, ϕ(v) �⇒ f(v) = ⟨u, v⟩E.
Cette preuve d’existence ne fournit pas une fonction calculatoire qui, sur la donne´e de
f , renvoie l’unique solution associe´e. La de´monstration de Cle´ment et Martin utilise
une fonction τ ∶ E′ → E a` cet effet [50] :
De´finition 8.1 (Fonction de repre´sentation de Riesz).
Soit E ∶ Hilbert. D’apre`s le the´ore`me 8.2, pour tout f ∈ E′, il existe un unique uf ∈ E
tel que ∀v ∈ E, f(v) = ⟨uf , v⟩E. La fonction de repre´sentation de Riesz, note´e τ , est la
fonction de´finie par ∀f ∈ E′, τ(f) = uf .
La fonction τ ne peut pas eˆtre de´finie de manie`re purement constructive. Nous
pouvons ne´anmoins utiliser l’ope´rateur iota de Coquelicot, de´ja` introduit et utilise´ en
section 7.4 pour construire le projete´ orthogonal, qui peut eˆtre de´fini a` partir de la seule
axiomatisation des re´els de la bibliothe`que standard. Nous formalisons τ comme une
fonction totale sur le dual topologique d’un espace de Hilbert E :
Definition tau := fun (f : topo_dual E) ⇒
(iota (fun u : E ⇒ forall v : E, f v = inner u v)).
La preuve du the´ore`me de Lax–Milgram utilise deux proprie´te´s de τ :
Lemme 8.3. Proprie´te´s de la fonction de repre´sentation de Riesz P∨¬P● τ est une fonction line´aire ;● ∀f ∈ E′, ∣∣∣f ∣∣∣ = ∥τ(f)∥E.
Si la preuve de line´arite´ est relativement simple, la preuve d’isome´trie (i.e. ∀f ∈
E′, ∣∣∣f ∣∣∣ = ∥τ(f)∥E) est assez fastidieuse. En effet, nous utilisons l’ope´rateur glb_Rbar
(plus grande borne infe´rieure) de Coquelicot, qui est a` valeurs dans R dans le cas ge´-
ne´ral. Or, en Coq, l’utilisation de R rend ge´ne´ralement les preuves fastidieuses puisqu’il
est ne´cessaire de traiter a` part les cas +∞ et −∞.
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8.3 The´ore`me de Lax–Milgram
Le the´ore`me de Lax–Milgram repose sur deux proprie´te´s des fonctions a` deux argu-
ments : le caracte`re borne´ (de´finition 7.5) et la coercivite´ (de´finie ci-dessous).
De´finition 8.2 (Coercivite´).
Soit E ∶ Hilbert,α ∈ R∗+. Une fonction f ∶ E → E → R est α-coercive ssi ∀x ∈
E,α ∥x∥2E ≤ f(x,x).
S’en suit l’e´nonce´ du the´ore`me de Lax–Milgram :
The´ore`me 8.4. Lax–Milgram P∨¬P
Soit E ∶ Hilbert, f ∈ E′, C,α ∈ R∗+. Soit ϕ ∶ E → Prop, ϕ ModuleSpace-compatible et
complet. Soit a une forme biline´aire de E borne´e par C et α-coercive. Alors :∃!u ∈ E,ϕ(u) ∧ ∀v ∈ E,ϕ(v)�⇒ f(v) = a(u, v) ∧ ∥u∥E ≤ 1α ∣∣∣f ∣∣∣ϕ.
De´monstration. La de´monstration du the´ore`me de Lax–Milgram est en partie calcu-
latoire. Il faut en effet prouver de nombreuses ine´galite´s ou e´galite´s entre expressions
mathe´matiques. Cela rend la formalisation des re´sultats tre`s fastidieuse. Afin d’obtenir
une preuve formelle relativement courte et compre´hensible, nous avons choisi de traiter
a` part ces raisonnements calculatoires, via un ensemble de lemmes auxiliaires.
Le coeur technique de la preuve s’articule en trois e´tapes. La premie`re e´tape consiste
a` montrer que le proble`me pose´ par le the´ore`me de Lax–Milgram, i.e. P1 ≡ ∃!u ∈
E,ϕ(u) ∧ ∀v ∈ E,ϕ(v) �⇒ f(v) = a(u, v), se re´duit a` la re´solution d’un proble`meP2 plus simple. La seconde e´tape consiste a` montrer que la re´solution de ce proble`meP2 peut se re´duire a` l’exhibition de l’unique point fixe d’une fonction bien choisie (pro-
ble`me P3). Enfin, la troisie`me e´tape de la de´monstration consiste a` re´soudre le proble`me
de point fixe P3.
E´tape 1 : Re´duction a` un proble`me plus simple. D’apre`s le lemme 7.6, il existe
une unique forme line´aire continue A de E → E′ telle que :
∀u, v ∈ E, (A(u))(v) = a(u, v).
Ensuite, on utilise le the´ore`me de Riesz–Fre´chet (the´ore`me 8.2) a` deux reprises (surA(u) et sur f) afin d’exhiber les deux re´sultats suivants :∃!wau ∈ E,∀v ∈ E, a(u, v) = (A(u))(v) = ⟨wau , v⟩E ,∃!wf ∈ E,∀v ∈ E, f(v) = ⟨wf , v⟩E .
Ainsi, en posant τ(A(u)) = wau et τ(f) = wf , nous obtenons successivement :
∀v ∈ E, ⟨wau , v⟩E = ⟨wf , v⟩E �⇒ ∀v ∈ E,a(u, v) = f(v),
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et
wau = wf ⇒∀v ∈ E, a(u, v) = f(v),
τ(A(u)) = τ(f)⇒∀v ∈ E, a(u, v) = f(v).
Il est donc possible de re´duire le proble`me P1 a` un proble`me P2 plus simple a` travers
l’implication suivante :∃!u ∈ E, τ(A(u)) = τ(f)�������������������������������������������������������������������������� ��������������������������������������������������������������������������P2 �⇒ ∃!u ∈ E, ∀v ∈ E,a(u, v) = f(v)��������������������������������������������������������������������������������������������������� ��������������������������������������������������������������������������������������������������P1 . (8.1)
E´tape 2 : Re´duction a` un proble`me de point fixe. Soit τ la fonction de repre´-
sentation de Riesz (voir de´finition 8.1). Soit ρ ∈ R tel que 0 < ρ < 2αC2 . Nous de´finissons
g ∶ E → E par : ∀x ∈ E, g(x) = x − ρ ⋅ τ(A(x)) + ρ ⋅ τ(f).
Nous montrons ensuite, de fac¸on assez na¨ıve et en de´pliant la de´finition de g, l’im-
plication qui suit :
g(u) = u�⇒ τ(A(u)) = τ(f).
Nous en de´duisons de fac¸on imme´diate :
∃!u ∈ E, g(u) = u���������������������������������������������� ���������������������������������������������P3 �⇒ ∃!u ∈ E, τ(A(u)) = τ(f)�������������������������������������������������������������������������� ��������������������������������������������������������������������������P2 . (8.2)
E´tape 3 : Re´solution du proble`me de point fixe. Par un raisonnement calcula-
toire, nous prouvons que g est k-Lipschitzienne avec k = √1 − 2ρα + ρ2C2 et prouvons
que pour tout ρ tel que 0 < ρ < 2αC2 , nous avons 0 < k < 1, faisant ainsi de g une fonction
contractante. Enfin, par application du the´ore`me de point fixe de Banach (the´ore`me 8.1),
il existe un unique point fixe pour g.
Conclusion. Donc, via (8.2) et (8.1), nous de´montrons le the´ore`me de Lax–Milgram.
Le the´ore`me de Lax–Milgram peut eˆtre applique´ a` la fois sur un espace de Hilbert
E et sur un sous-ensemble ModuleSpace-compatible et complet de E. Nous obtenons
donc deux uniques solutions dont il est possible de borner la diffe´rence :
Lemme 8.5. Ce´a P∨¬P
Soit E ∶ Hilbert, f ∈ E′, 0 < α. Soit ϕ ∶ E → Prop, ϕ ModuleSpace-compatible et
complet. Soit a une forme biline´aire de E, borne´e par C > 0 et α-coercive. Soit u et uϕ
les solutions donne´es par application du the´ore`me de Lax–Milgram respectivement sur
E et sur le sous-ensemble ϕ. Alors :
∀vϕ ∈ E,ϕ(vϕ)�⇒ ∥u − uϕ∥E ≤ Cα ∥u − vϕ∥E .
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La de´monstration du lemme de Ce´a est presque imme´diate, la difficulte´ principale
re´sidant dans la preuve du the´ore`me de Lax–Milgram sans lequel il ne peut eˆtre e´nonce´.
Ce lemme est ne´anmoins indispensable pour e´tablir la convergence de la me´thode des
e´le´ments finis. Pour ce faire, il faut l’appliquer a` un sous-espace ϕ de dimension finie. Il
faut donc formaliser la notion de sous-espace de dimension finie d’un espace de Hilbert
et de´montrer qu’un tel sous-espace est ModuleSpace-compatible et complet.
8.4 Sous-espaces de dimension finie
Dans cette section, nous pre´sentons une formalisation des sous-espaces de dimension
finie des espaces de Hilbert. Contrairement a` la majorite´ des travaux pre´sente´s en sec-
tion 3.2.3, nous de´finissons des sous-espaces de dimension finie d’espaces de dimension
potentiellement infinie (espaces de Hilbert), ce qui rend leur formalisation plus difficile.
Un sous-espace ϕ de E ∶ Hilbert est de dimension finie n et famille ge´ne´ratrice B
s’il ve´rifie la proprie´te´ FDIM de´finie ci-dessous :
Definition FDIM (phi : E → Prop) (n : nat) (B : nat → E) :=
match (eq_nat_dec n 0) with (* teste si la dimension est nulle *)
| left _ ⇒ forall u, phi u ↔ u = zero (* n = 0 *)
| right _ ⇒ forall u, phi u ↔ exists L : nat → R, (* n > 0 *)
u = sum_n (fun k ⇒ scal (L k) (B k)) (n-1)
end.
En d’autres termes, seul l’ensemble re´duit au singleton {0} est de dimension 0 et
pour n > 0, les vecteurs u d’un espace de dimension n sont combinaisons line´aires des
n premiers vecteurs de la famille ge´ne´ratrice B, i.e. u = ∑n−1k=0 LkBk avec L ∶ N→ R.
Faisons quelques remarques sur ce choix de formalisation :● Tout d’abord, B est une famille ge´ne´ratrice du sous-espace de dimension finie,
et non une base. En effet, B n’est pas force´ment une famille libre, i.e. telle que∀L ∈ Rn,∑n−1k=0 LkBk = 0⇒ (∀i,0 ⩽ i < n⇒ Li = 0).● De plus, nous ne construisons pas B comme une liste de taille n mais comme une
suite de vecteurs. Cela simplifie l’initialisation de B car pour p ⩾ n, nous n’avons
pas a` nous soucier de la valeur de Bp, qui n’est pas ne´cessairement nulle.● En outre, n est une surestimation de la dimension : nous pourrions imaginer qu’il
existe des vecteurs Bj de la famille ge´ne´ratrice tels que j < n et Bj = 0.
Une famille ge´ne´ratrice B est dite orthonorme´e si elle ve´rifie la proprie´te´ suivante :
Definition B_ortho (B : nat → E) := forall i, inner (B i) (B i) = 1∧ forall i j, i <> j → inner (B i) (B j) = 0.
Supposer que la famille ge´ne´ratrice d’un sous-espace de dimension finie est ortho-
norme´e simplifie conside´rablement les de´monstrations. En fait, il existe un moyen cano-
nique et constructif de transformer n’importe quelle famille ge´ne´ratrice en une famille
ge´ne´ratrice orthonorme´e. Cette construction est connue sous le nom de proce´de´ d’or-
thonormalisation de Gram-Schmidt [123]. Nous n’avons pas formalise´ le proce´de´ d’or-
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thonormalisation de Gram-Schmidt en Coq mais supposons que la famille ge´ne´ratrice
est orthonorme´e quand cela s’ave`re ne´cessaire ou que cela simplifie les de´monstrations.
Nous montrons tout d’abord la ModuleSpace-compatibilite´ des sous-espaces de di-
mension finie, premie`re proprie´te´ ne´cessaire a` l’application du the´ore`me de Lax–Milgram :
Lemme 8.6. ModuleSpace-compatibilite´, sous-espaces de dimension finie
Soit E ∶ Hilbert, ϕ ∶ E → Prop. Supposons que ϕ est de dimension finie (la famille ge´-
ne´ratrice n’est pas ne´cessairement orthonorme´e). Alors ϕ est ModuleSpace-compatible.
La de´monstration du lemme 8.6 est relativement na¨ıve. En revanche, la proprie´te´ de
comple´tude est plus difficile a` de´montrer.
8.5 Proprie´te´s de comple´tude
Cette section est voue´e a` la preuve de comple´tude des sous-espaces de dimension
finie des espaces de Hilbert. Dans la section 8.5.1, nous introduisons le concept de
sous-module engendre´ par un vecteur et montrons que ces sous-espaces sont complets.
Puis, en section 8.5.2, nous utilisons le fait qu’un sous-espace de dimension finie soit
somme directe des sous-modules engendre´s par les vecteurs de sa famille ge´ne´ratrice
pour de´montrer sa comple´tude.
8.5.1 Comple´tude des sous-modules engendre´s
Le sous-module engendre´ par un vecteur u ∈ E (E ∶ Hilbert) est l’ensemble des
vecteurs de E qui sont coline´aires a` u. Le terme Coq associe´ est note´ span u :
Definition span (u : E) := fun (x : E) ⇒ exists (l : R), x = scal l u.
Avant de pouvoir de´montrer la comple´tude des sous-espaces de dimension finie, il
est ne´cessaire de prouver la comple´tude des sous-modules engendre´s.
Lemme 8.7. Comple´tude des sous-modules engendre´s P∨¬P
Soit E ∶ Hilbert, u ∈ E. Alors span(u) est complet.
Ide´es de la preuve papier : La preuve papier du lemme 8.7 propose´e par Cle´ment et
Martin montre la proprie´te´ de comple´tude en faisant converger des suites de Cauchy [50,
lemme 115]. Pour eˆtre plus pre´cis, Cle´ment et Martin montrent que toute suite de
Cauchy de la forme (λnu)n∈N (i.e. une suite a` valeurs dans span(u)) converge dans
span(u). Pour cela, ils commencent par extraire la suite (λn)n∈N, montrent que c’est
e´galement une suite de Cauchy et que, par comple´tude de R, elle converge vers � ∈ R.
Enfin, ils en de´duisent que (λnu)n∈N converge vers �u qui est bien a` valeurs dans span(u).
La preuve via les suites est donc relativement naturelle.
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Formalisation de la preuve et passage aux filtres : L’utilisation des filtres,
conjugue´e a` la manie`re dont sont traite´s les sous-espaces, rend particulie`rement ardue
la formalisation de cette de´monstration.
Une premie`re difficulte´ est de dire d’un filtre qu’il est « un filtre sur span(u) » (par
analogie avec la suite (λnu)n∈N dans la preuve de Cle´ment et Martin). Comme e´voque´
dans la section 7.2.2 , nous ne pouvons pas construire explicitement un filtre sur le
sous-espace span(u). Nous utilisons donc le concept de filtre induit (de´finition 7.1) et
sommes ramene´s a` prouver que tout filtre propre et de Cauchy qui est induit sur span(u)
converge dans span(u).
Une seconde difficulte´ re´side dans l’extraction du filtre des coefficients multiplicatifs,
c’est-a`-dire le filtre analogue a` la suite (λn)n∈N dans la preuve de Cle´ment et Martin. En
effet, il n’est pas e´vident d’extraire un tel filtre a` partir d’un filtre induit sur span(u).
A` cet effet, nous de´finissons une fonction totale sur les filtres de E dont l’image est un
filtre sur R et que nous appelons ope´rateur de nettoyage scalaire :
Definition cleansc (u : E) (F : (E → Prop) → Prop) : (R → Prop) → Prop
:= fun A ⇒ exists V, F V ∧ (forall k, V (scal k u) → A k).
Conside´rons le cas particulier ou` le filtre F est induit sur span(u). Par de´finition
des filtres induits, nous savons que ∀ϕ,F (ϕ)⇒ ∃x, x ∈ ϕ∩span(u) (i.e. x = λu pour un
certain coefficient multiplicatif λ). Pour chaque sous-ensemble contenu dansF , il existe
un tel coefficient multiplicatif. Le filtre cleansc u F est le filtre contenant l’ensemble
de ces coefficients multiplicatifs.
En revanche, dans le cas ou` le filtre en entre´e n’est pas induit sur span(u), cleansc
u renvoie une valeur arbitraire et qui n’a aucune importance (car inutilise´e).
Si F est induit sur span(u), propre et de Cauchy, nous prouvons que cleansc u F
est e´galement propre et de Cauchy. Cela permet d’utiliser la comple´tude de R et d’ex-
traire une limite � pour cleansc u F . Nous montrons ensuite que la limite de F ne
peut qu’eˆtre e´gale a` �u en utilisant un argument d’unicite´ sur les limites. Cette limite
est trivialement un e´le´ment de span(u), ce qui ache`ve la de´monstration du lemme 8.7.
8.5.2 Comple´tude des sous-espaces de dimension finie
Nous de´montrons dans un premier temps que la somme directe d’un sous-ensemble
complet ψ et du sous-module engendre´ par un vecteur de ψ� est complet.
Lemme 8.8. Comple´tude, somme directe et sous-module engendre´ P∨¬P
Soit E ∶ Hilbert, ϕ,ψ ∶ E → Prop, u ∈ E. Supposons que ψ est complet, que ϕ =
ψ ⊕ span(u) et que u ∈ ψ�. Alors ϕ est complet.
Une de´monstration a` base de suites est propose´e par Cle´ment et Martin [50, lemme
196]. Cette de´monstration e´tant longue, nous ne donnons que quelques intuitions puis
mettons en exergue les difficulte´s lie´es au passage vers une preuve a` base de filtres.
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Ide´es de la preuve papier : Soit (wn)n∈N une suite de Cauchy a` valeurs dans ϕ.
Via l’argument de somme directe, nous pouvons de´composer (wn)n∈N sur ϕ et span(u),
i.e. (wn)n∈N = (vn + λnu)n∈N avec (vn)n∈N une suite a` valeurs dans ψ et (λnu)n∈N a`
valeurs dans span(u). Il est en fait possible, en utilisant le lemme 7.5, la line´arite´ du
projete´ orthogonal et l’appartenance de u a` ψ�, de montrer que vn = Pψ(wn) puis
que Pψ�(wn) = λnu. Nous prouvons ensuite la continuite´ de Pψ et Pψ� , qui permet de
de´montrer que (wn)n∈N converge dans ϕ.
Formalisation de la preuve et passage aux filtres : De meˆme que pour la de´-
monstration du lemme 8.7, la difficulte´ du passage aux filtres re´side principalement dans
l’extraction de filtres analogues aux suites (vn)n∈N et (λnu)n∈N a` partir d’un filtre in-
duit sur ϕ (analogue a` la suite (wn)n∈N). Ne´anmoins, graˆce a` la caracte´risation utilisant
les projete´s orthogonaux, nous de´finissons deux projecteurs permettant d’extraire ces
filtres en utilisant l’ope´rateur filterlim de Coquelicot (voir section 7.1.1) :
Definition proj_filter_ortho (psi : E → Prop) (F : (E → Prop) → Prop)
:= filtermap (proj psi) F.
Definition proj_filter_ortho_compl (psi : E → Prop)
(F : (E → Prop) → Prop) := filtermap (fun x ⇒ x - proj psi x) F.
La comple´tude de ψ conditionne l’existence et l’unicite´ du projete´ orthogonal et est
donc intrinse`quement ne´cessaire a` la de´finition des ope´rateurs proj_filter_ortho et
proj_filter_ortho_compl.
Quand F est propre, de Cauchy et induit sur ϕ, nous prouvons que les filtres
proj_filter_ortho F et proj_filter_ortho_compl F sont propres et de Cauchy.
De plus, nous montrons que proj_filter_ortho F et proj_filter_ortho_compl F
sont respectivement induits sur ψ et span(u).
Supposons que F converge vers une limite �. Alors, par continuite´ de Pψ et Pψ� , les
limites respectives de proj_filter_ortho F et proj_filter_ortho_compl F sont
Pψ(�) et Pψ�(�) = � − Pψ(�).
Comme span(u) est complet (lemme 8.7) et que proj_filter_ortho_compl F est
propre, de Cauchy et induit sur span(u), il converge dans span(u) et donc il existe
un e´le´ment λ ∈ R tel que Pψ�(�) = λu. Donc, � = Pψ(�) + Pψ�(�) = Pψ(�) + λu, i.e.
� ∈ ψ ⊕ span(u), i.e. � ∈ ϕ, ce qui conclut la de´monstration.
Nous pouvons maintenant e´noncer et de´montrer le re´sultat final de ce chapitre.
The´ore`me 8.9. Comple´tude des sous-espaces de dimension finie P∨¬P
Soit E ∶ Hilbert et ϕ ∶ E → Prop un sous-ensemble de dimension finie de E dont la
famille ge´ne´ratrice est orthonorme´e. Alors ϕ est complet.
De´monstration. Soit n la dimension de ϕ et B la famille ge´ne´ratrice orthonorme´e de ϕ.
Nous raisonnons par induction sur n :
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● Si n = 0, ϕ = {0}. Comme tout singleton est ferme´, et que tout sous-espace ferme´
d’un espace complet est complet, ϕ est complet.● Si n =m + 1, comme ϕ est de dimension finie :
∀u ∈ ϕ,∃L ∶ N→ R, u = m�
i=0LiBi = m−1�i=0 LiBi +LmBm.
Par ailleurs, comme B est orthonorme´e, cette de´composition est unique, et donc :
∃ψ ∶ E → Prop,ϕ = ψ ⊕ span(Bm).
De plus, ψ est de dimension finie m = n − 1 et a pour famille ge´ne´ratrice Bψ =
B. Comme Bψ est e´galement orthonorme´e, par hypothe`se d’induction, ψ est
complet. De plus, comme B est orthonorme´e, Bm ∈ ψ�. Donc, par application du
the´ore`me 8.8, ϕ = ψ ⊕ span(Bm) est complet.
8.6 Questions lie´es a` la de´cidabilite´
Certains the´ore`mes pre´sente´s dans ce chapitre (ainsi que dans le chapitre 7) sont
dits classiques car leur de´monstration formelle fait intervenir l’axiome du tiers-exclu,
i.e. pour toute proposition P , P ∨ ¬P . Il n’y a en fait nul besoin de supposer P ∨ ¬P
vraie pour tout P . Il suffit de supposer vraies quelques hypothe`ses de de´cidabilite´ pour
des propositions bien choisies de`s que cela s’ave`re ne´cessaire. Avec l’appui de Coq, nous
avons pu identifier et isoler l’ensemble des hypothe`ses de de´cidabilite´ ne´cessaires aux
de´monstrations et qui ne peuvent eˆtre obtenues en logique intuitionniste.
Plusieurs raisons ont motive´ notre choix de ne pas pre´senter ces hypothe`ses au fil
des preuves. D’une part, comme nous utilisons une axiomatisation des nombres re´els,
nous ne pouvons pas extraire de contenu calculatoire a` partir de nos de´monstrations.
Il serait d’ailleurs vain de croire que nos de´monstrations s’inscrivent dans le sillon de
l’analyse fonctionnelle constructive, qui est par nature lie´e aux nombres re´els construc-
tifs [193]. Par ailleurs, certaines hypothe`ses de de´cidabilite´ sont difficiles a` e´noncer et
leur justification pre´sente peu d’inte´reˆt.
Dans cette section, nous avons se´lectionne´ quelques hypothe`ses de de´cidabilite´ que
nous avons juge´ utiles de pre´senter 2.
8.6.1 Double ne´gation en logique intuitionniste
L’introduction et l’e´limination de la double ne´gation sont des re`gles de logique pro-
positionnelle permettant de lier une proposition P a` la ne´gation de sa ne´gation ¬¬P .
En logique classique, il est possible de de´montrer l’e´quivalence P ⇔ ¬¬P . Les re`gles
d’introduction (P ⇒ ¬¬P ) et d’e´limination (¬¬P ⇒ P ) de la ne´gation sont donc toutes
deux valides. En revanche, en logique intuitionniste, seule la re`gle d’introduction est
2. Ne´anmoins, l’inte´gralite´ des hypothe`ses ont e´te´ identifie´es dans la formalisation Coq des re´sultats.
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valide. Autrement dit, la proposition ∀P,¬¬P ⇒ P n’est pas prouvable en logique
intuitionniste, d’ou` la pre´sence de doubles ne´gations dans certains e´nonce´s Coq.
8.6.2 Sous-espaces et plus grande borne infe´rieure
Le premier re´sultat du manuscrit identifie´ comme classique est le the´ore`me 7.3. Ce
re´sultat d’existence du projete´ orthogonal sur un sous-espace ModuleSpace-compatible
et complet ϕ ∶ E → Prop utilise en effet l’hypothe`se suivante :
Hypothesis H1 : forall u : E, forall eps : posreal,
decidable (exists w : E, ¬¬phi w ∧ norm (minus u w) < eps).
Cette hypothe`se permet de de´cider s’il existe ou non un vecteur de ¬¬ϕ qui soit
suffisamment proche d’un autre point donne´ de E. Dans la de´monstration du the´o-
re`me 7.3, nous devons exhiber, pour u ∈ E donne´ et pour un ε ∈ R∗+ arbitrairement
petit, un e´le´ment x ve´rifiant ¬¬ϕ(x) ∧ ∥u − x∥E < infw∈E∧ϕ(w) ∥u −w∥E + ε.
L’existence d’une suite convergente dans R dont la limite est la plus grande borne
infe´rieure de l’ensemble {∥u −w∥E ∣ w ∈ E ∧ϕ(w)} semble naturelle. Ne´anmoins, la de´-
finition de plus grande borne infe´rieure dans la bibliothe`que Coquelicot rend possible la
de´monstration du fait « qu’il est faux d’attester qu’une telle suite n’existe pas » mais
ne permet pas de prouver l’existence d’une telle suite. C’est pourquoi il est ne´cessaire
de supposer vraie l’hypothe`se H1.
En logique intuitionniste, le terme ¬ ¬ phi x de l’hypothe`se H1 ne peut pas eˆtre rem-
place´ par phi x en toute ge´ne´ralite´ (voir section 8.6.1). En revanche, cette simplification
est possible lorsque phi est de´cidable 3.
L’hypothe`se de de´cidabilite´ H1 doit par ailleurs eˆtre propage´e a` l’ensemble des re´sul-
tats qui de´pendent du the´ore`me 7.3, faisant ainsi d’eux des the´ore`mes dits classiques.
8.6.3 De´cidabilite´ de la non-nullite´ d’une fonction
La de´monstration du the´ore`me 8.2 (Riesz–Fre´chet) repose sur deux hypothe`ses de
de´cidabilite´. La premie`re de´rive directement de l’hypothe`se H1 de´finie ci-dessus.
Par ailleurs, la de´monstration repose sur une disjonction de cas selon que la fonction
f du dual topologique soit identiquement nulle ou non sur un sous-espace ϕ. Lorsque la
fonction n’est pas identiquement nulle, il est ne´cessaire d’extraire u0 tel que f(u0) ≠ 0.
Or, il n’est pas possible de de´cider constructivement si une fonction est identique-
ment nulle ou non car cela ne´cessiterait de tester l’e´galite´ a` 0 pour tous les points du
sous-espace ¬¬ϕ, i.e. pour un ensemble potentiellement infini de points. C’est pourquoi
il est ne´cessaire de supposer l’hypothe`se de de´cidabilite´ H2 suivante :
Hypothesis H2 : forall u : E, forall eps : posreal,
decidable (exists u : E, ¬¬phi u ∧ f u <> 0). (* f : E’ *)
Il est ne´anmoins possible d’e´noncer une version intuitionniste du the´ore`me de Riesz–
Fre´chet, assurant la « non-non-existence » d’un e´le´ment plutoˆt que son existence.
3. En pratique, c’est le cas des sous-espaces de dimension finie.
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8.6.4 Conclusion
La formalisation pre´sente´e regroupe un nombre important de de´finitions et re´sultats
fondamentaux d’analyse fonctionnelle. La nature des concepts formalise´s est varie´e,
allant des espaces pre´hilbertiens et hilbertiens a` la comple´tude des sous-espaces de
dimension finie des espaces de Hilbert, en passant par les espaces de fonctions biline´aires
et line´aires continues et par les the´ore`mes de Riesz–Fre´chet et Lax–Milgram.
La preuve Coq du the´ore`me de Lax–Milgram ache`ve la premie`re e´tape cruciale de la
formalisation. Elle est constitue´e d’environ 7000 lignes de code Coq et est comparable
en taille avec la preuve papier de´taille´e que nous avons suivie (en termes de lignes de
code source LATEX, i.e. ≃ 50 pages) [50]. Un constat similaire a e´te´ e´tabli par Boldo et
al. pour des de´monstrations lie´es a` la re´solution nume´rique de l’e´quation des ondes [25].
Ces facilite´s sont les be´ne´fices de l’utilisation de la bibliothe`que Coquelicot, qui contient
l’essentiel des notions basiques d’analyse re´elle [35]. La hie´rarchie alge´brique a notam-
ment e´te´ utilise´e et e´tendue : si l’usage des structures canoniques est parfois technique,
il permet d’alle´ger les notations et d’obtenir des e´nonce´s de the´ore`mes tre`s proches de
ceux de la litte´rature mathe´matique.
En revanche, la preuve de comple´tude des sous-espaces de dimension finie a e´te´ plus
ardue que ce que nous avions envisage´. Si la preuve papier est relativement concise [50]
(environ 3 pages), la preuve formelle est quant a` elle constitue´e de pre`s de 1500 lignes de
code Coq. Cela s’explique par le caracte`re hautement topologique des de´monstrations.
Coquelicot utilise en effet le formalisme des filtres, qui rend la structure des raisonne-
ments inhabituelle par rapport aux preuves papier sur lesquelles nous nous basons.
Une autre difficulte´ rencontre´e dans l’ensemble de la formalisation est l’usage fas-
tidieux des sous-structures, totalement occulte´ dans les preuves papier. De meˆme, les
nume´riciens e´ludent ge´ne´ralement les questions lie´es a` la de´cidabilite´, e.g. dans la preuve
papier de Cle´ment et Martin qui utilise des arguments non constructifs [50].
Chapitre 9
Conclusion et perspectives
Dans la section 9.1, nous proposons un bilan des contributions de la the`se et discu-
tons certaines des difficulte´s rencontre´es. Les sections 9.2 et 9.3 proposent des perspec-
tives respectivement pour les travaux de la partie II et de la partie III du manuscrit.
9.1 Bilan des contributions et difficulte´s rencontre´es
Formalisation d’un algorithme en arrondi correct pour le calcul de moyenne
de nombres flottants de´cimaux
Une premie`re contribution est l’exhibition et la formalisation d’un algorithme four-
nissant l’arrondi correct de la moyenne de deux nombres flottants de´cimaux, en tenant
compte des de´passements de capacite´ infe´rieurs. Nous en tirons plusieurs conclusions.
Ce travail a montre´ a` quel point la proprie´te´ d’arrondi correct pouvait eˆtre difficile
a` obtenir et de´montrer, meˆme pour des algorithmes relativement simples. Dans le cas
du calcul de moyenne, nous avons constate´ que l’arrondi correct d’un programme en
base 2 n’e´tait pas force´ment transposable en base 10 sans modifier substantiellement
l’imple´mentation. Nous avons exhibe´ un nouvel algorithme et avons montre´ qu’il ve´rifiait
la proprie´te´ d’arrondi correct pour toute base paire.
La preuve de correction de l’algorithme est difficile a` ve´rifier manuellement. Elle re-
pose en effet sur des proprie´te´s fines d’arithme´tique a` virgule flottante et sur plusieurs
disjonctions de cas selon la valeur des entre´es du programme. Coq, et plus particulie`-
rement la bibliothe`que Flocq [37, 38] d’arithme´tique des ordinateurs, se sont re´ve´le´s
comme des allie´s. En effet, la majorite´ des proprie´te´s fondamentales ne´cessaires a` l’e´ta-
blissement de la preuve de correction e´taient de´ja` pre´sentes dans Flocq. Nous avons
utilise´ Coq comme garde-fou contre d’e´ventuels raisonnements haˆtifs et errone´s, no-
tamment pour la gestion des de´passements graduels infe´rieurs, qui rend la preuve plus
difficile et davantage sujette aux erreurs de raisonnement. La preuve formelle, qui est
relativement concise, repre´sente environ 700 lignes de code Coq.
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Analyse et formalisation d’erreurs d’arrondi de me´thodes de Runge-Kutta
La seconde contribution est la mise au point et la formalisation d’une me´thodo-
logie ge´ne´rique pour borner les erreurs d’arrondi de l’imple´mentation de me´thodes de
re´solution d’e´quations diffe´rentielles ordinaires en arithme´tique a` virgule flottante.
L’approche propose´e permet de borner l’accumulation des erreurs d’arrondi induites
par l’application de me´thodes de Runge-Kutta a` des syste`mes line´aires. Nous nous
sommes dans un premier temps restreints aux syste`mes line´aires unidimensionnels, i.e.
scalaires, puis avons e´tendu la me´thodologie aux syste`mes line´aires multidimensionnels,
i.e. matriciels. La me´thodologie est applicable a` toute forme d’imple´mentation et est
base´e sur une distinction entre les erreurs locales et globales. L’essentiel de la difficulte´
re´side dans la construction de la borne sur l’erreur locale, qui est obtenue incre´menta-
lement suivant la forme de l’imple´mentation choisie. En particulier, c’est au cours de
cette phase de l’analyse que sont utilise´es les proprie´te´s des nombres flottants et des
ope´rations matricielles. A` partir des bornes d’erreurs locales, une borne sur l’erreur glo-
bale est obtenue par application d’un re´sultat ge´ne´rique, qui montre que l’accumulation
des erreurs est maˆıtrise´e sous certaines conditions de stabilite´.
Une particularite´ de ce travail est la gestion rigoureuse des de´passements de capacite´
(infe´rieurs et supe´rieurs dans le cas scalaire, infe´rieurs uniquement dans le cas matriciel),
souvent ne´glige´s dans les travaux d’analyse d’erreur.
De plus, nous tirons parti de re´cents travaux de Jeannerod et Rump [119], qui
proposent des bornes plus fines et plus lisibles sur l’erreur d’arrondi des ope´rations
flottantes e´le´mentaires, bornes que nous propageons dans la plupart de nos re´sultats.
L’analyse des erreurs d’arrondi dans le cas matriciel a e´te´ formalise´e dans l’assistant
de preuves Coq, via une combinaison de la bibliothe`que Flocq [37, 38] et des matrices de
la bibliothe`que Mathematical Components [144]. Cette formalisation inclut la de´mons-
tration de bornes sur les erreurs d’arrondi d’ope´rations matricielles, la de´finition des
me´thodes de Runge-Kutta explicites et de leur imple´mentation, les lemmes ge´ne´riques
permettant de reconstruire les bornes d’erreurs locales et globales ainsi que l’application
de ces re´sultats aux me´thodes d’Euler et de Runge-Kutta d’ordre 2. La formalisation
propose´e comporte environ 4200 lignes de code Coq.
Dans les de´monstrations formelles, nous avons e´galement utilise´ des tactiques au-
tomatiques existantes. Pour borner les erreurs locales des me´thodes classiques, nous
avons par exemple utilise´ la tactique interval [150] pour majorer les termes d’ordre
supe´rieurs (en u2, u3, etc). De plus, les e´nonce´s de certains re´sultats sont difficiles a`
e´tablir, e.g. les lemmes permettant d’obtenir la borne d’erreur locale (lemme 6.8 et
corollaire 6.9) et leur application. Plutoˆt que d’e´noncer et de´montrer ces re´sultats sur
papier, au risque de faire des erreurs, puis de les de´montrer formellement, nous avons
directement utilise´ Coq comme aide a` la reconstruction du re´sultat. Nous avons utilise´ le
me´canisme Coq des variables existentielles (evars), i.e. des termes de la forme ?X dont
la de´termination pourra eˆtre remise a` plus tard, e.g. en accumulant des contraintes par
application de the´ore`mes dans les buts ou` ils apparaissent. Nous avons par exemple
utilise´ les tactiques eapply et etransitivity qui introduisent des evars.
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Formalisation de re´sultats d’analyse fonctionnelle
La me´thode des e´le´ments finis constitue l’une des me´thodes nume´riques les plus
puissantes pour re´soudre les e´quations aux de´rive´es partielles. La convergence de la
me´thode repose sur un socle conse´quent de fondements mathe´matiques. La troisie`me
contribution de ma the`se est la formalisation d’une partie de ces fondements.
La formalisation propose´e repose sur la bibliothe`que Coquelicot [35, 134]. Nous
avons e´tendu la hie´rarchie alge´brique aux espaces pre´hilbertiens et hilbertiens et avons
formalise´ des concepts et re´sultats ge´ome´triques propres a` ces classes d’espaces. Le de´-
veloppement inclut par ailleurs la formalisation comple`te du the´ore`me de Lax–Milgram,
un re´sultat fondamental d’analyse fonctionnelle qui pourra eˆtre utilise´ pour de´montrer
la convergence de la me´thode des e´le´ments finis. Enfin, pour caracte´riser les maillages
d’e´le´ments finis, nous avons formalise´ la notion de sous-espace de dimension finie des
espaces de Hilbert et avons de´montre´ qu’ils constituent des sous-modules complets.
Dans la litte´rature mathe´matique, la de´monstration de ces re´sultats est souvent
e´crite de manie`re concise, les de´tails techniques e´tant cache´s. Cela rend particulie`re-
ment difficile leur formalisation en Coq. Nous avons donc mene´ ce travail en collabo-
ration avec deux nume´riciens, qui ont propose´ une preuve papier de´taille´e du the´ore`me
de Lax–Milgram, conc¸ue spe´cifiquement dans l’objectif d’une formalisation [50]. Cette
de´monstration papier a globalement e´te´ suivie, mais a fait l’objet de modifications au
cours de la formalisation, au gre´ de discussions entre nume´riciens et utilisateurs de Coq.
Nous avons ne´anmoins e´te´ confronte´ a` des difficulte´s inhe´rentes a` la formalisation,
qui n’apparaissent pas dans les preuves papier. Par exemple, alors que les sous-structures
sont comple`tement transparentes dans la de´monstration de Cle´ment et Martin [50], leur
gestion en Coq s’ave`re particulie`rement difficile. Les raisonnements topologiques consti-
tuent une seconde difficulte´ majeure. En effet, la de´monstration papier que nous avons
suivie utilise le formalisme des suites, intuitif pour le lecteur, alors que Coquelicot repose
sur le formalisme plus ge´ne´ral des filtres. Nous avons donc duˆ adapter les de´finitions
et les de´monstrations topologiques au formalisme des filtres. Une troisie`me difficulte´
re´side dans le choix des axiomes utilise´s. Coq repose sur la logique intuitionniste alors
que les preuves papier d’analyse fonctionnelle reposent sur des fondements classiques.
Nous avons donc fait le choix d’identifier pre´cise´ment les pre´dicats sur lesquels une pro-
prie´te´ de de´cidabilite´ e´tait ne´cessaire. Nous utilisons les axiomes ProofIrrelevance et
FunctionalExtensionality, qui facilitent la formalisation des re´sultats et sont requis
dans des formalisations re´centes d’analyse, e.g. la bibliothe`que MathComp-Analysis [1].
La formalisation des espaces de Hilbert et du the´ore`me de Lax–Milgram constituent
environ 7000 lignes de code Coq, ce qui est comparable en magnitude avec la preuve
papier de Cle´ment et Martin, longue d’environ 50 pages. En revanche, la preuve de
fermeture des sous-espaces de dimension finie fait a` elle seule 1500 lignes de code Coq
pour seulement 3 pages de preuves papier. Cela s’explique par la pre´ponde´rance de rai-
sonnements topologiques ne´cessitant l’utilisation de transformateurs ou de projecteurs
de filtres (voir section 8.5) et la manipulation de sous-structures, qui n’est pas aussi
naturelle que dans les preuves papier (voir section 7.2).
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9.2 Perspectives sur les me´thodes de Runge-Kutta
Dans cette section, nous pre´sentons quelques perspectives possibles pour les re´sultats
de la partie II du manuscrit.
9.2.1 Comparaisons entre les erreurs de me´thode et d’arrondi
Nous avons propose´ une me´thodologie ge´ne´rique permettant de borner l’erreur d’ar-
rondi de me´thodes de Runge-Kutta. Cela a permis de montrer, au moins dans le cas de
couples syste`mes-me´thodes stables, que les erreurs d’arrondi ne s’accumulent pas de ma-
nie`re catastrophique. Une perspective inte´ressante serait de de´terminer la contribution
des erreurs de me´thode par rapport aux erreurs d’arrondi.
Dans la section 5.7, nous avons pre´sente´, pour la me´thode RK2 applique´e a` un sys-
te`me line´aire scalaire, des re´sultats expe´rimentaux permettant de comparer la borne
d’erreur d’arrondi aux erreurs de me´thode et d’arrondi effectivement commises. Cela a
permis de montrer que la borne obtenue pour cet exemple jouet, bien que relativement
pessimiste, garantissait que l’erreur de me´thode domine largement l’erreur d’arrondi.
Nous souhaiterions mener le meˆme type d’expe´rimentation pour la re´solution nume´rique
d’un syste`me line´aire matriciel caracte´risant un phe´nome`ne physique concret. Nous sou-
haiterions plus pre´cise´ment e´prouver notre analyse sur des e´quations de Bateman [12]
qui caracte´risent des phe´nome`nes de de´croissance radioactive. Il s’agit en effet d’e´qua-
tions diffe´rentielles matricielles non raides, utilise´es dans des applications industrielles
et ge´ne´ralement re´solues via des me´thodes de Runge-Kutta.
L’approche empirique propose´e ci-dessus ne permet pas de comparer les erreurs de
me´thode et d’arrondi dans le cas ge´ne´ral. Une possibilite´ est de borner non seulement
l’erreur d’arrondi, mais aussi l’erreur de me´thode. Il s’agit de l’approche adopte´e par
Fousse [79, 78, 77] pour les me´thodes de calcul nume´rique d’inte´grales, qui borne l’erreur
totale, i.e. la somme des erreurs de me´thode et des erreurs d’arrondi.
En ge´ne´ral, les nume´riciens ne donnent qu’une estimation de l’erreur de me´thode [45].
En l’occurrence, l’utilisation d’une me´thode de Runge-Kutta d’ordre p assure que l’er-
reur de me´thode est de l’ordre de O(hp+1). En revanche, l’estimation de la constante
associe´e au grand O est difficile a` exhiber dans le cas ge´ne´ral [46].
9.2.2 Ge´ne´ralisation a` d’autres classes de me´thodes
Me´thodes implicites :
Une perspective de travail envisage´e est l’adaptation de l’analyse d’erreurs aux me´-
thodes de Runge-Kutta implicites, e.g. les me´thodes d’Euler implicite et du point-milieu
implicite [59] (voir section 2.3.3), particulie`rement adapte´es a` la re´solution de syste`mes
raides. Une e´quation diffe´rentielle est dite raide lorsque sa re´solution par des me´thodes
nume´riques explicites est difficile, i.e. lorsque les me´thodes explicites sont instables sur
cette e´quation, meˆme lorsque le pas d’inte´gration choisi est tre`s petit. Les e´quations
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raides sont particulie`rement re´pandues en chimie, notamment pour mode´liser des re´ac-
tions chimiques dont l’e´volution est brutale [99].
L’imple´mentation des me´thodes implicites est plus complexe et ne´cessite ge´ne´rale-
ment la re´solution d’une e´quation alge´brique. Par exemple, la me´thode d’Euler implicite
applique´e a` l’e´quation y′ = f(y, t) est caracte´rise´e par la relation ite´rative :
yn+1 = yn + hf(yn+1, tn+1),
qui fait apparaˆıtre le terme yn+1 des deux coˆte´s de l’e´quation.
Des simplifications sont cependant possibles dans le cas des e´quations line´aires de
la forme y′ = Ay, avec y ∈ Rn et A ∈ Rn×n. La relation ite´rative associe´e a` la me´thode
d’Euler est alors :
yn+1 = yn + hAyn+1,
qui peut eˆtre transforme´e en yn+1 = (I − hA)−1yn.
A` partir de cette caracte´risation, nous souhaitons adapter la me´thodologie adopte´e
dans le chapitre 6 pour borner les erreurs d’arrondi. Une possibilite´ est de borner l’erreur
d’arrondi commise au cours de l’inversion de la matrice (I−hA)−1, ce qui pose plusieurs
difficulte´s :● Cela de´pend de la me´thode d’inversion utilise´e, e.g. par une inversion par blocs
ou via la de´composition LU de la matrice. Higham a propose´ des bornes sur les
erreurs d’arrondi associe´es a` ces me´thodes d’inversion [107, §14]. Cependant, les
bornes propose´es font intervenir des quantite´s qui ne sont pas force´ment connues
a priori, e.g. la norme des matrices L et U de la de´composition LU .● De plus, la matrice I−hA n’est en ge´ne´ral pas calcule´e de manie`re exacte, si bien
que la matrice a` inverser est de la forme I ⊖ h ⊗ Ã. Il faudra donc analyser la
sensibilite´ de la me´thode d’inversion aux perturbations de la matrice, i.e. borner
l’erreur ∣∣∣(I ⊖ h⊗ Ã)−1 − (I − hA)−1∣∣∣.
Me´thodes multi-pas :
Une autre extension possible est l’adaptation de la me´thodologie aux me´thodes
multi-pas, e.g. les me´thodes d’Adams-Moulton et d’Adams-Bashforth [59]. Un aspect
inte´ressant de ces me´thodes est le fait que la relation de re´currence qui les caracte´rise
fasse apparaˆıtre une alternance de signes. Par exemple, la me´thode d’Adams-Bashforth
a` trois pas est caracte´rise´e par :
yn+3 = yn+2 + h �23
12
f(yn+2, tn+2) − 16
12
f(yn+1, tn+1) + 5
12
f(yn, tn)� .
Ainsi, dans le cas des syste`mes line´aires de la forme y′ = Ay, nous avons :
yn+3 = yn+2 + h�23
12
Ayn+2 − 16
12
Ayn+1 + 5
12
Ayn� .
En conside´rant les erreurs locales et globales comme e´tant signe´es, nous obtenons :
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En+3 = εn+3 + h�23
12
En+2 − 16
12
En+1 + 5
12
En� .
Il serait inte´ressant de de´terminer si l’alternance de signes permet d’exhiber des
compensations d’erreurs, e.g. en donnant une expression analytique des erreurs globales,
dans l’esprit des travaux de Boldo pour l’e´quation des ondes [23] (voir section 3.2.2).
9.2.3 Ge´ne´ralisation aux syste`mes non-line´aires
Une autre perspective est l’adaptation d’une analyse d’erreurs a` grains fins dans le
cas de syste`mes non-line´aires quelconques. Certains auteurs, e.g. Spijker [192] ou De-
mailly [59], ont exhibe´ des bornes ge´ne´riques sur les erreurs d’arrondi en tirant parti de
la stabilite´ des me´thodes. Ces bornes s’ave`rent cependant grossie`res dans la plupart des
cas et n’utilisent pas les proprie´te´s fines du format d’arithme´tique (voir section 3.1.3).
Dans la partie II de ce manuscrit, afin d’obtenir des bornes plus fines, nous avons
de´compose´ l’analyse des erreurs d’arrondi jusqu’au niveau des ope´rations flottantes e´le´-
mentaires. Cette approche a e´te´ rendu possible par la restriction aux calculs matriciels,
qui sont uniquement compose´s de sommations et de multiplications. Une telle approche
n’est pas adapte´e a` des fonctions non-line´aires quelconques.
Nous avons ne´anmoins identifie´ des pistes qui pourraient permettre d’e´tudier les
erreurs d’arrondi de certains syste`mes non-line´aires. Nous pourrions utiliser les bornes
d’erreurs de certaines fonctions e´le´mentaires, e.g. les fonctions trigonome´triques, que les
fabricants de processeurs fournissent. Ces bornes ne sont cependant pas ve´rifiables et
pourraient s’ave´rer errone´es. De plus, il est difficile d’e´valuer la sensibilite´ de ces fonc-
tions a` d’e´ventuelles perturbations sur les parame`tres en entre´e. Une autre possibilite´
est de conside´rer la line´arisation d’un syste`me non-line´aire y′ = f(y, t) via le calcul de la
matrice jacobienne de f et d’e´tudier les erreurs d’arrondi sur le syste`me line´aire obtenu.
Dans ce cas, en toute rigueur, il faudrait que nous soyons capable de borner les erreurs
associe´es au processus de line´arisation.
9.2.4 Vers une meilleure utilisation des evars
Notre utilisation du me´canisme des variables existentielles de Coq comme aide a`
la reconstruction de certains re´sultats est relativement rudimentaire. Nous pourrions
envisager d’utiliser ou d’adapter de re´cents travaux qui permettent de faciliter ce type
de chemins de preuve.
C’est par exemple le cas de la bibliothe`que Procrastination de´veloppe´e par Gue´-
neau [93] et utilise´e dans des preuves de complexite´ asymptotique d’algorithmes [92] et
de la tactique automatique near propose´e par Affeldt, Cohen et Rouhling [52, 2] pour
des preuves sur les filtres (au sens topologique), e.g. des preuves de convergence.
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9.2.5 Preuve de programmes
Nous pourrions envisager la ve´rification formelle des proprie´te´s flottantes de pro-
grammes existants (e´crits en C par exemple) qui imple´mentent une me´thode de Runge-
Kutta. Nous pourrions utiliser la me´thodologie et le langage d’annotations propose´s par
Boldo et Filliaˆtre [32] pour la ve´rification de programmes flottants dans Frama-C. Notre
ide´e serait d’ensuite utiliser notre formalisation Coq en arrie`re-plan en interpre´tant le
programme comme une application de notre me´thodologie d’analyse d’erreur. Dans le
meˆme esprit que pour l’e´quation des ondes [25], nous pourrions envisager de ve´rifier a`
la fois les proprie´te´s mathe´matiques et flottantes du programme.
Une alternative possible serait d’e´tudier s’il est possible d’utiliser le me´canisme d’ex-
traction de Coq [136] sur notre de´veloppement afin d’extraire d’une part une imple´men-
tation de la me´thode nume´rique en OCaml et d’autre part une borne d’erreur garantie.
9.3 Perspectives sur la me´thode des e´le´ments finis
Dans cette section, nous pre´sentons d’e´ventuelles perspectives pour les travaux que
nous pre´sentons dans la partie III de ce manuscrit.
9.3.1 Inte´gration de Lebesgue et espaces de Sobolev
Le the´ore`me de Lax–Milgram que nous avons de´montre´ formellement dans le cha-
pitre 8 s’applique a` tout espace de Hilbert. Pour e´tablir la convergence de la me´thode
des e´le´ments finis, il faut instancier ce re´sultat a` des espaces fonctionnels particuliers,
a` savoir des espaces de Sobolev construits a` partir de l’espace L2 des fonctions de carre´
inte´grable (au sens de la the´orie de l’inte´gration de Lebesgue) [49].
Cette nouvelle e´tape de formalisation pre´sente plusieurs difficulte´s :● L’espace L2 repose sur la the´orie de la mesure et de l’inte´gration de Lebesgue,
dont il n’existe pas de formalisation aboutie en Coq. Avec Boldo, Cle´ment, Mar-
tin et Mayero, nous sommes en phase finale de formalisation de l’inte´grale de
Lebesgue et de la de´monstration de certains re´sultats fondamentaux comme les
the´ore`mes de Beppo Levi (convergence monotone), de Fatou–Lebesgue et de
convergence domine´e [178]. La de´monstration de ces re´sultats s’ave`re difficile car
elle repose sur un socle important de concepts, e.g. les tribus, la mesurabilite´ et
l’inte´grabilite´ de fonctions, la notion de mesure ou les fonctions e´tage´es.● La formalisation de l’espace L2 et la de´monstration de sa comple´tude posent
e´galement des difficulte´s techniques, notamment du fait que L2 soit construit
comme un espace quotient, dont la relation de quotientage est l’e´galite´ presque
partout entre fonctions. La preuve de comple´tude ne´cessite par ailleurs une fonc-
tion limite sur les filtres (voir section 7.1.2), pouvant s’ave´rer difficile a` exhiber.
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9.3.2 De l’analyse fonctionnelle a` la me´thode des e´le´ments finis
The´orie des maillages :
Dans le chapitre 8, nous avons de´montre´ que les sous-espaces de dimension finie
d’un espace de Hilbert E e´taient des sous-modules complets de E, ce qui a permis de
leur appliquer le the´ore`me de Lax–Milgram. Pour la me´thode des e´le´ments finis, les
sous-espaces de dimension finie a` conside´rer sont des maillages de volumes irre´guliers.
Une perspective de travail a` moyen terme serait une formalisation de ces maillages qui
soit compatible avec la the´orie sous-jacente des espaces de Hilbert et des sous-espaces
de dimension finie. L’ensemble de la formalisation pourrait ensuite servir de base a` une
de´monstration de la convergence de la me´thode des e´le´ments finis pour un maillage
particulier ou pour une classe donne´e de maillages.
Certification d’une bibliothe`que C++ d’e´le´ments finis :
La formalisation d’analyse fonctionnelle pre´sente´e dans la partie III de ce document
s’inscrit dans un projet visant a` certifier tout ou partie de FELiScE 1, une vaste biblio-
the`que C++ d’e´le´ments finis constitue´e de plus de 100 000 lignes de code. En particulier,
nous souhaiterions e´tablir la correction des programmes imple´mente´s en utilisant (entre
autres) la proprie´te´ de convergence de la me´thode des e´le´ments finis.
D’un point de vue pratique, une possibilite´ serait d’utiliser Frama-Clang [169], un
plug-in Frama-C qui permet de de´montrer des programmes C++ et dont le langage
d’annotations, ACSL++, est tre`s similaire au langage ACSL utilise´ dans Frama-C pour
annoter les programmes e´crits en C.
Analyse des erreurs d’arrondi de la me´thode des e´le´ments finis :
Nous nous sommes jusqu’ici principalement inte´resse´ aux proprie´te´s mathe´matiques
de la me´thode des e´le´ments finis. Les programmes manipulant la me´thode des e´le´ments
finis sont ge´ne´ralement complexes et impliquent de nombreux calculs. Nous pourrions
envisager, comme pour les me´thodes de Runge-Kutta, d’analyser et de formaliser les
erreurs d’arrondi associe´es a` ces imple´mentations. Ne´anmoins, dans la me´thode des
e´le´ments finis, contrairement aux me´thodes de Runge-Kutta, les potentielles sources
d’erreurs d’arrondi sont tre`s nombreuses. Elles peuvent par exemple provenir de la ge´-
ne´ration du maillage, des coefficients apparaissant dans l’e´quation aux de´rive´es partielles
ou de sa line´arisation sur le maillage.
Concernant la ve´rification de´ductive de proprie´te´s flottantes de programmes, e.g.
pour la bibliothe`que FELiScE, nous estimons qu’il est possible d’utiliser la me´thodologie
et l’ensemble d’annotations de´die´es propose´es par Boldo et Filliaˆtre [32] et de l’adapter
a` Frama-Clang et ACSL++.
1. Finite Elements for Life Sciences and Engineering
https://gforge.inria.fr/projects/felisce/
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Annexe A
Correspondance entre principaux
e´nonce´s papier et Coq
E´nonce´ papier Fichier Coq E´nonce´ Coq
The´ore`me 4.3 Average10/Average2n.v average10_correct
Lemme 6.1 CoqRK/Norms.v mx_vec_norm_submult
Lemme 6.2 CoqRK/Norms.v mx_norm_submult
Lemme 6.3 CoqRK/FP_prel.v dot_product_error
The´ore`me 6.4 CoqRK/FP_prel.v mx_vec_prod_error
The´ore`me 6.5 CoqRK/FP_prel.v mx_prod_error
Lemme 6.6 CoqRK/FP_prel.v error_mat_const_prod
Lemme 6.7 CoqRK/FP_prel.v bounds_alpha_bound_plus_flt
Lemme 6.8 CoqRK/FP_prel.v build_bound_mult_loc
Corollaire 6.9 CoqRK/FP_prel.v build_bound_mult_loc_wk
Lemme 6.10 CoqRK/Instanciations.v Euler_loc_FLT
Lemme 6.11 CoqRK/Instanciations.v RK2_loc_FLT
The´ore`me 6.12 CoqRK/Error_loc_to_glob.v error_loc_to_glob
The´ore`me 6.13 CoqRK/Instanciations.v Euler_glob_FLT
The´ore`me 6.14 CoqRK/Instanciations.v RK2_glob_FLT
Lemme 7.1 CoqLM/hilbert.v parallelogram_id
Lemme 7.2 CoqLM/hilbert.v Cauchy_Schwartz
The´ore`me 7.3 CoqLM/hilbert.v ortho_projection_subspace
The´ore`me 8.1 CoqLM/fixed_point.v FixedPoint_C_phi
The´ore`me 8.2 CoqLM/lax_milgram.v Riesz_Frechet_strong_phi
The´ore`me 8.4 CoqLM/lax_milgram.v Lax_Milgram_phi
Lemme 8.5 CoqLM/lax_milgram_cea.v Lax_Milgram_Cea
Lemme 8.6 CoqLM/finite_dim.v EVN_comp_m
Lemme 8.7 CoqLM/finite_dim.v span_closed
Lemme 8.8 CoqLM/finite_dim.v sum_span_orth_compl_complete
The´ore`me 8.9 CoqLM/finite_dim.v EVN_closed
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Annexe B
Scripts Gappa pour borner l’erreur
des coefficients en hλ
Fichier euler.gappa
@rnd = float<ieee_64,ne>;
lt = rnd(l);
r rnd= h*lt;
re = h*l;
{ h*l in [-2,-1b-100] /\ h in [1b-60,1]
-> r -/ re in [-2049b-63,2049b-63] /\
r - re in [-4b-53, 4b-53]
}
Fichier rk2.gappa
@rnd = float<ieee_64,ne>;
lt = rnd(l);
w rnd= h*h*0.5*lt*lt;
we = h*h*0.5*l*l;
{ h*l in [-2,-1b-100] /\ h in [1b-60,1]
-> w -/ we in [-10241b-64,10241b-64] /\
w - we in [-20481b-64,20481b-64]
}
we -> ((h*l)*(h*l))*0.5;
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Fichier rk4.gappa
@rnd = float<ieee_64,ne>;
lt = rnd(l);
w1 rnd= h/6*lt;
we1 = h/6*l;
w2 rnd= h/3*lt;
we2 = h/3*l;
w3 rnd= h*h/6*lt*lt;
we3 = h*h/6*l*l;
w4 rnd= h*h*h/12*lt*lt*lt;
we4 = h*h*h/12*l*l*l;
w5 rnd= h*h*h*h/24*lt*lt*lt*lt;
we5 = h*h*h*h/24*l*l*l*l;
{ h*l in [-2,-1b-100]
/\ h in [1b-60,1]
-> w1 -/ we1 in [-6145b-64,6145b-64] /\
(w1-we1) in [-1b-53,1b-53] /\
w2 -/ we2 in [-6145b-64,6145b-64] /\
(w2-we2) in [-2b-53,2b-53] /\
w3 -/ we3 in [-12289b-64,12289b-64] /\
(w3-we3) in [-4b-53,4b-53] /\
w4 -/ we4 in [-18433b-64,18433b-64] /\
(w4-we4) in [-6b-53,6b-53] /\
w5 -/ we5 in [-24577b-64,24577b-64] /\
(w5-we5) in [-8b-53,8b-53]
}
we1 -> (h*l)/6;
we2 -> (h*l)/3;
we3 -> (h*l)*(h*l)/6;
we4 -> (h*l)*(h*l)*(h*l)/12;
we5 -> (h*l)*(h*l)*(h*l)*(h*l)/24;
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Titre : Formalisations d’analyses d’erreurs en analyse nume´rique et en arithme´tique a` virgule flottante
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Re´sume´ : Cette the`se est constitue´e de trois contri-
butions lie´es a` la formalisation en Coq d’analyses
d’erreurs dans les domaines de l’analyse nume´rique
et de l’arithme´tique a` virgule flottante.
Nous avons tout d’abord propose´ un algorithme calcu-
lant la moyenne de deux nombres flottants de´cimaux
et avons montre´ que cet algorithme fournissait l’ar-
rondi correct. Nous avons formalise´ l’algorithme et sa
preuve de correction dans l’assistant de preuves Coq.
La seconde contribution de la the`se est l’analyse
et la formalisation de bornes sur les erreurs d’ar-
rondi d’imple´mentations de me´thodes de Runge-Kutta
applique´es a` des syste`mes line´aires. Nous avons
propose´ une me´thodologie ge´ne´rique permettant de
construire une borne sur l’erreur d’arrondi accumule´e
au cours des ite´rations et qui tient compte d’e´ventuels
de´passements de capacite´. Nous avons ensuite ap-
plique´e la me´thodologie a` des me´thodes de Runge-
Kutta classiques, comme les me´thodes d’Euler et
de RK2. Nous avons propose´ une formalisation de
l’analyse, incluant la de´finition de normes matricielles,
la de´monstration de bornes sur les erreurs d’ar-
rondi d’ope´rations matricielles et la formalisation des
re´sultats ge´ne´riques et de leur application.
Enfin, nous avons propose´ la formalisation de
re´sultats d’analyse fonctionnelle qui servent de fonde-
ments a` la me´thode des e´le´ments finis. Cette forma-
lisation repose sur la bibliothe`que Coquelicot et inclut
la the´orie des espaces de Hilbert, la formalisation du
the´ore`me de Lax–Milgram et la preuve de comple´tude
des sous-espaces de dimension finie d’espaces de
Hilbert.
Title : Formalizations of error analysis in numerical analysis and floating-point arithmetic
Keywords : Floating-point arithmetic, Rounding errors, Formal proofs, Coq, Runge-Kutta
Abstract : This thesis consists of three contributions
related to the Coq formalization of error analysis in
numerical analysis and floating-point arithmetic.
First, we have exhibited an algorithm computing the
average of two decimal floating-point numbers and
have proved that this algorithm computes the correct
rounding. We have formalized the algorithm and its
correctness proof in the Coq proof assistant.
The second contribution of the thesis is the analysis
and the formalization of rounding error bounds asso-
ciated to the implementation of Runge-Kutta methods
applied to linear systems. We have proposed a gene-
ric methodology to build a bound on the error accu-
mulated over the iterations, taking potential underflow
and overflow into account. We have then instantiated
this methodology for classic Runge-Kutta methods,
e.g. the Euler and RK2 methods. We have proposed a
formalization of the results, including the definition of
matrix norms, the proof of rounding error bounds for
matrix operations and the formalization of the generic
results and their instantiations.
Finally, we have proposed a formalization of functional
analysis results that serve as foundations for the finite
element method. This formalization is based on the
Coquelicot library and includes the theory of Hilbert
spaces, the formal proof of the Lax–Milgram Theorem
and the proof of completeness of finite dimensional
subspaces of Hilbert spaces.
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