We have investigated the influence of thin thermally opaque dust layers on the thermal emission of rocks and regolith and determined the thermal response of these dust-covered surfaces to diurnal insolation cycles. Results are computed for Hayabusa2's target asteroid (162173) Ryugu, which was observed by thermal infrared instruments on the orbiter and in situ. We show that even a very thin (10..100 μm) fine-grained porous dust layer with thermal inertia of 25 J m −2 K −1 s −1/2 can have a significant influence on surface temperatures and alter the apparent thermal inertia of the underlying material derived under the simplified assumption of a homogenous half space by more than 20%. The masking of the underlying material is complete at about 1 diurnal skin depth, corresponding to~10 mm on Ryugu. Between 0.1 and 1 diurnal skin depths, we find a thermal lag smaller than what would be predicted for a surface consisting of dust only. If a dust cover were present on Ryugu, this should be clearly visible in the data returned by the orbiter's thermal infrared imager (TIR) and the MASCOT lander's radiometer (MARA), which observed a single boulder at the landing site. However, this appears not to be the case, and dust seems to play a minor role in the thermal emission from the asteroid.
Introduction
The Hayabusa2 spacecraft ) arrived at its target asteroid (162173) Ryugu in June 2018 and characterized the asteroid's surface using the spacecraft camera suite (ONC), near infrared spectrometer (NIRS3), and thermal infrared imager (TIR). The MASCOT lander ) explored the surface of Ryugu on Oct 3, 2018, and the MASCOT radiometer MARA determined local surface brightness temperatures over a full diurnal cycle (Grott et al. 2019) . MARA observed a single boulder significantly larger than the MARA field of view of about 10 cm diameter. Images obtained by the MASCOT camera MasCam ) provide context for MARA observations. MasCam images have a pixel resolution of 0.15 mm at best and close to 0.3 × 0.7 mm 2 inside the MARA field of view. Thermal conductivity of the boulder in the MARA field of view was determined to be close to 0.1 W m
, much lower than anticipated for competent rock (Grott et al. 2019) . Here, we investigate whether the low determined conductivity could be the result of a thin dust layer masking the thermal signature of a much more thermally conductive boulder.
Background
Vertical layering of thermal or physical properties has been extensively studied for the case of Mars, and it was found that layering can significantly influence the shape of the diurnal (and seasonal) surface temperature curves . For Mars, modeling of heterogeneous surfaces (Jakosky 1979) provided qualitative explanations of deviations from a homogeneous surface model, and a dust over duricrust model has been suggested already by Ditteon 1982 . To investigate the effects of layering, Mellon and Putzig 2007 employed a modified numerical model of a layered subsurface (see (Mellon et al. 2004) ). They used this layered thermal model to compute effective temperatures for idealized layered surfaces and derived apparent thermal inertia to examine its variations. In an effort to estimate depth to ground ice for Phoenix Lander site characterization, Titus et al. 2006 fit TES brightness temperature observations to two-layer thermal-model results, yielding estimates of ground-ice depth well within a seasonal skin depth in all three of their study regions; they found a best-fit model with a 58 mm-thick layer of sand-like material (thermal inertia Γ = 216 J m −2 K −1 s −1/2 ) over a substrate with high thermal inertia (700 J m −2 K −1 s −1/2 ). Ruff and Christensen 2002 studied Martian dust (grain size~40 μm similar to our model dust) but are mostly concerned developing the Martian dust cover index DCI which discriminates dust-covered (typical thicknesses of centimeters to meters) regions from dust-free regions and correlates well with albedo and TI. They note that while albedo is sensitive for the first few micrometers, DCI is sensitive to first tens of micrometers, and TI is sensitive to the first few centimeters on Mars. They speculate (no data or calculations are shown to support this) that an intermediate dust cover of few 10s of micrometers to a few millimeters may show up in DCI but not strongly in TI, not fully obscuring, in the TI sense, the underlying materials.
So, for the quantitative application of two-layer models, for Mars, mostly a high TI layer over a low TI subsurface with a maximum Γ contrast of~10:1, usually much less, has been studied Edwards et al. 2018) . For the high-over-low Γ layering, it is found that generally ground temperatures rise later and more slowly in the morning, peak later, and fall off more slowly (and with a more linear trend) in the afternoon and evening afternoon relative to a homogenous surface with intermediate Γ .
The perhaps most interesting work for a general two-layer case on Mars on apparent thermal inertia has been presented by Putzig and Mellon 2007 . They allow both high-over-low and low-over-high Γ layering and find some regions with evidence for the latter (e.g., dust/duricrust, 1-4 mm thick, Γ 56/889) as do Audouard et al. 2014 .
For the Moon and Mercury, thermal conductivity and density profiles have been derived from Apollo-era data (e.g., (Keihm and Langseth Jr 1973, Mitchell and De Pater 1994) ). In particular, only the e-folding length for the profiles have been determined from observed brightness temperatures (Vasavada et al. 1999 , Vasavada et al. 2012 , Hayne et al. 2017 . For asteroids, telescopic observations indicate that vertical layering may also be present. In particular, thermal conductivity, but also density, seem to increase as a function of depth (Harris and Drube 2016) . However, methods employed and results obtained for the Moon and Mercury cannot be directly applied here. Instead, we expand on the work of, e.g., Paige et al. 1994 .
Methods/Experimental
In the following, we will report results for regolith thermophysical properties using the surface thermal inertia, but we want to point out that there are a number of complications which need to be kept in mind when using this quantity. Thermal inertia is defined as
where k is thermal conductivity, ρ bulk density, and c P specific heat capacity at constant (zero) pressure. However, using thermal inertia as defined by Eq.
(1) only makes physical sense if k, ρ, and c P are constant, while it is well known that both k and c P depend on temperature Biele and Grott 2018) . Therefore, Γ needs to be interpreted with caution, and it is commonly evaluated at a representative surface temperature to mediate the above limitation. It is also important to note that while (at given albedo, emissivity, insolation) the surface temperature only depends on Γ provided that k, ρ, and c P are constant, the temperature-depth profile is determined by the product ρc P as well as k. Therefore, the same Γ can result in different temperature profiles, and layered surfaces should be described by k, ρ, and c P rather than Γ. Therefore, while using Γ to discuss results, all calculations carried out here use k, ρ, and c P as variables.
In order to approximate the surface as a half space, considered particle sizes have to be smaller than the diurnal skin depth . The thermal skin depth is the e-folding depth of the subsurface diurnal or seasonal thermal wave. The diurnal temperature curve probes the subsurface to a depth of the order of a few diurnal thermal skin depth, i.e., a few centimeters for Ryugu (Table 2) .
We will study the case of a simple yet instructive 2-layer model, in which we assume a homogenous fine-grained material of very low thermal inertia Γ to cover a homogeneous subsurface of much higher Γ. In the modeling, the temperature dependence of thermophysical properties as well as lateral heterogeneity and roughness effects will be ignored.
The general setup of our model is shown in Fig. 1 , and two cases will in general be discussed in the following: first, we will consider the effect of a thin dust layer on the thermal emission of solid bedrock with a thermal conductivity appropriate for carbonaceous chondrites (left hand side of Fig. 1 ), and second, we will consider the influence of dust covering either porous rock or broken up regolith (right hand side of Fig. 1 ). While the thermophysical properties (Table 1) of the individual layers will be kept constant in our analysis, the thickness of the dust layer δ will be varied.
We then solve the one-dimensional heat conduction equation (Delbo et al. 2015) , which is given by:
prescribing surface insolation:
as the upper boundary condition at x = 0. Here, T is kinetic temperature, σ B the Stefan-Boltzmann constant, t is time, x is depth, S is the solar constant, A is the bond albedo, r h is the heliocentric distance in units of AU, and Table 1 ). Average dust thickness is δ. Right: same as left, but for a dust-covered porous rock or coarse regolith with thermal inertia 300 J m Bedrock heat conductivity
Regolith heat conductivity
Dust heat conductivity
Angle between asteroid's vernal equinox-the ascending node of its equator and orbit-and perihelion, measured in the orbital plane. Orbital elements are 2018 average osculating elliptical elements Biele et al. Progress in Earth and Planetary Science (2019) 6:48 θ is the local solar zenith angle, where cos θ = 0 during the night. As for the lower boundary condition, we prescribe zero heat flux at a depth of three annual skin depths, and T(t,x) = 0 is chosen as the initial condition at t = 0. The employed algorithm for solving Eqs. (2) and (3) is described in (Kührt and Giese 1989) and provides T(x,t) for independent k, ρ, and c p without explicitly using thermal inertia. In our model, depth-dependence is modeled as a step function increase of k und ρ at a given depth x = δ, and we verified that this does not result in any numerical problems. A finite element method from the Fortran NAG library is used for solving the differential equation. Spatial discretization is chosen such that convergence of the results is reached, and at least 10 grid points are located in the dust layer, whereas at least 40 grid points are distributed below. The grid size increases quadratically with depth, where the maximum spacing is limited to be smaller than 3 times the orbital thermal skin depths (i.e., up to 9 m). We found that the precise form of the depth grid is not important, as long as spatial and temporal convergence is achieved.
It is well known (e.g., Pelivan 2018) that the number of rotations (or orbits) needed for convergence is a function of Γ, the daily insolation and the choice of initial conditions. To achieve convergence, calculations were performed for at least half an orbital period, starting from aphelion. Heliocentric distance is changed stepwise, at midnight. The convergence in depth and space was then tested, and it was found that using half the normally used depth step size does not result in a significant change of the obtained temperature profiles. We therefore estimate that the systematic numerical uncertainty of the surface temperatures is smaller than 0.1 K.
The global and orbital parameters used in this study are summarized in Table 1 , taken from Wada et al. 2018 and recent Hayabusa2 mission results ( ).
For the material parameters, we use realistic values either observed for Ryugu or based on measurements of carbonaceous chondrites and the lunar regolith. For the grain or bedrock density, we use an average of the values reported for porous CI and CM meteorites (Consolmagno et al. 2008) , while the porosity of porous rock or coarse regolith is consistent with either the estimated rock porosity (~30%) from MARA measurements (Grott et al. 2019) or a random close packing of polydisperse, slightly irregular, 1 cm diameter particles, giving the same thermal conductivity than the porous rock.
For the dust fraction, a thermal inertia Γ ≈ 25 to 31 J m −2 K −1 s −1/2 has been assumed, representative, e.g., of the uppermost lunar surface with grain sizes < 70 μm and a porosity of 83% (Hapke and Sato 2016) . Both layers have been treated, in the model, as continuous matter. Note that we fix the properties of the assumed upper (dust) layer and do not investigate how the results converge to the thermal response of the subsurface if both layer's thermal properties converge.
The bedrock thermal conductivity is a typical~250 K value for carbonaceous meteorite analogues (Cold Bokkeveld (CM): 0.5 W/m/K, NWA5515 (CK): 1.5 W/m/K (Opeil et al. 2010; Opeil et al. 2012) ), while the thermal conductivity of the coarse regolith and dust have been calculated using the model of , evaluating conductivity at a mean temperature of 300 K. For the specific heat capacity, values for lunar regolith at 215 K have been assumed, which is close to the average temperatures we find in our study. Note that our model implicitly assumes that the dust layer is optically and thermally thick (opaque), i.e., the layer thickness δ must be large compared to the median grain diameter; otherwise, one would need to solve the fully time-dependent system of the radiative and heat transfer equations (Hale and Hapke 2002) . The model is therefore only strictly applicable for δ > at least 5 monolayers of dust particles; thus, very small dust layer depths implicitly require very fine dust for the results to be correct. This can be achieved for C-type dust of grain sizes between 0.1 and 70 μm with a porosity varying between 70 and 81% (calculated with .
To put the considered layer thicknesses into perspective, we have furthermore calculated the thermal skin depths associated with Ryugu's orbital and diurnal periods, where the skin depth is defined by
Here, P refers to the orbital and diurnal periods, respectively, and resulting skin depths for the different materials considered are summarized in Table 2 .
In the following, we will estimate the influence of a thin dust cover on the surface temperature, and this will be quantified by estimating the apparent thermal inertia of the dust-covered surface, i.e., the thermal inertia that would be obtained from the measured temperature curves under the assumption that the regolith is indeed homogeneous rather than layered. To derive apparent thermal inertia, four methods are applied, and these will be evaluated in the following. First, thermal inertia can be estimated from the maximum daytime temperature, assuming that insolation is known. Second, the minimum nighttime temperature may be used. Third, the phase shift of the maximum temperature with respect to local noon can be evaluated. And finally, one can fit (in a least-squares sense) part of (e.g., only daytime or nighttime) or even the entire diurnal temperature curve to a homogeneous model. The difference between the thermal inertia of the underlying material and the calculated apparent thermal inertia then indicates how the dust layer changes thermal emission of the base material.
To eliminate sampling effects and rounding errors when estimating thermal inertia from the maximum daytime temperature and phase shift, the temperature curves calculated by solving Eqs. 2 and 3 were output at a resolution of 1°in rotation angle and then fitted in a window of ± 45°around the maximum by recursive orthogonal polynomials. The optimal degree of the polynomials was determined according to Akaike's information criterion (Akaike 1974) and was found to vary between 6 and 10. Maximum temperature T max as well as its phase shift φ with respect to local noon was then read off from the polynomial fit. The daily minimum temperature T min was determined by taking the global minimum of the 1°resolution T(t) curves directly.
For the determination of apparent thermal inertia, values obtained from the diurnal temperature curves using the above methods have been compared to those for homogenous surfaces, with Γ being varied between 25.3 and 1183 J m −2 K −1 s −1/2 . Note that while all quantities derived here depend on insolation and therefore on latitude and season, we have restricted the present analysis to the actual spin and orbital parameters of Ryugu on Aug 3, 2018, and all curves are evaluated at the geographical latitude of MASCOT's landing site. The curves φ (log(Γ)), φ (log(Γ)), and φ (log(Γ)) are strictly monotonic and have been fit by empirical functions (distorted logistic curves) in log(Γ); root-mean-square residuals are 0.013°, 0.019 K, and 0.1 K for φ, T max , and T min , respectively, and the functions are physically reasonable when Γ tends to zero or infinity. We will need them later to derive the apparent Γ from layered model phase lag, minimum and maximum temperatures. We also define, for later uncertainty estimations, a worst-case modeling temperature bias curve as a piece- One of the common approaches for the interpretation of thermal infrared data is to use a thermal model to determine Γ from a best fit to the data. In general, single layer, homogenous models are used to determine the surface thermal inertia, and it is thus essential to understand what thermal inertia one would retrieve if the observed surface was covered by a fine dust layer. Having calculated diurnal temperature curves for dustcovered bedrock and porous rock/regolith, respectively, we have now applied four methods to estimate what we call apparent thermal inertia Γ eff , i.e., the thermal inertia one would obtain by inverting or best fitting (in a particular sense) the two-layer model's temperature data using a one-layer model. Apparent thermal inertia has been determined here from phase lag, maximum temperature, minimum temperature, a least-squares fit to the entire diurnal temperature curve, and from a least-squares fit to the daytime and nighttime diurnal temperature curve.
In detail, we proceeded as follows: for the leastsquares fits, an interpolating function for surface temperatures of our homogeneous model for arbitrary 25 < Γ < 1200 J m −2 K −1 s −1/2 was prepared. It interpolates the calculated curves (for 10 discrete values of log(Γ)) to the desired log(Γ), spline-interpolation). The X 2 (Γ), that is, the sum of the squared deviations between the actual two-layer temperatures and the interpolated homogeneous temperatures, is minimized to find Γ eff . The fit is extended over all rotation angles for the day+night method, for rotation angles from − 93°to + 93°for the day only method, and over [− 180..− 94, + 93.. + 179°] for the night only method. The accuracy of the calculated Γ eff depends mostly on the interpolation for the homogeneous models; comparing spline to pchip (Piecewise Cubic Hermite Interpolating Polynomial) to a linear interpolation in log(Γ) as the worst case, relative uncertainties in Γ eff are estimated as typically < 1% with somewhat larger uncertainties for δ = 3..5 mm, where the one-and two-layer curves have their largest discrepancies. To find a conservative uncertainty estimate of Γ eff , we add a worst-case modeling temperature bias curve to the nominal 2-layer surface temperature and find the corresponding change in Γ eff .
For the remaining methods, based on the two-layer phase lag, maximum and minimum temperature, we just determine the intersection of the fit functions in φ, T max , and T min of our homogeneous calculations with the twolayer values. As the fit functions are strictly monotonous, this gives a unique value each. Based on the rms residuals of the fit functions in φ, T max , and T min of our homogeneous calculations plus the uncertainty from our worst-case modeling temperature bias curve (and its derivative at noon), we estimate the precision of the calculated apparent thermal inertia as 0.2% (lag, T max ) to 5% (T min ).
Results and discussion
To demonstrate the influence of dust on thermal emission, we have calculated example diurnal temperature curves for the cases of dust-covered bedrock and regolith by solving Eqs. 2 and 3, for a dust layer thickness of δ = 1 mm. They are shown in Fig. 2 . As is evident from the figure, at this dust thickness, the dust layer masks the thermal emission of the underlying material already almost completely, and both diurnal curves are hardly distinguishable. Only small differences in nighttime temperature and cooling rate after sunset remain, but these are generally below 10 K. Overall, curves resemble those of low thermal inertia units, i.e., they exhibit small phase lag φ, high T max , and have a symmetric appearance. The influence of the bottom layer is most visible shortly after sunset, when the fast cooling rate suddenly decreases, givingrise toa "kink"inthetemperature curveandresulting in night-time temperatures which are significantly higher than for the homogeneous case. The cooling rate at night is significantly lower (and almost vanishes for intermediate dustthicknesses)thaninthehomogeneouscase.
To study the influence of layer thickness on the shape of the diurnal temperature curve, we have calculated surface temperatures varying the dust layer thicknesses δ between 0 and 100 mm. Results of these calculations are summarized in Fig. 3 , where phase lag φ of the maximum daytime temperature with respect to local noon, the maximum temperature T max , as well as the minimum temperature T min , are shown as a function of δ. Here, the red line corresponds to the model of dust covered regolith/porous rock, while the blue line corresponds to the bedrock case. In addition, dashed horizontal lines indicate φ, T max , and T min which correspond to homogeneous dust, regolith, and bedrock, respectively.
In Fig. 3 , φ, T max , and T min vary smoothly as a function of δ, and limiting values correspond to those for the homogeneous case for small layer thicknesses, while curves converge to the values corresponding to a homogeneous dust layer for large thicknesses as expected. For thicknesses greater than about a diurnal skin depth, the upper layer becomes thermally "opaque" and the model results are indistinguishable from the constant property case (for a full orbit, δ needs to be greater than a seasonal skin depth,~36 mm, to converge to the constant property case).
For the phase lag, the strongest change with dust cover occurs at a layer thickness close to δ = 0.1 mm for dustcovered bedrock and δ = 0.3 mm for dust-covered regolith, respectively. A peculiar feature is the region between about 1 mm ≤ δ ≤ 15 mm, where the thermal lag is significantly smaller than the value for homogeneous dust. This effect is discussed below. For T max and T min , the strongest influence is seen around δ = 1 mm. Noticeable effects already occur for extremely small amounts of dust, and the results converge to pure dust properties for large thicknesses: using the 10% and 90% amplitudes, the change of lag angle occurs between layer thicknesses 0.01 and 0.4 mm for dust on bedrock and 0.04 and 0.9 mm for dust on coarse regolith. The change of T max occurs between layer thicknesses 0.07 and 3 mm for dust on bedrock and 0.2 and 5 mm for dust on coarse regolith and the change of T min occurs between layer thicknesses 0.2 and 9 mm for dust on bedrock and 0.4 and 10 mm for dust on coarse regolith. We see that phase lag is most sensitive to a surface dust layer and minimum temperature is least sensitive. Results for apparent thermal inertia are summarized in Fig. 4 . Already an extremely thin dust layer is found to significantly alter the retrieved apparent thermal inertia, which furthermore depends significantly on the applied inversion method. Out of the tested methods, determination of thermal inertia from lag is particularly sensitive to dust, whereas the estimation based on minimum temperature is least affected. However, even in this best case, apparent thermal inertia starts to significantly deviate (> 7% for the porous rock case, 25% for the bedrock case) from the background value for dust layer thicknesses above δ > 0.1 mm, corresponding to only 100th of a diurnal skin depth. Apparent thermal inertia converges to that of the surface dust once layer thicknesses corresponding to 1-2 diurnal skin depths (9-18 mm) are reached.
As may be expected, the masking effect is more pronounced for the high thermal inertia bedrock, and a 1 mm dust layer will completely mask the underlying bedrock if Γ eff is based on the phase lag of the maximum diurnal temperatures. Furthermore, even if the estimate is based on minimum diurnal temperatures, apparent thermal inertia will still be changed from 1183 to 241 J m
. Similarly, the apparent thermal inertia of porous rock will be changed from 300 J m
and 163 J m −2 K −1 s −1/2 for 1 mm dust using these methods, respectively. All other methods yield intermediate results with the method based on phase lag being the most sensitive to dust coverage.
Example diurnal temperature curves and six model curves for the case δ = 0.4 mm are shown in Fig. 5 for the bedrock and regolith case, respectively. This corresponds to the minimum physically realistic layer thickness for the chosen dust grain size. Temperature curves as calculated from the two-layer model (true) are shown in blue, and Fig. 3 Phase lag φ, maximum diurnal temperature T max , and minimum diurnal temperature T min as a function of dust thickness δ. The red fit curve corresponds to the case of dust on coarse regolith, whereas the blue fit curve corresponds to dust on bedrock. Broken horizontal lines represent φ, T max , and T min for the homogeneous cases of dust, regolith, and bedrock, respectively Biele et al. Progress in Earth and Planetary Science (2019) 6:48 best fitting model curves as derived assuming a homogeneous one-layer model are shown for comparison. As is evident from the figure, all one-layer model curves exhibit large misfits with respect to the 2-layer model, even if they are capable of fitting phase lag, maximum, and minimum temperatures, respectively. Systematic deviations of several tens of K are common, in particular during daytime and shortly after sunset. The least successful model in reproducing the diurnal temperature curve is the one based on the inversion of the thermal lag, which is most severely affected by the presence of dust. Also note that none of the models reproduces the peculiar kink of the two-layer curve immediately after sunset, which is characteristic for our low-over-high thermal inertia vertical layering. The result of a phase lag that is even smaller than the one for pure dust (for dust thicknesses of~0.1 to~1 dust diurnal skin depth) is surprising and it deserves an explanation. We tried hard to explain the anomaly with numerical errors: after all, in the relevant δ range, the difference between noon and maximum temperature is much smaller than 0.1 K, the estimated absolute accuracy of our thermal model. The determination of the maximum, hence the thermal lag (phase of the diurnal maximum relative to local noon), then solely depends on fitting the model temperature curve with the optimum degree recursive orthogonal polynomial as described above, ± 45°around noon. However, numerical experiments showed that a 0.1 K Gaussian noise on the model temperatures can only change the retrieved phase lag by < 0.1°; the only relevant influence is by a time-varying temperature bias. Analytically, the bias in phase lag produced by a slope dT bias /dx in the model temperature is δφ = (dT bias /dx)/d 2 T/dx 2 (x: rotation angle in°, d
2 T/dx 2 curvature of the surface temperature at the maximum, typically − 0.025 K/°2 Fig. 4 Top: apparent thermal inertia Γ eff as a function of dust cover layer thickness δ for bedrock. Γ eff has been calculated using various methods (see Methods/Experimental). Top and bottom horizontal dashed lines indicate Γ for the homogeneous rock and dust, respectively. Vertical dotted lines indicate dust layer thickness in units of the diurnal thermal skin depth (9.2 mm) of the dust. Data points are connected by straight lines to guide the eye. Error bars represent the effects of worst-case modeling errors as described in the main text. Bottom: same as top, but for dust-covered porous rock/coarse regolith Biele et al. Progress in Earth and Planetary Science (2019) 6:48 for the anomalous lag range). To explain the anomaly, e.g., for δ = 3 mm on bedrock, we thus would need a dT bias /dx of > 0.05 K/°, that is, 2.2 K over the course of 45°i n rotation angle (1 h in time). This is not consistent with our analysis of the numerical accuracy of the thermal model: calculating the case of 3 mm dust on bedrock both in standard resolution and with much increased resolution in the time and depth grids, we find a bias between − 0.026 and + 0.06 K, and a slope at noon ± 45°of just 4 × 10 −5 K/°. This can bias the phase lag by only 0.002°. Our worst-case modeling temperature bias curve (see above), which has been used to calculate the error bars in Fig. 4 , has a dT bias /dx of − 0.0011 K/°and can change the phase lag by 0.05°a t most. So, we have to conclude that this phase lag anomaly might be a real, physical effect.
Qualitatively, for δ in the range of 0.1 to 1 diurnal skin depths, the subsurface will store heat at night (compare the very small cooling rate at night in Fig. 5 ). After sunrise, the subsurface is still warm and the heat flux from stored heat adds up to the daytime heat flux from insolation, the combined effect of which is a maximum temperature significantly earlier than expected for a homogeneous dust surface with no upwelling heat.
How likely is a dust layer on the surface of a small body? Due to the low gravity, which is close to only 1.5 × 10 −4 m s −2 on Ryugu and corresponds to an escape velocity of only 0.4 m s −1 , small asteroids can hardly keep fines produced during impacts. However, not all fine particles necessarily reach escape velocity, and lofted particles may re-accumulate on the surface as so-called air-fall. On the other hand, seismic accelerations during impact events may reach 0.1 m s −2 at distances of 200 m from the impact site (Garcia et al. 2015) and can thus be a factor of one thousand larger than gravity. As the granular bond number (Scheeres et al. 2010) , which is defined as the ratio between van der Waals forces and the weight of the particle, is larger than 1 for dust particles smaller than 0.1 m under Ryugu gravity conditions, only dust particles < 0.1 mm are expected to stick during large impacts. Such particles could for example originate from micrometeorite impacts, solar wind sputtering, or thermal fatigue (Delbo et al. 2014; Szalay et al. 2018) and could cover coarser pebbles or bedrock surfaces. It therefore seems possible that such fines could be present on small airless bodies.
Conclusions
We have calculated the influence of dust layers on the surface temperature on airless bodies by solving the heat conduction equation for a simple two-layer model. Results indicate that already a very thin layer of dust on top of ordinary millimeter-to centimeter-sized regolith, porous rock, or compact bedrock has a significant systematic influence on the observed surface temperatures. When interpreting these temperatures in terms of homogeneous thermophysical properties, the derived apparent thermal inertia is neither representative for the surface nor the subsurface layer for a wide range of dust layer thicknesses. Masking of subsurface thermal properties starts already at dust thicknesses as low as 0.01 diurnal skin depths, while the dust becomes thermally opaque for layer thicknesses in excess of two skin depths. This is qualitatively a similar result as reported by Paige et al. 1994 and our results suggest that significant and nearly complete masking occurs already at much smaller layer thicknesses for our layer model. This effect occurs for all the methods applied to estimate thermal inertia using homogeneous models. While using the thermal phase lag of the maximum daytime temperature to arrive at apparent Γ results in the most erroneous thermal inertia estimates, all methods suffer from the principle problem that even small dust layers significantly alter the thermal characteristics of the surface, which cannot be adequately modeled using a single homogeneous layer.
A dust-covered surface should be readily detectable in the diurnal temperature curve, which would show the characteristic kink of the temperature curve shortly after sunset for intermediate δ. Furthermore, the large fitting residuals when trying to invert the data using a one-layer model should also indicate that two layer models are required to properly fit the data. Then, data should be inverted using a thermal model with depth-dependent thermophysical properties without relying on thermal inertia if indications for a dust-covered surface exist. Such a model will require at least two layers and 5 free parameters, i.e., k dust , k reg , ρc p,dust , ρc p,reg , as well as the dust layer thickness δ. If a priori knowledge is available as, e.g., for the Moon, some of these parameters may be fixed to reduce the complexity of the inversion (Vasavada et al. 1999 ), but this is generally lacking for asteroids. Therefore, all five parameters are required since the concept of thermal inertia breaks down if thermophysical properties are not invariant with depth. However, the overall accuracy and uniqueness of such an inversion with noise has yet to be determined.
High-resolution images returned from the surface of Ryugu show no indications for any appreciable dust layer on the surface of the rock observed by MASCOT (Jaumann, R. et al.: In-situ investigation of asteroid (162173) Ryugu by the Mobile Asteroid Surface Scout (MASCOT) Camera (MASCam), submitted to Science, 2019). The diurnal temperature curve as observed by the MASCOT radiometer MARA can be well explained by a homogeneous Γ ≈ 280 J m −2 K −1 s −1/2 . As there is also no kink discernible at sunset (Grott et al. 2019) , this indicates that dust plays an insignificant role in the thermal emission from the asteroid.
