In this paper we consider the solutions of the generalized matrix Pell equations X 2 − dY 2 = cI, where X and Y are 2 × 2 matrices over Z, d is a non-zero (positive or negative) square-free integer, c is an arbitrary integer and I is the 2 × 2 identity matrix. We determine all solutions of such equations for c = ±1, as well as all non-commutative solutions for an arbitrary c.
Introduction
In [8] Vaserstein suggested solving some classical number theory problems in matrices. He considered a few classical problems of number theory with the ring Z substituted by the ring M 2 (Z) of 2×2 integral matrices, that is 2×2 matrices over Z. Some generalization of the classical Diophantine equations, such as Fermat's equation, to matrix equations were studied by number of authors such as [1, 6] and [9] .
The Pell equation is a diophantine equation of the form x 2 −dy 2 = 1, where d is an arbitrary integer. In the discussion on classical Pell equation, it is customary to assume that d is positive since negative d yields only trivial solutions. Generally, d is taken to be square-free, since otherwise we can "absorb" the largest square factor of d into y. Given that d is square-free positive integer, it is known that Pell equation has infinitely many solutions, which arise from a special "fundamental solution". This problem is extensively discussed in the literature. See, for instance [5, pp. 137-158] and also [4] .
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Given a non-zero (positive or negative) square-free integer d we shall be interested in finding the set of all 2 × 2 integral matrices X and Y which satisfy the matrix equation
where c is an arbitrary integer and"I" denotes the 2 × 2 identity matrix. By analogy to the ordinary Pell equation, this matrix equation will be called "matrix Pell equation". We emphasize that contrary to the classical Pell equation, where d is considered to be positive, in the matrix Pell equation we shall also handle negative d, since in this case we also get non-trivial solutions. A similar matrix equation was studied by Grytczuk and Kurzyd lo in [2] . The former authors gave a necessary and sufficient condition for solvability of the negative matrix Pell equation, namely, of the equation
for nonsingular 2 × 2 matrices X, Y over Z. In order to solve the matrix Pell equations (1) we investigate separately commuting and non-commuting solutions, that is, solutions satisfying XY = YX or XY = YX, respectively. In this paper we determine all (non-commutating and commutating) solutions of matrix Pell equations (1) for c = ±1, as well as all noncommutating solutions for an arbitrary c. The following theorem demonstrates our main results for c = 1, that is, concerning the equation X 2 − dY 2 = I (see Theorem 2.1 and Theorem 3.2). Theorem 1.1. Suppose that X and Y are 2 × 2 integral matrices and let d be a non-zero square-free integer. Then (a) XY = YX and X 2 − dY 2 = I iff either
where
where t 1 , t 2 , t 3 , t 4 , a, b ∈ Z, a = 1, g = gcd(a − 1, b) and the following relations hold:
(b) XY = YX and X 2 − dY 2 = I iff
where t 1 , t 2 , t 3 , s 1 , s 2 , s 3 ∈ Z satisfy t 2 1 + t 2 t 3 − d(s 2 1 + s 2 s 3 ) = 1 and the vectors t = (t 1 , t 2 , t 3 ) and s = (s 1 , s 2 , s 3 ) are linearly independent over the field Q of rational numbers.
We shall denote the trace of a square matrix A by tr(A), its determinant by |A| and its adjugate matrix by adj(A). The linear algebra information may be found, for example, in the book [3] .
The author is grateful to the referee for his constructive remarks.
Commuting Integral Solutions of the Matrix Pell Equation
The following theorem characterizes all the commuting integral solutions of the matrix Pell equation (1) and for c = 1 and c = −1.
Theorem 2.1. Suppose that X and Y are 2 × 2 integral matrices and let d be a non-zero square-free integer. Then XY = YX and X 2 − dY 2 = ±I iff either
where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 − dt 2 4 − dt 2 t 3 = ±1, or
where t 1 , t 2 , t 3 , t 4 , a, b ∈ Z, a = ±1, g = gcd(a ∓ 1, b) and the following relations hold:
Proof. We shall prove this theorem simultaneously for the equations X 2 −dY 2 = I and X 2 − dY 2 = −I, where the upper signs refer to the first equation and the lower signs refer to the second case. Note that the condition a = ±1 means that a = 1 in the first case and a = −1 in the second case. Thus g is always defined. We begin by proving that the conditions are sufficient. We have to verify two cases.
First suppose that
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where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 − dt 2 4 − dt 2 t 3 = ±1. Then X and Y commute and
and a 2 − db 2 = 1. First let us verify that X and Y commute. Indeed, a direct computation yields
Since a 2 − b 2 d = 1, it follows that XY = YX, as claimed. Next, we have
, so X 2 − dY 2 = ±I, as required. Next we prove that the conditions are necessary. Set
where the x i 's and y i 's are integers and assume that X 2 − dY 2 = ±I. Since by our assumption XY = YX, it follows that over the ring Z[ √ d] we get the following decomposition
where a, b ∈ Z. Note that
We shall distinguish between two cases. Case 1. Assume, first, that a = 1 and a = −1. Hence b = 0. Since the x i 's and the y i 's are integers, it follows from (ii) and (iii) of (6) that bx 2 − ay 2 = ∓y 2 and bx 3 − ay 3 = ∓y 3 .
Similarly, by equations (i) and (iv) of (6) we get
Cohen that is ±y 1 + ay 4 = bx 4 ay 1 ± y 4 = bx 1 .
Since 1 − a 2 = 0 we may use Cramer's Rule to obtain
and
Since Y is over Z, it follows in particular that
If we set x 1 = t 1 , then by (i) of (7) there is t 4 ∈ Z such that bdt
Similarly, by (iii), there is t 3 ∈ Z such that x 3 = a∓1 g t 3 . Therefore
.
To complete the proof we need to show that
Indeed, by (4) we have
Since X 2 − dY 2 = ±I, the assertion follows.
Case 2. Now, assume that either a = 1 or a = −1. Hence b = 0 and by (6) we get Therefore, there exist t 1 , t 2 , t 3 , t 4 ∈ Z such that x 1 = t 1 , x 2 = −t 2 , x 3 = −t 3 , y 1 = t 4 and
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In addition,
Since by our assumption X 2 − dY 2 = I, it follows that t 2 1 − dt 2 4 + t 2 t 3 = 1. We note that the matrices and the condition which we obtained
In addition, for a = −1, b = 0 and g = 2 we get the same condition
as claimed. If a = 1, then (i), (ii) and (iii) of (8) yield
Therefore, there exist t 1 , t 2 , t 3 , t 4 ∈ Z such that x 1 = t 1 , y 2 = t 2 , y 3 = t 3 and y 1 = t 4 , so
In addition, by (3) we have
Since by our assumption X 2 − dY 2 = I, it follows that t 2 1 − dt 2 4 − dt 2 t 3 = 1, as required.
Next, let us consider the negative matrix Pell equation X 2 − dY 2 = −I (so we shall refer in (8) to the lower sign among "±" and "∓").
If a = −1, then (ii), (iii) and (iv) of (8) yield
As in the former case, since X 2 − dY 2 = −I, it follows that t 2 1 − dt 2 4 − dt 2 t 3 = −1, as required. If a = 1, then (i), (ii) and (iii) of (8) yield
Therefore, there exist t 1 , t 2 , t 3 , t 4 ∈ Z such that x 1 = t 1 , x 2 = t 2 , x 3 = t 3 , y 1 = t 4 and
it follows that t 2 1 − dt 2 4 + t 2 t 3 = −1. As shown in the previous case, it can be verified the matrices and the condition which we obtained for a = 1 (regarding the equation X 2 − dY 2 = −I) are obtained by taking a = 1 in Case 1. where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 −dt 2 4 −2(a−1)t 2 t 3 /g 2 = 1, that is t 2 1 +t 2 4 +t 2 t 3 = 1. For (a, b) = (0, 1), we have that g = gcd(a − 1, b) = gcd(−1, 1) = 1. The corresponding matrix solutions are therefore
where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 −dt 2 4 −2(a−1)t 2 t 3 /g 2 = 1, that is t 2 1 +t 2 4 +2t 2 t 3 = 1. Similarly, for (a, b) = (0, −1), we get the following matrix solutions:
where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 + t 2 4 + 2t 2 t 3 = 1. In particular, assigning t 1 = 3, t 2 = −1, t 3 = 6 and t 4 = −2 in the last set of solutions yields
By Theorem 2.1, the solutions of the matrix Pell equations X 2 − dY 2 = ±I are parameterized using six parameters which satisfying certain conditions. The following theorem discusses the solvability of these conditions. Theorem 2.4. Let d be a non-zero square-free integer and let a, b be solutions of the ordinary Pell equation
. Note that in order to prove our claim it suffices to prove that whenever g is even, then 2(a ∓ 1)/g 2 is an integer that divides d and whenever g is odd, then (a ∓ 1)/g 2 is an integer that divides d.
We begin by proving that g 2 | 2(a ∓ 1). By the assumption a 2 − b 2 d = 1, so (a − 1)(a + 1) = b 2 d. Since g 2 | b 2 , it follows that g 2 | (a − 1)(a + 1). Note that gcd(a − 1, a + 1) ∈ {1, 2}. We shall distinguish between these two cases: Case 1. gcd(a−1, a+1) = 1. Since g | (a∓1), it follows that gcd(g, a±1) = 1. But g 2 | (a − 1)(a + 1), so g 2 | (a ∓ 1) and hence also g 2 | 2(a ∓ 1), as claimed. 
Assume now that g is even. Hence a − 1 and a + 1 are even. As above
g and since gcd( ) = 1 it follows that gcd(
Example 2.5. Let us construct a set of commutative solutions for the negative matrix Pell equation X 2 − 3Y 2 = −I. Theorem 2.1 suggest two sets of solutions. The first set consists of all matrices of the form
where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 −3t 2 4 −3t 2 t 3 = −1. In this case, by Theorem 2.4(a), t 1 must satisfy the congruence t 2 1 ≡ −1(mod 3). But this congruence has no solutions, so the first set does not yield any solution.
For the second set, let us choose a solution for the Pell equation a 2 − 3b 2 = 1, say (a, b) = (7, −4). In this case g = gcd(a + 1, b) = gcd(8, −4) = 4, so the corresponding matrix solutions are
where t 1 , t 2 , t 3 , t 4 ∈ Z satisfy t 2 1 − 3t 2 4 + t 2 t 3 = −1, that is t 2 t 3 = 3t 2 4 − t 2 1 − 1. Clearly, for any t 1 , t 4 ∈ Z, we can find suitable t 2 , t 2 ∈ Z. For example, if t 1 = 1 and t 4 = −1, then a suitable t 2 , t 3 ∈ Z are such that t 2 t 3 = 1. Taking in particular t 2 = t 3 = −1 yields the solutions
It is worthwhile mentioning that not every solution of a 2 − 3b 2 = 1 yields a set of solutions for X 2 − 3Y 2 = −I. The corresponding matrix X should be also with zero trace and should satisfy |X| − 2|Y| = −1, that is |X| = −3. As one can verify, the following matrix is suitable:
Note that the vectors s = (−3, 4, −2) and t = (1, 1, 2) are linearly independent over Q, so X and Y are non-commutative. Now, Example 3.5. Let us construct a non-commutative solution for the matrix equation X 2 = 2Y 2 . Note that equation X 2 = 2Y 2 can be written in the form X 2 − 2Y 2 = 0I. Hence we can apply Theorem 3.2 with c = 0. Therefore, the set of non-commutative solutions of the equation X 2 = 2Y 2 consist of the matrices , t 2 , t 3 ) and s = (s 1 , s 2 , s 3 ) are linearly independent over Q. In particular, let us take the vectors s = (3, −1, 4) and t = (2, 2, 3 ). Clearly, s and t are linearly independent over Q, so X and Y are non-commutative. Now, 
