We characterize the 1-unconditional subsets (erc) (r,c)∈I of the set of elementary matrices in the Schatten-von-Neumann class S p . The set of couples I must be the set of edges of a bipartite graph without cycles of even length 4 l p if p is an even integer, and without cycles at all if p is a positive real number that is not an even integer. In the latter case, I is even a Varopoulos set of V -interpolation of constant 1. We also study the metric unconditional approximation property for the space S p I spanned by (erc) (r,c)∈I in S p .
Introduction
The starting point for this investigation has been the following isometric question on the Schatten-von-Neumann class S p .
Question 1.1. Which matrix coefficients of an operator x ∈ S p must vanish so that the norm of x does not depend on the argument, or on the sign, of the remaining nonzero matrix coefficients ?
Let C be the set of columns and R be the set of rows for coordinates in the matrix. Let I ⊆ R × C be the set of matrix coordinates of the nonzero matrix coefficients of x. Question 1.1 describes the notion of a complex, or real, 1-unconditional basic sequence (e rc ) (r,c)∈I of elementary matrices in S p .
By a convexity argument, Question 1.1 is equivalent to the following question on Schur multiplication. Question 1.2. Which matrix coefficients of an operator x ∈ S p must vanish so that for all matrices ϕ of complex, or real, numbers ϕ * x sup |ϕ rc | x , where * is the entrywise (or Schur or Hadamard) product given by (ϕ * x) rc = ϕ rc x rc ?
In the case p = ∞, Grothendieck's inequality yields an estimation for the norm of Schur multiplication by ϕ in terms of the projective tensor product ℓ
it is equivalent to the supremum of the norm of the tensors whose coefficient matrices are finite submatrices of ϕ. In the framework of tensor algebras over discrete spaces, Question 1.2 turns out to describe as well the isometric counterpart to Varopoulos' V -Sidon sets as well as to his sets of V -interpolation. The following isometric question has however a different answer. In our answer to Question 1.2, S p and Schur multiplication are treated as a non commutative analogue to L p and convolution. The main step is a careful study of the Schatten-von-Neumann norm x = tr(x * x) p/2 1/p for p an even integer. The rule of matrix multiplication provides an expression for this norm as a series in the matrix coefficients of x and their complex conjugate, indexed by the p-uples (v 1 , v 2 , . . . , v p ) satisfying (v 2i−1 , v 2i ), (v 2i+1 , v 2i ) ∈ I. Those are best understood as closed walks of length p on the bipartite graph G canonically associated to I: its vertex classes are C and R and its edges are given by the couples in I. A structure theorem for closed walks and a detailed study of the particular case in which G is a cycle yield the two following theorems. If C and R are finite, extremal graphs without cycles of given lengths remain an ongoing area of research in Graph theory.
These results provide a complete description of the situation in which (e rc ) (r,c)∈I is a 1-unconditional basis of the space S The metric unconditional approximation property (umap) provides a formal definition for the object of Question 1.6. We obtain the following results. We now turn to a detailed description of this article. In Section 2, we provide tools for the computation of Schur multiplier norms. Section 3 characterizes idempotent Schur multipliers and 0, 1-tensors in ℓ ∞ C ∧ ⊗ ℓ ∞ R of norm one. In Section 4, we define the complex and real unconditional constants of basic sequences of elementary matrices and show that they are not equal in general. Section 5 looks back on Varopoulos' results about tensor algebras over discrete spaces. Section 6 puts the connection between p-trace norm and closed walks of length p in the concrete form of closed walk relations. In Section 7, we compute the norm of relative Schur multipliers by signs in the case that G is a cycle, and estimate the corresponding unconditional constants. Section 8 is dedicated to a proof of Th. 1.4 and an answer to Question 1.3. Section 9 establishes Th. 1.5. In Section 10, we study the metric unconditional approximation property for spaces S p I . The final section provides four kinds of examples: sets obtained by a transfer of n-independent subsets of a discrete abelian group, Hankel sets, Steiner systems and Tits' generalized polygons.
Terminology. C is the set of columns and R is the set of rows, both finite or countable and if necessary indexed by natural numbers. V , the set of vertices, is their disjoint union C ∐ R. An edge on V is a pair {v, w} ⊆ V . A graph on V is given by a set of edges E. A bipartite graph on V with vertex classes C and R has only edges {r, c} such that c ∈ C and r ∈ R and may therefore be given alternatively by the set of couples I = (r, c) ∈ R × C : {r, c} ∈ E . Two graphs are disjoint if so are the sets of vertices of their edges. I is a row section if (r, c), (r, c ′ ) ∈ I ⇒ c = c ′ , and a column section if (r, c),
A walk of length s 0 in a graph is a sequence (v 0 , . . . , v s ) of s + 1 vertices such that {v 0 , v 1 }, . . . , {v s−1 , v s } are edges of the graph. A walk is a path if its vertices are pairwise distinct. The distance of two vertices in a graph is the minimal length of a path in the graph that joins the two vertices; it is infinite if no such path exists. A closed walk of length p in a graph is a sequence (v 1 , . . . , v p ) of p vertices such that {v 1 , v 2 }, . . . , {v p−1 , v p }, {v p , v 1 } are edges of the graph. Note that p is necessarily even if the graph is bipartite. A closed walk is a cycle if its vertices are pairwise distinct. We take the convention that the first vertex of a closed walk or a cycle on V = C ∐ R is a column vertex: v 1 ∈ C. We shall identify a path and a cycle with their set of edges {r, c} or the corresponding set of couples (r, c).
A bipartite graph on V is a tree if its vertices may be indexed by a set W of finite words over some set of letters A in the following way:
• ∅ ∈ W and every beginning of a word in W is also in W : if w ∈ W \ {∅}, then w is the concatenation w ′ a of a word w ′ ∈ W with a letter a ∈ A;
• words of even (vs. odd) length index row (vs. column) vertices;
• a pair of vertices is an edge exactly if the length of their indices differs by one.
A forest is a union of pairwise disjoint trees; equivalently, it is a cycle free graph.
Notation. T = {z ∈ C : |z| = 1}. Given an index set I and q ∈ I, e q is the sequence defined on I as the indicator function χ {q} of the singleton {q}.
Let I = R × C and q = (r, c). Then e q = e rc is the elementary matrix identified with the operator from ℓ 2 C to ℓ 2 R that maps e c on e r and all other basis vectors on 0. The matrix coefficient at coordinate q of an operator x from ℓ 2 C to ℓ 2 R is x q = tr e * q x and its matrix representation is (x q ) q∈R×C = q∈R×C x q e q . The Schatten-von-Neumann class S p , 0 < p < ∞, is the space of those compact operators x from ℓ
∞ is the space of compact operators with the operator norm. S p is a quasi-normed space, and a Banach space if p 1. The unit ball of a Banach space X is denoted by B X .
For I ⊆ R × C, the entry space S p I is the space of those x ∈ S p whose support {q ∈ R × C : x q = 0} is a subset of I. S 
q )x and its matrix representation is q∈R×C x q ⊗ e q . A relative Schur multiplier on S further (c 0
If X is a sequence space on C and Y is a sequence space on R, then the coefficient of the tensor u at (r, c) is e c ⊗ e r , u . Its support is the set of coordinates (r, c) of its nonvanishing coefficients.
Relative Schur multipliers
The following proposition is a straightforward consequence of [16] . 
and W have norm at most 1, and the proposition follows from the factorization 
It is furthermore completely bounded on S
Now, given x, y, z as quantified in Ineq. (2), let
The fact that the canonical basis of an ℓ 2 space is 1-unconditional yields that Schatten-von-Neumann norms are matrix unconditional in the terminology of [25] :
for every finitely supported sequence of complex or S p -valued coefficients a rc . This shows that if ζ ∈ ℓ 
. In the basis Γ, its matrix representation is T f = (r,c)∈If (r − c)e rc , so that T f ∈ S 
.
It remains to note that
Eric Ricard proposed the following device for computing the c.b. norm of a Schur multiplier, included here by his kind permission. Proof. If ϕ is positive, then M ϕ is a positive operator on B(ℓ 2 ). Henceforth its norm on B(ℓ 2 ) is attained at Id, and ϕ * Id ∞ = sup n |ϕ nn |. This quantity is furthermore a lower bound on all S p .
Idempotent Schur multipliers of norm one
A Schur multiplier is idempotent if it is the indicator function χ I of some set I ⊆ R × C; if χ I is a Schur multiplier on S p , then it is a projection of S 
(d) I is a union of pairwise row and column disjoint rectangle sets, i.e. complete bipartite graphs: there are pairwise disjoint sets
If I is not a union of pairwise row and column disjoint rectangle sets, then there are r 0 , r 1 ∈ R, c 0 , c 1 ∈ C such that (r 0 , c 0 ), (r 0 , c 1 ), (r 1 , c 0 ) ∈ I and (r 1 , c 1 ) / ∈ I. Let x(t), t ∈ R, be the operator from ℓ 2 {c0,c1} to ℓ 2 {r0,r1} with matrix
. Its eigenvalues are
so that
and therefore
Then there are pairwise disjoint sets R j and pairwise disjoint sets C j such that
which is an average of elementary tensors of norm 1, so that its projective tensor norm is bounded by 1, and actually is equal to 1.
Remark 3.2. Note that the proof of Prop. 3.1 shows that the norm of a projection
This is a non commutative analogue to the fact that an idempotent measure on a locally compact abelian group G has either norm 1 or at least Lemma 3] . In fact, the following decomposition holds: 4 Unconditional basic sequences
for every choice of signs ǫ q ∈ S and every finitely supported sequence of complex coefficients a q . Its complex (vs. real) unconditional constant is the least such D.
(b) I is a completely unconditional basic sequence in S p if there is a constant D s.t. (5) holds for every choice of signs ǫ q ∈ S and every finitely supported sequence of operator coefficients a q ∈ S p . Its complex (vs. real) complete unconditional constant is the least such D.
(c) I is a complex (vs. real, complex completely, real completely) 1-unconditional basic sequence in S p if its complex (vs. real, complex complete, real complete) unconditional constant is 1: Inequality (5) turns into the equality
If Inequality (5) holds for every real choice of signs, then it also holds for every complex choice of signs at the cost of replacing D by Dπ/2 (see [26] ), so that there is no need to distinguish between complex and real unconditional basic sequences.
The notions defined in (a) and (b) cannot be lower than a fourth of the real unconditional constant of I in S p .
Example 4.2. A single column R × {c}, a single row {r} × C, the diagonal set {(row n, col n)} n∈N if R and C are copies of N, are 1-unconditional basic sequences in all S p . In fact, every column section and every row section (this is the terminology of [30, Def. 4.3] ) is a 1-unconditional basic sequence; note that the length of every path in the corresponding graph is at most 2. Note that the set I is a (completely) 1-unconditional basic sequence in S p if and only if the set of relative Schur multipliers by signs on S p I define (complete) isometries. This yields by Cor. 2.1
Example 4.4. If R = C = {0, . . . , n − 1}, 1 p ∞ and I = R × C, then the complex unconditional constant of the basis of elementary matrices in S p is n |1/2−1/p| and coincides with its complete unconditional constant (see [19, Lemma 8.1.5] ). This is also the real unconditional constant if n = 2 k is a power of 2 as it is then the norm of the Schur multiplier with matrix the kth tensor power 
The first norm is 1, the second one is √ 2 by comparison with the Schur multiplier 
By complex interpolation, the real unconditional constant of the basis of elementary matrices is in fact strictly less than its complex counterpart in all S p .
Varopoulos' characterization of unconditional matrices in S ∞
Our results may be seen as the isometric counterpart to results by Varopoulos [30] on tensor algebras over discrete spaces and their generalization to S p . He characterized unconditional basic sequences of elementary matrices in S ∞ in his study of the projective tensor product c 0 ∧ ⊗ c 0 . We gather up his results in the next theorem, as they are difficult to extract from the literature. (f ) There is a constant λ such that for all R ′ ⊆ R and C ′ ⊆ C with n elements
(g) I is a finite union of forests.
(h) I is a finite union of row sections and column sections. (g) ⇒ (h). In fact, a forest is a bisection in the terminology of [30, Def. 4.3] : it is the union of a row section I R with a column section I C . It suffices to prove this for a tree: let the vertices of its edges be indexed by words as described in the Terminology; then let I R be the set of its elements of the form (v w a , v w ) with w of odd length and a a letter, and let I C be the set of its elements of the form (v w , v w a ) with w of even length and a a letter. 
Closed walk relations
We now introduce and study the combinatorial objects that we need in order to analyze the expansion of the function defined by
for I ⊆ R × C, a positive even integer p = 2k, signs ǫ ∈ T and coefficients a q ∈ C, of which only a finite number are nonzero. In fact,
The latter sum runs over all closed walks (c 1 , r 1 , c 2 , . . . , c k , r k ) of length p in the graph I. Its terms have the form ǫ β−α a α a β in multinomial notation. The attempt to describe those couples (α, β) that effectively arise in this expansion yields the following definition. (ii) Two couples (α 1
(iii) The set P I k of closed walk relations of length p in I is the subset of those (α, β) ∈ P I k that cannot be decomposed into the sum of two row and column disjoint couples.
Example 6.2. Let R = C = {0, 1, 2, 3} and I = R × C. The couple (e 00 + e 11 + e 22 + e 33 , e 01 + e 10 + e 23 + e 32 ) is an element of P I 4 \ P I 4 : it is the sum of the two row and column disjoint closed walk relations (e 00 + e 11 , e 01 + e 10 ), (e 22 + e 33 , e 23 + e 32 ).
The next proposition shows that, for our purpose, closed walk relations describe entirely closed walks.
0 be an even integer and
is a surjection of the set of closed walks in the graph I of length p onto the set P I k of closed walk relations of length p in I. We shall write P ∼ (α, β) and call n αβ the number of closed walks of length p mapped on (α, β).
Proof. Let (α, β) ∈ P I k . If k = 0, the empty closed walk suits. Suppose k 1; we have to find a closed walk of length p that is mapped on (α, β). Consider a walk (c 1 , r 1 , c 2 , r 2 , . . . , c j , r j , c j+1 ) in I such that α 1 q = #{i : (r i , c i ) = q} α q and β 1 q = #{i : (r i , c i+1 ) = q} β q for every q ∈ R × C, and furthermore j is maximal. We claim (a) that c j+1 = c 1 and shows that j is not maximal.
Example 6.4. Let I = R×C = {0, 1}×{0, 1}. The closed walk relation (e 00 +e 11 , e 01 + e 10 ) ∈ P I 2 has two preimages by the surjection of Prop. 6.3: the two cycles (col 0, row 0, col 1, row 1) and (col 1, row 1, col 0, row 0). The closed walk relation (2e 00 +2e 01 , 2e 00 +2e 01 ) has six preimages: closed walk (col 1, row 0, col 1, row 0, col 0, row 0, col 0, row 0) and three other like ones, (col 1, row 0, col 0, row 0, col 1, row 0, col 0, row 0) and another like one.
We are now in position to state the following theorem, a matrix counterpart to the computation presented in [13, Prop. 2.5(ii)]. 
where n αβ 1 for every (α, β) ∈ P 
Proof. This follows from Def. 6.1 and Prop. 6.3.
Note that the the edges of a closed walk P ∼ (α, β) are precisely those {r, c} such that α rc + β rc 1. P is a cycle if and only if has not length 0 or 2 and r α rc 1 for all c and c α rc 1 for all r. We now show how to decompose closed walks into cycles. Proposition 6.6. Let P = (c 1 , r 1 , c 2 , r 2 , . . . , c k , r k ) ∼ (α, β) be a closed walk.
(a) If r i = r j (vs. c i = c j ) for some i = j, then P is the juxtaposition of two nonempty closed walks (c) There are cycles P j ∼ (α j , β j ) and γ such that (α, β) = (γ, γ)+ (α j , β j ).
Proof. (a)
. If r i = r j for i < j, we may suppose j = k: consider then P 1 = (c 1 , r 1 , . . . , c i , r i ) and P 2 = (c i+1 , r i+1 , . . . , c k , r k ). If c i = c j for i < j, we may suppose i = 1: consider then P 1 = (c 1 , r 1 , . . . , c j−1 , r j−1 ) and P 2 = (c j , r j , . . . , c k , r k ).
(b). Use (a) in a maximality argument.
(c). Note that the closed walks P j in (b) are either cycles or of length 2; in the latter case P j = q ∼ (e q , e q ) for some q ∈ I.
Schur multipliers on a cycle
We can realize a cycle of even length 2s, s 2, in the following convenient way. Let Γ = Z/sZ. Then the adjacency relation of integers modulo s turns Γ into the cycle (0, 1, . . . , s − 1) of length s. We double this cycle into the bipartite cycle (col 0, row 0, col 1, row 1, . . . , col s − 1, row s − 1) on Γ ∐ Γ, corresponding to the set of couples I = {(i, i),
Γ is the group dual to G =Γ = {z ∈ C : z s = 1}. We shall consider the space ℓ The c.b. norm of µ on ℓ ∞ G,Λ is equal to its norm and thus to the maximum of f ϑ (r, t) = re it + ϑz ∞ / re it + z ∞ for r 0 and t ∈ [−π, π]. As f ϑ = f ωϑ if ω s = 1 and fθ(r, t) = f ϑ (r, −t), we may suppose that u = arg ϑ ∈ [0, π/s]. We may also restrict our study to t ∈ [u/2 − π/s, u/2 + π/s] and further to t ∈ [u/2, u/2 + π/s], as f ϑ (r, t) 1 if t ∈ [u/2 − π/s, u/2]. In that case f ϑ (r, t) = |re it + ϑ|/|re i min(t,2π/s−t) + 1|. It turns out that f ϑ (r, t) is maximal if r = 1 and, as f ϑ (1, t) = cos (u − t)/2 / cos min(t/2, π/s − t/2) is increasing for t ∈ [u/2, π/s] and decreasing for t ∈ [π/s, u/2 + π/s], this maximum is f ϑ (1, π/s) . If p ∈ {2, 4, . . . , 2s − 2}, then I contains no cycle of length l p, so that by Prop. 6.6(c), every closed walk P ∼ (α, β) satisfies α = β and the function Φ I (ǫ, a) of Eq. (9) is constant in ǫ.
If p ∈ {2s, 2s + 2, . . . }, the closed walk relation (c) I is a real 1-unconditional basic sequence in S p .
(d) I is a forest.
(e) For each ǫ ∈ T I there are ζ ∈ T C and η ∈ T R such that ǫ rc = ζ(c)η(r) for all (r, c) ∈ I.
(f ) For each ǫ ∈ {−1, 1}
I there are ζ ∈ {−1, 1} C and η ∈ {−1, 1} R such that ǫ rc = ζ(c)η(r) for all (r, c) ∈ I. :
(i) For every tensor u = (r,c)∈I ϕ rc e c ⊗ e r in ℓ
(l) I is an isometric interpolation set for Schur multipliers on S ∞ : every ϕ ∈ ℓ ∞ I is the restriction of a Schur multiplier on S ∞ with norm
Suppose that I contains a cycle (c 0 , r 0 , . . . , c s−1 , r s−1 ) with s 2. Cor. 7.3(a) shows that I is not a real 1-unconditional basic sequence in S p .
(d) ⇔ (k). A tree on 2k vertices has exactly 2k − 1 edges, so that a forest I satisfies (k). Conversely, a cycle of length 2s is a graph with s row vertices, s column vertices and 2s edges.
(d) ⇒ (e). Let I be a tree and index the vertices of its edges by words w ∈ W as described in the Terminology, so that I is a set of form
Define inductively η and ζ: let η(v ∅ ) = 1; suppose that η and ζ have been defined for all v w such that the length of w ∈ W is at most 2n. We then set for all words w of length 2n and all letters a, b such that w, w a, w a b ∈ W :
If I is a union of pairwise disjoint trees, we may define η and ζ on each tree separately; we may finally extend η to R and ζ to C in an arbitrary manner.
(f ) ⇒ (c). If (f ) holds, then every Schur multiplier by signs ǫ ∈ {−1, 1} I is simple in the sense that (g) ⇒ (h). It suffices to check Equality (12) for ϕ with support contained in a finite rectangle set R ′ ×C ′ . As ℓ = sup q∈I |ϕ q |.
(b)
There are pairwise disjoint sets R j ⊆ R and pairwise disjoint sets C j ⊆ C such that R j or C j is a singleton for each j and I = R j × C j .
(c) I is a union of pairwise disjoint star graphs: every path in I has length at most 2. 
is an average of elementary tensors in c 0 (C) ∧ ⊗ c 0 (R) of norm sup q∈I |ϕ q |, so that this average is also bounded by this norm, which obviously is a lower bound.
1-unconditional matrices in S p , p an even integer
Let us now prove Theorem 1.5 as a consequence of Theorem 6.5 together with Proposition 6.6(c). (c) For every finite subset F ⊆ I there is an operator x ∈ S p , whose support S contains F , such that ǫ q x q e q p does not depend on the complex choice
(e) For every finite subset F ⊆ I there is an operator x ∈ S p with real matrix coefficients, whose support S contains F , such that ǫ q x q e q p does not depend on the real choice of signs ǫ ∈ {−1, 1} S .
(f ) Every closed walk P ∼ (α, β) of length 2s 2k in I satisfies α = β.
(g) I does not contain any cycle of length 2s 2k as a subgraph.
(h) For each v, w ∈ V there is at most one path in I of length l k that joins v to w.
(c) ⇒ (g). Suppose that I contains a cycle P ∼ (γ, δ) of length 2s 2k: the corresponding set of couples is F = {q : γ q + δ q = 1}. Let x be as in (c) and let (α, β) = (γ, δ) + (k − s)(e q , e q ) for some arbitrary q ∈ F . Then (α,
as a function on the group T S . Then the Fourier coefficient of f at the Steinhaus character ǫ β−α is, by Th. 6.5(a),
(Note that β − α = δ − γ.) As this last sum has only positive terms and contains at least the term corresponding to (α, β), f cannot be constant.
(e) ⇒ (g). Let P ∼ (γ, δ), F = {q : γ q + δ q = 1} and (α, β) be as in the proof of the implication (c) ⇒ (h). Let x be as in (e). Consider f (ǫ) = ǫ q x q e q p p as a function on the group {−1, 1} S . Then the Fourier coefficient f (ǫ β−α ) of f at the Walsh character ǫ β−α is, by Th. 6.5(a),
As this last sum has only positive terms and contains at least the term corresponding to (α, β), f cannot be constant.
(f ) ⇔ (g). Apply Prop. 6.6(c). 
is a cycle in I of length 2s 2k. Remark 9.3. In [14, Th. 2.7] , the condition of Th. 9.1(f ) is visualized in another way: a closed walk P = (c 1 , r 1 , . . . , c s , r s ) ∼ (α, β) in N × N is considered as the polygonal closed curve γ in C with sides parallel to the coordinate axes whose successive vertices are r 1 + ic 1 , r 1 + ic 2 , r 2 + ic 2 , . . . , r s−1 + ic s , r s + ic s , r s + ic 1 and again r 1 + ic 1 . Then α = β if and only if γ is homologous (and homotopic) to zero with respect to the set of its points.
Remark 9.4. One cannot drop the assumption that x has real matrix coefficients in Th. 9.1(e). Consider a 2 × 2 matrix x. Then tr x * x = |x q | 2 and det x * x = |x 00 x 11 − x 01 x 10 | 2 . This shows that if ℜ(x 00 x 11 x 01 x 10 ) = 0, e.g. x = 1 1 1 i , then the singular values of x do not depend on the real sign of the matrix coefficients of x, whereas (col 0, row 0, col 1, row 1) is a cycle of length 4.
Remark 9.5. Theorem 9.1(h) ⇒ (a) is the isometric counterpart to [9, Th. 3.1] . The following combinatorial problem arises naturally: if I is such that the number of trails in I of length k between two given vertices is uniformly bounded, is it so that I is the union of a finite number of sets I j such that there is at most one path of length at most k in I j between two given vertices ? In the simplest case, k = 2, Ilijas Farah and Dominique Lecomte [5] have deduced from [22] that it is not so.
Metric unconditional approximation property for S p I
Let R, C be two copies of N. It is well known that no S p has an unconditional basis or just a local unconditional structure (see [21, § 4] (i) A sequence (T k ) of operators on X is an approximating sequence if each T k has finite rank and T k x − x → 0 for every x ∈ X. An approximating sequence of commuting projections is a finite-dimensional decomposition.
(ii) ( [17] ) The difference sequence (∆T k ) of (T k ) is given by ∆T 1 = T 1 and
X has the unconditional approximation property (uap) if there is an approximating sequence (T k ) such that for some
The complex (vs. real ) unconditional constant of (T k ) is the least such D.
(iii) ([4, § 3], [7, § 8] ) X has the complex (vs. real ) metric unconditional approximation property (umap) if, for every δ > 0, it has an approximating sequence with complex (vs. real) unconditional constant 1 + δ. By [4, Then, as U n y → y uniformly on compact sets,
A computation shows that V n is the operator associated to the Schur multiplier ϕ n = tr e * q U n (e q ) q∈I whose support is contained in I ∩ R n × C n .
Definition 10.7. Let I ⊆ R × C and k 1.
(a) I enjoys property J k if for every path P = (c 0 , r 0 , . . . , c j , r j ) of odd length 2j +1 k in I there is a finite set R ′ ×C ′ such that P cannot be completed with edges in I \ R ′ × C ′ to a cycle of length 2s ∈ {4j + 2, . . . , 2k}.
(b) The asymptotic distance d ∞ (r, c) of r ∈ R and c ∈ C in I is the supremum, over all finite rectangle sets R ′ ×C ′ , of the distance from r to c in I \R ′ ×C ′ .
The asymptotic distance takes its values in {1, 3, 5, . . . , ∞}. Note that J k ⇒ J k−1 and that J 1 is void. This implication is strict: let R, C be two copies of N and, given j 1, consider the union I j of all paths (col 0, row nj + 1, col nj + 1, . . . , row nj + j, col nj + j, row 0) of length 2j + 1. Then I j contains no cycle of length 2s ∈ {4, . . . , 4j} and therefore enjoys J 2j , but fails J 2j+1 ; I j ∪ {(row 0, col 0)} contains no cycle of length 2s ∈ {4, . . . , 2j} and thus enjoys J j , but fails J j+1 . In particular, the properties J k , k 2, are not stable under union with a singleton.
Let us now explicit the relationship between J k and d ∞ . 2s−2j+1 = −1, this implies by Prop. 7.1(e) that p/2 ∈ {1, 2, . . . , s − 1}.
Suppose that I enjoys J k . We claim that for every finite F ⊆ I there is a finite G ⊆ I such that every closed walk P ∼ (α, β) of length 2k in I satisfies q∈I\G β q − α q = 0. That is, given a closed walk (v 0 , . . . , v 2k−1 ) and 0 = a 0 < b 0 < · · · < a m < b m < a m+1 = 2k such that v ai , . . . , v bi−1 ∈ I \ G and is defined byǫ q = 1 for q ∈ F andǫ q = ǫ ∈ T for q ∈ I \ G, then, with the notation of Th. 6.5,
does not depend on ǫ, so that x + ǫy 2k = x + y 2k if x ∈ S 2k F and y ∈ S 
Examples
One of Varopoulos' motivations for the study of the projective tensor product ℓ ∞ ∧ ⊗ ℓ ∞ are lacunary sets in a locally compact abelian group. Let Γ be a discrete abelian group and Λ ⊆ Γ. Let us say that Λ is n-independent if every element of Γ admits at most one representation as the sum of n elements of Λ, up to a permutation. Let G =Γ, so that Γ is the group of characters on G. Then the computation presented in [13, Prop. 2.5(ii)] only in the case Γ = Z shows that Λ is a complex 1-unconditional basic sequence in L 2n (G) if and only if Λ is n-independent. Furthermore Λ is a complex 1-unconditional basic sequence in L p (G), p not an even integer, or in C (G), if and only if Λ is n-independent for all n. Real 1-unconditional basic sequences may be characterized in a similar way: the property replacing n-independence is that every element of Γ admits at most one representation as the sum of n elements of Λ, up to a permutation and up to an even element. Consequently, if Γ contains no element of order 2, then real 1-unconditional basic sequences in L p (G) and in C (G) are also complex 1-unconditional.
Results on lacunary sets in Γ transfer to lacunary matrices in the following way.
Proposition 11.1. Let R, C ⊆ Γ be such that each element of Γ admits at most one representation as the sum of an element of R with an element of C, so that Λ ⊆ R + C determines uniquely the set I ⊆ R × C of all (r, c) such that r + c ∈ Λ.
(a) If Λ is n-independent, then I is a 1-unconditional basic sequence in S 2n .
(b)
The converse holds if furthermore each element of Γ admits at most one representation as a sum of n elements of R and n elements of C, up to a permutation of the elements of R and a permutation of the elements of C.
Proof. (a)
. If Λ is n-independent, consider a closed walk P = (c 1 , r 1 , . . . , c n , r n ) in I with P ∼ (α, β); as (r 1 + c 1 )+ · · · + (r n + c n ) = (r 1 + c 2 )+ · · · + (r n−1 + c n )+ (r n +c 1 ), (r 1 +c 1 , . . . , r n +c n ) is a permutation of (r 1 +c 2 , . . . , r n−1 +c n , r n +c 1 ). But then, by the hypothesis on R and C, (r 1 , c 1 ), . . . , (r n , c n ) is a permutation of (r 1 , c 2 ), . . . , (r n−1 , c n ), (r n , c 1 ) , so that α = β: I is a complex completely 1-unconditional basic sequence by Th. 9.1(f ) ⇒ (a). and (α, β) ∈ P I s . Then (α, β) is a sum of row and column disjoint closed walk relations (α j , β j ) such that α j = β j for at least one j: I is not a real 1-unconditional basic sequence in S 2n by Th. 9.1(d) ⇒ (f ).
Harcharras [8] used Peller's discovery [18] of the link between Fourier and Hankel Schur multipliers to produce unconditional basic sequences in S p that are unions of antidiagonals in N × N. We have in our context the rather disappointing Remark 11.4. Let I ⊆ R × C with #C = #R = n. Inequality (15) shows that if I is a 1-unconditional basic sequence in S 2k , then #I n 1+1/k + (s − 1)n/s. If p / ∈ {4, 6, 10}, the existence of 1-unconditional basic sequences in S 2k such that #I n 1+1/k is in fact an important open problem in Graph Theory.
