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Bounds on Traceability Schemes
Yujie Gu and Ying Miao
Abstract
The Stinson-Wei traceability scheme (known as traceability scheme) was proposed for broadcast encryption as a generalization
of the Chor-Fiat-Naor traceability scheme (known as traceability code). Cover-free family was introduced by Kautz and Singleton
in the context of binary superimposed code. In this paper, we find a new relationship between a traceability scheme and a cover-free
family, which strengthens the anti-collusion strength from t to t2, that is, a t-traceability scheme is a t2-cover-free family. Based
on this interesting discovery, we derive new upper bounds for traceability schemes. By using combinatorial structures, we construct
several infinite families of optimal traceability schemes which attain our new upper bounds. We also provide a constructive lower
bound for traceability schemes, the size of which has the same order with our general upper bound. Meanwhile, we consider
parent-identifying set system, an anti-collusion key-distributing scheme requiring weaker conditions than traceability scheme but
stronger conditions than cover-free family. A new upper bound is also given for parent-identifying set systems.
Index Terms
Traceability scheme, broadcast encryption, cover-free family, parent-identifying set system, combinatorial design.
I. INTRODUCTION
In 1994, Chor, Fiat and Naor introduced a traitor tracing scheme, the Chor-Fiat-Naor traceability scheme, applied to the
broadcast encryption [14], [15]. To prevent unauthorized users from accessing the data, the data supplier encrypts the data
blocks with session keys and gives the authorized users personal keys to decrypt them. Some unauthorized users (pirate users)
might obtain some decryption keys from a group of authorized users (traitors). Then the pirate users can decrypt data that they
are not entitled to [36]. If a pirate decoder is confiscated, the Chor-Fiat-Naor traceability scheme can trace back to at least
one traitor, by comparing the number of common base keys between the pirate decoder and each user’s personal key, on the
assumption that the number of traitors in the collusion does not exceed a predetermined threshold t. In 1998, Hollmann, van
Lint, Linnartz, and Tolhuizen proposed a digital fingerprinting scheme, based on codes with the identifiable parent property
(IPP codes), to protect against piracy of software by embedding fingerprints into the copyrighted contents [23]. Given an IPP
code it is possible for every pirate copy (descendant) of digital contents to identify at least one of its parents, that is, those
authorized users each assigned with a fingerprint that contribute to the pirate copy, by computing the intersection of all groups
of possible parents who can produce the pirate copy, again on the assumption that the number of parents in the collusion does
not exceed a predetermined threshold t. Both schemes have been extensively studied in the literature, see [1]–[7], [10], [14],
[15], [21], [25], [26], [28], [32], [34], for example. As a matter of fact, although with different scenarios of security protection,
these two schemes are essentially the same, except for the requirement on the tracing efficiency.
In 1998, Stinson and Wei generalized the Chor-Fiat-Naor traceability scheme to the Stinson-Wei traceability scheme. As
stated in [36], in a broadcast encryption system, the data supplier generates a base set X of v keys and assigns w base keys to
each authorized user, as the user’s personal key. All authorized users can recover the session keys K , which are used to decrypt
the data blocks, by using their personal keys. In the Chor-Fiat-Naor traceability scheme, the set X of base keys is partitioned
into w subsets S1, . . . ,Sw (each of size v/w). Each personal key is a transversal of (S1, . . . ,Sw) (i.e., it contains exactly one
base key from each Si). In this case, the pirate decoder generated by several traitors is also a transversal of (S1, . . . ,Sw),
since otherwise the pirate decoder can not work. However, in the Stinson-Wei traceability scheme, each personal key is not
necessarily a transversal. A personal key can be made up of any selection of w base keys from the set X . The data supplier
can use a w out of v threshold secret sharing scheme (such as the Shamir threshold scheme [31], for example) to construct v
shares of the key K and then encrypt each share with a base key in X . The pirate decoder can be made up of any w different
base keys from the union of each traitor’s personal key. If such a pirate decoder is captured and the size of the coalition
does not exceed a predetermined threshold t, the Stinson-Wei traceability scheme also can reveal at least one traitor in the
collusion by detecting the users who share the maximum base keys with the pirate decoder. In 2009, Collins [13] suggested
parent-identifying set systems (IPP set systems, or IPPSs) for broadcast encryption, which generalize IPP codes. The point of
generalization from an IPP code to an IPPS is essentially the same as that from the Chor-Fiat-Naor traceability scheme to the
Stinson-Wei traceability scheme, that is, instead of considering w-tuples, we consider w-subsets. Just as in the case of IPP
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2codes, when a pirate copy is confiscated, the traitor tracing algorithm based on IPPS also needs to compute the intersection of
all groups of possible parents with size at most t. Compared to the Stinson-Wei traceability scheme, the traitor tracing scheme
based on IPPS can accommodate more users, but at the expenses of tracing efficiency.
The Chor-Fiat-Naor traceability scheme is popular with the notion of “traceability code (TA code)”, which has been studied
in [10], [14], [15], [25], [26], [28], [34], and the Stinson-Wei traceability scheme has been studied as “traceability scheme (TS)”
in [8], [13], [29], [30], [36], [38], for example. Objects related with traceability schemes, such as key distribution patterns,
also have been studied by numerous researchers, see [33], [35], [38]. In this paper, we will focus on t-TS and t-IPPS, both of
which can resist the collusion attack with at most t traitors. We call t the strength of the scheme.
Cover-free families (CFFs) were introduced in 1964 by Kautz and Singleton [27] to study binary superimposed codes.
Variants of this formulation have been investigated related to subjects such as information theory, group testing, combinatorics,
see [17]–[20], [22], [24], for example. A t-CFF is a family of finite sets (blocks) in which no block is covered by the union
of t others. From the point of broadcast system, a t-CFF is a kind of scheme in which any t traitors can not create another
authorized user’s personal key, which is closely related to the frameproof code. Frameproof codes were studied by numerous
researchers, see [9], [11], [16], [34], [36], for example.
Among the known results on t-TS, Stinson and Wei [36] proved that a t-TS is a t-CFF, and derived an upper bound for
the number of blocks in a t-TS by using this relationship. There is a huge gap between this upper bound and the size of t-TS
constructed by using combinatorial structures in [36]. In [30], Safavi-Naini and Wang used constant weight codes to derive
a lower bound for t-TS. However, Lo¨fvenberg and Larsson [29] pointed out that there were mistakes in deriving the lower
bound for t-TS in [30]. Collins [13] improved the upper bound for t-TS, and gave upper bounds for t-IPPS. However, there
is no construction which can achieve any of these known upper bounds. As a matter of fact, the known upper bounds for
t-TS and t-IPPS are not tight. In this paper, we will provide new upper bounds for t-TS and t-IPPS, which greatly improve
the previously known upper bounds. Moreover, we will give some constructions which can produce infinite families of t-TS
achieving our new upper bounds.
As far as we know, in the literature, the relationship between TS and CFF has been studied for the same strength (i.e.
a t-TS is a t-CFF), and this is also almost true for other relationships among various anti-collusion schemes. In this paper,
we find a very interesting phenomenon, that is, a t-TS is in fact a t2-CFF. This is the first relationship between two kinds
of anti-collusion schemes which strengthens the strength from t to t2. Based on this important discovery, new upper bounds
for t-TS are derived. To obtain our new bounds, we use a combinatorial structure called own-subset by Erdo¨s, Frankl, and
Fu¨redi in [20]. In a t-TS, we show that the number of τ -own-subsets of each block is at least (w−1τ−1), where τ = ⌈w/t2⌉. By
applying the double-counting method, we derive our upper bound for general t-TS. When w ≤ t2, we provide a construction
for t-TS which achieves our general upper bound. Furthermore, we provide a better upper bound for several special cases,
which shows that some infinite families of t-TSs constructed by Stinson and Wei [36] from combinatorial designs are in fact
optimal. We generalize Stinson and Wei’s construction to obtain more infinite families of optimal t-TS for w > t2. We also
describe a constructive lower bound for general t-TS, the size of which has the same order with our general upper bound.
Collins [13] showed that the upper bound for t-IPPS is O(v⌈
w
⌊t2/4⌋+⌈t/2⌉
⌉
). We give an improvement for this by showing that
the upper bound for t-IPPS is O(v⌈
w
⌊t2/4⌋+t
⌉
), which is realized by analyzing the minimum size of own-subsets possessed by
some blocks in a t-IPPS.
The paper is organized as follows. Firstly, we recap some definitions and notations in Section II. In Section III, we show a
new upper bound for t-IPPS. New relationship between TS and CFF, and new upper bounds for t-TS are provided in Section IV.
In Section V, we present some constructions to obtain several infinite families of optimal t-TS, and also establish a constructive
lower bound for general t-TS. Finally, we conclude this paper in Section VI.
II. PRELIMINARIES
In this paper, we use the definitions of TS, IPPS and CFF from the viewpoint of set systems. A set system is a pair (X ,B)
where X is a set of elements called points and B is a collection of subsets of X called blocks. We focus on the case that every
block has the same size, that is, the uniform set systems. Denote (Xk) as the collection of all k-subsets of X . The definitions
of TS, IPPS and CFF are stated as follows.
Definition II.1: Suppose (X ,B) is a set system with B ⊆
(
X
w
)
, |X | = v, and |B| = M . Then
(1) (X ,B) is a t-traceability scheme t-TS(w,M, v) provided that for every choice of s ≤ t blocks B1, B2, . . . , Bs ∈ B and
for any w-subset T ⊆
⋃
1≤j≤sBj , there does not exist a block B ∈ B\{B1, B2, . . . , Bs} such that |T ∩B| ≥ |T ∩Bj |
for all 1 ≤ j ≤ s.
(2) (X ,B) is a t-parent-identifying set system t-IPPS(w,M, v) provided that for any w-subset T ⊆ X , either Pt(T ) is
3empty, or ⋂
P∈Pt(T )
P 6= ∅,
where
Pt(T ) = {P ⊆ B : |P| ≤ t, T ⊆
⋃
B∈P
B}.
(3) (X ,B) is a t-cover-free family t-CFF(w,M, v) provided that for any t + 1 distinct blocks B0, B1, . . . , Bt ∈ B, we
have
B0 *
⋃
1≤i≤t
Bi.
The parameter M is called the size of the set system. We also use t-TS(w, v) (t-IPPS(w, v), t-CFF(w, v), resp.) to replace
t-TS(w,M, v) (t-IPPS(w,M, v), t-CFF(w,M, v), resp.) when M is unclear or not necessarily claimed. Denote Mt(w, v)
(Nt(w, v), ft(w, v), resp.) as the maximum size of a t-TS(w, v) (t-IPPS(w, v), t-CFF(w, v), resp.). A t-TS(w, v) (t-IPPS(w, v),
t-CFF(w, v), resp.) is called optimal if it has size Mt(w, v) (Nt(w, v), ft(w, v), resp.). Given parameters t, w and v, the goal
is to explore the exact value of Mt(w, v) (Nt(w, v), ft(w, v), resp.) and to construct the optimal t-TS(w, v) (t-IPPS(w, v),
t-CFF(w, v), resp.).
Bounds of ft(w, v) have been studied by numerous researchers, see [19], [20], [22], [37], for example. An important notion,
which is extremely useful in the process of deriving bounds for CFF in [20], is the own-subset. In a set system (X ,B), B ∈ B,
a subset B0 ⊆ B is called a |B0|-own-subset of B if for any B′ ∈ B \ {B}, we have B0 * B′.
In [36], Stinson and Wei studied the combinatorial properties of traceability schemes and proved the following lemma.
Lemma II.1 ([36]): A t-TS(w, v) is a t-CFF(w, v).
Using the above relationship, an upper bound for t-TS(w, v) was also given in [36] by using an upper bound of CFF in
[20].
In fact, Lemma II.1 can be segmented as follows.
Lemma II.2 ([13]): A t-TS(w, v) is a t-IPPS(w, v), and a t-IPPS(w, v) is a t-CFF(w, v).
Thus we have the following corollary.
Corollary II.1: Let v ≥ w ≥ t ≥ 2 be integers. Then Mt(w, v) ≤ Nt(w, v) ≤ ft(w, v).
Noting that the IPPS defined in Definition II.1(2) requires that |T | = w. Modifying it to all the case |T | ≥ w, we have the
following definition of t-IPPS∗.
Definition II.2: A t-parent-identifying∗ set system t-IPPS∗(w, v) is a set system (X ,B) such that B ⊆ (Xw) and |X | = v,
with the property that for any T ⊆ X such that |T | ≥ w, either Pt(T ) is empty, or⋂
P∈Pt(T )
P 6= ∅,
where
Pt(T ) = {P ⊆ B : |P| ≤ t, T ⊆
⋃
B∈P
B}.
Considering the relationship between IPPS and IPPS∗, we have the following lemma.
Lemma II.3: A set system (X ,B) is a t-IPPS(w, v) if and only if it is a t-IPPS∗(w, v).
Proof: The sufficiency directly follows from their definitions. We focus on the necessity. Suppose (X ,B) is a t-IPPS(w, v),
we would like to show that it is also a t-IPPS∗(w, v). Consider any T ⊆ X with |T | ≥ w and Pt(T ) 6= ∅. Choosing a w-subset
T0 ⊆ T , we have
Pt(T ) ⊆ Pt(T0),
since for any P ∈ Pt(T ), we have T ⊆
⋃
B∈P B and then T0 ⊆ T ⊆
⋃
B∈P B, which implies that P ∈ Pt(T0). By the
definition of t-IPPS(w, v), we have ⋂
P∈Pt(T0)
P 6= ∅.
Hence we have
∅ 6=
⋂
P∈Pt(T0)
P ⊆
⋂
P∈Pt(T )
P .
4Thus (X ,B) is a t-IPPS∗(w, v), and the necessity follows.
III. UPPER BOUNDS FOR t-IPPS
A. A known upper bound for t-IPPS
By investigating ⌈ w⌊t2/4⌋+⌈t/2⌉⌉-own-subsets, Collins gave an upper bound for t-IPPS(w, v) as follows.
Theorem III.1 ([13]): Let v ≥ w ≥ t ≥ 2 be integers. Then
Nt(w, v) ≤
(
v
⌈ w
⌊t2/4⌋+⌈t/2⌉
⌉
)
( ⌈ w
⌊t/2⌋+1
⌉−1
⌈ w
⌊t2/4⌋+⌈t/2⌉
⌉−1
) = O(v⌈ w⌊t2/4⌋+⌈t/2⌉ ⌉).
B. A new upper bound for t-IPPS
In this subsection, we provide a better upper bound as follows, by showing that blocks of a t-IPPS must contain smaller
own-subsets.
Theorem III.2: Let v ≥ w ≥ t ≥ 2 be integers. Then
Nt(w, v) ≤
(
v
⌈ w⌊t2/4⌋+t⌉
)
= O(v
⌈ w
⌊t2/4⌋+t
⌉
).
Before proving this theorem, we need the following lemma.
Lemma III.1: Let (X ,B) be a t-IPPS(w, v). There exists one block B ∈ B containing at least one ⌈ w⌊t2/4⌋+t⌉-own-subset.
Proof: Suppose on the contrary that each block B ∈ B does not contain any ⌈ w⌊t2/4⌋+t⌉-own-subset. That is, for each
block B ∈ B and each ⌈ w⌊t2/4⌋+t⌉-subset B0 ⊆ B, there exists another block B
′ ∈ B \ {B} such that B0 ⊆ B′. Then we
would like to derive a contradiction with the assumption that (X ,B) is a t-IPPS(w, v).
Firstly, arbitrarily choose a block B1 ∈ B, and take a subset A1 ⊆ B1 such that |A1| = ⌈ w⌊t2/4⌋+t⌉⌈
t
2⌉. By the assumption,
A1 can be covered by at most ⌈ t2⌉ distinct blocks in B other than B1. Denote C
(1) ⊆ B \ {B1} such that |C(1)| ≤ ⌈ t2⌉ and
A1 ⊆
⋃
B∈C(1) B. Then take another subset D1 ⊆ B1 \ A1 such that |D1| = ⌈
w
⌊t2/4⌋+t⌉. With the assumption, there exists
another block B2 ∈ B \ {B1} such that D1 ⊆ B2. Let i = 2.
While 2 ≤ i ≤ ⌊ t2⌋, take a subset Ai ⊆ Bi \ (∪1≤j≤i−1(Aj ∪Dj)) such that |Ai| = ⌈
w
⌊t2/4⌋+t⌉⌈
t
2⌉. Note that this is doable
since the size of Bi ∈ B is w. With the assumption, each Ai can be covered by at most ⌈ t2⌉ distinct blocks in B other than
Bi. Denote C(i) ⊆ B \ {Bi} such that |C(i)| ≤ ⌈ t2⌉ and Ai ⊆
⋃
B∈C(i) B. Note that, some Bj , j 6= i, may appear in C(i). This
is allowed since it does not increase the number of blocks that we are looking for. After this, we have
Bi \ (
⋃
1≤j≤i−1
(Aj ∪Dj) ∪ Ai) * (
⋃
1≤j≤i−1
Bj) \ (
⋃
1≤j≤i−1
(Aj ∪Dj) ∪ Ai),
since if not, Bi would be covered by at most t other blocks {Bj : 1 ≤ j ≤ i − 1} ∪ C(i), which contradicts to Lemma II.2.
This allows us to take another subset Di ⊆ Bi \ (
⋃
1≤j≤i−1(Aj ∪Dj) ∪ Ai) such that |Di| = ⌈
w
⌊t2/4⌋+t⌉ and
Di * (
⋃
1≤j≤i−1
Bj) \ (
⋃
1≤j≤i−1
(Aj ∪Dj) ∪ Ai).
With the assumption, there exists another block Bi+1 ∈ B \ {Bj : 1 ≤ j ≤ i} such that Di ⊆ Bi+1. Let i = i + 1 and
continually execute the while loop of this paragraph.
The above while loop stops at i = ⌊ t2⌋+ 1, then take A⌊ t2 ⌋+1 ⊆ B⌊ t2 ⌋+1 \ (∪1≤j≤⌊ t2 ⌋(Aj ∪Dj)) such that
|A⌊ t2 ⌋+1| = w − ⌈
w
⌊t2/4⌋+ t
⌉⌈
t
2
⌉⌊
t
2
⌋ − ⌈
w
⌊t2/4⌋+ t
⌉⌊
t
2
⌋.
Clearly, |A⌊ t2 ⌋+1| ≤ ⌈
w
⌊t2/4⌋+t⌉⌈
t
2⌉. With the assumption, A⌊ t2 ⌋+1 can be covered by at most ⌈
t
2⌉ distinct blocks in B other
than B⌊ t2 ⌋+1. Denote C
(⌊ t2 ⌋+1) ⊆ B \ {B⌊ t2 ⌋+1} such that |C
(⌊ t2 ⌋+1)| ≤ ⌈ t2⌉ and A⌊ t2 ⌋+1 ⊆
⋃
B∈C(⌊
t
2
⌋+1) B.
Now, we have already taken ⌊ t2⌋+ 1 distinct blocks B1, . . . , B⌊ t2 ⌋+1 ∈ B. Denote
T =
⋃
1≤j≤⌊ t2 ⌋
(Aj ∪Dj) ∪A⌊ t2 ⌋+1.
5Clearly, T ⊆ X and |T | = w. Moreover,
T ⊆
⋃
1≤j≤⌊ t2 ⌋+1
Bj ,
that is, P0 := {B1, . . . , B⌊ t2 ⌋+1} ∈ Pt(T ).
On the other hand, for each 1 ≤ i ≤ ⌊ t2⌋+ 1, we have
T ⊆ (
⋃
B∈C(i)
B) ∪ (
⋃
1≤j≤⌊ t
2
⌋+1,
j 6=i
Bj),
that is, each Pi := C(i) ∪ {Bj : 1 ≤ j ≤ ⌊ t2⌋+ 1, j 6= i} ⊆ B covers T . Moreover, |Pi| ≤ ⌈
t
2⌉+ ⌊
t
2⌋ = t. That is,
{P0,P1, . . . ,P⌊ t2 ⌋+1} ⊆ Pt(T ).
However, ⋂
0≤i≤⌊ t2 ⌋+1
Pi = ∅,
which implies ⋂
P∈Pt(T )
P = ∅.
Hence (X ,B) is not a t-IPPS(w, v), a contradiction to the assumption. Therefore the lemma follows.
Proof of Theorem III.2. Suppose (X ,B) is a t-IPPS(w, v). By Lemma III.1, there exists one block B ∈ B which contains
at least one ⌈ w⌊t2/4⌋+t⌉-own-subset. Delete this B from B. The resulting B \ {B} is still a t-IPPS(w, v). Applying Lemma
III.1 repeatedly, we can successively delete blocks, which contain at least one ⌈ w⌊t2/4⌋+t⌉-own-subset, from the newly obtained
t-IPPS(w, v). Note that there are
(
v
⌈ w
⌊t2/4⌋+t
⌉
)
distinct ⌈ w⌊t2/4⌋+t⌉-subsets from X , and each ⌈
w
⌊t2/4⌋+t⌉-subset, as own-subset
of some block, can be deleted at most once. Hence
|B| ≤
(
v
⌈ w⌊t2/4⌋+t⌉
)
,
and the theorem follows.
C. Analysis of the new upper bound for t-IPPS
In [5], Barg, Cohen, Encheva, Kabatiansky and Ze´mor exploited the notion of minimal forbidden configuration to study IPP
codes. Here we use similar notions to analyze IPPS. In a set system (X ,B), let F = {F1, . . . ,Fm} be a collection of subsets of
blocks with Fi ⊆ B, |Fi| ≤ t, i = 1, . . . ,m. Then F is called a configuration if it has an empty intersection, ∩1≤i≤mFi = ∅.
F is called a minimal configuration if it is minimal under inclusion, that is, ∩ 1≤j≤m,
j 6=i
Fj 6= ∅ for any i = 1, . . . ,m. In [5],
Barg et al. proved the following lemma for the size of a minimal configuration, which was also showed by Staddon, Stinson
and Wei in [34].
Lemma III.2 ([5], [34]): Let F be a minimal configuration. Then | ∪Fi∈F Fi| ≤ ⌊( t2 + 1)2⌋.
Recall that in the proof of Lemma III.1, we tried to construct a suitable T for which Pt(T ) is a configuration. Note that
the configuration {P0,P1, . . . ,P⌊ t2 ⌋+1} satisfies that
|
⋃
0≤i≤⌊ t2 ⌋+1
Pi| ≤ (⌊
t
2
⌋+ 1) + ⌈
t
2
⌉(⌊
t
2
⌋+ 1) = ⌊(
t
2
+ 1)2⌋,
which matches the bound of size of a minimal configuration in Lemma III.2. We conjecture that, by using the method of
constructing T in Lemma III.1, the corresponding {P0,P1, . . . ,P⌊ t2 ⌋+1} is a (minimal) configuration with the smallest size,
and consequently the new upper bound
(
v
⌈ w
⌊t2/4⌋+t
⌉
)
is the exact upper bound for t-IPPS(w, v), up to a constant depending
only on w and t.
IV. UPPER BOUNDS FOR t-TS
From this section, we focus on TS, a special kind of IPPS with a more efficient tracing algorithm.
6A. Known upper bounds for t-TS
In [36], Stinson and Wei provided an upper bound for t-TS as follows.
Theorem IV.1 ([36]): For any v ≥ w ≥ t ≥ 2, we have
Mt(w, v) ≤
(
v
⌈w/t⌉
)
/
(
w − 1
⌈w/t⌉ − 1
)
.
By investigating ⌈w/t2⌉-own-subsets, Collins [13] improved the above upper bound for t-TS(w, v) as follows.
Theorem IV.2 ([13]): For any v ≥ w ≥ t ≥ 2, we have
Mt(w, v) ≤
(
v
⌈w/t2⌉
)
.
However, in the literature, no construction can produce t-TS(w, v) achieving the above upper bound. As a matter of fact,
this bound is still not tight. In the next subsection, we show an interesting discovery of the relationship between TS and
CFF. Based on this important discovery, new upper bounds for t-TS(w, v) are derived, which are great improvements on the
previously known upper bounds. Moreover, we describe several constructions in Section V, which can produce infinite families
of t-TS(w, v) achieving our new upper bounds.
B. A new relationship between TS and CFF
To show our new upper bounds, we firstly state the following interesting discovery. As far as we know, this is the first
relationship between two kinds of anti-collusion schemes which strengthens the strength from t to t2.
Lemma IV.1: A t-TS(w, v) is a t2-CFF(w, v).
Proof: Assume that (X ,B) is a t-TS(w, v). We would like to show that (X ,B) is also a t2-CFF(w, v). Suppose, on the
contrary, that (X ,B) is not a t2-CFF(w, v). By the definition of t2-CFF, there exists B0 ∈ B which can be covered by the
union of some other t2 blocks from B \ {B0}. Denote B0 as the collection of such t2 blocks.
By the pigeonhole principle, there exists at least one block B ∈ B0 such that |B0 ∩B| ≥ ⌈wt2 ⌉. Denote
max{|B0 ∩B| : B ∈ B0} = ⌈
w
t2
⌉+ σ1,
where 0 ≤ σ1 < w − ⌈wt2 ⌉. Assume that B1 ∈ B0 satisfies |B0 ∩B1| = ⌈
w
t2 ⌉+ σ1.
For 2 ≤ i ≤ t, choose Bi ∈ B0 \ {Bj : 1 ≤ j ≤ i− 1} such that
|Bi ∩ (B0 \ ∪1≤j≤i−1Bj)| = σi > 0,
and ∑
2≤i≤t
σi ≥
1
t+ 1
(w − ⌈
w
t2
⌉ − σ1). (1)
The above t blocks, satisfying σi > 0 for 2 ≤ i ≤ t, are available, since if not, then B0 would be covered by at most other t
distinct blocks, which contradicts Lemma II.1. Inequality (1) can be realized by using the pigeonhole principle to each block
Bi, 2 ≤ i ≤ t. The reader is referred to Appendix for the detailed computation.
By the assumption, for 2 ≤ i ≤ t, we have
σi ≤ |Bi ∩B0| ≤ |B1 ∩B0| = ⌈
w
t2
⌉+ σ1.
Note that the intersection of Bj and Bk, 1 ≤ j < k ≤ t, may be not contained in B0. If
|(
⋃
1≤i<j≤t
Bi ∩Bj) \B0| ≥ w − (⌈
w
t2
⌉+
∑
1≤i≤t
σi),
then any t of B0, B1, . . . , Bt can generate the same w-subset of⋃
0≤i<j≤t
(Bi ∩Bj),
7where |
⋃
0≤i<j≤t(Bi ∩Bj)| ≥ w, which contradicts Lemma II.2. So
0 ≤ |(
⋃
1≤i<j≤t
Bi ∩Bj) \B0| < w − (⌈
w
t2
⌉+
∑
1≤i≤t
σi).
For each 1 ≤ i ≤ t, we have
|Bi \
⋃
0≤j≤t,
j 6=i
Bj | ≥ w − |Bi ∩B0| − |(
⋃
1≤j≤t,
j 6=i
Bi ∩Bj) \B0|
> w − (⌈
w
t2
⌉+ σ1)− [w − (⌈
w
t2
⌉+
∑
1≤i≤t
σi)]
=
∑
2≤i≤t
σi.
That is, each block Bi, 1 ≤ i ≤ t, has more than
∑
2≤i≤t σi points which are not contained in any other Bj for 0 ≤ j ≤ t
and j 6= i. Now choose a set A ⊆
⋃
1≤i≤t Bi as follows: in each Bi, 1 ≤ i ≤ t, take all the points in B0 ∩Bi and
∑
2≤i≤t σi
points from Bi \
⋃
0≤j≤t,
j 6=i
Bj . Then the size of A is
|A| = (⌈
w
t2
⌉+
∑
1≤i≤t
σi) + t
∑
2≤i≤t
σi
= ⌈
w
t2
⌉+ σ1 + (t+ 1)
∑
2≤i≤t
σi
≥ ⌈
w
t2
⌉+ σ1 + (t+ 1)
1
t+ 1
(w − ⌈
w
t2
⌉ − σ1)
= w,
where the inequality follows from (1).
Thus B1, . . . , Bt can generate a descendant F by taking a w-subset F ⊆ A which satisfies B0 ∩Bi ⊆ F for all 1 ≤ i ≤ t.
Hence we have
|Bi ∩ F | ≤ |B0 ∩Bi|+
∑
2≤i≤t
σi ≤ ⌈
w
t2
⌉+
∑
1≤i≤t
σi, 1 ≤ i ≤ t,
and
|B0 ∩ F | = ⌈
w
t2
⌉+
∑
1≤i≤t
σi,
which contradicts the definition of t-TS(w, v).
Therefore, for any B ∈ B, it can not be covered by the union of any other t2 blocks from B \{B}. The lemma follows.
In [20], Erdo¨s, Frankl and Fu¨redi proved the following result.
Lemma IV.2 ([20]): Let (X ,B) be a t-CFF(w, v), and B ∈ B. The number of ⌈w/t⌉-own-subsets in B is at least ( w−1⌈w/t⌉−1).
Combining Lemma IV.1 and Lemma IV.2, we have the following lemma.
Lemma IV.3: Let (X ,B) be a t-TS(w, v), and B ∈ B. The number of ⌈w/t2⌉-own-subsets in B is at least
(
w−1
⌈w/t2⌉−1
)
.
C. A new upper bound for general t-TS
In this part, we prove the following new upper bound for t-TS.
Theorem IV.3: For any v ≥ w ≥ t ≥ 2, we have
Mt(w, v) ≤
(
v
⌈w/t2⌉
)
−
(
w−1
⌈w/t2⌉
)
(
w−1
⌈w/t2⌉−1
) .
Proof: Suppose (X ,B) is a t-TS(w,M, v). Denote
(
X
⌈w/t2⌉
)
as the collection of all ⌈w/t2⌉-subsets of X . Clearly,
|
(
X
⌈w/t2⌉
)
| =
(
v
⌈w/t2⌉
)
. The following proof is to double count the set {(T,B) : T ∈
(
X
⌈w/t2⌉
)
, B ∈ B, T ⊆ B}. Denote
Σ := |{(T,B) : T ∈
(
X
⌈w/t2⌉
)
, B ∈ B, T ⊆ B}|.
8Then we have
Σ =
∑
T∈( X⌈w/t2⌉)
∑
B∈B
s.t. T⊆B
1 =
∑
B∈B
∑
T∈( X⌈w/t2⌉)
s.t. T⊆B
1.
(2)
On one hand, fixing B ∈ B, we have
∑
T∈( X⌈w/t2⌉)
s.t. T⊆B
1 =
(
w
⌈w/t2⌉
)
. Then
Σ =
∑
B∈B
(
w
⌈w/t2⌉
)
= M
(
w
⌈w/t2⌉
)
. (3)
On the other hand, fixing T ∈
(
X
⌈w/t2⌉
)
, there are the following two possible cases:
(a) if T is a ⌈w/t2⌉-own-subset of some block B ∈ B, then we have ∑
B∈B
s.t. T⊆B
1 = 1;
(b) if T is not a ⌈w/t2⌉-own-subset of any block B ∈ B, then we have ∑
B∈B
s.t. T⊆B
1 ≤M .
For any B ∈ B, denote O(B) as the collection of all ⌈w/t2⌉-own-subsets of the block B. By Lemma IV.3, we have
|O(B)| ≥
(
w−1
⌈w/t2⌉−1
)
. Without loss of generality, we assume that
|
⋃
B∈B
O(B)| = M
(
w − 1
⌈w/t2⌉ − 1
)
+ σ, σ ≥ 0.
Then the number of T ∈
(
X
⌈w/t2⌉
)
, satisfying the condition of case (b), is at most(
v
⌈w/t2⌉
)
−M
(
w − 1
⌈w/t2⌉ − 1
)
− σ.
Thus by the first equality of (2),
Σ ≤ [M
(
w − 1
⌈w/t2⌉ − 1
)
+ σ] +M [
(
v
⌈w/t2⌉
)
−M
(
w − 1
⌈w/t2⌉ − 1
)
− σ]
= M [
(
v
⌈w/t2⌉
)
−M
(
w − 1
⌈w/t2⌉ − 1
)
+
(
w − 1
⌈w/t2⌉ − 1
)
]− (M − 1)σ
≤M [
(
v
⌈w/t2⌉
)
−M
(
w − 1
⌈w/t2⌉ − 1
)
+
(
w − 1
⌈w/t2⌉ − 1
)
].
(4)
From (3) and (4), we have
M
(
w
⌈w/t2⌉
)
≤M [
(
v
⌈w/t2⌉
)
−M
(
w − 1
⌈w/t2⌉ − 1
)
+
(
w − 1
⌈w/t2⌉ − 1
)
],
which implies
M ≤
(
v
⌈w/t2⌉
)
−
(
w
⌈w/t2⌉
)
(
w−1
⌈w/t2⌉−1
) + 1 =
(
v
⌈w/t2⌉
)
−
(
w−1
⌈w/t2⌉
)
(
w−1
⌈w/t2⌉−1
) ,
as desired.
In [20], Erdo¨s, Frankl and Fu¨redi obtained the following upper bound for t-CFF(w, v).
Theorem IV.4 ([20]): For any v ≥ w ≥ t ≥ 2, we have
ft(w, v) ≤
(
v
⌈w/t⌉
)
(
w−1
⌈w/t⌉−1
) .
Note that the double-counting technique used in the proof of Theorem IV.3 also can be applied to derive an upper bound
for t-CFF(w, v). More precisely, we have the following upper bound for t-CFF(w, v), which is slightly better than that in
Theorem IV.4.
Theorem IV.5: For any v ≥ w ≥ t ≥ 2, we have
ft(w, v) ≤
(
v
⌈w/t⌉
)
−
(
w−1
⌈w/t⌉
)
(
w−1
⌈w/t⌉−1
) .
Proof: The proof is similar to that of Theorem IV.3, and we omit it here.
9D. A better upper bound for t-TS in some special cases
Besides the general upper bound for t-TS(w, v) that we proved in the previous subsection, a better upper bound for several
special cases can be obtained. Erdo¨s, Frankl and Fu¨redi [20] provided the following bound for fr(w, v).
Theorem IV.6 ([20]): Let w = r(⌈wr ⌉ − 1) + 1 + d where 0 ≤ d ≤ r − 1. Then for v > 2d⌈wr ⌉
(
w
⌈w/r⌉
)
,
fr(w, v) ≤
(
v−d
⌈w/r⌉
)
(
w−d
⌈w/r⌉
)
holds in the following cases:
(a) d = 0, 1, (b) d < r/(2⌈w
r
⌉2), (c) ⌈w
r
⌉ = 2 and d < ⌈2r/3⌉.
By using the relationship in Lemma IV.1, we have the following bound for t-TS.
Theorem IV.7: Let w = t2(⌈wt2 ⌉ − 1) + 1 + d where 0 ≤ d ≤ t
2 − 1. Then for v > 2d⌈wt2 ⌉
(
w
⌈w/t2⌉
)
,
Mt(w, v) ≤
(
v−d
⌈w/t2⌉
)
(
w−d
⌈w/t2⌉
)
holds in the following cases:
(a) d = 0, 1, (b) d < t2/(2⌈w
t2
⌉2), (c) ⌈w
t2
⌉ = 2 and d < ⌈2t2/3⌉.
Proof: This theorem follows from Lemma IV.1 and Theorem IV.6.
V. LOWER BOUNDS FOR t-TS(w, v)
A. When w ≤ t2
Theorem V.1: For any v ≥ w ≥ t ≥ 2, we have
Mt(w, v) ≥ v − w + 1.
Proof: We prove this theorem by providing a construction. Suppose X is a v-set of points. Arbitrarily choose a (w−1)-subset
∆ ⊆ X . Define
Bj := ({j} ∪∆) ⊆ X , for ∀j ∈ X \∆,
and denote B := {Bj : j ∈ X \∆}. Then (X ,B) is a t-TS(w, v) for any t ≥ 2, since besides the common subset ∆, each
block possesses a unique point. So
Mt(w, v) ≥ |B| = v − (w − 1) = v − w + 1,
as desired.
Considering the case w ≤ t2 in Theorem IV.3, we have the following corollary.
Corollary V.1: For any v ≥ w ≥ t ≥ 2 with w ≤ t2, we have
Mt(w, v) ≤ v − w + 1.
Combining Theorem V.1 and Corollary V.1, we have the following result for the case w ≤ t2.
Corollary V.2: For any v ≥ w ≥ t ≥ 2 with w ≤ t2, we have
Mt(w, v) = v − w + 1.
Note that the size of t-TS(w, v) we obtained in Theorem V.1 is far from the upper bound in Theorem IV.3 for w > t2. So
we explore other constructions in the next subsection.
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B. Constructions from combinatorial designs
Combinatorial structures are often used to construct various configurations in coding theory. In this subsection, we use
combinatorial designs to construct t-TS(w, v). The definition of τ -design can be stated as follows.
Definition V.1: A τ -(v, w, λ) design is a set system (X ,B), where X is a v-set of points and B is a collection of w-subsets
of X (blocks), with the property that every τ -subset of X is contained in exactly λ blocks. The parameter λ is the index of
the design.
We focus on using τ -(v, w, 1) design to construct t-TS(w, v). Clearly, the number of blocks in a τ -(v, w, 1) design is(
v
τ
)
/
(
w
τ
)
.
In [36], Stinson and Wei gave a method of using τ -(v, w, λ) design to construct t-TS(w, v) as follows.
Theorem V.2 ([36]): If there exists a τ -(v, w, 1) design, then there exists a t-TS(w, v) with cardinality (vτ)/(wτ ), where
t = ⌊
√
(w − 1)/(τ − 1)⌋.
We provide a generalized construction as follows.
Theorem V.3: Let w ≡ d + 1 (mod t2) where 0 ≤ d ≤ t2 − 1 and let τ = ⌈w/t2⌉. If there exists a τ -(v − d, w − d, 1)
design, then there exists a t-TS(w, v) with cardinality
(
v−d
τ
)
/
(
w−d
τ
)
.
Proof: Let X be a v-set of points. Suppose there exists a τ -(v−d, w−d, 1) design (X0,B0), where X0 ⊆ X , |X \X0| = d.
Extending each block B0 ∈ B0 to the d points of X \ X0 to obtain
B = {B0 ∪ (X \ X0) : B0 ∈ B0}.
Clearly, |B| = |B0| =
(
v−d
τ
)
/
(
w−d
τ
)
, and |B| = w for any B ∈ B. We prove that (X ,B) is a t-TS(w, v).
Suppose B1, . . . , Bs ∈ B, 2 ≤ s ≤ t, are s distinct blocks and Bs+1 ∈ B \ {Bi : 1 ≤ i ≤ s} is any other block. For any
B ⊆ ∪1≤i≤sBi such that |B| = w, we want to show that
|B ∩Bs+1| < max{|B ∩Bi| : 1 ≤ i ≤ s}. (5)
For 1 ≤ i ≤ s+ 1, denote
B′i = Bi ∩ X0 ∈ B0.
Equivalently, B′i is the corresponding original block in B0 which is extended to Bi. Denote B′ = B ∩ X0. Clearly,
B′ ⊆
⋃
1≤i≤s
B′i. (6)
Note that |B′| ≥ w − d rather than |B′| = w − d, so more detailed analyses are required. Assume that
|B \B′| = |B ∩ (X \ X0)| = δ, 0 ≤ δ ≤ d.
Then |B′| = w − δ. On the one hand, applying the pigeonhole principle to (6), we have
max{|B′ ∩B′i| : 1 ≤ i ≤ s} ≥ ⌈
w − δ
s
⌉ ≥ ⌈
w − d
t
⌉ = t(⌈
w
t2
⌉ − 1) + 1.
Since X \ X0 is contained in each block B ∈ B, we have |B ∩Bi| = |B′ ∩B′i|+ δ. Moreover,
max{|B ∩Bi| : 1 ≤ i ≤ s} ≥ t(⌈
w
t2
⌉ − 1) + δ + 1. (7)
On the other hand, since (X0,B0) is a τ -(v − d, w − d, 1) design, we have
|B′ ∩B′s+1| ≤ |(
⋃
1≤i≤s
B′i) ∩B
′
s+1|
= |
⋃
1≤i≤s
(B′i ∩B
′
s+1)|
≤
∑
1≤i≤s
|B′i ∩B
′
s+1|
≤ s(τ − 1)
≤ t(⌈
w
t2
⌉ − 1).
Thus
|B ∩Bs+1| = |B
′ ∩B′s+1|+ δ ≤ t(⌈
w
t2
⌉ − 1) + δ. (8)
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Hence, (5) can be obtained from (7) and (8). With the definition, (X ,B) is a t-TS(w, v) and the theorem follows.
As can be seen from Theorem IV.7 and Theorem V.3, when all the parameters v, w, t, d, τ satisfy the conditions therein, the
t-TS(w, v) constructed from τ -(v− d, w− d, 1) design is optimal. From this point of view, the existence of τ -(v, w, 1) design
is crucial to the existence of optimal t-TS. We list several infinite families of optimal t-TS(w, v) as follows.
Theorem V.4: Let t be a prime power and d be an integer such that 0 ≤ d < ⌈2t2/3⌉. There exists an optimal t-
TS(t2 + d+ 1, t2n + t2(n−1) + · · ·+ t2 + d+ 1) provided n ≥ 2 + min{2, d}.
Proof: A 2-(qn + · · · + q + 1, q + 1, 1) design exists whenever q is a prime power and n ≥ 2 [12]. From Theorem
V.3, assuming q = t2, for 0 ≤ d ≤ t2 − 1, there exists a t-TS(t2 + d + 1, t2n + t2(n−1) + · · · + t2 + d + 1). Noting that
⌈ t
2+d+1
t2 ⌉ = 2, if 0 ≤ d < ⌈2t
2/3⌉, then this satisfies the condition of case (c) in Theorem IV.7. It follows that the above
t-TS(t2 + d+ 1, t2n + t2(n−1) + · · ·+ t2 + d+ 1) is optimal when
t2n + t2(n−1) + · · ·+ t2 + d+ 1 > 2d(t2 + d)(t2 + d+ 1),
which holds when n ≥ 2 + min{2, d}.
Theorem V.5: Let t ≥ 2 be an integer such that t2 + 1 is a prime power. Let d be an integer such that 0 ≤ d < ⌈2t2/3⌉.
There exists an optimal t-TS(t2 + d+ 1, (t2 + 1)n + d) provided n ≥ 2 + min{2, d}.
Proof: A 2-(qn, q, 1) design exists whenever q is a prime power and n ≥ 2 [12]. From Theorem V.3, assuming that q = t2+1
is a prime power, for 0 ≤ d ≤ t2−1, there exists a t-TS(t2+d+1, (t2+1)n+d). Noting that ⌈ t
2+d+1
t2 ⌉ = 2, if 0 ≤ d < ⌈2t
2/3⌉,
then this satisfies the condition of case (c) in Theorem IV.7. It follows that the above t-TS(t2+d+1, (t2+1)n+d) is optimal
when
(t2 + 1)n + d > 2d(t2 + d)(t2 + d+ 1),
which holds when n ≥ 2 + min{2, d}.
Theorem V.6: Let t be a positive integer power of 2, and d be an integer such that d ∈ {0, 1} or 0 ≤ d < t2/18. There
exists an optimal t-TS(2t2 + d+ 1, 2nt2n + d+ 1) provided n ≥ 2 + 2min{1, d}.
Proof: A 3-(qn+1, q+1, 1) design exists whenever q is a prime power and n ≥ 2 [12]. From Theorem V.3, assuming q = 2t2
(a power of 2), for 0 ≤ d ≤ t2 − 1, there exists a t-TS(2t2 + d+1, 2nt2n + d+1). Note that if d ∈ {0, 1} or 0 ≤ d < t2/18,
then this satisfies the condition of case (a) or (b) in Theorem IV.7. It follows that the above t-TS(2t2 + d+1, 2nt2n + d+1)
is optimal when
2nt2n + d+ 1 > d(2t2 + d+ 1)(2t2 + d)(2t2 + d− 1),
which holds when n ≥ 2 + 2min{1, d}.
Theorem V.7: Let t be a prime power and d be an integer such that 0 ≤ d ≤ t2/4. There exists an optimal t-TS(t2+ d+
1, t6 + d+ 1).
Proof: A 2-(q3 + 1, q + 1, 1) design exists whenever q is a prime power [12]. From Theorem V.3, assuming q = t2, for
0 ≤ d ≤ t2 − 1, there exists a t-TS(t2 + d+ 1, t6 + d+ 1). Noting that ⌈ t2+d+1t2 ⌉ = 2, if 0 ≤ d < ⌈2t
2/3⌉, then this satisfies
the condition of case (c) in Theorem IV.7. It follows that the above t-TS(t2 + d+ 1, t6 + d+ 1) is optimal when
t6 + d+ 1 > 2d(t2 + d)(t2 + d+ 1),
which holds when 0 ≤ d ≤ t2/4.
Theorem V.8: Let v be an integer such that v ≡ 1, 5 (mod20), and d ∈ {0, 1, 2}. There exists an optimal 2-TS(5+d, v+d)
with size v(v − 1)/20, provided v > 2d3 + 18d2 + 39d.
Proof: A 2-(v, 5, 1) design exists whenever v ≡ 1, 5 (mod20) [12]. By Theorem V.3, for 0 ≤ d ≤ 3, there exists a
2-TS(5 + d, v + d) with size v(v − 1)/20. Noting that ⌈ 5+d22 ⌉ = 2, if 0 ≤ d < ⌈2t
2/3⌉ = 3, then this satisfies the condition of
case (c) in Theorem IV.7. It follows that the above 2-TS(5 + d, v + d) is optimal when v > 2d3 + 18d2 + 39d.
In [36], Stinson and Wei gave constructions for t-TS via 2-(q2 + q + 1, q + 1, 1) design and 3-(q2 + 1, q + 1, 1) design,
which are special cases of Theorem V.4 and Theorem V.6. Particularly, in the above theorems, we show that their constructions
and our generalized constructions can produce infinite families of optimal t-TS. As is well known, there are plenty of known
results on the existence and constructions of τ -design for τ = 2, 3. However, there are almost no results on the existence
of τ -(v, w, 1) design when τ > 5. From this perspective, it is unreasonable to obtain t-TS(w, v) from ⌈w/t2⌉-design when
⌈w/t2⌉ ≥ 6. In the next subsection, we provide a constructive lower bound for general t-TS(w, v).
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C. A general constructive lower bound
In [36], Stinson and Wei proposed to use another type of combinatorial designs, packings, to construct TS. The definition
of packing is as follows.
Definition V.2: A τ -(v, w, λ) packing is a set system (X ,B), where X is a v-set of points and B is a collection of
w-subsets of X (blocks), with the property that every τ -subset of X is contained in at most λ blocks.
Lemma V.1 ([36], [8]): If there exists a ⌈w/t2⌉-(v, w, 1) packing, then there exists a t-TS(w, v).
Considering the substance in the above lemma, we have the following constructive lower bound for general t-TS.
Theorem V.9: For any v ≥ w ≥ t ≥ 2, we have
Mt(w, v) ≥
(
v
⌈w/t2⌉
)
/
(
w
⌈w/t2⌉
)2
.
Proof: Firstly, we use the following Algorithm 1.
Algorithm 1 A construction for t-TS(w, v)
Input: D0 =
(
X
w
)
, B = ∅, i = 1.
While Di−1 6= ∅ do
Choose any block Bi ∈ Di−1;
B = B ∪ {Bi};
Di = Di−1 \ {B ∈ Di−1 : |B ∩Bi| ≥ ⌈w/t2⌉};
i = i+ 1.
End while
Return B.
Clearly, for each i, we have
|Di \ Di−1| ≤
(
w
⌈w/t2⌉
)(
v − ⌈w/t2⌉
w − ⌈w/t2⌉
)
.
Hence
|B| ≥
(
v
w
)
(
w
⌈w/t2⌉
)(v−⌈w/t2⌉
w−⌈w/t2⌉
) =
(
v
⌈w/t2⌉
)
/
(
w
⌈w/t2⌉
)2
.
Now, it is sufficient to prove that the collection of blocks B generated by Algorithm 1 is a t-TS(w, v). This follows from
Lemma V.1, since in Algorithm 1, for any two distinct blocks B1, B2 ∈ B, we require that |B1 ∩B2| < ⌈w/t2⌉, which results
in a ⌈w/t2⌉-(v, w, 1) packing.
Consequently, we have
Mt(w, v) ≥
(
v
⌈w/t2⌉
)
/
(
w
⌈w/t2⌉
)2
,
as desired.
We make a remark here that this constructive lower bound has the same order with our general upper bound in Theorem
IV.3.
VI. CONCLUSIONS
In this paper, we explored two structures applied in broadcast encryption systems. For t-IPPS, we showed a new upper
bound by investigating small own-subsets. For t-TS, we firstly found a new relationship between TS and CFF, that is, a
t-TS is a t2-CFF. Based on this interesting discovery, we derived new upper bounds for t-TS. Moreover, we provided several
constructions which can produce infinite families of optimal t-TS. In other words, our new upper bounds are tight in these
cases. Finally, we gave a constructive lower bound for general t-TS.
We wonder whether our new upper bounds for t-IPPS and t-TS are tight for all the other cases, and if it is true, are there
deterministic constructions which can (asymptotically) achieve these new upper bounds? These interesting problems are worth
investigating in the future.
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APPENDIX
Proof of inequality (1) in Lemma IV.1. By the pigeonhole principle, for each i, 2 ≤ i ≤ t, there exists at least one block
Bi ∈ B0 \ {Bj : 1 ≤ j ≤ i− 1} who has no less than ⌈
|B0\∪1≤j≤i−1Bj |
t2−i+1 ⌉ common points with B0 \ ∪1≤j≤i−1Bj . That is,
|Bi ∩ (B0 \ ∪1≤j≤i−1Bj)| = σi ≥ ⌈
w − ⌈wt2 ⌉ −
∑
1≤j≤i−1 σj
t2 − i+ 1
⌉ > 0.
Then we have ∑
1≤i≤t
σi =
∑
1≤i≤t−1
σi + σt
≥
∑
1≤i≤t−1
σi +
1
t2 − t+ 1
(w − ⌈
w
t2
⌉ −
∑
1≤i≤t−1
σi)
= (w − ⌈
w
t2
⌉)
1
t2 − t+ 1
+ (1−
1
t2 − t+ 1
)
∑
1≤i≤t−1
σi
= (w − ⌈
w
t2
⌉)
1
t2 − t+ 1
+ (1−
1
t2 − t+ 1
)
∑
1≤i≤t−2
σi + (1−
1
t2 − t+ 1
)σt−1
≥ (w − ⌈
w
t2
⌉)[
1
t2 − t+ 1
+ (1−
1
t2 − t+ 1
)
1
t2 − (t− 1) + 1
]
+ (1−
1
t2 − t+ 1
)(1−
1
t2 − (t− 1) + 1
)
∑
1≤i≤t−2
σi
≥ (w − ⌈
w
t2
⌉)[
1
t2 − t+ 1
+ (1−
1
t2 − t+ 1
)
1
t2 − (t− 1) + 1
+ (1−
1
t2 − t+ 1
)(1−
1
t2 − (t− 1) + 1
)
1
t2 − (t− 2) + 1
]
+ (1−
1
t2 − t+ 1
)(1−
1
t2 − (t− 1) + 1
)(1−
1
t2 − (t− 2) + 1
)
∑
1≤i≤t−3
σi
≥ · · ·
≥ (w − ⌈
w
t2
⌉)
∑
2≤i≤t
1
t2 − i+ 1
∏
i+1≤j≤t
(1 −
1
t2 − j + 1
) +
∏
2≤i≤t
(1 −
1
t2 − i+ 1
)σ1
= (w − ⌈
w
t2
⌉)
∑
2≤i≤t
1
t2 − i+ 1
·
t2 − t
t2 − i
+
t
t+ 1
σ1
= (w − ⌈
w
t2
⌉)(t2 − t)
∑
2≤i≤t
(
1
t2 − i
−
1
t2 − i+ 1
) +
t
t+ 1
σ1
= (w − ⌈
w
t2
⌉)
1
t+ 1
+
t
t+ 1
σ1.
Hence ∑
2≤i≤t
σi =
∑
1≤i≤t
σi − σ1
≥ (w − ⌈
w
t2
⌉)
1
t+ 1
+
t
t+ 1
σ1 − σ1
=
1
t+ 1
(w − ⌈
w
t2
⌉ − σ1),
that is, inequality (1) holds.
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