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Fakultete za računalnǐstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
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Z razvojem generativnih globokih nevronskih mrež so se zelo izbolǰsale teh-
nike za generiranje slik. Večina jih temelji na Generativnih nasprotnǐskih
mrežah, katerih učenje pa je običajno precej dolgotrajno. V diplomskem delu
poizkusite izbolǰsati rezultate generiranja slik, dobljenih z metodo StyleGAN,
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bljene rezultate evalvirajte na kvantitativni način z uporabo metrike FID,
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Povzetek
Naslov: Izbolǰsava kvalitete generiranih slik z uporabo modelov za transla-
cijo med slikami
Avtor: Urban Tanko
Pri generiranju slik se vse več uporabljajo metode GAN. Ena od slabosti je
dolgotrajnost njihovega učenja. V diplomski nalogi jo poskusimo odpraviti
z uporabo modelov za translacijo med slikami, s katerimi želimo izbolǰsati
kvaliteto generiranih slik. To storimo tako, da zberemo podatkovno množico
in na njej naučimo model za generiranje slik StyleGAN. Generirane slike
nato poženemo skozi naslednje modele za translacijo med slikami: SR-GAN,
Pix2pix, CycleGAN, Pix2pixHD, U-GAT-IT in DeblurGAN. Za vsakega od
modelov opǐsemo generirane slike in jih ocenimo z metriko FID ter človeško
oceno, pridobljeno z uporabo ankete. Pridobljene rezultate tudi primerjamo
med seboj.
Ključne besede: strojno učenje, umetna inteligenca, nevronske mreže, ge-
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The application of GAN methods for the purpose of image synthesis has
grown considerably. One of their weaknesses is long training time. In this
thesis we try to eliminate it by using image-to-image translation models to
improve generated image quality. We first gather our dataset and train an
image synthesis model StyleGAN. We then feed the generated images into
various image-to-image translation models: SR-GAN, Pix2pix, CycleGAN,
Pix2pixHD, U-GAT-IT in DeblurGAN. For each of the models we describe
the visual properties of generated images. We also calculate the FID scores
and human scores, obtained with a survey. At the end we compare the results
of the models.
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Generiranje slik je proces, kjer želimo na matriko določene ločljivosti posta-
viti piksle z ustreznimi vrednostmi na takšen način, da nastane smiselna slika.
Metode za generiranje slik so uporabne na področju umetnosti, kjer lahko
generiramo slike v stilu določenega umetnika, v grafiki za izrisovanje scen in
urejanje slik ter pri strojnem učenju za generiranje novih učnih podatkov. Ne-
kaj primerov prenosa stila se nahaja na sliki 1.1. Čeprav obstaja nekaj metod
za generiranje slik, je največji korak na tem področju naredil razvoj genera-
tivnih nasprotnǐskih mrež (angl. generative adversarial network, skraǰsano
GAN) [9]. Metode GAN, ki temeljijo na teoriji iger, kjer dva modela tek-
mujeta drug proti drugemu in se s tem učita, so še vedno odprto področje
raziskovanja, vendar pa se njihova kvaliteta slik iz leta v leto izbolǰsuje. Na
začetku je bilo mogoče generirati le manǰse slike velikosti 28 × 28, npr. na
zbirki MNIST [28], danes pa lahko z modeli kot je StyleGAN [21] generiramo
visoko ločljive slike velikosti 1024× 1024.
Čeprav metode GAN generirajo vse bolǰse slike, pa se z njihovim razvojem
kažejo tudi omejitve, ki so nekonvergenca, izginjajoči gradient, pomanjkanje
raznolikosti in dolgotrajno učenje (več o njih v poglavju 3). V tem delu se
bomo osredotočili na dolgotrajnost učenja in ga poskusili skraǰsati z uporabo
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Slika 1.1: Primeri stilskih prenosov, ki so generirani z uporabo metode
GAN [58].
modelov za translacijo med slikami (angl. image-to-image translation). To
so posebne metode GAN, ki jim na vhod podamo sliko s prve domene, njihov
cilj pa jo je preslikati v sliko, ki je stilsko podobna tistim z druge domene.
1.2 Motivacija in cilji
Da je možno z metodami GAN generirati kvalitetne slike, je za to potrebna
zmogljiva in draga strojna oprema ter veliko časa. Na primeru modela Style-
GAN, ki ga v tem delu obravnavamo, je priporočljivo imeti 8 grafičnih kartic
Tesla V100 in model učiti skoraj 5 dni, medtem ko je pri eni grafični kartici
potrebnih skoraj 25 dni. Zaradi teh omejitev je eksperimentiranje drago in
časovno dolgotrajno. Potratnemu eksperimentiranju se poskusimo izogniti
z enkratnim učenjem modela StyleGAN, ki je zamudno, nato pa z uporabo
modelov za translacijo med slikami, katerih učenje je kraǰse, poskušamo iz-
bolǰsati kvaliteto generiranih slik. Na ta način želimo pridobiti kvalitetne
generirane slike, za katere bi porabili manj časa, kot če bi poskušali prilago-
diti hiperparametre (angl. hyperparameter tuning) modela StyleGAN.
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Cilj diplomske naloge je preizkusiti, ali je možno brez spreminjanja ar-
hitekture prvotnega modela in brez prilagoditve hiperparametrov modela
izbolǰsati kvaliteto generiranih slik. To storimo v naslednjih korakih: naj-
prej določimo domeno in zberemo podatkovno množico, potem naučimo mo-
del StyleGAN in z njim generiramo slike, nato le-te spustimo skozi vrsto
modelov za translacijo med slikami in rezultate ocenimo z metriko FID in
človeško oceno ter jih na koncu primerjamo med seboj. Za doseganje tega ci-
lja uporabimo obstoječe modele za translacijo med slikami, ki so podrobneje
predstavljeni v podpoglavju 3.4.
1.3 Struktura dela
Delo je razdeljeno na uvodno, tri osrednja poglavja in zaključno poglavje.
V 2. poglavju je na kratko predstavljen razvoj nevronskih mrež. Nato sledi
njihova zgradba in delovanje, kar zajema aktivacijske funkcije, plasti in ar-
hitekture. Opisano je tudi, kako se nevronske mreže učijo in kako pripraviti
podatkovno množico. V 3. poglavju so opisane generativne nasprotnǐske
mreže na splošno, model StyleGAN in več modelov za translacijo med sli-
kami, ki smo jih uporabili pri izvedbi eksperimentov. V 4. poglavju sta
opisana postopek evalvacije in eksperimenti, tako da je najprej predstavljena
priprava podatkov, ki je sestavljena iz pridobivanja podatkovnih množic in
učenja modela StyleGAN. Sledi ji opis evalvacije in eksperimentov za vsakega




V tem poglavju bomo na splošno opisali nevronske mreže in njihov razvoj do
sedaj. Predstavili bomo zgradbo, delovanje, najpomembneǰse komponente
ter potek učenja.
2.1 Uvod v nevronske mreže
Nevronske mreže so bile prvič omenjene že leta 1943 v [33], vendar pa je
njihov razvoj zastal vse do leta 1975, ko je P. Werbos [55] v svoji dizertaciji
opisal postopek
”
vzvratnega razširjanja“ (angl. backpropagation). Ta je na
široko odprl vrata razvoju nevronskih mrež, saj je prvič omogočal učinkovito
učenje parametrov. Naslednji pomemben korak v razvoju nevronskih mrež
je bil pojav spleta in z njim ogromna količina podatkov, ki je potrebna za
njihovo učenje. Da je učenje velikih globokih nevronskih mrež možno opraviti
v doglednem času, pa lahko pripǐsemo razvoju grafičnih procesnih enot, ki
to omogočajo zaradi tisočih računskih jeder, ki delujejo vzporedno. Danes se
za ta namen pojavljajo že posebne
”
tenzorske“ procesne enote (angl. Tensor
processing units) [50]. Nevronske mreže so prisotne na številnih področjih, od
sinteze zvoka [52] do igranja iger [43], še posebej pomembne pa so na področju
računalnǐskega vida in slik, kjer poznamo vrsto aplikacij, npr. klasifikacija
slik [12], ocena človeških poz [4] ali detekcija objektov [31].
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2.2 Zgradba in delovanje
Na nevronske mreže lahko gledamo kot na usmerjene grafe, kjer so nevroni
vozlǐsča, usmerjene utežene povezave pa so povezave med izhodi in vhodi
nevronov [18]. Iz tega stalǐsča jih razdelimo na usmerjene (angl. feedforward)
in rekurentne (angl. recurrent). Pri usmerjenih nevronskih mrežah, ki so
tudi bolj pogoste, vse povezave tečejo v eni smeri od vhoda proti izhodu,
medtem ko so pri povratnih prisotne povratne zanke. Te so implementirane
na način, da je vrsta nevronov aktivna za določeno časovno dobo, kar povzroči
aktivacijo naslednje vrste, ki prav tako deluje le določen del časa. Tako
dobimo verigo zaporedno aktiviranih nevronov in nikoli ne pride do situacije,
ko bi na vhodu nekega nevrona istočasno potrebovali tudi njegov izhod [3].
Za namen lažje razlage zgradbe in delovanja bomo obravnavali usmer-
jeno nevronsko mrežo večplastni perceptron (angl. multilayer perceptron,
skraǰsano MLP). Najmanǰsi gradniki nevronske mreže so vozlǐsča ali t.i.
”
ne-
vroni“ [35]. Vsak nevron, razen tistih na vhodni plasti, ima enega ali več
vhodov, iz katerih se izračuna izhod. Če ta nevron ni del izhodne plasti, se
njegov izhod naprej povezuje na enega ali več nevronov in služi kot njihov
vhod. Na sliki 2.1 se nahaja shematski prikaz nevrona. Na povezavah med
Slika 2.1: Shema nevrona v modelu MLP.
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nevroni so uteži (angl. weights), ki ojačajo ali ošibijo signal, kar pomeni,
da povezavam določijo
”
pomembnost“ za nalogo, ki se je algoritem poskuša
naučiti. Uteži se v fazi učenja (angl. learning) nastavijo na optimalne vre-
dnosti (več o tem v podpoglavju 2.3). Nevroni imajo lahko tudi odmik (angl.
bias), ki premakne prag (angl. threshold) za njihovo aktivacijo.
2.2.1 Aktivacijska funkcija
Vsak nevron ima svojo aktivacijsko funkcijo, ki mora biti nelinearna, če
želimo z nevronskimi mrežami reševati nelinearne probleme. To pravilo lahko
preprosto dokažemo na primeru brez nelinearnih delov, če si predstavljamo
nevronsko mrežo z dvema plastema, ki ju definiramo z enačbama
y1 = α1 · x+ β1 ,
y = α2 · y1 + β2 ,
(2.1)
kjer je x vhod, y izhod, αi in βi pa so skalarji. Če enačbi združimo, spet
dobimo linearno enačbo
y = (α1 + α2) · x+ (β1 + β2) , (2.2)
kar dokazuje potrebo po nelinearnem členu, ki se pri nevronskih mrežah
dodaja z aktivacijsko funkcijo. Primeri takih funkcij so:
• Sigmoida (angl. sigmoid) (na sliki 2.2a) je bila zaradi številnih dobrih
lastnosti včasih najbolj uporabljena aktivacijska funkcija. Svoje vhode
preslika na interval (0, 1), kar aktivacijam preprečuje
”
napihovanje“
(angl. blow up). Strmina funkcije okoli 0 omogoča dobro razlikovanje





in je preprosto odvedljiva po enačbi
σ′(z) = σ(z)(1− σ(z)) . (2.4)
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• Hiperbolični tangens (angl. hyperbolic tangent, skraǰsano tanh) (na





− 1 . (2.5)
• Rektificirana linearna enota (angl. rectified linear unit, skraǰsano
ReLU) (na sliki 2.2c), zapisana z enačbo
relu(z) = max(0, z) (2.6)
v zadnjem času pridobiva na popularnosti, še posebej v konvolucijskih
nevronskih mrežah (angl. convolutional neural networks, skraǰsano
CNN), saj vsebuje preprosteǰse računske operacije kot sigmoida in v
nevronski mreži povzroča manǰse število aktivacij nevronov, kar po-
hitri delovanje. V [26] so pokazali, da mreža s temi aktivacijskimi
funkcijami konvergira hitreje. Problem nastane, ko nevron zavzame
vrednost z < 0, saj je takrat gradient funkcije ReLU enak 0, kar pov-
zroči
”
umrtje“ nevrona, to pa pomeni, da se v naslednjih iteracijah ne
bo več posodabljal. Za ta problem obstaja nekaj rešitev, ena od njih
je dodatek majhnega pozitivnega naklona negativnemu delu funkcije.
Taka funkcija dobi novo ime prepustni ReLU (angl. leaky ReLU)
(na sliki 2.2d) in se zapǐse z enačbo
leaky relu(z) =
αz za z < 0z za z ≥ 0 , (2.7)
kjer je α hiperparameter naklona in velja α > 0.
• Softmax je posplošena logistična funkcija za večrazredno klasifikacijo.
Njen izhod je vektor števil na območju [0, 1], ki se seštejejo v 1. Pona-
vadi se uporablja na zadnji plasti nevronske mreže, ko na izhodu želimo








kjer je z vhodni vektor realnih števil in K število razredov.
Slika 2.2: Grafi aktivacijskih funkcij: a) Sigmoida, b) Tanh, c) ReLU d)
Leaky ReLU z α = 0.1











kjer je alj j-ti nevron na l-ti plasti, f aktivacijska funkcija, a
l−1
k k-ti nevron
na (l− 1)-ti plasti, wljk utež na povezavi med nevronoma in blj odmik j-tega
nevrona. To enačbo lahko prepǐsemo v vektorsko obliko
al = f(W lal−1 + bl) , (2.10)




Več nevronov z isto funkcionalnostjo se združuje v plasti1 (angl. layers), ki
lahko opravljajo različne načine transformacij nad vhodnimi podatki. Ne-
vronske mreže so navadno sestavljene iz treh glavnih plasti (slika 2.3):
Vhodna plast (angl. input layer) – Na tem mestu podamo svoje podatke,
ki morajo biti v številski obliki, običajno na intervalu (−1, 1) ali [0, 1).
Skrita plast (angl. hidden layer) – Na tej plasti se različne arhitekture ne-
vronskih mrež med seboj najbolj razlikujejo. Tukaj se lahko nahaja več
plasti in njihovih kombinacij, npr. polno povezana plast (angl. fully
connected layer), izpadna plast (angl. dropout), paketna normaliza-
cija (angl. batch normalization), konvolucijska plast (angl. convolu-
tional layer), maxpooling in različne aktivacijske plasti. Če se plasti
v določenem zaporedju večkrat ponovijo, jih združujemo v bloke, npr.
ResNet blok [12], ki je sestavljen iz konvolucijske plasti, paketne nor-
malizacije in aktivacije ReLU.
Izhodna plast (angl. output layer) – Ta plast ima lahko le en nevron, npr.
pri da/ne klasifikaciji, ali več, ko je možnih več razredov. Velikokrat je
ta plast normirana, tako da na izhodu dobimo verjetnosti za klasifika-
cijo v posamezen razred.
Nevronske mreže z več kot eno skrito plastjo poimenujemo globoke nevronske
mreže (angl. deep neural networks).
Konvolucijske nevronske mreže (angl. convolutional neural networks,
skraǰsano CNN) so posebna oblika nevronskih mrež, namenjene obdelavi slik.
Njihova posebnost je konvolucijska plast, ki z uporabo konvolucije filtrov
omogoča obdelavo prostorsko odvisnih pikslov na slikah, kar pripelje do pri-
dobivanja značilk. Konvolucija se na sliko aplicira s premičnim oknom (angl.
1Za slovenski prevod se uporabljajo besede plast, sloj in nivo. V tem delu bomo
uporabljali prvo.
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Slika 2.3: Shematski prikaz glavnih plasti nevronske mreže na primeru mo-
dela MLP.
sliding window), ki mu določimo korak. Parametri filtrov se nastavijo v fazi
učenja. Na sliki 2.4 se nahaja shematski prikaz arhitekture CNN.
2.3 Učenje
V kontekstu nevronskih mrež učenje opredelimo kot postopek posodablja-
nja uteži ali arhitekture z namenom, da mreža uspešno opravi določeno na-
logo [18]. Vsem spremenljivkam, ki jih z učenjem posodabljamo, pravimo
parametri modela. Tistim spremenljivkam, ki jih nastavimo pred začetkom
učenja in se kasneje ne spreminjajo, pa pravimo hiperparametri. Glede na
definicijo problema in podatkovno množico, poznamo več vrst učenja:
Nadzorovano – Pri tej vrsti učenja imamo v učni množici pare vhodnih in
označenih izhodnih podatkov, kjer je naša naloga preslikava vhodnih
v izhodne. Z učenjem modela želimo pridobiti funkcijo, ki jo ta pre-
slikava implicira. Nadzor vpeljemo z uporabo funkcijo izgube (angl.
loss function), ki poskuša minimizirati razliko med podanimi izhodi
iz učne množice in izhodi modela. Primera nadzorovanega učenja sta
klasifikacija slik [26] in segmentacija objektov [11].
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Slika 2.4: Shematski prikaz arhitekture CNN, kjer je K število razredov, v
katere klasificiramo slike.
Nenadzorovano – V tem primeru v učni množici nimamo izhodnih podat-
kov. Z naučenim modelom želimo pridobiti neko novo informacijo o
vhodnih podatkih, zato je funkcija izgube ponavadi odvisna od vho-
dnega podatka in izhoda modela. Nenadzorovano učenje lahko upo-
rabimo kot podporo nadzorovanemu [42], npr. s kompresijo, tako da
zakodiramo video, govor ali tekst in s tem zmanǰsamo prostor preiskova-
nja. Lahko pa ga uporabimo samostojno, npr. pri učenju hierarhičnih
vzorcev iz slik [30], [54], evalvaciji zgradbe proteinov [1] ali kompresiji
slik [51].
Nevronske mreže z razvojem postajajo vedno bolj kompleksne in vsebujejo
vse več parametrov, kar podalǰsuje čas učenja. Da bi se izognili dolgotraj-
nemu učenju, lahko uporabimo tehniko imenovano učenje s prenosom zna-
nja (angl. transfer learning). To lahko uporabimo, ko obstaja že naučen
model za domeno, ki je podobna naši, npr. če želimo iz modela naučenega
za klasifikacijo plazilcev naučiti model za klasifikacijo kač. Lahko pa jo upo-
rabimo tudi tako, da začnemo z modelom, ki že ima naučeno ekstrakcijo
značilk (angl. feature extraction), kar nam pohitri konvergenco in zmanǰsa




znemo“ večji del nižjih plasti (to so plasti blizu vhodne), zaradi česar se
njihovi parametri med učenjem ne bodo spreminjali, nato pa na naših po-
datkih naučimo preostale, torej zgornje plasti.
2.3.1 Potek učenja
Učenje poteka po naslednjih korakih:
1. Delitev podatkovne množice na učno, validacijsko in testno (več v pod-
poglavju 2.3.4)
2. Nastavitev hiperparametrov modela (več v podpoglavju 2.3.4)
3. Inicializacija parametrov modela (več v podpoglavju 2.3.4)
4. Prehod enega paketa (angl. batch) naprej skozi model (angl. forward
pass)
5. Izračun izgube (angl. loss) z uporabo dobljenega in ciljnega izhoda (več
v podpoglavju 2.3.2)
6. Izračun deleža napake na vsakem nevronu modela z uporabo vzvra-
tnega razširjanja napake (več v podpoglavju 2.3.3)
7. Posodobitev parametrov modela z uporabo optimizacijskega algoritma
(več v podpoglavju 2.3.3)
8. Ponovitev korakov 4-7, dokler ne zadostimo ustavitvenemu pogoju (več
v podpoglavju 2.3.5)
2.3.2 Funkcija izgube
Pred začetkom učenja moramo definirati funkcijo izgube (angl. loss func-
tion), ki je mera uspešnosti našega modela. Ta je velikokrat definirana kot
funkcija izhoda modela in ciljnega izhoda, npr. Loss = |f(x) − y|, kjer je
z f(x) označen izhod modela, z y pa ciljni izhod. V fazi učenja želimo to
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funkcijo minimizirati. Če bi jo želeli maksimizirati, pa to storimo z minimiza-
cijo njene nasprotne vrednosti −f(x). Ta funkcija ima pomembno vlogo, saj
mora spraviti vse vidike modela v eno samo vrednost, ki ji pravimo izguba
(angl. loss), na način, da izbolǰsevanje (beri zmanǰsevanje) te številke pomeni
tudi izbolǰsevanje modela. Izbira funkcije izgube je povezana z aktivacijsko
funkcijo v izhodni plasti modela, s pomočjo katere zastavimo problem, med-
tem ko s funkcijo izgube izberemo način izračuna izgube. Nekaj primerov
funkcij izgube, kjer z n označujemo število vzorcev v podatkovni množici:






(yi − f(xi))2 , (2.11)
se uporablja pri regresijskih problemih, kjer na izhodu modela pričakujemo
neko realno število. S to izgubo želimo izhode čim bolj približati regre-
sijski premici. Aktivacijska funkcija na izhodni plasti modela je linearna
(y = cx).
križna entropija (angl. cross-entropy, tudi logarithmic loss, logistic loss)
je najbolj primerna za klasifikacijske probleme. Ko sta prisotna le 2
razreda, ji rečemo binarna entropija, ki je zapisana z enačbo




[yilog(f(xi)) + (1− yi)log(1− f(xi))] . (2.12)
Pri dvorazrednih problemih imamo na izhodni plasti eno vozlǐsče s si-
gmoidno aktivacijo, medtem ko imamo pri n-razrednih problemih na
izhodni plasti n vozlǐsč s softmax aktivacijo.
2.3.3 Posodabljanje uteži in optimizacijski algoritmi
Izgubo izračunamo na izhodni plasti. Za njeno širjenje do vhodne plasti
lahko uporabimo vrsto algoritmov, od katerih je, zaradi svoje hitrosti in
učinkovitosti, najpogosteje uporabljeno vzvratno razširjanje (angl. backpro-
pagation) [39]. Cilj vzvratnega razširjanja je izračunati izgubo na vsaki uteži.
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To dosežemo z izračunom parcialnih odvodov ∂L
∂w
, kjer je L funkcija izgube,
w pa poljubna utež v modelu. Z njimi izrazimo odvisnost med majhno spre-
membo na uteži in njenim vplivom na izgubo. Premik izračuna parcialnih
odvodov od izhodne proti vhodni plasti nam omogoča verižno pravilo (angl.




















kjer je zl = W lal−1 + bl.
Ko imamo izračunane izgube za vsako utež, jih moramo še posodobiti. Za
posodabljanje parametrov uporabljamo optimizacijske algoritme, katerih
primeri so opisani v nadaljevanju.
Gradientni spust (angl. gradient descent) je metoda, ki posodablja uteži
v nasprotni smeri gradienta cenilne funkcije, z namenom da se ta z vsako
iteracijo zmanǰsuje. Včasih je gradientni spust zaradi prevelikega števila po-
datkov v učni množici nemogoč, saj tako velike količine podatkov ne moremo
naložiti v pomnilnik. Za take primere uporabljamo stohastični gradien-
tni spust (angl. stochastic gradient descent), ki namesto da bi v vsakem
koraku obdelal celotno učno množico, obdela le manǰsi del – paket (angl.
batch). Velikost paketa je hiperparameter, ki ga nastavimo ročno. Uteži se
posodabljajo z enačbo




Potrebno je nastaviti še hiperparameter η, ki predstavlja stopnjo učenja
(angl. learning rate), ki določa hitrost posodabljanja uteži med učenjem.
Moment (angl. momentum) je metoda, ki izbolǰsa konvergenco in zniža
oscilacije gradientnega spusta, tako da enačbi posodabljanja uteži doda vek-
tor v iz preǰsnjega koraka, ki je utežen s skalarjem γ. Posodobitev uteži
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zapǐsemo z enačbama




wt+1 = wt − vt .
(2.16)
Adaptivni gradient (angl. adaptive gradient, kraǰse AdaGrad) omogoča
nastavljanje stopnje učenja η za vsako utež posebej glede na pretekle gradi-
















kjer je ε nizko število (1e−5), da se izognemo deljenju z 0. Problem tega algo-
ritma je, da se stopnja učenja vse bolj zmanǰsuje, saj se deli z naraščajočim
številom Gt, kar lahko privede do izginjajočega gradienta (angl. vanishing
gradient).
Adam (Adaptive Moment Estimation) [23] prav tako hrani stopnjo učenja
η za vsako utež posebej, posodablja pa jih z izračunom prvega in drugega
momentov, ki predstavljata povprečje in varianco. Prvi moment je aproksi-
miran s premikajočim povprečjem (angl. moving average) gradienta, ki se za
časovni korak t izračuna z enačbo
mt = β1mt−1 + (1− β1)gt , (2.18)
kjer je β1 hiperparameter, gt pa gradient funkcije izgube. Drugi moment pa
je aproksimiran s premikajočim povprečjem kvadrata gradienta, izračunan z
enačbo
vt = β2vt−1 + (1− β2)g2t , (2.19)
kjer je β2 hiperparameter. Hiperparametra β1 in β2 se ponavadi ne spre-
minjata in zasedata vrednosti 0.9 in 0.999. Ker sta ob času 0 m0 in v0
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inicializirana na 0, sta izračunana mt in vt pristranska (angl. biased) proti










Ostane nam še posodobitev uteži, ki jo opravimo z enačbo




kjer je w utež, η stopnja učenja, ε pa majhna vrednost blizu 0.
2.3.4 Priprava na učenje
Preden začnemo nevronsko mrežo učiti, moramo poskrbeti za inicializacijo
parametrov in izbiro hiperparametrov. Vseh uteži ne smemo inicializirati na
0, saj se v tem primeru med samim učenjem vse spreminjajo enako in tako
dobimo linearni model. V primeru, da imamo sigmoidne aktivacijske funk-
cije, uteži ne smemo nastaviti na previsoke ali prenizke vrednosti, saj se tam
funkcija splošči in pride do pojava izginjajočega gradienta, kar upočasni kon-
vergenco modela. Običajno se parametri inicializirajo na naključne vrednosti
z intervala (−1, 1), npr. z vzorčenjem po normalni distribuciji s povprečjem
0 in standardnim odklonom 1. Obstajajo pa tudi izbolǰsave, kot je na pri-
mer [8], ki uteži inicializira na zgornji način, nato pa jih množi z 1√
ni(l−1)+no(1)
,
kjer je ni(l−1) število vhodnih nevronov na tej plasti, no(1) pa število izhodnih
in [24], kjer si za inicializacijo pomagajo z učno množico.
Pod hiperparametre štejemo stopnjo učenja, število skritih plasti, število
nevronov na skritih plasteh, parametre aktivacijskih funkcij in optimizacij-
skih algoritmov, velikost paketa (angl. batch size) itd. Lahko jih nastavljamo
empirično – začnemo z določenimi vrednostmi in naučimo model, nato pa se
glede na rezultate odločimo, katere bomo spremenili. Lahko pa uporabimo
enega od sledečih načinov:
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• Preiskovanje mreže (angl. grid search), kjer si zastavimo velikost ko-
raka in območje preiskovanja, nato pa preizkusimo vse kombinacije
hiperparametrov.
• Naključno preiskovanje, kjer v vsaki iteraciji hiperparametri zasedejo
naključne vrednosti iz določenega intervala.
• Požrešno preiskovanje (angl. greedy search), ki ima na začetku na-
stavljene vrednosti hiperparametrov in z njimi naučen model, nato
pa jih spremeni in ponovno nauči model. Če je novi model bolǰsi
od preǰsnjega, ǐsče nove hiperparametre od spremenjenih naprej, če
je slabši, pa jih vrne na preǰsnje vrednosti in poskusi z drugimi.
Priprava podatkovne množice
Nevronske mreže lahko učimo na znanih podatkovnih množicah, ki služijo kot
merilo (angl. benchmark) za primerjanje različnih arhitektur. Na področju
slik so to npr. ImageNet [40], CIFAR10 [25], LSUN [57], itd. Lahko jih učimo
tudi na svojih podatkovnih množicah, ki jih zberemo sami. Pri zbiranju se
moramo prepričati, da je množica reprezentativna za naš problem in zadosti
velika glede na izbrano arhitekturo nevronske mreže. Če množica vsebuje
kategorične značilke (angl. categorical features), kot so npr. dan v tednu,
spol ali barva las, jih moramo spremeniti v številske. To storimo z eničnim
kodiranjem (angl. one-hot encoding), ki odstrani dotično značilko in ustvari
n novih, kjer je n število različnih vrednosti stare značilke. Vsakemu vzorcu
se pri novih značilkah pripǐse vrednost 0 ali 1, ki je odvisna od vrednosti
stare značilke, ki jo je zasedal ta vzorec.
Podatkovno množico razdelimo na učno in testno. Našega modela ne
smemo spreminjati glede na rezultat, pridobljen z uporabo testne množice,
saj to privede do pretiranega prileganja (angl. overfitting) – to je pojav,
ko se model preveč prilega učnim podatkom in zato slabše deluje na novih.
Zato učno množico razdelimo na učno in validacijsko. Tako model učimo
na učni množici, izberemo najbolǰsi model s pomočjo validacijske množice
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in preverimo, kako bo model deloval na novih podatkih s pomočjo testne
množice.
2.3.5 Interpretacija in ustavitveni pogoj
Ker nevronske mreže delujejo kot črne škatle (angl. black box), ne vemo
točno, na kakšen način rešujejo probleme in kakšne so njihove notranje re-
prezentacije. To je odprto področje raziskovanja, pri nekaterih arhitekturah
pa se pojavljajo možnosti interpretacije, npr. pri klasifikaciji slik je to prikaz
območja na sliki, zaradi katerega je bila ta klasificirana v določen razred [44].
O uspešnosti modela nam nekaj pove metrika, ki jo izberemo glede na obrav-
navani problem, npr. točnost (angl. accuracy), ploščina pod krivuljo (angl.
area under curve, skraǰsano AUC) ali matrika zamenjav (angl. confusion
matrix), iz katere lahko izračunamo vrsto drugih metrik.
Ustavitveni pogoj je pogoj, ki določa, kdaj ustavimo učenje nevronske
mreže. Kot ustavitveni pogoj lahko uporabimo določeno število epoh (angl.
epoch) in ko to dosežemo, ustavimo učenje. Epoha je en prehod celotne
učne množice skozi model naprej (izračun izgube) in nazaj (posodabljanje
parametrov). Lahko kot pogoj zastavimo najnižjo mejo za izbrano metriko,
npr. da mora biti točnost napovedi modela na validacijski množici vǐsja od
določene vrednosti, ali da se točnost neha spreminjati, ali da začne padati.
Včasih pa učenje ustavimo, ko funkcija izgube doseže prenizko vrednost in






Generativne nasprotnǐske mreže (angl. generative adversarial networks, skraj-
šano GAN) je prvič opisal Goodfellow leta 2014 [9]. Spadajo pod generativne
modele, katerih naloga se je naučiti verjetnostno distribucijo vhodnih podat-
kov in generirati nove podatke z enako distribucijo. Metode GAN uvedejo
koncept generatorja in diskriminatorja, ki v skladu s teorijo iger, delujeta
kot nasprotnika. Naloga generatorja je, da s pomočjo naključnega vhodnega
vektorja, ki je ponavadi izbran iz normalne distribucije, generira primerke
iz ciljne domene. Vhodnemu vektorju rečemo tudi latentni vektor, saj pri
naučenem generatorju predstavlja zakodirane podatke ciljne domene. Dis-
kriminator je neke vrste klasifikator, ki na vhod dobi prave ali generirane
podatke. Pripisati jim mora verjetnosti, ki so blizu 1, če misli, da je podatek
iz množice pravih (angl. real), ali blizu 0, če misli, da je podatek iz množice
generiranih (angl. fake) podatkov, s čimer usmerja generator pri učenju. V
fazi učenja diskriminator deluje kot adaptivna funkcija izgube, po končanem










V (D,G) = Ex∼pdata(x)[logD(x)] +Ez∼pz(z)[log(1−D(G(z)))] , (3.1)
kjer je x podatek iz učne množice, z latentni vektor, pdata porazdelitev učne
množice in pz porazdelitev latentnih vektorjev. Minimax igra ali igra vsote
nič (angl. zero-sum game) je tekmovalna igra, kjer eden od igralcev zmaga,
drugi pa izgubi, to je npr. tudi šah. V limiti želimo, da generator in diskrimi-
nator preideta v ravnovesje, kjer bo veljalo pdata = pg, kjer je pg porazdelitev
generiranih vzorcev, in D(x) = 1
2
, kjer je x pravi ali generiran vzorec. To
pomeni, da se je generator naučil rekreirati porazdelitev učne množice, dis-
kriminator pa ne zna razločiti med pravimi in generiranimi podatki. To se v
praksi velikokrat ne zgodi, generator pa je uporaben že prej.
Danes se za večino aplikacij generiranja slik uporablja variacija metode
GAN imenovana pogojni GAN (angl. conditional GAN, skraǰsano cGAN) [34].
Ta se od metode GAN razlikuje po tem, da se generatorju in diskriminatorju
na vhod poda dodatno informacijo, kot je npr. eden od razredov iz podat-
kovne množice, kateremu želimo, da generirana slika pripada. Shematski
prikaz arhitektur metod GAN in cGAN je na sliki 3.1. Metode cGAN se
uporabljajo npr. pri preslikavi teksta v sliko (angl. text-to-image transla-
tion), kjer na vhod generatorja dodamo opis slike, ki jo želimo generirati, ali
pri translaciji med slikami, kjer je na vhodu dodana slika iz prve domene, ki
jo preslikamo v drugo domeno.
Kljub visoki kvaliteti generiranih slik imajo metode GAN številne ome-
jitve. Spodaj je opisanih nekaj problemov, ki so razlog, da je model GAN
težko naučiti:
Pomanjkanje raznolikosti (angl. mode collapse) je pojav, ko je GAN
zmožen generirati le manǰsi del celotne distribucije podatkov, kar močno
zmanǰsa njegovo izraznost in uporabnost, npr. da se za različne laten-
tne vektorje generirajo enake slike. Do tega pojava pride, ko generator
poskusi pretentati diskriminator, tako da generira vzorce le ene vr-
ste. Ko jih diskriminator začne zavračati, se generator premakne na
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Slika 3.1: Shematski prikaz metode GAN (zgoraj) in cGAN (spodaj).
naslednje enolične vzorce. Ko se med učenjem generatorja znajdemo
na tej točki, je skoraj nemogoče, da bo še kdaj začel generirati razno-
like vzorce. V tem primeru lahko uporabimo generator od takrat, ko
je še generiral raznolike vzorce, lahko pa prilagodimo hiperparametre
(ponavadi zmanǰsamo stopnjo učenja) in od začetka naučimo novega.
Nekonvergiranje je pri učenju metod GAN pogosto, saj parametri začnejo
oscilirati in se tako destabilizirajo. Glavni krivec za to je funkcija iz-
gube, katero generator poskuša minimizirati, diskriminator pa maksi-
mizirati.
Izginjajoči gradient nastane, ko diskriminator postane predober in se ge-
nerator od njega ne more nič več naučiti. Temu se lahko izognemo
tako, da generator posodabljamo bolj pogosto kot diskriminator.
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3.2 Razvoj modelov GAN
Spodaj opisani napredki na področju metod GAN predstavljajo pomembne
korake v njihovem razvoju. Predvsem so vplivali na razvoj modela StyleGAN,
ki ga v tem delu obravnavamo in je podrobneje opisan v podpoglavju 3.3.
DCGAN
Globoki konvolucijski GAN (angl. deep convolutional GAN, skraǰsano DCGAN)
predstavljen v [38] namesto modela MLP uporablja CNN in je namenjen ge-
neriranju slik. Za izbolǰsanje učenja uvede naslednje: vse plasti združevanja
z maksimizacijo (angl. max pooling) zamenja za konvolucijske (s korakom
2), za povečevanje ločljivosti uporablja transponirane konvolucije, znebi se
polno povezanih plasti, uporablja paketno normalizacijo (angl. batch nor-
malization), v generator uvede ReLU in v diskriminator prepustni ReLU.
Wassersteinov GAN
Wassersteinov GAN (skraǰsano WGAN) [2] na drugačen način definira funk-
cijo diskriminatorja, in sicer tako, da ta deluje kot
”
kritik“, ki slike ocenjuje z
vrednostmi vǐsjimi od 0 brez zgornje omejitve. Za funkcijo izgube uporablja
izpeljavo Wassersteinove razdalje (ali earth-movers distance). Ta je defini-
rana kot minimalna cena premikanja mase pri pretvorbi iz distribucije q v
distribucijo p. Zapǐsemo jo z enačbo
W (Pr,Pg) = inf
γ∈Π(Pr,Pg)
E(x,y)∼γ[ ||x− y|| ] , (3.2)
kjer sta Pr in Pg, realna in generirana distribucija, Π(Pr,Pg) pa množica vseh
skupnih porazdelitev γ(x, y). Iz tega sledita funkciji izgube D(x)−D(G(z))
(za diskriminator) in D(G(z)) (za generator), ki ju diskriminator in generator
želita maksimizirati. Ti funkciji izgube sta bolǰsi od preǰsnjih, saj ne prihaja




Progresivni GAN (angl. progressive GAN, skraǰsano ProGAN) predstavljen
v [20], je značilen po postopnem večanju ločljivosti generiranih slik v fazi
učenja. Učenje poteka tako, da začne z nizko ločljivostjo slik (4 × 4 piksle)
in z le nekaj nivoji v generatorju in diskriminatorju. S tem se generator
nauči vǐsje nivojskih lastnosti, hkrati pa se zaradi nizkega števila nivojev uči
relativno hitro. Po končanem učenju pri nizki ločljivosti, se ta poveča za
faktor 2 po dolžini in vǐsini (na velikost 8× 8) in postopek se ponovi, dokler
ne pridemo do želene ločljivosti. Prednosti postopnega povečevanja mreže
so:
• učenje je bolj stabilno
• zmanǰsa se možnost pomanjkanja raznolikosti
• kvaliteta končne slike je bolǰsa, saj se s postopnim učenjem zmanǰsa
možnost, da bi se generator narobe naučil nižje nivojske lastnosti
• samo učenje je hitreǰse, saj je pri nižjih ločljivostih v modelu prisotnih
manj parametrov
3.3 StyleGAN
Generativna nasprotnǐska mreža bazirana na stilu (skraǰsano StyleGAN) [21]
je nevronska mreža, ki si zasnovo arhitekture sposodi iz koncepta prenosa
stila (angl. style transfer) [7]. Prenos stila je tehnika spreminjanja slik, kjer
glavne oblike ostanejo enake, spremeni pa se le stil, npr. če realne slike spre-
menimo v stilu znanih slikarjev. Arhitektura modela StyleGAN, ki temelji na
nenadzorovanem učenju, privede do ločevanja visokonivojskih lastnosti (kot
so na primeru obrazov npr. poza, očala, barvna shema) in naključnih vari-
acij (npr. prameni las, gube). Generator je spremenjen, tako da uporablja
nove metode nadzora generiranja slik, medtem ko diskriminator in funkcija
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izgube ostajata nespremenjena od trenutnega stanja tehnike (angl. state-of-
the-art). Diskriminator je sestavljen iz blokov, kjer si sledijo dve konvoluciji
in prepustni ReLU, funkcija izgube pa je povzeta iz modela WGAN-GP [10].
Za fazo učenja je najpomembneǰsa progresivna rast mreže, ki je vzeta iz mo-
dela ProGAN (opisan v podpoglavju 3.2). Primeri domen, na katerih je bil
preizkušen StyleGAN, so: mačke, hotelske sobe, obrazi, vaze in druge. Na
sliki 3.2 so primeri generiranih obrazov z uporabo modela StyleGAN.
Slika 3.2: Generirane slike obrazov z uporabo modela StyleGAN [21].
3.3.1 Arhitektura generatorja
Generator je razdeljen na dva dela: preslikovalno mrežo (angl. mapping
network) f in generativno mrežo (angl. synthesis network) g. Preslikovalna
mreža transformira vhod z, ki se poleg naključnega šuma na več nivojih
dodaja v generativno mrežo. Shemo arhitekture lahko vidimo na sliki 3.3,
spodaj pa so podrobneǰsi opisi vsake komponente.
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Slika 3.3: Prikaz arhitekture generatorja modela StyleGAN [21].
Preslikovalna mreža
Ponavadi imajo metode GAN na vhodu naključen latentni vektor, ki ga s
pomočjo transponiranih konvolucij pretvorijo v sliko. Latentni vektor opisuje
stil slike in določi, kakšno sliko bo kreiral generator. Vendar se to dogaja le
na
”
visokem nivoju“ (angl. high level), kar ni primerno, ko želimo imeti bolj
podroben nadzor nad posameznimi lastnostmi na sliki. Tak latentni vektor v
večini svojih spremenljivk navadno vsebuje več zakodiranih lastnosti in če ga
v prostoru malo premaknemo, se bo generirana slika popolnoma spremenila
- temu pojavu pravimo prepletenost značilk (angl. feature entanglement).
StyleGAN ta problem rešuje z uporabo preslikovalne mreže (angl. mapping
network), ki latentni vektor z preslika v vmesni latentni vektor w. S tem
želijo avtorji doseči, da se generator sam nauči, na kakšen način bo uporabil
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spremenljivke vhodnega vektorja, kar zmanǰsa prepletenost lastnosti. Za ta
namen je uporabljena polno povezana (angl. fully connected) mreža, ki ima
na vhodu in izhodu 512 dimenzijski vektor, vmes pa ima 8 skritih plasti.
Adaptivna normalizacija primerkov
Eden od problemov drugih metod GAN je, da se latentni vektor pojavi le
enkrat na vhodu, kar pomeni, da ni popolnoma prisoten skozi celoten proces
generiranja slike, saj se njegov vpliv z globino plasti manǰsa. Pri modelu
StyleGAN ta problem rešijo tako, da latentni vektor s pomočjo adaptivne
normalizacije primerkov (angl. adaptive instance normalization, skraǰsano
AdaIN) [14] ponovno dodajajo na vsaki plasti. To je metoda, ki s pomočjo
naučene afine transformacije latentni vektor preslika na dva skalarja ys in yb,
ki nadzirata
”
stil“ slike. Zapǐsemo jo z enačbami
y = (ys, yb) = f(w) ,





kjer f(w) predstavlja naučeno afino transformacijo, xi pa učni primer, na
katerem izvedemo AdaIN. Preden transformacijo apliciramo na učni primer,
ga normaliziramo, kar pomeni, da mu najprej odštejemo povprečje, potem
pa ga delimo z njegovo standardno deviacijo.
Mešanje stilov
Mešanje stilov se dodaja, da se lastnosti na slikah čimbolj lokalizirajo na po-
samezne nivoje generatorja in da so si med seboj čimmanj korelirane. Dodaja
se na način, da se določen delež slik generira z uporabo dveh naključnih vek-
torjev namesto z uporabo enega, tako da se na začetku generatorja uporabi
prvi vektor, ki se na naključni točki zamenja z drugim.
Naučen konstantni vhod
Za razliko od ostalih metod GAN, ki za variacijo izhoda uporabljajo na-
ključen vhod, pri modelu StyleGAN za ta namen uporabljamo AdaIN. Zato
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so pri razvoju s poskusi preizkusili uporabo naključnega in naučenega kon-
stantnega vhoda, kjer se je izkazalo, da oba privedeta do podobnih rezulta-
tov. Odločili so se, da bodo za StyleGAN uporabili naučen konstantni vhod
dimenzij 4× 4× 512.
Naključni šum
Naključni šum je dodan, da vpliva na manǰse podrobnosti slike in nam
omogoča, da pri istem vhodu dobimo rahlo drugačen izhod. Šum je Ga-
ussov in je predstavljen kot slika z enim kanalom. V generator se dodaja
po vsaki konvoluciji, še prej pa se nanj aplicira skaliranje na nivoju vsakega
elementa. Na sliki 3.4 lahko vidimo primer vpliva šuma na izhode, ki se
najbolje odraža na laseh in ozadju.
Slika 3.4: Prikaz vpliva šuma na različnih nivojih generatorja: (a) šum na
vseh nivojih, (b) brez šuma, (c) šum pri nižjih nivojih, (d) šum pri vǐsjih
nivojih [21].
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3.3.2 Kodiranje slik v latentni prostor
Metode GAN se od samokodirnikov (angl. autoencoders) razlikujejo v tem,
da modeli ne vsebujejo mreže, ki bi slike avtomatsko zakodirala v latentni
prostor. Za kodiranje slik v prostor modela GAN se uporabljajo sledeči
načini:
• Lahko uporabimo model, ki ga naučimo preslikati sliko v latentni vek-
tor. To storimo tako, da modelu na vhod podamo naključno izbrane
latentne vektorje in z njimi generiramo slike. Tako pridobimo množico
parov (vektor, slika). S temi podatki naučimo nov model, ki je po-
navadi neke vrste CNN, npr. VGG19 [45], ki mu odrežemo zadnjo
klasifikacijsko plast. Novonastalo zadnjo plast preoblikujemo tako, da
je istih dimenzij kot latentni vektor, in model naučimo.
• Lahko pa sliko zakodiramo v latentni prostor inkrementalno, tako da
latentni vektor na vhodu generatorja nastavimo na naključno vrednost
in z njim generiramo sliko. To primerjamo z našo ciljno sliko in glede na
razliko med njima posodobimo latentni vektor. Postopek ponavljamo,
dokler z rezultatom nismo zadovoljni. Ta način je dolgotrajneǰsi, vendar
v praksi ponavadi prinaša bolǰse rezultate.
Postopek kodiranja slik čevljev v prostor modela StyleGAN je opisan v pod-
poglavju 4.1.3.
3.4 Modeli za translacijo med slikami
Translacija med slikami (angl. image-to-image translation) je podkategorija
generiranja slik. Razlikuje se v tem, da namesto generiranja slik iz latentnih
vektorjev, generiramo slike iz ciljne domene, ki so pogojene s slikami iz iz-
hodǐsčne domene. To pomeni, da imamo v fazi učenja vhodno in izhodno
sliko, model pa se mora naučiti funkcijo preslikave med njima. Primeri do-
men, na katerih lahko uporabimo to tehniko, so: zimske pokrajine – jesenske
pokrajine, zebre – konji, obris oblačil – realistična oblačila, slike semantičnih
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oznak – realne slike, itd. V nadaljevanju bomo predstavili arhitekture vsa-
kega od modelov, uporabljenih v tem delu, ki temeljijo na metodi GAN.
SR-GAN
Da smo se prepričali, ali naša metoda privede do želenih rezultatov, smo
za začetek uporabili preprosteǰsi model za zvǐsevanje ločljivosti (angl. super
resolution GAN, skraǰsano SR-GAN) [29]. SR-GAN se od ostalih najbolj
razlikuje po namenu, saj gre pri njem za zvǐsevanje ločljivosti slik, medtem
ko gre pri ostalih za translacijo med slikami. Naša predpostavka za delovanje
te metode je bila: če se model nauči zvǐsati ločljivost realnih slik, se nauči
tudi ustvarjanja podrobnosti na slikah. Če to drži, lahko model uporabimo
na naši množici generiranih slik in na njih izbolǰsamo kvaliteto.
Generator modela je baziran na arhitekturi ResNet [12], ki temelji na
preskočnih blokih (angl. residual block), katerih shematski prikaz se nahaja
na sliki 3.5, na koncu pa sta dodana še dva bloka za zvǐsevanje ločljivosti.
Bloki generatorja so sestavljeni iz konvolucije, paketne normalizacije in pa-
rametrične ReLU funkcije. Diskriminator je povzet po arhitekturi VGG [45]
z 8 bloki, ki zmanǰsujejo ločljivost do zadnjih dveh plasti, ki sta polno po-
vezani na način, da na izhodu dobimo enodimenzijski vektor. Bloke sesta-
vljajo konvolucija, paketna normalizacija in prepustni ReLU. Funkcija iz-
gube je sestavljena iz dveh komponent, percepcijske izgube (angl. percep-
tual loss) [19] in nasprotnǐske izgube. Percepcijska izguba je izračunana iz
značilk mreže VGG19, ki so vzete iz plasti po j-ti konvoluciji in pred i-to
plastjo združevanja z maksimizacijo. Funkcija izgube je zapisana z enačbami













LGen(i, j, G,D) = LV GG(i, j) + λLadv(G,D) ,
(3.4)
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Slika 3.5: Shematski prikaz preskočnega bloka (angl. residual block), kjer se
na x aplicira neka funkcija F, nato pa se x in F(x) seštejeta ali konkateni-
rata [12].
kjer je LV GG percepcijska izguba, Ladv nasprotnǐska izguba, W in H dimenziji
značilk, φ njihove vrednosti ter λ oznaka za razmerje med obema izgubama.
Pix2pix
Pix2pix [17] je pogojni GAN (angl. conditional GAN), kar pomeni da na
vhodu poleg naključnega latentnega vektorja dobi pogoj (v našem primeru
generirano sliko) in glede na oba generira izhodno sliko. Za generator slik je
možno uporabiti enega od dveh modelov:
• kodirnik-dekodirnik (angl. encoder-decoder), katerega glavne kompo-
nente so konvolucija, paketna normalizacija in ReLU
• U-mreža (angl. U-net) (na sliki 3.6), ki je po zgradbi podobna prvemu,
le da vsebuje še preskočne povezave (angl. skip connections), ki (n− i)-
ti plasti prǐstejejo i-to plast.
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Slika 3.6: Shematski prikaz arhitekture U-mreže [17].
Funkcija izgube je sestavljena iz funkcije izgube pogojnega modela GAN in
absolutne (tudi L1) razdalje. Definirana je z enačbami
LcGAN(G,D) = Ex,y[logD(x, y)] + Ex,z[log(1−D(x,G(x, z)))] ,
LL1(G) = Ex,y,z[‖y −G(x, z)‖1] ,




LcGAN(G,D) + λLL1(G) ,
(3.5)
kjer je x vhodna slika, z naključni vektor in y realna izhodna slika. Diskrimi-
nator se imenuje PatchGAN, njegova posebnost pa je, da na vhod dobi le del
slike (angl. patch), kar zagotovi pravilnost vǐsjih frekvenc na sliki, medtem ko
za nižje poskrbi L1 razdalja. Diskriminator se po delih sprehodi čez celotno
sliko, končni odziv pa se izračuna s povprečenjem odzivov za vsak del. Na
vhod poleg realne ali generirane slike dodamo tudi vhodno sliko generatorja,
kar privede do bolǰsih rezultatov.
CycleGAN
CycleGAN [58] preslikuje slike iz ene domene v drugo, tako da distribucijo
izhodnih slik čimbolj približa distribuciji realnih slik. Generator je sestavljen
iz konvolucij s korakom 2, nekaj preskočnih blokov in konvolucij s korakom
1
2
. Diskriminator je, enako kot pri Pix2pix (opisan v podpoglavju 3.4), Pat-
chGAN z velikostjo okna 70× 70. Da bi se izognili
”
pomanjkanju raznoliko-
sti“, so avtorji v funkcijo izgube dodali ciklično konsistentnost (angl. cycle
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consistency), ki je prikazana na sliki 3.7. Z uporabo ciklične konsistentno-
Slika 3.7: Shematski prikaz ciklične izgube, kjer je X množica slik iz prve
domene, Y pa množica slik iz druge domene [58].
ste želimo spodbuditi generator, da se pri preslikavi slike iz prve v drugo in
nato nazaj v prvo domeno, nauči generirati približek originalne slike, da velja
F (G(x)) ≈ x. Da temu zadostimo, moramo hkrati naučiti dva generatorja,
G : X → Y , ki preslikuje iz prve domene v drugo in F : Y → X, ki dela
obratno. V funkcijo izgube se prǐstejeta še izgubi diskriminatorjev, zapǐsemo
pa jo z enačbami
LGAN(G,DY , X, Y ) = Ey[logDY (y)] + Ex[log(1−DY (G(x))] ,
Lcyc(G,F ) = Ex[‖F (G(x))− x‖1]
+ Ey[‖G(F (y))− y‖1] ,
L(G,F,DY , DX) = LGAN(G,DY , X, Y )
+ LGAN(F,DX , Y,X)
+ λLcyc(G,F ) ,
(3.6)




Pix2pixHD [53] je pogojni GAN, ki je primarno namenjen generiranju reali-
stičnih slik iz slik semantičnih oznak (angl. semantic label maps). Njegove
prednosti so, da lahko generira slike visokih ločljivosti in omogoča generiranje
raznolikih slik pri enakem vhodu, kar za nas ne pride v poštev. Pix2pixHD
nadgradi obstoječi model Pix2pix z naslednjimi izbolǰsavami:
• Generator od grobih do podrobnih lastnosti (angl. coarse-to-fine gene-
rator): Da je možno generirati visoko ločljivo slike, se uporabljata dva
generatorja: G1 ali globalni generator in G2 ali lokalni izbolǰsevalni
generator. Oba sta sestavljena iz treh delov: konvolucijski bloki, pre-
skočni bloki in dekonvolucijski bloki. G1 je vstavljen v sredino G2, kot
je razvidno iz slike 3.8. Med učenjem se najprej nauči G1, nato G2 in
na koncu se oba skupaj še doučita (angl. fine-tuning).
• Več-resolucijski diskriminator: Namesto enega globokega diskrimina-
torja avtorji uporabijo 3 plitveǰse, od katerih drugi in tretji dobita sliko
dvakrat in štirikrat manǰse velikosti. S tem se zagotovi pravilnost vseh
frekvenc na generiranih slikah.
• Izbolǰsana nasprotnǐska izguba: Nasprotnǐski izgubi se doda izguba
ujemanja značilk (angl. feature matching). Značilke, pridobljene iz i-
tega nivoja diskriminatorja, označimo z D
(i)









k (s,G(s))‖1] , (3.7)
kjer je T število vseh plasti in Ni število elementov na posamezni plasti.
U-GAT-IT
Unsupervised Generative Attentional Networks with Adaptive Layer-Instance
Normalization for Image-to-Image Translation (skraǰsano U-GAT-IT) [22] je
36 Urban Tanko
Slika 3.8: Slika generatorjev G1 (globalni) in G2 (lokalni) [53].
GAN za nenadzorovano učenje translacije med slikami. Od ostalih se raz-
likuje po pozornostnem modulu (angl. attention module), ki je prisoten v
generatorju in diskriminatorju ter skrbi za bolǰso spremembo oblik pri tran-
slaciji med domenama, in novi normalizacijski funkciji, imenovani Adaptive
Layer-Instance Normalization (skraǰsano AdaLIN). Pozornostni modul v dis-
kriminatorju pomaga generatorju, da se osredotoči na regije, ki najbolj pri-
pomorejo h generiranju realističnih slik. Pozornostni modul v generatorju pa
mu pomaga na slikah poiskati največje razlike med domenama. Oba modula
sta dodana v obliki pomožnega klasifikatorja, ki ga označimo z η. Funkcija
izgube je sestavljena iz štirih delov:
• nasprotnǐska izguba, ki je povzeta po modelu Least Squares GAN
(skraǰsano LSGAN) [32]
• ciklična izguba, ki je enaka tisti iz modela CycleGAN, opisanem v pod-
poglavju 3.4
• izguba identitete (angl. identity loss), ki ohranja barvno shemo z
enačbo
Lid = Ex∼Xt [|x−G(x)|] , (3.8)
kjer je Xt ciljna domena, G pa generator, ki preslikuje iz izhodǐsčne v
ciljno domeno
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• izguba pomožnih klasifikatorjev, ki generatorju in diskriminatorju po-
maga z iskanjem najpomembneǰsih razlik med domenama.
DeblurGAN
DeblurGAN [27] se uporablja za odstranjevanje zameglitev na slikah, ki na-
stanejo zaradi gibanja kamere (angl. motion blur). Uporabimo ga zato, ker
zakodirane slike izgledajo motne, kar je podobno problemom, ki jih avtorji
rešujejo v svojem članku. DeblurGAN je variacija modela cGAN z nekaj
spremembami. Funkcija izgube je sestavljena iz dveh delov: percepcijske iz-
gube in WGAN-GP izgube, ki je nadgradnja izgube modela WGAN, kateri
se doda člen za kazen gradienta (angl. gradient penalty)
λ E
x̃∼Pg
[(‖∇x̃D(x̃)‖2 − 1)2] . (3.9)
Generator modela je prikazan na sliki 3.9. Sestavljen je iz dveh konvolucij-
Slika 3.9: Shematski prikaz modela, kjer n pomeni ločljivost in s korak kon-
volucijskih plasti [27].
skih blokov s korakom 2, devetih ResNet blokov, ki jim je dodan izpad, in
dveh transponiranih konvolucijskih blokov. Dodana je še globalna preskočna
povezava, ki vhodno sliko prǐsteje izhodni, kar povzroči, da se model nauči
le razliko med njima. Avtorji so ugotovili, da se zaradi te povezave model
nauči hitreje in bolje generalizira na novih podatkih. Za diskriminator se




Za metode GAN velja, da želimo porazdelitev generiranih slik pgen približati
porazdelitvi realnih slik preal, da bo veljalo pgen ∼ preal. Z eksperimenti
poskusimo izbolǰsati pgen, tako da na izhod modela StyleGAN dodamo nov
model, katerega porazdelitev p∗gen se prav tako želi približati porazdelitvi
preal. Tako bi na koncu za vzorce x∗ = M(G(z)) veljalo, da so kvalitetneǰsi
od vzorcev x = G(z), kjer je G generator modela StyleGAN, M pa generator
dodanega modela.
Za opravljanje eksperimentov smo uporabili nadzorovano učene SR-GAN,
Pix2pix, Pix2pixHD in DeblurGAN ter nenadzorovano učena CycleGAN in
U-GAT-IT. Podrobneje so opisani v podpoglavju 3.4, v naslednjih podpo-
glavjih pa je za vsakega od njih predstavljena priprava podatkovne množice,
učenje modela in vpliv modela na podrobnosti generiranih slik čevljev, kot
so npr. vezalke, podplati, vzorci itd. Za učenje vsakega od modelov smo
uporabili različne nastavitve hiperparametrov, za medsebojno primerjavo pa
smo vzeli le tiste, ki so prinesli najbolǰse rezultate, ki smo jih izračunali
z uporabo metrike FID na evalvacijski množici. Na koncu smo rezultate
vseh modelov še medsebojno primerjali z uporabo metrike FID in s pomočjo
človeških ocen kvalitete slik, ki smo jih pridobili z anketo, katere postopek




V tem podpoglavju je opisan postopek priprave na izvedbo eksperimentov.
Najprej smo morali zbrati in urediti podatkovno množico za učenje modela
StyleGAN, ki smo ga nato tudi naučili. Z uporabo naučenega modela smo
v njegov latentni prostor zakodirali realne slike in jih kasneje uporabili za
učenje modelov za translacijo med slikami, kar je opisano v podpoglavju 4.3.
4.1.1 Priprava podatkovne množice za model Style-
GAN
Domeno čevljev smo si izbrali, ker vsebuje ravno pravšnjo mero variacije
v oblikah in barvah, hkrati pa je možno čevlje dovolj poravnati, kar metodi
GAN pohitri konvergenco. Nalogo zbiranja podatkov nam je olaǰsalo dejstvo,
da se v spletnih trgovinah nahaja velika količina primernih slik brez ozadja,
zajetih iz istega pogleda. Slike z omenjenimi lastnostmi smo izbrali, da bi
povečali možnost konvergence pri samem učenju modela, si olaǰsali postopek
poravnave slik in si omogočili lažjo primerjavo med generiranimi slikami.
Po pregledu obstoječih možnosti na spletu je kot edina obetavna podat-
kovna množica ostala UT-Zap50K [56], ki pa se je kmalu izkazala za neupo-
rabno. Sama množica sicer obsega 50.025 kataloških slik na belem ozadju,
največjo oviro pa je predstavljala premajhna ločljivost slik, ki znaša 136×102
pikslov. Iz tega je sledila odločitev, da si sami pridobimo učno množico. Kot
je bilo razvidno iz UT-Zap50K podatkovne množice, ima spletna trgovina
Zappos veliko število primernih slik čevljev. Zbrali smo jih s tehniko ekstrak-
cije (angl. scraping) v programskem jeziku Python. Postopek smo izvedli na
način, ki je opisan s psevdokodo, priloženo v algoritmu 1. Za svojo podat-
kovno množico smo zbrali približno 35.000 ženskih in 20.000 moških čevljev.
Po končani ekstrakciji smo iz množice ročno izločili neprimerne čevlje. Na
sliki 4.1 se nahaja nekaj primerov čevljev iz podatkovne množice.
Pred začetkom učenja smo čevlje še poravnali, da so si bili med seboj
čim bolj skladni. Poravnali smo jih na način, da smo postavili prag (angl.
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Algorithm 1 Ekstrakcija slik čevljev
1: določitev intervala strani v katalogu čevljev
2: na straneh poiskati povezave na čevlje in jih shraniti v url list
3: for url in url list do
4: na strani poiskati značilke čevlja in jih shraniti kot metapodatke
5: na strani poiskati sliko čevlja pod določenim kotom in jo shraniti
6: end for
Slika 4.1: Nekaj primerov čevljev iz zbrane podatkovne množice.
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threshold) na belo barvo in tako za posamezno sliko dobili silhueto čevlja,
s pomočjo katere smo ga izrezali iz slike. Nato smo pripravili belo ozadje
velikosti 512 × 512 pikslov. Izrezan čevelj smo po širini skalirali na 80%
velikosti ozadja in ga postavili na belo ozadje, tako da je bil spodnji rob
čevlja odmaknjen 25 pikslov od spodnjega roba slike. Primeri izločenih,
prenešenih in transformiranih slik so na sliki 4.2. V primeru, ko je čevelj
segal čez zgornji rob slike, smo ga tam enostavno odrezali (slika 4.2, spodaj
desno).
Slika 4.2: V zgornji vrstici so primeri izločenih slik čevljev, v srednji so







Tabela 4.1: Spreminjanje stopnje učenja med učenjem modela StyleGAN.
4.1.2 Učenje modela StyleGAN
Za učenje modela smo uporabili uradno implementacijo, dostopno na Git-
Hub povezavi [46]. Model smo učili na eni grafični kartici Nvidia GeForce
RTX 2070 z velikostjo pomnilnika 8GB. Eksperimentiranje s hiperparametri
modela je bilo pri razpoložjivi strojni opremi in časovnih omejitvah praktično
nemogoče, zato smo spremenil le nekaj hiperparametrov, ostale pa smo pustili
na njihovih privzetih vrednostih. Zmanǰsali smo velikost paketov, da smo za-
dostili velikosti razpoložljivega pomnilnika (RAM). Med samim učenjem smo
prilagajali stopnji učenja diskriminatorja in generatorja ter njuno razmerje,
spremembe pa smo zbrali v tabeli 4.1. Skupaj smo model učili 370 epoh, kar
je v realnem času trajalo 26 dni. Na sliki 4.3 so prikazane generirane slike
med učenjem modela.
4.1.3 Kodiranje slik v latentni prostor modela Style-
GAN
Pri kodiranju slik v latentni prostor smo si pomagali s kodo, ki je dostopna
na GitHub povezavi [47]. Ta uporablja oba načina kodiranja, opisana v
podpoglavju 3.3.2, kjer najprej naučimo model, ki sliko zakodira v latentni
vektor, nato pa ta vektor inkrementalno izbolǰsujemo za določeno število
korakov. Za primerjavo generirane in ciljne slike se uporablja funkcijo izgube,
ki je sestavljena iz več delov, od katerih smo uporabili kvadratno (tudi L2)
razdaljo in vizualno podobnost, pridobljeno iz izbrane plasti percepcijskega
modela, ki je v tem primeru VGG19.
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Slika 4.3: Pod slikami so števila epoh, pri katerih so bile generirane. Na vseh




stopnja učenja 0.02 - 1.00 0.05
število iteracij 100 - 5000 300
faktor zmanǰsevanja stopnje učenja 0.5 - 0.95 0.9
število korakov zmanǰsevanja 5 - 20 10
velikost slik za percepcijski model 128, 256 128
faktor skaliranja izgube percepcijskega modela 0.01 - 3 0.6
uporabljena plast percepcijskega modela 7 - 9 8
faktor skaliranja izgube L2 0.01 - 3 3
faktor kazni za odstopanje latentnega vektorja
od povprečja
0 - 1 0.1
uporaba naključnega šuma False, True True
omejevanje gradienta na vrednosti 1 - 10 2
Tabela 4.2: Različna območja ali vrednosti hiperparametrov, ki smo jih pre-
izkusili pri učenju kodirnika. Na desni strani so optimalne vrednosti, ki smo
jih uporabili pri učenju najbolǰsega modela.
Da smo prǐsli do želene kvalitete zakodiranih slik, smo opravili veliko
poskusov z različnimi nastavitvami hiperparametrov, katerih območja pre-
iskovanja so predstavljena v tabeli 4.2. Najbolj optimalne hiperparametre
smo izbrali glede na subjektivno vizualno oceno rezultatov. Kodiranje v la-
tentni prostor smo uporabili zato, da smo si ustvarili podatkovno množico,
ki vsebuje pare generiranih in pravih slik, katere smo kasneje potrebovali
pri učenju modelov za translacijo med slikami. Primeri parov generiranih in
pravih slik se nahajajo na sliki 4.4.
4.1.4 Priprava podatkov za translacijo med slikami
Ker smo za eksperimente uporabljali nadzorovano in nenadzorovano učene
modele, smo za učenje le-teh izdelali dve različni podatkovni množici. Za
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Slika 4.4: Primeri različnih čevljev, zakodiranih v prostor modela StyleGAN.
Opazimo lahko nekatere napake, kot so: zamegljene vezalke na primeru (a),
popačen vzorec na primeru (c), zamegljena sponka na primeru (d) in okrogel
artefakt na konici čevlja na primeru (e).
nadzorovano učene modele smo generirali podatkovno množico, razdeljeno
na učno množico velikosti 3500, validacijsko množico velikosti 1000 in testno
množico velikosti 500. Vsaka od množic je sestavljena iz parov realnih slik
in realnih slik, zakodiranih v prostor modela StyleGAN (postopek opisan v
podpoglavju 4.1.3). Z zakodiranimi realnimi slikami smo se želeli čim bolj
približati generiranim slikam modela StyleGAN, vendar nam to ni najbolje
uspelo (več o tem v poglavju 5). Podatkovna množica za nenadzorovano
učene modele je sestavljena iz 3500 naključno generiranih slik modela Sty-
leGAN in 3500 realnih slik, ki niso del učne množice, s katero je bil naučen
StyleGAN. Za namene evalvacije vseh modelov za translacijo med slikami
smo z modelom StyleGAN generirali evalvacijsko množico 1000 slik, ki smo
jo kasneje pognali skozi vsakega od modelov.
4.2 Evalvacijski protokol
Kvaliteto modelov določimo z evalvacijo. Pri nadzorovano učenih modelih se
za to uporablja določena metrika, ki primerja izhode modela s pričakovanimi
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izhodi. V primeru metod GAN, ki so navadno nenadzorovano učene, pride
do problema, saj nimamo pravih pričakovanih izhodov. Prav tako problem
predstavljajo njihovi izhodi, ki so slike, za katere nimamo dobrih ocen kva-
litete. Za ocenjevanje modelov med učenjem se lahko uporablja vrednost
izgube, vendar to za metode GAN ni primerno, saj izgubi generatorja in
diskriminatorja stalno oscilirata.
Za metode GAN so se razvile številne kvalitativne in kvantitativne tehnike
za ocenjevanje kvalitete in raznolikosti generiranih slik. Eden od načinov, ki
sicer ni najbolj zanesljiv, je ročno ocenjevanje, ki ga izvajamo na vzorcu
generiranih slik in je primerno za hitro prototipiranje, ko nimamo časa izve-
sti zahtevneǰsih tehnik. V nadaljevanju sta opisani dve metriki, ki smo ju
uporabili za ocenjevanje modelov za translacijo med slikami.
4.2.1 Anketa za ocenjevanje kvalitete slik
Za pridobitev človeških ocen modelov smo uporabili anketo, ki spada med
kvalitativne tehnike. To je metoda, kjer anketirancu prikažemo nekaj slik,
izmed katerih izbere tisto, ki se mu zdi najbolǰsa. Zastavimo jo na enega od
sledečih načinov:
• prikazana je realna ali generirana slika, ki jo anketiranec oceni glede na
kvaliteto
• istočasno sta prikazani realna in generirana slika, od katerih anketiranec
izbere kvalitetneǰso
• za majhen časovni interval se prikaže slika in anketiranec se mora
odločiti, ali je bila prava ali generirana.
Kot merilo za najbolǰso sliko lahko določimo ostrino, kvaliteto, resolucijo,
kontrast, vzorce na sliki itd.
Anketo smo izdelali z uporabo knjižnice Dash v jeziku Python. Na
sliki 4.5 je primer zajema zaslona ankete. Za namene ankete smo pripra-
vili 1000 generiranih slik, ki smo jih pognali skozi vsakega od modelov in
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tako dobili šest novih množic. Na anketi smo prikazovali po dve sliki: n-to
iz množice generiranih slik in n-to iz naključne od šestih množic, kjer je n
število od 1 do 1000. Ob vsakem kliku na gumb smo naključno izbrali eno
od šestih množic, vrstni red obeh slik in število n. Tako smo kot rezultat
ankete dobili podatek, ali je uporabnik kliknil na generirano sliko ali na tisto,
poslano skozi model. Iz teh podatkov smo izračunali, v kolikšnem odstotku
primerov uporabniki kliknejo na slike obravnavanih modelov, in rezultate
povzeli v tabeli 4.8. Skupaj je v anketi sodelovalo 43 ljudi, od katerih je vsak
ocenil med 10 in 30 slik.
Slika 4.5: Zajem zaslona ankete za evalvacijo modelov. Na vrhu so kratka
navodila v angleščini, pod njimi pa se nahaja par čevljev. Uporabnik mora
s klikom na gumb izbrati kvalitetneǰsega.
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4.2.2 Evalvacijska metrika
Metode smo evalvirali tudi s kvantitativno metriko Fréchet Inception Dis-
tance (skraǰsano FID) [13], ki je izpeljava metrike Inception Score (skraǰsano
IS) [41]. FID pridobimo z izračunom Fréchetjeve razdalje nad zakodiranima
množicama realnih in generiranih slik, ki sta aproksimirani z Gaussovo di-
stribucijo. Nižja vrednost pomeni, da sta si množici bolj podobni. Izračun
metrike poteka v dveh korakih. Najprej se na realnih in generiranih sli-
kah izračuna aktivacija zadnje združevalne (angl. pooling) plasti modela
Inception-v3 [49], naučenega na podatkovni množici ImageNet [5]. S tem za
vsako sliko dobimo vektor značilk dolžine 2048. Če sta Xr ∼ N (µr, σr) in
Xg ∼ N (µg, σg) distribuciji vektorjev značilk za realne in generirane slike,
lahko FID izračunamo z enačbo
d2 = ‖µr − µg‖2 + Tr(Σr + Σg − 2
√
Σr · Σg), (4.1)
kjer je Tr sled matrike, Σ pa kovariančna matrika za vsako od množic vek-
torjev.
4.3 Eksperimentalni rezultati
V tem podpoglavju so predstavljeni rezultati modelov za translacijo med
slikami, potem ko smo jih aplicirali na generirane slike modela StyleGAN.
Najprej so opisane značilnosti slik po translaciji, nato sledi še medsebojna
primerjava rezultatov. Slike, na katerih so opisane značilnosti generiranih
čevljev, so sestavljene tako, da so v prvi vrsti izhodi modela StyleGAN pri
določenih vhodnih vektorjih, v drugi vrsti pa so rezultati po prehodu skozi
posamezne modele. Oznake na slikah pomenijo naslednje:
• Generirane – slike, ki so del evalvacijske množice in so bile generirane
z modelom StyleGAN
• Realne – realne slike, ki so del testne množice
• Zakodirane – realne slike zakodirane v prostor modela StyleGAN
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• Model – rezultat generiranih ali zakodiranih slik po prehodu skozi ime-
novani model
V prilogi A je za vsakega od modelov prikazanih 12 naključno generiranih
slik. Slike se najbolje vidijo v elektronski verziji.
SR-GAN SR-GAN smo poskusili naučiti z dvemi različnimi podatkovnimi
množicami. Prva je sestavljena iz parov vhodnih in izhodnih realnih slik, kjer
je vhodna slika 4× manǰsa od izhodne. Druga pa je tista, ki smo jo ustvarili
tudi za ostale nadzorovano učene modele (več v podpoglavju 4.1.4). Najbolǰsi
model (z oceno FID 157.91), naučen na drugi množici, je bolje deloval kot
najbolǰsi model (z oceno FID 214.55), naučen na prvi množici. Glede na to,
da so realne slike (iz prve množice) manj podobne generiranim, kot so jim
podobne zakodirane (iz druge množice), smo tak rezultat tudi pričakovali.
Pri učenju modela smo si pomagali s kodo iz repozitorija GitHub [37].
Najbolǰsi model je imel velikost vhodne slike 128 × 128 pikslov, velikost iz-
hodne slike 512× 512 pikslov, število epoh 2000 in stopnjo učenja 0.01. Vsi
poskusi so predstavljeni v tabeli 4.3. Kvalitativne značilnosti slik po prehodu
skozi najbolǰsi model so: pojav belih in črnih artefaktov ter izguba kvalitete
na slikah. Primeri le-teh se nahajajo na sliki 4.6.
Pix2pix Za učenje modela smo uporabili kodo iz repozitorija [16]. Naj-
bolǰsi model smo dobili z naslednjimi hiperparametri: velikost slike 512×512
pikslov, uporabljena arhitektura generatorja ResNet, stopnja učenja 0.0002
in število epoh 200. Ostali eksperimenti so v tabeli 4.4. Model, pognan na
testni množici, privede do naslednjih značilnosti generiranih slik: izbolǰsava
kvalitete, dodajanje teksture, dodajanje podrobnosti in izostritev zameglje-
nih delov. Prikazane so na sliki 4.7. Ko model poženemo na evalvacijski
množici, opazimo naslednje značilnosti (slika 4.8): izbris krožnih artefak-
tov, pojav kovinskih obročkov pri vezalkah, pojav barvnih artefaktov, večja
nazobčanost podplatov in sprememba vzorcev. Iz slik je razvidno, da model




velikost vhodne slike 96 × 96, velikost izhodne slike
384× 384, število epoh 1000, stopnja učenja 0.02
214.55
velikost vhodne slike 96 × 96, velikost izhodne slike
384× 384, število epoh 2000, stopnja učenja 0.01
221.53
velikost vhodne slike 96 × 96, velikost izhodne slike
384× 384, število epoh 1000, stopnja učenja 0.02
177.10
velikost vhodne slike 128× 128, velikost izhodne slike
512× 512, število epoh 2000, stopnja učenja 0.01
157.91
Tabela 4.3: Poskusi pri različnih hiperparametrih in njihove ocene FID za
model SR-GAN. Prva dva sta opravljena na podatkovni množici realnih slik,
druga dva pa na množici ustvarjeni za nadzorovano učene modele iz podpo-
glavja 4.1.4.
Slika 4.6: V zgornji vrsti so slike generirane z modelom StyleGAN, v spodnji
pa so te slike po prehodu skozi model SR-GAN. Značilnosti slik: (a) pojav
belih in črnih artefaktov, (b) slika izgubi na kvaliteti. Ostale slike so naključni
primeri, iz katerih je razvidno, da rezultati niso preveč dobri.
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Slika 4.7: V zgornji vrsti so realne slike, v srednji so te slike zakodirane v
prostor modela StyleGAN, v spodnji pa so izhodi modela Pix2pix, ki na vhod
dobi zakodirane slike. Značilnosti slik: (a) v primeru preprostih oblik se zelo
izbolǰsa kvaliteta slike, (b) dodajanje teksture, (c) dodajanje podrobnosti
(na podplatu, pri vezalkah), (d) včasih pride do naključnih artefaktov, (e)




velikost slike 512 × 512, arhitektura generatorja
ResNet, stopnja učenja 0.0002, število epoh 200
50.57
velikost slike 256 × 256, arhitektura generatorja
U-Net, stopnja učenja 0.0004, število epoh 500
63.38
velikost slike 256 × 256, arhitektura generatorja
ResNet, stopnja učenja 0.0002, število epoh 100
67.82
Tabela 4.4: Poskusi pri različnih hiperparametrih in njihove ocene FID za
model Pix2pix.
Slika 4.8: V zgornji vrsti so slike generirane z modelom StyleGAN, v spodnji
pa so te slike po prehodu skozi model Pix2pix. Značilnosti slik: (a) izbris
krožnih artefaktov (pri zadnjem delu čevlja), ki so včasih prisotni pri gene-
riranih slikah, (b) pojav kovinskih obročkov pri vezalkah, (c) pojav barvnih
artefaktov, (d) večja nazobčanost podplatov, (e) sprememba vzorca.
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najverjetneje posledica razlike med generiranimi slikami modela StyleGAN
in zakodiranimi realnimi slikami v njegov latentni prostor, ki so bile upora-
bljene za učenje nadzorovano učenih modelov za translacijo med slikami (več
o tem v poglavju 5).
CycleGAN Za učenje modela smo uporabili odprtokodni repozitorij [16].
Zaradi omejitve strojne opreme nismo mogli eksperimentirati s slikami veli-
kosti 512 × 512, zato smo se omejili na ločljivost 256 × 256. Pri najbolǰsem
modelu so bili hiperparametri nastavljeni na: stopnjo učenja 0.0002, delež
(lambda) ciklične izgube 10.0, arhitekturo generatorja U-Net in število epoh
200. Vsi opravljeni poskusi se nahajajo v tabeli 4.5. Značilnosti slik, ki jih
hiperparametri poskusa ocena
FID
stopnja učenja 0.0002, lambda 1.0, arhitektura generatorja
ResNet, število epoh 300
117.18
stopnja učenja 0.0002, lambda 10.0, arhitektura generatorja
U-Net, število epoh 200
101.11
stopnja učenja 0.0001, lambda 10.0, arhitektura generatorja
ResNet, število epoh 100
132.91
stopnja učenja 0.0004, lambda 10.0, arhitektura generatorja
U-Net, število epoh 200
105.49
stopnja učenja 0.0001, lambda 1.0, arhitektura generatorja
U-Net, število epoh 100
121.76
Tabela 4.5: Poskusi pri različnih hiperparametrih in njihove ocene FID za
model CycleGAN.
z modelom generiramo, so: sprememba barve in oblike, izgubljanje detajlov
ter pojav artefaktov na belem ozadju. Prikazane so na sliki 4.9.
Pix2pixHD Pri učenju svojega modela smo si pomagali s kodo iz [48]. Naj-
bolǰsi model je imel hiperparametre: velikost slik 256× 256 pikslov, uporabo
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Slika 4.9: V zgornji vrsti so slike generirane z modelom StyleGAN, v spo-
dnji pa so te slike po prehodu skozi model CycleGAN. Značilnosti slik: (a)
sprememba barve, (b) sprememba oblike (in barve), (c) izgubljanje detajlov
(sponka zgoraj in tekstura na podplatu), (d) deformacija oblike, (e) pojav
artefaktov na belem ozadju.
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G2 generatorja, globino prve plasti v generatorju 32 in število diskriminator-
jev 3. ocene FID vseh poskusov so v tabeli 4.6. Značilnosti slik iz testne in
hiperparametri poskusa ocena
FID
velikost slik 512× 512, uporaba G2 generatorja True, globina
prve plasti v generatorju 32, število diskriminatorjev 2
62.08
velikost slik 512×512, uporaba G2 generatorja False, globina
prve plasti v generatorju 64, število diskriminatorjev 3
64.03
velikost slik 256× 256, uporaba G2 generatorja True, globina
prve plasti v generatorju 32, število diskriminatorjev 3
58.19
velikost slik 256× 256, uporaba G2 generatorja True, globina
prve plasti v generatorju 64, število diskriminatorjev 2
61.35
Tabela 4.6: Poskusi pri različnih hiperparametrih in njihove ocene FID za
model Pix2pixHD.
evalvacijske podatkovne množice so naslednje: izostritev robov, odstranitev
krožnih artefaktov, pojav novih artefaktov, sprememba nasičenosti barv in
teksture ter popačenje čevljev. Opisane so na slikah 4.10 in 4.11.
U-GAT-IT Za učenje modela smo uporabili kodo iz GitHub repozito-
rija [36]. Zaradi dolgega učenja modela, ki je trajalo 11 dni, smo izve-
dli le en poskus pri hiperparametrih: stopnja učenja 0.0002, število epoh
200 in lambda nasprotnǐske napake 10.0. Kljub funkciji izgube, ki vsebuje
člen za ohranjanje barvne sheme (več v podpoglavju 3.4), je pri velikem
številu slik prǐslo do spreminjanja barv. Značilnosti generiranih slik so: spre-
memba oblike čevlja, znižanje kvalitete in sprememba barve. Prikazane so
na sliki 4.12.
DeblurGAN Pri učenju modela smo si pomagali s kodo iz [15]. Poskusi
so prikazani v tabeli 4.7. Najbolǰsi model je imel vrednosti hiperparametrov
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Slika 4.10: V zgornji vrsti so prave slike, pod njimi so zakodirane, v spodnji
vrsti pa so zakodirane slike po prehodu skozi model Pix2pixHD. Značilnosti:
(a) izostritev robov, (b) odstranitev krožnih artefaktov (spodaj desno), (c)
dodajanje neprimernih tekstur, (d) pojav artefaktov (zgornji del čevlja), (e)
povečanje nasičenosti barv.
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Slika 4.11: Zgoraj so slike generirane z modelom StyleGAN, spodaj pa so
izhodi modela Pix2pixHD. Značilnosti slik: (a, b) sprememba nasičenosti
barv, (c) sprememba teksture, (d, e) popačenje čevlja.
Slika 4.12: V zgornji vrsti so generirane slike, pod njimi pa so po prehodu
skozi model U-GAT-IT. Značilnosti: (a) sprememba oblike (peta čevlja), (b)
sprememba celotne oblike, (c) znižanje kvalitete, (d, e) sprememba barve.
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naslednje: velikost slik 512× 512 pikslov, globalno preskočno povezavo, sto-
pnjo učenja 0.0001 in število epoh 200. Na slikah 4.13 in 4.14 so opisane
hiperparametri poskusa ocena
FID
velikost slik 512 × 512, globalna preskočna povezava
False, stopnja učenja 0.0001, število epoh 300
64.61
velikost slik 512 × 512, globalna preskočna povezava
True, stopnja učenja 0.0001, število epoh 200
53.02
velikost slik 256 × 256, globalna preskočna povezava
True, stopnja učenja 0.0002, število epoh 150
54.44
Tabela 4.7: Poskusi pri različnih hiperparametrih in njihove ocene FID za
model DeblurGAN.
značilnosti slik iz testne in evalvacijske podatkovne množice, ki so: odstra-
nitev krožnih in barvnih artefaktov, pojav teksturiranega vzorca, izostritev
robov, zameglitev detajlov in barvnih artefaktov ter sprememba teksture.
Na rezultatih se opazi, da se robovi skrčijo in izostrijo, ker so pri generiranih
slikah rahlo zamegljeni. Pri večini slik se ustvari nov vzorec, ki ga je možno
videti tudi v izvornem članku, vendar je pri nizkih ločljivostih neopazen. Kot
pri ostalih nadzorovano učenih modelih, so tudi pri tem rezultati bolǰsi na
testni množici.
4.3.1 Primerjava rezultatov
V tabeli 4.8 se nahajajo ocene, pridobljene z metriko FID, in človeške ocene,
pridobljene z izvedbo ankete. Na sliki 4.15 so prikazani izhodi vseh upora-
bljenih modelov pri istih generiranih vzorcih. Z nobenim od modelov nam
ni uspelo izbolǰsati generiranih slik, najbolj pa se je po oceni FID približal
Pix2pix z vrednostjo 50.57, po človeški oceni pa DeblurGAN z 15.72. Sty-
leGAN ima najnižjo vrednost ocene FID, kar pomeni, da so generirane slike
najbližje realnim slikam, brez dodanega dodatnega modela. V povprečju
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Slika 4.13: V zgornji vrsti so prave slike iz testne množice, pod njimi so
te slike zakodirane, v spodnji vrsti pa so zakodirane slike po prehodu skozi
model DeblurGAN. Značilnosti: (a) odstranitev krožnih artefaktov (spodaj
levo), (b) izostritev slike, (c) odstranitev barvnih artefaktov (pri sredini), (d)
pojav teksturiranega vzorca, (e) izostritev robov.
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Slika 4.14: Zgoraj so slike generirane z modelom StyleGAN, spodaj pa so po
prehodu skozi model DeblurGAN. Značilnosti slik: (a) zameglitev detajlov
(pri vezalkah), (b, c) pojav teksturiranega vzorca in približanje le-tega, (d)




nižja vrednost je bolǰsa
človeška ocena
% prikazov, ko so anketiranci
to sliko izbrali za bolǰso







Tabela 4.8: V tabeli se nahajajo ocene FID za posamezen model, ki smo jih
izračunali glede na množico realnih slik, in človeške ocene, ki smo jih pridobili
z anketo. S krepko pisavo so označene najbolǰse vrednosti. Kot je razvidno
iz tabele, ocena FID skoraj sovpada s človeško oceno, kar dodatno potrdi
njeno primernost za kvantitativno ocenjevanje modelov GAN.
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Slika 4.15: Primerjava izhodov vsakega od modelov za translacijo med slikami
pri istih vhodnih slikah.
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so nadzorovano učeni modeli, če ne upoštevamo modela SR-GAN, prinesli
bolǰse rezultate od nenadzorovano učenih, kar smo tudi pričakovali glede na
informacije iz njihovih virov.
Pix2pix in Pix2pixHD sta se izkazala zelo podobno, z odstopanjem FID za
7.62 in človeško oceno za 0.03. Razlog je v tem, da je Pix2pixHD po arhitek-
turi podoben prvemu, le da vsebuje nekaj dodatnih izbolǰsav, ki pripomorejo
h generiranju slik, ki so vǐsjih ločljivosti od ločljivosti slik, uporabljenih v
eksperimentih.
Od nenadzorovano učenih modelov se je glede na človeško oceno in oceno
FID bolje izkazal U-GAT-IT. Pri obeh modelih pa je možno zaznati spre-
membo barvne sheme slik. Tega za model U-GAT-IT nismo pričakovali, saj
ima v funkciji izgube člen za ohranjanje barvne sheme.
Najslabše se je izkazal SR-GAN, saj je njegova glavna naloga povečava
ločljivosti slik, kjer je bistvo, da se sliki razlikujeta po tem, da je ena bolj
zamegljena, oziroma da imamo dve sliki, od katerih je eni dodan Gaussov
šum. SR-GAN je zasnovan, da izostri sliko in izniči Gaussov šum, v našem
primeru pa je potrebno sliko transformirati še bolj, npr. odstraniti krožne
artefakte ali dodati elemente za izbolǰsanje detajlov.
Razlogov za manj uspešno izbolǰsavo generiranih slik je več:
• Kodiranje slik v prostor modela StyleGAN: Zakodirane slike izgledajo
manj kvalitetne kot generirane slike iz naključnih vektorjev. Iz tega
sledi, da se modeli naučijo močneǰsih transformacij, ki niso primerne
za aplikacijo na naključno generiranih slikah. Dejstvo, da se validacijska
in testna množica razlikujeta od evalvacijske, otežuje oceno, kako dobro
se bo model izkazal na evalvacijski množici.
• Prilagajanje modelov: Čeprav so ti modeli porabili manj časa za učenje
kot sam StyleGAN, je učenje vsakega od njih vseeno trajalo več dni.
Zaradi omejene količine časa nismo mogli preizkusiti vseh kombinacij
hiperparametrov, zato smo se osredotočili na najobetavneǰse, kar morda
ni bilo dovolj.
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• Uporabljeni modeli: Vsi modeli razen modela SR-GAN so namenjeni
translaciji med slikami, vendar le na nivoju stilov, vzorcev in barv, ne
pa tudi na nivoju oblik in dodajanja detajlov.
• Domena in podatkovna množica: Izbrali smo domeno, kjer je bilo slike
možno poravnati in s tem zmanǰsati variabilnost vzorcev. Vendar pa so
si čevlji med seboj vseeno zelo različni po barvi, obliki in vzorcih. Bolj
ko so si vzorci v podatkovni množici podobni, lažje in hitreje konvergira




V tem delu smo poskusili izbolǰsati kvaliteto z modelom GAN generiranih
slik z uporabo modelov za translacijo med slikami. Za dosego tega cilja je bilo
potrebnih več korakov. Najprej smo s tehniko ekstrakcije zbrali podatkovno
množico čevljev. Na tej množici smo naučili model za generiranje slik Style-
GAN. Z njim smo generirali učno množico za učenje modelov za translacijo
med slikami. Naučili smo šest modelov za translacijo med slikami (SR-GAN,
Pix2pix, CycleGAN, Pix2pixHD, U-GAT-IT, DeblurGAN). Za namene eval-
vacije smo s temi modeli generirali slike, na katerih smo izračunali metriko
FID. Te slike smo prikazali tudi v anketi, s pomočjo katere smo pridobili
človeško oceno.
Glede na rezultate metrike FID in človeške ocene smo prǐsli do zaključka,
da se generirane slike po prehodu skozi model za translacijo med slikami ne
izbolǰsajo. Pri nadzorovano učenih modelih je za tak rezultat največji krivec
razlika med učno in evalvacijsko množico, ki je posledica kodiranja slik v
latentni prostor, saj se na testni množici izbolǰsa večji del slik kot na eval-
vacijski. Pri nenadzorovano učenih modelih pa je zaradi visoke variabilnosti




V nadaljevanju bi bilo koristno preizkusiti še nekaj dejavnikov. Lahko bi
izbolǰsali kodiranje slik v prostor modela StyleGAN, tako da bi izbolǰsali
metodo kodiranja. To bi storili tako, da bi na slikah čevljev doučili model
VGG19, ki je uporabljen za določanje percepcijske izgube. Ali pa bi spre-
menili postopek kodiranja, tako da bi za naključno generirano sliko poiskali
najbolj podobno sliko v množici realnih slik in na tak način pridobili pare
generiranih in realnih slik.
Lahko bi poskusili s spreminjanjem arhitekture uporabljenih modelov ali
izbolǰsanjem funkcij izgube. Velik del uporabljenih modelov za primerjavo
slik znotraj funkcij izgube uporablja L1 ali L2 razdaljo, ki sta dobri le za
ohranjanje nizkih frekvenc, kar pomeni da so njune vrednosti nizke tudi pri
zelo zamegljenih generiranih slikah. To bi lahko zamenjali s percepcijsko
izgubo ali metriko FID in preverili, ali to privede do izbolǰsanja rezultatov.
Dodatek A
Primeri generiranih slik
Na tem mestu so prikazane dodatne slike, ki so sestavljene iz naključnih slik,
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