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QUANTITATIVE K-THEORY, POSITIVE SCALAR CURVATURE,
AND BAND WIDTH
HAO GUO, ZHIZHANG XIE, AND GUOLIANG YU
Abstract. We develop two connections between the quantitative framework of
operator K-theory for geometric C∗-algebras and the problem of positive scalar
curvature. First, we introduce a quantitative notion of higher index and use it to
give a refinement of the well-known obstruction of Rosenberg to positive scalar
curvature on closed spin manifolds coming from the higher index of the Dirac
operator. We show that on a manifold with uniformly positive scalar curvature,
the propagation at which the index of the Dirac operator vanishes is related in-
versely to the curvature lower bound. Second, we give an approach, using related
techniques, to Gromov’s band width conjecture, which has been the subject of
recent work by Zeidler and Cecchini from a different point of view.
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2 HAO GUO, ZHIZHANG XIE, AND GUOLIANG YU
1. Introduction and motivation
Many questions in topology and geometry have important links to theK-theory of
C∗-algebras, which in particular is the receptacle for a vast generalization of index
theory, known as higher index theory. For example, when an elliptic differential
operator on a closed manifold is lifted to the universal cover, the higher index of
the lifted operator can be constructed by taking into account the action of the
fundamental group [1, 2, 5, 14, 19]. This higher index plays a fundamental role in
the study of geometry and topology through the Novikov conjecture [6, 14, 20, 21]
on homotopy invariance of higher signatures and the Gromov-Lawson conjecture
[8, 9] on the existence of Riemannian metrics with positive scalar curvature, while
the Baum-Connes Conjecture [1, 2] proposes an algorithm for computing the higher
index.
Quantitative K-theory is a framework for computing K-theory by exploiting un-
derlying geometric structures present in a C∗-algebra. It is a refinement of ordinary
operator K-theory in that the latter can be realized as a certain limit of quanti-
tative K-groups. This naturally motivates one to study the various invariants and
obstructions that arise from operator K-theory through this more refined lens.
In the first part of this paper, we define a generalization of the higher index in this
setting, called the quantitative higher index, which provides a refinement of the well-
known obstruction of Rosenberg [18] to the existence of positive scalar curvature on
spin manifolds arising from the higher index.
Theorem 1.1. Let M be a Riemannian spin manifold equipped with a proper iso-
metric action by a discrete group Γ, and suppose that the scalar curvature κ is
uniformly positive. Let D
M˜
be the lift of the Dirac operator on M to its universal
cover M˜ . Then for every c > 0, there exists rc such that if κ ≥ c uniformly, then
there exists a constant ω0 such that for all r ≥ ω0√c , the quantitative maximal higher
index of D
M˜
at scale r vanishes:
Ind5ε,rΓ,max(D) = 0 ∈ K5ε,r0 (C∗max(M)Γ).
(See section 3 for the definition of the quantitative maximal higher index.) The
constant ω0 is independent of the manifold M .
In the second part of this paper, we prove a result on Gromov’s band width
conjecture [10, 11.12, Conjecture C] using tools from quantitative K-theory. The
conjecture is as follows.
Conjecture 1.2. Let M be a closed manifold of dimension n− 1 ≥ 5 that does not
admit a Riemannian metric of positive scalar curvature. Then there exists a constant
Cn such that for every Riemannian manifold V diffeomorphic to M × [−1, 1]1 with
1The manifold V is a special case of a band, which is a manifold with two distinguished subsets
of its boundary; see [10, Section 2].
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scalar curvature bounded below by σ > 0, we have
L := dist(∂−V, ∂+V ) ≤ Cn√
σ
, (1.1)
where ∂±V =M × {±1}, and dist is the Riemannian distance.
This conjecture has been actively studied in recent work by Zeidler [24, 25] and
Cecchini [3], who have succeeded in attaining the optimal constant Cn = 2π
√
n−1
n
.2
Our purpose here is to provide an alternative approach to their results by using
tools from quantitative K-theory in the case when n− 1 is odd. More precisely, we
prove:
Theorem 1.3. Let M be a closed spin manifold of odd dimension n − 1 and fun-
damental group Γ. Let D
M˜
be the lift of the Dirac operator on M to its universal
cover M˜ . Then there exists a constant C ≤ 322π, independent of M , such that for
every Riemannian manifold V diffeomorphic to M × [−1, 1] with scalar curvature
bounded below by σ > 0, if
L > C
√
n− 1
n
1√
σ
,
then
IndΓ,max(DM˜ ) = 0 ∈ K1(C∗max(Γ)).
In particular, in the geometric setting of Theorem 1.3, we may take the constant
Cn in (1.1) to be C
√
n−1
n
.
Overview.
The paper is organized as follows. We begin in section 2 by recalling some standard
geometric and operator-algebraic terminology. In section 3, we review quantitative
K-theory and define the quantitative higher index. In section 4 we prove Theorem
1.1, which generalizes the Lichnerowicz vanishing theorem for higher indices. Finally,
in section 5, we provide an approach to Gromov’s band width conjecture using
related ideas, and prove Theorem 1.3.
2. Preliminaries
We first fix some notation and recall the necessary operator-algebraic and geo-
metric terminology we will need.
2In fact, the inequality (1.1) has been shown to hold strictly with this constant – see [24, Corollary
1.5].
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2.1. Notation.
For X a Riemannian manifold, we write C0(X) for complex-valued functions on X
that vanish at infinity, and Cc(X) for those with compact support. We write 1S for
the characteristic function of a subset S ⊆ X.
For any C∗-algebra A, denote its unitization by A+ and its multiplier algebra by
M(A). We view A as an ideal of M(A).
The action of a group G on X naturally induces a G-action on spaces of functions
onX as follows: given a function f on X and g ∈ G, define g·f by g·f(x) = f(g−1x).
More generally, for a section s of a Γ-vector bundle over X, the section g ·s is defined
by g · s(x) = g(s(g−1x)). We say that an operator on sections of a bundle is G-
equivariant if it commutes with the G-action.
2.2. Geometric C∗-algebras.
We now recall the notion of geometric modules and their associated C∗-algebras.
Throughout this subsection, X is a Riemannian manifold equipped with a proper
isometric action by a discrete group G.
Definition 2.1. An X-G-module is a separable Hilbert space H equipped with a
non-degenerate ∗-representation ρ : C0(X) → B(H) and a unitary representation
U : G→ U(H) such that for all f ∈ C0(X) and g ∈ G, we have Ugρ(f)U∗g = ρ(g · f).
For brevity, we will omit ρ from the notation when it is clear from context.
Definition 2.2. Let H be an X-G-module and T ∈ B(H).
• The support of T , denoted supp(T ), is the complement of all (x, y) ∈ X×X
for which there exist f1, f2 ∈ C0(X) such that f1(x) 6= 0, f2(y) 6= 0, and
f1Tf2 = 0;
• The propagation of T is the extended real number
prop(T ) = sup{dX(x, y) | (x, y) ∈ supp(T )};
• T is locally compact if fT and Tf ∈ K(H) for all f ∈ C0(X);
• T is G-equivariant if UgTU∗g = T for all g ∈ G;
The equivariant algebraic Roe algebra for H, denoted C[X;H]G, is the ∗-subalgebra
of B(H) consisting of G-equivariant, locally compact operators with finite propaga-
tion.
We will work with the maximal completion of the equivariant algebraic Roe al-
gebra. To ensure that this completion is well-defined, we require that the module
H satisfy an additional admissibility condition. To define what this means, we need
the following fact: if H is a Hilbert space and ρ : C0(X)→ B(H) is a non-degenerate
∗-representation, then ρ extends uniquely to a ∗-representation ρ˜ : B(M) → B(H)
subject to the property that, for a uniformly bounded sequence in B(X) converging
pointwise, the corresponding sequence in B(H) converges in the strong topology.
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Definition 2.3 ([22]). Let H be an X-G-module as in Definition 2.1. We say that
H is admissible if:
(i) For any non-zero f ∈ C0(X) we have ρ(f) /∈ K(H);
(ii) For any finite subgroup F of G and any F -invariant Borel subset E ⊆ X,
there is a Hilbert space H ′ equipped with the trivial F -representation such
that ρ˜(1E)H
′ ∼= l2(F ) ⊗ H ′ as F -representations, where ρ˜ is defined by
extending ρ as above.
We will always work with X-G-modules H that are admissible, and write C[X]G
in place of C[X;H]G, for the reason that C[X;H]G is independent of the choice of
admissible module – see [19, Chapter 5].
Remark 2.4. When G acts freely and properly on X, the Hilbert space L2(X) is an
admissible X-G-module. In the case that the action is not free, L2(X) can always
be embedded into a larger admissible module.
Definition 2.5. The maximal norm of an operator T ∈ C[X]G is
||T ||max := sup
φ,H′
{‖φ(T )‖B(H′) |φ : C[X]G → B(H ′) is a ∗-representation} .
The maximal equivariant Roe algebra of X, denoted C∗max(X)G, is the completion
of C[X]G in the norm || · ||max.
Remark 2.6. If G acts on X freely, properly and cocompactly, then we have a
∗-isomorphism
C∗max(X)
G ∼= C∗max(G)⊗K,
where K is the algebra of compact operators on a separable infinite-dimensional
Hilbert space. To make sense of Definition 2.5 for more general X and G, one first
needs to establish finiteness of the quantity ‖·‖max. In [13] this was shown to be the
case when X has bounded geometry and the G-action satisfies a suitable geometric
assumption (see [13, Assumption 2.6]).
3. Quantitative K-theory and higher index
In this section, we review quantitative K-theory and the definition of the quanti-
tative higher index. We begin by recalling the definition of quantitative K-groups.
3.1. Quantitative K-theory. We now recall the definition of quantitative K-
groups of a geometric C∗-algebra A, following [23]. Note that the definition we
give here is equivalent to that given in [16] and [17]. Assume first that A is unital;
see Remark 3.3 below for the non-unital case.
Definition 3.1. We will call a C∗-algebra A geometric if it admits a filtration
{Ar}r≥0 satisfying the following properties:
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(i) Ar ⊆ Ar′ if r ≤ r′;
(ii) ArAr′ ⊆ Ar+r′ ;
(iii)
⋃∞
r=0Ar is dense in A.
An element a ∈ Ar is said to have propagation at most r. For this we write
prop(a) ≤ r.
Definition 3.2. Let A be a geometric C∗-algebra. Let r > 0 and 0 < ε < 14 .
(1) Let M∞(A) =
⋃∞
n=1Mn(A). An element q ∈ M∞(A) is said to be an (ε, r)-
quasiprojection if
‖q2 − q‖ < ε, q∗ = q, prop(q) ≤ r.
Let P ε,rn (A) and P
ε,r∞ (A) denote the sets of (ε, r)-quasiprojections inMn(A) and
M∞(A) respectively. For q1, q2 ∈ P ε,r∞ (A), write
q1 ⊕ q2 =
(
q1 0
0 q2
)
.
We say that two (ε, r)-quasiprojections q1 and q2 are (ε, r)-equivalent, and write
q1 ∼ q2,
if they are homotopic via a path of (ε, r)-quasiprojections. The quotient P ε,r∞ (A)/ ∼
is an abelian semigroup with respect to the direct sum operation. Denote its
Grothendieck completion by
Kε,r0 (A).
(2) Let GL∞(A) =
⋃∞
n=1GLn(A). An element v ∈ GL∞(A) is said to be an (ε, r)-
quasiunitary if
‖v∗v − 1‖ < ε, ‖v∗v − 1‖ < ε, prop(q) ≤ r.
Let U ε,rn (A) and U
ε,r∞ (A) denote the sets of (ε, r)-quasiunitaries in GLn(A) and
GL∞(A) respectively. We say that two (ε, r)-quasiunitaries v1 and v2 are (ε, r)-
equivalent, and write
v1 ∼ v2,
if they are homotopic via a path of (ε, r)-quasiunitaries. The quotient U ε,r∞ (A)
is an abelian semigroup with respect to the direct sum operation. Denote its
Grothendieck completion by
Kε,r1 (A).
Observe that if q is an (ε, r)-quasiprojection, then 12 /∈ spec(q), hence the charac-
teristic function 1( 1
2
,∞) is continuous on spec(q). This gives a homomorphism
φ : P ε,r∞ (A)→ P∞(A),
q 7→ 1( 1
2
,∞)(q).
The homomorphism φ induces an isomorphism from lim
r→∞K
ε,r
0 (A) to K0(A).
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Let ψ denote the natural inclusion of (ε, r)-quasiunitaries into GL∞(A). Then ψ
induces an isomorphism from lim
r→∞K
ε,r
1 (A) to K1(A).
Remark 3.3. If A is not unital, then the above discussion applies to its unitization
A+. In this case, we set:
M∞(A) :=
∞⋃
n=1
Mn(A
+), GL∞(A) :=
∞⋃
n=1
GLn(A
+),
Kε,r0 (A) := K
ε,r
0 (A
+), Kε,r1 (A) := K
ε,r
1 (A).
We have the following fact about quasiprojections of small norm:
Lemma 3.4. If q is an ( ε5 , r)-quasiprojection in A and ‖q‖ < ε5 , then the class of q
is zero in Kε,r∗ (A).
Proof. This follows from [16, Lemma 1.7]. 
We now apply this in the case of (the unitization of) C∗max(M)Γ.
Definition 3.5. Suppose κ ≥ c2 > 0, so that the spectrum of D has a gap (−c, c).
Define the vanishing propagation of IndD with respect to c to be
rvan(c) := inf{r > 0 | IndrD = 0 ∈ Kε,r∗ (C∗(M))}.
3.2. The quantitative higher index.
The quantitative higher index of elliptic operator is a refinement of the usual higher
index that takes into account the propagation of the index representative. To define
it, we need first to recall the definition of the usual higher index.
3.2.1. Higher index.
Let (M,g) be a Riemannian manifold equipped with a proper isometric action by
a group Γ. Let D be a Γ-equivariant first-order essentially self-adjoint elliptic dif-
ferential operator on a bundle E → M . We will assume throughout that if M is
odd-dimensional then D is an ungraded operator, while if M is even-dimensional
then D is odd-graded with respect to a Z2-grading on E.
Let Q :=M/C∗max(M). Consider the short exact sequence of C∗-algebras
0→ C∗max(M)Γ →M→Q→ 0,
where M is shorthand for the multiplier algebra M(C∗max(M)Γ). This induces the
following six-term exact sequence in K-theory:
K0(C
∗
max(M)
Γ) K0(M) K0(Q)
K1(Q) K1(M) K1(C∗max(M)Γ),
∂1∂0
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where the connecting maps ∂0 and ∂1, known as index maps, are defined as follows.
Definition 3.6.
(i) ∂0: let u be an invertible matrix over Q representing a class in K1(Q). Let
v be the inverse of u. Let U and V be lifts of u and v to a matrix algebra
over M. Then the matrix
W =
(
1 0
U 1
)(
1 −V
0 1
)(
1 0
U 1
)
is invertible, and P =W
(
1 0
0 0
)
W−1 is an idempotent. We define
∂0[u] := [P ]−
[
0 0
0 1
]
∈ K0
(
C∗max(M)
Γ
)
. (3.1)
(ii) ∂1: let q be an idempotent matrix over Q representing a class in K0(Q). Let
Q be a lift of q to a matrix algebra over M. Then e2piiQ is a unitary in the
unitized algebra, and we define
∂1[q] :=
[
e2piiQ
] ∈ K1(C∗max(M)Γ). (3.2)
This construction is applied to the operator D via the functional calculus as
follows. A normalizing function χ : R→ R is a continuous, odd function such that
lim
x→+∞χ(x) = 1.
Let χ(D) denote the bounded adjointable operator on C∗max(M)Γ formed using the
maximal functional calculus in [13]. We have the following result [13]:
Lemma 3.7. The class of χ(D) in M/C∗max(M)Γ is invertible and independent of
the choice of normalizing function χ.
In particular, the element
χ(D) + 1
2
is idempotent modulo C∗max(M)Γ and so defines a class in K0
(M/C∗max(M)Γ). This
leads us to the definition of the maximal higher index of D:
Definition 3.8. For i = 1, 2, let ∂i be the connecting maps from Definition 3.6.
The maximal higher index of D is the element
IndΓ,maxD :=

∂1 [χ(D)] ∈ K0
(
C∗max(M)
Γ
)
if dimM is even,
∂0
[
χ(D)+1
2
]
∈ K1
(
C∗max(M)
Γ
)
if dimM is odd.
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When dimM is even, we will use the following explicit representative for the class
IndΓ,maxD. Write
χ(D) =
(
0 χ(D)−
χ(D)+ 0
)
,
and define the idempotent
pχ =
( [
(1− χ(D)2)2]
1,1
[
χ(D)(1 − χ(D)2)]
1,2[
χ(D)(2− χ(D)2)(1− χ(D)2)]
2,1
[
χ(D)2(2− χ(D)2)]
2,2
)
, (3.3)
where the notation [X]i,j means the (i, j)-th entry in the matrixX. Then IndΓ,maxD
is the class of the idempotent
Aχ = pχ −
(
0 0
0 1
)
. (3.4)
When dimM is odd, IndΓ,maxD can be represented by the unitary
Aχ = e
pii(χ+1)(D). (3.5)
3.2.2. Quantitative higher index.
We now define the quantitative version of the higher index. For this, fix an ε > 0.
For this, we need to turn index idempotents into quasiprojections, by the following
procedure (see [4, section 6]).
Let e be an idempotent in a unital geometric C∗-algebra B satisfying
prop e ≤ r, max{‖e‖, ‖1 − e‖} < N
for some N > 0. Let Q(t), R(t) ∈ R[t] be respective polynomial approximations to
the functions
(t+ 1)
1
2 , (t+ 1)−
1
2
such that for 0 ≤ t ≤ (2N + 1)2 and some δ > 0, we have
max
{
‖Q(t)− (t+ 1) 12‖, ‖R(t)− (t+ 1) 12‖
}
<
δ
N5
.
Using the polynomial functional calculus in B, define
p1 = Q((2e
∗ − 1)(2e − 1))eR((2e∗ − 1)(2e − 1)), (3.6)
p2 =
p1 + p
∗
1
2
. (3.7)
One verifies directly that there exist positive constants λN and µN , independent
of the idempotent e, such that
p2 ∈ P λN δ,µNr2 (B), (3.8)
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and p2 is homotopic to e through a path pt of elements of propagation at most hN
and satisfying
‖p2t − pt‖ < λNδ.
Applying this with B = (C∗max(M)Γ)+ and e = Aχ, we get the following:
Proposition 3.9. Given any normalizing function χ, there exists an element
q(D) ∈M2((C∗max(M)Γ)+)
such that
(i) prop q(D) ≤ 5α · propχ(D);
(ii) ‖q(D)2 − q(D)‖ < ε;
(iii) q(D) is self-adjoint,
(iv) q(D) and Aχ(D) are homotopic through a path qt of elements with propaga-
tion at most 5α · propχ(D), such that ‖q2t − qt‖ < ε for each t ∈ [0, 1].
where the constant α is independent of χ. In particular, q is an (ε, 5α · propχ(D))-
quasiprojection.
Proof. Observe that for each i, j = 1, 2, the (i, j)-th entry of the idempotent Aχt is
in fact the (i, j)-th entry in a 2× 2-matrix Pi,j(χt(D)), for some polynomial Pi,j is
a polynomial of degree at most 5. It follows that Aχ has propagation at most five
times that of χ(D). Similarly, we have that
max{‖Aχ‖, ‖1 −Aχ‖} ≤ 2.
Now applying the algorithm described above with
e = Aχ, δ ≤ ε
λN
, N = 2
produces a quasiprojection p2 defined explicitly by (3.6) and (3.7). This is the
desired (ε, 5α · propχ(D))-quasiprojection q, where we take α equal to the constant
µ2 as in (3.8). 
Corollary 3.10. There exists a constant β > 0, independent of the choice of nor-
malizing function χ, such that
‖q(D)‖ ≤ β‖χ(D)‖, (3.9)
where q(D) and χ are as in Proposition 3.9.
Proof. This follows easily by inspecting the polynomials (3.6) and (3.7) defining the
quasiprojection q(D). 
Corollary 3.11. Let t 7→ χt, t ∈ [0, 1], be a path of normalizing functions, con-
tinuous in Cb(R). For each t, let qt(D) be the quasiprojection obtained by applying
Proposition 3.9 to χt. Then the path
t 7→ qt, t ∈ [0, 1]
is continuous in M2((C
∗
max(M)
Γ)+).
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Proof. Since each χt is a normalizing function, applying formula (3.4) gives a family
of idempotents Aχt in M2((C
∗
max(M)
Γ)+). Thus we may apply Proposition 3.9 to
{Aχt} to obtain a family {qt(D)} of (ε, 5α · prop(χt(D))-quasiprojections, where α
is defined as in that proposition.
By (3.4), each entry of Aχt is itself an entry in a polynomial of χt(D), hence there
exist constants Ci,j > 0, j = 1, 2, such that for any t1, t2 ∈ [0, 1] we have
‖[Aχt1 ]i,j − [Aχt2 ]i,j‖ ≤ Ci,j‖χt1 − χt2‖∞.
Thus letting
CA := max
i,j
{Ci,j : i, j = 1, 2},
we have
‖Aχt1 −Aχt2‖ ≤ CA‖χt1 − χt2‖∞,
so the path t 7→ Aχt is continuous in M2((C∗max(M)Γ)+). Now since each qt(D) is a
polynomial in Aχt and A
∗
χt , given explicitly by (3.6) and (3.7), the path t 7→ qt(D)
is continuous in M2((C
∗
max(M)
Γ)+). 
The quantitative higher index will be defined using finite-propagation represen-
tatives. Thus let us pick a normalizing function χ0 whose distributional Fourier
transform satisfies
supp χ̂0 ⊆ [−s0, s0]
for some s0 > 0. Write A0 := Aχ0 for the matrix obtained from χ0 from (3.4) or
(3.5), depending on the parity of dimM .
Now apply Proposition 3.9 to A0 to obtain a quasiprojection
q0(D) ∈ P ε,r02 (C∗max(M)Γ), (3.10)
where r0 = 5αs0, and α is the constant from that proposition.
Definition 3.12. The class
[q0(D)] ∈ Kε,r00 (C∗max(M)Γ)
is the quantitative higher index of D at scale r0.
While this definition involves a choice of the normalizing function χ0, the resulting
index element is independent of this choice, by the following:
Proposition 3.13. Let χ0 and χ1 be two normalizing functions such that
supp χ̂0 ∪ supp χ̂1 ⊆ [−s0, s0]
for some s0 > 0. Let q0(D) and q1(D) be the respective quasiprojections obtained
from χ0 and χ1 using Proposition 3.9. Then
[q0(D)] = [q1(D)] ∈ Kε,r00 (C∗max(M)Γ),
where r0 = 5αs0.
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Proof. Consider the linear homotopy χt = (1 − t)χ0 + tχ1, for t ∈ [0, 1], which
is continuous in Cb(R) and has endpoints χ0 and χ1. By linearity of the Fourier
transform, each χt satisfies
suppχ(t) ⊆ [−s0, s0].
Moreover, since each χt is a normalizing function, we may apply Proposition 3.9
to the family {χt} to obtain a family {qt(D)} of (ε, r0)-quasiprojections, where
r0 = 5αs0.
From this and Corollary 3.11 it follows that t 7→ qt(D) is a continuous path of
(ε, r0)-quasi-projections in M2(C
∗
max(M)
Γ)+, so by Definition 3.2 q0(D) and q1(D)
define the same class in Kε,r00 (C
∗
max(M)
Γ). 
We arrive at the general definition of the quantitative higher index.
Definition 3.14. For r > 0, let χ be any normalizing function with
supp χ̂ ⊆
[
− r
5α
,
r
5α
]
.
Let q(D) be the quasiprojection obtained by applying Proposition 3.9 to χ. Then
the quantitative maximal higher index of D at scale r is the class
Indε,rΓ,max(D) = [q(D)] ∈ Kε,r0 (C∗max(M)Γ).
This class is independent of the choice of such χ.
4. Proof of Theorem 1.1
Proof. Suppose the scalar curvature κ is uniformly bounded below by some c > 0.
The Lichnerowicz formula implies that
D2 = ∇∗∇+ κ
4
≥ c
4
,
where ∇ is the connection on the spinor bundle lifted from the Levi-Civita connec-
tion on M . It follows that (−
√
c
2 ,
√
c
2 ) is a gap in the spectrum of D.
Let χ be a normalizing function whose distributional Fourier transform χ̂ is sup-
ported on some finite interval [−s, s] for s > 0. Applying Proposition 3.9 to χ gives
an (ε, 5αs)-quasiprojection q(D) in M2((C
∗
max(M)
Γ)+) representing the quantita-
tive maximal higher index of D. For each t > 0, let χt be the normalizing function
defined by
χt(u) = χ(tu),
u ∈ R. Let β be the constant from Corollary 3.10, and let u0 > 0 be such that
χ(u) < ε
β
whenever |u| ≥ u0. In particular, we have
χ 2u0√
c
(u) = χ
(
2u0u√
c
)
<
ε
β
(4.1)
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whenever u ∈ R\(−
√
c
2 ,
√
c
2 ). Note that
supp
(
χ̂ 2u0√
c
(D)
)
⊆
[
−2u0√
c
s,
2u0√
c
s
]
.
Applying Proposition 3.9 to χ 2u0√
c
yields a (ε, 10u0√
c
s)-quasiprojection, which we will
denote by q′(D). By Corollary 3.10, we have
‖q′(D)‖ ≤ β‖χ 2u0√
c
(D)‖ ≤ ε, (4.2)
where we have used the spectral gap along with (4.1). It now follows from Lemma
3.4 that
Ind
5ε,
10u0√
c
s
Γ,max (D) =
[
q′(D)
]
= 0 ∈ K5ε,
10u0√
c
s
0 (C
∗
max(M)
Γ).
Letting ω0 = 10u0s, we obtain that Ind
5ε,
ω0√
c
Γ,max(D) = 0. Further, for any r ≥ ω0√c ,
the index Ind5ε,rΓ,max(D) can also be represented by the quasiprojection q
′(D), by
Proposition 3.13. These two index classes are related by the natural homomorphism
K
5ε,
ω0√
c
0 (C
∗
max(M)
Γ)→ K5ε,r0 (C∗max(M)Γ)
induced by the inclusion P
5ε,
ω0√
c∞ (C∗max(M)Γ) →֒ P 5ε,r∞ (C∗max(M)Γ). It follows that
for all such r,
Ind5ε,rΓ,max(D) = 0 ∈ K5ε,r0 (C∗max(M)Γ).
This concludes the proof of Theorem 1.1. 
5. Gromov’s band width conjecture
In this section we turn to Theorem 1.3.
5.1. Preliminaries. To begin, let us fix the convention for the Fourier transform:
f̂(ξ) =
∫
R
f(t)e−itξdt.
We will need the following estimate for Dirac-type operators in the setting of the
equivariant maximal Roe algebra. Let W be a Riemannian manifold with bounded
geometry and Γ a countable discrete group acting properly and isometrically on
W , so that [13, Assumption 2.6] is satisfied. In particular, this ensures, by [13,
Proposition 2.14], that the maximal Γ-equivariant Roe algebra of W is well-defined
for any admissible W -Γ-module over W .
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Lemma 5.1. With W as above, let D be a Γ-invariant Dirac operator on W . Sup-
pose we have
D2 ≥ c2,
for some c ≥ 0 outside a subset Z ⊂W . Suppose f ∈ S(R), has Fourier transform f̂
of f is supported in (−r, r). Then for any δ > 0, if ϕ ∈ C0(W ) has support disjoint
from an (r + δ)-neighborhood of Z, we have
‖f(D)ϕ‖M ≤ ‖ϕ‖M sup{|f(y)| : |y| ≥ c},
where the norms on both sides are taken in the multiplier algebra M(C∗max(W )Γ).
Moreover, we have
‖f(D)1Ur+δ‖M ≤ sup{|f(y)| : |y| ≥ c}.
Proof. Given any ε > 0, let
Uδ = {x ∈W : d(x,Z) > ǫ}.
By [13], we can view D as an unbounded symmetric operator on the Hilbert module
C∗max(W )Γ over itself, with initial domain a space of smooth Γ-invariant kernels.
One can extend D|Uδ to an essentially self-adjoint and regular operator D¯ on a
larger domain as in the proof of [11, Lemma 4.16], so that D¯ satisfies
D¯2 ≥ c2,
and we have, for all ϕ ∈ C0(Ur+δ),
eitDϕ = eitD¯ϕ (5.1)
as elements of the multiplier algebra M(C∗max(W )Γ). Here the operators eitD and
eitD¯ are defined using the functional calculus from [13] and (5.1) follows from the
properties of the wave operator as in [12, subsection 4.2]. Since f̂ is supported in
(−r, r), the formula
f(D) =
1
2π
∫
R
f̂(t)eitDdt =
1
2π
∫ r
−r
f̂(t)eitDdt,
implies that, as elements of M(C∗max(W )Γ),
f(D)ϕ = f(D¯)ϕ.
As the spectrum of D¯ is disjoint from (−c, c), it follows from the properties of the
functional calculus in [13] that the norm of f(D¯) is bounded above by
sup{|f(y)| : |y| ≥ c}.
Since ϕ is a bounded multiplier of C∗max(W )Γ, we have
‖f(D)ϕ‖M ≤ ‖ϕ‖ sup{|f(y)| : |y| ≥ c}, (5.2)
where the norms on both sides are taken in M(C∗max(W )Γ).
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Note that (5.2) continues to hold if we replace ϕ by a bounded Borel function ψ
on M with essential support in Ur+δ, and that we have ‖ψ‖ ≤ ‖ψ‖∞. In particular,
taking ψ = 1Ur+δ gives
‖f(D)1Ur+δ‖M ≤ sup{|f(y)| : |y| ≥ c}. 
In later arguments, we will need to select a finite-propagation approximation of
the sign function
sgn(t) =
{
1 if t ≥ 0,
−1 if t < 0. (5.3)
To do this, define for each ε > 0 a normalizing function χε given by
χε(t) =

1 if t ≥ ε,
ε−1t if − ε ≤ t ≤ ε,
−1 if t ≤ −ε.
(5.4)
Consider the function
g(t) =
sin(πt)
πt
,
whose Fourier transform is the rectangular function
rect(ξ) =
{
0 if |ξ| ≥ π,
1 if |ξ| < π.
The Fourier transform of g ∗ χε is then
ĝ · χ̂ε = rect · χ̂ε,
which is supported in [−π, π]. Note that
g ∗ χε(t) =
∫
R
g(s)χε(t− s)ds
=
∫ t−ε
−∞
sin(πs)
πs
ds+
∫ t+ε
t−ε
(t− s)
ε
sin(πs)
πs
ds−
∫ ∞
t+ε
sin(πs)
πs
ds.
For each c > ε, we have∣∣∣ ∫ t+ε
t−ε
(t− s)
ε
sin(πs)
πs
ds
∣∣∣ = ∣∣∣ ∫ ε
−ε
x
ε
sin(π(t− x))
π(t− x) dx
∣∣∣
≤
∫ ε
−ε
∣∣∣x
ε
sin(π(t− x))
π(t− x)
∣∣∣dx
≤ 2
ε
∫ ε
0
x
π(c− ε)dx =
ε
π(c− ε) (5.5)
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for all t ≥ c. In particular, for any fixed c, the term (5.5) tends to zero as ε → 0.
Thus, to simplify the calculation, we shall consider the following function instead:
h(t) =
∫ t
−∞
sin(πs)
πs
ds−
∫ ∞
t
sin(πs)
πs
ds, (5.6)
whose Fourier transform ĥ is the product of the rectangular function and the sign
function, and hence supported within [−π, π]. We will use the function h in the
proof of Theorem 1.3 in the next subsection.
5.2. Quantatative vanishing of the index. We now proceed to the proof of
Theorem 1.3. Let M be a closed spin manifold of odd dimension n − 1 with Dirac
operator DM and fundamental group Γ. Let M˜ be its universal cover andDM˜ be the
lift of DM to M˜ . Unless indicated otherwise, all norms will be taken in C
∗
max(M)
Γ,
(C∗max(M)Γ)+, or an associated matrix algebra.
As in the hypothesis of Theorem 1.3, assume that the maximal higher index of
D
M˜
does not vanish:
IndΓ,maxDM˜ 6= 0 ∈ K1(C∗max(Γ)).
Suppose V = M × [−1, 1] is equipped with a Riemannian metric gV . Then V is
an instance of a Riemannian band, in the sense of [10, Section 2]. Lift gV to a
Γ-invariant metric g
V˜
on the universal cover V˜ = M˜ × [−1, 1]. These metrics induce
distance functions dV and dV˜ on V and V˜ respectively. Define the width of V to be
L := dV (∂−, ∂+) = dV˜ (∂˜−, ∂˜+),
where ∂± and ∂˜± denote the respective boundary components M × {±1} and M˜ ×
{±1} of V and V˜ .
Suppose now that the scalar curvature function κV of gV satisfies
κ ≥ σ
uniformly over V for some constant σ > 0, so that the scalar curvature κ
V˜
of g
V˜
satisfies the same inequality.
Remark 5.2. More generally, we can replace V by a more general proper band,
considered together with a smooth proper map to R.
Proof of Theorem 1.3. Let us consider the case when n is even. Fix the lower bound
σ. Pick a Γ-invariant Riemannian metric g with bounded geometry on M˜ ×R that
restricts to g
V˜
on V˜ , and let d denote the associated distance function. Note that
in this case, g may be chosen so that [13, Assumption 2.6] is satisfied, hence the
equivariant maximal Roe algebra C∗max(M˜×R)Γ on the admissible M˜×R−Γ-module
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L2(M˜ × R) is well-defined (see Remark 2.6). Let
d
∂˜−
: M˜ × R→ [0, L], x 7→
{
d(x, ∂˜−) if x ∈M × [−1,∞),
−d(x, ∂˜−) if x ∈M × (−∞,−1)
be the signed distance function to the boundary component ∂˜− of V˜ . After possibly
smoothing d
∂˜−
, we may assume that L2 is a regular value. Now let
M˜+ := d
−1
∂˜−
[L2 ,∞),
M˜− := d−1
∂˜−
(−∞, L2 ],
M˜0 := M˜+ ∩ M˜− = d−1
∂˜−
(L2 ),
where we note that the Γ-cocompact hypersurface M˜0 is Γ-equivariantly spin and is
bordant to M˜ . This gives us a coarsely excisive decomposition
M˜ × R = M˜+ ∪M˜0 M˜−,
together with a coarse Mayer-Vietoris sequence with connecting map
∂ : K0(C
∗
max(M˜ × R)Γ)→ K1(C∗max(M˜0)Γ) ∼= K1(C∗max(Γ)).
It follows from Roe’s partitioned manifold index theorem that
∂(IndΓ,max(DM˜×R)) = IndΓ,max(DM˜0), (5.7)
where D
M˜0
is the induced Dirac operator on M˜0. We can describe the left-hand side
of (5.7) explicitly as follows. Let pχ be an idempotent of the form (5.16). Let
p+χ := pχ · 1M˜×[0,∞) (5.8)
denote its restriction to the non-negative half of M˜×R, noting that the characteristic
function 1
M˜×[0,∞) is a bounded multiplier of C
∗
max(M˜ ×R)Γ. We then have
∂(IndΓ,max(DM˜×R)) = [e
2piip+χ ]. (5.9)
Although in general p+χ need not be an idempotent in (C
∗
max(M˜ × R)Γ)+, we now
show that when the band width L is large enough compared to the propagation of
pχ, it can be replaced by an almost-idempotent q
+ without changing the class on the
right-hand side of (5.9). The element q+ will have the property that ‖(q+)2 − q+‖
is sufficiently small that e2piiq
+
is equal to 1, so that by (5.7) and (5.9),
IndΓ,max(DM˜0) = [e
2piip+χ ]
= [e2piiq
+
]
= 0 ∈ K1(C∗max(Γ)). (5.10)
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By cobordism invariance of the index, this implies IndΓ,max(DM˜ ) = 0, which con-
cludes the proof.
We now carry out this computation using the normalizing function χ = χL,
defined by
χL(s) := h
(
L
10π
s
)
, (5.11)
where h is defined by (5.6). Let pχL be the index idempotent for the operator DM˜×R
defined using χL, as in Definition 2.3. Observe that:
• supp χ̂L ⊆ [− L10 , L10 ], so h(DM˜×R) has propagation at most L10 ;
• pχL has propagation at most L2 .
Define the subsets
A = V˜ \BL
2
(∂˜− ∪ ∂˜+), (5.12)
Z = (M˜ × R)\A. (5.13)
Let κ be the scalar curvature function of g, so that
κ ≥ σ
on V˜ . We first claim that for any ε > 0, we have∥∥∥∥pχL · 1A − (0 00 1
)
· 1A
∥∥∥∥ ≤ ε, (5.14)
if L is sufficiently large, where the norm is taken in M2((C
∗
max(M)
Γ)+). Indeed, it
follows from the condition that κ ≥ σ on A, together with the Lichnerowicz formula
[15] and an observation of Friedrich [7], that
D2
M˜×R ≥
nσ
4(n− 1)
on A. Applying Lemma 5.1 with W = M˜ ×R, D = D
M˜×R, and the above choice of
Z, we see that the left-hand side of (5.14) is bounded above by
sup
{
|AχL(t)| : |t| ≥
1
2
√
nσ
n− 1
}
, (5.15)
where |AχL(t)| denotes the supremum norm of the matrix
AχL(t) :=
(
(1− χL(t)2)2 χL(t)(1 − χL(t)2)
χL(t)(2− χL(t)2)(1 − χL(t)2) χL(t)2(2− χL(t)2)− 1
)
. (5.16)
Observe that for any fixed L, each of the entries in AχL(t) approaches 0 as t→ ±∞.
It then follows from the definition of χL that (5.14) holds when L is large enough.
Now define
q := pχL − pχL · 1A +
(
0 0
0 1
)
· 1A,
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and observe that ‖q − pχL‖ < ε. Moreover, since pχL is an idempotent,
‖q2 − q‖ = ‖q2 − p2χL + p2χL − pχL + pχL − q‖
≤ ‖q − pχL‖‖q + pχL‖+ ‖pχL − q‖
≤ 5ε. (5.17)
Let q+ = q · 1
M˜×[0,∞) be the restriction of q to the non-negative half of M˜ × R. It
follows from the above that
‖(q+)2 − q+‖ ≤ 5ε. (5.18)
It is clear that in the limit ε → 0 (which happens when either L→∞ or σ →∞),
we get
e2piiq
+
= 1,
and so the index vanishes by (5.10). In fact, as we now argue, it is sufficient that
5ε < 14 , or ε <
1
20 . Indeed, suppose this is satisfied. Then one can apply the
holomorphic functional calculus to q+ to obtain an idempotent Q close to q+ in
norm. For instance, by [4, Proposition 3.18], there exists an idempotent Q such
that:
‖Q‖ < N + 1
1− 2√λ,
‖q+ −Q‖ < 2(N + 1)λ
(1−
√
λ)(1 − 2
√
λ)
, (5.19)
where
N = max{‖q+‖, ‖1 − q+‖}, λ = ‖(q+)2 − q+‖.
Since max{‖p+χL‖, ‖1 − p+χL‖} ≤ 2, we have N ≤ 2 + ε, while λ ≤ 5ε. Substituting
into (5.19) gives
‖Q‖ < 3 + ε
1− 2√5ε, (5.20)
‖q+ −Q‖ < 2(3 + ε)5ε
(1−√5ε)(1 − 2√5ε) . (5.21)
Now recall that
‖ez1 − ez2‖ ≤ emax{‖z1‖,‖z2‖}‖z1 − z2‖.
Taking z1 = 2πiq
+ and z2 = 2πiQ, and noting that
max
{‖2πiq+‖, ‖2πiQ‖} ≤ 2π‖Q‖ < 2π(3 + ε)
1− 2√5ε ,
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we obtain, by (5.20),
‖e2piiq+ − 1‖ = ‖e2piiq+ − e2piiQ‖
≤ e
2pi(3+ε)
1−2
√
5ε · 2π‖q+ −Q‖
≤ e
2pi(3+ε)
1−2
√
5ε · 4π(3 + ε)5ε
(1−√5ε)(1− 2√5ε) . (5.22)
One can verify that for any ε ∈ (0, 120), the last expression in (5.22) is strictly less
than 1, hence IndΓ,max(DM˜0) vanishes by (5.10).
Thus it suffices to show that
sup
{
|AχL(t)| : |t| ≥
1
2
√
nσ
n− 1
}
≤ 1
20
(5.23)
whenever
L > 322π
√
n− 1
n
1√
σ
. (5.24)
By definition of χL, the inequality (5.25) is equivalent to
sup
{
|Ah(t)| : |t| ≥ L
20π
√
nσ
n− 1
}
≤ 1
20
. (5.25)
One verifies numerically that each of the entries
[Ah(t)]1,1 = (1− h(t)2)2, [Ah(t)]1,2 = h(t)(1 − h(t)2),
[Ah(t)]2,1 = h(t)(2 − h(t)2), [Ah(t)]2,2 = h(t)2(2− h(t)2)− 1
has absolute value at most 120 whenever |t| > 16.1, i.e. whenever (5.24) holds. This
gives a constant C ≤ 322π in the statement of the theorem. 
Remark 5.3. The off-diagonal terms [Ah]1,2 and [Ah]2,1 appear to be one of the
obstacles to getting a better estimate. Considering only the diagonal terms leads to
C ∼ 28π.
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