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$t(\geq 0)$ $y(t, S)$ . $y(t, S)$ , $t$
, . , ,
, $y(t, S)<0$ . $y(\mathrm{O}, S)=S$
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1: $(R, S)$
, ( 1 ):
$T_{k,i}$ : $k$ $i$ , ,0 $=R_{k-1}$ ;
$D_{k,i}$ : $k$ $i$ ;
$n_{k}$ : $k$ ;
$Y_{k,i}(S)$ : $k$ $i$ , , $Y_{k,0}(S)=S$ .
, $Y_{k,i}(S)$
$\mathrm{Y}_{k,i}(s)=\{$
$Y_{k,i-1}(s)-D_{k,i}$ $(1 \leq i\leq n_{k})$ ;
$S$ $(i=0)$ ,
(1)
, $T_{k,\mathrm{v}n_{k}k}++_{+l}$ $=R_{k}(=T_{k+1,0)}$ ,




$M(y)$ : ( $y$ );
$B(y, S)$ : , ( $y$ 1 ).
, $M(y)$ $y$ , $B(y, S)$ $y$ $S$ . ,
$k$ $C_{k}(S)$ ,
$C_{k}(S)= \sum_{i=0}^{n_{k}}M(Yk,i(S))\mathcal{T}_{k,i}+B(Y_{k,n_{k}}(S), S)$ , $k=1,2,$ $\cdots$ (2)
. $\tau_{k,i}=T_{k,i+1}-T_{k,i}$ .
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. $k$ , $Y_{k,i}(S)$
$i$ , $Y_{k,n_{k}}(S)$









subject to $\mathrm{E}[W_{m}(s)]\leq\alpha$ .
(5)
$\mathrm{E}[V_{m}(s)]$ , $\mathrm{E}[W_{m}(s)]$ .
, $L(S, l)$ ::;
$L(S, l)=\mathrm{E}[V_{m}(s)]+l(\mathrm{E}[W_{m}(s)]-\alpha)$
. $l$ . Kuhn-Tucker , $s*$
,
$\frac{\partial L(S^{**}\iota)}{\partial S^{*}},=\frac{\mathrm{d}\mathrm{E}[V_{m}(s*)]}{\mathrm{d}S^{*}}+l^{*}\frac{\mathrm{d}(\mathrm{E}[W_{m}(s*)]-\alpha)}{\mathrm{d}S^{*}}=0$ ;
$\mathrm{E}[W_{m}(s*)]-\alpha\leq 0$ , $l^{*}\geq 0$ , $l^{*}(\mathrm{E}[W_{m}(S^{*})]-\alpha)=0$
1* , $\mathrm{E}[V_{m}(s)]$ ,











$v_{m}(S),$ $w_{m}(S)$ $\tau_{k,i},$ $Y_{k,i}(S)$
.
4.1
, $y(t, S)$ $S$ . $S$
(1) ,
$\frac{\mathrm{d}Y_{k,i}(S)}{\mathrm{d}S}=\{$
$\frac{\mathrm{d}Y_{k,i-1}(S)}{\mathrm{d}S}$ $(1 \leq i\leq n_{k})$ ;
1 $(i=0)$ ,
, $k,$ $i$ # $\mathrm{d}Y_{k,i}(S)/\mathrm{d}S=1$ . $t$ ,
$S$




$(\mathrm{G}\mathrm{l}\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{r}\mathrm{m}\mathrm{a}\mathrm{n}[2])$ . $V_{m}(S)$ $S$
. $y(t, S)$ $S$ , $M(y(t, S)),$ $B(y(t, S),$ $S)$






finitesimal $\mathrm{P}\mathrm{A}$) IPA . , .
(8) ,
$\frac{\partial M(y(t,S))}{\partial S}=\frac{\mathrm{d}M(y)}{\mathrm{d}y}|_{y=}y(t,S)$ . $\frac{\partial y(t,S)}{\partial S}$
$= \frac{\mathrm{d}M(y)}{\mathrm{d}y}|_{y=y(t},s)$ . (11)
, $k$
$\frac{\partial B(Y_{k,n_{k}}(S),s)}{\partial S}=\frac{\partial B(y,S)}{\partial y}|_{y=Y_{k,n}(kS)}$. $\frac{\mathrm{d}Y_{k,n_{k}}(S)}{\mathrm{d}S}+\frac{\partial B(y,S)}{\partial S}|_{y=Y_{k,n}}k(s)$
$=[ \frac{\partial B(y,S)}{\partial y}+\frac{\partial B(y,S)}{\partial S}]|_{y=Y_{k,n}(kS)}$ (12)
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1 $(Y_{k,n_{k}}(S)<0)=1$ $1(Y_{k,nk}(S+\Delta S)<0)=0$
2: $0$
. (10) , $k$ , (2), (11),
(12) ,
$\frac{\mathrm{d}}{\mathrm{d}S}C_{k}(S)=\frac{\mathrm{d}}{\mathrm{d}S}$ [ $M(Y_{k,i}(S))\mathcal{T}k,i+B(Yk,n_{k}(S),$ $S)]$




$S$ ( 2), IPA
. , $\mathrm{d}W_{m}(S)/\mathrm{d}S$ $S$
$0$ , $S$ – .
,
. , Wardi [7] (smoothed
$\mathrm{P}\mathrm{A}$ , SPA) – .
.




. , $Y_{kn_{k}-}(S)-Yk,n_{k}(S)$ $D_{k,n_{k}}$ # ,
$\mathrm{E}[1(Y_{k,n_{k}}(S)<0)|Y_{k,n_{k}}-1(S)]=\mathrm{P}(Y_{k,n_{k}}(S)<0|Yk,n_{k}-1(S))$
$=\mathrm{P}(D_{k,n}k>Y_{k,n_{k}-1()}s|Yk,n_{k}-1(s))$ (14)












(5) , $x$ ,
.
$\mathrm{r}$ minimize $\mathrm{E}[V_{m}(S)]$ ;
subject to $\mathrm{E}[W_{m}(s)]-\alpha+x=0$ , (16)
$x>0$ .
$Q$ :
$Q(S, l, x)= \mathrm{E}[V_{m}(s)]+l(\mathrm{E}[W_{m}(S)]-\alpha+x)+\frac{1}{r}(\mathrm{E}[W_{m}(S)]-\alpha+x)^{2}$ (17)
, $l$ \iota , $r(>0)$
. (17)
(Hestenes [4]). $Q$ $S$ :
$0$ : $S^{(0)},$ $l^{(0)}$ .
1 3 . ( , $S^{(i)},$ $l^{(i)},$ $x^{(i)}$ $i$ $S$ ,
$l,$ $x$ ).
1: $x$ . $Q(S^{(i}),$ $l^{(i)},$ $x)$ $x$ ,
$\frac{\partial Q(S^{(i})\iota^{(i})x)}{\partial x},,=l^{(i)}+\frac{2}{r}(\mathrm{E}[Wm(S^{(i)})]-\alpha+x)$ .
$0$ $x$ , $x$ ,




$Q(S^{(i)}, l^{(i)}, x^{(i)})= \mathrm{E}[V_{m}(s^{(i)})]+\frac{1}{r}(\mathrm{E}[W_{m}(S(i))]-\alpha+\frac{rl^{(i)}}{2})^{2}$ . 1 $(x^{(i)}=0)- \frac{r(l^{(i}))^{2}}{4}$ .
2: , $Q(S^{(i}),$ $l^{(i)},$ $x^{(i)})$ $S^{(i)}$
$\partial Q/\partial S^{(i)}$ .
$[ \frac{\partial Q(s^{(i)},\iota(i)x(i))}{\partial S^{(i)}},]^{2}\leq\epsilon$
, . , $\epsilon(>0)$ .
,
$S^{(i+1)}=S^{(i)}- \frac{\partial Q}{\partial S^{(i)}}h_{i}$
$S$ . , $h_{i}(>0)$ .
3: $l$ . $Q(S, l^{(i)}, x^{(i)})$ $S$ ,
.






( 1) ( 2) , PA FD
50 , 95 % . ,
$S=2.0$ , $D$ 0.25 .
, $\lambda=2,4,8$ . ,








$\lambda$ $y(t, S)$ $(\mathrm{d}y/\mathrm{d}S)_{\mathrm{P}\mathrm{A}}$ $(\mathrm{d}y/\mathrm{d}S)_{\mathrm{F}\mathrm{D}}$ $(\mathrm{d}y/\mathrm{d}S)$
$2$ $1.748\pm 0.003$ 1.0 $1.004\pm 0.007$ 1.0
4 $1.501\pm 0.004$ 1.0 $1.001\pm 0.010$ 1.0




2 $0.016\pm 0.001$ $-0.037\pm 0.002$ $-0.040\pm 0.003$
$4$ $0.095\pm 0.002$ $-0.166\pm 0.004$ $-0.168\pm 0.008$
$8$ $0.449\pm 0.005$ $-0.385\pm 0.005$ $-0.387\pm 0.013$
,
$M(y)=\{$
$\log(y+1)$ $y\geq 0$ ;
$0$ $y<0$ ,
$B(y, s)=\sqrt{S-y}$,
. 4 , 1 0.25
. , $\alpha=0.01$ , 1/100
. $l=0$ , $r=0.1$ ,
4 .
1( ) $S=1.0,2.0,3.0,4.0,5.0$ 5
, . , $h=0.1$ ,
$m=50$ . $S$ , $(m=50)$




, . , $S=1.0$ ,











3( 2) $h=0.1,0.5/(I+1),$ $1/(I+1)$ 3
, . , $(=$
) . $S=1.0$ , $m=50$ ,
$S$ , $(m=50)$ , 5 . $h$
, $h$ – ,
.
4( ) 1,000 2
, . , $S=1.0$ ,
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