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Resumo
A tarefa de reconhecer formas em imagens é uma atividade inserida na área da visão
computacional e está diretamente relacionada ao problema de reconhecimento de padrões.
Reconhecer um padrão em uma imagem pode ser viabilizado por meio da utilização de gra-
fos como estruturas matemáticas para representação de suas características. O processo
de reconhecer uma imagem em outra pode ser executado por meio do casamento entre os
grafos que as representam. Neste trabalho as formas presentes em imagens serão represen-
tadas por grafos e o processo de associação entre elas será modelado como um problema de
atribuição quadrática. Além disso, são propostas técnicas de avaliação para custear a contri-
buição das associações entre vértices e arestas. São apresentadas também duas adaptações
empregadas sobre a técnica Shape Context, além de um método de comparação de grafos
baseado em busca em profundidade usando uma avaliação multicritério das características
de arestas. A aplicação dessas técnicas a grafos de linha gerados a partir dos grafos originais
a serem comparados, é proposta, apresentando resultados promissores. As técnicas aqui
implementadas são submetidas a testes aplicados sobre quatro bases de imagens utilizadas
em diversos trabalhos existentes na literatura.
Abstract
The task of recognizing shapes in images is an activity located in the area of computer
vision and is directly related to the problem of pattern recognition. Recognize a pattern in
an image can be made possible through the use of graphs for the representation of their fe-
atures, since the process of recognizing two images can be run through the matching of the
graphs that represent them. In this work, images shapes will be represented by graphs and
their matching process is modeled as a quadratic assignment problem. In addition, evalua-
tion techniques are proposed to cost the contribution of the vertices and edges associations.
We propose two adaptations on the Shape Context technique and also a matching method
based on depth search using a multicriteria evaluation on the characteristics of edges. The
aplication of these techniques to line graphs generated from the original matching graphs is
proposed, with promising results. The techniques implemented here are submitted to tests
applied on four image databases used in several papers in the literature.
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1 Introdução
Reconhecer um padrão em uma imagem é uma tarefa relevante na atualidade em que
sistemas inteligentes tentam constatar, de forma automatizada, a existência ou não de de-
terminada característica em uma dada imagem. Nos referimos à imagem por ser a base de
concentração para a pesquisa a ser realizada neste trabalho, não obstante, o reconhecimento
de padrões não se restringe a apenas o arcabouço dessa atividade em especial.
O Reconhecimento de Padrões se apresenta como uma importante área cuja menção se
encontra destacada em diversos segmentos de pesquisa como medicina, engenharia e segu-
rança pública. Dentre alguns trabalhos que denotam a amplitude dos temas relacionados a
esta área podemos citar aqueles que tratam do reconhecimento de faces, como nos traba-
lhos de [1], [7] e [8], sendo este último aplicando à perícia criminal, e os que visam a detecção
de objetos em geral, como em [9].
Em [10], o autor destaca que o Reconhecimento de Padrões é um problema que se en-
contra em aberto, apesar de diversas implementações eficientes construídas atualmente.
Uma área correlacionada é a Visão Computacional, a qual visa adquirir informações de
forma automatizada através da extração de dados de imagens ou vídeo auxiliando em ta-
refas de tomada de decisão, conforme [11] apud [10]. O trabalho de [12] é um exemplo do
uso do reconhecimento de padrões na tomada de decisões onde é usado como forma de de-
tecção de áreas para irrigação visando acompanhar a expansão da atividade da agricultura
irrigada no Brasil.
Na visão computacional, o reconhecimento de objetos é um campo de relevante inte-
resse e dentro desse contexto se apresenta o problema do reconhecimento de padrões de
pontos, cujo objetivo é apresentar o mapeamento de um conjunto de pontos no outro, o que
viabiliza o reconhecimento de formas dos objetos, como em [3]. Tal mapeamento é estabe-
lecido avaliando as características mais importantes encontradas em cada par de objetos,
dado que os pontos são associados a essas características, conforme denota [3] onde o autor
ainda expõe a grande variedade de aplicações do problema relacionado como a associação
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de imagens de eletroforese bidimensional e para reconhecimento de dígitos manuscritos.
No âmbito das atividades que visam o reconhecimento de objetos encontra-se o Casa-
mento de Formas, ou Shape Matching, tratado em [13] através do uso de distâncias espec-
trais e em [14] usando modelos hierárquicos para avaliar casamentos entre segmentos e, por
conseguinte, a associação geral, tratando-se, assim, de um procedimento de composição
da associação de segmentos. Fazendo menção ao problema de reconhecimento de padrões
em pontos, nos conduzimos ao trabalho apresentado em [15], o qual mostra o problema
de Shape Matching sendo avaliado como um problema dessa natureza. Shape Matching é
um problema de reconhecimento que pode ser resolvido através da associação de pontos
com a transformação das características de contorno de duas imagens em dois conjuntos de
pontos, onde se procede com a devida associação.
Em [3] o autor cita trabalhos pioneiros em que o problema de reconhecimento de pa-
drões de pontos é tratado como um problema de associação entre grafos sendo citado o
trabalho de [16] onde é destacado que o problema de correspondência de padrões de pon-
tos se trata de um dos mais importantes problemas inseridos no campo de Reconhecimento
de Padrões.
1.1 Associação de formas e o reconhecimento de padrões de
pontos
O reconhecimento de determinado padrão em uma imagem é efetivado através de ma-
peamentos entre imagens de entrada (objeto de busca) e imagens de modelo (objetos de
comparação). Na abordagem adotada neste trabalho, as imagens são representadas compu-
tacionalmente por grafos e o mapeamento entre eles, o casamento desejável entre as ima-
gens comparadas.
Na representação por grafos, vértices são associados aos atributos da imagem e arestas,
às relações espaciais entre estes atributos.
As operações aplicadas aos grafos devem ser tais que retornem um conjunto de associa-
ções representativas do melhor casamento entre eles, através da associação de seus conjun-
tos de vértices.
A Figura 1 traz um exemplo do estabelecimento de associações entre dois conjuntos de
pontos que traduz o reconhecimento de padrões de pontos. Conforme descreve [16], na
Figura 1 temos um grupo a ser identificado (pontos brancos) e uma base de dados para pes-
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quisa (pontos pretos) e a relação de associação entre cada ponto representada pelas linhas
tracejadas.
Figura 1: Dois conjuntos de pontos e as relações entre eles
Em [3] destaca-se o uso da forma (shape) como fundamental para a pesquisa em bancos
de dados de imagens. A Figura 2 exemplifica o processo de reconhecimento de um objeto
por associação de pontos, através de sua forma.
A Figura 2(a) mostra a imagem de entrada a ser pesquisada. Na Figura 2(b) temos uma
imagem do banco de dados (protótipo). Os grafos que representam cada imagem, de entrada
e do banco, respectivamente, são apresentados na Figura 2(c) e na Figura 2(d) é apresentado
o casamento obtido pela associação entre os pontos com alguns pontos não associados (o
que é permitido dada a natureza de nosso trabalho).
Dentre os desafios encontrados na tarefa de caracterização do casamento entre dois
conjuntos de pontos está a correta classificação das relações entre esses conjuntos uma vez
que tal trabalho possui limitações principalmente no que se refere às diferenças de tama-
nhos entre as imagens comparadas (e os conjuntos de pontos obtidos) e também no esforço
computacional despendido pelas técnicas empregadas visando obter a associação entre os
grafos (que são as estruturas de representação computacional). A descrição do Problema de
Associação de Pontos é detalhada na Seção 3.4.
Este problema é um problema NP-completo [3], o que justifica a utilização de técnicas
de otimização em algoritmos conhecidos para casamento de padrões, através da utilização
de abordagens utilizadas em outros campos de pesquisa dentro da área de computação.
1.2 Objetivos
Esse trabalho visa estudar o problema de reconhecimento de padrões de pontos (PRPP)
aplicado na identificação de associação de formas obtidas por imagens e aperfeiçoar méto-
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(a) Imagem (entrada) (b) Protótipo (modelo)
(c) Obtenção de vértices e arestas
(d) Casamento obtido
Figura 2: Processo de associação
dos de classificação bem como empregar conhecimentos heurísticos a fim de obter melho-
rias nos resultados de reconhecimento já conhecidos na literatura.
O processo deste trabalho dará conta de:
1. Elaborar um classificador KNN, que usa a regra dos K vizinhos mais próximos base-
ado no classificador descrito em [1] e [3], para averiguar a melhor associação entre
conjuntos de pontos;
2. Aplicar um método de avaliação multicritério, conforme as ideias apresentadas em
[17] e [18], que visa auxiliar na tomada de decisão do custo da associação de arestas
(termo quadrático da função objetivo proposta em [3]);
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3. Implementar um método de melhoria baseado na heurística 2opt [19], atentando para
os movimentos de troca de posição descritos em [20].
1.3 Organização do trabalho
Este trabalho será formulado conforme a seguinte estrutura: no capítulo 2 será apre-
sentada a revisão bibliográfica que diz respeito ao tratamento de imagens para as tarefas de
segmentação e reconhecimento de imagens, bem como o trato no reconhecimento de pa-
drões através da correspondência de pontos; no capítulo 3 detalha-se o modelo utilizado
para o reconhecimento de formas em imagens e a formulação atribuída; no capítulo 4 são
apresentados os métodos computacionais, as funções de avaliação que custeiam as asso-
ciações e os algoritmos implementados para as abordagens propostas além do método de
otimização utilizado e detalhes característicos para sua implementação.
O capítulo 5 mostra os resultados obtidos pelos testes computacionais aos quais submeteu-
se a técnica aqui elaborada e, por fim, no capítulo 6 são expostas considerações sobre os
estudos efetuados, as conclusões obtidas neste trabalho e propostas futuras.
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2 Revisão Bibliográfica
Neste capítulo apresentamos uma revisão bibliográfica a respeito:
• Da tarefa de reconhecer um padrão;
• Da empregabilidade dessa tarefa aplicada à correspondência de grafos, onde estes po-
dem ser aplicados como representação para o tratamento de imagens (segmentação e
reconhecimento);
• Do reconhecimento de formas através do casamento de pontos (dada a concepção
onde assumimos estes como sendo vértices de um grafo).
2.1 O reconhecimento de padrões
Na definição de [21] citada por [22] um padrão é uma entidade, vagamente definida,
a qual poderá ser nomeada, sendo qualquer entidade que desperte algum interesse em se
reconhecer e/ou identificar. Em outras palavras, um padrão é qualquer coisa que possa ser
classificado tal como uma série de automóveis que podem ser do tipo hatch ou sedan dadas
as suas características, por exemplo.
Segundo [23] o reconhecimento de padrões é a parte da ciência que infere a respeito da
classificação de objetos em categorias ou classes e, dependendo da aplicação desejada, tais
objetos podem ser imagens, sinais de onda ou qualquer tipo de medida que necessite de
uma classificação.
Os autores de [24] destacam que o reconhecimento automatizado, descrição, classifi-
cação e o agrupamento de padrões são abordagens importantes em uma variedade de dis-
ciplinas científicas, como biologia, medicina, visão computacional, inteligência artificial e
sensoriamento remoto.
Áreas em que o reconhecimento de padrões tem papel indispensável, tais como bioin-
formática (nas aplicações sobre o sequenciamento de cadeias de genoma), Data mining (na
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busca de padrões nas informações presentes em bancos de dados), reconhecimento biomé-
trico entre muitas outras são citadas em [1].
Basicamente existem dois tipos de problemas relacionados ao reconhecimento de pa-
drões, o reconhecimento supervisionado e o não supervisionado. No não supervisionado, o
problema consiste em descobrir a estrutura do conjunto de dados, ou seja, se há grupos den-
tro do conjunto de dados e quais as características que fazem os objetos desse grupo serem
semelhantes entre si. No reconhecimento supervisionado cada objeto no conjunto de da-
dos vem com um rótulo de classe pré-designado. Dessa forma, o que se tem a fazer é treinar
um classificador para rotular os objetos sem classificação. Na maioria das vezes o processo
de rotulação não pode ser descrito de uma forma algorítmica, daí, faz-se uso de um pro-
cesso de aprendizagem computacional para apresentar rótulos para esse objeto ainda não
classificado [25].
A Figura 3, baseada nos trabalhos de [25] e [26], mostra um fluxograma de como esses
processos podem ser executados.
Figura 3: Fluxo de trabalho para reconhecimento de padrões
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Muitos trabalhos tratam do reconhecimento de padrões em imagens o qual, como men-
cionado anteriormente, tem sua motivação baseada no uso de imagens nos mais diversos
setores de pesquisa, desde a medicina, onde se utilizam imagens buscando diagnosticar do-
enças ou planejar novos tratamentos ([27]), na biologia onde se atém o fato do reconheci-
mento facial como em [28] até o uso em determinação de localizações geográficas ([29]).
Segundo [30], determinar a localização de objetos em uma imagem, sua topologia e sua
estrutura são aspectos estudados dentro da área de tratamento de imagens através do uso
de computação e damos especial importância a este ramo do reconhecimento de padrões,
com representação em grafos, por ser o foco de nosso trabalho.
2.1.1 O processo de reconhecimento de um padrão
Em um problema de reconhecimento de padrões sobre um conjunto de treinamento de
vetores de características rotuladas, o objetivo é encontrar um mapeamento que classifique
os dados de entrada corretamente [31]. Em [31] e [32] é descrito como se procede o reconhe-
cimento de um padrão, o qual deve ser concebido estabelecendo um mapeamento entre o
conjunto de informações desconhecidas e um conjunto de dados pré-conhecidos.
A figura 4 mostra um sistema genérico de reconhecimento de padrões.
Aquisição
de dados
Pré-processamento Medição de características Classificação




Figura 4: Sistema de reconhecimento de padrões. Fonte: [1]
Segundo [33], existem paradigmas específicos para proceder com o reconhecimento de
um padrão e entre esses paradigmas, o mais difundido é o paradigma estatístico. Não obs-
tante, outro paradigma denominado paradigma estrutural, que se vale principalmente do
uso de estruturas de representação como grafos, é citado como uma importante abordagem
quando informações estruturais são dados importantes para a caracterização de um padrão.
• Paradigma estatístico
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Nesse paradigma, como descrito em [23] apud. [1], a partir de um conjunto c de classes
designadas como w1, w2, . . . , wc e, dado um padrão desconhecido x, um sistema reconhece-
dor de padrões é tal que, com o auxílio de um pré-processamento e a extração e seleção de
características, é capaz de associar o padrão x à uma classe wi rotulada por i .
A grande dificuldade ao se abordar o reconhecimento de padrões usando o paradigma
estatístico, conforme menciona [33], está na aquisição das características que compõem as
hipóteses estatísticas.
• Paradigma estrutural
Para esse paradigma, segundo [26], o que se propõe é dar ênfase na descrição da estrutura
que compõe o padrão, ou seja, explicar como sub-padrões podem ser analisados de maneira
a caracterizar como um padrão é composto, ou seja, esse paradigma leva em consideração a
relação de associação para cada parte do objeto que se deseja reconhecer.
O autor de [26] ainda ressalta que esse paradigma é associado com a classificação esta-
tística para poder lidar com problemas mais complexos como o reconhecimento de objetos
multidimensionais. Essa abordagem será mais amplamente discutida na seção 2.3.
Outras abordagens também são citadas como a abordagem por agrupamento de dados
e redes neurais [26, 33], contudo, detalhes a respeito das mesmas não é nosso foco.
Nas subseções seguintes detalhamos as fases do processo de reconhecimento de um
padrão, a saber: o pré-processamento, a extração e seleção de características e classificação.
2.1.1.1 Pré-processamento
O papel dessa fase é trazer para um nível mais alto informações de relevante interesse
para o padrão que se deseja encontrar, ou seja, filtrar de forma conveniente informações que
sejam necessárias para proceder com o reconhecimento do padrão.
Um exemplo dessa elevação de nível é a detecção de bordas em imagens para averiguar
o contorno de objetos [34], dessa forma as demais informações pertinentes à imagem são
descartadas por não serem necessárias.
Outro exemplo é a redução de ruídos para eliminar características disformes ao contexto
do padrão, como em [3] onde, para sua aplicação de segmentação interativa de imagens, foi
reduzido significativamente o número de regiões wathershed, que se baseia na existência de
regiões topográficas em uma imagem a partir da divisão da mesma através da avaliação da
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concentração de pixels e dos níveis de cinza desses pixels em subregiões da mesma imagem
(mais detalhes podem ser encontrados em [35]).
A figura 5 exemplifica essa fase. Em 5(a) mostramos uma imagem de um pato de brin-
quedo e em 5(b) mostramos o resultado da elevação de nível de informações onde são pre-
servadas apenas as características do contorno da imagem original e as demais informações
são descartadas.
(a) Imagem original (b) Obtenção do contorno
Figura 5: Exemplo de pré-processamento
2.1.1.2 Extração de características
Segundo [32], características devem ser de fácil computabilidade permitindo uma boa
visualização das mesmas. Informações geométricas ou estruturais são tipos de recursos ava-
liados como características. Muitos algoritmos de seleção de características envolvem uma
procura de tamanho combinatorial dado o espaço de busca. Esta etapa é de relevante impor-
tância pois nela são geradas as informações que serão usadas na computação das funções
que indicam custos de associações que determinam o mapeamento entre os grafos compa-
rados, por exemplo.
Um exemplo é dado na Figura 6 onde, das informações pré-processadas, são retiradas
características que formam um conjunto de informações que pode ser usado para se ob-
ter uma classificação. Na Figura 6(a) temos o contorno de uma imagem e a partir desse
contorno são processadas informações que o subdividem em vértices e entre cada vértice
pertecente a uma mesma parte do contorno original é atribuída uma aresta de ligação, pro-
movendo a caracterização das informações do contorno através de um grafo como mostrado
na Figura 6.
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(a) Contorno obtido (b) Caracerísticas selecionadas -
GRAFO
Figura 6: Extração de características - Exemplo
2.1.1.3 Classificação
Segundo [1], tendo um padrão x, desconhecido, que esteja inserido no conjunto X de
padrões para testes pertencente a um espaço de características, e sendo o conjunto Ω que
engloba todas as classes de padrões existentes, um classificador é uma função Υ : X −→Ω,
tal que Υ (x) = wi , sendo wi o i -ésimo padrão pertencente a Ω. Dessa forma, um classi-
ficador é uma função que recebe um padrão desconhecido como parâmetro de entrada e
retorna como resposta uma classe conhecida a qual o padrão de entrada deve pertencer. Os
objetivos essenciais do trabalho com um método de classificação são minimizar os erros de
classificação bem como permitir uma classificação computacionalmente eficiente.
Usaremos classificadores baseados na regra de classificação dos K vizinhos mais próxi-
mos - KNN (do inglês k-Nearest Neighbor) por ser essa a estratégia de classificação adotada
em nosso trabalho. Mais detalhes sobre classificadores podem ser encontrados em [2].
Regra dos K vizinhos mais próximos
Essa regra de classificação, como descreve [1], é independente de processamento na fase
de treinamento, não sendo necessário prover as distribuições de probabilidades das classes
encontradas no conjunto de classes existentes. Não obstante, a mesma é dependente da
existência de um grande número de padrões de treinamento (aqueles que se conhece a clas-
sificação) para que se possa tratar uma estimativa sobre a qual padrão o objeto sem classi-
ficação deve ser atribuído e proceder com a classificação, propriamente dita, em uma única
tarefa.
De acordo com [2], essa regra atribui a um dado padrão x, inicialmente desconhecido,
a classificação quanto ao rótulo de classe que mais vezes aparece entre as K amostras mais
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próximas (com menor custo de associação) no conjunto de dados de treinamento.
Essa regra de classificação, segundo [1], pode ser computada através das seguintes fases:
1. Cálculo dos custos de associação entre o padrão desconhecido x com os padrões do
conjunto de treinamento;
2. Verificação das classes a que pertencem os K padrões de menor custo (ou mais próxi-
mos);
3. Associação à classe cujo rótulo mais frequentemente aparece entre os K padrões de
menor custo.
Um caso especial dessa regra é dado quando temos K = 1, assim teremos o caso do clas-
sificador de vizinho mais próximo (1NN). Para um conjunto de treinamento grande e com
classificações elaboradas de maneira errada, deve-se dar preferência ao classificador KNN
[1], dado que, com a comparação entre as melhores classificações pode eliminar uma clas-
sificação errada que esteja na primeira posição entre as melhores classificações .
Um exemplo visual baseado em [2] é mostrado na Figura 7 onde, dado um padrão x,
avalia-se através da distância euclidiana quais os pontos mais próximos a este padrão e,
a partir dessas distâncias, o mesmo é classificado como sendo um ponto branco (círculo
vazado) dada a proximidade com os padrões ao seu redor. Este exemplo usa como base um
classificador onde K = 5, ou seja, o padrão x é classificado como pertencente à classe que é
mais frequente entre os cinco pontos mais próximos a ele.
x
Figura 7: Regra KNN. Fonte: [2]
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2.2 Problemas abordados em imagens
Segundo [36], um sistema de visão artificial emprega fases distintas de tratamento sobre
imagens para que se possa proceder com o trabalho computacional a que se destinam tais
imagens. Essas fases geralmente são divididas em: aquisição, pré-processamento, segmen-
tação, extração de características e reconhecimento ou associação.
As fases de segmentação e associação estão presentes em inúmeros trabalhos encontra-
dos na literatura sendo abordados como problemas em aberto inseridos na área da visão
computacional. Devido a essa grande presença na literatura, esses problemas serão aborda-
dos nesta seção a fim de dar respaldo ao trabalho desempenhado mostrando as dificuldades
encontradas e motivações para tentar resolvê-los.
2.2.1 Segmentação de imagens
Uma importante área dentro do reconhecimento de padrões em imagens onde é possí-
vel o emprego de grafos como representação computacional é a que trata da segmentação de
imagens. Essa área tem como base a extração de informações em uma imagem, dividindo-a,
e transformando tais informações em grafos, os quais são utilizados em tarefas posteriores
no reconhecimento de padrões.
A tarefa de segmentação de imagens, conforme [37], consiste em classificar uma imagem
em regiões homogêneas distintas baseando-se em uma seleção de propriedades através de
objetos únicos, como centróides, intensidade de cor, coordenadas espaciais, textura, formas
etc. com o intuito de garantir uma melhor descrição e compreensão das informações pre-
sentes na imagem.
Reproduzimos aqui a definição formal para o problema de segmentação de imagens
mostrada em [37]: dada uma imagem que possui uma permutação específica de valores
de intensidade pi j , considerando P =
{
pi j , i ≤m, j ≤ n
}
o conjunto de valores de intensi-
dade em uma imagem m×n e K o número de segmentos/classes dessa imagem. Uma fun-
ção c pode ser definida como c : P → [0 . . .K ] para descrever o processo de segmentação de
uma imagem. Uma classificação para tal imagem baseada em 256 níveis de cinza implica
no agrupamento em termos de níveis de cinza {tk ,0≤ k ≤K }, onde tk representa cada agru-
pamento, tal que, 0 = t0 ≤ t1 ≤ . . . ≤ tk−1 ≤ tk = 255. Todos os pixels com níveis de cinza em
[tk−1, tk )= sk pertencem à classe k. Com isso, o objetivo da segmentação é estabelecer uma
escolha ideal S∗I =
{
s∗k ,1≤ k ≤K
}
, onde S I = {sk ,1≤ k ≤K } indica uma classe da imagem I .
Essa escolha ideal é um conjunto de pixels e sua escolha dada como “ideal” deriva de cada
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aplicação, por exemplo, para uma aplicação que visa agrupar apenas dois conjuntos, um
com pixels que possuam nível de cinza igual a 0 e outro conjunto com os demais pixels.
Em [3] o autor infere que, basicamente, o objetivo da segmentação de uma imagem é
dividi-la em diferentes regiões. Os propósitos dessa divisão, em geral, englobam a extra-
ção de objetos e/ou sobreposição do fundo da imagem para enfatizar características pré-
selecionadas da imagem. Exemplos deste tipo de tarefa podem ser encontrados em [38, 39,
40].
Em [41] é apresentada uma técnica para segmentar uma imagem com base em [42] onde
o usuário participa do processo de segmentação marcando alguns pixels da imagem que
farão parte da região de interesse e os outros pixels que não fazem parte dessa região, fazem
parte do fundo da imagem segmentada. Esse tipo de segmentação é denotado em [38] por
segmentação semi-automática. Dessa forma, o objetivo da abordagem semi-automática é
encontrar a melhor segmentação que satisfaça as limitações impostas pelo usuário. Após
essa marcação feita pelo usuário, a imagem é então processada, fazendo uso da segmentação
em sua forma mais simples a qual se vale da separação de áreas com pixels que possuam
níveis de cinza coincidentes, e as zonas de segmentação finais, após a avaliação de pixels
conforme a delimitação do usuário, são demarcadas.
Em [43] um procedimento semi-automático de segmentação foi apresentado de tal forma
que o usuário seleciona áreas de seu interesse presentes na imagem (através de traços dese-
nhados na própria imagem) e essas áreas são rotuladas e unificadas formando regiões que
são apresentadas como resposta.
Vários trabalhos da literatura tratam do problema de segmentação semi-automática,
não obstante, há trabalhos cuja abordagem é a segmentação automática, quando não há
interação do usuário. Em [44] temos um exemplo desse tipo de abordagem onde os autores
trabalham com o particionamento de uma imagem através do grupos de cores presentes.
Em [45], uma etapa inicial baseada em supersegmentação da imagem através da trans-
formada watershed [35, 46] é efetivada para, posteriormente, fundir iterativamente segmen-
tos que se assemelham de acordo com critérios estabelecidos assim como níveis de cinza,
por exemplo. Mais detalhes a respeito da segmentação automática podem ser encontrados
em [44, 47, 48].
A segmentação automática também é abordada em [49], onde é vinculada a um método
que trata a imagem através da observação de suas cores, usadas como atributos para as re-
giões a serem segmentadas. Vale observar que os autores enfatizam a utilização de grafos
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como um potente artifício para o tratamento e codificação de informações bem como para
a representação da topologia da imagem. Naquele trabalho, os grafos indicam as relações de
adjacência para cada parte segmentada da imagem.
Em geral o processo de segmentação leva em consideração algumas características bá-
sicas da imagem, como tonalidade de cada pixel que a forma. Um esquema de segmentação
simples, com a utilização de uma etapa de supersegmentação inicial, baseado no trabalho
de [43] e [50] é mostrado na figura 8.
Supersegmentação da imagem Seleciona características
Rotula áreasAgrupa áreas semelhantes
Apresenta a segmentação final
Figura 8: Procedimento básico de segmentação de uma imagem
2.2.2 Correspondência de imagens
A correspondência entre imagens é a parte da visão computacional incumbida de re-
conhecer uma imagem, ou parte de uma imagem, através de sua comparação com outra
imagem previamente classificada dentro de uma base de conhecimento.
O problema da correspondência de imagens está em estabelecer a correta relação en-
tre as duas imagens a fim de que o reconhecimento proceda de maneira satisfatória. Esse
reconhecimento se baseia na comparação das características de cada imagem e a grande di-
ficuldade encontrada nessa comparação está na definição dos dados a serem comparados e
como os mesmos serão comparados.
Em [51] encontramos um exemplo desse tipo de tarefa. Naquele trabalho o que se deseja
é estabelecer a associação entre duas imagens de eletroforese bidimensional que é um mé-
todo de separação de proteínas comumente usado na área de biociência no campo da pes-
quisa proteômica, conforme [52]. Nessa aplicação, a imagem é dada como um conjunto de
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pontos (ou manchas) os quais representam acúmulos de proteínas, dessa forma duas ima-
gens devem ser associadas (Figura 9) visando obter um estudo sobre as mudanças protéicas
que as distinguem, ou seja, indicar grupos proteicos semelhantes.
Figura 9: Associação de imagens que representam grupos de proteínas. Fonte: [3]
Outros trabalhos abordam a associação de imagens de diferentes tamanhos. Nesses ca-
sos, geralmente, o objetivo é encontrar uma imagem de menor tamanho inserida na imagem
maior através da aquisição e comparação de características presentes nas duas imagens. Um
exemplo desse tipo de abordagem é apresentado em [29] onde imagens devem ser associ-
adas a parte de uma imagem maior. No caso desse trabalho em especial, o que se tem são
trechos viários associados a um mapa mais abrangente e a Figura 10 exemplifica as associa-
ções e o tipo de associações almejadas.
(a) Imagem completa (b) Imagem a ser associada (c) Associação gerada
Figura 10: Associação de imagens - Exemplo
Um ramo importante da visão computacional é o problema de detecção de objetos em
imagens. Essa tarefa pode ser entendida como a tarefa de reconhecer uma imagem em
uma outra imagem, por exemplo, dada uma imagem de um liquidificador, desejamos que
o mesmo seja identificado na foto de uma cozinha. No trabalho de [53], onde utilizam um
procedimento baseado na extração de informações de pontos da imagem agregando dados
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estruturais como forma de aperfeiçoar o processo de identificação, os autores argumentam
que o trabalho de detecção de objetos pode ser encarado como a tarefa de decidir se uma
determinada imagem, que representa um objeto, está inserida em outra imagem, como uma
cena de filme, além de ser capaz de determinar a sua posição na referida cena.
Outra aplicação para correspondência de imagens é tal que tenta averiguar a seme-
lhança entre objetos diferentes para avaliar se pertencem à mesma classe de objetos. Um
exemplo desse tipo de abordagem dado em [54] é a comparação de imagens de dígitos ma-
nuscritos, os quais são comparados pela sua estrutura de contorno.
A comparação de imagens através de seu contorno é um tipo de problema abordado em
associação de imagens denominado de Casamento de Formas ou Shape Matching. A Figura
11 mostra duas imagens, provenientes do banco de dados MNIST1, que pertencem à mesma
classe. Neste caso a classe indica que são referenciados como dígitos que representam o
número 2 (dois). Mais detalhes a respeito desse banco de imagens serão apresentados no
Capítulo 5 onde são discutidas as bases de imagens usadas nos testes computacionais.
(a) (b)
Figura 11: Exemplos de dígitos manuscritos, ambos representanto o número dois
Os problemas mencionados nessa seção são amplamente abordados na literatura e pos-
suem formas diferentes de serem tratados. Nós daremos ênfase para as abordagens relacio-
nadas a imagens utilizando grafos como representação, mais especificamente para a tarefa
de associação entre imagens.
2.3 Correspondência de Imagens via correspondência de gra-
fos
A tarefa de relacionar uma imagem a outra não é trivial em termos computacionais uma
vez que se faz necessário adquirir informações, processá-las e, por fim, classificá-las.
Uma forma utilizada para modelar as características contidas em imagens se dá pela
utilização de grafos, uma vez que a estruturação de uma imagem como um grafo gera um
mecanismo de visualização simples a respeito das informações pertinentes à imagem.
1http://yann.lecun.com/exdb/mnist/
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Com a utilização de grafos para representar imagens computacionalmente, a tarefa de
estabelecer uma correspondência entre imagens passa a ser a tarefa de estabelecer uma cor-
respondência entre grafos e essa é grande vantagem dessa abordagem, uma vez que o estudo
sobre grafos é muito mais amplo possuindo bastante material de pesquisa.
2.3.1 Representação de uma imagem como um grafo
Se aproveitar do uso de algoritmos já bastante difundidos na teoria dos grafos e ainda
se valer de uma representação compacta das informações presentes nas imagens estimula
a utilização de um grafo, aproveitando seu potencial para a representação e classificação de
padrões. O paradigma estrutural de reconhecimento de padrões, por exemplo, pressupõe
a relevância de se ater a informações estruturais quantificadas em descritores relacionais
(grafos).
Em geral, o tipo de grafo empregado nos trabalhos estudados estão como grafos de atri-
butos relacionais (ARG). Nesta seção apresentamos conceitos básicos relativos à estrutura
matemática geral de grafo e de grafo relacional, além das particularidades da generalização
de um grafo relacional para um grafo de atributos relacionais, suas representações e a indi-
cação de trabalhos onde houve o emprego de tais estruturas.
2.3.1.1 Definições básicas sobre grafos
Em [55] é apresentada uma série de definições sobre grafos, as quais resumimos nessa
subseção:
• Grafo: é uma estrutura G = (V ,E) tal que V representa o conjunto (finito) de vérti-
ces pertencentes ao grafo e E ⊆ V ×V representa o conjunto de arestas do grafo. As
cardinalidades de V e E são expressas por |V | e |E |, respectivamente. Diz-se arestas
para o caso de serem pares não ordenados e para o presente trabalho as ligações entre
vértices de um grafo serão simplesmente denominadas de arestas.
• Grafo Relacional: é um grafo valorado, ou seja, possui pesos associados às suas ares-
tas, ou seja, dado o grafo G = (V ,E) a cada aresta e = (va , vb) ∈ E temos um peso pab
associado às mesmas.
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2.3.1.2 Grafos de atributos relacionais (ARG)
Daremos especial atenção para os grafos de atributos relacionais ou ARG (proveniente
do inglês Attributed Relational Graph), por ser uma abordagem bastante aplicada em diver-
sos problemas que envolvem o reconhecimento de padrões.
A definição de um ARG pode ser encontrada em [33] e [55]. A estrutura ARG se trata de
uma extensão de Grafo Relacional em que são agregadas informações a respeito das carac-
terísticas estruturais do padrão, bem como características simbólicas (cor por exemplo).
A definição formal encontrada em [33, 55] nos diz que um ARG é uma 4-tupla G = (V ,E ,µ,ω)
onde V indica o conjunto de vértices e E representa o conjunto de arestas do grafo e cada
vértice possui um vetor de atributos dado por µ : V → LV . Analogamente, existe um vetor de
atributos associado a cada aresta do grafo definido por ω : E → LE . Exemplos da utilização
de ARGs podem ser encontrados em [56], [57] e [58].
Muitas aplicações em visão computacional utilizam imagens como objetos de pesquisa
e as formas de trabalho adotadas para cada aplicação podem ser diferenciadas de acordo
com a abordagem sugerida. Um exemplo é uma aplicação que visa responder ao questiona-
mento sobre a existência ou não de determinado objeto em uma cena de vídeo (a qual pode
ser encarada como uma imagem).
Algumas formas de abordar os problemas encontrados em correspondência de imagens
são mais frequentemente relatadas na literatura merecendo especial atenção sobre a con-
dução do processo de associação entre imagens.
Na próxima seção discutiremos algumas dessas abordagens aplicadas ao problema de
associação de imagens.
2.3.2 Formas de abordagem para resolução de problemas de associação
em imagens
A tarefa de reconhecimento de imagens implica em várias formas de associação entre
elas, dependendo do interesse da aplicação. Apresentaremos algumas delas nesta seção.
As imagens exibidas nesta seção, usadas como exemplos das abordagens mencionadas,
são provenientes do banco de imagens MPEG-72 CE-Shape-1[59]. Esse banco de imagens é
formado por 1400 imagens com 70 classes de 20 imagens cada, sendo composto por silhue-
tas de vários objetos.
2http://mpeg.chiariglione.org/standards/mpeg-7/mpeg-7.htm
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2.3.2.1 Comparação de uma imagem com parte de outra imagem
Em geral, esse tipo de abordagem é encontrado em situações em que se procura deter-
minado objeto em uma imagem [53]. Essas abordagens inferem geralmente sobre o seguinte
questionamento: a imagem a existe “dentro” da imagem A. Como exemplo, na Figura 12
gostaríamos de responder se a imagem mostrada na Figura 12(a) está presente ou não na
imagem da Figura 12(b). O esperado, nesse exemplo, é uma resposta afirmativa. A Figura
13 mostra como seria a representação da resposta esperada para este exemplo. Se as ima-
gens são representadas por grafos, o problema de reconhecimento pode ser representado,
com algumas adaptações, por um problema conhecido em Teoria dos grafos: o problema de
isomorfismo de subgrafos.
(a) (b)
Figura 12: Exemplo de comparação. A imagem 12(a) está na imagem 12(b)?
Figura 13: Resposta esperada para a presença ou não de uma imagem em outra
2.3.2.2 Comparação de duas imagens
Com essa abordagem o que se espera é responder, qual o grau de semelhança entre duas
imagens, podendo ser total, caso em que as duas imagens são idênticas.
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Por exemplo, na Figura 14 a questão é responder com qual das duas imagens (Figuras
14(b) e 14(c)) a imagem presente na Figura 14(a) se assemelha mais.
Esse tipo de tratamento é base para as comparações efetuadas em bancos de imagens
e com essa resposta pode-se inferir a respeito de qual classe uma imagem pertence, como
será mostrado na próxima seção. Esse tipo de comparação, se as imagens são representadas
por grafos, pode ser descrito pelo problema de Isomorfismo de grafos [33].
(a) (b) (c)
Figura 14: Exemplo de comparação. A imagem 14(a) é mais semelhante a 14(b) ou a 14(c)
2.3.2.3 Comparação de uma imagem com um banco de imagens
Nesse tipo de abordagem, procede-se com várias comparações entre imagens como des-
crito na seção anterior, ou seja, uma imagem é comparada com outras imagens, uma a uma.
É um trabalho que, em geral, é efetuado visando obter uma medida de comparação um-
para-muitos e, por conseguinte, a atribuição da imagem sem classificação a uma classe já
conhecida.
Exemplos desse tipo de abordagem podem ser encontrados em [6], [60] e [61] onde testes
são efetuados sobre silhuetas de KIMIA3, o qual é composto por 99 imagens sendo 9 classes
com 11 imagens cada, e também com a base de imagens MPEG-7 [59].
A Figura 15 exemplifica esse tipo de abordagem onde a Figura 15(a), após a comparação
com as imagens do banco em 15(b) deve ser classificada como uma imagem de um “osso”.
Os problemas aqui expostos, sendo modelados através de grafos, como é a proposta
desse trabalho, podem ser resolvidos através do casamento de grafos. A próxima seção con-




Figura 15: Exemplo de comparação. A imagem 15(a) é comparada com as imagens do banco
15(b)
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3 O Problema de Associação de Grafos
Segundo [33], o reconhecimento de um padrão com a utilização de grafos deve ser feito
de tal forma que as informações estruturais sejam representadas através da modelagem de
um grafo.
Com isso pode-se fazer comparações entre as classes desconhecidas e classes de protó-
tipos previamente conhecidos elaborando classificações com base em medidas de similari-
dade e, a partir de tais medidas, inferir uma correspondência entre o conjunto de vértices de
um grafo com o conjunto de vértices de outro grafo bem como, os conjuntos de arestas de
cada grafo no par de grafos selecionado para comparação de maneira que as informações
estruturais de um grafo sejam identificadas no outro.
As formas de se abordar o casamento entre grafos podem ser divididas em dois grupos,
a correspondência exata e a inexata. Essas formas de casamento entre grafos serão descritas
a seguir.
3.1 Correspondência exata
Em [55] a correspondência exata entre grafos ou subgrafos é tratada sobre estruturas
precisamente descritas e consiste em um mapeamento entre os vértices dos grafos, feita
através de uma bijeção, com o intuito de manter a estrutura das arestas. De forma análoga,
essa ideia pode ser aplicada em isomorfismo de subgrafos onde a comparação é feita entre
um grafo e parte de outro grafo (subgrafo).
Dois grafos Ga = (Va ,Ea) e Gb = (Vb ,Eb) são ditos isomorfos, [62], se e somente se |Va | =
|Vb | e |Ea | = |Eb |, e existir uma bijeção f : Va → Vb tal que, (va1, va2) ∈ Ea se e somente se(
f (va1) , f (va2)
) ∈ Eb . Um exemplo de isomorfismo é apresentado na Figura 16.
Conforme [33, 55], no caso de isomorfismo de subgrafo, como o exemplo dado na Figura
17, o problema equivale a dizer que, dado dois grafos, Ga = (Va ,Ea) e Gb = (Vb ,Eb), Ga pos-
sui um subgrafo Gc isomorfo a Gb se existir um subconjunto Vc ⊆Va de vértices de Ga , bem
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Figura 16: Exemplo de isomorfismo. Ga é isomorfo a Gb
como um subconjunto Ec ⊆ Ea tais que, |Vc | = |Vb | e |Ec | = |Eb | e, ainda, existe uma função
biunívoca f : Vc → Vb tal que (vc1, vc2) ∈ Ec ⇐⇒
(
f (vc1) , f (vc2)
) ∈ Eb . Um caso especial e
importante encontrado na literatura é o problema do Máximo Subgrafo Comum (MCS, do
inglês Maximum Common Subgraph), onde se deseja encontrar o subgrafo de maior tama-
nho pertencente a Ga e que seja isomorfo a Gb [3].
3.2 Correspondência inexata
Segundo [33] grafos são usados na representação de muitas aplicações, mais especifi-
camente se tratando de imagens ([55]), estão propensos a terem imperfeições derivadas do
processo de aquisição de informações, variação dos padrões e outros casos de deformações.
Para a tarefa de reconhecimento de imagens representadas por esse tipo de grafos, a
abordagem utilizada geralmente é correspondência inexata de grafos onde a associação de
vértices que não mantém a condição de associação de arestas é permissível e são associados
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Figura 17: Exemplo de isomorfismo de subgrafo. Gc , subgrafo de Ga , é isomorfo a Gb
custos a cada associação sendo que esses custos são baseados em informações estruturais
e aos atributos provenientes dos vértices e arestas. Com isso, o mapeamento, nesse caso,
depende da minimização do custo total das associações, sendo que, não há garantia de ob-
tenção da melhor solução para o problema mas sim, de uma aproximação do mapeamento
ótimo, como descrito em [33].
Da definição dada em [63] temos que um casamento inexato, ou matching inexato, é
obtido quando, dados f1, . . . , fn todos os possíveis casamentos (inexatos) entre dois grafos
Ga e Gb quaisquer, obtemos f
∗, o melhor casamento entre Ga e Gb , o que implica, através












3.3 O reconhecimento de formas
O problema de reconhecimento de formas é encontrado na área de pesquisa sobre re-
conhecimento de padrões em imagens apresentando características distintas por se tratar
basicamente do processo de reconhecer uma imagem através dos detalhes de seu contorno
como descrito em [15].
Muitas são as formas de abordar esse problema e em muitos casos se utiliza da com-
paração entre grafos para proceder com o reconhecimento. Em [4] os autores modelam o
problema do reconhecimento de formas como o problema de associação entre árvores, uma
vez que traduzem a forma (imagem) através de um shock graph que é a árvore extraída pelo
esqueleto, ou eixo médio, da imagem adquirido no interior da forma. A extração desse eixo
médio é feita pela aquisição do lugar geométrico em que se encontram os pontos interiores
da forma que sejam minimamente equidistantes a dois pontos do seu contorno [64]. Esses
pontos médios formam o esqueleto da forma avaliando a largura da mesma onde é estabe-
lecido um fluxo que segue das regiões mais estreitas da forma para as regiões mais largas. A
Figura 18 mostra um exemplo de obtenção de um grafo no interior de uma forma, detalhes
podem ser vistos nos trabalhos de [64] e [65].
Figura 18: Obtenção do grafo interior a uma forma
A Figura 19 mostra um exemplo dos grafos que são comparados utilizando essa técnica.
Mais detalhes podem ser encontrados em [66].
Outro tipo de abordagem é mostrada em [67] onde os autores utilizam a coleta de in-
formações das bordas através de uma adaptação da técnica Shape Context, como mostrada
em[15], através do que eles chamam de Inner Distance Shape Context. Essa técnica é re-
gida pela aquisição de pontos que preenchem os bins observando o ângulo que tangencia
o contorno nos pontos de articulação da imagem, pois é esse ângulo que dá o sentido de
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Figura 19: Duas formas e os grafos formados pelos seus eixos médios. Fonte: [4]
orientação para o gráfico log-polar. Essa abordagem é encontrada também no trabalho de
[68].
No trabalho de [3], o autor dá uma contribuição sobre o reconhecimento de padrões
utilizando estruturas auxiliares denominadas Deformed Graphs, os quais são usados para
averiguar a mínima taxa de deformação sobre dois grafos em que se deseja efetuar uma as-
sociação.
Não obstante, em [3] é apresentada uma técnica fundamentada no paradigma estatís-
tico do reconhecimento de padrões onde o autor usa um procedimento de mensagens entre
os vértices executando um algoritmo com propagação de crenças - belief propagation - para
avaliar a melhor associação. Para custear a associação entre vértices o autor utiliza a mesma
função de custo usada na contribuição de vértices de sua implementação utilizando Defor-
med Graphs.
O algoritmo de propagação de crenças se baseia na troca de mensagens entre os vértices
do grafo através do sistema de vizinhança constituído pelo conjunto de arestas. Essas men-
sagens são vetores que armazenam custos de associação entre um vértice de um grafo e os
demais vértices de outro grafo. Mais detalhes sobre essa técnica podem ser encontrados em
[69] e [70].
Os resultados dos trabalhos de [3] e [67] serão usados no capítulo 5 para comparação
com os testes efetuados neste trabalho.
Nós procederemos com testes comparativos pelas técnicas de reconhecimento de for-
mas desenvolvidas em nosso trabalho com os resultados disponíveis em [3] aplicados à ba-
ses de imagens COIL e MNIST e com os resultados disponíveis em [67] para a base de ima-
gens KIMIA.
Os resultados dos testes efetuados bem como detalhes a respeito das instâncias das ba-
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ses de imagens utilizadas são descritos no capítulo 5.
Levando em consideração o trabalho mostrado por [3] observamos que é possível tra-
tar o problema de reconhecimento de formas através da associação de vértices em grafos
considerando que na função de custo a informação da associação das arestas, induzida pela
associação de vértices, é avaliada.
3.4 O problema de associação de pontos - PPM
Nosso trabalho trata o reconhecimento de formas em imagens através da associação de
pontos e assim como muitos encontrados na literatura, a modelagem do problema é repre-
sentada por associações entre grafos, os quais são obtidos por meio de aquisição de informa-
ções em imagens, por exemplo. Trabalhos que tratam do problema de associação de pontos
podem ser encontrados em [71], [72], [73], [74] e [75].
Em [16] é descrito suscintamente o problema de casamento de padrões de pontos (PPM),
do inglês Point Pattern Matching, o qual pode ser encarado como a tarefa de associar cada
ponto de um conjunto a um determinado ponto de outro conjunto, tendo uma restrição ou
um grupo de restrições a serem respeitadas e uma função objetivo, baseada em uma medida
de similaridade, cujo resultado deve ser minimizado.
A Figura 20 mostra um exemplo de associação entre um conjunto e outro conjunto o
qual é dado como base de informação. Nesse exemplo os padrões correspondentes são ro-
tacionados em relação de um ao outro.
Figura 20: Exemplo de reconhecimento de padrões de pontos
O PPM pode ser exato, quando o conjunto de pontos “procurado” é idêntico a todo ou
parte do conjunto de pontos da base de dados, ou inexato quando ocorre a presença de
algum tipo de deformação no padrão existente na base de dados. Vale ressaltar que, o re-
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conhecimento inexato é mais frequentemente encontrado em problemas da área de visão
computacional e, para o caso do casamento inexato, os algoritmos propostos devem ser con-
cebidos para operarem com algum grau de incerteza nas informações dos padrões e ainda
apresentar robutez dada a possível presença de dados estruturais corrompidos nos padrões
envolvidos ([16]).
Dadas as características do PPM como a necessidade de uma representação robusta e o
armazenamento de informações estruturais, entre outras, o mesmo pode ser encarado como
um problema de associação de grafos como descrito em [76] e apresentado em [77] e [78].
3.5 Modelagem do problema
Nossa abordagem, em suma, se configura como um problema quadrático de alocação,
do inglês Quadratic Assigment Problem (QAP), o qual, segundo [79] foi introduzido em 1957
por Koopmans e Beckmann como sendo um modelo matemático para alocação de um con-
junto indivisível de atividades econômicas, sendo sua formulação, como mostrada em [80],
baseada na existência de duas matrizes n×n tais que, sejam Ci j uma matriz de custos, Di j
uma matriz de distâncias e, tendo um conjunto de inteiros 1,2, . . . ,n com Sn indicando o






ci j dpi(i )pi( j) (3.1)
sobre todas as permutações pi ∈ Sn .
Da interpretação dada em [81], onde os autores descrevem o QAP como um problema
NP-Completo citando [82], o QAP pode ser entendido como um problema onde se possui
um conjunto com m departamentos os quais se deseja alocar a n locações fazendo com que,
para cada locação apenas um departamento seja alocado e, analogamente, cada departa-
mento é alocado em apenas uma locação.
No trabalho de [80] o PPM é interpretado como a tarefa de alocar um conjunto de insta-
lações num conjunto de localidades tendo o custo atribuído a esta tarefa como sendo uma
função em relação às distâncias e fluxos de movimentação entre as instalações adicionado
ao custo de se implantar determinada instalação em uma certa localidade.
Especificando assim, tem-se três matrizes n×n, Q = q i j , D = dkl e B = bi k , que represen-
tam o fluxo de movimentação (qi j ) entre a instalação i e j , a distância (dkl ) entre a localidade
k e a localidade l e o custo para a implantação (bi k ) da instalação i na localidade k. Dessa
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forma, sendo n o número de instalações e localidades e dado o conjunto N = {1,2, . . . ,n},










onde Sn é o conjunto de todas as permutaçõespi : N →N e cada produto individual qi j dpi(i )pi( j)
representa o custo para associar uma instalação i a uma locaçao j [79].
Em seu trabalho [3] utiliza uma modelagem semelhante para formular uma de suas apli-
cações para o casamento de pontos, e é esta modelagem que iremos utilizar em nosso tra-
balho.
De fato, pode-se fazer uma analogia a este tipo de aplicação onde cada ponto de um
conjunto (Gi nesse caso) é encarado como sendo o departamento e cada ponto em Gm seria
visualizado como a localidade onde se deseja fazer a alocação.
Essa analogia pode ser exemplificada pela Figura 21 na qual são exibidos dois grafos que
representam o conjunto de instalações e o conjunto de alocações, respectivamente em 21(a)
e 21(b), que são visualmente encarados como dois grafos, Gi e Gm , cujos vértices devem ser
associados. As arestas de Gi nesse caso são os fluxos de movimentação entre as instalações e
as arestas de Gm são as distâncias entre cada alocação. O custo de implantação se dá direta-
mente pela associação entre um vértice de Gi e um de Gm e completando a analogia, temos
na Figura 22 os custos de implantação para a instalação 2 em cada localidade representada
por letras. Os demais custos foram omitidos para permitir uma melhor visualização da ideia
que queríamos mostrar.
3.5.1 Modelagem para o problema de associação de pontos através da as-
sociação de grafos
Neste trabalho usaremos a concepção de grafos de atributos relacionais, do inglês At-
tributed Relational Graph (ARG) segundo a notação dada em [83] e caminharemos com um
procedimento de reconhecimento estrutural de padrões.
Dado G˜ = (V ,E) um grafo dirigido onde V representa o conjunto de vértices e E repre-
senta o conjunto de arestas, sendo que dois vértices a,b ∈V são ditos adjacentes se a aresta
(a,b) ∈ E , um ARG é definido como G = (V ,E ,µ,ω), onde µ : V → LV representa um vetor de
atributos para cada vértice de V e, similarmente,ω : E → LE representa um vetor de atributos
para cada aresta de E .
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(a) Conjunto de instalações (b) Conjunto de locações
Figura 21: Analogia: 21(a) é encarado como Gi e deve ser associado a 21(b) que é encarado
como Gm
Utilizamos aqui o conceito de reconhecimento baseado em modelos e, assim como em
[3] e [83], faremos uma comparação entre dois ARG’s, Gi =
(
Vi ,Ei ,µi ,ωi
)
denotado como
entrada, para representar a imagem que se deseja efetuar o reconhecimento, e chamamos
de modelo o grafo Gm =
(
Vm ,Em ,µm ,ωm
)
.
Para simplificarmos a referência às estruturas aqui utilizadas denotaremos, assim como
em [3], ARG apenas por grafo, assim sendo, |Vi | indica o número de vértices do grafo de
entrada e |Ei | indica o número de arestas. Analogamente, |Vm | indica o número de vértices
do grafo modelo e |Em | indica o número de arestas do mesmo. Dessa forma, o que buscamos
na associação de grafos é encontrar o mapeamento g : Vi →Vm que represente a associação
entre os vértices do grafo de entrada e do modelo.
A ideia central ao se usar uma modelagem do problema baseada em atribuição quadrá-
tica está relacionada ao fato de se buscar uma mensuração quanto a contribuição de vértices
(termo linear) e a contribuição das arestas (termo quadrático).
Em [3] o termo linear representa a distância de aparência (dA), cuja definição é condici-
onada ao problema abordado. Por exemplo, a contribuição de características de cores para
medir a dissimilaridade entre um vértice e outro no grafo (o que pode ser encarado sobre
as diferenças entre o tom de cinza que caracteriza um vértice e o tom de cinza de outro vér-
tice), o que não é o caso do nosso trabalho. Em nosso trabalho usaremos informações sobre
o posicionamento geométrico dos vértices, dada a sua disposição dentro da imagem, para
avaliar a contribuição de aparência no custo de nossa função.
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Figura 22: Analogia: custos de implantação da instalação nas localidades referentes
Além do termo linear, o termo quadrático é usado como uma função de avaliação estru-
tural do grafo a partir de suas adjacências. Esse termo é denotado por distância estrutural
(dS).
Dado o exposto, a associação entre grafos é mensurada pela minimização de uma função


























A equação 3.3 guarda similaridades em relaçao à equação 3.2 onde apontamos seme-
lhanças de modo com que o termo dA
(
vi , g (vi )
)
da equação 3.3 é equiparado ao termo bipi(i )
da equação 3.2 por representarem custos diretos relacionados à sobreposição de um vértice












e qi j dpi(i )pi( j), de suas respectivas equações,
são equiparados por tratarem custos relacionados às estruturas de vizinhança de cada vér-
tice.
Do exposto, ao utilizarmos grafos como representação dos objetos, inferimos que o nosso
objetivo é conseguir um mapeamento representado por um conjunto de associações entre
o conjunto de vértices do grafo de entrada e o conjunto de vértices do grafo modelo (prove-
niente do banco de dados de imagens utilizado) que minimize a equação 3.3. Para proce-
dermos com essa associação utilizamos não só informações provenientes dos vértices mas
também das arestas do grafo, informações estas que são tratadas como informações estru-
turais e constituem o termo quadrático da equação 3.3.
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A modelagem aqui proposta usa uma analogia entre o QAP e o que fora proposto em
[33] onde a autora utiliza parcelas de contribuições entre os custos de associação de vérti-
ces e os custos de associação de arestas e aqui, da mesma forma, nosso objetivo é minimizar
uma função de custo onde avaliamos a associação entre vértices e a associação entre arestas.
Dessa forma vamos proceder nos referindo sobre o custo de associação de vértices apenas
por contribuição de vértices, representado por cv , e o custo de associação de arestas, repre-
sentado por ce , como a contribuição das arestas na Equação 3.4:
f =α∑cv + (1−α)∑ce (3.4)
Analogamente à função objetivo do QAP, o termo linear corresponde à contribuição dos
vértices, enquanto o termo quadrático corresponde à contribuição das arestas, na função de
avaliação f . No próximo capítulo serão apresentadas várias propostas para atribuir a função
de avaliação (custos cv e ce ) neste trabalho.
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4 Estratégias de Resolução
Neste capítulo explicitaremos as técnicas empregadas neste trabalho para a tarefa de
reconhecer formas em imagens através da associação de grafos tomando como base o ca-
samento entre pontos onde, dados Gi e Gm , o resultado desejado é que seja retornado ao
usuário um mapeamento um para um de todos os vértices do grafo de entrada para os vér-
tices do grafo modelo.
Ainda neste capítulo serão detalhados os algoritmos propostos para serem aplicados em
três bases de testes diferentes, procedendo assim com um trabalho de comparação de uma
imagem de entrada, sem classificação, com imagens pertencentes a um banco de imagens
para averiguar a que classe a imagem de entrada deve ser classificada.
Para as informações estruturais das arestas propomos um método que avalia dois cri-
térios, um local, onde são avaliadas informações de comparação entre duas arestas como a
diferença de tamanho e rotação entre elas, e um critério global que avalia a posição relativa
da aresta dentro do grafo.
4.1 Representação da associação entre grafos
Em nosso trabalho a associação é representada por uma estrutura simples sendo uma
matriz de inteiros com duas colunas e com |Vi | linhas, onde cada valor na segunda coluna
representa o identificador do vértice correspondente do grafo modelo e, ainda, com o vér-
tice do grafo de entrada indicado pelo número presente na primeira coluna. Um exemplo
desse mapeamento é exibido na Tabela 1 onde a primeira coluna mostra os identificadores
dos vértices do grafo de entrada e a segunda coluna mostra os valores que representam os
identificadores dos vértices do grafo modelo.
Nesse exemplo, temos a situação fictícia em que o vértice de índice 0 (vi 0) do grafo de
entrada (Gi ) está associado ao vértice de índice 4 (vm4) do grafo modelo (Gm), vi 1 com vm3
e assim por diante conforme a sequência apresentada. A Figura 23 mostra a visualização
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gráfica desse exemplo onde os círculos brancos representam os vértices do grafo de entrada
e os círculos cinza são os vértices do modelo. Essa representação será útil na seção 4.4.2
onde apresentamos um método de melhoria de solução aplicado sobre as associações entre
os grafos.
Figura 23: Exemplo de associações geradas
4.2 Custo da associação entre grafos
Neste trabalho, o problema de interesse trata do mapeamento de Gi em Gm visando
associar todos os vértices do grafo de entrada com vértices do grafo modelo. Quando isso
não for possível (caso em que |Vi | > |Vm | por exemplo) os vértices não associados receberão
um custo de penalização simbolizando que os mesmos encontram-se desassociados. Desta
forma, a representação das associações será como o exposto na Figura 24 onde o grafo mo-
delo possui um vértice a menos que o grafo de entrada e, portanto, temos um caso em que
um vértice de Vi (no exemplo o vértice vi 4) está desassociado, o qual recebe custo de associ-
ação igual a cp que representa a penalidade atribuída. Essa penalidade é o pior valor obtido
entre as associações válidas ao final do processo algorítmico.
O termo c (vi , vm) indica o custo geral de associação entre os vértices vi ∈ Vi e vm ∈ Vm
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Figura 24: Exemplo de associações com penalização
dado pela equação 4.1.
c (vi , vm)=αcv (vi , vm)+ (1−α)ce (vi , vm) (4.1)
Das Equações 4.1 e 3.4 temos que o objetivo do nosso algoritmo é minimizar o somatório
da Eq. 4.2 onde o termo ce que avalia a contribuição das arestas é calculado pela comparação
entre as arestas adjacentes aos vértices vi e vm em seus respectivos grafos.
∑
c (vi , vm)=
∑
[αcv (vi , vm)+ (1−α)ce (vi , vm)] (4.2)
A equação 4.1 é usada para atribuir os custos das associações entre vértices e é comum
a todos os algoritmos aqui implementados assim, nosso objetivo é estabelecer as funções de
avaliação cv e ce a serem aplicadas para cada base de imagens.
4.3 Funções de avaliação
Os algoritmos implementados neste trabalho são estratégias classificadoras baseadas
em comparações com protótipos que são imagens contidas em bancos de imagens como
explicado na seção 2.3.2.3.
A função para custear a associação entre um vértice de Gi e um vértice de Gm trabalha
com dois tipos de avaliação: a contribuição de vértices cv (termo linear) e a contribuição de
arestas ce (termo quadrático), para custear uma associação entre dois grafos.
As funções de avaliação aplicadas a cada termo cv e ce são definidas nessa seção.
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4.3.1 Contribuição de vértices - Termo linear
Para custear a contribuição de vértices desenvolvemos dois métodos baseados em Shape
Context que serão descritos nas duas próximas subseções.
4.3.1.1 Shape Context Percentual - SC P
Com a finalidade de avaliar o custo da contribuição de vértices propomos uma adapta-
ção do que fora implementado por [3] para o custo da distância de aparência (que foi a no-
menclatura usada para a contribuição de vértices) de suas aplicações com relação ao Shape
Context apresentado em [15], [84] e [85].
A partir de uma imagem, a técnica original diz respeito a um histograma que é a re-
presentação gráfica da quantidade de pontos em bins obtidos através da sobreposição do
gráfico log-polar (onde se tem divisões quanto ao raio e ângulos) sobre cada ponto. A Figura
25 exemplifica um disco log-polar com três subdivisões de raio e oito angulares somando






















Figura 25: Gráfico log-polar
Com isso, cada bin, que é cada divisão desse gráfico, gera um valor numérico indicando a
contagem de pontos presentes dentro desse bin. Esse valor é armazenado em um vetor para,
ao final, computar um histograma. Dessa forma, quando comparados dois grafos, dado um
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vértice vi do primeiro grafo (de entrada), é calculado o histograma hi relativo às coordena-
das dos demais vértices presentes no grafo, conforme a Equação 4.3.
hi = #{v 6= vi : (v − vi ) ∈ bi n (k)} (4.3)
Este histograma é definido como o shape context de vi . Considerando o vértice vi do
grafo de entrada e o vértice vm do grafo modelo o custo de associação Ci j é dado pelo teste
estatístico χ2 (qui-quadrado) conforme a equação 4.4:







Nessa equação hi (k) e hm (k) denotam o k-ésimo histograma normalizado do vértice v i
e vm , respectivamente.
Um exemplo simples do cálculo efetuado pode ser visto na Figura 26 onde são ilustradas
duas aquisições de pontos, a primeira em Gi e a segunda em Gm . O cálculo para este caso,
onde o único bin preenchido em Gi possui 10 pontos no seu interior e seu correspondente
em Gm não possui nenhum ponto em seu interior, é tal que, seu custo vale
(10−0)2
10 = 10, e da
fórmula 4.4 temos que o valor do Ci j para esse caso é
10
2 = 5.
Os histogramas referentes às tomadas de pontos ilustradas na Figura 26 são mostrados
na Figura 27(b) sendo que o histograma ilustrado em 27(a) é referente à tomada de pontos
mostrada em 26(a) e o ilustrado em 27(b) é referente à tomada de pontos mostrada em 26(b).
(a) (b)
Figura 26: Exemplo para cálculo de Ci j : a imagem em 26(a) representa tomada de pontos
para o histograma de um ponto de Gi e a imagem em 26(b) se refere à tomada de pontos em
Gm
A nossa abordagem difere da formulação original, onde não usamos a medida estatística
χ2 mas sim a diferença percentual entre os valores numéricos armazenados relativos a cada
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(a) (b)
Figura 27: A imagem em 26(a) gera o histograma 27(a) e a imagem em 26(b) gera o histo-
grama 27(b)
bin, obtendo, ao final uma média dessas diferenças. O objetivo único nesse caso é a obten-
ção um resultado numérico final pertencente ao conjunto de valores [0. . .1]. Dessa forma o
temo linear C ′i m é calculado pela equação 4.5.






max (hi (k) ,hm (k))
(4.5)
Com isso, o exemplo dado na Figura 26 teria seu cálculo com o custo de |10−0|10 = 1, ou
100% de diferença. Daí, o valor de C ′i j para esse caso será
1
24 , dado que a soma dos outros
bins é zero.
Nos referiremos à essa adaptação como SC P , abreviatura de Shape Context Percentual.
Ressaltamos ainda que o exemplo dado nessa seção é fictício e tem caráter apenas infor-
mativo, nas nossas implementações utilizamos as mesmas configurações de [15] tendo 5
divisões de raio e 12 divisões angulares totalizando 60 bins.
Assim, o cálculo do SC P para comparação entre um vértice vi do grafo de entrada e um
vértice vm do grafo modelo é dado pela Equação 4.6:





max (hi (k) ,hm (k))
(4.6)
4.3.1.2 Shape Context para arestas - SC A
Um outro tipo de avaliação para a contribuição de vértices leva em consideração a exis-
tência de aresta(s) conectada(s) ao vértice em que se deseja adquirir informações.
A idéia inicial é proveniente do que foi proposto em [29] baseado em [5], ou seja, uma
adequação da técnica de Hashing Geométrico (HG), a qual trabalha com uma fase offline
para proceder com as transformações necessárias para obtenção das bases que formam a
tabela hash daquela técnica e uma fase online onde se estabelece o reconhecimento de uma
58
base dada como entrada.
Na fase offline do HG, cada aresta se transforma em uma base de comprimento unitário
através de transformações geométricas (rotação, translação e escalonamento) no plano 2D
e as informações a respeito dos demais pontos são armazenadas constituindo um banco de
informações de histogramas que é utilizado na fase online, ou seja, na fase de comparação.
Mais detalhes a respeito do Hashing Geométrico podem ser obtidos em [86].
Na Figura 28 é ilustrado um conjunto de pontos dado como modelo, o qual é submetido
a essas transformações geométricas e posicionado sobre o eixo horizontal para a aquisição
dos pontos para a composição dos respectivos histogramas. No exemplo mostrado na figura,
temos a base para construção da tabela hash formada pelos pontos v6 e v4.
De acordo com a ilustração da Figura 28, primeiramente é passado o conjunto de pontos
original que, em seguida, sofre transformações geométricas de escalabilidade a fim de que
a distância entre os pontos que se deseja captar informações (no caso v6 e v4) seja unitária.
Após esse processo de escalonamento, uma operação de rotação e translação é efetuada so-









, só nesse momento as informações










Figura 28: Tomada de base - HG. Fonte:[5], com adaptação
A Figura 30 dá um exemplo do que foi proposto inicialmente como diferencial da técnica
original. Cada aresta ilustrada na Figura 29, sofre as transformações geométricas sugeridas
pelo Hashing Geométrico, contudo, não há a fase de pré-processamento offline e a avaliação
é feita com base na comparação direta das arestas vizinhas àquelas selecionadas.
Após o processo de escalonamento, rotação e translação das arestas de entrada e do
modelo sobre um eixo imaginário, os vértices das arestas vizinhas são comparados a partir
da distância euclidiana dos vértices extremos das arestas vizinhas à aresta escolhida para
formar a base.
Observando essa proposta e atentando para o que foi relatado em [3] quanto às infor-
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(a) Aresta de entrada
(preenchida)
(b) Aresta do modelo (vazada)
Figura 29: Arestas de entrada e do modelo com suas respectivas vizinhas
Figura 30: Comparação de arestas - HG
mações de aparência das imagens, notamos que a técnica, empregada dessa forma, não
resultaria em bons frutos dado que, como a comparação proposta não trabalhava com o
pré-processamento original, informações preciosas a respeito do posicionamento real dos
vértices no grafo seriam perdidas nos processos de transformações geométricas além de não
serem comparados todos os pontos do grafo mas apenas os vizinhos à aresta selecionada.
Neste trabalho queremos evitar a fase offline. Desta forma, procederemos com as trans-
formações não no conjunto de pontos mas sim na transformação geométrica do gráfico log-
polar antes da obtenção dos pontos que irão constituir nossos histogramas. A partir desse
estudo, adaptamos o método levando em consideração o posicionamento das arestas em
relação aos seus vértices extremos.
A tomada dos pontos no que se refere ao Shape Context para Arestas - SC A - é dada pelo
ponto médio de cada aresta, onde é feita uma rotação no disco log-polar no momento da
aquisição dos dados. Essa rotação do disco é feita levando-se em consideração o sentido
da aresta em questão, ou seja, dada uma aresta (a,b) qualquer, os eixos do gráfico log-polar
devem estar perpendiculares a esta aresta conforme mostrado na Figura 31.
Por exemplo, tomando como base a aresta (6,7) do grafo de exemplo mostrado na Figura
32, a tomada de pontos faz com que o eixo das ordenadas tenha sentido de crescimento













Figura 32: Exemplo de grafo
A Figura 33(a) mostra a tomada de dados da técnica SCP. Na sequência, nós temos a cen-
tralização dos eixos do grafo log-polar coincidindo com o ponto médio da aresta escolhida
como exemplo (Figura 33(b)) e o efeito de rotação mostrado na Figura 33(c).
Dessa forma, inferimos que o cálculo do SC A pode ser expresso como uma função que
recebe como parâmetros duas arestas ei e em , de entrada e do modelo, respectivamente,
conforme a Equação 4.7. O pseudocódigo de cálculo do SC A está disposto no Algoritmo 1.
SC A (ei ,em)= SC P
(
pMedi o(ei ), pMedi o(em)
)
(4.7)
Algoritmo 1: Cálculo do custo SCA entre ei e em
Dados: ei ,em
Resultado: cSC A
1 pmi ← pontoMedi o(ei );
2 pmm ← pontoMedi o(em);
3 cSC A ← SC P (pmi , pmm);
O pseudocódigo descrito no Algoritmo 1 mostra como o SCA é calculado para duas ares-
tas e segue os seguintes procedimentos em suas linhas:
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(a) Tomada de dados SCP
(b) SCA - ponto médio da aresta (c) SCA - rotação
Figura 33: Diferenças da técnica original e a adaptada
• Linha 1: são calculadas as coordenadas do ponto médio referente à aresta ei .
• Linha 2: são calculadas as coordenadas do ponto médio referente à aresta em .
• Linha 3: é calculado o custo SC P , como na Eq. 4.6, para os pontos médios de cada
aresta e este é atribuído como sendo o custo SC A da função.
Nesta abordagem, procederemos com a aquisição das informações referentes ao SC A atra-
vés das arestas ligadas ao vértice que será usado como comparação.
Visualmente, nós temos que a técnica procede como no exemplo mostrado nas Figuras
34 e 35 para a tomada de informações sobre a aresta (vi 0, vi 4) e, como neste exemplo o ponto
em questão para a tomada de dados é o vértice vi 0. A próxima aquisição de informações é




Figura 34: Tomada de dados SCA, aresta 01
vi0 vi1
vi4
Figura 35: Tomada de dados SCA, aresta 02
A aquisição de informações para a criação dos histogramas em relação aos bins procede
da mesma forma que no SC P (definido na seção 4.3.1.1) só que agora com o eixo do gráfico
log-polar rotacionado.
Caso um ponto vi tenha aresta incidente e outro vm , o qual está se verificando a possibi-
lidade de associação, não possua, o SC A não é calculado. A situação é análoga, quando um
vértice vm tem aresta incidente e vi não.
O custo SC AV atribuído na comparação entre dois vértices é avaliado como a média
aritmética dos resultados do SC A da Eq. 4.7 para as duas arestas. Dessa forma teremos que,
dadas duas arestas ei 1 e ei 2 ligadas a um vértice vi ∈Vi e outras duas arestas em1 e em2 ligadas
a um vértice vm ∈Vm o cálculo do SC AV procede conforme a Eq. 4.8:
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SC AV (vi , vm)=

SC A(ei 1,em1)+SC A(ei 2,em2)
2 ,
SC A (ei 1,em1) ,
SC A (ei 2,em2) ,
0 ,
SC A (ei 1,em1) 6= 0∧SC A (ei 2,em2) 6= 0
SC A (ei 1,em1) 6= 0∧SC A (ei 2,em2)= 0
SC A (ei 1,em1)= 0∧SC A (ei 2,em2) 6= 0
SC A (ei 1,em1)= 0∧SC A (ei 2,em2)= 0
(4.8)
Como podemos observar na Equação 4.8, caso tenha apenas um termo calculado (ape-
nas um par de arestas comparado) o SC AV é dado pelo valor desse termo apenas.
Vale ressaltar que, com o emprego dessa técnica, o que esperamos é amenizar os efeitos
da rotação nas comparações que são encontradas entre imagens. Um exemplo do que espe-
ramos é apresentado na Figura 36(a) onde temos a letra “A” representada como um grafo e a
tomada do SC P para determinado ponto. Na Figura 36(b) temos o mesmo grafo agora sob
efeito de rotação. Podemos observar que o SC P para o mesmo ponto não produz o mesmo
resultado.
(a) Exemplo de grafo (b) Exemplo de grafo rotacionado
Figura 36: Exemplo de tomada de SC
Já no exemplo mostrado na Figura 37 mostramos o que estamos esperando de resultado,
já que, com base na posição relativa da aresta em que se toma os dados (Figura 37(a)), após
uma rotação, o sentido de aquisição dos dados para o histograma continua o mesmo, em
relação ao grafo como um todo, como podemos observar na Figura 37(b).
Finalmente, a Equação 4.9 descreve o cálculo de contribuição de vértices desta aborda-
gem. Ela é definida como um balanceamento, através do parâmetro λ (lambda), entre as
funções descritas em 4.6 e 4.8.
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(a) Exemplo de grafo (b) Exemplo de grafo rotacionado
Figura 37: Exemplo de tomada de SC - adaptado
cv (vi , vm)=λSC P (vi , vm)+ (1−λ)SC AV (vi , vm) (4.9)
onde temos 0≤λ≤ 1.
4.3.2 Comparação de arestas usando busca em profundidade
Os grafos que usamos em nosso trabalho são definidos como florestas, ou seja, formados
por árvores que são componentes conexas sem ciclos [62].
Definimos ainda, devido ao tipo de imagem de uma das aplicações de interesse, que os
graus dos vértices podem ser somente 0, 1 ou 2.
Valendo-nos dessa estrutura, avaliamos a contribuição das arestas tomando uma busca
em profundidade aplicada aos grafos comparados que chamamos aqui de comparação em
níveis.
Partindo de dois vértices dados como parâmetros de comparação, um de Vi e outro de
Vm , essa busca em profundidade é efetuada conforme [87] através da formação do caminho
do vértice escolhido, chamado de raiz, até as folhas da árvore ou até que um número de
níveis de profundidade previamente indicado seja atingido.
Para facilitar o entendimento neste trabalho chamaremos a profundidade como nível
e a avaliação se dá a cada comparação de vértices, onde é formado o caminho dado pela
estrutura de arestas adjacentes que se inicia no vértice correspondente (raiz da subárvore).
Essa subárvore é formada tanto a partir de vi quanto a partir de vm diretamente em seus
respectivos grafos Gi e Gm e a comparação é feita a partir das arestas diretamente ligadas à
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raiz (vi e vm) em direção às folhas das subárvores comparando duas arestas (uma de Gi e
uma de Gm) que estejam na mesma profundidade na respectiva árvore. Esse procedimento
é ilustrado na Figura 38, com a seleção dos vértices que serão comparados, na Figura 39, com
a formação das subárvores em Gi e Gm , e na Figura 40 que representa a comparação entre
arestas que estejam na mesma profundidade.
Através das subárvores formadas a partir de vi (em Gi ) e vm (em Gm), a avaliação é feita
comparando-se arestas duas a duas, uma de Gi e uma de Gm , que estejam no mesmo nível.
Essa comparação é efetuada de acordo com a função de custo multicritério para arestas, c ′e ,
exibida na seção 4.3.3.
Como a comparação é feita em cada nível o processo de execução caminha para os ad-
jacentes nas subárvores e as respectivas arestas de Ei e Em são comparadas.
O número de níveis, N , para comparação é um parâmetro de entrada do algoritmo res-
ponsável pela execução desse procedimento. Caso a subárvore não alcance o número total
de níveis estipulado para a comparação, caminha-se o máximo possível até que se encontre
um nó folha (de grau um). No caso de existir ainda arestas, como é o caso da aresta em5 ilus-
trada na Figura 40, a mesma é descartada para a comparação e não se atribui custo algum.
Esse procedimento é o mostrado no pseudocódigo presente no Algoritmo 2.
Os detalhes a respeito da execução do Algoritmo 2 são mostrados a seguir:
• Linha 1: inicializado o contador de avaliações efetuadas.
• Linha 2: inicializado o somador dos custos de avaliação de arestas.
• Linha 3: laço para a contagem de níveis à direita.
• Linha 4: seleciona uma aresta à direita em Gi que esteja ligada a vi pela sua subárvore
de adjacência.
• Linha 5: seleciona uma aresta à direita em Gm que esteja ligada a vm pela sua subárvore
de adjacência.
• Linha 6: verifica se ambas as arestas selecionadas não são nulas.
• Linha 7: se as arestas não são nulas então calcula-se c ′e e esse valor é somado ao valor
de ce
• Linha 8: é incrementado o contador de avaliações efetuadas.
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Algoritmo 2: Cálculo do custo de associação de arestas em níveis
Dados: vi ∈Vi , vm ∈Vm ,ni vei s
Resultado: ce
1 N = 0;
2 ce = 0;
3 para x = 1 até ni vei s faça
4 ei ← pr oxi ma Ar est a ADi r ei t a (vi , x);
5 em ← pr oxi ma Ar est a ADi r ei t a (vm , x);
6 se (ei 6= nulo) e (em 6= nulo) então
7 ce = ce + c ′e (ei ,em);
8 N =N +1;
9 fim
10 fim
11 para x = 1 até ni vei s faça
12 ei ← pr oxi ma Ar est a AE squer d a (vi , x);
13 em ← pr oxi ma Ar est a AE squer d a (vm , x);
14 se (ei 6= nulo) e (em 6= nulo) então
15 ce = ce + c ′e (ei ,em);
16 N =N +1;
17 fim
18 fim
19 se N > 0 então




• Linha 11: laço para a contagem de níveis à esquerda.
• Linha 12: seleciona uma aresta à esquerda em Gi que esteja ligada a vi pela sua subár-
vore de adjacência.
• Linha 13: seleciona uma aresta à esquerda em Gm que esteja ligada a vm pela sua su-
bárvore de adjacência.
• Linha 14: verifica se ambas as arestas selecionadas não são nulas.
• Linha 15: se as arestas não são nulas então calcula-se c ′e e esse valor é somado ao valor
de ce .
• Linha 16: é incrementado o contador de avaliações efetuadas.
• Linha 19: verifica se o contador de avaliações é maior que zero.




• Linha 22: se o contador de avaliações for igual a zero então retorna o valor igual a zero.
Tomando como exemplo os grafos ilustrados na Figura 38 onde são selecionados os vérti-
ces vi 0 e vm0 para serem comparados, temos que os caminhos formados são os exibidos na
Figura 39.
(a) Gi (b) Gm
Figura 38: Vértices selecionados para comparação vi 0 e vm0
Na Figura 39(a) é ilustrado um exemplo de subárvore formada a partir do vértice vi 0 ∈Vi
e na Figura 39(b) temos um exemplo de subárvore formada a partir do vértice vm0 ∈Vm . Por
fim, a Figura 40 mostra um esquema de comparação em níveis, nesse caso temos dois níveis,
para cada caminhamento a esquerda e a direita do vértice principal (raiz da subárvore).
Ressaltamos que esse tipo de abordagem foi possível dada a natureza das imagens aqui
tratadas (relativas a uma das bases de imagens usada nos experimentos computacionais),
as quais possuem características de contorno muito bem definidas, pois não haveria como
usar esse tipo de tratamento para vértices com grau maior que 2.
4.3.3 Avaliação multicritério para arestas
Com a finalidade de averiguar a melhor comparação entre arestas duas a duas, foi pro-
posta uma comparação onde são avaliados dois critérios, um atribuído às características
locais e outro onde são avaliadas características globais em relação ao grafo a que as arestas
pertencem.
A nomenclatura utilizada, local e global, se dá pelo fato de termos duas comparações
distintas em relação à disposição das arestas, a saber:
• O critério local leva em consideração a comparação direta entre as arestas, avaliando,
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(a) Subárvore de Gi
(b) Subárvore de Gm
Figura 39: Arestas a serem comparadas - Vértices vi 0 e vm0
por exemplo, dados como comprimento e o ângulo formado dada a sobreposição de
duas arestas em relação ao ponto médio de cada uma.
• O critério global avalia a posição relativa de cada aresta em relação ao grafo onde a
mesma está inserida.
4.3.3.1 Critério local para avaliação de arestas - ceLoc al
A avaliação local considera uma comparação sobre as características geométricas de
cada aresta, vistas como uma sobreposição em relação aos seus vértices iniciais.
Dessa forma, ao tomarmos duas arestas ei = (vi 1, vi 2) ∈ Ei e em = (vm1, vm2) ∈ Em , o cri-
tério de avaliação local é dado avaliando a diferença percentual entre os ângulos das arestas
em relação à posição vertical e, também, avaliando a diferença percentual entre o compri-
mento das duas arestas.
Para facilitar o entendimento preparamos o seguinte exemplo: tomemos as arestas ei e
em da Figura 41. Na Figura 42 são exibidos os ângulos βi e βm referentes a cada uma das
arestas, ei e em respectivamente, em relação ao eixo vertical.
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(b) Aresta de Gm
Figura 41: Arestas a serem comparadas - ceLocal
Na Figura 43 representamos o comprimento de cada aresta, em unidades de medida,
sendo di o comprimento referente a ei e dm referente a em .
Com essas informações, nosso critério de avaliação local é calculado tomando dois fa-
tores, um angular e outro linear. O fator angular local é calculado segundo a Eq. 4.10:

















Figura 42: Ângulos entre ei e em - ceLocal
di
(a) Comprimento de ei
dm
(b) Comprimento de em
Figura 43: Comprimentos das arestas - ceLocal
feLi near Local (ei ,em)=
|di −dm |
M ax (di ,dm)
(4.11)
Dessa forma, tomando os resultados obtidos na Eq. 4.10 e na Eq. 4.11 o cálculo do cri-




1+ feLi near Local (ei ,em)
)× (1+ fe Ang ul ar Local (ei ,em))−1]
3
(4.12)
4.3.3.2 Critério global para avaliação de arestas - ceGl obal
Nós desenvolvemos dois tipos de avaliação que podem ser aplicadas como critério de
avaliação global na comparação de arestas.
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Critério de avaliação global 01 - (ceGl obal01 ): leva em consideração a disposição das ares-
tas em relação à estrutura formada pela descida em profundidade apresentada na seção 4.3.2
através de comparações entre os pontos médios de cada aresta existente nas subárvores for-
madas durante a comparação em níveis.
Esse critério de avaliação leva em conta a estrutura do grafo, tomando como base uma
comparação dos ângulos formados entre a aresta ligada diretamente ao vértice comparado
(adjacente ao vértice) e o segmento de reta formado pelos pontos médios de cada aresta em
cada nível, bem como a distância entre os mesmos.
A Figura 44(a) mostra um grafo usado como exemplo para a aquisição de informações.
Tendo como base o vértice vi 0, para o primeiro nível, os dados são tomados conforme a
Figura 44(b) onde são mensurados os ângulos entre as arestas e as distâncias relativas aos
pontos médios de cada uma.
A Figura 44(c) esboça o mesmo processo de avaliação para o segundo nível e analoga-














(b) Aquisição de informa-










(c) Aquisição de informações - nível 2
Figura 44: Aquisição de informações globais em níveis
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A cada nível da árvore a avaliação global é feita com um cálculo análogo aos utilizados
para o critério de avaliação local. Dessa forma, sendo θi k o ângulo obtido na tomada de
dados em Gi no nível k, θmk o ângulo obtido na tomada de dados em Gm para o mesmo
nível, Di k a distância entre as arestas de Gi no mesmo nível k e Dmk a distância entre as
arestas de Gm , os fatores angular e linear global são dados, respectivamente, nas Equações
4.13 e 4.14.
fe Ang ul arGlobal01 (ei ,em)=

|θi k−θmk |
M ax(θi k ,θmk )
0
, (θi k +θmk ) 6= 0
, (θi k +θmk )= 0
(4.13)
feLi nearGlobal01 (ei ,em)=
|Di k −Dmk |
M ax (Di k ,Dmk )
(4.14)
Dessa forma, tomando os resultados obtidos nas equações 4.13 e 4.14, o cálculo do crité-
rio de avaliação de arestas global 01 (ceGlobal01 ) é expresso, no intervalo [0. . .1], pela fórmula:
ceGlobal01 (ei ,em)=[(
1+ feLi nearGlobal01 (ei ,em)
)× (1+ fe Ang ul arGlobal01 (ei ,em))−1]
3
(4.15)
A Figura 45 mostra um exemplo dos dados que serão comparados para uma composição

















(b) Dados de Gm
Figura 45: Informações globais para comparação no nível 1
Critério de avaliação global 02 - (ceGl obal02 ): para o segundo tipo de avaliação global
também usaremos a comparação em níveis descrita na seção 4.3.2 diferenciando em relação
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ao ceGlobal01 por não trabalhar com um ponto fixo nas arestas que estão diretamente ligadas
ao vértice usado no momento da comparação, ou seja, duas arestas quaisquer podem ser
comparadas diretamente através dos pontos médios de cada uma sem se atrelar a um ponto
fixo em relação às arestas diretamente ligadas (adjacentes) ao vértice comparado momento.
Esse critério de avaliação global é baseado na comparação direta entre duas arestas atra-
vés de seus pontos médios em cada nível. Para tanto, da mesma forma que no ceGlobal01 ,
observamos dois fatores preponderantes, o fator angular e o fator linear.
Primeiro, calculamos o ângulo em relação à horizontal formado por esses dois pontos.
Consideramos neste trabalho que esse ângulo pode variar entre 0 e pi2 radianos.
A Figura 46 mostra como esse ângulo é medido dos pontos médios de duas arestas com-
paradas onde, no eixo horizontal no plano cartesiano o ângulo tem valor 0 (zero). Esse ân-
gulo cresce até um valor máximo de pi2 tanto para cima quanto para baixo não importando se
está à direita ou à esquerda do eixo vertical. Dessa forma podemos observar em que pontos




Figura 46: Valores possíveis para o fator angular global 02
Na Figura 47 observamos um exemplo de como é obtido o ângulo entre duas arestas ei ,
da entrada, e em do modelo, a partir dos seus pontos médios.
Após a obtenção desse ângulo, o mesmo é dividido por pi2 , que é o maior valor possível,
mantendo assim o padrão de valores estipulado para este trabalho. Dessa forma temos que
o fator angular global 02 é dado pela Equação 4.16:




O fator linear é obtido, também, através dos pontos médios de cada aresta comparada.
Como este se refere à distância entre as arestas, o mesmo é dividido pela máxima distância





Figura 47: Tomada de fator angular global 02
tor é dividido pelo comprimento da diagonal da imagem, ou seja, a maior distância possível




Figura 48: Tomada de fator linear global 02
Assim, para duas arestas que possuem a distância Dg entre seus pontos médios, temos
que o fator linear global 02 é dado pela Equação 4.17:
feLi nearGlobal02 =
Dg
M axi maDi st anci a
(4.17)
Dessa forma, o critério de avaliação global de arestas 02 (ceGlobal02 ) é dado pela Equação
4.18:
ceGlobal02 (ei ,em)=[(
1+ feLi nearGlobal02 (ei ,em)




Cálculo do critério de avaliação global Com os cálculos das Equações 4.15 e 4.18, o crité-
rio de avaliação global (ceGlobal ) para duas arestas é dado usando o cálculo da Eq. 4.19:
ceGlobal (ei ,em)=σceGlobal01 (ei ,em)+ (1−σ)ceGlobal02 (ei ,em) (4.19)
onde o parâmetro σ assume os valores 0 ou 1, indicando que é possível o uso apenas da
Equação 4.15 ou 4.18, exclusivamente.
4.3.3.3 Cálculo para o custo da avaliação multicritério de arestas - c ′e
Essa proposta foi estabelecida tomando como base ideias da técnica de otimização mul-
tiobjetivo [88] e [89], onde o que temos é a tarefa de minimizar uma função de custo consti-
tuída de outras subfunções.
Dessa forma, o custo da avaliação multicritério de arestas c ′e é dividido em duas subfun-
ções que avaliam o custo local (ceLocal ) da Eq. 4.12 e o custo global (ceGlobal ) da Eq. 4.19.
Assim, temos que nosso objetivo para o custo de associação entre arestas visa uma minimi-
zação de uma função formada por subfunções conforme a Eq. 4.20.
c ′e (ei ,em)= Fe (ceLocal (ei ,em) ,ceGlobal (ei ,em)) , Fe
(
x, y
)= x ∗ y (4.20)
Como nosso objetivo é minimizar uma função que avalia o custo de associação entre
dois grafos, optamos por usar os custos, local e global, como parâmetros em uma função de
multiplicação, ou seja, tornando um critério como fator multiplicativo do outro. Como as
subfunções utilizadas possuem imagem no intervalo [0. . .1]⊂R, quanto menores os valores
de entrada, mais rápido a função deve convergir para um valor mínimo.
Não obstante, como na operação de multiplicação, quando um dos termos é nulo, o re-
sultado da operação se torna nulo, devemos atentar para o fato de que quando um critério,
local ou global, é nulo e o outro não, indicando que as arestas comparadas são diferentes en-
tre si, usando diretamente a multiplicação o resultado final da operação será nulo indicando
que as arestas são idênticas, o que é falso.
Para tratarmos essa exceção, usaremos uma função condicional, dessa forma, o custo da
avaliação multicritério de arestas é dado conforme a Equação 4.21.
76
c ′e (ei ,em)=
 ceLocal (ei ,em)× ceGlobal (ei ,em)ceLocal (ei ,em)+ ceGlobal (ei ,em)
, ceLocal (ei ,em) 6= 0∧ ceGlobal (ei ,em) 6= 0
, ceLocal (ei ,em)= 0∨ ceGlobal (ei ,em)= 0
(4.21)
4.3.4 Contribuição das arestas - Termo quadrático
Nós formulamos a contribuição de arestas a partir das funções que foram propostas
usando a comparação em níveis da Seção 4.3.2, onde é aplicada, a cada nível, a avaliação
multicritério c ′e (Seção 4.3.3) entre duas arestas ei e em usando a função descrita pela Equa-
ção 4.21.
4.3.4.1 Cálculo da contribuição de arestas - ce
Para este procedimento são considerados dois conjuntos de arestas vinculados a cada
um dos vértices vi e vm . Um conjunto se refere à descida em nível por uma aresta adjacente
e o outro conjunto se refere à descida em nível pela outra aresta, à direita e à esquerda do
vértice, respectivamente. Dessa forma teremos dois conjuntos Ei 1 ⊆ Ei e Ei 2 ⊆ Ei que são
vinculados a vi e outros dois conjuntos Em1 ⊆ Em e Em2 ⊆ Em vinculados a vm .
Complementando a expressão teremos
Ei 1 = {ei 11, . . . ,ei 1k }
o conjunto de arestas pertencente ao caminho formado à esquerda do vértice selecionado
vi , e
Ei 2 = {ei 21, . . . ,ei 2k }
o conjunto das arestas à direita do vértice vi .
De forma análoga, essa representação é usada para os conjuntos de arestas do vértice
modelo vm , sendo representados por
Em1 = {em11, . . . ,em1k }
o conjunto de arestas à esquerda do vértice selecionado vm , e
Em1 = {em21, . . . ,em2k }
o conjunto das arestas à esquerda de vm .
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O custo final é dado pela média das somas dos custos de comparação multicritério entre
arestas em cada nível.
O número máximo de arestas comparadas é 2N pois pode-se ter N arestas formando a
subárvore à direita do vértice e N arestas na subárvore à esquerda.
Assim, sendo 2N o número máximo de arestas comparadas e c ′e o custo para associar
uma aresta da entrada e outra do modelo através da avaliação multicritério, temos o custo
da contribuição de arestas ce (vi , vm), conforme a equação 4.22, dada por:




c ′e (ei 1k ,em1k )
)+∑Mi n(|Ei 2|,|Em2|)k=1 (c ′e (ei 2k ,em2k ))]
Mi n (|Ei 1| , |Em1|)+Mi n (|Ei 2| , |Em2|)
(4.22)
sendo que para um vértice isolado, ou seja, sem ligação com outros vértices, esse custo é
zero.
4.4 Método de associação
Nosso algoritmo trabalha em duas fases, uma construtiva, com a geração de uma solu-
ção inicial gulosa, e uma fase de otimização em que trabalhamos com uma estratégia heu-
rística a fim de proceder com um refinamento da solução obtida inicialmente.
4.4.1 Geração da solução inicial
Para a geração da solução inicial, usamos um algoritmo simples baseado na estratégia
apresentada por [3] em sua aplicação no cálculo de homomorfismo usando através da com-
paração entre cada vértice do grafo de entrada e cada vértice do grafo de modelo.
Primeiro geramos todas as associações possíveis que são armazenadas em uma lista.
Após isso, ordenamos a lista de associações e as menos custosas são escolhidas para a cons-
trução da solução inicial. O pseudo-código do algoritmo de construção da solução inicial é
apresentado no Algoritmo 3 cujo resultado é denominado de Ai ni ci al [|Vi |][2] o qual indica a
matriz solução explicada na seção 3.5.1.
O pseudo-código do Algoritmo 3 pode ser detalhado como a seguir:
• Linha 1: temos a quantidade de vértices em Gi .
• Linha 2: temos a quantidade de vértices em Gm .
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Algoritmo 3: Geração da solução inicial
Dados: Gi (Vi ,Ei ),Gm(Vm ,Em)
Resultado: Conjunto de associações Ai ni ci al [|Vi |][2]
1 q ←|Vi |;
2 p ←|Vm |;
3 Ag er al ← g er aTod as Associ acoes();
/* Associações entre Vi e Vm */




; /* Ordena por custo */
5 tot al ←|Vm |× |Vi |; /* Número total de associações */
6 x = 1;
7 c = 1;
8 enquanto x ≤ tot al faça
9 se nao Associ ou(Ag er al [x][0]) então
10 Ai ni ci al [c][0]← Ag er al [x][0];
11 Ai ni ci al [c][1]← Ag er al [x][1];
12 associ ou(Ai ni ci al [c][0]);
13 c = c+1;
14 fim
15 x = x+1;
16 fim
17 se q > p então
18 para x = 1 até q faça
19 se nao Associ ou (x) então
20 Ai ni ci al [x][0]= x;




• Linha 3: a função g er aTod as Associ acoes() gera as associações possíveis entre os
vi ’s e os vm ’s dos grafos de entrada e do modelo, respectivamente, e armazena essas
associações em uma matriz chamada de Ag er al que possui o mesmo esquema repre-
sentando as associações como a matriz de solução já explicada na seção 3.5.1.




, onde é aplicado
o algoritmo quicksort para ordenar os pares de índices existentes na matriz de Ag er al
fazendo com que estes índices fiquem dispostos em ordem crescente de custo.
• Linha 5: temos a quantidade total de associações possível de ser obtida.
• Linha 6: inicializamos o contador de associações.
• Linha 7: inicializamos o contador de associações da solução inicial a ser retornada
pelo algoritmo.
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• Linha 8: laço para procurar as soluções dentro do conjunto total.
• Linha 9: aqui aparece a função nao Associ ou(Ag er al [x][0]) (que também é mostrada
na Linha 20) que verifica se o índice da associação x na posição 0 (índice que repre-
senta o vértice de Gi ) existe na matriz Ai ni ci al , ou seja, se esse vértice já foi inserido
na matriz que representa a solução inicial.
• Linha 10: inserimos índice da primeira casa da matriz Ag er al na posição x, na posição
c da matriz Ai ni ci al .
• Linha 11: inserimos o índice da segunda casa da matriz Ag er al na posição x na posição
c da matriz Ai ni ci al .
• Linha 12: nessa linha temos a função associ ou(Ai ni ci al [c][0]) que marca como asso-
ciado o índice da associação c na posição 0 (índice que representa o vértice de Gi ), ou
seja, marca como inserido na matriz de solução inicial.
• Linha 13: incrementamos o contador para as posições da matriz Ai ni ci al .
• Linha 15: incrementamos o contador para as posições da matriz Ag er al .
• Linha 17: verificamos se existem mais vértices em Gi do que em Gm , nesse caso existi-
rão vértices desassociados.
• Linha 18: laço para verificar os índices dos vértices de Gi .
• Linha 19: verifica se um vértice de Gi de índice x não está associado.
• Linha 20: insere o índice do vértice de Gi na matriz Ai ni ci al .
• Linha 21: insere o número (-1) na segunda casa da matriz Ai ni ci al indicando que o
vértice x de Gi está desassociado.
Conforme o proposto, a indicação de um vértice do grafo modelo representado por um nú-
mero negativo (posição dois da matriz de solução) denota a não associação do vértice refe-
rente à posição um, da matriz solução, no grafo de entrada.
A seguir serão descritos os algoritmos que geram as associações (Alg. 4) entre os vértices
e posteriormente as ordenam (Alg. 5).
O Algoritmo 4 mostra a geração das associações entre os vértices de Gi e Gm onde são
armazenadas em uma variável auxiliar chamada Ag er al . Esse algoritmo tem os seguintes
detalhes em suas linhas:
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Algoritmo 4: Geração das associações entre vértices de Gi e Gm
Dados: Gi (Vi ,Ei ),Gm(Vm ,Em)
Resultado: Conjunto de associações Ag er al [|Vi |∗ |Vm |][2]
1 q ←|Vi |;
2 p ←|Vm |;
3 Ag er al ←Ø;
4 cont ador = 0;
5 para x = 1 até q faça
6 para y = 1 até p faça
7 Ag er al [cont ador ][0]= x;
8 Ag er al [cont ador ][1]= y ;
9 cont ador = cont ador +1;
10 fim
11 fim
• Linha 1: inicia uma variável com o número de vértices em Gi .
• Linha 2: inicia uma variável com o número de vértices em Gm .
• Linha 3: a matriz auxiliar Ag er al está vazia no inicio do processo.
• Linha 4: inicializa um contador para as posições da matriz Ag er al .
• Linha 5: laço para os índices dos vértices de Gi .
• Linha 6: laço para os índices dos vértices de Gm .
• Linha 7: a primeira posição de Ag er al recebe o índice do vértice vi .
• Linha 8: a segunda posição de Ag er al recebe o índice do vértice vm .
• Linha 9: o contador de posições é incrementado.
Algoritmo 5: Ordenação, através do custo, das associações entre vértices de Gi e Gm
Dados: Ag er al [][],c
/* c é a função de custo para o problema dada pela Eq. 4.1 */
Resultado: Associações ordenadas entre vértices de Gi e Gm ordenadas por custo
1 Ag er al ←QU IC K SORT (Ag er al ,c);
O Algoritmo 5 representa o processo de ordenação por custo dos índices na matriz au-
xiliar que guarda as associações de vértices entre Gi e Gm . Ele é uma máscara para usar o
algoritmo QuickSort e tem como parâmetros de entrada a matriz auxiliar Ag er al , que terá
seus índices ordenados ao final do processo, e a função de custo definida na Equação 4.1.
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Conforme se observa, a chamada para o procedimento QuickSort está presente na linha
1 do Algoritmo 5.
4.4.2 Procedimento de otimização
Dada a natureza do problema da associação de grafos, classificado como um problema
NP-completo ([3]), um método de aprimoramento de soluções pode ser vislumbrado como
um meio de aperfeiçoar as respostas das aplicações aqui desenvolvidas. Para este trabalho
faremos uso da heurística 2-opt.
A técnica 2-opt, proposta originalmente para resolver o problema do caixeiro viajante[20],
em sua concepção clássica encontrada na literatura, é descrita como uma estratégia de me-
lhoria partindo de um ciclo hamiltoniano1 [19]. A heurística 2-opt é um procedimento deri-
vado do conjunto de heurísticas k-opt ou de k-substituições [19], com o objetivo de encon-
trar ciclos hamiltonianos de melhor custo, trocando-se dois arcos do ciclo com dois arcos
não pertencentes ao ciclo.
Em [20] e [90] é explicado o movimento 2-opt, onde uma nova solução é gerada através
da remoção de dois arcos, então os caminhos gerados são reconectados a dois novos arcos.
Um movimento 2-opt é ilustrado na Figura 49.
• para cada arco formado no ciclo (diz-se arco o conjunto de dois vértices adjacentes
inclusive o último vértice e o primeiro, os quais constituem o último arco do conjunto)
faz-se uma recombinação entre todos os outros arcos não adjacentes ao selecionado;
• a recombinação entre dois arcos é feita segundo a inversão de posições (a inversão se











• caso os dois novos arcos gerados proporcionem uma diminuição no valor do custo
(diz-se custo de uma forma genérica, geralmente associada a distância entre cidades
como no caso do Problema do Caixeiro Viajante) atribuído ao ciclo original, a troca
(inversão de arcos) é mantida e passa-se à próxima comparação de arcos;
• caso a troca de arcos não ofereça melhora esta então é desfeita e passa-se à próxima
comparação de arcos;
1Um ciclo hamiltoniano em um grafo é um ciclo que passa apenas uma vez por todos os vértices do grafo.
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Figura 49: Exemplo de movimento 2-opt
• o esquema 2-opt termina assim que todos os arcos, pela sequência estabelecida para
comparação, tiverem sido avaliados.
Esse procedimento de remoção de arcos e reconfiguração do caminho é repetido até que
uma solução melhor seja encontrada ou que se esgotem as possíveis combinações de arcos.
4.4.2.1 Adaptação da heurística 2-opt para melhoramento da solução do PPM
Neste trabalho, adaptamos a técnica 2-opt original para ser utilizada na resolução do
PPM. Tendo em vista que não trabalhamos com ciclos neste problema, mas com uma com-
binação de números, dois a dois, que representam os vértices associados de cada cada grafo,
o que será avaliado são trocas sequenciais entre cada associação gerada. O algoritmo é bas-
tante simples e dada a estrutura de representação do conjunto de associações, pode ser ob-
servado no pseudocódigo mostrado no Algoritmo 6, detalhado a seguir:
• Linha 1: é inicializado o contador de associações com o total de associações que foram
geradas entre um grafo Gi e um grafo Gm qualquer.
• Linha 2: a variável apr i mor ou, que verifica se há melhora em um movimento 2-opt,
recebe o valor false.
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Algoritmo 6: Adaptação de 2-opt
Dados: Conjunto de associações A[2]
Resultado: Associações melhoradasA[2]
1 n ←|A|;
2 apr i mor ou = f al se;
3 para x = 1 até n faça
4 para y = 1 até n faça
5 se x 6= y então
6 custo Atual ← c(A[x][0], A[x][1])+ c(A[y][0], A[y][1]);
7 custoNovo ← c(A[x][0], A[y][1])+ c(A[y][0], A[x][1]);
8 se custoNovo < custo Atual então
9 auxi l i ar = A[x][1];
10 A[x][1]= A[y][1];
11 A[y][1]= auxi l i ar ;





17 se apr i mor ou então
18 2opt Ad apt ado
19 fim
• Linha 3: inicia o primeiro laço que seleciona uma associação a ser comparada.
• Linha 4: inicia o segundo laço que seleciona outra associação a ser comparada.
• Linha 5: verifica se as associações são diferentes.
• Linhas 6 e 7: se as associações são diferentes então são calculados o novo custo e o
custo atual para comparação.
• Linha 8: verifica se o novo custo é menor que o atual.
• Linhas 9 a 11: troca de índices na solução atual.
• Linha 12: marca a variável apr i mor ou como verdadeira.
• Linha 17: verifica se houve melhora no procedimento.
• Linha 18: executa novamente o procedimento 2-opt.
A Figura 50 ilustra um exemplo da adaptação proposta. É selecionada uma associação ax =
(vi x , vmx) do conjunto de associações S, formada por dois números que representam um
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vértice de Gi e um de Gm , respectivamente. Comparamos os custos de troca com todas as
outras associações ay = (vi y , vmy ) ∈ S.
Essa comparação é efetuada tomando a soma c1+c2 dos custos atribuídos às associações
no momento corrente, sendo c1 = c(vi x , vmx) e c2 = c(vi y , vmy ). Em seguida calcula-se dois
novos custos c ′1 = c(vi x , vmy ) e c ′2 = c(vi y , vmx). Caso
(
c ′1+ c ′2
)< (c1+ c2) a troca é efetivada e
é selecionada outra associação da solução corrente para proceder com a comparação. Caso
não ocorra melhoria, as associações verificadas permanecem inalteradas e outra associação
da solução corrente é selecionada.
Figura 50: Exemplo da adaptação 2-opt para nosso trabalho
Para garantir como resultado do procedimento, um casamento um para um, é efetuado
um teste de desempate em que, para cada vértice vm do modelo que aparece repetido na
matriz solução são verificadas todas as associações vinculadas a ele, sendo eliminadas as de
pior custo, preservando apenas a melhor entre as associações para cada vm .
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4.4.3 Otimização para o tempo de execução
Através dos métodos propostos nesse capítulo, observamos ser possível, em alguns ca-
sos, usar uma estratégia para acelerar o processo que avalia a associação entre dois conjun-
tos de pontos.
Essa estratégia analisa a sobreposição de dois grafos Gi e Gm em um único plano e utiliza
uma variável, que chamamos de distância mínima de associação (dma), para averiguar a
possibilidade de associar um vértice vi a um vértice vm .
O procedimento pode ser explicado tomando como exemplo a Figura 51(a), a qual exibe
um grafo de entrada Gi , e a Figura 51(b), que ilustra um grafo do modelo Gm . Tomando o
vértice representado por vi 2 como candidato a se associar a um vértice de Gm , procedemos
com a seguinte avaliação:
• Através da sobreposição dos grafos, são selecionados os vértices em Gm que estão den-
tro do círculo de raio igual à dma .
• Apenas os vértices que satisfazem essa condição podem ser associados ao vértice vi 2.
O procedimento é ilustrado na Figura 52 onde observamos que apenas os vértices vm1 e
vm2 de Gm estão aptos a serem avaliados para associação com vi 2. Com isso, os custos de
associação entre vi 2 e os demais vértices de Gm não são calculados, o que reduz o tempo de
execução do algoritmo.
Esse processo de seleção de vértices através da distância mínima de associação pode
facilmente ser empregado no código do Algoritmo 4, com a inclusão de um condicional entre
as linhas 7 e 8, através de uma simples verificação de distância euclidiana entre os vértices.
Dessa forma o código do processo de geração das associações entre os vértices de Gi e
Gm , com esse processo de verificação, fica como o exposto no Algoritmo 7.
Essa técnica é útil quando o procedimento de classificação trabalhar com grandes mas-
sas de dados, ou seja, no caso de um conjunto de protótipos com elevado número de ima-
gens. Ela pode ser usada em casos onde não ocorram rotações muito perceptíveis entre as
imagens de entrada e do modelo.
A execução do algoritmo proposto para avaliar o matching entre Gi e Gm pode ser repre-





















Figura 52: Avaliação da distância mínima de associação
4.4.4 Geração da solução final - melhor associação entre grafos
A associação final é dada através do Algoritmo 8 que recebe como parâmetros de execu-
ção um grafo de entrada Gi e um conjunto de protótipos (grafos modelo) B para averiguar
qual grafo pertencente à B produz a melhor associação com o grafo Gi .
A explicação linha a linha do Algoritmo 8 é dada a seguir:
• Linha 1: a variável p recebe como valor o número o total de grafos do modelo.
• Linha 2: a variável que controla o menor custo vale inicialmente infinito (ou um valor
muito grande).
• Linha 3: a variável que indica qual grafo do banco de modelos é melhor recebe o valor
-1, indicando que não há escolha feita.
• Linha 4: laço para caminhar na lista de grafos de modelo.
• Linha 5: um grafo auxiliar recebe os dados do grafo modelo na posição x.
• Linha 6: a variável s recebe a solução inicial gerada pelo Algoritmo 3.
• Linha 7: é aplicada sobre a variável s a heurística de melhoramento 2-opt.
• Linha 8: é eliminada a duplicidade de vértices do grafo de entrada na solução corrente.
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Figura 53: Fluxograma representando o esquema de geração das associações entre vértices
de Gi e Gm
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Algoritmo 7: Geração das associações entre vértices de Gi e Gm com comparação de
distância euclidiana entre vi e vm
Dados: Gi (Vi ,Ei ),Gm(Vm ,Em)
Resultado: Conjunto de associações Ag er al [|Vi |∗ |Vm |][2]
1 q ←|Vi |;
2 p ←|Vm |;
3 Ag er al ←Ø;
4 cont ador = 0;
5 para x = 1 até q faça
6 para y = 1 até p faça
7 se di st anci aEucl i di ana(vi , vm)≤ dma então
8 Ag er al [cont ador ][0]= x;
9 Ag er al [cont ador ][1]= y ;




• Linha 9: a variável c recebe o custo da solução atual.
• Linha 10: verifica se o custo atual c é maior que a variável que armazena o menor custo.
• Linha 11: se o custo atual é menor então atualiza a variável de menor custo.
• Linha 12: atualiza o índice que indica o grafo modelo que produz a melhor associação.
• Linha 15: retorna a associação entre Gi e o grafo modelo na posição específica do
banco de modelos.
4.5 O PPM definido sobre os grafos de linha de Gi e Gm
Um dos desafios enfrentados no cálculo da contribuição de vértices está na correta aqui-
sição dos dados referentes à disposição dos pontos no preenchimento dos histogramas for-
mados pelo gráfico log-polar na técnica Shape context.
Em nosso trabalho construímos uma técnica que chamamos Shape Context para Ares-
tas - SC AV - a qual diferencia-se da técnica original no sentido de crescimento dos bins
presentes no gráfico log-polar. Esse sentido de crescimento é dado como perpendicular à
reta formada pelo traçado de uma aresta e a origem do sistema do gráfico é coincidente ao
ponto médio da aresta em que se deseja fazer a aquisição dos dados.
Observamos que a técnica SC AV se mostra limitada quando aplicadas em grafos que
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Algoritmo 8: Avaliação do Match
Dados: Gi (Vi ,Ei ),B [] /* Conjunto de grafos de modelo */
1 p ←|B |;
2 custoTot al Menor =∞;
3 i ndi ceMenor =−1;
4 para x = 1 até p faça
5 Gm ←B [x];
6 s ← g er aSol ucaoIni ci al (Gi ,Gm);
7 2opt Ad apt ado(s);
8 s ← el i mi naDupl i ci d ade_vi (s);
9 c = custo(s);
10 se custoMenor > c então
11 custoMenor = c;
12 i ndi ceMenor = x;
13 fim
14 fim
15 retorna associ acao (Gi ,B [i ndi ceMenor ])
possuem muitos vértices isolados, pois neste caso, como não há arestas incidentes a esses
vértices, não haverá também para eles, informação calculada por esta técnica.
Observando essa limitação propomos trabalhar com os grafos de linha referentes aos
grafos originais, sendo L (Gi ) o grafo de linha do grafo Gi e L (Gm) o grafo de linha do grafo
Gm .
A definição de um grafo de linha diz que: dado um grafo G (V ,E), o seu grafo de linha
L (G) é um grafo sobre o conjunto de arestas E em que, tendo x e y um par de vértices de
L (G), x, y ∈ E e x, y são vértices adjacentes se e somente se x, y são arestas adjacentes em G
[91].
Com isso visamos obter as seguintes vantagens:
• Eliminaríamos vértices isolados em nosso trabalho, os quais não geram SC AV .
• As arestas dos grafos originais serão tratadas como vértices nos grafos de linha e terão
um sentido de aquisição de informações proporcional à possíveis rotações do grafo
original.
• O casamento dos grafos Gi e Gm é avaliado como uma associação de pontos sobre
os seus respectivos grafos de linha, o que não altera as características dos algoritmos
propostos.
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4.5.1 Aquisição de informações no grafo de linha
Na Figura 54, mostramos um exemplo de um grafo e seu grafo de linha correspondente.
O grafo G formado pelos vértices (A,B,C,D,E) da Figura 54(a) tem seu grafo de Linha L(G)














(b) Exemplo de grafo L (G)
Figura 54: Um grafo G e seu correspondente L (G)
A aquisição de pontos para o preenchimento dos histogramas para o vértice 1 de L(G) é
mostrada na Figura 55. Nela podemos observar que o sentido dos eixos do gráfico log-polar
foi rotacionado fazendo com que o eixo vertical desse gráfico esteja perpendicular à aresta








Figura 55: SC A para o vértice 1 em L (G)
Em nosso trabalho lidamos com arestas não direcionadas, contudo, essa técnica está
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atrelada ao sentido de uma aresta e notamos que existe diferença quando tratamos uma
aresta (a,b) e outra aresta (b, a), pois o sentido do eixo do gráfico log-polar se inverte.
Para lidar com essa dificuldade propomos a utilização de arestas duplicadas, ou seja,
como não trabalhamos com arestas direcionadas, vamos nos ater ao fato de que uma aresta
não direcionada e = {a,b} equivale a duas arestas direcionadas sobre os mesmos vértices a e
b mas em sentidos opostos.
Dessa forma, para cada vértice em L(G) serão contabilizados dois valores de SC A toma-
dos em direções opostas.
A Figura 56 ilustra a segunda etapa de aquisição de informações para o vértice 1 de L(G)
que complementa a primeira, visualizada na Figura 55, ou seja, um valor de SCA é adquirido








Figura 56: Segundo valor de SC A para o vértice 1 em L (G)
4.5.2 Cálculo da contribuição de vértices nos grafos de linha
O cálculo do custo de associação entre dois vértices vLi e vLm , referentes aos grafos de
linha L (Gi ) de entrada e L (Gm) do modelo, respectivamente, usa o mesmo cálculo do SC A
descrito na Seção 4.3.1.2, contudo, são calculados dois custos baseados nas duas tomadas
de pontos conforme a subseção anterior. Dessa forma:
• Sendo vLi = (vi 1, vi 2) um vértice pertencente ao grafo de linha L (Gi ) e vLm = (vm1, vm2)
um vértice pertencente ao grafo de linha L (Gm) , calcula-se o SC A sobre as arestas -
SC A1 = SC A ((vi 1, vi 2) , (vm1, vm2)) e SC A2 = SC A ((vi 2, vi 1) , (vm1, vm2)). Observe que
invertemos a orientação da primeira aresta fazendo vi 2 preceder vi 1.
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• De posse dos cálculos de SC A1 e SC A2, verifica-se qual é menos custoso e assume-se
esse custo como o custo de associação entre os vértices vLi e vLm .
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5 Testes Computacionais
Apresentamos neste capítulo, os resultados computacionais obtidos a partir das imple-
mentações dos métodos propostos no Capítulo 4.
5.1 Instâncias de testes - Bancos de imagens
Em nosso trabalho implementamos um algoritmo que efetua o casamento entre grafos
e para constatar a eficiência desse algoritmo aplicamos testes sobre três bases de imagens
específicas com características distintas e com o objetivo comum de proceder com o reco-
nhecimento de formas.
Esse reconhecimento se dá através da aquisição das características das imagens em re-
lação ao seu contorno com o uso de um detector Canny [34] para a utilização dessas carac-
terísticas como informações de vértices e arestas.
As abordagens para todos os bancos de imagens utilizam a modelagem descrita na Seção
3.5.1, cujo objetivo é minimizar o custo dado pela Equação 3.4.
5.1.1 KIMIA e MPEG961
A base de imagens KIMIA é composta de 99 silhuetas tendo 9 categorias com 11 ima-
gens cada e se refere aos testes efetuados em [6]. A Figura 57 mostra o conjunto de imagens
utilizado.
As classes de imagens nessa base possuem características próprias. Essas característi-
cas dizem respeito à presença de rotações e redimensionamentos que são observações que
devem ser levadas em consideração na construção do algoritmo.
1http://www.lems.brown.edu/vision/researchAreas/SIID/
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Figura 57: Banco de imagens KIMIA
Na Figura 58 observa-se um exemplo de imagens da mesma categoria mas cujo reco-
nhecimento pode ser dificultado pelo grau de rotação de uma imagem em relação à outra.
Da mesma forma, mas de maneira mais evidente, observamos o caso apresentado na Figura










Figura 59: Dificuldades encontradas em KIMIA - Rotação
Já na situação apresentada na Figura 60 a dificuldade está a cargo do escalonamento
encontrado. As duas imagens apresentadas estão inseridas na mesma classe, contudo, pos-







Figura 60: Dificuldades encontradas em KIMIA - Escalonamento
Em relação à base de imagens MPEG96, fazemos menção ao mesmo trabalho de [6] onde
os autores usaram uma parte da base de imagens MPEG [59] selecionando 96 formas dividi-
das em 8 categorias de 12 imagens cada.
Essa base de imagens é também formada por silhuetas e por isso foi incluída nessa seção
por ter características semelhantes à base KIMIA.
A Figura 61 ilustra as imagens da base MPEG96.
Figura 61: Imagens de MPEG. Fonte: [6]
5.1.2 COIL
O banco de imagens COIL2 é referente aos trabalhos [92] e [93].
Nesse banco tem-se imagens de 20 objetos comuns, como caixas de remédio, carrinhos
de brinquedo entre outros. De cada objeto foram tiradas fotografias sobre uma plataforma
giratória a cada 5o .
Essa base de imagens possui um total de 1400 imagens, sendo 70 para cada objeto. A




Figura 62: Tomada de imagens da base COIL
A principal vantagem observada neste banco é o fato de que suas imagens possuem as
mesmas dimensões e sem rotação no plano 2D em torno do eixo Z.
5.1.3 MNIST
O banco de imagens MNIST é proveniente do trabalho de [94] e se refere à imagens de
dígitos manuscritos.
Nesse banco encontramos uma massa de dados com 60000 imagens para treinamento
(protótipos) e 10000 imagens de testes. Essas imagens possuem dimensões fixas de 28x28
pixels.
Não obstante, o maior obstáculo para essa implementação é a quantidade de imagens,
tanto para testes quanto para treinamento.
A Figura 63 ilustra algumas imagens de dígitos que são encontrados no banco MNIST.
Figura 63: Imagens do banco MNIST
98
5.2 Testes efetuados
Nesta seção mostraremos os resultados dos testes efetuados em nosso trabalho comparando-
os a resultados disponíveis na literatura.
Procedemos com testes em uma máquina equipada com um processador Core(TM)2 de
3 GHz e 2GB de memória RAM.
Os códigos foram implementados usando a linguagem JAVA e executados na plataforma
Windows XP com uma JVM versão 1.7.0.
5.2.1 Testes 01 - KIMIA e MPEG96
Nesta seção nós procedemos com testes sobre a base de imagens KIMIA e MPEG96
usando o mesmo tipo de avaliação apresentado em [4, 61, 67], fazendo com que cada ima-
gem fosse associada com o restante das imagens do banco, ou seja, geramos 98 associações
para cada imagem. Essas associações, para cada imagem, são contabilizadas observando
as 10 melhores associações e verifica-se ao final quantas classificações corretas foram fei-
tas para a primeira melhor, para a segunda melhor e assim por diante até a décima melhor
associação.
Nesta bateria de testes foi utilizado o Algoritmo 4 para gerar as associações entre vértices
de Gi e Gm .
5.2.1.1 Parâmetros de execução
Os parâmetros usados para o Algoritmo 4 aplicado à base de imagens KIMIA e MPEG96
foram:
• λ= 0,4: aplicado na Equação 4.9.
– O uso desse parâmetro implica em uma combinação do SC P (Eq. 4.6) e SC AV
(Eq. 4.8) aplicada na contribuição de vértices.
• σ= 1: aplicado na Equação 4.19.
– O uso desse valor indica que o algoritmo utiliza como critério de avaliação global
a função ceGlobal01 definida pela Equação 4.15.
• N = 10: aplicado na comparação em níveis definida na Seção 4.3.2.
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– O valor desse parâmetro indica que foram usados 10 níveis de comparação para
o cálculo da contribuição de arestas dado pela Equação 4.22.
• α= 0,5: aplicado na Equação 4.1.
– Esse valor indica que a contribuição de vértices e arestas é balanceada de forma
equitativa no custo de associação entre vértices de Gi e Gm .
5.2.1.2 Metodologia de teste
Nós comparamos os resultados obtidos com os encontrados em [4, 67] onde cada ima-
gem do banco é dada como uma imagem de entrada e forma um grafo Gi . Essa imagem de
entrada é então comparada a todas as outras imagens do banco formando uma listagem de
classificações entre Gi e cada Gm (formado através das imagens restantes que são designa-
das como modelos).
Ao final desse processo, as dez melhores associações são selecionadas e compara-se a
classe da imagem de entrada com as classes a que pertencem as respectivas imagens que
geraram as melhores associações.
Dessa forma, ao final da execução para as 99 imagens do banco, o melhor resultado
esperado é que se obtenha 99 acertos, com relação à avaliação de classes, para cada uma das
dez melhores associações.
5.2.1.3 Resultados computacionais
Nós apresentamos um resumo sobre esses resultados na Tabela 2 onde denominamos
a nossa técnica como “SCP+SCA+MC”. As nomenclaturas “SC”, “Shock Edit” e “IDSC+DP”
indicam os resultados apresentados na literatura para Shape Context, Editing Shock Graphs
e Inner-Distance Shape Context, respectivamente. Os trabalhos de referência são mostrados
na seção 3.3 e são indicados na própria tabela.
Tabela 2: Resultados para KIMIA - 10 melhores classificações para cada imagem
Algoritmo 1º 2º 3º 4º 5º 6º 7º 8º 9º 10º
SC [4] 97 91 88 85 84 77 75 66 56 37
Shock Edit [4] 99 99 99 98 98 97 96 95 93 82
IDSC+DP [67] 99 99 99 98 98 97 97 98 94 79
SCP+SCA+MC 99 97 91 91 83 84 79 83 64 56
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A Figura 64 mostra alguns exemplos de associações obtidas para a base de imagens nessa
implementação.
Figura 64: Associações obtidas em KIMIA
Os testes efetuados sobre a base MPEG96 procedem da mesma maneira que para a base
de KIMIA apenas mudando a faixa de avaliação que aqui é de 11 melhores classificados. A
Figura 61 mostra as imagens utilizadas nesse procedimento e a Tabela 3 mostra os resultados
obtidos onde são comparados aos resultados da técnica Editing Shock Graphs [6] referenci-
ada na tabela por Shock Edit.
Tabela 3: Resultados para MPEG 96 - 11 melhores classificações para cada imagem
Algoritmo 1º 2º 3º 4º 5º 6º 7º 8º 9º 10º 11º
Shock Edit [6] 96 96 96 96 96 96 95 95 93 94 91
SCP+SCA+MC 96 96 96 96 91 90 88 86 85 81 80
O comportamento do algoritmo desenvolvido é observado através do gráfico mostrado
nas Figuras 65(a) e 65(b), onde notamos que a eficiência do algoritmo cai muito rapidamente
com o afastamento das primeiras posições para as melhores classificações obtidas, isso se
deve ao fato de não se adaptar bem a algumas características das imagens como por exemplo
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(b) Comportamento em MPEG
Figura 65: Comportamento do algoritmo
5.2.2 Testes 02 - KIMIA e MPEG96
Para os testes aqui propostos executaremos o algoritmo baseado na proposta de associ-
ação utilizando grafos de linha conforme descrito na Seção 4.5. Nós iremos proceder com as
mesmas bases de imagens relatadas anteriormente de KIMIA e MPEG96.
Nós utilizamos o Algoritmo 4 para gerar as associações entre vértices de L (Gi ) e L (Gm).
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5.2.2.1 Parâmetros de execução
Os parâmetros usados para essa bateria de testes sofreram modificações para que o algo-
ritmo proposto fosse executado utilizando a proposta sobre grafos de linha. As modificações
são as seguintes:
• Para a contribuição de vértices usaremos apenas o SC A sobre os vértices dos grafos de
linha L (Gi ) e L (Gm) correspondentes a Gi e Gm . Ou seja, usamos apenas o SC A sobre
cada aresta de Gi e Gm .
• Para a avaliação de arestas usamos apenas a comparação através do critério local ex-
pressa na Eq. 4.12.
• Os demais parâmetros são referentes à execução do algoritmo proposto e são os se-
guintes:
– N = 10: para a comparação de arestas em níveis a Seção 4.3.2.
* Representa o uso de 10 níveis de comparação para o cálculo da contribuição
de arestas dado pela Equação 4.22.
– α= 0,6: para a Equação 4.1.
* Balanceamento entre a contribuição de arestas e a contribuição de vértices
de Gi e Gm .
5.2.2.2 Metodologia de teste
A metodologia de teste é a mesma apresentada na seção anterior tanto para os testes
sobre a base KIMIA quanto para os testes sobre a base MPEG96.
5.2.2.3 Resultados computacionais
Os resultados computacionais são apresentados na Tabela 4, referente aos testes para
KIMIA, e na Tabela 5 referente aos resultados para MPEG96. A nossa técnica, usando grafos
de linha, é denominada nas tabelas por “SCA” e os trabalhos referentes aos demais resulta-
dos estão dispostos como referência presentes nas próprias tabelas. Os gráficos ilustrados
nas Figuras 66(a) e 66(b) representam o comportamento do algoritmo aplicado às duas ba-
ses, KIMIA e MPEG96, respectivamente, com a implementação aqui proposta para grafos de
linha.
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Tabela 4: Resultados para KIMIA - 10 melhores classificações para cada imagem
Algoritmo 1º 2º 3º 4º 5º 6º 7º 8º 9º 10º
SC [4] 97 91 88 85 84 77 75 66 56 37
Shock Edit [4] 99 99 99 98 98 97 96 95 93 82
IDSC+DP [67] 99 99 99 98 98 97 97 98 94 79
SCA 99 99 99 97 96 97 94 89 77 68
Tabela 5: Resultados para MPEG 96 - 11 melhores classificações para cada imagem
Algoritmo 1º 2º 3º 4º 5º 6º 7º 8º 9º 10º 11º
Shock Edit [6] 96 96 96 96 96 96 95 95 93 94 91
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(b) Comportamento em MPEG com SCA
Figura 66: Comportamento do algoritmo
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5.2.3 Testes 03 - COIL
Para a segunda bateria de testes nós aplicamos o nosso algoritmo sobre o banco de ima-
gens COIL [93], elaboramos um classificador 1-NN a fim de se averiguar a eficiência de nossa
implementação procedendo com uma comparação com os resultados descritos em [3]. Uti-
lizamos aqui o Algoritmo 4 para gerar as associações entre vértices de Gi e Gm .
5.2.3.1 Parâmetros de execução
Os parâmetros aplicados no algoritmo para os testes com essa base de imagens foram:
• λ= 1: aplicado na Equação 4.9.
– O uso desse parâmetro implica no uso do SC P (Eq. 4.6), apenas, aplicado para a
contribuição de vértices.
• σ= 0: aplicado na Equação 4.19.
– O uso desse valor indica que o algoritmo utiliza como critério de avaliação global
a função ceGlobal02 definida pela Equação 4.18.
• N = 10: aplicado na comparação em níveis definida na Seção 4.3.2.
– Esse valor indica o uso de 10 níveis de comparação para o cálculo da contribuição
de arestas efetuado pela Equação 4.22.
• α= 0,6: aplicado na Equação 4.1.
– A contribuição de vértices possui um peso ligeiramente superior à contribuição
de arestas.
5.2.3.2 Metodologia de teste
Nós procedemos com os testes seguindo os passos aplicados em [3] onde o autor avalia
o comportamento de seu método, que usa uma técnica baseada em propagação de crenças,
através da variação do número de protótipos usado para a classificação.
Em [3], como neste trabalho, é proposto um classificador 1-NN e com base em visões
igualmente espaçadas (dada a forma de aquisição de 5 em 5 graus rotacionados) das ima-
gens foram variados os números de protótipos por classe e o comportamento da técnica foi
descrita em um gráfico. Nós procedemos com esse mesmo tipo de teste.
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Em um outro momento, após primeira bateria de testes, [3] utiliza uma premissa de
agrupamento baseada em k-medoids, tendo em vista que, dada a complexidade de cada
objeto, diferentes classes de objetos necessitam de quantidades diferentes de protótipos.
O algoritmo para k-medoids é aplicado em problemas de agrupamento de dados [95] e
visa obter, dado um conjunto de dados, objetos, chamado medoids, pertencentes ao con-
junto e que representem os grupos de dados inseridos nesse conjunto. Segundo [96] os de-
mais objetos presentes no conjunto de dados são associados aos grupos de acordo com a
semelhança com os objetos representativos - medoids.
Nós executamos a segunda etapa de testes usando os mesmos protótipos agrupados por
[3].
5.2.3.3 Resultados computacionais
Conforme descrito na metodologia, inicialmente nós atribuímos uma variação no nú-
mero de protótipos a serem usados. Usando 8 protótipos por objeto, igualmente espaçados,
dessa forma obtivemos uma taxa de erro igual a 0,0338 inferior à taxa obtida em [3] que foi
de 0.0581.
O gráfico presente à Figura 67 mostra o comportamento do algoritmo, através da taxa de
erros, com a variação no número de visões por objeto demonstrando que o número de erros

















Figura 67: Taxa de erros em COIL com variação no número de protótipos
A segunda etapa de testes que diz respeito ao agrupamento k-medoids foi executada uti-
lizando os mesmos 158 protótipos usados em [3] e nós obtivemos 5 erros em 1242 compara-
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ções resultando em uma taxa de erro igual a 0,0040 que é inferior à taxa obtida no referido
trabalho que é de 0,0161 ou 20 erros em 1242 comparações.
As Figuras 68, 69, 70, 71 e 72 mostram os erros encontrados durante os testes tendo
acima as imagens do banco (de teste à esquerda e de treinamento à direita) e abaixo a ima-
gem que mostra as associações obtidas. Os 158 protótipos utilizados são mostrados nas Fi-
guras 73, 74 e 75.
(a) Imagem de entrada (b) Imagem associada
(c) Gi associado com Gm
Figura 68: Erro obtido em COIL
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(a) Imagem de entrada (b) Imagem associada
(c) Gi associado com Gm
Figura 69: Erro obtido em COIL
(a) Imagem de entrada (b) Imagem associada
(c) Gi associado com Gm
Figura 70: Erro obtido em COIL
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(a) Imagem de entrada (b) Imagem associada
(c) Gi associado com Gm
Figura 71: Erro obtido em COIL
(a) Imagem de entrada (b) Imagem associada
(c) Gi associado com Gm
Figura 72: Erro obtido em COIL
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Figura 73: Protótipos usados em COIL
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Figura 74: Protótipos usados em COIL
5.2.4 Testes 04 - MNIST
Em nossa terceira bateria de testes propusemos aplicar nosso algoritmo sobre a base de
imagens MNIST. Nesta bateria de testes foi utilizado o Algoritmo 7, mostrado na Seção 4.4.3,
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Figura 75: Protótipos usados em COIL
para gerar as associações entre vértices de Gi e Gm com o intuito de agilizar o processo de
associação dado o tamanho elevado dessa base de testes.
5.2.4.1 Parâmetros de execução
Os parâmetros aplicados no algoritmo para os testes com essa base de imagens foram:
• λ= 0,4: aplicado na Equação 4.9
– Implica em uma combinação do SC P (Eq. 4.6) e SC AV (Eq. 4.8) aplicada na
contribuição de vértices.
• σ= 0: usado na Equação 4.19
– Indica que o algoritmo utiliza como critério de avaliação global a função ceGlobal02
definida pela Equação 4.18.
• N = 10: aplicado na comparação em níveis definida na Seção 4.3.2
– Dessa forma foram usados 10 níveis de comparação no cálculo da contribuição
de arestas na Equação 4.22.
• α= 0,4: aplicado na Equação 4.1
– Esse valor indica que a contribuição de arestas é ligeiramente maior que a con-
tribuição de vértices na associação de pontos entre Gi e Gm .
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Utilizamos a distância mínima de associação igual a 10 configurada na geração das associa-
ções entre vértices de acordo com o código do Algoritmo 7.
5.2.4.2 Metodologia de testes
Em seu trabalho, [3] procedeu com a classificação de todos os dígitos de teste utilizando
todos os dígitos de treinamento. Em seus testes, [3] verifica o comportamento de seu al-
goritmo pela variação de k no seu classificador K-NN proposto. Contudo, nós avaliaremos
nosso algoritmo pela variação no número de protótipos (como na seção anterior).
Nós faremos uma comparação entre os resultados obtidos em nossa execução usando o
número máximo de protótipos para essa base (60000) com os resultados obtidos por [3] onde
o autor também executa testes usando o número máximo de protótipos. Esses resultados
encontram-se disponíveis em seu trabalho.
Para os testes efetuados com a base de imagens MNIST [94] nós selecionamos as primei-
ras 1000 imagens de teste para serem classificadas de acordo com os dígitos nas imagens de
treinamento.
5.2.4.3 Resultados computacionais
Após a execução, com a variação no número de protótipos, nosso algoritmo encontrou
os resultados dispostos no gráfico da Figura 76 onde pode-se perceber que a taxa de erro
decresce com o aumento do número de protótipos.
Para a execução com o número máximo de dígitos de treinamento, [3] obteve 23 erros
para os mesmos 1000 dígitos de teste enquanto nosso algoritmo encontrou 47 erros. O me-
lhor desempenho obtido pelo algoritmo implementado em [3] enfatiza o uso a abordagem
estatística onde a qualidade das associações é distribuída pelo grafo através da troca de men-
sagens entre os vértices.
As classificações erradas de nosso algoritmo podem ser visualizadas na Tabela 6 onde
estão dispostas as imagens dos dígitos e acima de cada uma seu rótulo (a esquerda) e a clas-
sificação (a direita) dada por nosso algoritmo.
5.2.4.4 Testes para a distância mínima de associação
Como foi dito, nessa bateria de testes utilizamos a distância mínima de associação no



















Figura 76: Taxa de erros em MNIST com variação no número de protótipos
algoritmo.
Para avaliar o ganho em relação ao tempo de execução propomos executar testes so-
bre 7 imagens de entrada, usando os primeiros 1000 protótipos da base de treinamento em
que avaliamos os tempos de execução com a variação no tamanho da distância mínima de
associação.
A Tabela 7 mostra os tempos (em segundos) para as execuções propostas com a variação
na distância mínima de associação e o gráfico ilustrado na Figura 77 ilustra o comporta-
mento do algoritmo onde nota-se um acréscimo de tempo de aproximadamente 270% em
relação à execução com a menor dma .
Os resultados dispostos na Tabela 7 indicam a variação em relação ao tempo de execução
do algoritmo quando submetido à diferentes valores para a distância mínima de associação.
Notamos que esses tempos sofrem um acréscimo significativo quando a distância varia en-
tre 5 e 20 pixels se estabilizando depois. Isso nos leva a crer que o uso dessa restrição por
distância deve ser suficientemente pequeno para que possa reduzir o tempo de execução e
suficientemente grande para que um vértice seja capaz de gerar associações.
114
Tabela 6: Erros encontrados na execução para MNIST. Temos a imagem e acima dela seu
rótulo (a esquerda) e a nossa classificação (a direita).
18:3→0 149:2→9 151:9→5 159:4→9 187:5→3 200:3→0 241:9→8
247:4→6 250:4→9 259:6→0 266:8→0 320:9→7 321:2→7 340:5→6
400:2→0 406:5→0 445:6→0 447:4→9 449:3→5 468:7→3 471:9→7
492:2→3 495:8→0 497:4→8 511:4→7 523:1→8 531:3→2 582:8→3
629:2→0 674:5→3 691:8→9 707:4→9 712:4→9 716:1→7 740:4→9
748:4→9 827:4→9 833:9→7 839:8→0 868:2→0 894:3→8 938:3→5
939:2→0 947:8→9 956:1→6 965:6→0 982:3→2
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Tabela 7: Tempos de execução com variação da distância mínima de associação
Distância mínima de associação (em pixels)
Dígito 5 7 10 13 17 20 25 30
Tempos de execução em segundos
1 7 10 16 21 26 28 28 28
2 6 10 15 20 23 23 24 24
3 7 11 16 22 26 28 29 29
4 5 7 11 13 15 16 16 16
5 7 9 16 20 24 25 26 25
6 7 9 13 17 21 22 23 24
7 7 10 14 18 21 22 23 23








5 7 10 13 17 20 25 30
Tempo médio (s)
Figura 77: Variação nos tempos de execução com diferentes dma ’s
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6 Conclusões e Trabalhos Futuros
Este trabalho apresenta uma técnica de reconhecimento de padrões, fundamentada no
paradigma estrutural, que foi aplicada ao problema de reconhecimento de formas em ima-
gens usando o conceito de casamento de padrões de pontos. A estratégia apresentada trans-
creve as características de um objeto em uma imagem através da modelagem por grafos, os
quais são as estruturas de tratamento usadas para essa abordagem.
Os vértices de um grafo são denotados como pontos e dois conjuntos de pontos, repre-
sentando dois grafos, são associados vértice a vértice caracterizando uma associação entre
os grafos e, por conseguinte, uma associação entre imagens.
Neste trabalho, com os algoritmos implementados, foi mostrado o uso de uma estraté-
gia gulosa empregada para a geração de uma solução inicial a qual é submetida a um pro-
cesso de pós-otimização usando uma heurística 2-opt. Também foram empregadas duas
adaptações para a técnica de Shape Context, a primeira, aqui chamada de Shape Context
Percentual, visa alterar a imagem da função original, mantendo o resultado dentro do inter-
valo [0. . .1] ⊂ R, e a segunda, chamada de Shape Context de Aresta, capta os dados relativos
aos pontos que preenchem os bins característicos através do ponto médio de cada aresta no
grafo e estabelece o sentido do eixo de crescimento desses bins numa direção perpendicular
a aresta selecionada naquele momento.
Além dessas adaptações utilizadas para a contribuição de vértices na função objetivo
adotada neste trabalho, foi elaborado um procedimento para a contribuição de arestas em-
basado no uso de uma avaliação multicritério que denota a medida de dissimilaridade entre
arestas. A principal vantagem desse método é a possibilidade de se modificar as funções
que avaliam os critérios de similaridade entre duas arestas para se adequarem da melhor
maneira para cada aplicação.
Também foi proposto um método para a avaliação de arestas que agrega valores não
somente das arestas diretamente ligadas a um vértice em que se deseja comparar mas sim,
do caminho gerado pelas subárvores do grafo que possuem como raiz o vértice escolhido no
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momento da comparação sendo a profundidade dessa árvore definida como a quantidade
de níveis a serem verificados.
Avaliou-se neste trabalho a eficiência com a qualidade dos resultados obtidos pelos al-
goritmos implementados através da comparação com ténicas presentes na literatura. Dessa
forma, foi possível notar que o primeiro algoritmo, aplicado à base de dados KIMIA, possui
um bom desempenho quanto às melhores classificações tendo encontrado 100% de acertos
para a primeira classificação em todos os testes. Não obstante, esse desempenho cai muito
rapidamente com o afastamento das primeiras classificações, o que nos leva a concluir que
nosso algoritmo, ao ser aplicado à classificadores K-NN com um K elevado, torna-se inefici-
ente.
Nós também desenvolvemos uma técnica voltada à comparação de arestas em grafos
de linha gerados a partir dos grafos originais. Com essa proposta nós amenizamos proble-
mas encontrados com relação a diferenças geométricas obtidas por rotações em imagens
de uma mesma classe e, ao aplicamos testes sobre imagens de silhuetas, averiguamos uma
melhora na qualidade das classificações quando comparada a proposta inicial de nosso tra-
balho além de obter resultados semelhantes aos melhores resultados que encontramos na
literatura para os mesmos testes efetuados.
A aplicação do nosso algoritmo para a base de imagens MNIST, onde selecionamos ape-
nas uma parte do conjunto total de imagens para testes, apresentou o pior desempenho den-
tro dos testes computacionais efetuados. Comparamos os nossos resultados com os obtidos
em [3] e ao aplicarmos nosso algoritmo usando o conjunto total de treinamento obtemos
um resultado duas vezes pior que o encontrado por [3]. Nós avaliamos esse resultado como
sendo um reflexo da etapa de aquisição de informações das imagens. Uma vez que nosso
algoritmo é fundamentado no reconhecimento estrutural, a contribuição da etapa de pré-
processamento é essencial para construírmos grafos com boa qualidade de informações. As
imagens dessa base são muito pequenas e a aquisição de informações das bordas deve ser
melhorada possibilitando a construção de melhores grafos.
Os melhores resultados foram obtidos para a base de imagens COIL onde melhoramos
a taxa de acertos do trabalho de [3] de 0.0581 para 0,0338 usando 8 visões igualmente es-
paçadas para cada objeto e reduzindo de 0,0161 para 0,0040 quando usamos o conceito de
k-medoids. Ressaltamos que para essa base usamos um classificador 1-NN assim como em
[3] além de termos usados os mesmos protótipos do seu trabalho.
Através dos testes efetuados podemos concluir que ao trabalharmos com a contribui-
ção de vértices custeada pela função SC A usando o mapeamento através de grafos de linha,
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quando as imagens pertencentes a uma mesma classe sofrem variações geométricas, prin-
cipalmente em relação à rotação, pode-se amenizar erros de associação causados por essas
discrepâncias.
O uso da distância mínima de associação proposta como técnica para melhorar o tempo
de execução do algoritmo mostrou ser eficaz, de acordo com os testes empregados na base
de imagens MNIST.
Concluímos com este trabalho que, para imagens que possuam classes bem definidas e
possam ter características bem extraídas para formarem os grafos correspondentes, propor-
cionam melhores classificações do que imagens de uma mesma classe que possuam carac-
terísticas que destoam umas das outras, caracteríscas essas como rotação 2D, por exemplo.
Propomos como trabalhos futuros, estabelecer novos testes sobre a base de imagens
MNIST usando uma melhor forma de captação de dados das imagens, como por exemplo
a ampliação das mesmas antes da tarefa de aquisição das informações de bordas, uma vez
que são muito pequenas e não possuem características de bordas tão bem definidas quanto
as imagens de KIMIA.
Propomos também, abordar mais minuciosamente os testes aplicados à base de ima-
gens MNIST, averiguando o uso apenas do SC A para a contribuição de vértices dos grafos
de linha.
Além dessas propostas é interessante proceder com testes sobre os valores dos parâme-
tros empregados no algoritmo implementado pois, como o número de parâmetros é relati-
vamente elevado, podem ser observadas melhorias apenas ao mudarmos alguns dos valores
usados neste trabalho.
E finalmente, investigar a contribuição de invariantes espectrais nas técnicas para reco-
nhecimento de formas aqui estudadas.
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