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Abstract
Brain plasticity refers to brain’s ability to change neuronal connec-
tions, as a result of environmental stimuli, new experiences, or damage.
In this work, we study the effects of the synaptic delay on both the cou-
pling strengths and synchronisation in a neuronal network with synaptic
plasticity. We build a network of Hodgkin-Huxley neurons, where the plas-
ticity is given by the Hebbian rules. We verify that without time delay
the excitatory synapses became stronger from the high frequency to low
frequency neurons and the inhibitory synapses increases in the opposite
way, when the delay is increased the network presents a non-trivial topol-
ogy. Regarding the synchronisation, only for small values of the synaptic
delay this phenomenon is observed.
keywords: magnetic surfaces, sympletic map, divertor
1 Introduction
Neuroplasticity, also known as brain plasticity, refers to brain’s ability to change
neuronal connections, as a result of environmental stimuli, new experiences, or
damage [1]. The brain plasticity can be functional or structural. The functional
plasticity occurs when functions are moved from a damaged to other undam-
aged areas, and structural plasticity is associated with changes in the physical
structure [2]. On this regard, Borges et al. [3, 4] studied the effects of the spike
timing-dependent plasticity (STDP) on the neuronal synchronisation. They
observed that the transition between desynchronised and synchronised states
depends on the external perturbation level and the neuronal architecture. It is
know that neuronal synchronisation is important in information binding [5] and
cognitive functions [6]. Nevertheless, synchronisation can be related to brain
disorders such as Parkinson’s disease [7] and seizures [8]. This way, there have
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been many researches about not only neuronal synchronisation [9], but also
suppression of synchronous behaviour [10].
We focus here on the effects of the synaptic delay on a neuronal network
with STDP. Information transmission delay is inherent due to both the delays
in synaptic transmission and the finite propagation velocities in the conduction
of signals [11]. Hao et al. [12] studied synchronisation transitions in a modi-
fied Hodgkin-Huxley neuronal network with time delay. They found multiple
synchronisation transitions when the time delay is considered.
Experimental evidence of neuroplasticity was provide by Lashely in 1923
[13]. He dentified high evidence of changes in neural pathways by means of
experiments on rhesus monkeys. More significant evidence began to be ob-
served in the 1960s. In 1964, Diamond et al. [14, 15] published research about
neuroplasticity, which is considered as the first evidence of anatomical brain
plasticity. Bach-y-Rita [16] created a machine that helped blind people not
only to distinguish objects, but also to read. In 1949, the neuropsychologist
Donald Olding Hebb [17] wrote a book entitled “The organization of behavior”,
where he proposed that neurons which fire together, also wire together. The
Hebbian plasticity led model of spike timing-dependent plasticity (STDP). The
STDP function for excitatory and inhibitory synapses were showed by Bi and
Poo [18] and Haas et al. [19], respectively.
In this work, our results suggest that alterations in the synchronisation and
connectivity in a plastic network depend on the synaptic delay. We consider a
Hodgkin-Huxley neuronal network with inhibitory and excitatory neurons. The
Hodgkin-Huxley model [20] was proposed in 1952, and it is given by coupled
differential equations that explains the ionic mechanisms.
This paper is organised as follows: Section 2 introduces the Hodgkin-Huxley
neural network with synaptic delay. In Section 3, we introduce the synaptic
plasticity. In Section 4, we show our results about synaptic weights and neuronal
synchronisation. In the last Section, we draw the conclusions.
2 Hodgkin-Huxley neural network with synap-
tic delay
In the neuronal network we consider as local dynamics the neuron model pro-
posed by Hodgkin and Huxley in 1952 [20]. The individual dynamics of each
neuron in the network is given by
CV˙i = Ii − gKn
4
i (Vi − EK)− gNam
3
ihi(Vi − ENa)− gL(Vi − EL)
+
(V Excr − Vi)
ωExc
NExc∑
j=1
εijfj(t) +
(V Inhibr − Vi)
ωInhib
NInhib∑
j=1
σijfj(t), (1)
n˙i = αni(Vi)(1 − ni)− βni(Vi)ni, (2)
m˙i = αmi(Vi)(1−mi)− βmi(Vi)mi, (3)
h˙i = αhi(Vi)(1− hi)− βhi(Vi)hi, (4)
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where C (µF/cm2) is the membrane capacitance and Vi (mV) is the membrane
potential of neuron i (i = 1, ..., N). Ii represents a constant current density that
is randomly distributed in the interval [9.0; 10.0], ωExc (excitatory) and ωInhib
(inhibitory) are the average degree connectivities, εij and σij are the excitatory
and inhibitory coupling strengths from the presynaptic neuron j to the postsy-
naptic neuron i. NExc and NInhib are the number of excitatory and inhibitory
neurons, respectively. The parameters gK , gNa and gL are the condutances of
the potassium, sodium and leak ion channels, respectively. EK , ENa and EL are
the reversal potentials for these ion channels. The functions m(Vi) and n(Vi)
represent the activation for sodium and potassium, respectively. h(Vi) is the
function for the inactivation of sodium. The functions αn, βn, αm, βm,αh, βn
are given by
αn(v) =
0.01v + 0.55
1− exp (−0.1v − 5.5)
, (5)
βn(v) = 0.125 exp
(
−v − 65
80
)
, (6)
αm(v) =
0.1v + 4
1− exp (−0.1v − 4)
, (7)
βm(v) = 4 exp
(
−v − 65
18
)
, (8)
αh(v) = 0.07 exp
(
−v − 65
20
)
, (9)
βh(v) =
1
1 + exp (−0.1v − 3.5)
, (10)
where v = V/[mV ]. The neuron can present periodic spikings or single spike
activity as a result of the variation of the external current density Ii (µA/cm
2).
The frequency of the periodic spikes increases if the constant Ii increases.
In Equation (1) the term fj(t) is a function which represents the strength
of an effective synaptic (output) current and it is given by
fj(t) = e
−(t−tj−τ)
τs , (11)
where τs is the synaptic time constant and tj is the most recent firing instant
of the neuron j. The parameter τ is the time delay and consequently the time
that the current fj(t) spends to achieve the postsynaptic neuron [12]. Figures
1(a) and 1(c) show the time evolution of the action potential Vj(t) for τ = 0
and τ = 3 ms, respectively. The action potential starts at −70 mV and when
a stimulus is applied it spikes upward. After the peak potential, the action
potential falls to the resting potential. In Figures 1(b) and 1(d) we calculate
fj(t) for the respective Figures 1(a) and 1(c). We see by means of the dashed
green line that the transmission of the synaptic current to the postsynaptic is
not instantaneous for τ = 3 ms.
In our simulations, we consider C = 1 µ F/cm2, ENa = 50 mV, EK =
−77 mV, EL = −54.4 mV, gNa = 120 mS/cm
2, gK = 36 mS/cm
2, gL = 0.3
3
mS/cm2 and τs = 2.728 ms. The neurons are excitatorily coupled with a reversal
potential V Excr = 20 mV, and inhibitorily coupled with a reversal potential
V Inhibr = −75 mV [4].
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Figure 1: Time evolution of the action potential Vj(t) of a presynaptic neuron j
and the respective synaptic current (output) fj(t) that achieves the postsynaptic
neuron i. We consider τ = 0.0 in (a) and (b), and τ = 3.0 ms in (c) and (d).
3 Synaptic plasticity
Synaptic plasticity is the process that produces changes in the synaptic strength,
namely it is the strengthening or weakening of synapses over time. In 1998, the
neuroscientists Bi and Poo [18] characterised the dependence of the long-term
potentiation and depression on the order and timing of pre and postsynaptic
spikes, named spike time dependant plasticity (STDP). The plasticity dynamics
is given by the update value of the synaptic weight ∆Γ, and a mathematical
definition of this function is given by [21]
d∆Γ(t)
dt
= y(∆Γ, V, t). (12)
Kalitzin and collaborators [21] showed that the function y depends on the mem-
brane potential of the postsynaptic neuron, the activation of the synapse, and
the thresholds for switching on long-term potentiation and the long-term de-
pression. We consider an approximation of y in the linear form y(∆Γ, t) =
(a+ c/t)∆Γ [4]. The function ∆Γ = btc exp(at) is the solution of Equation (12),
where a, b, and c are constants. For c = 0, we obtain the update value for
excitatory synapses ∆ε (eSTDP), and for c 6= 0, we find the update value for
inhibitory synapses ∆σ (iSTDP). The plasticity dynamics introduced by means
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of this linear approximation is not related to physiological processes [22], how-
ever, with this function we can find a fit which describes experimental results
of eSTDP and iSTDP, as showed in References [18] and [19].
Figure 2(a) exhibits the eSTDP function for excitatory synapses, where the
presynaptic neuron j and the postsynaptic neuron i are forced to spike at time
tj and ti, respectively. There is a change in the synaptic weights ∆εij due to
the time difference between the spikes ∆tij = ti − tj . The eSTDP function is
given by [23]
∆εij =
{
A1 exp(−∆tij/τ1), if ∆tij ≥ 0
−A2 exp(∆tij/τ2), if ∆tij < 0
, (13)
where A1 = 1, A2 = 0.5, τ1 = 1.8ms, and τ2 = 6ms. The synaptic weights are
updated according to Equation (13), where εij → εij+10
−3∆εij . The black line
in figure 2(a) shows the potentiation of excitatory synaptic weights for ∆tij ≥ 0
and the blue line the depression in synaptic weights for ∆tij < 0.
0
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Figure 2: Comparison between absolute values of potentiation (black curves)
versus depression (blue curves) in synaptic weights. STDP function for (a)
excitatory and (b) inhibitory synapses.
In Figure 2(b), we see the iSTDP function for inhibitory synapses. The
weights are increased based on the following equation
∆σij =
g0
gnorm
αβ |∆tij |∆tij
β−1 exp(−α|∆tij |), (14)
where g0 = 0.02, β = 10, α = 0.94 if ∆tij > 0, α = 1.1 if ∆tij < 0 and
gnorm = β
β exp(−β) [24, 25]. The inhibitory synaptic weights are updated
according to Equation (14), where σij → σij + 10
−3∆σij .
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In our neural network model, the time interval between spikes ∆tij and the
plasticity rules are calculated and applied every time the postsynaptic neuron i
fires and can present different values depending on when the presynaptic neuron
j had the last spike.
4 Synaptic weights and synchronisation
In our simulations, aiming to understand the alterations in network connectiv-
ity, we consider a neuronal network with 100 Hodgkin-Huxley. This number
of neurons was chosen to facilitate a visual analysis of the coupling matrices
without to lose dynamics properties. Our network has 80% of excitatory and
20% of inhibitory synapses according to anatomical estimates for the neocor-
tex [26]. The neurons are initially globally coupled and the initial synaptic
weights are normally distributed with mean 0.25 and standard deviation equal
to 0.02. In this approach, to understand the impact of the delay in the system,
we will consider that all the synapses have the same delay. In Figure 3 we see
the coupling matrices, where the colour bar represents the synaptic weights.
The coupling matrix is separated into excitatory (1 ≤ i, j ≤ 80) and inhibitory
(81 ≤ i, j ≤ 100) neurons. The excitatory neurons i are organised from the low-
est frequency i = 1 to the highest frequency i = 80, and the inhibitory neurons
from the lowest frequency i = 81 to the highest frequency i = 100.
Figure 3(a) exhibits the initial synaptic weights separated into 4 regions.
In the regions I and II the synapses from the pre to the postsynaptic neurons
are excitatory. The region III and IV have inhibitory synapses from the pre to
postsynaptic neurons. For τ = 0ms, we observe in Figure 3(b) that the coupling
matrix shows a triangular shape, due to the fact that the excitatory synapses
become stronger from the high to low frequency neurons and the inhibitory
synapses from the low to high frequency neurons. When the time delay is
τ = 3ms and also τ = 6ms, as shown in Figures 3(c) and 3(d), respectively, the
coupling matrices have a non-trivial configuration of connections, presenting a
greater agreement with real neuronal networks [27, 28, 29]. Therefore, the time
delay has a significant influence on the synaptic weights in a neuronal network
with plasticity, resulting in non-trivial configurations and synaptic weights with
greater variability in their values if compared to the case without delay
We analyse the time evolution of instantaneous average of excitatory ε(t)
and σ(t) inhibitory coupling strengths for different time delay values. Without
time delay τ = 0 (Figure 4(a)), ε (black line) has value greater than σ (red line).
Whereas for τ = 3ms (Figure 4(b)) and τ = 6ms (Figure 4(c)) both ε and σ
oscillate in the interval [0.2; 0.3].
We study the effects of the time delay on the neuronal synchronisation. To
do that, we use the Kuramoto order parameter as diagnostic tool, that is given
by [30]
R(t) =
∣∣∣∣∣∣
1
N
N∑
j=1
exp(iφj(t))
∣∣∣∣∣∣ , (15)
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Figure 3: Coupling matrices for excitatory and inhibitory neurons. Figure (a)
shows the initial synaptic weights. We consider (b) τ = 0 ms, (c) τ = 3 ms and
(d) τ = 6 ms at 400 s. In four cases the colour bar represents the synaptics
weights.
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Figure 4: In this set of Figures we show the time evolution of ε(t) (black line)
and σ(t) (red line) for (a) τ = 0, (b) τ = 3 ms, and (c) τ = 6 ms, as well as the
time evolution of the Kuramoto’s order parameter R(t) for(d) τ = 0, (e) τ = 3
ms, and (f) τ = 6 ms.
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and the time averaged order parameter
R¯ =
1
tf − ti
tf∑
ti
∣∣∣∣∣∣
1
N
N∑
j=1
exp(iφj(t))
∣∣∣∣∣∣ , (16)
where φj(t) is the phase associated with the spikes,
φj(t) = 2pim+ 2pi
t− tj,m
tj,m+1 − tj,m
, (17)
where tf − ti is the time windows for measuring, tj,m is the time when a spike
m (m = 0, 1, 2, . . .) in the neuron j happens (tj,m < t < tj,m+1). The order
parameter magnitude asymptotes to unity when the network has a globally
synchronised behaviour. For uncorrelated spiking phases, the order parameter
is much less than 1.
Figures 4(d), 4(e), and 4(f) exhibit the order parameter for (d) τ = 0, (e)
τ = 3ms, and (f) τ = 6ms. Our neuronal network does not exhibit completely
synchronisation due to the fact that the neurons are not identical. Nevertheless,
for R > 0.9 the neuronal network shows strong synchronisation behaviour. In
Figure 4(d), we see a synchronous state for τ = 0. There is no synchronisation
states observed for τ = 3ms and τ = 6ms, as shown in Figures 4(e) and 4(f),
respectively. This result shows that the delay is an important mechanism in the
network dynamics, avoiding synchronization.
In Figures 5(a) we calculate the time averaged excitatory and inhibitory cou-
pling strengths as a function of the time delay for 10 different initial conditions.
The σ¯ values presents a small variation as the delay τ is increased. However, ε¯
is more sensitive and for small delay values τ < 1.5ms we observe ε¯ > σ¯ and the
network is more excitable. As a result the neurons in the network are strongly
synchronized (Figure 5(b)). When we increase the delay for τ > 1.5 ms the
values of ε¯ starts to decrease in a second order transition. Simultaneously the
order parameter R¯ decreases showing its dependence with the excitatory cou-
pling strength ε¯. Finally, for τ > 2.5 ms we observe that ε¯ and σ¯ oscillates in
the interval [0.2; 0.3] and the network are no longer synchronized. These results
show us that synchronization in a neuronal network with plasticity and synap-
tic delay is closely linked to the intensity of excitatory couplings, i.e, the more
excitable the network (ε¯ > σ¯) the more synchronous the neurons will be.
5 Conclusion
We study a neural network with plasticity and synaptic delay, where we consider
the Hodgkin-Huxley model as local dynamics. The Hodgkin-Huxley neuron is
a mathematical model described by coupled differential equations that exhibits
spiking dynamics. We build a network with an initial all-to-all topology and
analyse the time evolution of the connectivity and synchronisation.
We carry out simulations considering a coupling matrix with initial synaptic
weights normally distributed. Without time delay, the coupling matrix evolves
9
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Figure 5: (a) Average values of excitatory ε¯, inhibitory σ¯ synaptic weights, and
(b) mean order parameter R¯ as a function of synaptic time delay τ . The bars
show the standard deviation from the mean values.
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to a triangular shape, where the excitatory synapses are stronger from the high
frequency to low frequency neurons an the inhibitory synapses increases in the
opposite way. The coupling matrix exhibits non-trivial configuration when the
time delay is increased.
We also show that the time delay plays an important role in the neural
synchronisation. Increasing the time delay, we verify that the time averaged
excitatory coupling strength decrease and it becomes approximately equal to
the averaged inhibitory coupling strength. As a consequence, this decrease
suppresses the synchronous behaviour of the neural network.
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