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I. INTRODUCTION 
One of the basic problems of modern control theory is that of minimizing 
a functional 
where x and y are N-dimensional vector functions subject to the relations 
x(0) = c, (1.2a) 
dx/dt = h(x,y), (1.2b) 
r&,y)lO, i= 1,2 )..., K. (1.2c) 
Problems of this nature may be tackled by means of classical variational 
techniques and extensions [ 1, 21, or by means of dynamic programming. The 
latter emphasizes the physical concept of feedback control, since it attempts 
to determine directly the optimal policy v = v(c, T) as a solution of the equa- 
tion 
fT = my MC, v) + (grad f, 41, (1.3) 
where ri(c, v) I 0, i = 1, 2, . . . . K, and 
f(c, T) = min 1(x, y). (1.4) 
In this paper we initiate investigation of an inverse problem of some 
importance: “Given the optimal policy v = v(c, T) and the descriptive 
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equations of (1.2), what criterion function possesses this optimal policy ?” 
The study of inverse problems forms a chapter in the calculus of variations, 
with emphasis laid on determining Lagrangians having a given family of 
curves as Euler arcs. (See [4, 51.) 
In the simple case where no constraints are present and h(x, y) = y, 
we obtain a simple linear partial differential equation which, in principle, 
determines f and g. In some cases, this leads to an effective analytic solution. 
II. SCALAR CASE 
Consider the problem of minimizing 
(2.1) 
with u(0) = c, where u(t) is a scalar function. Writingf(c, T) for the minimum 
value, we obtain in the usual fashion [3] the equation 
fT = m$ MC, v) + vfcl. P-2) 
This in turn leads to the two equations 
or 
fT = & 4 + vfc, (2.3) 
0 = g, + fC> 
f, = g - vg,, (2.4) 
fc = - g,. 
Eliminating f by partial differentiation, we have the equation 
k - %J)c = - hJT, (2.5) 
which, in principle, determines g, given the function v(c, T). 
This equation in g involves second partial derivatives with respect to v 
and is not immediately tractable. 
III. THE FIRST-ORDER EQUATION FOR fT 
Returning to (2.3), let us proceed in the following fashion. Write 
(fT - VfJT = ‘dc, 4- = k?VVT = - VTfC, (3.1) 
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upon taking account of the second equation of (2.3). Hence, 
or 
fzT - VTfC - I-ifeT = - VTfC, (3.2) 
(fT)T - ‘u(fT)C = 07 (3.3) 
a first-order linear equation for fT, given the function v = v(c, 7’). Once f is 
determined, we obtain g from (3.3). 
As is immediately seen, the determination of fT is quite simple if we ask 
for a criterion function which yields an optimal policy of the form v(c, T) = 
IV. MULTIDIMENSIONAL CASE 
Consider the multidimensional problem. The basic equation is 
fT = m$ MC, 4 + (grad f, 41. 
In terms of the components, we obtain the equations 
fT = &9 4 + 2 f& 
0 = g,, + fc,, 
which yield, in exactly the same fashion as before, the equation 
(fT)T = 2 (f&r. 
(4.1) 
(4.2) 
(4.3) 
Again, the determination of fr, given that v(c, T) = v(c)k(T) (where k(T) 
is a scalar and v(c) is a vector), is reduced to a conventional problem in 
first-order partial differential equations which can be treated by means of 
characteristics or otherwise. 
V. DISCUSSION 
Finally, let us note that if one of the significant functions of a variational 
problem is given, it is frequently possible to form equations for the others in 
terms of it. For example, if the integrand g(c, v) is given, then it is possible 
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to find a first-order partial differential equation for the optimal control 
function o(c, T). In fact, upon expanding, we see that Eq. (2.5) yields the 
desired relationship. These observations have interesting consequences in 
analytical dynamics and control theory which will be discussed elsewhere. 
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