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Abstract—Multi-antenna relaying has emerged as a promising
technology to enhance the system performance in cellular net-
works. However, when precoding techniques are utilized to obtain
multi-antenna gains, the system generally requires channel state
information (CSI) at the transmitters. We consider a linear
precoding scheme in a MIMO relaying broadcast channel with
quantized CSI feedback from both two-hop links. With this
scheme, each remote user feeds back its quantized CSI to the
relay, and the relay sends back the quantized precoding infor-
mation to the base station (BS). An upper bound on the rate loss
due to quantized channel knowledge is first characterized. Then,
in order to maintain the rate loss within a predetermined gap
for growing SNRs, a strategy of scaling quantization quality of
both two-hop links is proposed. It is revealed that the numbers of
feedback bits of both links should scale linearly with the transmit
power at the relay, while only the bit number of feedback from the
relay to the BS needs to grow with the increasing transmit power
at the BS. Numerical results are provided to verify the proposed
strategy for feedback quality control.
Index Terms—Amplify-and-forward relay, linear precoding,
multiple-input multiple-output (MIMO), quantized feedback.
I. INTRODUCTION
R ELAYING technologies have attracted considerableattentions due to its promising potential of improving
the system capacity and increasing the coverage at a low cost
in next generation wireless communication systems including
3GPP LTE-Advanced and IEEE 802.16m [1]–[3]. Since mul-
tiple-input multiple-output (MIMO) has been a well-known
technology for next generation wireless applications, recent
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studies of the subject matter have focused on investigating
different relaying strategies in multi-antenna systems.
For a simple three-node system with one source and one
destination communicating through a relay, the design of
amplify-and-forward/decode-and-forward (AF/DF) relaying
has been well investigated [4]–[6]. The capacity bounds are
studied in [4] for a regenerative MIMO relay system from an
information-theoretic point of view. Concerning nonregenera-
tive MIMO relays, the optimal precoding design are presented
in [5] and [6] aiming at channel capacity maximization. The-
oretic capacity scaling law is analyzed in [7] for systems with
multiple relays. In [8], a relay selection strategy is proposed
for achieving additional multi-relay diversity gain for practical
applications. These studies have been focused on systems
serving a remote terminal via relay nodes.
With multiple antennas deployed for increasing multiplexing
gain, works have been under way to investigate point to multi-
point (multiple terminals) systems which are usually referred
to as multiuser broadcast channels (BCs) or multiple access
channels (MACs). For a MIMO BC/MAC without relay, the
theoretic capacity limits have been investigated in the litera-
ture [9], [10], and the dirty paper coding (DPC) is known as
a capacity-achieving technique for a MIMO BC [11]. On the
other hand, because of the high complexity of DPC implemen-
tation, several efficient linear precoding techniques have been
proposed, see, e.g., [12] and [13]. Another recent trend of re-
search interest is the design of AF relay in multiuser MIMO
systems. Especially in cellular networks, employing fixed relay
stations has been found efficient in dealing with users located in
a so-called “dead zone” [1], [14]. For the MIMO relay BC, the
problem of joint precoding design has been studied in [14]–[16],
while the MIMO MAC with relaying has been examined in [17].
A common technical drawback in the above relaying schemes
is that they all require full channel state information (CSI) of
both two hop channels at all transmitter sides, and thus can
be infeasible for many practical wireless applications, par-
ticularly in frequency-division duplexed (FDD) systems. A
common way to deal with this problem in MIMO channels
is to exploit finite-rate feedback, in that each receiver node
feeds back a finite number of bits of its CSI at the beginning
of each transmission block. This technique has been widely
considered for both point-to-point MIMO [18], [19] and mul-
tiuser MIMO systems [20]–[25]. So far as we know, however,
little work has considered quantized CSI feedback schemes
in precoded MIMO relay systems, with [26] and [27] as no-
table and interesting exceptions. The studies in [26] propose
a limited feedback scheme for systems using Grassmannian
beamforming in a three-node two hop system with an AF relay,
1053-587X/$26.00 © 2010 IEEE
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while [27] extends the limited feedback design for precoding
strategies serving multiple data streams simultaneously. Unlike
the point-to-point two-hop systems, the design of precoding
schemes in [26] and [27] is different and becomes more
complex for point-to-multipoint relay broadcast systems even
when perfect CSI are available [14]–[16]. Moreover, when
considering precoding techniques with quantized CSI feed-
back, the system performance will be affected by the channel
quantization quality of both two-hop channels. In this work,
by assuming only quantized CSI is available at the transmitters
through feedback, we study the multi-antenna downlink system
where the base station (BS) broadcasts multiple data streams to
a number of remote users via the help of a multi-antenna AF
relay. The main contributions of this paper are summarized as
follows.
• A linear precoding scheme for a MIMO relaying BC using
quantized CSI feedback is proposed. In this scheme, the
relay feeds back bits to the BS for determining the
beamforming vector of each data stream, and each user ter-
minal sends bits of its quantized CSI to the relay for cal-
culating the downlink beamforming at the relay. We char-
acterize the upper bounded rate achieved by the proposed
precoding scheme at high SNRs, which is known as the in-
terference-limited effect in limited feedback multiuser sys-
tems.
• In order to guarantee the rate loss relative to the precoding
scheme with perfect CSI within a given constant, we de-
velop a strategy of controlling the feedback quality, i.e., the
numbers of quantization bits and , for both two-hop
channels. For limited feedback multiuser systems without
relaying, study in [20] has revealed that the number of feed-
back bits per user should be increased linearly with the
system SNR (in decibels) to maintain a constant rate loss.
Our study extends the existing result in [20] to MIMO-
relay assisted multiuser systems and show that the feed-
back quality grows with both the BS transmit power and
the relay transmit power according to
(1)
and
(2)
where and are the numbers of antennas at the BS
and relay, respectively, and are the transmit power
constraints at the BS and the relay, respectively, and is
an offset for the feedback quality control which depends
on the required rate loss.
The rest of the paper is organized as follows. Section II gives a
brief description of the MIMO relaying broadcast system under
consideration. Section III presents a linear precoding scheme
using quantized CSI feedback from the receivers. In Section IV,
the achievable rate by the proposed scheme is analyzed and a
rate upper bound due to quantized feedback is characterized for
high SNR cases. Then, in order to guarantee a maximal rate loss
in the system, a quantization quality control strategy is proposed
in Section V. Concluding remarks are made in Section VI.
Fig. 1. System model of a relay-assisted multi-antenna downlink channel.
II. SYSTEM MODEL
Consider a multiuser downlink channel with an -antenna
BS serving single-antenna users through an -antenna relay
station (RS). The system model is depicted in Fig. 1. For sim-
plicity, we assume that the BS has more than or at least equal
number of antennas as in the RS, that is . To focus our
study on the effect of the limited feedback scheme, we consider
the system with . Note that for , the system will
first implement user scheduling before transmission [14].
Let be the transmit symbol vector at the source.
Before transmitting it to the relay, the source pre-processes
by an precoding matrix , the received symbol vector
at the RS can thus be written by
(3)
where is the backward channel matrix from the BS
to the RS, is the complex Gaussian noise with zero-mean and
unity variance, and is a factor to scale the transmit symbol
such that the total power constraint at the BS is satisfied. The
energy of the input symbols is normalized by
where represents the expectation operator. It follows that
the BS transmit power constraint is given by
(4)
Assume that the backward channel obeys the Rayleigh distri-
bution and the value of has taken into account the path loss
effect of the channel. The entries of the channel matrix can
be treated as independent complex Gaussian random variables
with zero-mean and unity variance. Here, the direct links be-
tween the source and remote users have been neglected due to
large path loss and severe shadowing effects.
After receiving the symbols, the relay pre-processes the re-
ceived vector by an precoding matrix , then it broad-
casts the precoded symbols to distributed users. Let be a
scaling factor for the transmit symbol at the relay. The RS for-
wards the symbol
(5)
with the relay transmit power constraint formulated as
(6)
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which, like in [8], [25], is an average transmit power constraint
at the RS. Under these circumstances, the received symbol at
user is
(7)
where is the channel vector between the RS and the
th user terminal, and is the complex Gaussian noise at the
th user terminal with zero mean and unity variance. Assume
that is also Rayleigh distributed and its entries are zero mean
complex Gaussian variables with unity variance. Without loss
of generality, we define the th entry in the transmit vector
as the desired information for user . By representing the
BS precoding matrix as , where is the
beamformer for data , the SINR at user can be calculated
by
(8)
Accordingly, the averaged achievable sum rate of the system is
given by
(9)
where represents the concatenation of
relay-to-user channels and the factor 1/2 results from the fact
that data is transmitted over two time-slots.
III. LINEAR PRECODING WITH QUANTIZED CSI FEEDBACK
In a MIMO relay BC, it is difficult to obtain the optimal
design of and for joint source and relay precoding. Al-
though some suboptimal joint precoding optimization methods
have been proposed in [14]–[16], they are in general based on it-
erative mechanisms and require full CSI of both two-hop chan-
nels at all transmitters. As a result, these methods are compu-
tationally complex and they cannot be directly applied in our
system due to the lack of perfect CSI. In this study, we exploit
the structured source and relay precoding scheme proposed in
the previous work [15] and extend it to scenarios using quan-
tized CSI feedback.
A. Linear Precoding Design
In this subsection, we briefly review the structured precoding
scheme proposed in [15] where the source precoding exploits
a singular value decomposition (SVD)-based precoding matrix
and the relay precoding combines the SVD-based receiving ma-
trix and the zero-forcing beamforming (ZFBF) scheme. Ap-
plying SVD to under , it gives
(10)
where is an diagonal matrix and is a column uni-
tary matrix with size . The precoding matrices are then
specified as
(11)
and
(12)
where with being the normalized th column
of the matrix . Notice that follows the same
design of conventional ZFBF in the multiuser BC [20], and this
pair of precoding matrices diagonalize both the source-to-relay
channel and the concatenated relay-to-user channel. By substi-
tuting the structured precoding matrices into (7), we have the
stacked received symbols as
(13)
where is the concatenated received symbols at
users, is a diagonal matrix with its diagonal elements as
, and is the equivalent Gaussian noise
with unit variance. From (13), when this structured precoding is
utilized with perfect CSI, the SINR in (8) for receiver reduces
to
(14)
where is the th diagonal entry of and is the th column
of .
Given the structured precoding matrices, by considering the
power constraints in (4) and (6), we can thus determine the two
power scaling parameters as follows:
(15)
and
(16)
where the second equality uses because the di-
agonal entries of is the unordered eigenvalues of a Wishart
matrix [28].
B. Imperfect CSI Feedback via Vector Quantization
The structured precoding design requires channel knowledge
at the transmitters. Generally, CSI can be obtained by each re-
ceiver through training. However, to obtain the channel informa-
tion at the transmitters needs feedback. In our system, assuming
perfect CSI at receivers (CSIR), the information of needs to
be sent back to the BS for determining and the channel in-
formation should be available at the RS through feedback for
calculating . Notice that, since the knowledge of is known
at the RS, the information of is always available at the RS for
calculating .
In the limited feedback model shown in Fig. 1, the relay quan-
tizes to a finite number of bits (as an index) and then sends
the index back to the BS. For the channels between the relay
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and users, each user quantizes its channel information via
vector quantization and feeds the quantization index back to the
RS. We first consider the quantization of . For analytical sim-
plicity in our study, we select the conventional vector quanti-
zation based method [19]–[21] for quantizing . Specifically,
we use bits to quantize each column of by a codebook
with unit-norm complex vector codewords. The
quantization of is obtained by performing
(17)
With a quantized version of as , a limited
feedback version of the BS precoding matrix in (11) becomes
(18)
For the downlink channel from the RS to users, each user
quantizes its channel by using the same vector quantization
method as that described in [20]
(19)
where is the number of quantization bits and is a code-
book containing unit norm complex vector code-
words. After obtaining at the RS through
feedback, the precoding matrix in (12) can be calculated as
(20)
where is the ZFBF matrix calculated according
to . Following (18) and (20), the joint BS and RS precoding
scheme can now be implemented by utilizing the quantized CSI
feedback, instead of the perfect channel knowledge.
IV. THROUGHPUT ANALYSIS UNDER QUANTIZED
CSI FEEDBACK
This section addresses the achievable throughput of the pro-
posed limited feedback linear precoding scheme in a MIMO re-
laying BC. We first characterize the throughput loss as a func-
tion of the quantization quality of both two-hop links, i.e.,
and , by comparing the limited feedback scheme with the ap-
proach with perfect CSI. Since the rate loss has shown to be an
increasing function of system SNRs and , we see that the
system performance is interference-limited at high SNRs by de-
riving an upper bound of the achievable rate for infinite and
with fixed CSI quantization quality.1
A. An Upper Bound on the Rate Loss
Consider the linear precoding scheme with quantized feed-
back in (18) and (20), the received symbols in (7) can be
rewritten by
(21)
1Since both the transmit symbol and the noise are assumed to be of unit vari-
ance, we use the transmit power to denote SNR in this study.
Accordingly, the achieved SINR in (8) at user becomes
(22)
Then, from (14) and (22), the ergodic achievable rate with per-
fect CSI and quantized CSI feedback are
(23)
and
(24)
respectively.
Theorem 1: The achievable rate loss per user due to quantized
feedback in the MIMO relay downlink can be upper bounded by
(25)
where is the quantization error of vector defined in (49),
is the minimum eigenvalue of a matrix, and matrix is
defined by
which only depends on the quantization level of the
BS-to-RS channel.
Proof: See Appendix B.
From Theorem 1 it follows that the rate loss is bounded from
above by the sum of two components. The first sum component
in (25) only depends on the CSI quantization for the BS-to-RS
channel, while the second term is an increasing function of the
system SNR and . Since the value of the first term relies
only on the quantization level , we conclude that the second
term in (25) dominates the rate loss at high SNR regime. There-
fore, for high SNRs, the upper bound on the rate loss can be
alternatively rewritten as
(26)
In summary, we have derived a simple expression of the rate
loss upper bound which will be shown useful in the subsequent
development. In order to verify the derived bound, Fig. 2 plots
the derived upper bound for a system with
and as a function of the number of feedback bits, along
with the exact values of obtained by numerical methods.
This figure verifies the accuracy of the upper bound versus the
increasing values of both and . The term in (26) was
neglected when calculating the theoretic bound . From
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Fig. 2. Accuracy of the rate loss upper bound for      and     with
       dB.
the results, it is observed that the upper bound gets tighter as the
number of feedback bits increases.
B. Rate Upper Bound by Interference-Limited Effect
From the bound derived above, it is observed that the rate loss
increases with the system SNRs and . Therefore, it is also
of interest to examine how the system performs at high SNRs
with fixed feedback quality. The following result characterizes
an upper bound for the achievable rate when the system transmit
power constraints becomes unlimited.
Theorem 2: The achievable rate of the system using quan-
tized feedback with either fixed or fixed is bounded from
above as the system transmit power and becomes unlim-
ited:
(27)
and
(28)
where is the upper bound given as a function of with
perfect relay-to-source feedback (infinite ), while is an
upper bound with respect to with perfect user-to-relay feed-
back (infinite ), and
is a constant independent of both and , where is
Euler’s digamma function [30].
Proof: By symmetry, the achievable rate of the limited
feedback system is bounded from above by
(29)
(30)
(31)
(32)
(33)
where (29) omits two positive terms and
which are small for large and , equality (30) uses the
decomposition and eliminates common
in the two terms, inequalities (31) and (32) are followed by
applying Jensen’s inequality to the first term and the second
term in the corresponding expressions, and the last expression
(33) holds because of the fact that the expectation of the term
is the same for different . To obtain
a closed-form expression of the rate upper bound, we need to
use the results in Appendix C where the expectation terms in
(33) are calculated separately.
We consider the case with fixed and perfect CSI feed-
back from users to relay. By substituting (79) and (83) (see
Appendix C) into (33) and let , the rate upper bound
in (27) is obtained as a function of . Consider now the case
with fixed and perfect CSI feedback from relay to the BS.
The upper bound in (28) is obtained by substituting (79) and
(80) (see Appendix C) into (33) and let , and the proof
is complete.
Theorem 2 implies that the system rate is bounded from above
when and grow to infinity so long as one of the feedback
quality and is a finite number. Fig. 3 plots the derived
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Fig. 3. Interference-limited effect in the MIMO Relaying BC using quantized
feedback with     and     for high system SNRs.
rate bounds as well as the numerical results of the achievable
rate with and at high SNRs. Notice that we
tested in this figure very high SNRs in order to verify the de-
rived bounds although the high SNR values seem impractical
in current wireless applications. These bounds show the perfor-
mance limit of the relay system due to multiuser interference
resulting from CSI quantization errors. More specifically, this
phenomenon is called “interference-limited effect” in [20] due
to the fact that both the signal power and the interference power
in the limited feedback system increase linearly with the system
transmit power. Moreover, by comparing the rate bounds
and , it is found that improving the feedback quality of one
of the two-hop channels, i.e., increasing or , has different
impacts on enhancing the system throughput if the feedback
quality of the other channel is assumed to be perfectly accurate.
We shall discuss the problem of controlling feedback quality of
both two-hop channels in the next section.
V. FEEDBACK QUALITY CONTROL FOR TWO-HOP CHANNELS
A. Feedback Quality Control
We see from the results deduced above that if the quantiza-
tion quality of either or is fixed, the rate loss becomes
unbounded when the system SNR or increases to in-
finity. In this case, the system performance may eventually be
overwhelmed by the multichannel (multiuser) interference due
to the quantization error. This phenomenon is called “interfer-
ence-limited effect” in the limited feedback MIMO BC without
relay [20]. In order to mitigate this effect, one needs to increase
the feedback quality with the system SNR. In what follows, we
determine how the quantization quality including and
must grow with and so that the rate loss becomes bounded
from above by a given value. The next theorem offers a sufficient
condition for the system to maintain a desired rate loss upper
bound.
Theorem 3: In order to maintain the upper bounded rate loss
no larger than per user for high SNRs, it is sufficient
to scale the numbers of CSI quantization bits per user, i.e.,
and , according to
(34)
and
(35)
where
is a value depends only on the number of remote users and
parameter for a desired rate loss.
Proof: We consider the simple expression for the upper
bound on the rate loss given by (26). In order to control the
per user rate loss within a constant gap, we choose and
by making the rate loss upper bound equal to . From
(26), it follows that
(36)
Hence, by omitting the term in (36) for high SNRs, a more
tractable condition for and is given by
(37)
which implies that
(38)
This is accurate and effective for an increasing SNR due to two
reasons. First, the omitted term is a constant value under a fixed
and is independent of the system SNR. To control the rate
loss gap for a growing SNR, the left-hand side of (37), which
increases with both and , plays an essential role in con-
trolling the entire rate loss. Secondly, if and are scaled
according to the condition in (38) for increasing and , the
exact value of also decreases to zero with increasing ,
which guarantees the accuracy of this sufficient condition for
high SNRs in our system.
Subsequently, in order to obtain a more meaningful expres-
sion for the feedback quality control, a new variable
is introduced to help transform (38) to the following equivalent
conditions:
(39)
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where can be any value in (0, 1) and different values of may
result in different solutions to and . By solving the above
equations in terms of , , , and and then substituting (15)
and (16) into the solutions, the conditions in (39) lead to the
following concise expressions for controlling and :
(40)
and
(41)
The above results imply that, for any given , there can be dif-
ferent combinations of and to make condition (37) valid.
In particular, choosing in (40) and (41) leads to (34)
and (35), respectively.
From Theorem 3, several important and interesting conclu-
sions on the issue of controlling the feedback quality can be
made.
• In the limited feedback relay BC, in order to maintain the
rate loss within a predetermined gap with respect to the
perfect CSI case, both and of the two-hop feed-
back channels should grow with the relay transmit power
according to (34) and (35), respectively. However, for
an increasing BS transmit power , only the number of
relay-to-BS feedback bits needs to be increased.
• Although both quantization quality of two hop channels
should increase with the transmit power, the power con-
straints and have different effects on scaling
and . Based on Theorem 3, it can be concluded that the
scaled is eventually upper bounded when tends to
infinity and is fixed. That is,
(42)
• Consider a scenario where and are scaled with an
increasing and fixed . From Theorem 3, we have
(43)
and
(44)
where is in decibels. This suggests
that for a fixed , both quantization quality and
of the two-hop channels should grow linearly with in
decibels, which are unbounded.
It is important to note that the above conditions in Theorem 3
is not necessary for all cases since it is obtained by using our
derived upper bound to the rate loss. However, for high SNR
cases, feedback quality control according to Theorem 3 is sug-
gested to guarantee a desired rate loss level. Numerical results
will be presented in Section V-C to demonstrate that the strategy
for scaling and as stated in Theorem 3 behaves well in a
variety of cases.
B. Optimizing via Sum Feedback Minimization
In Theorem 3, the strategy of scaling and corresponds
to . From (40) and (41), given the transmit power con-
straints with fixed , different choices of may produce different
combinations of and , thus different sum feedback rates
of both two-hop channels. Therefore, it is of interest to find an
optimized such that the overall feedback rate of the system is
minimized. In what follows, we show that is indeed the
optimal choice for the system with .
Using (40) and (41), the sum feedback rate of the two-hop
channels is calculated by
(45)
The problem of minimizing the overall feedback rate can be
formulated as
(46)
Using the expression in (45) and after some manipulations, the
problem in (85) is reduced to
(47)
The above problem admits a closed-form solution as
(48)
and the solution is both unique and globally optimal, see
Appendix D for a proof of this fact. It follows that the optimal
solution only depends on the antenna configurations at the
BS and relay. In particular, when , is the
optimum value that minimizes the overall feedback rate.
C. Numerical Results
We now present some numerical results for a system with
and . Fig. 4 shows the achievable rate of the
limited feedback system with fixed and , comparing with
the system using perfect CSI feedback. Although the achievable
rate by quantized feedback is close to that of the system with
perfect CSI in the low SNR region, it is quite pronounced that
the performance becomes bounded from above in the high SNR
region. Moreover, by comparing the results of different system
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Fig. 4. Achievable sum rate of the MIMO relaying BC using quantized feed-
back.
Fig. 5. MIMO relaying BC using quantized feedback with     and   .
configurations, it can be observed that high quality feedback
becomes more essential for a system with more antennas (or
serving more users) at high SNRs.
In order to let the achievable rate grow with the system SNR,
we assumed the system using scaled and with increasing
system SNRs and . Specifically, the numbers of feedback
bits and were taken from (34) and (35) in Theorem 3 so
that the maximal rate loss due to quantized feedback is guaran-
teed. The value of was set to 2, resulting in a per user rate loss
bounded from above by b/s/Hz. Given
users in the system, the overall system rate loss is accordingly
bounded from above by b/s/Hz.
In Figs. 5–8, the throughput achieved by using perfect CSI,
quantized feedback using scaled and , and quantized feed-
back with fixed and are shown for comparison. Fig. 5
depicts the results for a system with and as
a function of increasing transmit power at both the BS source
and relay, i.e., ranging from 0 to 30 dB. As expected,
it shows that the overall system rate loss is always controlled
to remain within 1 b/s/Hz across the whole tested SNR regime.
For a system with fixed and , however, the rate loss due
to quantized feedback is unbounded and grows with and ,
hence resulting in an upper bounded system rate when and
Fig. 6. MIMO relaying BC using quantized feedback with     and   .
Fig. 7. MIMO relaying BC using quantized feedback with     ,    ,
and fixed     dB.
increase. Fig. 6 demonstrates the results for . By
using scaled and , the system rate grows with the system
SNR and the rate loss is always guaranteed to remain within 2
b/s/Hz with increasing transmit power and . Notice that al-
though the scaled and in Theorem 3 are derived by omit-
ting the term for large SNRs, the results in both figures
verify its accuracy and effectiveness for different tested cases.
Moreover, we evaluated a system with fixed while increasing
from 0 to 30 dB and the results are shown in Fig. 7. Since
the BS transmit power is fixed, the system rate is bounded from
above even with perfect CSI feedback when becomes large.
In this case, the rate loss by quantized feedback is well con-
trolled by using scaled and . As expected, however, when
the feedback quality and are fixed, still the rate loss is
found to grow with . Contrary to Fig. 7, we also show in Fig. 8
the comparison results under fixed and increasing from
0 to 30 dB. Since is fixed, the overall system performance
is upper bounded when increases to large. However, by uti-
lizing the proposed scaling and in our paper, the rate loss
is well controlled within 1 b/s/Hz.
VI. CONCLUSION
This paper studies a limited feedback linear precoding
scheme in a MIMO relay-assisted downlink system. With a
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Fig. 8. MIMO relaying BC using quantized feedback with     ,    ,
and fixed     dB.
quantized CSI feedback employed, the performance degrada-
tion relative to the perfect CSI case is quantified by deriving
an upper bound to the rate loss. As the transmit power grows
large, the achievable rate has been shown to be eventually
bounded from above due to the “interference-limited effect”
in limited feedback multiuser systems. Therefore, in order to
scale the achievable rate with system SNRs, a feedback quality
control strategy has been developed. It is shown that both
the quantization quality in the two-hop channels need to be
increased with the transmit power at the relay. However, for
growing transmit power at the BS, only the feedback quality
from the relay-to-BS link should be increased. The problem of
minimizing the sum feedback rate of both two-hop channels
for the proposed feedback strategy is also addressed.
APPENDIX A
SOME PRELIMINARIES ON VECTOR QUANTIZATION PROPERTIES
In this appendix, we provide some preliminary results about
the characteristics of quantization vectors which are shown
useful in our paper. For brevity, define the quantization error of
vector by
(49)
and let denote the expected quantization error as follows:
(50)
which is the same for any specific vector because they are
identically distributed unit vectors. Moreover, since it is in gen-
eral difficult to consider the optimal design of a codebook for
some given metric [25], random vector quantization codebooks
[20]–[23] are considered here.
Lemma 1: The random variable for any is
statistically equivalent to the new variable which is the product
of the vector quantization error and a random
variable.
Proof: This result directly follows from [20, Lemma 2]
because is the quantization of which is orthogonal to .
Lemma 2: For any quantization vector , we have
(51)
where is a diagonal matrix with given elements in the
diagonal.
Proof: We prove the expectation of the matrix by sepa-
rately considering the expectation of each th element of
the matrix as follows:
(52)
• For : The definition of directly gives
(53)
• For : By using Lemma 1, it gives
(54)
• For : In this case, at least one of the vector indexes
and should be different from . Hence, without loss of
generality, consider the case with . Since vector is
the th column of a Haar matrix which is uniformly
distributed on the set of all unitary matrices [28],
vector is isotropically distributed in the unit-norm
vector space. Thus, the new vector of ,
which is still orthogonal with other vectors in
the unitary matrix , follows the same distribution of .
Then, we obtain
which implies
(55)
Then, the Lemma follows by combing the results in
(53)–(55).
Notice that from Lemma 2, we can further obtain the fol-
lowing two useful results:
(56)
and
(57)
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Lemma 3: For a matrix
where and are arbitrary unit-norm vectors, is positive
semidefinite, i.e., .
Proof: It is obvious that matrix is Hermitian. From [29,
Theorem 7.2.1], a Hermitian matrix is positive semidefinite if
and only if all its eigenvalues of are nonnegative. The following
will show that this condition always holds for .
Given is the quantization of the unit-norm vector , we
begin with the decomposition [20]:
(58)
where is a unit-norm vector in the null space of and it is
independent with the quantization error . Define
(59)
By substituting (58), it yields
(60)
If is an eigenvalue of with its corresponding eigenvector
, then . Thus, from (60), we have
(61)
where the property that is perpendicular to , i.e.,
, and are used. Similarly by multiplying at both
sides of , we obtain
(62)
After some basic manipulations with (61) and (62), it yields the
nonzero eigenvalues of as
(63)
Thus far, all eigenvalues of are proven to be nonnegative
values because .
APPENDIX B
PROOF OF THEOREM 1
From (14) and (22)–(24), the rate loss can
be written by (64), shown at the bottom of the page. Here, the
last equality follows by the fact that and follow the same
distribution and both are independent of [20]. For brevity,
define and as the first and the second terms in the sum-
mation of (64), respectively. Then, by separately deriving the
upper bounds to the two variables and , we can obtain
the desired bound on .
Concerning , it can be upper bounded by (65)–(67), shown
at the bottom of the next page, where (65) holds by eliminating
two nonpositive terms in the numerator, inequality (66) uses
given in Lemma 3, and the last in-
equality (67) follows by the generalized Rayleigh quotient the-
orem.
Subsequently, by applying Jensen’s inequality, can be
upper bounded by
(68)
(64)
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Since the two matrices and from SVD of are independent
and the two hop channels and are also independent with
each other, we have
(69)
(70)
(71)
where, in (69) we use the result given in (56) (Appendix A) and
is the vector with 1 as the th element and zeros elsewhere.
Equality (70) uses [28]. The final equality (71)
uses the following expectation results [22]
(72)
and
(73)
where is the normalized channel vector and is
defined by
At this point, by substituting (71) and (73) into (68), the upper
bound to is rewritten by
(74)
The last step is obtained by first omitting the negative second-
order term of the quantization errors and then replacing the ex-
pected quantization errors by [22]2:
(75)
2In fact, a more complex expression for the exact expected quantization error
has been given in [21] for random vector quantization. However, to facilitate the
performance analysis in our study, we here use a simpler result which has been
shown in [22] to be a very accurate approximation for performance analysis.
(65)
(66)
(67)
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Thus far, by applying Jensen’s inequality to (67) and from
(74), we finally obtain the upper bound to the rate loss as
(76)
which completes the proof.
APPENDIX C
CALCULATIONS FOR PROOF OF THEOREM 2
This appendix provides some expectation results for the proof
of Theorem 2. First, the following expectation is given by
(77)
(78)
where (77) uses (57) in Appendix A and , and
(78) comes from the results in (72) and (73). By further substi-
tuting (75), it yields
(79)
Then, by considering perfect feedback from relay to the BS,
i.e., , we have another expectation result:
(80)
where we use [28, Eq. 2.12]
(81)
and the expectation given in [20]
(82)
On the other hand, when is fixed and perfect CSI feedback
is assumed from users to the relay, the above result becomes
(83)
Here, is given by (81) and is from
[22]
(84)
The expectation of is obtained according to its
distribution given by Lemma 1 in Appendix A.
APPENDIX D
SOLVING PROBLEM (47)
Letting with and ,
problem (47) becomes
(85)
We compute
(86)
Setting the derivative to zero yields the unique stationary point
of over (0, 1) as
(87)
The second-order derivative of is found to be
(88)
that at the stationary point becomes
(89)
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which is strictly negative for any and . Therefore,
is the unique and global solution for problem (47).
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