ABSTRACT. In this paper we study the convergence of the approximate solutions for the following
INTRODUCTION
The method of upper and lower solutions is a well-known theoretical procedure to prove the existence of a solution for a given nonlinear problem. Under additional conditions, it is possible to apply the monotone iterative technique that provides a constructive scheme for the solutions. Moreover one can use the monotone iterates to give error bounds. For practical purpose it would be interesting to know the order of convergence ofthose monotone sequences of approximate solutions.
We recall that for a given Barmch space (E, II), and a convergent sequence {x,} z in E, it is said that the order of convergence is k 1, 2, if there exist g > 0 and no N such that IIx./a roll -< Xllz xll vn _> no, When k 1 (k 2) we say that the convergence is linear (quadratic).
It is not difficult to see [1] , [2] that the convergence fthe sequence of the approximate solutions given by the monotone iterative technique is very slow. Indeed, that convergence is linear but in general, not quadratic. Under some convexity conditions, the method of quasilinearization [3] , [4] , [5] On the other hand, note that if exists and it is continuous in n {(t, u) e x .; ,(t) < u </(t)}, then condition on f in (1.2) is equivalent to the following requirement:
Recently [7] the method of quasilinearization was generalized for the initial :alue problem (b 0) by not demanding f(t, u) to be convex in u for t E I but imposing the following less restrictive condition there exists M2 > 0 such that f(t, u) + M2u 2 is convex in u for any t 6 I.
(1.5)
If exists and it is continuous for every (t, u) 6 f, then (1.5) holds and it is equivalent to O2f(t,u)> -2M2, (t,u) 6f2
If this last condition is satisfied, then there exists a nondecreasing sequence starting at the lower solution and converging uniformly and quadratically to the unique solution of the initial value problem [7] .
These 
( 1 7) t:3u k
The periodic boundary value problem (u(0)= u(T)) is considered in [2] . There the authors construct a sequence {c,} which converges quadratically to a solution u [a,/3] of the periodic problem. In this case, they suppose that f satisfies (1.6) and a(T) < 6 < 0, where (,())d, (1 8) (1.9)
The following result from [8] is the basic tool to prove our main result. THEOREM 1 To construct the sequence {a,}, let t I and a(t) <_ v <_ u <_/(t). We first note that for a given tEI: c3'f (t, v)
In consequence, using (1.7), we obtain that g(t, u, v) < f(t, u), for all t I and a(t) < v < u < (t). 
'(t) f(t,7(t)) > g(t, 7(t),an(t)); (o) 3(to)
and an(t) g(t, an(t),an-x(t)) < f(t,a(t)) g(t, an(t),a(t)), ,,.(o)-bc,,,(to)=.
We conclude, using again Theorem 1. Furthermore. a(t) < wn(t), for all n N and e I.
B' (A B)
'-A'-1-B we can write that Finally, using that for all A, B 6 R, Now, using expression (2. (1 7) and (2.6) imply that the convergence of { , } to is of order k. F'I REMARK 2.1. Condition (1.9) may seem very restrictive but, as we will see in the following exhrnple, in some cases it is a fundamental condition. Let us consider the problem u'(t) f(u(t)), E I, u(0) u(to), with f defined by f(u) u if u < 0 and f(u) 0 otherwise.
Note that a 1/2 and/ 0 are lower and upper solutions respectively for this problem.
Analogously to the example given in [2] Here f(,x) f(T-t,x). Using the concept of lower and upper solution for (3.1) it is clear that (t)= a(T-t) and /(t) =/(T-t) are an upper and a lower solution respectively for the problem (3 3), with < Furthermore, using (3.2), we have that f satisfies condition (1 9). Thus, we are in the conditions of Theorem 2.1. In consequence there exist two monotone sequences {n) and (n), which converge to the extremal solutions of (3.3) with rate of convergence k. The proof is completed defining an(t) ",(T-t) and ,,.,(t) ,.,(T-t). El
