More than 800 researchers, many of them prominent biostatisticians, called to "raise up against the p-value." [1] This recent battle cry was just the climax of a growing insurrection, which prominently surfaced in 2018 when another group of biostatisticians demanded that we should "redefine statistical significance," [2] and proposed to change the default p value threshold for statistical significance from 0.05 to 0.005 for claims of new discoveries. For many researchers and experts, this demand did not go far enough; in a follow-up statement, they demanded to "remove rather than redefine statistical significance." [3] This apparent upheaval even made it into the lay press. The Financial Times, for example, analyzed that "Scientists strike back against statistical tyranny." [4] What's all the fuzz about?
If you have not lived under a stone, you will be aware of a much wider discussion which started in earnest about a decade ago in Psychology, but then quickly percolated through the life sciences in general. According to a survey by Nature [5] , the majority of researchers feel that a replication crisis has affected their discipline, as many experimental findings cannot be replicated and are likely to be false [6] . The search for underlying causes has spawned a whole new research field, meta-research [7] . It is currently widely believed that, among other issues (which include low internal validity [8] or publication bias [9] ), low statistical power [10] and flawed statistics [11] are root causes of an exceedingly high false positive rate and hence difficulties to reproduce results. This is where the p value, or rather its interpretation, takes center stage.
In 2012, Craig Bennett and colleagues won the Ig Nobel Prize in Neuroscience [12] with a remarkable functional neuroimaging study. They positioned a dead salmon, purchased at a local supermarket, in an MR scanner and showed it a series of photographs depicting human individuals in social situations with a specified emotional valence. In a classical fMRI block design, the salmon was asked to determine what emotion the individual in the photo must have been experiencing. BOLD-imaging revealed a significant hemodynamic response indicating neural processing in the dead salmon's brain [13] . The reason why these authors found "neural correlates of interspecies perspective taking in the post-mortem atlantic salmon" is of course that they relied on standard statistical thresholds (p < 0.001) and low minimum cluster sizes (k > 8), and did not appropriately control for multiple comparisons. This frivolous study is relevant because the authors also demonstrate that only 60-70% of published functional neuroimaging studies at that time controlled for multiple comparisons, questioning the results of a major portion of cognitive neuroscience studies. Other fields, in particular those based on gene expression [14] and association [15] studies, are also heavily affected by the testing burden and were initially drowning in a sea of false positives [16] . As a result, in functional imaging and genetics, techniques aimed at solving the multiple comparisons problem proliferated. Fortunately, it is nowadays unlikely that one can publish transcriptomic or functional imaging datasets without using some form of post hoc correction. It is good news that some research fields appear to have cleaned up their act. However, the bad news is that in many other fields, statistical problems, including insufficient correction for multiple testing, weak thresholds for type I errors, and low statistical power, are still rampant [17, 18] .
But at the heart of the problem lie misconceptions about the p value. Many researchers believe that p is the probability that the null hypothesis is true, and that 1-p is the probability that the alternative hypothesis is true. Or more colloquially, p is confused with the false positive rate: "At an alpha of 5%, I am running a 5% chance that my hypothesis is a fluke, the drug is not effective, despite obtaining statistical significance." Other frequent misconceptions include the belief that the p value correlates with the theoretical or practical relevance of the finding, or that a small p is evidence that the results will be replicable. Another serious fallacy is the notion that failing to reject the null hypothesis (p > 0.05) is equivalent to This article is part of the Topical Collection on Editorial.
* Ulrich Dirnagl ulrich.dirnagl@charite.de demonstrating it to be true. An excellent and comprehensive treatment of the most prevalent misconceptions about the p value can be found here [19] . So what then is the p value, and what can it tell us about our results? If we were to repeat the analysis many times, using new data each time, and if the null hypothesis were really true, at p = 0.05 on only 5% of those occasions would we (falsely) reject it. In other words: The p value represents the probability of getting data as extreme as our results if the null hypothesis is true. But do not these definitions sound compatible with interpreting the p value as a false positive rate? Let us look at this more closely: In the above definitions, probability is applied to the data, but the common fallacy is to apply it to the explanation (i.e., the hypothesis). In addition, we have no idea whether the null is true or not. And then there is the problem of the pre-study odds, and statistical power (i.e., the probability of detecting an effect given that there is one).
The question we all would like to answer is this: If we observe a "significant" p value after doing a single unbiased experiment, what is the probability that our result is a false positive? Unfortunately, the p value is only part of the equation we would need to solve, because the false positive rate depends on alpha, beta (power), as well as the prior probability of the hypothesis we are testing [10, 11] . The unlikelier our hypothesis is, and the lower statistical power, the more likely it is that we are looking at a false positive. Despite a significant p value. To put this into perspective: At an alpha of 0.05, power of 80%, and pre-study odds (prior probability that the alternative hypothesis is true) of 10%, almost 40% of the statistically significant results will be false positives. For a concise treatment of the positive predictive value as a function of the pre-study odds for different levels of statistical power, see [10, 20] . Importantly, in many fields of biomedicine, and in particular in preclinical research, statistical power often is much lower than 80%. In exploratory research, 10% pre-study odds may even be an overestimation. Together with a high prevalence of bias (and in the presence of low internal validity), this may well explain why "most published research findings are false." [6] But wait a minute! Do not high energy physicists use statistical significance as a criterion to accept or refute new particles? And did not they just recently close in on the Higgs boson and reward a Noble prize using the "five-sigma" level of statistical significance, which corresponds to a p value of 3 × 10 −7 ? As The Wall Street Journal properly concluded [21] : "That is not the probability that the Higgs boson doesn't exist. It is, rather, the inverse: If the particle doesn't exist, one in 3.5 million is the chance an experiment just like the one announced this week would nevertheless come up with a result appearing to confirm it does exist."
Correct! The p value tells us something about the experiment, not the hypothesis. Another example from physics can help to clarify that even insanely low p values cannot prove a hypothesis. In 2011, a scientific revolution was announced. Neutrinos were found to travel faster than light. The New York Times [22] reported that "Tiny Neutrinos May Have Broken Cosmic Speed Limit" and asked "Einstein to roll over." Physicists working at the particle accelerator at CERN in Geneva had produced neutrinos and sent them on a 730-km-long trip. The arrival of the neutrinos was registered by a detector blasted through thousands of meters of rock in the Dolomites earlier than photons would have traveled such a distance. The physicists immediately realized that their finding would revolutionize physics. To be on the safe side, they raised the significance level from 5 sigma, the community standard for the discovery of new elementary particles, to 6 sigma. Moreover, they repeated the experiment several times. But the neutrinos did not bother about the speed of light, and the results remained significant at the incredible level of 6.2 sigma! [23] Unfortunately, this episode did not result in a Nobel prize, or the invention of time travel, but total embarrassment for the scientists involved. As it turned out later, a cable in the setup was loose, and the GPS system with which they had measured the distance was not properly calibrated.
Given the limitations of the p value, which are inherent to frequentist statistics ("Null hypothesis significance testing," NHST), and the serious misconceptions regarding its interpretation, shall we raise up against it and ban its use? I believe that this would be throwing out the baby with the bathwater. In a recent thoughtful commentary [24] , John Ioannidis argued that "Significance (not just statistical) is essential both for science and for science based action, and some filtering process is useful to avoid drowning in noise." His point is that retiring significance testing would give bias a free pass, consequently "irrefutable nonsense would rule." [25] We are already drowning in a sea of false positive results, without any threshold for claiming an association this dire situation would almost certainly get worse. Instead, we should prespecify stringent rules before data collection and analysis. Albeit the norm in many fields, a 5% threshold of significance is insufficient for claiming genuine association [2] and, if anything, indicates that the results are "worth a look" and justify further study. Reporting a discovery based only on p < 0.05 is wrong. Without sufficient power, any p value is unreliable, while effect sizes (given a true effect) are overestimated. In an exploratory study mode, which is the norm in most of basic and preclinical biomedical research, we may want to emphasize power over alpha. This means that we should be less tolerant of false negatives than false positives: We surely do not want to miss an effect. But we need to be aware that many of our "statistically significant" results will be false positives. These we need to weed out through confirmatory experiments with stringent alpha levels. Almost certainly confirmation will require even larger sample sizes, and preregistering study protocols should be mandatory. Unfortunately, it is presently common practice to use exploratory studies to support confirmatory inferences [26] .
In research, some connections must be established between chance and support. Criticism of NHST and in particular the p value as tools of hypothesis evaluation has been waxing and waning since its introduction [19, 27] . None of the arguments raised in the current debate regarding NHST and p value, or proposed alternatives, are novel. But the exponential growth of biomedical research over time has massively increased not only the use but also the misuse and misinterpretation of statistical methods to analyze data. Using significance levels (e.g., 5%) in hypothesis testing has become a "ritual." [28] This has grave consequences, as the p value underpins the majority of inferences in the biomedical literature. The declaration of statistical significance has become meaningless.
In conclusion, we should not depend on the p value when interpreting our results. Test statistics may guide our reasoning, but not determine it. As an editorial [29] in a recent special issue of The American Statistician on p values and statistical significance (containing 43 articles!) put it:
& Do not base your conclusions solely on whether an association or effect was found to be "statistically significant" (i.e., the p value passed some arbitrary threshold such as p < 0.05). & Do not believe that an association or effect exists just because it was statistically significant. & Do not believe that an association or effect is absent just because it was not statistically significant. & Do not believe that your p value gives the probability that chance alone produced the observed association or effect or the probability that your test hypothesis is true. & Do not conclude anything about scientific or practical importance based on statistical significance (or lack thereof).
We should be "Moving to a World Beyond 'p < 0.05'" [29] , where biological thinking rules, and sound data production is emphasized through careful planning, design, execution, and reporting of our studies. A world where methods and results are transparently described so that effects and inferences can be independently confirmed.
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