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In this paper, we develop a discrete approximation method for solving continuous-time
linear fractional programming problems. Our method enables one to derive a recurrence
structurewhich shall overcome the computational curse caused by the increasing numbers
of decision variables in the approximate decision problems when the subintervals are
getting smaller and smaller. Furthermore, our algorithm provides estimation for the
error bounds of the approximate solutions. We also establish the convergence of our
approximate solutions to the continuous-time linear fractional programming problems.
Numerical examples are provided to illustrate the quality of the approximate solutions.
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1. Introduction
The optimization problem, where the objective function appears as a ratio of two real-valued function, is known as
a fractional programming problem. Due to its importance in modeling various decision problems in the disciplines of
management science, operations research, economics, and also due to its frequent appearance in other contexts such as
information theory, numerical analysis, stochastic programming, decomposition algorithms for large linear systems, etc.,
various theoretical and computational researches have received particular attention for decades. For a quick survey of this
area, the reader is referred to References [1–5].
In this paper, we shall focus on continuous-time fractional programming problems. Let T > 0 and q ∈ N, and let L∞+ [0, T ]
denote the set of nonnegative real-valued, Lebesguemeasurable, essentially bounded functions on the closed interval [0, T ].
The following continuous-time linear fractional problems (FP) will be studied:
(FP) :
maximize
∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
subject to
q∑
j=1
(
θjxj(t)−
∫ t
0
γjxj(s)ds
)
≤ g(t), ∀ t ∈ [0, T ], and
xj(t) ∈ L∞+ [0, T ], for 1 ≤ j ≤ q,
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where, θj and γj are given constants; fj(t), hj(t) and g(t) are given real-valued functions on the closed interval [0, T ].
xj(·) : [0, T ] 7→ R (1 ≤ j ≤ q) is a decision variable.
In the literature, a number of optimality principles and duality models for linear and nonlinear fractional programming
problems have been extended to some continuous-time fractional programming problems. For a survey of developed results,
one can consult References [6–9]. Besides, in [10], the minimum-risk approach is applied to the stochastic continuous-time
linear fractional problem; and under some positivity conditions, the stochastic continuous-time linear fractional problem is
equivalent to a deterministic continuous-time linear fractional problem.
Conventionally, for solving continuous-time programming problem the most common seen methods are discretization
methods. In principle, the decision time-horizon [0, T ] is divided into a finite number of subintervals and the functions
are approximated in terms of discrete values determined by those subintervals. Then the approximate (discrete type)
decision problems are solved/analyzed by finite mathematical programming methods. Although one has this principle to
solve for a continuous-time programming problem, it seems however that there are no practical algorithms documented in
literature for solving the continuous-time linear fractional programming problems. Hence, the main purpose of this paper
is to develop a discrete approximation method for solving continuous-time linear fractional programming problems. Our
method enables one to derive a recurrence structurewhich shall overcome the computational curse caused by the increasing
numbers of decision variables in the approximate decision problems when the subintervals are getting smaller and smaller.
Furthermore, our algorithm provides estimation for the error bounds of the approximate solutions. We also establish the
convergence of our approximate solutions to the continuous-time linear fractional programming problems.
For convenience, we define the notations F(P), Ops(P) and V (P) to be the feasible set, the optimal solutions set and the
optimal value of an optimization problem (P), respectively. The superscript ‘‘ > ’’ denotes the transpose operation.
2. Charnes and Cooper’s transformation and dual problem
For the remainder of this article, we make the following assumptions: for j = 1, 2, . . . , q,
(A1) fj(t), hj(t) and g(t) are continuous on [0, T ].
(A2) hj(t) ≥ 0 and g(t) ≥ 0 for all t ∈ [0, T ].
(A3) θj > 0, γj ≥ 0, h0 > 0 and f0 ≥ 0.
Following the approach proposed by Charnes and Cooper [11], we let
α = 1∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
(1)
and yj(t) = α xj(t) for j = 1, 2, . . . , q. Then (FP) can be reformulated as a linear programming problem (LP) of the following
form:
(LP) :
maximize
∫ T
0
q∑
j=1
fj(t)yj(t)dt + αf0
subject to
q∑
j=1
(
θjyj(t)−
∫ t
0
γjyj(s)ds
)
≤ αg(t), for t ∈ [0, T ], (2)
q∑
j=1
(∫ T
0
hj(t)yj(t)dt
)
+ αh0 = 1, and (3)
yj(t) ∈ L∞+ [0, T ], α ≥ 0.
Remark 2.1. We have the following observations.
(a) Under (A2), F(FP) 6= ∅ and F(LP) 6= ∅. Indeed, (0, . . . , 0)> ∈ F(FP) and (0, . . . , 0, 1h0 )> ∈ F(LP).
(b) Let x(t) = (x1(t), . . . , xq(t))> ∈ F(FP), then (y(t), α) ∈ F(LP), where y = α x(t) and α is defined in (1). Because∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
=
∫ T
0
q∑
j=1
fj(t)yj(t)dt + αf0 ≤ V (LP)
for all x(t) ∈ F(FP), we obtain V (FP) ≤ V (LP).
For further works, we need the following useful results.
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Proposition 2.1. Suppose Ops(LP) 6= ∅. Let (y¯(t), α¯) be an optimal solution of (LP) , where y¯(t) = (y¯1(t), . . . , y¯q(t))>. If
α¯ 6= 0 then x¯(t) := y¯(t)/α¯ is an optimal solution of (FP) and V (FP) = V (LP).
Proof. Given x(t) = (x1(t), . . . , xq(t))> ∈ F(FP), then (αx(t), α) ∈ F(LP), where α is defined in (1). Therefore, we have∫ T
0
q∑
j=1
fj(t)αxj(t)dt + αf0 ≤
∫ T
0
q∑
j=1
fj(t)y¯j(t)dt + α¯f0 = α¯
∫ T
0
q∑
j=1
fj(t)x¯j(t)dt + α¯f0. (4)
By the constraint of (LP), we have
1 =
q∑
j=1
(∫ T
0
hj(t)y¯j(t)dt
)
+ α¯h0 = α¯
q∑
j=1
(∫ T
0
hj(t)x¯j(t)dt
)
+ α¯h0,
which implies
α¯ = 1∫ T
0
q∑
j=1
hj(t)x¯j(t)dt + h0
.
Hence, by (4), we have that for all x(t) ∈ F(FP)∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
≤ V (LP) =
∫ T
0
q∑
j=1
fj(t)x¯j(t)dt + f0
∫ T
0
q∑
j=1
hj(t)x¯j(t)dt + h0
,
that is, x¯(t) is an optimal solution of (FP) and V (FP) = V (LP). We complete the proof. 
Proposition 2.2. Suppose Ops(LP) 6= ∅. Then there exists (y¯(t), α¯) ∈ Ops(LP) with y¯(t) = (y¯1(t), . . . , y¯q(t))> such that
α¯ > 0.
Proof. We suppose to the contrary that if (y¯(t), α¯) ∈ Ops(LP) implies α¯ = 0, then
q∑
j=1
(
θjy¯j(t)−
∫ t
0
γjy¯j(s)ds
)
≤ 0 ≤ g(t) for all t ∈ [0, T ] (5)
and
q∑
j=1
(∫ T
0
hj(t)y¯j(t)dt
)
= 1. (6)
By (5), we have y¯(t) ∈ F(FP). Given x(t) ∈ F(FP), by Remark 2.1(b), we have (y(t), α) ∈ F(LP), where y = α x(t) and α is
defined in (1). Since α 6= 0, (y(t), α) is not an optimal solution of (LP). Hence we have
∫ T
0
q∑
j=1
fj(t)y¯j(t)dt + 0 · f0 >
∫ T
0
q∑
j=1
fj(t)yj(t)dt + αf0 =
∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
.
Let
µ1 :=
∫ T
0
q∑
j=1
fj(t)y¯j(t)dt,
µ2 :=
∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
and
µ3 :=
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0.
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Then we have µ1 · µ3 > µ2. It is obvious that x(t) + r y¯(t) ∈ F(FP) for all r ≥ 0. Let pi(r) denote the objective value of
x(t)+ r y¯(t), that is,
pi(r) =
∫ T
0
q∑
j=1
fj(t)
[
xj(t)+ ry¯j(t)
]
dt + f0
∫ T
0
q∑
j=1
hj(t)
[
xj(t)+ ry¯j(t)
]
dt + h0
.
Due to (6), it follows that
pi(r) = µ2 + r · µ1
µ3 + r .
Because
dpi
dr
= µ1 · µ3 − µ2
(µ3 + r)2 > 0,
pi(r) is a strictly increasing function of r . Hence
pi(r) > pi(0) =
∫ T
0
q∑
j=1
fj(t)xj(t)dt + f0
∫ T
0
q∑
j=1
hj(t)xj(t)dt + h0
for all r > 0.
This says that given any x(t) ∈ F(FP), we can always find another x(t) + r y¯(t) ∈ F(FP) for some r > 0 such that the
objective value pi(r) of x(t) + r y¯(t) is strictly larger than the objective value pi(0) of x(t). Hence we have V (FP) = ∞,
but this is a contradiction, because, under assumption Ops(LP) 6= ∅, we have V (FP) ≤ V (LP) < ∞. Therefore, there exists
(y¯(t), α¯) ∈ Ops(LP)with α¯ > 0. We complete this proof. 
In order to investigate the solvability of problem (LP), we consider its dual problem. The dual problem of (LP) is defined
as follows:
(DLP) :
minimize β
subject to θjz(t)−
∫ T
t
γjz(s)ds+ βhj(t) ≥ fj(t) (7)
for t ∈ [0, T ], 1 ≤ j ≤ q, and∫ T
0
g(t)z(t)dt − βh0 ≤ −f0, (8)
z(t) ∈ L∞+ [0, T ].
The weak duality property for (LP) and (DLP) is shown as follows:
Proposition 2.3. If both F(LP) and F(DLP) are nonempty, then V (LP) ≤ V (DLP).
Proof. Let (y(t), α) ∈ F(LP) and (z(t), β) ∈ F(DLP). Then∫ T
0
q∑
j=1
fj(t)yj(t)dt + αf0 ≤
q∑
j=1
∫ T
0
(
θjz(t)−
∫ T
t
γjz(s)ds+ βhj(t)
)
yj(t)dt + αf0 (by (7))
≤
q∑
j=1
{∫ T
0
θjz(t)yj(t)dt −
∫ T
0
(∫ T
t
γjz(s)ds
)
yj(t)dt
}
+ α
(
−
∫ T
0
g(t)z(t)dt + βh0
)
(by (8))
=
q∑
j=1
{∫ T
0
(
θjyj(t)−
∫ t
0
γjyj(s)ds
)
z(t)dt
}
+ α
(
−
∫ T
0
g(t)z(t)dt + βh0
)
(by Fubini’s theorem)
≤
∫ T
0
αg(t)z(t)dt −
∫ T
0
αg(t)z(t)dt + αh0β (by (2))
≤ β, (since by (3), we have αh0 ≤ 1.)
that is, the objective value of (y(t), α) is less than or equal to the objective value of (z(t), β). Hence V (LP) ≤ V (DLP). We
complete this proof. 
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Remark 2.2. We have the following observations.
(a) Under assumptions (A1), (A2) and (A3), the problem (DLP) is feasible. To see this, we choose η > 0 such that ηθj ≥ γj
and ηθj ≥ maxt∈[0,T ]{fj(t)} for all 1 ≤ j ≤ q. Define z˜(t) = ηeη(T−t) and let β˜ ≥ 0 be such that
β˜ ≥
∫ T
0 g(t )˜z(t)dt + f0
h0
,
then z˜(t) ≥ 0 and∫ T
0
g(t )˜z(t)dt − β˜h0 ≤ −f0.
Besides, for all t ∈ [0, T ], we have that for 1 ≤ j ≤ q
θj˜z(t)−
∫ T
t
γj˜z(s)ds+ β˜hj(t) ≥ θjηeη(T−t) − γj
∫ T
t
ηeη(T−s)ds (since β˜hj(t) ≥ 0)
= θjηeη(T−t) + γj − γjeη(T−t)
= [ηθj − γj] eη(T−t) + γj
≥ ηθj − γj + γj
= ηθj
≥ fj(t).
Hence (˜z(t), β˜) is feasible for (DLP).
(b) By Remarks 2.2(a), 2.1(a), 2.1(b) and Proposition 2.3, we have
−∞ < V (FP) ≤ V (LP) ≤ V (DLP) <∞.
Moreover, if Ops(LP) 6= ∅ then, by Propositions 2.1 and 2.2, we have
Ops(FP) 6= ∅ and −∞ < V (FP) = V (LP) ≤ V (DLP) <∞.
In the following sections, we will show that, under proper additional assumption, Ops(LP) 6= ∅ and −∞ < V (FP) =
V (LP) = V (DLP) <∞.
3. Discrete approximation method for solving (FP)
In what follows, we discuss the finite-dimensional linear programming problem which is due to the problem (LP). For
each n ∈ N, we let P2n = {0, 12n T , 22n T , . . . , 2
n−1
2n T , T } be a partition on [0, T ] into 2n subintervals with equal length T2n . For
l = 1, 2, . . . , 2n, we let
b(n)l = min
{
g(t) : t ∈
[
l− 1
2n
T ,
l
2n
T
]}
, (9)
c(n)l := (c(n)1l , c(n)2l , . . . , c(n)ql )> ∈ Rq, (10)
where
c(n)jl = min
{
fj(t) : t ∈
[
l− 1
2n
T ,
l
2n
T
]}
; (11)
and we let
d(n)jl :=
∫ l
2n T
(l−1)
2n T
hj(t)dt. (12)
Note that d(n)jl ≥ 0, since hj(t) ≥ 0. Now we define the following finite-dimensional linear programming problem and use
the convention that ‘‘empty sum’’
∑0
1 has the zero value.
(Pn) :
maximize
T
2n
2n∑
l=1
q∑
j=1
c(n)jl yjl + αf0
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subject to
q∑
j=1
(
θjyjl − T2n γj
l−1∑
ω=1
yjω
)
≤ αb(n)l ,
2n∑
l=1
q∑
j=1
d(n)jl yjl + αh0 = 1,
yjl ≥ 0 and α ≥ 0, where 1 ≤ l ≤ 2n.
The dual problem (Dn) of (Pn) is defined as follows:
(Dn) :
minimize β
subject to θjzl − T2n γj
2n∑
ω=l+1
zω + 2
n
T
βd(n)jl ≥ c(n)jl
l = 1, 2, . . . , 2n, j = 1, 2, . . . , q,
T
2n
2n∑
l=1
b(n)l zl − h0β ≤ −f0, and
zl ≥ 0 for 1 ≤ l ≤ 2n,
where ‘‘empty sum’’
∑2n
2n+1 has the zero value.
Remark 3.1. We have the following observations.
(a) The feasible set F(Pn) is nonempty for all n ∈ N, because (y01, y02, . . . , y02n , 1h0 ), where y0l = (0, 0, . . . , 0)> ∈ Rq, ∀ l =
1, 2, . . . , 2n, is a feasible solution of (Pn).
(b) By the following Lemma 3.3, the feasible set F(Dn) is nonempty for all n ∈ N.
(c) By (a) and (b), both (Pn) and (Dn) have optimal solutions and−∞ < V (Pn) = V (Dn) <∞.
In the following subsections, we will develop recurrence algorithms for solving (Pn) and (Dn), and then we can find the
corresponding approximate solutions of (LP) and (DLP). Moreover, we can also establish the estimation of error of these
approximate solutions.
3.1. A recurrence algorithm for solving (Dn)
Let
ϑ := min
1≤j≤q{θj}, (13)
γ ? := max
1≤j≤q
{γj}, (14)
and b? := maxt∈[0,T ]{g(t)} ≥ 0. First, we show that the feasible set F(Pn) is uniformly bounded for all n.
Lemma 3.1. Suppose assumptions (A1), (A2) and (A3) hold, if (y(n)1 , y
(n)
2 , . . . , y
(n)
2n , α) with y
(n)
l = (y(n)1l , y(n)2l , . . . , y(n)ql )> is a
feasible solution of (Pn), then
0 < α ≤ 1
h0
and
0 ≤ y(n)jl ≤
b?
ϑh0
e
qγ ?T
ϑ (15)
for all 1 ≤ j ≤ q, 1 ≤ l ≤ 2n and n ∈ N.
Proof. Note that, by the constraints of (Pn), we have αh0 ≤∑2nl=1∑qj=1 d(n)jl yjl + αh0 = 1, and this implies α ≤ 1h0 .
We claim that y(n)jl ≤ b
?
ϑh0
(1 + qγ ?T2nϑ )l−1 for all 1 ≤ j ≤ q and 1 ≤ l ≤ 2n. We show this claim by induction on l. Since∑q
j=1 θjy
(n)
j1 ≤ αb(n)1 , θj > 0 and α ≤ 1h0 , it follows that
y(n)j1 ≤
αb(n)1
θj
≤ b
?
ϑh0
C.-F. Wen et al. / Computers and Mathematics with Applications 59 (2010) 829–852 835
for all j. Suppose that y(n)jl ≤ b
?
ϑh0
(1+ qγ ?T2nϑ )l−1 for l = 1, 2, . . . , k− 1 and j = 1, 2, . . . , q. Then
k−1∑
l=1
y(n)jl ≤
k−1∑
l=1
b?
ϑh0
(
1+ qγ
?T
2nϑ
)l−1
=
2nb?
[(
1+ qγ ?T2nϑ
)k−1 − 1]
qγ ?Th0
(16)
for all j. Since
∑q
j=1
[
θjy
(n)
jk − Tγj2n
∑k−1
ω=1 y
(n)
jω
]
≤ αb(n)k and by (16), we have that
θjy
(n)
jk ≤
q∑
j=1
θjy
(n)
jk
≤ αb(n)k +
q∑
j=1
Tγ ?
2n
k−1∑
ω=1
y(n)jω
≤ b
?
h0
+ b
?
h0
[(
1+ qγ
?T
2nϑ
)k−1
− 1
]
= b
?
h0
(
1+ qγ
?T
2nϑ
)k−1
.
This implies that
y(n)jk ≤
b?
θjh0
(
1+ qγ
?T
2nϑ
)k−1
≤ b
?
ϑh0
(
1+ qγ
?T
2nϑ
)k−1
for all j.
Hence by induction we show that our claim is valid. Hence y(n)jl ≤ b
?
ϑh0
(1+ qγ ?T2nϑ )2
n
for all 1 ≤ j ≤ q, 1 ≤ l ≤ 2n and n ∈ N.
Since b
?
ϑh0
(1+ qγ ?T2nϑ )2
n ↑ b?
ϑh0
e
qγ ?T
ϑ as n→∞, by our claim, we get
0 ≤ y(n)jl ≤
b?
ϑh0
e
qγ ?T
ϑ .
Finally, we need to show that α > 0. We suppose to the contrary that there exists (y˜1, . . . , y˜2n , 0) ∈ F(Pn), where
y˜l = (y˜1l, . . . , y˜ql)>, then
q∑
j=1
(
θjy˜jl − T2n γj
l−1∑
ω=1
y˜jω
)
≤ 0,
for 1 ≤ l ≤ 2n, and
2n∑
l=1
q∑
j=1
d(n)jl y˜jl = 1. (17)
(17) shows that there exists some y˜j∗ l∗ > 0. Note that by the same argument as above, we can also show that if (y1, . . . , y2n)
with yl = (y1l, . . . , yql)> ≥ 0 satisfies
q∑
j=1
(
θjyjl − T2n γj
l−1∑
ω=1
yjω
)
≤ b(n)l (18)
for 1 ≤ l ≤ 2n. Then
0 ≤ yjl ≤ b
?
ϑ
e
qγ ?T
ϑ (19)
for all j and l. It is easy to see that (y1, . . . , yq) + r(y˜1, . . . , y˜q) also satisfies (18) for all r > 0. But yj∗ l∗ + ry˜j∗ l∗ → ∞ as
r →∞, this contradicts (19). Hence, α > 0. We complete this proof. 
The next, we will derive a recurrence method for solving (Dn). In what follows, we let {x}+ := max{x, 0} be the
nonnegative part of a real number x. Consider the following problem (D˜n):
minimize β
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subject to z2n = max
1≤j≤q
{
c(n)j2n − 2
n
T βd
(n)
j2n
θj
}+
,
zl = max
1≤j≤q

c(n)jl + T2n γj
2n∑
ω=l+1
zω − 2nT βd(n)jl
θj

+
,
for l = 2n − 1, 2n − 2, . . . , 2, 1,
and
T
2n
2n∑
l=1
b(n)l zl − h0β ≤ −f0. (20)
Note that F(D˜n) ⊆ F(Dn). To see this, let (z1, z2, . . . , z2n , β) ∈ F(D˜n). Then zl ≥ 0 for all l, and
z2n ≥
c(n)j2n − 2
n
T βd
(n)
j2n
θj
,
zl ≥
c(n)jl + T2n γj
2n∑
ω=l+1
zω − 2nT βd(n)jl
θj
for l = 2n − 1, 2n − 2, . . . , 2, 1,
and
T
2n
2n∑
l=1
b(n)l zl − h0β ≤ −f0.
This implies (z1, z2, . . . , z2n , β) ∈ F(Dn).
Moreover, we have the following interesting result:
Lemma 3.2. V (Dn) = V (D˜n) for all n ∈ N. Moreover, the optimal solution of (D˜n) is also an optimal solution of (Dn).
Proof. It is obvious that V (Dn) ≤ V (D˜n), since F(D˜n) ⊆ F(Dn). On the other hand, let (z¯1, z¯2, . . . , z¯2n , β¯) be an optimal
solution of (Dn), then V (Dn) = β¯ . Define z˜l (l = 1, 2, . . . , 2n) as follows:
z˜2n = max
1≤j≤q
{
c(n)j2n − 2
n
T β¯d
(n)
j2n
θj
}+
and
z˜l = max
1≤j≤q

c(n)jl + T2n γj
2n∑
ω=l+1
z˜ω − 2nT β¯d(n)jl
θj

+
, l = 2n − 1, 2n − 2, . . . , 2, 1.
It is easy to check that z˜l ≤ z¯l for all l. Besides, because
θjz˜l − T2n γj
2n∑
ω=l+1
z˜ω + 2
n
T
β¯d(n)jl ≥ c(n)jl
for l = 1, 2, . . . , 2n, j = 1, 2, . . . , q, and
T
2n
2n∑
l=1
b(n)l z˜l − h0β¯ ≤
T
2n
2n∑
l=1
b(n)l z¯l − h0β¯ ≤ −f0,
it follows that (z˜1, z˜2, . . . , z˜2n , β¯) ∈ F(D˜n), and hence V (D˜n) ≤ β¯ = V (Dn). Therefore, we have V (Dn) = V (D˜n). Since
F(D˜n) ⊆ F(Dn), the optimal solution of (D˜n) is also an optimal solution of (Dn). We complete this proof. 
Remark 3.2. We have the following observations.
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(i) If (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
2n , α¯n) and (z¯
(n)
1 , z¯
(n)
2 , . . . , z¯
(n)
2n , β¯n) are optimal solutions of (Pn) and (Dn), respectively. Then, by
Lemma 3.1, α¯n > 0, and this follows, by the complementary slackness theorem, that T2n
∑2n
l=1 b
(n)
l z¯
(n)
l − h0β¯n = −f0.
Hence, the constraint (20) of (D˜n) can be reduced to the equation
T
2n
2n∑
l=1
b(n)l zl − h0β = −f0.
(ii) By (i), the constraints of problem (D˜n) can be reduced to the system (NLS) of nonlinear equations with variables
z1, z2, . . . , z2n and β defined below:
(NLS) :
z2n = max
1≤j≤q
{
c(n)j2n− 2
n
T βd
(n)
j2n
θj
}+
, (21)
zl = max
1≤j≤q

c(n)jl + T2n γj
2n∑
ω=l+1
zω− 2nT βd(n)jl
θj

+
, (l = 2n − 1, 2n − 2, . . . , 2, 1.) (22)
T
2n
2n∑
l=1
b(n)l zl − h0β = −f0. (23)
By Remark 3.2 we have the following result.
Theorem 3.1. The system (NLS) has the only one solution (z¯1, z¯2, . . . , z¯2n , β¯), which is also an optimal solution of (Dn).
Proof. We consider the equation L(β) = 0, where
L(β) := T
2n
2n∑
l=1
b(n)l zl − h0β + f0 (24)
and zl satisfies (21) and (22), respectively. It is obvious that, by (21) and (22), every zl is a decreasing piecewise linear
continuous function of β , hence L(β) is strictly decreasing, and this implies that the equation L(β) = 0 has the only one
solution, say β¯ . Let
z¯2n := max
1≤j≤q
{
c(n)j2n − 2
n
T β¯d
(n)
j2n
θj
}+
and
z¯l := max
1≤j≤q

c(n)jl + T2n γj
2n∑
ω=l+1
zω − 2nT β¯d(n)jl
θj

+
(l = 2n − 1, 2n − 2, . . . , 2, 1.)
Thus, (z¯1, z¯2, . . . , z¯2n , β¯) is the only solution of the system (NLS), which is also an optimization of (Dn) by Lemma 3.2 and
Remark 3.2. 
Note that, by the proof of Theorem 3.1, solving the system (NLS) is equivalent to solving the equation L(β) = 0 defined
in (24). Hence, we can solve it by the bisection method in a finite of steps. This method start with an interval [β l, βu]which
contains β¯ , the solution of equation L(β) = 0 defined in (24). Depending on whether L(βm) ≥ 0 or L(βm) < 0, where
βm = (β l + βu)/2, one considers the interval [βm, βu] or the interval [β l, βm] as the next interval containing β¯ , etc. Thus
we have the following recurrence algorithm for solving (Dn).
Algorithm 1. • Step 1: Take β ′ and β ′′ such that L(β ′) ≥ 0 and L(β ′′) < 0. Let β l = β ′ and βu = β ′′.
• Step 2: Calculate βˆ := β l−{L(β l)(β l−βu)}/{L(β l)− L(βu)}. If L(βˆ) = 0 then output β¯ = βˆ and go to Step 4; otherwise,
let βm = (β l + βu)/2 and go to Step 3.
• Step 3: If L(βm) > 0, then update β l ← βm and go to Step 2. Otherwise, update βu ← βm and go to Step 2.
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• Step 4: Evaluate zl (l = 1, 2, . . . , 2n) by the following recurrence relations:
z¯2n = max
1≤j≤q
{
c(n)j2n − 2
n
T β¯d
(n)
j2n
θj
}+
,
z¯l = max
1≤j≤q

c(n)jl + T2n γj
2n∑
ω=l+1
zω − 2nT β¯d(n)jl
θj

+
, l = 2n − 1, 2n − 2, . . . , 2, 1.
Stop and output (z¯1, z¯2, . . . , z¯2n , β¯) as the optimal solution of (Dn).
Moreover, let
c? := max
t∈[0,T ]
{|fj(t)| : j = 1, 2, . . . , q}, (25)
then we can demonstrate the following lemma.
Lemma 3.3. Suppose that assumptions (A1), (A2) and (A3) hold. Then F(Dn) has an optimal solution (z¯
(n)
1 , z¯
(n)
2 , . . . , z¯
(n)
2n , β¯n)
with
max
1≤l≤2n
z¯(n)l ≤
c?
ϑ
e
γ ?
ϑ
T
and
0 ≤ β¯n ≤ T b
? c? e
γ ?T
ϑ + ϑ f0
ϑh0
for all n.
Proof. Let (z¯(n)1 , z¯
(n)
2 , . . . , z¯
(n)
2n , β¯n) be the optimal solution searched by Algorithm 1. We assert that
z¯(n)2n−l ≤
c?
ϑ
(
1+ Tγ
?
2nϑ
)l
,
for all 0 ≤ l ≤ 2n − 1. We show this assertion by induction on l. It is obvious that, by (21),
z¯(n)2n = max1≤j≤q
{
c(n)j2n − 2
n
T β¯nd
(n)
j2n
θj
}+
≤ max
1≤j≤q
{
c(n)j2n
θj
}+
≤ c
?
ϑ
.
Suppose that z¯(n)2n−k ≤ c
?
ϑ
(1+ Tγ ?2nϑ )k for all k = 0, 1, . . . , l− 1. Then, by (22),
z¯(n)2n−l ≤ max1≤j≤q

c(n)j(2n−l) + T2n γj
2n∑
ω=(2n−l)+1
z¯(n)ω
θj

+
≤ max
1≤j≤q
{
c(n)j(2n−l)
θj
}+
+ max
1≤j≤q

T
2n γj
2n∑
ω=(2n−l)+1
z¯(n)ω
θj

≤ c
?
ϑ
+ Tγ
?
2nϑ
l−1∑
k=0
z¯(n)2n−k
≤ c
?
ϑ
+ c
?
ϑ
[(
1+ Tγ
?
2nϑ
)l
− 1
]
= c
?
ϑ
(
1+ Tγ
?
2nϑ
)l
.
C.-F. Wen et al. / Computers and Mathematics with Applications 59 (2010) 829–852 839
By induction the assertion is valid, and this implies that for all 1 ≤ l ≤ 2n
z¯(n)l ≤
c?
ϑ
(
1+ Tγ
?
2nϑ
)2n−l
≤ c
?
ϑ
(
1+ Tγ
?
2nϑ
)2n
≤ c
?
ϑ
e
Tγ ?
ϑ ,
since (1+ Tγ ?2nϑ )2
n ↑ e Tγ
?
ϑ as n→∞.
Hence, by (23), we have
0 ≤ β¯n =
T
2n
2n∑
l=1
b(n)l z¯
(n)
l + f0
h0
≤ T b
? c?e
γ ?T
ϑ + ϑ f0
ϑh0
for all n.
We complete this proof. 
3.2. A recurrence algorithm for solving (Pn)
In this section, we want to find the optimal solution of (Pn) by virtue of (z¯1, z¯2, . . . , z¯2n , β¯n) searched by Algorithm 1. To
see this, we define the following notations: Let
Λ := {l : 1 ≤ l ≤ 2n and z¯(n)l > 0}. (26)
For l ∈ Λ, we let
Λ(l) := {ω : 1 ≤ ω ≤ l− 1 and ω ∈ Λ}, (27)
whereΛ(1) = ∅, and we let
j(l) := argmax
j
{ηjl : ηjl > 0}, (28)
where, for 1 ≤ l ≤ 2n and 1 ≤ j ≤ q
ηjl :=
c(n)jl + T2n γj
2n∑
ω=l+1
z¯(n)ω − 2
n
T β¯nd
(n)
jl
θj
.
(If ties occur, we let j(l) be the smallest such index.) Construct a vector y¯(n) = (y¯(n)1 , y¯(n)2 , . . . , y¯(n)2n ), where for 1 ≤ l ≤ 2n,
y¯(n)l = (y¯(n)1l , y¯(n)2l , . . . , y¯(n)ql )> and for 1 ≤ j ≤ q
y¯(n)jl :=
{ 0 if l 6∈ Λ,
0 if l ∈ Λ, j 6= j(l),
ejl if l ∈ Λ, j = j(l),
(29)
with
ejl =
α¯nb
(n)
l + T2n
∑
ω∈Λ(l)
γj(ω) y¯
(n)
j(ω)ω
θj(l)
and
2n∑
l=1
q∑
j=1
d(n)jl y¯
(n)
jl + α¯nh0 = 1. (30)
We will prove that (y¯(n), α¯n) is an optimal solution of (Pn). Note that, by the complementary slackness theorem, it is well
known that (y(n)1 , y
(n)
2 , . . . , y
(n)
2n , α) ∈ F(Pn) and (z(n)1 , z(n)2 , . . . , z(n)2n , β) ∈ F(Dn) become an optimal solution pair if and only
if they satisfy the following equations:(
αb(n)l −
q∑
j=1
[
θjy
(n)
jl −
Tγj
2n
l−1∑
ω=1
y(n)jω
])
z(n)l = 0, (31)
for 1 ≤ l ≤ 2n,(
θjz
(n)
l −
Tγj
2n
2n∑
ω=l+1
w(n)ω +
2n
T
βd(n)jl − c(n)jl
)
y(n)jl = 0, (32)
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for 1 ≤ j ≤ q, 1 ≤ l ≤ 2n, and
α
(
h0β − f0 − T2n
2n∑
l=1
b(n)l z
(n)
l
)
= 0. (33)
Now we let (z¯(n), β¯n) := (z¯1, z¯2, . . . , z¯2n , β¯n) be the optimal solution of (Dn) which is derived by Algorithm 1, and let
(y¯(n), α¯n) be defined as in (29) and (30). Then we can demonstrate that (z¯(n), β¯n) and (y¯(n), α¯n) satisfy (31), (32) and (33).
Hence we have the following theorem.
Theorem 3.2. Let (y¯(n), α¯n) be defined as in (29) and (30). Then (y¯(n), α¯n) is an optimal solution of (Pn).
Proof. It is not difficult to check (y¯(n), α¯n) ∈ F(Pn). Now we assert that (y¯(n)1 , y¯(n)2 , . . . , y¯(n)2n , α¯n) and (z¯(n)1 , z¯(n)2 , . . . , z¯(n)2n , β¯n)
satisfy Eqs. (31)–(33). We verify this assertion by the following two cases.
Case 1. z¯(n)l = 0. Then, by (29), we see y¯(n)jl = 0 for all j = 1, 2, . . . , q. Hence(
α¯nb
(n)
l −
q∑
j=1
[
θjy¯
(n)
jl −
T
2n
γj
l−1∑
ω=1
y¯(n)jω
])
z¯(n)l = 0,
and (
θjz¯
(n)
l −
T
2n
γj
2n∑
ω=l+1
z¯(n)ω +
2n
T
β¯nd
(n)
jl − c(n)jl
)
y¯(n)jl = 0,
for all j = 1, 2, . . . , q.
Case 2. z¯(n)l > 0. Then, by (22) and (28), we have
z¯(n)l =
c(n)j(l) l + T2n γj(l)
2n∑
ω=l+1
z¯(n)ω − 2
n
T β¯nd
(n)
j(l) l
θj(l)
,
and hence
θj(l) z¯
(n)
l −
T
2n
γj(l)
2n∑
ω=l+1
z¯(n)ω +
2n
T
β¯nd
(n)
j(l) l
− c(n)j(l) l = 0.
Since y¯(n)jl = 0 for all j 6= j(l), we have(
θjz¯
(n)
l −
T
2n
γj
2n∑
ω=l+1
z¯(n)ω +
2n
T
β¯nd
(n)
jl − c(n)jl
)
y¯(n)jl = 0,
for all 1 ≤ j ≤ q. Also, we observe that
α¯nb
(n)
l −
q∑
j=1
[
θjy¯
(n)
jl −
T
2n
γj
l−1∑
ω=1
y¯(n)jω
]
= α¯nb(n)l − θj(l) y¯(n)j(l) l +
l−1∑
ω=1
q∑
j=1
T
2n
γjy¯
(n)
jω
= α¯nb(n)l − θj(l) y¯(n)j(l) l +
∑
ω∈Λ(l)
T
2n
γj(ω) y¯
(n)
j(ω)ω
= 0 (by (29)),
hence Eqs. (31) and (32) hold.
By (23), it is obvious that (33) holds, that is,
α¯n
(
h0β¯n − f0 − T2n
2n∑
l=1
b(n)l z¯
(n)
l
)
= 0.
Thus, our assertion is valid, and hence (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
2n , α¯n) is an optimal solution of (Pn). We complete this proof. 
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Note that by (29) every y¯(n)jl can be viewed as a linear function of α¯n, hence the Eq. (30) is a linear equation of α¯n.
Accordingly, we can find α¯n by the following method: Let
L∗(α) :=
2n∑
l=1
q∑
j=1
d(n)jl y¯jl + αh0 − 1, (34)
where y¯jl satisfies (29), be a linear function of α. Take two distinct positive numbers α′ and α′′, then point (α¯n, 0) is the
intersection of the axis Oα and the straight line jointing points (α′, L∗(α′)) and (α′′, L∗(α′′)). After evaluating α¯n, we can
find (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
2n , α¯n) by the recurrence method defined in (29). Hence we have the following recurrence method for
solving problem (Pn).
Algorithm 2. • Step 1: Take two distinct positive numbers α′ and α′′ and calculate
α¯n = α′ − L
∗(α′)(α′′ − α′)
L∗(α′′)− L∗(α′) ,
where L∗ is defined in (34).
• Step 2: Use the value α¯n derived by Step 1 to construct the vector y¯(n) := (y¯(n)1 , y¯(n)2 , . . . , y¯(n)2n ) by the following recurrence
relations:
y¯(n)jl :=
{ 0 if l 6∈ Λ,
0 if l ∈ Λ, j 6= j(l),
ejl if l ∈ Λ, j = j(l),
where
ejl =
α¯nb
(n)
l + T2n
∑
ω∈Λ(l)
γj(ω) y¯
(n)
j(ω)ω
θj(l)
,
Λ,Λ(l) and j(l) are defined in (26), (27) and (28), respectively. Stop and output (y¯(n), α¯n) as the optimal solution of (Pn).
3.3. Constructing the approximate solutions
We now want to construct feasible solutions of (LP) and (DLP) from the optimal solutions of (Pn) and (Dn) yielded by
Algorithms 1 and 2, respectively. Let (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
2n , α¯n), where y¯
(n)
l = (y¯(n)1l , y¯(n)2l , . . . , y¯(n)ql )>, be an optimal solution of
(Pn). Construct a step function yˆ
(n) : [0, T ] 7→ Rq as follows:
yˆ(n)(t) = (yˆ(n)1 (t), yˆ(n)2 (t), . . . , yˆ(n)q (t))>,
where for 1 ≤ j ≤ q
yˆ(n)j (t) =
y¯(n)jl , if
(l− 1)T
2n
≤ t < lT
2n
for some 1 ≤ l ≤ 2n
y¯(n)j2n , if t = T .
(35)
Then we have the following result.
Lemma 3.4. Let yˆ(n)(t) be defined as in (35). Then (yˆ(n)(t), α¯n) ∈ F(LP) for all n ∈ N.
Proof. Since (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
2n , α¯n) is an optimal solution of (Pn),
q∑
j=1
(
θjy¯
(n)
jl −
Tγj
2n
l−1∑
ω=1
y¯(n)jω
)
≤ α¯nb(n)l , (36)
for 1 ≤ l ≤ 2n. and
2n∑
l=1
q∑
j=1
d(n)jl y¯
(n)
jl + α¯nh0 = 1. (37)
Consider the following cases:
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Case 1. t ∈ [ (l−1)T2n , lT2n ), for some 1 ≤ l ≤ 2n. Then, we have
q∑
j=1
(
θjyˆ
(n)
j (t)−
∫ t
0
γjyˆ
(n)
j (s)ds
)
=
q∑
j=1
(
θjyˆ
(n)
j (t)−
l−1∑
ω=1
∫ ωT
2n
(ω−1)T
2n
γjyˆ
(n)
j (s)ds−
∫ t
(l−1)T
2n
γjyˆ
(n)
j (s)ds
)
≤
q∑
j=1
(
θjy¯
(n)
jl −
Tγj
2n
l−1∑
ω=1
y¯(n)jω
)(
since
∫ t
(l−1)T
2n
γjyˆ
(n)
j (s)ds ≥ 0
)
≤ α¯nb(n)l (by (36))
≤ α¯ng(t).
Case 2. t = T . Then, we have
q∑
j=1
(
θjyˆ
(n)
j (T )−
∫ T
0
γjyˆ
(n)
j (s)ds
)
=
q∑
j=1
(
θjy¯
(n)
j2n −
2n∑
ω=1
Tγj
2n
y¯(n)jω
)
≤
q∑
j=1
(
θjy¯
(n)
j2n −
Tγj
2n
2n−1∑
ω=1
y¯(n)jω
)
(since γj ≥ 0)
≤ α¯nb(n)2n (by (36))
≤ α¯ng(T ).
Hence, by Case 1 and Case 2, we have shown that
q∑
j=1
[
θjyˆ
(n)
j (t)−
∫ t
0
γjyˆ
(n)
j (s)ds
]
≤ α¯ng(t) for t ∈ [0, T ].
Moreover, we have that∫ T
0
(
q∑
j=1
hj(t)yˆ
(n)
j (t)
)
dt + α¯nh0 =
2n∑
l=1
q∑
j=1
∫ lT
2n
(l−1)T
2n
hj(t)y¯
(n)
jl dt + α¯nh0 =
2n∑
l=1
q∑
j=1
d(n)jl y¯
(n)
jl + α¯nh0 = 1,
by (37). Thus, (yˆ(n)(t), α¯n) ∈ F(LP) for all n ∈ N. We complete this proof. 
Besides, since fj(t) ≥ c(n)jl for all j, l and t ∈ [ l−12n T , l2n T ], it is obvious that∫ T
0
q∑
j=1
fj(t)yˆ
(n)
j (t)dt + α¯nf0 ≥
T
2n
2n∑
l=1
q∑
j=1
c(n)jl y¯
(n)
jl + α¯nf0 = V (Pn). (38)
Therefore, V (LP) ≥ V (Pn) and this implies that, by Proposition 2.3,
V (DLP) ≥ V (LP) ≥ V (Pn) = V (Dn), (39)
for all n ∈ N.
Furthermore, we assert that
lim
n→∞ V (Dn) = V (DLP). (40)
To this end, we also need some notations. Let (z¯(n)1 , z¯
(n)
2 , . . . , z¯
(n)
2n , β¯n) be an optimal solution of (Dn). Let the step functions
f(n) : [0, T ] 7→ Rq and g(n) : [0, T ] 7→ R be defined as follows:
f(n)(t) = (f (n)1 (t), f (n)2 (t), . . . , f (n)q (t))>,
where for 1 ≤ j ≤ q,
f (n)j (t) =

c(n)jl , if t ∈
[
l− 1
2n
T ,
l
2n
T
)
for some 1 ≤ l ≤ 2n,
c(n)j2n , if t = T ,
g(n)(t) =

b(n)l , if t ∈
[
l− 1
2n
T ,
l
2n
T
)
for some 1 ≤ l ≤ 2n,
b(n)2n , if t = T ,
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and b(n)l , c
(n)
jl are defined in (9) and (10), respectively. Let
n := max
1≤j≤q
sup
t∈[0,T ]
{fj(t)− f (n)j (t)}, (41)
¯n := sup
t∈[0,T ]
{g(t)− g(n)(t)}, (42)
δ2n := max
1≤l≤2n
{
T
2n
z¯(n)l ,
1
2n
}
> 0. (43)
For further work, we make an additional assumption for hj(t), j = 1, 2, . . . , q, as follows:
(A4) For 1 ≤ j ≤ q, there exists a constant Mˆ such that |hj(t1)− hj(t2)| ≤ Mˆ|t1 − t2| for all t1, t2 ∈ [0, T ].
Under (A4), we define a function z˜(n)(t) : [0, T ] 7→ R as follows:
z˜(n)(t) = zˆ(n)(t)+ nρneρn(T−t) (44)
for all t ∈ [0, T ], where
zˆ(n)(t) :=

z¯(n)l + δ2nρneρn(T−t), if t ∈
[
l− 1
2n
T ,
l
2n
T
)
for some 1 ≤ l ≤ 2n,
z¯(n)2n + δ2nρn, if t = T ,
(45)
and
ρn := max
1≤j≤q
{
γj + β¯nMˆT
θj
,
1
θj
}
. (46)
Then we can demonstrate the following result.
Lemma 3.5. Suppose that assumptions (A1), (A2), (A3) and (A4) hold. Let z˜(n)(t) be defined as above; let
β ′n :=
δ2n
h0
∫ T
0
ρneρn(T−t)g(n)(t)dt ≥ 0, (47)
and
β ′′n :=
¯n
h0
(
Tc?
ϑ
e
γ ?T
ϑ + δ2n(eρnT − 1)
)
+ n
h0
∫ T
0
g(t)ρneρn(T−t)dt ≥ 0. (48)
Then (z˜(n)(t), β¯n + β ′n + β ′′n ) ∈ F(DLP).
Proof. Note that, by the mean value theorem for integrals, for 1 ≤ l ≤ 2n,
d(n)jl =
∫ l
2n T
l−1
2n T
hj(t)dt = T2n hj(t
l
j ), (49)
where l−12n T ≤ t lj ≤ l2n T for j = 1, 2, . . . , q. We first claim that (zˆ(n)(t), β¯n + β ′n) satisfies
θjzˆ(n)(t)−
∫ T
t
γjzˆ(n)(s)ds+ (β¯n + β ′n)h(t) ≥ f (n)j (t) for t ∈ [0, T ], 1 ≤ j ≤ q, (50)
and ∫ T
0
g(n)(t)zˆ(n)(t)dt − (β¯n + β ′n)h0 ≤ −f0. (51)
To show this claim, we consider the following cases:
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Case 1. t ∈ [ l−12n T , l2n T ) for some 1 ≤ l ≤ 2n. Then, for 1 ≤ j ≤ q,
θjzˆ(n)(t)−
∫ T
t
γjzˆ(n)(s)ds+ (β¯n + β ′n)hj(t)
= θjzˆ(n)(t)−
∫ l
2n T
t
γjzˆ(n)(s)ds−
2n∑
ω=l+1
∫ ω
2n T
ω−1
2n T
γjzˆ(n)(s)ds+ (β¯n + β ′n)hj(t)
= θj(z¯(n)l + δ2nρneρn(T−t))−
(
l
2n
T − t
)
γjz¯
(n)
l − γjδ2n
∫ l
2n T
t
ρneρn(T−s)ds
− T
2n
γj
2n∑
ω=l+1
z¯(n)ω − γjδ2n
2n∑
ω=l+1
∫ ω
2n T
ω−1
2n T
ρneρn(T−s)ds+ (β¯n + β ′n)hj(t)
= θjz¯(n)l + δ2nρneρn(T−t)θj −
(
l
2n
T − t
)
γjz¯
(n)
l −
T
2n
γj
2n∑
ω=l+1
z¯(n)ω
− γjδ2n
∫ T
t
ρneρn(T−s)ds+ (β¯n + β ′n)hj(t)
= θjz¯(n)l −
T
2n
γj
2n∑
ω=l+1
z¯(n)ω + δ2nρneρn(T−t)θj −
(
l
2n
T − t
)
γjz¯
(n)
l
− δ2n
(
eρn(T−t) − 1) γj + (β¯n + β ′n)hj(t)
≥ c(n)jl −
2n
T
β¯nd
(n)
jl + δ2n
(
ρnθj − γj
)− T
2n
γjz¯
(n)
l + δ2nγj + β¯nhj(t)
≥ c(n)jl + δ2n
(
ρnθj − γj
)+ β¯n [hj(t)− hj(t lj )] (because δ2n ≥ T2n z¯(n)l , γj ≥ 0 and by (49)
)
≥ c(n)jl + δ2n
(
β¯nMˆT + γj
θj
θj − γj
)
− β¯nMˆT
2n
(by (46) and (A4))
≥ c(n)jl +
β¯nMˆT
2n
− β¯nMˆT
2n
(
since δ2n ≥ 12n
)
= c(n)jl = f (n)j (t).
Case 2. t = T . Then,
θjzˆ(n)(T )−
∫ T
T
γjzˆ(n)(s)ds+ (β¯n + β ′n)hj(T )
= θjzˆ(n)(T )+ (β¯n + β ′n)hj(T ) = θj(z¯(n)2n + δ2nρn)+ (β¯n + β ′n)hj(T )
≥ c(n)j2n −
2n
T
β¯nd
(n)
j2n + δ2nρnθj + β¯nhj(T )
≥ c(n)j2n + δ2nρnθj + β¯n
[
hj(T )− hj(t2nj )
]
≥ c(n)j2n + δ2n
β¯nMˆT
θj
θj − β¯nMˆT2n (by (46) and (A4))
≥ c(n)j2n +
β¯nMˆT
2n
− β¯nMˆT
2n
(
since δ2n ≥ 12n
)
= c(n)j2n = f (n)j (T ).
Hence, we have shown that (zˆ(n)(t), β¯n + β ′n) satisfies (50). Moreover,∫ T
0
g(n)(t)zˆ(n)(t)dt − (β¯n + β ′n)h0 =
T
2n
2n∑
l=1
b(n)l z¯
(n)
l dt + δ2n
∫ T
0
ρneρn(T−t)g(n)(t)dt − (β¯n + β ′n)h0
= −f0, (52)
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since T2n
∑2n
l=1 b
(n)
l z¯
(n)
l dt − β¯nh0 = −f0 by (23). Hence our claim is valid.
By the above result, we can show that (z˜(n)(t), β¯n+β ′n+β ′′n ) ∈ F(DLP). Obviously, z˜(n)(t) ≥ zˆ(n)(t) ≥ 0 for all t ∈ [0, T ].
We observe that for 1 ≤ j ≤ q
θjz˜(n)(t)−
∫ T
t
γjz˜(n)(s)ds+ (β¯n + β ′n + β ′′n )hj(t)
= θjzˆ(n)(t)−
∫ T
t
γjzˆ(n)(s)ds+ nρneρn(T−t)θj − n
∫ T
t
ρneρn(T−s)γjds+ (β¯n + β ′n + β ′′n )hj(t)
≥ f (n)j (t)+ n
[
ρnθjeρn(T−t) + γj − γjeρn(T−t)
]
(by (50))
= f (n)j (t)+ neρn(T−t)(ρnθj − γj)+ nγj
≥ f (n)j (t)+ n
[
ρnθj − γj + γj
]
(since ρnθj − γj ≥ 0, by (46).)
= f (n)j (t)+ nρnθj
≥ f (n)j (t)+ n (since ρnθj ≥ 1, by (46).)
≥ fj(t) for all t ∈ [0, T ].
Moreover, because∫ T
0
zˆ(n)(t)dt =
2n∑
l=1
T
2n
z¯l +
∫ T
0
δ2nρneρn(T−t)dt
≤
2n∑
l=1
T
2n
c?
ϑ
e
γ ?T
ϑ + δ2n(−1+ eρnT ) (by Lemma 3.3)
= Tc
?
ϑ
e
γ ?T
ϑ + δ2n(eρnT − 1),
we obtain that∫ T
0
g(t)z˜(n)(t)dt − (β¯n + β ′n + β ′′n )h0 ≤
∫ T
0
(
g(n)(t)+ ¯n
)
zˆ(n)(t)dt +
∫ T
0
g(t)nρneρn(T−t)dt − (β¯n + β ′n + β ′′n )h0
= −f0 +
∫ T
0
¯nzˆ(n)(t)dt +
∫ T
0
g(t)nρneρn(T−t)dt − β ′′n h0 (by (52))
≤ −f0 + ¯n
(
Tc?
ϑ
e
γ ?T
ϑ + δ2n(eρnT − 1)
)
+ n
∫ T
0
g(t)ρneρn(T−t)dt − β ′′n h0
= −f0.
It follows that (z˜(n)(t), β¯n + β ′n + β ′′n ) ∈ F(DLP). We complete this proof. 
We now turn to verify that our assertion (40) is valid. Since (z˜(n)(t), β¯n + β ′n + β ′′n ) ∈ F(DLP), we have V (DLP) ≤
β¯n + β ′n + β ′′n , and this implies that
0 ≤ V (DLP)− V (Dn) ≤ β ′n + β ′′n .
Note that n → 0 and ¯n → 0 as n → ∞, since fj(t) and g(t) are uniformly continuous on [0, T ]. By Lemma 3.3 and (43),
we have δ2n → 0 as n→∞, this implies that
lim
n→∞β
′
n + β ′′n = 0. (53)
Thus, we have limn→∞ V (Dn) = V (DLP). Note that, by inequality (39), we get
V (DLP) ≥ V (LP) ≥ lim
n→∞ V (Dn) = V (DLP).
Therefore, V (DLP) = V (LP) = limn→∞ V (Dn) = limn→∞ V (Pn), and
0 ≤ V (LP)− V (Pn) ≤ β ′n + β ′′n .
To summarize the above discussion, we obtain the following results which provide the estimation for the error between
V (DLP) and V (Dn) and the error between V (LP) and V (Pn). Furthermore, we have that there is no duality gap between V (LP)
and V (DLP). Let
εn := ¯nh0
(
Tc?
ϑ
e
γ ?T
ϑ + δ2n(eρnT − 1)
)
+ n + δ2n
h0
∫ T
0
g(t)ρneρn(T−t)dt. (54)
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Since g(n)(t) ≤ g(t), it follows that β ′n + β ′′n ≤ εn, and this implies the following result.
Theorem 3.3. Suppose that assumptions (A1), (A2), (A3) and (A4) hold. Then
(i) limn→∞ V (Dn) = V (DLP) and limn→∞ V (Pn) = V (LP).
(ii) 0 ≤ V (LP)− V (Pn) ≤ εn, where εn are defined in (54).
(iii) V (LP) = V (DLP).
Moreover, we can establish the estimation for the error bounds of objective values of approximate solutions (yˆ(n)(t), α¯n)
and (z˜(n)(t), β¯n + β ′n + β ′′n ), respectively.
Theorem 3.4. Suppose that assumptions (A1), (A2), (A3) and (A4) hold. Let yˆ(n)(t) and z˜(n)(t) be defined as in (35) and (44),
respectively. Then the error between V (LP) and the objective value of (yˆ(n)(t), α¯n) and the error between V (LP) and the objective
value of (z˜(n)(t), β¯n + β ′n + β ′′n ) are both less or equal to εn.
Proof. By Lemma 3.4, yˆ(n)(t) ∈ F(LP). Since f (n)j (t) ≤ fj(t) for all j and∫ T
0
q∑
j=1
f (n)j (t)yˆ
(n)
j (t)dt + α¯nf0 = V (Pn) = V (Dn),
it follows that
0 ≤ V (LP)−
(∫ T
0
q∑
j=1
fj(t)yˆ
(n)
j (t)dt + α¯nf0
)
≤ V (LP)−
(∫ T
0
q∑
j=1
f (n)j (t)yˆ
(n)
j (t)dt + α¯nf0
)
= V (DLP)− V (Dn)
≤ β ′n + β ′′n
≤ εn.
On the other hand, since β¯n = V (Dn) ≤ V (DLP) ≤ β¯n + β ′n + β ′′n , it follows that 0 ≤
(
β¯n + β ′n + β ′′n
) − V (DLP) ≤
β ′n + β ′′n ≤ εn. This completes this proof. 
3.4. Convergence of approximate solutions of (LP) and (DLP)
In this subsection, wewill demonstrate the convergent properties of the sequences {(yˆ(n)(t), α¯n)} and {(z˜(n)(t), β¯n+β ′n+
β ′′n )}.
We will need a result from the theory of Banach spaces. Let L1[0, T ] be the family of equivalence classes of real-valued
Lebesgue measurable functions on [0, T ] with finite L1 norm. The dual space of the separable Banach space L1[0, T ] can be
identified with L∞[0, T ]. An important property enjoyed by the dual of a separable Banach space is weak-star sequential
compactness for sets bounded in the strong topology. More precisely, we have the following lemma.
Lemma 3.6. Let λn ∈ L∞[0, T ]. If there exists a constant κ > 0 such that ‖λn‖∞ ≤ κ for n = 1, 2, . . .. Then
(i) there exist λ ∈ L∞[0, T ] and a subsequence {λnk} such that λnk → λ (weak?), that is,∫ T
0
λnk(t)f (t)dt →
∫ T
0
λ(t)f (t)dt for all f (t) ∈ L1[0, T ];
(ii) we have
λ(t) ≤ lim sup
nk→∞
λnk(t) for almost all t ∈ [0, T ]
and
λ(t) ≥ lim inf
nk→∞
λnk(t) for almost all t ∈ [0, T ].
Proof. (i) See [12, Theorem 4.12.3]. (ii) See [13, Lemma 2.1]. 
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Remark 3.3. Let λn ∈ L∞+ [0, T ] and λn → λ (weak?). Then λ(t) ≥ 0 for almost all t ∈ [0, T ], because, for all measurable
set E in [0, T ],
0 ≤
∫
E
λn(t)dt →
∫
E
λ(t)dt
and this implies
0 ≤
∫
E
λ(t)dt for all measurable E ⊆ [0, T ].
Hence λ(t) ≥ 0 for almost all t ∈ [0, T ].
The following Lemma 3.7 developed by Tyndall [14, Lemma 5] is useful for further works.
Lemma 3.7. Given real numbers α and β . Let y(t) = (y1(t), . . . , yq(t))> and z(t) be such that yj(t) (1 ≤ j ≤ q) and z(t) are
all in L∞[0, T ]. If, for almost all t ∈ [0, T ],
q∑
j=1
(
θjyj(t)−
∫ t
0
γjyj(s)ds
)
≤ αg(t) and yj(t) ≥ 0 (1 ≤ j ≤ q); (55)
and, for almost all t ∈ [0, T ],
θjz(t)−
∫ T
t
γjz(s)ds ≥ fj(t)− βhj(t) (1 ≤ j ≤ q) and z(t) ≥ 0. (56)
Then there exist yˆ(t) = (yˆ1(t), . . . , yˆq(t))> and z˜(t) such that
1. yˆ(t) satisfy (55) for all t ∈ [0, T ];
2. z˜(t) satisfy (56) for all t ∈ [0, T ];
3. yj(t) = yˆj(t) (1 ≤ j ≤ q) and z(t) = z˜(t) for almost all t ∈ [0, T ].
Proof. See [14, Lemma 5]. 
Lemma 3.8. Let (y(t), α) and (z(t), β) satisfy the constraints of (LP) and (DLP), respectively, for almost all t ∈ [0, T ]. Then
there exist
(
yˆ(t), α
) ∈ F(LP) and (z˜(t), β) ∈ F(DLP) such that y(t) = yˆ(t) and z(t) = z˜(t) for almost all t ∈ [0, T ].
Proof. By Lemma 3.7, there exist yˆ(t) = (yˆ1(t), . . . , yˆq(t))> and z˜(t) such that
q∑
j=1
(
θjyˆj(t)−
∫ t
0
γjyˆj(s)ds
)
≤ αg(t) and yˆj(t) ≥ 0 (1 ≤ j ≤ q),
θjz˜(t)−
∫ T
t
γjz˜(s)ds ≥ fj(t)− βhj(t) (1 ≤ j ≤ q) and z˜(t) ≥ 0
and
yj(t) = yˆj(t) (1 ≤ j ≤ q) and z(t) = z˜(t) for almost all t ∈ [0, T ].
Moreover, because
q∑
j=1
(∫ T
0
hj(t)yˆj(t)dt
)
+ αh0 =
q∑
j=1
(∫ T
0
hj(t)yj(t)dt
)
+ αh0 = 1
and ∫ T
0
g(t)z˜(t)dt − βh0 =
∫ T
0
g(t)z(t)dt − βh0 ≤ −f0,
we see
(
yˆ(t), α
) ∈ F(LP) and (z˜(t), β) ∈ F(DLP). 
Theorem 3.5. Suppose that assumptions (A1), (A2), (A3) and (A4) hold true. Let sequences {(yˆ(n)(t), α¯n)} and {(z˜(n)(t), β¯n +
β ′n + β ′′n )} be the constructed approximate solutions of (LP) and (DLP), respectively. Then there exist (y?(t), α¯?) ∈ F(LP),
(z?(t), β¯?) ∈ F(DLP) and subsequences {(yˆ(nk)(t), α¯nk)} and {(z˜(nk)(t), β¯nk + β ′nk + β ′′nk)} such that
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(1)
yˆ(nk) → y? (weak?), z˜(nk) → z? (weak?), α¯nk → α¯? and β¯nk + β ′nk + β ′′nk → β¯?.
(2) (y?(t), α¯?) and
(
z?(t), β¯?
)
are the optimal solutions of (LP) and (DLP), respectively.
Proof. According to the formulas of constructing {yˆ(n)j (t)} and {z˜(n)(t)} and by Lemmas 3.1 and 3.3, there exists a constant
κ > 0 such that for all n
‖yˆ(n)j ‖∞ < κ (1 ≤ j ≤ q), ‖z˜(n)‖∞ < κ, 0 < α¯n < κ and 0 ≤ β¯n ≤ κ.
Hence, by Lemma 3.6, there exist yˆ?j (t) ∈ L∞[0, T ] (1 ≤ j ≤ q), z˜?(t) ∈ L∞[0, T ], real numbers α¯?, β¯?, and subsequences
{yˆ(nk)j (t)} (1 ≤ j ≤ q), {z˜(nk)(t)}, {α¯nk} and {β¯nk + β ′nk + β ′′nk} such that
yˆ(nk)j → yˆ?j (weak?) (1 ≤ j ≤ q), (57)
z˜(nk) → z˜? (weak?), (58)
α¯nk → α¯? (59)
and
β¯nk + β ′nk + β ′′nk → β¯?. (60)
Besides, for almost all t ∈ [0, T ],
yˆ?j (t) ≤ lim sup
nk→∞
yˆ(nk)j (t) (1 ≤ j ≤ q), (61)
and
z˜?(t) ≥ lim inf
nk→∞
z˜(nk)(t). (62)
By (57), (58), (59) and Remark 3.3, we see yˆ?j (t) ≥ 0 (1 ≤ j ≤ q), z˜?(t) ≥ 0 for almost all t ∈ [0, T ] and α¯? ≥ 0. Since
(yˆ(nk)(t), α¯nk) ∈ F(LP) and (z˜(nk)(t), β¯nk + β ′nk + β ′′nk) ∈ F(DLP), we have that for all t ∈ [0, T ],
q∑
j=1
[
θjyˆ
(nk)
j (t)−
∫ t
0
γjyˆ
(nk)
j (s)ds
]
≤ α¯nkg(t), (63)
∫ T
0
q∑
j=1
hj(t)yˆ
(nk)
j (t)dt + α¯nkh0 = 1 (64)
and for 1 ≤ j ≤ q
θjz˜(nk)(t)−
∫ T
t
γjz˜(nk)(s)ds+
(
β¯nk + β ′nk + β ′′nk
)
hj(t) ≥ fj(t), (65)∫ T
0
g(t)z˜(nk)(t)dt − (β¯nk + β ′nk + β ′′nk) h0 ≤ −f0. (66)
From (63) and (65), by taking the limit superior and inferior, we obtain, for almost all t ∈ [0, T ],
q∑
j=1
θjyˆ?j (t) ≤ lim sup
nk→∞
q∑
j=1
θjyˆ
(nk)
j (t) (by (61))
≤ lim sup
nk→∞
(
q∑
j=1
∫ t
0
γjyˆ
(nk)
j (s)ds+ α¯nkg(t)
)
(by (63))
=
q∑
j=1
∫ t
0
γjyˆ?j (s)ds+ α¯?g(t) (by (57) and (59))
and, for almost all t ∈ [0, T ],
θjz˜?(t) ≥ lim inf
nk→∞
θjz˜(nk)(t) (by (62))
C.-F. Wen et al. / Computers and Mathematics with Applications 59 (2010) 829–852 849
≥ lim inf
nk→∞
(∫ T
t
γjz˜(nk)(s)ds− (β¯nk + β ′nk + β ′′nk)hj(t)+ fj(t)
)
(by (65))
=
∫ T
t
γjz˜?(s)ds− β¯?hj(t)+ fj(t) for all j (by (58) and (60)).
Moreover, by taking the limit nk →∞ on both sides of (64) and (66), we obtain that∫ T
0
q∑
j=1
hj(t)yˆ?j (t)dt + α¯?h0 = 1 (by (57))
and ∫ T
0
g(t)z˜?(t)dt − β¯?h0 ≤ −f0 (by (58)).
Let yˆ?(t) := (yˆ?1(t), yˆ?2(t), . . . , yˆ?q(t))>. Hence
(
yˆ?(t), α¯?
)
and
(
z˜?(t), β¯?
)
satisfy the constraints of (LP) and (DLP), respec-
tively, for almost all t ∈ [0, T ]. Therefore, by Lemma 3.8, there exist (y?(t), α¯?) ∈ F(LP) and
(
z?(t), β¯?
) ∈ F(DLP) such that
yˆ?(t) = y?(t) and z˜?(t) = z?(t) for almost all t ∈ [0, T ].
Moreover, because
V (Pnk) =
T
2nk
2nk∑
l=1
q∑
j=1
c(nk)jl y¯
(nk)
jl + α¯nk f0
=
∫ T
0
q∑
j=1
fj(t)yˆ
(nk)
j (t)dt −
∫ T
0
q∑
j=1
[
fj(t)− f (nk)j (t)
]
yˆ(nk)j (t)dt + α¯nk f0,
by taking nk →∞ and using (57) and (59), we obtain that∫ T
0
q∑
j=1
fj(t)yˆ?j (t)dt + α¯?f0 = β¯?,
since limnk→∞ V (Pnk) = limnk→∞ V (Dnk) = β¯?. This implies∫ T
0
q∑
j=1
fj(t)y?j (t)dt + α¯?f0 = β¯?,
that is, the objective values of (y?(t), α¯?) and
(
z?(t), β¯?
)
are equal. Hence, (y?(t), α¯?) and
(
z?(t), β¯?
)
are the optimal solu-
tions of (LP) and (DLP), respectively. We complete this proof. 
Corollary 3.1. Suppose that assumptions (A1), (A2), (A3), and (A4) hold true. Then (FP) is solvable, that is, the optimal solutions
set Ops(FP) of (FP) is nonempty, and V (FP) = V (LP) = V (DLP).
Proof. Note that, by Theorem 3.5, we have Ops(LP) 6= ∅ and V (LP) = V (DLP). Hence, by Remark 2.2(b), we obtain the result
and complete this proof. 
4. Computational procedure and numerical examples
In the sequel, we are going to provide the computational procedure to obtain the approximate solutions of problem
(FP). Of course, the approximate solutions will be the step functions. According to Theorem 4.1, it is possible to obtain the
appropriate step functions such that the corresponding objective function value is close enough to the true objective function
value when n is taken to be sufficiently large.
Theorem 4.1. Suppose that assumptions (A1), (A2), (A3), and (A4) hold true. Let (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
n , α¯n) be an optimal solution
of problem (Pn) and let (yˆ
(n)
(t), α¯n) be a feasible solution of problem (LP) constructed from (y¯
(n)
1 , y¯
(n)
2 , . . . , y¯
(n)
n , α¯n) and defined
in (35). We also define xˆ(n)(t) = yˆ(n)(t)/α¯n. Then the error between V (FP) and the objective value of xˆ(n)(t) is less than or equal
to εn; that is, we have
0 ≤ V (FP)−

∫ T
0
q∑
j=1
fj(t)xˆ
(n)
j (t)dt + f0∫ T
0
q∑
j=1
hj(t)xˆ
(n)
j (t)dt + h0
 ≤ εn. (67)
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Fig. 1. The graphs of approximate solutions x(n)(t) of Example 4.1.
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Fig. 2. The graphs of approximate solutions x¯(n)(t) = (x(n)1 (t), x(n)2 (t))> of Example 4.2.
Proof. Note that by Corollary 3.1, we have V (FP) = V (LP). Hence, by Theorem 3.4, we have
0 ≤ V (FP)−

∫ T
0
q∑
j=1
fj(t)xˆ
(n)
j (t)dt + f0∫ T
0
q∑
j=1
hj(t)xˆ
(n)
j (t)dt + h0

= V (LP)−
(∫ T
0
q∑
j=1
f (n)j (t)yˆ
(n)
j (t)dt + α¯nf0
)
≤ εn.
We complete this proof. 
Now, we summarize the preceding discussions to form the following procedure for finding the approximate solutions of
(FP).
• Step 1. Set the value of natural number n ∈ N to determine the partition P2n = {0, 12n T , 22n T , . . . , 2
n−1
2n T , T }.• Step 2. Evaluate the values shown in Eqs. (9)–(12).
• Step 3. Formulate the finite-dimensional primal–dual pair linear programming problems (Pn) and (Dn) using the values
obtained in Step 2.
• Step 4. Use Algorithm 1 to obtain the optimal solution (z¯1, z¯2, . . . , z¯2n , β¯) of problem (Dn). And then use Algorithm 2 to
obtain the optimal solution (y¯(n)1 , y¯
(n)
2 , . . . , y¯
(n)
n , α¯n) of problem (Pn).• Step 5. Evaluate the values of ϑ , γ ? and c? shown in Eq. (13), (14) and (25), respectively. Determine an appropriate
constant Mˆ for functions hj, j = 1, . . . , q satisfying assumption (A4), in order to evaluate the constant ρn. Evaluate the
values of n, ¯n, δn and ρn shown in Eq. (41), (42), (43) and (46), respectively.• Step 6. Evaluate the value of error εn in Eq. (54).
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Table 1
Results for Example 4.1.
n V (Pn) εn α¯n
6 0.265952503 1.037289635 0.625174240
7 0.269769953 0.515384764 0.600248216
8 0.271771580 0.256876154 0.589621165
9 0.272796780 0.128233881 0.584269366
10 0.273315601 0.064065874 0.581584115
11 0.273576581 0.032020169 0.580239180
12 0.273707469 0.016006892 0.579446295
13 0.273773012 0.008002648 0.579109671
14 0.273805808 0.004001124 0.578911386
15 0.273822213 0.002000512 0.578827206
16 0.273830417 0.001000244 0.578785113
17 0.273834519 0.000500119 0.578760325
18 0.273836570 0.000250059 0.578747931
19 0.273837596 0.000125029 0.578741734
20 0.273838109 0.000062514 0.578739103
21 0.273838365 0.000031257 0.578737788
22 0.273838493 0.000015629 0.578737130
Table 2
Results for Example 4.2.
n V (Pn) εn α¯n
6 0.107507794 0.767770035 0.141620447
7 0.110455156 0.382949003 0.138160710
8 0.111950469 0.191241759 0.136389362
9 0.112703601 0.095562846 0.135493214
10 0.113081544 0.047766934 0.135042511
11 0.113270861 0.023879847 0.134816500
12 0.113365605 0.011939019 0.134703330
13 0.113413000 0.005969283 0.134577167
14 0.113436705 0.002984585 0.134583612
15 0.113448559 0.001492278 0.134552069
16 0.113454486 0.000746136 0.134544987
17 0.113457449 0.000373067 0.134537102
18 0.113458931 0.000186533 0.134537503
19 0.113459672 0.000093267 0.134535532
20 0.113460043 0.000046633 0.134534546
21 0.113460228 0.000023317 0.134534597
22 0.113460321 0.000011658 0.134534350
• Step 7. If the decision-maker is satisfied with this error, then construct the step function yˆ(n)(t) as in (35) and set
xˆ(n)(t) = yˆ(n)(t)/α¯n, which will be the approximate solution of problem (FP) with error less than or equal to εn. If the
decision-maker is not satisfied with this error εn, then go to Step 1 to set a larger value of natural number n ∈ N and
repeat the Steps 2–7.
In the sequel, we provide two numerical examples to illustrate the methodology proposed in this paper.
Example 4.1. We consider the following problem
maximize
1
5 +
∫ 1
0 ln
(
t + 12
) · x(t)dt
1+ ∫ 10 cos(t) · x(t)dt
subject to 2x(t)− 7
∫ t
0
x(s)ds ≤ et − 1 for all t ∈ [0, 1]
x(t) ≥ 0 for t ∈ [0, 1].
Example 4.2. We consider the following problem
maximize
∫ 1
0
[(
t − 12
) · x1(t)+ (t2 − 13 ) · x2(t)] dt
1+ ∫ 10 [et · x1(t)+ cos(t) · x2(t)] dt
subject to x1(t)+ 3x2(t)−
∫ t
0
[4x1(s)+ 2x2(s)] ds ≤ t for all t ∈ [0, 1]
x1(t) ≥ 0 and x2(t) ≥ 0 for t ∈ [0, 1].
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It is easy to see that assumptions (A1)–(A4) are satisfied. Using the proposed computational procedure, the numerical results
are shown in Tables 1 and 2.
Since α¯n 6= 0, we can obtain the approximate solution by setting x¯(n)(t) = y¯(n)(t)/α¯n. The graphs of approximate
solutions x¯(n)(t) of Examples 4.1 and 4.2 for n = 4, 6, 8, 10 are shown in Figs. 1 and 2, respectively. The graphs for n ≥ 10
are too close to be distinguished.
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