Nonlinear double-error-correcting binary codes of length (2n-l) are presented in this paper. They can be encoded as systematic codes and have the largest possible number of code words for their length and minimum distance-, that is, are optimum. The complexity of the encoding and decoding operations is comparable to the one of the corresponding linear codes.
Introduction
Some examples of nonlinear binary codes have been reported in the literature over the past years (Vasil'ev, 1962; Nadler, 1962; Green, 1966) .
Particularly interesting for its structure and generality was the class dis covered by Vasil'ev (1962) , i.e., a class of perfect single-error-correcting group and nongroup codes containing the Hamming codes.
Recently some interest in nonlinear codes has been revived by the discovery made by Nordstrom and Robinson (1967) of a (15,8) nonlinear double error-correcting code, of which previously reported (12,5) (Nadler, 1962) and (13, 6) (Green, 1966) nongroup codes were shortened versions. The (15, 8) code had the interesting features of being systematic and of meeting the Johnson's upper bound (1962) on the number of code words in a code of length 15 and distance 5. Subsequently the Nordstrom-Robinson code has been described in terms ofv polynomial (i.e., linear) codes over GF(2) (Preparata, 1968a) . This description proved to be a useful framework, since it led to the formal demonstration (Preparata, 1968b) of the distance properties of the code, previously heuristically assessed.
A question which was first asked by Nordstrom and Robinson (1967) was whether the (15,8) code was a member of a class of codes. The purpose of this paper is to answer this question in the affirmative. Nongroup double error-correcting (2n-l, 2n-2n) codes exist for each even n > 4, and contain the (15, 8) code as a special case. Here again the polynomial description has *This work was supported in part by the Joint Services Electronics Program under contract DAAB-07-67-C-0199 and in part by NSF Grant GK-2339.
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been the essential device in the construction of these codes.
The interesting features of these codes can be summarized as follows:
1) They contain twice as many code words as the double-error-correcting BCH codes of the same length; frankly, this would be a negligible gain were it not that 2) they have the largest number of code words possible for given length and distance, i.e., are optimal; 3) decoding is based on the calculation of syndrome-like quantities and its complexity is comparable to the one of the corresponding BCH codes; 4) the codes are systematic and encoding can be accomplished very simply by shift-registers in as many time units as are required by the serial transmission of the information digits.
The following sections are devoted to the description of the codes and to the demonstration of the properties stated above.
Description of the Codes'
In the sequel all polynomials considered belong to the algebra 2n"l_i Let [m(x)} be a single-error-correcting BCH code of length 2 -1, generated by g^(x), a primitive polynomial of degree (n-1); that is, if by qwe denote a primitive element of GF' (2n ^), g1 (a)=0. Consider now the code r ĵ 3 (s(x)}, whose generator polynomial has roots a 3<y and It clearly {s(x}} is a BCH code of minimum weight 6 (see Peterson (1961) , p. 167) and [s(x) ]c{m(x)}. Clearly (s(x)} exists only for 2 -1 > 2(n-l)+l, i.e., for n > 4; specifically for n=4 s(x) is identically 0. Finally by u(x) we
There is some overlap between this section and my previous paper (Preparata, 1968b) , due to the fact that this work is a conceptual and chronological generalization of the latter. Given m(x)6 {m(x)}, s(x)€{s(x)} and arbitrary i, we now set a(x)=m(x) and
We claim that Lemma 1. -The vectors v given by (1) form a linear code C^.
Proof: The statement follows immediately from the verification that is a group with respect to addition over GF(2). In fact: i) contains the additive unity [0 ,0 ,0], obtained by setting in (1) m(x)=0 , s(x)=0 , i=0;
ii) is closed with respect to addition, since both (m(x)} and [s(x)} are group codes.
Q.E.D.
Lemma 2. -The minimum distance between any two code words of C is -------J n at least 6.
Proof: Since C is a linear code its minimum distance coincides with n the minimum weight W of its nonzero code words, which we now determine. Q.E.D.
The number of information bits of is readily obtained when one considers that the independently selectable m(x), s(x) and i contribute (2n ^-n) , (2n ^-2n) and 1 information bits, respectively. Therefore is a (2n-l, 2n-3n+l) linear code of minimum distance 6.
2n"^-l
Consider now the polynomial cp(x)=(x +l)/g^(x), i.e., a minimum n~ 1
degree maximum length sequence of length (2 -1). We first show that n-1 s 2 s Lemma 3 . -There exists an s(0 < s < 2 -2) such that (x cp(x)) =x cp(x).
Proof: We compute the product cp(x)cp(x). Since cp(x) is not divided by 2 2 ( x ) , cp (x) is not zero; moreover, cp (x) belongs to the code generated by cp(x) , i.e.
n-1 2s 2s 2 for some r, 0 < r < 2 -2. If we multiply (2) by x we have x cp (x) =.
xr" * " 2Scp(x), i.e. (xScp(x)2=xScp(x) .xr+S. The lemma follows if xr+S=l, i.e.
if r+s=0 (mod 2n ^-1), or, equivalently, s=2n ^-1-r mod (2n ^-1),
We define f (x)=xScp(x) .
A polynomial q(x)=axJ (a=0,l; j=0,l,...,2 -2) is clearly a minimum weight coset leader of (m(x)} for q(x)^0. We now construct vectors u of the form
We have the following lemmas:
Lemma 4. -The polynomial (q(x)+q(x)f ($ belongs to [m(x)). % Proof: The assertion follows immediately from Lemma 3, since
i.e., q(x)+q(x)f(x), being orthogonal to f(x), is divided by g^(x).
Lemma 5 . -The sum of two vectors u^ and of the form (3) admits of the representation (n > 4) 
Clearly (q1(x)+q^x))f (x)=q(x)f (x) . If q^x^q^x ) , q^x^O and q2(x)^0, then q^(x), q2(x) and q(x) are nonzero and distinct; otherwise, either q(x)=q^(x) (i=l,2) or q(x)=0. In all cases
. If q1(x)=x 1 , q2(x)=x 2 ( j j 2> * This given we can write
and rewrite (7) as
It is now evident that mM (x)=(q(x)+q(x)f (x))-^'(x)+m* (x) .u(x) € (m(x) } since it is the sum of polynomials belonging to (m(x)}.
Q.E.D.
With regard to the polynomial m"(x)+q(x)=q(x)f(x)+m'(x)u(x)+m '(x) =h(x) introduced in Lemma 5 we prove the following important lemma. x 4* -a
Since a ^0 we make the substitutions y_ = -■ , y = --and let m 1
After easy manipulations we recognize that y^ and y 2 are the two solutions of the equation
3kl 3k2 Recall now that either p(a)=0 or p(o')= l+a where and k~ are subject kl k2
to the only condition that 1+ q/ +a =0 (Lemma 5). Hence with simple algebra we obtain
It follows that (8) can be rewritten as (y+ak ) 2 + (y+ak) + 1 = 0 which, after the substitution z = y+<y yields z^+z+l = 0.
Since solutions of (9) are primitive cube roots of unity, (9) We now construct (2°-1)-components vectors of the form
where m(x), q(x), i, s(x) are independently chosen and contribute (2 -n),
(n-1), 1, (2n ^-2n) information bits respectively, for a total of (2n-2n) information bits. The vectors w form a (2n-l, 2n-2n) code K^: the generic vector w can be decomposed as
where v and u are defined by relations (1) and (3) 
hence K is a nonlinear code. Furthermore, in (11) each n n nonzero jj identifies a coset of C^, since q(x)^0 identifies a coset of [m(x)}.
Hence K can be seen as the set union of C and of a subset of its cosets, n n n _ whose cardinality is 2 -1. We can now prove the central result of this paper.
Theorem 1 . -For even n > 4, is a nonlinear (2n-l, 2°-2n) code of minimum distance 5.
Proof: The proof is articulated through the consideration of several cases.
With the intent to help the reader through the details, we give the following flow-diagram illustrating the sequence in which the various cases will be treated. Referring to relation (12), b denotes the parity of (i+W[m(x)]) in the vector v* . Let W denote the weight of (w^+wp. 
3. i=l. We rewrite relation (12) as
It follows that
distinct from both m(x) and m(x)+bu(x)+mn (x)+s(x) and the triangle inequality applies strictly, i 0e 0
ioe. W > 4 (Lemma 7). It follows that 7. s(x)^0, m(x)=0. In this case
We recognize that min W[m"(x)+q(x)+s(x)] is the minimum weight W* of the coset J to which m"(x)+q(x) belongs. In Lemma 6 we showed that W* > 4 for even n and W* = 2 for odd n. Hence for even n W = 1+W* > 1 + 4 = 5 14 which shows that double-error-correcting codes of the form (9) exist only for even n,
NOTE.-It is interesting to consider the problem of extending the method employed for the construction of to other values of the number of correctable errors, namely to t=l or to t > 2.
Two distinct schemes appear to be candidates for successful generalizations. Consider again relation (10) which describes the double
Here is constructed in terms of two codes, i.e., {m(x)} and {s(x)}, is a maximum length sequence, for distinct r and s there is a t such that c +c = c . Moreover, when s=r+n-l, t satisfies the relations r<t<r+n-ls r s t t * i r n-1 in fact this is equivalent to f(x)x (1+x +x )=0, and g^(x) is of the form (l+x*" V ^). Hence
It follows that in the last term of (15), which is the sum of 2 -2 products, each pair of consecutive products of (n-1) factors is contracted ti" " 2 into a single product of (n-2) factors, for a total of 2 -1 products. In This given, let h " be the generic entry of the parity check matrix H* of [s(x)) in systematic form, i.e., the (2n-l) rightmost columns of H* form the unity matrix and the index j runs from right to left. Then the relations
give the sought redundancy functions.
Expressions (15) and (17) Therefore the calculation of the redundant digits takes no longer than the serial transmission of the information digits.
Optimality of the codes
Code is a (2n-l,2n-2n) double-error-correcting code. It con tains one information digit more than the corresponding linear code, i.e., the BCH double-error-correcting code of the same length (which is a (2n-l, 2n-l-2n) code).
In this section we prove a stronger statement, namely, that a code has the largest number of code words for its length and minimum distance, since it meets the Johnson"s bound A(N,d) (Johnson, 1962) for N=2n-1 (n even) and d=5"^ In fact A(N,d) (d=2t+l) is given by
The observation that A(2 "1,5) (n^even) is a power of 2 is originally due to J.P. Robinson. Prior to this, the author formulated a conjecture, based on rather fuzzy geometric arguments, that nonlinear codes of length (2n-l) and distance 5, analogous to the Nordstrom-Robinson code, existed only for even n (private communications, Jan. and March 1968). 
When N = 2 -1 and t = 2, relations (18) and (19) specialize as
Consider relation (21). For even n, (2 -4) is divisible by 3, hence i -"n ,n 2"-3] _ 2 -4 . Moreover (2"-4) is divisible by 4. We must now show 3 J " 3 that (2n-l)(2n-2)(2n ^-1) is divisible by 5. This follows immediately from the observation that the residues modulo 5 of 2n (n even) alternate as 1 and 4, i.e", the residue of (2n-l) alternate as 0 and 3: since (2n-l)(2n-2) n_ 2 (2 -1) contains two consecutive even powers of 2, we have R(2n-1,5,2) < (2n-l)(2n-2)(2n-4) 60 from which we readily obtain for even n 2n-l^_ /5^ R(2n-1,5,2) (2n-l)(2n-2)
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We then conclude that A(2n-1,5) < ______ 22 ~1_________ = 22 "2n (n even) 22n-l,2n-l+ 1+ (2n-l_1) which is exactly the number of code words of Clearly for odd n, ratio (22) is strictly larger than 2n -1, since |2n-3] = 2 -5; which also shows,
from a different angle, the unrealizability of codes for odd n.
*5o DeQpdihg of a code
In this section we show that decoding of a code can be easily accomplished through the calculation and examination of syndrome-like quan tities .
With the vector e = [eQ (x) , e, e^x ) ]
we represent an error pattern, where e^ (x) € and e is a binary parameter.
The distance properties of give the following condition for error- The quadruple S = (cTq >ct^>CT»d) is conventionally termed the syndrome of r.
We now give a lemma which is based on rather well-known results of the theory of finite fields.
n X 2 Lemma 8. The set © of all 0 € GF(2n ) for which y +y+0 = 0 has solun** X tions over GF(2 ) is a vector space of dimension (n-2), given by the even 2 4 2n"^ n-l linear combinations of a normal basis ¡3,$ ,3 ,...»(3 of GF(2 ).
Proofs It is well-known (see, e.g., Albert (1956) n_ This lemma provides a rule for testing whether y € GF(2 ) is a member 2 2n~2 n"i of 0. In fact, we must first find a normal basis ¡3,(3 ,...,3 of GF (2 ), (see, e"g., Berlekamp (1968), pp. 253-254) . Let y denote the column vector representation over GF(2) of y € GF (2 ) 
The following lemma provides some insight into the distance rela tionship between the generic vector _r and the members w of Lemma 9 . Given any vector r = [rQ (x) ,r ^( x ) ] there exists a w 6 such that r + w = [0,e,e(x)] with w[e(x)] < 3.
Proof: Let [t(x)) be the double-error-correcting BCH code generated by g^(x)g3(x). We decompose rQ (x) as rQ (x) = mQ (x)+q0(x) and form r*.(x) = r1(x)+m0(x)+(m0(x)+r)u(x)+q0(x)f(x). Next r*(x) is decomposed as r* = t(x)+ e(x), where t(x) € [t(x)] and e(x) is a minimum weight coset leader of
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[t(x)): it is known (Gorenstein, e_t al. (I960) ) that W[e(x)] < 3. It is also of immediate verification that (t(x)+t(l)u(x)) € fs(x)}. We then form the code word
Letting t(l) = e,r+w = [0,e,e(x)]# Q.E.D.
Hereafter the subscript j of Qj or e^(x) is to be considered modulo 2. We define p -a + (o q +ct^)^ and prove the following basic Lemma. 
The direct statement follows immediately by setting e(x)=0, e=0 in (27). 
to the distance properties of K^, we conclude that e = c is the only of these theorems also yields a decoding rule, embodied by the calculation of the vector c from £. After this introduction the proof of each theorem will be simply sketched. An "extra bonus" of the same discussion is that given any r there are code words at distance < 3 from r : this property is analogous to the one found by Gorenstein e t aJL0 (1960) for BCH double-error-correcting codes.
This completes the presentation of the decoding procedure.
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