One contribution of 11 to a theme issue 'Unifying the essential concepts of biological networks: biological insights and philosophical foundations'.
Introduction
Node-edge representations of large networks have been employed in a wide range of scientific disciplines since the late twentieth century and have served to reveal much greater connectivity of the entities studied in a given discipline than previously suspected. In particular, they have been featured in those sciences that incorporate the term systems into their names-systems biology, systems neuroscience, etc. For some researchers and philosophers of science, the introduction of these network perspectives constitutes a fundamental break with older approaches that were characterized as mechanistic [1] [2] [3] . Mechanisms, understood as consisting of parts carrying out specific operations, have been treated as independent organized modules, each responsible for a different phenomenon of a larger system such as an organism [4, 5] . The impression that biological activities are subserved by distinct mechanisms was in part fostered by a common strategy in sciences such as cell and molecular biology in which research began by delineating a phenomenon (e.g. protein synthesis or circadian rhythmicity), localizing it in a specific organelle or organ (ribosomes or cells in the suprachiasmatic nucleus), and proceeding to decompose that unit into its parts and operations. Interactions between components of different mechanisms were not denied but were largely ignored. Some network research fits well with the independent mechanism perspective. By focusing on specific biochemical and biochemical pathways, how they are organized, and how abstract patterns of organization explain resulting phenomena, these network researchers contribute to explaining the central role organization plays in mechanism behaviour [6] [7] [8] [9] . Other network researchers, however, draw upon large datasets of interacting entities and develop representations of the multitude of interconnections between these entities. These networks often reveal interconnections between components in different mechanisms, posing a challenge to mechanists' independent module assumption.
Mechanisms, levels and hierarchy
Although biologists have been developing accounts of mechanisms to explain biological phenomena at least since the seventeenth century, mechanisms only became a focus of analysis in philosophy of science in recent decades [5, 13] . There are differences between the various accounts that have been advanced (for a detailed review of philosophical accounts of mechanism and mechanistic explanation, see [14] ), yet they all treat mechanisms as organized systems of components in which the parts carry out different operations that together result in the generation of the phenomenon of interest. This perspective is well illustrated in the advent of modern cell biology in the mid-twentieth century: cell biologists identified organelles within cells and linked them to biochemical reactions so as to explain activities such as synthesis of ATP as an energy source for other cell functions or protein synthesis [15] . Subsequent research has introduced yet a lower level, explaining the catalysis of biochemical reactions in terms of the physical structure of proteins. Much of the focus of philosophical accounts of mechanistic explanation is on the strategies through which scientists discover mechanisms [16] , represent them diagrammatically [17] or model them computationally [18] . (Some philosophers, however, propose abandoning the mechanistic perspective, advocating for topological explanations; see Kostic [19] .
The notions of hierarchy and level are central to the mechanistic perspective. Parts are constituents of mechanisms and as such are deemed to be at a lower structural level. These parts are associated with specific operations, which are viewed as contributing to the generation of a phenomenon and are deemed to be at a lower functional level. However, one needs to be careful in invoking the notion of level because it is employed in a multiplicity of ways by both scientists and philosophers of science. Sometimes scientific disciplines or the theories within them are conceived as organized into different levels [20] , whereas at other times small objects are characterized as at a lower level than larger objects [21] . Yet another notion of level was introduced by Marr [22] , who characterized different levels of inquiry. The appeal to levels in discussions of mechanism is limited to a compositional sense in which components, whether characterized structurally or functionally, are constituents of mechanisms. Not any compositional account, however, gives rise to mechanistic levels-a further condition is that the components work together to generate a phenomenon. Starting with the mechanism as a whole, identified in terms of the phenomenon for which it is responsible, the collection of entities that constitute the responsible mechanism are at the same level [23, 24] .
This two-level perspective is expanded into a full hierarchy as a result of the fact that the components of a mechanism can be decomposed into their own parts and operations. Thus, there will be multiple levels at which mechanisms themselves work together to generate a phenomenon and so constitute higher-level mechanisms. These higher-level mechanisms can then interact with other mechanisms to produce yet other phenomena. There is, however, an important qualification to this hierarchical account-the notion of level is only defined between a particular mechanism and its constituents. There is no reason to assume that the constituents of two different parts of a mechanism are themselves at the same level and so there is no basis for identifying levels across the natural world. What is central to the characterization of mechanisms is that locally mechanisms are organized hierarchically in terms of levels.
The notions of hierarchy and levels appealed to in mechanistic accounts corresponds closely to one advanced by Simon [25, 26] , who defended a compositional account of nature by arguing that evolution would be most likely to generate systems that exhibit a compositional hierarchy. Recognizing that there may well be interactions between components of royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 375: 20190320 different mechanisms, he characterized these hierarchies as only nearly decomposable systems. These are systems that, to a first approximation, can be understood as operating independently of those at lower or higher levels; Simon's notion of nearly decomposable systems was an inspiration for Bechtel & Richardson's [13] account of mechanisms and undergirds the construal of mechanisms as independent modules. An important feature of nearly decomposable systems for Simon is that they are tractable, in large part because lower-level systems typically exhibit faster dynamics and reach equilibrium more quickly. Accordingly, he argued that one could analyse low-level systems while ignoring slower dynamics between the higher-level systems and then analyse the higher-level system while averaging over the dynamics at the lower level. Generalizing on this, mechanistic accounts typically focus on mechanisms individually, explaining their operation, and then describing how, as a whole, they interact with each other. In some cases, the independence of modules is selectively challenged. When the operation of one mechanism alters the conditions under which other mechanisms operate, they may generate novel behaviours. In cases in which a mechanism only exhibits a given behaviour when it receives appropriate inputs from the rest of the organized system, Boogerd et al. [27] count the behaviour of the resulting system as emergent. Even in these cases, however, researchers seek, by replicating the various inputs to the individual components, to determine experimentally how each will behave and build up from that to how higher-level mechanisms will behave [28] .
In the most straightforward case, the components of a mechanism are packaged together (e.g. surrounded by a membrane) and parts that operate on each other are adjacent. In this case, it is relatively easy for researchers to identify the mechanism. But this need not be the case-the parts of one mechanism can be distributed among other entities which do not contribute to the phenomenon associated with that mechanism (but which may contribute to other phenomena and so count as parts of other mechanisms). For the parts to count as parts of the same mechanism, they must each contribute to the production of the same phenomenon (e.g. when one part alters a chemical metabolite that diffuses to the location of other parts that then carry out further activities on the metabolite). When Machamer et al. conceptualize a mechanism as operating from start to termination conditions, they characterize these causal relations in terms of productive continuity. When the organization is more complex, involving feedback loops or networks of control mechanisms that modulate the behaviour of other mechanisms [29] , one needs to generalize the notion of productive continuity beyond a sequential interpretation. Nonetheless, although distributed mechanisms may be more difficult to identify, the set of causal interactions can create sufficient integrity to result in a mechanism that produces a phenomenon. Thus, even in cases in which parts are distributed, the mechanistic notions of level and hierarchy still apply.
From flat networks to mechanistically interpretable hierarchies
As noted above, one reason network research seems opposed to mechanistic analysis is that network representations reveal that components within systems are far more interconnected than would be expected if nature were nearly decomposable as proposed by Simon. One of the striking results of early network research was the discovery that, despite their large number of nodes, in networks representing many realworld systems the mean shortest pathlength between nodes is short (often less than 10), resulting in what is referred to as small-world organization [30] . In many of these networks, the clustering coefficient is also quite high, indicating that nodes in a cluster are much more connected to each other than to nodes elsewhere. This may be sufficient, even in the face of numerous connections to nodes outside the cluster, to generate modules that correspond to mechanisms and allow for the explanatory decomposition into component modules required for mechanistic explanation. I will focus, though, on a second respect in which network representations appear opposed to the mechanism. They are visually flat because they are laid out in two dimensions. This suggests that all the entities represented by the nodes are at the same level. This flat perspective, though, is in part an artefact of the display of networks in node and arrow diagrams. Mechanistic diagrams that show how parts of a mechanism are organized into a mechanism to produce a phenomenon are also flat representations [17] , yet the mechanisms are understood as organized hierarchically. What marks a major difference between mechanism diagrams and network representations is that mechanism diagrams are typically constructed based on a prior selection of a mechanism to investigate and experimental investigations of a few components that researchers have identified and studied. Over time, more components may be identified and added to the mechanism diagram. Even so, mechanism diagrams are constructed with the mechanism and its parts already delineated. This is not the case with large network representations, which are created from data about entities such as proteins and interactions between them. In some cases, these network representations are constructed from data from high-throughput experiments that are procured by the researchers themselves; in other cases, they are procured from large databases such as DIP [31] and BioGRID [32] . 1 The entities are not selected for inclusion in a network because they are deemed relevant to a specific phenomenon. Identification of mechanisms and their components occurs in the process of interpreting and re-representing the initial network representation.
The need for interpretation is revealed by the frequent reference to the first networks generated by importing data as hairballs. When there are a great many nodes and large numbers of interactions, the network gives the impression that each entity is randomly connected to others and not organized into mechanisms. For most network biologists, however, the term hairball is a derogatory term, signifying a network that is uninformative and must be subjected to further analysis and re-representation to render it intelligible.
Cytoscape [33] has become the most widely used platform for generating network representations in cell and molecular biology. But it does much more-it is a platform for analysing and re-representing networks. It provides a plethora of resources for identifying clusters of nodes that are especially highly interconnected and to position these nodes adjacent to one another, thereby highlighting how interconnected they are. Especially useful are spring-embedded layout algorithms which treat edges as springs. This has the effect of drawing connected nodes closer together when they are initially far apart while pushing nodes initially very near to each other further royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 375: 20190320 apart until nodes are nearest those to which they are highly connected [34, 35] . In many networks, these algorithms reveal clusters of highly connected nodes separated from other clusters. These algorithms can also reveal clusters of clusters-a hierarchy of levels of clusters. This is a first step in rendering network representations mechanistically interpretable-the clusters are candidates for constituting mechanisms.
The relational data from which networks are constructed often only provides information about which nodes interact in the selected manner with each other and not additional information about the entities represented such as where they appear in the cell or what biological processes they are involved in. Researchers often turn to gene ontology (GO) for such information [36] . Cytoscape allows users to import such information and use visual features such as the colour or shape of nodes to encode it.
Annotating nodes with data from GO, though, does much more-it facilitates identifying hierarchical organization within network representations. GO was created by the curators of gene databases for different model organism communities (initially, yeast, fruit fly and mouse) who confronted the problem that the curators for each database had developed their own vocabulary, which posed a challenge for researchers interested in invoking information about homologous genes in other species. Thus, they set out to provide 'a structured, precisely defined, common, controlled vocabulary for describing the roles of genes and gene products' and associated gene names with terms in the vocabulary. (The specific organization of GO has evolved over time as its developers confronted and addressed a variety of issues in representing biological knowledge. See [37] , for a detailed account by a participant observer of how GO's curators developed this representation of knowledge.)
The developers of GO imposed a hierarchy onto this vocabulary by choosing to represent it in three acyclic graphs (DAGs), one each for terms designating biological processes, molecular functions, and cellular components. The nodes represent the terms and the edges relations between terms (initially 'is_a' and 'part_of'; other relations were added later). In a DAG each node, other than the highest-level node, has directed connections (arrows) from it to one or more parent nodes and, each node, unless it is a bottom-level node, has directed connections from children nodes. Importantly, no cycles are permitted so that paths extend only from lower-level terms to those at higher levels, thus generating a hierarchy. 2 Some of the terms in the DAG for cellular components are shown in figure 1 .
Typically, only some of the genes or proteins represented in a network compiled from high-throughput experiments (or databases providing such data) correspond to genes aligned to terms in GO. This, though, represents an important opportunity. Nodes are clustered in networks as a result of sharing edges and so, if a node lacking annotation clusters with those that share a common annotation, a potent heuristic, known as guilt-by-association, recommends inferring that they should receive the same annotation [38] [39] [40] . As a heuristic, the hypotheses advanced from applying the heuristic are fallible and must be further tested experimentally. The value of the heuristic is that it identifies plausible hypothesis for further experimental investigation.
I will illustrate the use of GO to annotate networks and how this serves to impose a hierarchical interpretation on networks using a very large-scale network developed by Costanzo et al. [41] based on high-throughput data about epistatic interactions in yeast. The researchers generated the data for their network by creating approximately 5.4 million yeast colonies in each of which one of 1712 query genes and one of the other approximately 6000 genes in the yeast genome were knocked out (or modified in the case of essential genes) and assessing colony growth. 3 If the affected genes did not interact, one would predict the effect of the double mutant by multiplying the effect on colony growth in the individual mutant conditions. When the actual colony growth of specific double mutants differs from the predicted effect, either positively or negatively, the genes are inferred to interact. Negative epistatic interactions are indicative of functional pleiotropy-the two genes can substitute for each other and so if only one is knocked out, growth is fairly normal, but if both are knocked out, the organism is severely affected. Positive epistatic interactions often result from both genes contributing to the same pathway, which is already impaired with just one knocked out.
Costanzo et al. identified approximately 170 000 interactive pairs in their data. They deployed two different strategies for representing the data. One used an edge to represent a positive or negative epistatic interaction. They use this strategy to represent subsets of the data in figure 3 , which I discuss further below. To represent the whole dataset, they calculated the similarity of the interaction profiles for each of the pairs of genes tested. To draw figure 2, they inserted an edge between royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 375: 20190320 those genes whose interaction profile exceeded the threshold of 0.2. If one visualized the resulting network prior to further analysis, it would represent a giant hairball.
As a first step towards interpreting the network, Costanzo et al. assigned colour to nodes based upon annotations from GO's biological processes ontology. The second step was to employ an edge-weighted, spring-embedded layout algorithm to situate nodes involved in the same biological process near each other. The third step was actually to demarcate clusters. While the colouring suggests clusters to the human viewer, the researchers deployed the Markov clustering algorithm and GINECA, a tool the researchers developed for identifying partially overlapping clusters, to draw boundaries. These clusters are hierarchical related to individual genes. The layout procedure also identified a yet higher level in the hierarchy: clusters involved in related biological processes are located near each other. For example, the clusters whose nodes are annotated for cell polarity and morphogenesis, mitosis and chromosome segregation, and DNA replication and repair are located near each other, which the researchers interpret as owing to 'the role of the microtubule cytoskeleton in bridging nuclear chromosomaland actin cytoskeleton-based functions'.
A plausible interpretation of the coloured clusters in figure 2 is that the nodes in the cluster represent components of mechanisms that are responsible for these various biological processes. To substantiate this interpretation, it is necessary to examine these clusters in much more detail. Costanzo et al. did this in a number of cases. Figure 3 provides detailed representations of nodes extracted from the network in figure 2, but with edges now corresponding to epistatic interactions (red signifying negative and green positive interactions). In particular, the researchers annotate (using text labels) clusters that correspond to a lower level in the GO hierarchy for biological processes involved in amino acid biosynthesis and uptake (figure 3a), and tRNA modification and cell polarity and morphogenesis (figure 3b). At this lower level in the GO hierarchy, the researchers were able to advance specific hypotheses. For example, in figure 3a the network for amino acid biosynthesis and uptake differentiates into four clusters, in each of which nodes are annotated as involved in subordinate biological processes (e.g. glutamate biosynthesis). Three of the nodes included in the cluster annotated 'Gap1 sorting pathway' are shown in yellow, indicating they are genes that have no annotation in GO. Because these genes cluster with genes that have been associated with the Gap1 sorting pathway and show a similar pattern of epistatic connections both to other genes in that cluster and to other genes in the larger cluster, the researchers applied guilt-by-association and hypothesized they are part of the Gap1 sorting pathway. This inference was supported by studies in which knocking out these genes led to Gap1 sorting and transport deficits. Figure 3b examines in more detail nodes annotated for tRNA modification (fuchsia) or cell polarity and morphogenesis (pink) in figure 2, revealing two yet lower-level clusters associated with tRNA modification and three associated with cell polarity and morphogenesis. The overall clustering in this network fits with previous research that had identified the genes in the elongator complex as potentially having a role in cell polarity or cell polarity regulation [43] . Costanzo et al. offered insight into how they performed this role. First, the large number of edges between nodes for genes in the elongator complex and in the urmylation pathway supported a hypothesis that they worked together in modifying specific tRNAs. The fact that nodes in the elongator complex and in the urmylation pathway exhibited similar edges to the three clusters constituting the cell polarity and morphogenesis subnetwork suggest they play roles in establishing polarity in yeast cells. The researchers even advanced a hypotheses extending this finding beyond yeast: from the finding that several of the genes in the elongator complex and the urmylation pathway regulate a specific set of cellular proteins, the researchers suggest that the human orthologue of ELP1, IBKBAP, plays such a role in translation of specific genes, thereby offering an explanation of the fact that it is mutated in patients suffering the neurological disorder familial dysautonomia.
This research by Costanzo et al. provides an example of how, starting from a flat network, researchers can identify a hierarchical structure involving multiple levels of organization by applying a layout procedure and drawing upon the resources of hierarchical representations of biological knowledge such as provided by GO. Nodes that cluster in the network and are annotated with the same biological process can be viewed as parts of mechanisms involved in those processes. This facilitates not only interpretation of networks but enables researchers to use the network to glean new hypotheses about mechanisms. In this example, the investigators were able to advance hypotheses at multiple levels of organization from lower-level mechanisms operating within higher-level mechanisms responsible for biological processes to relationships between these processes themselves. The interpretation of this network is hierarchical, but the representation remains flat. A virtue of the flat network representation is that it allows researchers to move between levels by zooming in on specific parts of the network without losing sight of how individual components are connected to one another.
Integrating hierarchies with deep learning
Biologists are increasingly turning to machine learning tools to analyse data, including the data invoked in network representations. One task to which machine learning has been applied is predicting how gene mutations affect phenotypes. This is an important challenge in fields such as cancer research in which researchers seek to stratify patients in terms of the likely prognosis based on their mutation profile. ANNs have proved especially powerful in identifying patterns in input data from which such predictions can be made. These networks connect nodes in an input layer to nodes in a hidden layer, nodes in one hidden layer to those in the next and those in the last hidden layer to nodes in an output layer. The key to the performance of these ANNs is the pattern of weights assigned to the connections, which the network learns through a process of responding to inputs with random initial weights and then adjusting the weights in accord with an error signal that is backpropagated through the network [44] . Initially, these networks tended to include only one layer of hidden units, but recently the power of these networks has been extended by the development of deep learning procedures that enable the training of weights throughout multilayer (deep) ANNs [45] .
While deep learning can be applied to data such as that used to create the Costanzo et al. network so as to learn relationships between gene mutations and phenotype, doing so does not royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 375: 20190320 generate mechanistic insight because the activity of nodes in hidden layers of these networks cannot be interpreted. In this sense, deep learning networks are black boxes. In this section, I examine the DCell strategy, introduced by Ma et al. [46] , to open the black box and render the nodes in a deep-learning ANN interpretable in terms of biological mechanisms operative within the cell. To do this, the researchers structured the DCell network (by restricting which nodes are connected to which other nodes) in accord with GO. As a result, all the nodes in each layer in the DCell network are annotated and are only connected to nodes that correspond to the higher-level terms in the ontology under which they fall. What the deep learning procedure does is adjust weights between nodes for these interpretable terms as it improves the ability to make an overall prediction about the phenotype (colony growth).
To construct DCell, Ma et al. drew upon the intracellular components, biological processes, and molecular functions ontologies of GO to generate a hierarchical organization consisting of 2526 terms. They assigned banks of from 20 to 1075 nodes to each term and connected each of these just to the nodes for terms to which they are connected in GO. The input to the whole network contained nodes for genes and the output nodes designated phenotypes. Ma et al. applied
DCell to epistatic data from yeast. The phenotype the network was trained to predict was colony growth, which was represented with a single output node. On individual training trials either 0 input nodes (corresponding to the wild-type), or one or two input nodes (corresponding to single or double mutations) would be assigned alternative values. The resulting neural network contained 97 181 nodes organized into 12 layers. Ma et al. showed that DCell made more accurate prediction than other machine learning approaches.
Ma et al. also compared DCell to the more common version of a deep learning network in which all nodes at a given layer are connected to all nodes in the next higher layer. DCell was somewhat less accurate than the totally connected deep learning network. However, DCell had the benefit of being interpretable. In any instance in which a single or double mutation resulted in altered colony growth, the researchers could investigate which hidden nodes showed activity different than found in the simulation of the wild-type. Because these nodes were labelled in terms of cell components, molecular functions and biological processes, researchers could interpret the activity of the network mechanistically, construing the altered nodes as representing mechanisms whose altered operation contributed to the changed phenotype. Figure 4 . DCell facilitatates interpretation of how mutations affect phenotypes. When rev7 and rad57 (dark nodes at the bottom) are mutated, colony growth is severely reduced, indicated by the dark blue (dark grey in black/white version) colouring for the node labelled 'cell' at the top. The fact that the node for DNA repair is also coloured dark blue (dark grey in black/white) indicates that it is a mechanism that is severely impaired in the mutant yeast and may explain the reduced cell growth. The nodes shown in light blue and light pink (light grey in black/white) indicate nodes with only moderately altered activations. (Online version in colour.) royalsocietypublishing.org/journal/rstb Phil. Trans. R. Soc. B 375: 20190320
As an illustration of the mechanistic insight this approach could provide, Ma et al. examined the altered activations within the ANN with input corresponding to mutations to rev7 and rad57. As indicated by the blue colour of the node for 'cell' in figure 4, colony growth was significantly reduced in this double mutant. Just one high-level mechanism, that for DNA repair, had greatly reduced activation, suggesting it represented the cell process whose alteration was responsible for reduced colony growth. Several of the nodes for terms in the ontology in the pathways that feed into the node for DNA repair showed small changes in activity, but it is only at the node for DNA repair that significant change is seen. This is the point at which two of the pathways through the ontology come together. The researchers hypothesize that this is the mechanism whose altered operation explains the reduced colony growth. Nodes earlier in both pathways exhibit only slightly altered activity, suggesting that the alterations which affect the phenotype are not those involved in the lower-level processes but those in the mechanism for the high-level process. Turning to already published findings, the researchers found that Cadet et al. [47] had implicated DNA repair mechanisms in resistance to ultraviolet radiation, a DNA damaging agent. This provides support for the inference generated by DCell.
Using GO to structure DCell provides a means to tie the hierarchy of ANNs to hierarchically structured biological knowledge, resulting in networks whose inner operations are mechanistically interpretable. One limitation of this approach is that ontologies such as GO only incorporate results found in the published literature and thus only include those components, processes, or functions that researchers have chosen to investigate. This same group of researchers has developed a strategy, CliXO, for generating an ontology directly from network representations by invoking clustering procedures [48] . Ma 
Conclusion
In this paper, I have focused on two types of network representations, those directly representing relations between cell constituents and ANNs that seek to predict phenotypes from mutated genes. Without interpretation, neither provides mechanistic insight. Both appear as flat and illustrate only massive connectivity. This is part of what underlies the putative opposition between network research and mechanistic research. However in both cases, researchers seek to interpret the resulting networks. When appropriately interpreted, these networks are not only compatible with mechanistic accounts but provide a foundation for generating new mechanistic insights.
A key element in mechanistic accounts is that they invoke a hierarchy of levels. Mechanisms consist of parts which carry out operations that enable the mechanism as a whole to generate a phenomenon. These parts constitute a level. Moreover, the parts of mechanisms are often themselves mechanisms that contain their own parts at a yet lower level. Moreover, mechanisms interact with other mechanisms to produce mechanisms at a yet higher level. To interpret networks mechanistically, one must identify levels within the flat representations of networks. As illustrated in the examples in this paper, network researchers invoke a variety of tools to reveal the hierarchy implicit within them. Especially important are layout and clustering algorithms that enable researchers to identify clusters of nodes which are especially highly connected. Clustered nodes are candidate mechanisms because highly interconnected nodes are able to work together and contribute to the generation of distinctive phenomena. Clusters can be grouped into yet higher-level clusters, corresponding to the hierarchy of mechanisms. A further way of imposing hierarchy on initially flat networks is to annotate nodes and edges with terms from biological ontologies such as GO, which characterizes cell components, molecular functions, and biological processes hierarchically. When the nodes in these networks are annotated with terms from GO, the clusters are often revealed to correspond to already known biological mechanisms. The network analysis, though, also often reveals new components of these known mechanisms and provides insights into how they work together in the generation of the phenomenon.
When network representations are analysed via clustering and annotation, they begin to capture some of the same information as is incorporated in mechanism diagrams-they carry information about the parts and operations involved in mechanisms at various levels of organization and the operations they perform on each other. There remain, though, some important differences. Most notably, the edges in network representations represent either the connectivity data from which the network was constructed (e.g. epistatic interactions between genes) or, in the case of DCell, the hierarchical relations from GO (or CliXO). Information about how operations of parts affect other parts is typically represented in terms of the annotation of nodes. If a researcher wants to represent the parts and operations of a mechanism, they need to perform yet another transformation of the network representation. The crucial information needed for such a transformation, though, can all be presented in the network diagram, while it also makes explicit additional information (such as epistatic interactions) that may prove useful in pursuing further development of the mechanistic account. Far from being in opposition, network and mechanism accounts are compatible and often mutually enriching.
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Endnotes 1 Many databases are curated from the published literature and are focused on data relevant to specific phenomena. Network representation of the data in these databases is less subject to the challenges discussed below but present a different concern: that the data in them are biased towards highly studied genes and proteins. As a result of the mechanistic focus of the original research, these networks are relatively easy to interpret in mechanistic terms, but also afford less opportunity to discover new mechanisms and new components of mechanisms. In the examples below, I focus on networks constructed directly from high-throughput data or from databases encoding such data. 2 DAGs are similar to tree structures in being hierarchical but differ in that nodes for specific terms can have multiple parents-thereby recognizing that the same entity can be part of multiple higherlevel entity and the same biological processes may figure in multiple higher-level processes. 3 Costanzo et al. [42] an expanded network of epistatic interactions between 5416 genes, resulting in approximately 1 million genetic interactions.
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