Abstract Let X be a real valued random variable with an unbounded distribution F and let Y be a nonnegative valued random variable with a distribution G. Suppose that X and Y satisfy that
Introduction
Throughout this paper, all limit relationships are for x → ∞ unless otherwise stated. For two positive functions a(·) and b(·), we write a(x) ∼ b(x) if lim a(x)/b(x) = 1, write a(x) = o(b(x)) if lim a(x)/b(x) = 0, and write a(x) = O(b(x)) if lim sup a(x)/b(x) < ∞. For any distribution V , its tail is denoted by V (x) = 1 − V (x) = V (x, ∞) for all x. For any r.v. Z, its possible value set is denoted by D Z = {x ∈ R : P (Z ∈ (x − δ, x + δ)) > 0 for all δ > 0}.
Throughout this paper, let X be a real valued random variable (r.v.) with a distribution F and let Y be a nonnegative valued r.v. with a distribution G, and let H be the distribution of their product XY . To avoid triviality, assume that neither X nor Y is degenerate at zero.
Some distribution classes
A distribution V is said to be unbounded (above) if V (x) > 0 holds for all x > 0. An unbounded distribution V supported on (−∞, ∞) is said to belong to the distribution class L(γ) for some γ ≥ 0, if
holds for all constant t > 0. We remark that, when F is lattice and γ > 0, x and t in (1.1) should be restricted to values of the lattice span. An unbounded distribution V supported on (−∞, ∞) is said to belong to the distribution class S(γ) for some γ ≥ 0, if F ∈ L(γ) and the relation V * 2 (x) ∼ 2cV (x) (1.2) holds for some positive number c, where V * 2 (x) denotes the two-fold convolution of V with itself and c = ∞ −∞ e γy V (dy). When γ = 0, relation (1.1) represents the well known longtailed distribution class L = L(0), and relations (1.1) and (1.2) represent the subexponential distribution class S = S(0).
It is well known that if V ∈ L, then V is heavy-tailed (that is, ∞ 0 e αy V (dy) = ∞ holds for all constant α > 0) and if V ∈ L(γ) for some γ > 0, then it is light-tailed (that is, ∞ 0 e αy V (dy) < ∞ for some constant α > 0). For reviews on classes L(γ) and S(γ), the readers are referred to Cline and Samorodnitsky (1994), Foss et al. (2013) and Tang (2006a Tang ( , 2006b Tang ( , 2008 , among others.
Some dependent structures
In this subsection, we will introduce some dependence structures. The first is called Asimit dependent structure, which was introduced by Asimit and Jones (2008) .
holds uniformly for y ≥ 0 as x → ∞. Here the uniformity is understood as
We remark that, when y ∈ D Y , the conditional probability in (1.3) is simply understood as unconditional probability, and hence, h(y) = 1 for such y. Clearly, by (1.3), we have E(h(Y )) = 1.
It is worth noting that Assumption A is a very relaxed dependence structure, which contains many common dependence structure. For example, it contains the following Sarmonov dependent strucure:
We say that a random vector (X, Y ) follows a bivariate Sarmonov distribution, that is,
where φ 1 (x) and φ 2 (y) are two measurable functions and the parameter θ is a real constant, which satisfy
For more details on multivariate Sarmanov distributions, one can refer to Lee (1996) and Kotz et al. (2000) among others. There are many choices for the kernels φ 1 (x) and φ 2 (y). One choice is that we take φ 1 (x) = (e −x − a)I(x > 0) with a = Ee −X I(X≥0) P (X≥0) and φ 2 (y) = e −y − E(e −Y ) for all x ∈ D X and y ∈ D Y , where I(A) is the indicator function of the set A. Another choice is that we take φ 1 (x) = 1 − 2F (x) and φ 2 = 1 − 2G(y) for all x ∈ D X and y ∈ D Y , which leads to another common dependent stucture -FGM dependent structure:
We say that a random vector (X, Y ) follows a Farlie-Gumbel-Morgenstern (FGM) distribution, if
holds for all x ∈ D X and y ∈ D Y , where θ ∈ [−1, 1] is a constant. 
Brief reviews on products
As pointed out by Tang (2006) , condition (c) requests that a(·) should not be too small while condition (d) requests that it should not be too big. Hence, the requirement that conditions (c) and (d) are simultaneously satisfied is too restrictive in applications. In recent years, many scholars have tried to weaken this restriction, and obtained some interesting results. Under an extra condition that lim sup Inspired by the above-mentioned research literature, under the relaxed dependence structure Assumption A and the relaxed condition Assumption B, we discuss the distribution class of H if F ∈ L(γ) and H ∈ S(γ) for some γ > 0, respectively.
Brief reviews on finite-time ruin probabilities in a discretetime risk model
Consider the following discrete-time risk model with dependent financial and insurance risks: For any i ≥ 1, the net insurance loss within period i, which is equal to the total claim amount minus the total premium income, is denoted by a real-valued random variable X i and the stochastic discount factor from time i to time i − 1 is denoted by a nonnegative r.v. Y i . Hence, the stochastic present values of aggregate net losses up to time n of the insurer can be expressed as
and the finite-time ruin probability by time n is defined by
where x > 0 can be interpreted as the initial capital. Recently, a vast amount of papers has been published on this model. In general, we assume that (X i , Y i ), i ∈ N is a sequence of independent and identically distributed random vectors with a generic random vector (X, Y ). Tang Inspired by the above-mentioned research literature, under the relaxed Assumptions A and B, we obtain the asymptotic ruin probability of the above risk model in which F ∈ S.
The rest of this paper consists of three sections. Section 2 presents the main results. Proofs of theorems and corollaries are arranged in Sections 3 and 4.
Main results
In this section, we will present the main results of this paper, their proofs are arranged in sections 3 and 4. The first result is to discuss the product of dependent r.v.s:
where β G is the right endpoint of G, that is,
and when β G = ∞, γ/β G is understood as 0.
Remark 2.1. Clearly, when β G < ∞, Assumption B is automatically satisfied.
From Theorem 2.1, we immediately obtain the following two corollaries: Corollary 2.1. Suppose that (X, Y ) satisfies Assumption B and follows a FGM distribution (1.7). Suppose that |θ| < 1.
Corollary 2.2. Assume that (X, Y ) satisfies Assumption B and follows a Sarmonov distribution (1.4)-(1.6). Suppose that there is a measurable function ψ(·) such that
holds for all y ∈ D Y . Furthermore, assume that there are constants c and d 1 such that
Now we state the second main results in which the conditions are weaker than that in Tang 
holds for all n = 1, 2, · · · , where 
Proofs of Theorem 2.1 and its corollaries
Before giving the proof of Theorem 2.1, we first provide two lemmas and their corollaries, which will play a very important role in the proof of Theorem 2.1 and their corollaries, and has its own significant value.
Lemma 3.1. Suppose that (X, Y ) satisfies Assumptions A and B. Then we have
Proof. According to Lemma 3.2 of Tang (2006), there is a function
). Hence, we have
From Assumption A, there exists a constant x 0 > 0 such that
holds for all x > x 0 and y ∈ D Y , which implies that h(y) is bounded above in y ∈ D Y , that is, there is a positive constant M such that h(y) ≤ M holds for all y ∈ D Y . Hence, it follows that
Combining with (3.2) yields (3.1). This ends the proof of Lemma 3.1.
Remark 3.1. The analysis in relation (3.1) shows that the dependence structure of X and Y can be dissolved and its impact on the tail behavior of quantities under consideration can be captured. More details can be found in the following two corollaries.
Corollary 3.1. Suppose that (X, Y ) satisfies Assumption B and follows an FGM distribution (1.7). If |θ| < 1, then we have
where G(y−) = lim δ→0+ G(y − δ).
Proof. For any y ∈ D Y , simple calculations yield that
It follows that
Clearly, when |θ| < 1, we have that Then, by Corollary 3.1, we have that
holds since .3) hold. Then we have
Proof. For any y ∈ D Y , by (2.1), simple calculations yield that
It follows from (2.2) and (2. lim sup
holds for all 0 < y < 1. We remark that taking
leads to an FGM distribution. In this case the ψ(·) in (2.1) is defined as
Lemma 3.2. Suppose that X and Y are independent r.v.s. satisfying Assumption B.
Proof. Since Y is nonnegative, we have that
holds for all x > 0, where X + = XI(X ≥ 0) and I(A) is the indicator function of the set A. From Corollary 1.1 of Tang (2008), Assumption B implies that Proof of Theorem 2.1. Let Y h be an r.v. with a distribution G h (dy) = h(y)G(dy), independent of X. Clearly, G h is a proper distribution since E(h(Y )) = 1. Hence, from Lemma 3.1, we have that
Note that h(y) is bounded above in y ∈ D Y , that is, there is a positive constant M such that h(y) ≤ M holds for all y ∈ D Y . Hence, we have that G h (bx) = o(P (XY h > x)) holds for all constant b > 0 since
On the other hand, since h is positive on D Y , it is obvious that G and G h have a common right endpoint, i.e. β G h = β G . Hence, Theorem 2.1 follows from Lemma 3.2 and (3.9).
At the end of this section, we give the proofs of Corollaries 2.1 and 2.2: 
Proof of Theorem 2.2 and its corollaries
In this section, we will prove Theorem 2.2 and its corollaries.
Proof of Theorem 2.2. We use a similar method as in the proof of Theorem 3.1 of Chen (2011). Note that
where X + i denote the positive part of X i , i = 1, 2, · · · . Recall that
= stands for equality in distribution. Therefore, we only need to prove that the relation
holds. We proceed by induction on n: Note that (1:1) G(bx) = o(H(x)) holds for all constant b > 0, (1:2) relation (4.1) trivially holds for n = 1, (1:3) T 1 = X 1 Y 1 follows a subexponential distribution. Now we assume that: (n:1) G(bx) = o(H n (x)) holds for all constant b > 0, (n:2) relation (4.1) holds for n, (n:3) both X n n j=1 Y j and T n follow subexponential distributions. We aim to prove that: (n+1:1) G(bx) = o(H n+1 (x)) holds for all constant b > 0, (n+1:2) relation (4.1) holds for n+1, (n+1:3) both X n+1 n+1 j=1 Y j and T n+1 follow subexponential distributions. Using a similar method as in the proof of Theorem 3.1 of Chen (2011), we have that
holds since T n and X n+1 are independent. Consider (n + 1 : 
Note that
Since both X n+1 and T n follow long-tailed distributions, by Corollary 2.5 of Cline and Samorodnitsky (1994) , there is a function a(·)
x ↓ 0 and
We split the conditional probability P (X n+1 + T n > x y |Y n+1 = y) in (4.5) into four parts as
where
First we estimate I 1 (x, y): Since T n is independent of (X n+1 , Y n+1 ), from Assumption A and (4.6), we have that
holds uniformly for all y ∈ (0, b(x)). Here the uniformity is understood as
Next, we estimate I 2 (x, y): Note that
Since T n and (X n+1 , Y n+1 ) are independent, we can easily obtain that
holds uniformly for y ∈ (0, b(x)). In fact,
= P T n > x y P X n+1 ∈ − a x y , a x y |Y n+1 = y .
Now we estimate I 3 (x, y): It follows that I 3 (x, y) ≤ P (X n+1 > x y + a x y , T n ≤ −a x y |Y n+1 = y)
∼ h(y)P (X n+1 > x y )P (T n ≤ −a x y )
= o(h(y)P (X n+1 > x y )). h(y)P (X n+1 > x y − u)P (T n ∈ du) = h(y)P (X n+1 + T n > x y , a x y ≤ T n ≤ x y − a x y )
= o(h(y)(P (X n+1 > x y ) + P (T n > x y ))), (4.11) holds uniformly for all y ∈ (0, b(x)). Substituting relations (4.8)-(4.11) into (4.7), we have that
holds uniformly for all y ∈ (0, b(x)), which yields that
Finally, we consider (n + 1 : 3). By (4.3), X n+1 n+1 i=1 Y i ∈ S follows from H n ∈ S and Lemma 3.2. The proof of that T n+1 follows a subexponential distribution is similar to that of Theorem 3.1 in Chen (2011), we omitted the detail. 
