More and more statistical packages that can be run on a simple PC are becoming available. These packages incorporate a variety of statistical tests and functions (Payne 2003) , and by providing a user-friendly interface, they allow scientists without a mathematical or statistical background to perform complex statistical tests by pressing a button. Statistical analysis of data or hypotheses in scientific publications has become a necessity, and a manuscript containing data without statistical analysis is unlikely to be accepted for publication. Hence, there is a temptation for scientists to use well-developed statistical packages without proper knowledge. The danger is that application of complex statistical tests without checking that the conditions for their use are satisfied can lead to flawed conclusions.
In a recent publication, Qian et al. (2004) compared the ability of 2 stochastic weather generators to produce valid distributions of daily and summary weather statistics for various climatic variables at various sites in Canada. They applied several statistical tests, including the Kolmogorov-Smirnov (K-S) test, in their comparison of daily data. On the basis of these test results, they concluded that one of the generators performed better than the other.
Unfortunately, Qian et al. (2004) used some statistical tests inappropriately, so that their conclusions need to be re-assessed. The K-S 2-sample test is unsuitable for comparison of the distributions of (generated and observed) daily temperatures, because the underlying assumptions of the test are not satisfied. The K-S statistic is a test of the null hypothesis that a sample comes from a known distribution, or that 2 populations arise from the same underlying distribution. Let x 1 ,…x n be observations on continuous independent identically distributed random variables X 1 ,…X n with a cumulative distribution function (CDF) F. (2004) applied the 2-sample K-S test to compare generated and observed daily temperature for selected months. They generated 300 years of synthetic daily weather and compared it with 30 years of observed daily weather. For each month, e.g. January, they compared a generated sample , where is generated temperature (maximum or minimum) for the day = day in January of the year = year, with an observed sample 1971,...2000}. They computed the Kolmogorov statistic where N gen = 9300 and N obs = 930, and p values using Based on the results of this test they concluded that one generator performed better than the other.
In this case, it is inappropriate to use the 2-sample K-S test to compare the distributions of (Table 1) show that for any pair of years, with the exception of {1955, 1956}, we should reject the null hypothesis that maximum January temperatures in Toronto for different years arise from the same distribution. However in this case we know the null hypothesis is true. Qian et al. (2004) also used a quantile-quantile (Q-Q) plot to compare distributions of daily observed and generated temperature for selected months (see Fig. 4 in Qian et al. 2004 ). This is not a formal statistical test, but it can provide some insight into differences between distributions. Again, a Q-Q plot assumes independent, identically distributed data, and so is an unsuitable technique to compare samples of correlated data.
As an illustration, we generated 2 sets of 2 samples. In the first set (Fig. 1a) , the elements of each sample were independent and came from a normal distribution N (0,1). The Q-Q plot for this set is close to the 1:1 line, confirming that both samples are likely to come from the same distribution. In the second set (Fig. 1b) , we generated both samples using a normal distribution, but in this case elements of each sample were generated with a lag-1 correlation of 0.75. In this case the Q-Q plot is systematically lower than the 1:1 line, suggesting systematic differences in the underlying distribution. This happened not because the underlying distributions were different, but simply because the within-sample correlation makes the Q-Q plot unsuitable.
Methods of statistics are a powerful tool in applied research, assisting scientists in making educated guesses and testing hypotheses. However, when applied incorrectly, statistical methods may direct a scientist to flawed conclusions. There is a clear responsibility for producers of statistical packages to provide sufficient information (help) to enable scientists to make informed decisions about the statistical tests they use. Conversely, scientists should also ensure that they are using appropriate tests. Fig. 1 . Q-Q plot of 2 samples with 300 elements each, generated using a normal distribution; (a) each element in each sample generated independently, (b) 2 samples generated with a lag 1 autocorrelation coefficient = 0.75 a b
