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Abstract
In this work, some nonlinear dimensionality reduction (NLDR) frameworks based on mani-
fold learning are proposed. Our main goal is to properly reveal the most relevant information
from high dimensional data for enhancing the performance of machine learning applications,
such as: data visualization, regression, synthesis, and classification. In this regard, we
present a new methodology for modeling the underlying data structure based on NLDR. We
analyze the samples in a low dimensional space computed by means of NLDR to identify the
most relevant features that govern the studied process, and we learn the intrinsic geometry
of the data by means of an interpolation algorithm. Our approach allows to infer unknown
samples in synthesis problems ensuring a stable performance, even against feature variability
conditions of the original input space. Furthermore, we propose a NLDR framework that
allows to incorporate prior knowledge about the data, in order to obtain low dimensional
spaces that properly unfold the underlying structure of the manifold. We aim to take advan-
tage of a Multiple Kernel Representation (MKR) scheme in a NLDR optimization problem.
In this sense, we test our proposal for analyzing videos based on a MKR of the input data,
improving a NLDR scheme to compute and learn both spatial and temporal relationships
among frames. The presented approach is tested for revealing the spatial and temporal
dynamics of real-world videos related to cyclic motions. Similarly, we propose a supervised
NLDR method based on MKR to incorporate class label information of the inputs, while
the local structure topology of the data is preserved during the embedding process. Hence,
our approach aims to conserve both the local data structure and the margin of separability
among classes in classification problems. Furthermore, we present some strategies to fix
automatically the free parameters of the proposed frameworks. Overall, proposed NLDR
frameworks are efficient and competitive to support machine learning procedures.
Keywords: nonlinear dimensionality reduction, machine learning, manifold learning, data
visualization, discriminant analysis, data synthesis, parameter optimization.
xii
Resumen
En este trabajo se presentan algunos esquemas de reduccio´n de dimensio´n no lineal (RDNL)
basados en aprendizaje por variedades. En este sentido, se pretende identificar adecuada-
mente la informacio´n relevante del feno´meno en estudio a partir de datos de alta dimensio´n,
con el fin de mejorar y facilitar el desempen˜o de aplicaciones relacionadas con aprendizaje
de ma´quina, tales como: visualizacio´n, regresio´n, clasificacio´n y s´ıntesis de datos. De este
modo, se presenta una nueva metodolog´ıa basada en RDNL para el modelado de estruc-
turas subyacentes de datos. Para ello, las muestras de entrada son analizadas en espacios de
baja dimensio´n calculados a partir de RDNL, con el fin de identificar las caracter´ısticas rele-
vantes que rigen el proceso de estudio. Posteriormente, la geometr´ıa intr´ınseca de los datos es
aprendida por medio de un algoritmo de interpolacio´n. El esquema propuesto permite inferir
muestras desconocidas en problemas de s´ıntesis de datos, garantizando un funcionamiento
estable, incluso ante condiciones de alta variabilidad en las caracter´ısticas del espacio de
entrada. Asimismo, se propone un esquema de RDNL que permite incorporar conocimiento
a priori sobre los datos, a fin de calcular inmersiones que desdoblen correctamente la es-
tructura subyacente del feno´meno estudiado. El objetivo del esquema propuesto es utilizar
representacio´nes de nu´cleo mu´ltiple (RNM) en problemas de optimizacio´n de RDNL. En
este sentido, dicho esquema es utilizado para identificar tanto las relaciones espaciales y
temporales entre ima´genes de videos. As´ı, es posible revelar la dina´mica espacial y temporal
de videos relacionados con movimientos c´ıclicos. Del mismo modo, se propone un me´todo
de RDNL supervisado utilizando RNM para incorporar la informacio´n de etiqueta de clase
de las observaciones. Por lo tanto, el algoritmo de RDNL supervisado propuesto permite
conservar la estructura local de los datos y maximiza el margen de separabilidad entre clases
en problemas de clasificacio´n. Adema´s, se desarrollan algunas estrategias para seleccionar
automa´ticamente los para´metros libres de los esquemas propuestos. En general, los me´todos
propuestos de RDNL son eficientes y competitivos para apoyar procedimientos de apren-
dizaje de ma´quina.
Palabras clave: reduccio´n de dimensio´n no lineal, aprendizaje de ma´quina, aprendizaje
por variedades, visualizacio´n de datos, ana´lisis discriminante, s´ıntesis de datos, optimizacio´n
de para´metros.
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Part I.
Preliminary
1. Introduction
1.1. Introduction
Machine learning studies how an automated system can watch the environment, learn to
distinguish patterns, and make decisions. The identification, description, classification, vi-
sualization, and clustering of events or patterns are important problems for engineering
developments and scientific issues, such as, biology, medicine, economy, artificial vision,
artificial intelligence, industrial production, among others [1, 2]. Nonetheless, in machine
learning systems, it is difficult to interpret the available information due to its complexity
and the large amount of obtained features. Indeed, to apply techniques of modeling, visu-
alization analysis, interpolation, classification, among others, directly to the original data
is problematic, because they requiere a high computational load and present parameter es-
timation problems when these methods are employed in high dimensional datasets. Before
such techniques can be applied with a reasonable hope of generalization, a small number of
useful features will have to be extracted. That is, the dimensionality of the feature space
will have to be reduced [3–5].
In this sense, when data live in a low dimensional linear subspace of a high dimensional
space, simple linear methods such as Principal Component Analysis (PCA) [6], and metric
Multidimensional Scaling (MDS) [7] can be used to learn the subspace and its dimension.
Some researches related to machine learning applications by means of linear dimensional-
ity reduction methods can be found in [8–13]. Above mentioned techniques are simple to
implement, their optimizations are well understood, and they do not prone to local min-
ima. However, when data lies in a low dimensional manifold, its structure may be highly
nonlinear, hence, linear dimensionality reduction methods are likely to fail [3, 14, 15].
To cope with this issue, some nonlinear dimensionality reduction (NLDR) algorithms have
been recently proposed in the state of the art to properly discover a low dimensional space
that reflects the patterns which govern the studied phenomenon. Thereby, NLDR can be
categorized into two main groups: global and local techniques. Global techniques attempt
to preserve global properties of the data, similar to what PCA attempts to preserve for data
lying in a linear subspace. The best known example of this family of algorithms includes
Kernel Principal Components Analysis (KPCA), which reformulates traditional PCA via
the kernel trick [2]. Nevertheless, global approaches discard valuable information about the
local data intrinsic geometry, which can be used to enhance the performance in further
machine learning stages, not mentioning the difficulties to fix properly the free parameters
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in an automatic way. Therefore, NLDR methods based on manifold learning that take into
account the local structure of data have been developed. The key idea of such techniques is
that by preserving local properties of the data, one can also retain global properties [14].
Some of the well-known NLDR algorithms based on manifold learning are: Isometric Map-
ping (ISOMAP) [16], Maximum Variance Unfolding (MVU) [17], Locally Linear Embedding
(LLE) [18], and Laplacian Eigenmaps (LEM) [19]. ISOMAP computes pair-wise distances
in the geodesic space of the manifold, and then performs classical MDS to map the data
points from their high dimensional input space to low dimensional coordinates of a non-
linear manifold. MVU produces a low dimensional representation of data by maximizing
the variance of their embeddings while preserving the local distances of the original data.
LLE maps the observations to a single global coordinate system of lower dimensionality,
preserving the neighborhood relationships. LEM preserves the intrinsic geometric structure
of the manifold given a notion of similarity of the original feature space. Further, LEM and
LLE methods have been used to deal with high dimensional data, even for large datasets
[18, 20–22], due to its optimization problem has an analytic solution avoiding local minima,
and few free parameters need to be fixed by user [23–25]. Even when NLDR methods based
on manifold learning seem to be a good alternative to deal with high dimensional data lying
on nonlinear intrinsic structures, there are some limitations that should be solved to enhance
their mappings and to improve their applicability in machine learning contexts.
In this work, we propose some NLDR frameworks based on manifold learning to properly
reveal the most relevant information from high dimensional data. Developed frameworks
are tested in some machine learning applications that include: data visualization, regres-
sion, synthesis, and classification. In this regard, some researches have demonstrated that
the computation of subspace representations from the original input data, facilitate the in-
terpretability and modeling of underlying data structures [20, 26–29]. For example, some
approaches have shown that obtained subspaces allow to learn motion transitions in com-
puter vision contexts, even though such transitions are not present in the data [27], which can
be useful when we count with a limited number of observations. However, traditional NLDR
approaches based on manifold learning lack mappings from the low dimensional space to the
data space, being difficult to directly reconstruct high dimensional data from the embedding
[26, 27]. Given an embedding space, it would be desirable to visually analyze the relation-
ships among samples and to model the underlying structure of the data, in order to support
further machine learning stages. Therefore, we propose a new methodology for modeling the
underlying data structure based on NLDR. We analyze the samples in a low dimensional
space computed by means of NLDR to identify the most relevant features that govern the
studied process. Then, we employs Least Squares - Support Vector Regression (LS-SVR)
[30] to interpolate the samples in the embedding space. Furthermore, we also propose a
method for automatic selection of the LS-SVR free parameters based on the Generalized
Cross-Validation (GCV) method [31, 32]. Our LS-SVR free parameter selection strategy
is tested in regression tasks, and our approach for modeling the underlying data structure
4 1 Introduction
is tested on data synthesis problems. For that purpose, we estimate unknown samples in
the embedding space using the learned data structure model. Finally, by means of a local
analysis we reconstruct a new sample in the original feature space, taking into account a
regularization procedure to ensure stable results.
On the other hand, traditional NLDR algorithms allow to infer the input samples relation-
ships based on one disimilarity/similarity function, being difficult for the user to incorporate
his/her prior knowledge about the phenomenon, without considerably disturb the perfor-
mance of the algorithms. Then, we also propose a NLDR framework that allows to incorpo-
rate prior knowledge about the data to enhance the computed embedding. Our framework
is inspired by a multiple kernel learning (MKL) formulation [33, 34], and we aim to deal
with two kinds machine learning problems, data visualization, and data classification.
For the former, we analyze video data based on a multiple kernel representation of the
input samples, improving the LEM technique to compute and learn both spatial and temporal
relationships among samples. Our main goal here is to properly analyze videos related to
cyclic motion behaviors. When the spatial and temporal information are considered, the low
dimensional representation reveals the real motion of the objects. In addition, a formulation
for automatic tuning of the free parameters required is presented. This formulation is based
on a tradeoff between the contribution of the spatial and temporal information, to minimize,
as well as possible, the representation error in the low dimensional space based on a L-curve
criteria [35].
Finally, regarding to classification applications, based on the proposed NLDR framework
for incorporating prior knowledge about the process, we present a supervised NLDR method
that uses class label information of the inputs. The method can automatically assess the
importance of both the local geometric relationships and the class label information to map
the data into a low dimensional space. Hence, our approach aims to conserve both the local
data structure and the margin of separability among classes in pattern recognition problems.
It also establishes a well defined strategy to deal with the out-of-sample data in classification
tasks. Furthermore, we present a strategy to fix automatically the free parameters of our
supervised NLDR algorithm.
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1.2. Basic concepts
– Machine Learning: Is discipline concerned with the design and development of algo-
rithms that allow computers to evolve behaviors based on empirical data (from sensors
or databases). Besides, machine learning is concerned with the development of algo-
rithms allowing the machine to learn via inductive inference based on observing data
that represents incomplete information about statistical phenomenon and generalize it
to rules and make predictions on missing attributes or future data.
– Manifold: Is a topological space that on a small enough scale resembles the Euclidean
space of a specific dimension. The manifold is a metric space M with the following
property: If x ∈ M, then there is some neighborhood η of x and some integer m ≥ 0
such that η is homeomorphic to <m.
– Manifold Learning: Manifold Learning is the study of algorithms that infer prop-
erties of data sampled from a manifold. Generally interested in two things: Learning
an explicit low dimensional representation of the data for visualization or as a prepro-
cessing step for other algorithms, and exploiting this intrinsic low-dimensionality in
data to speed up tasks like clustering and classification which suffer from a curse of
dimensionality.
Given a set of samples {xi ∈ <p, i = 1, . . . , n}, we want to determine the dimension of
the parameter space m and find a reasonable counterpart in parameter space for each
sample, {yi ∈ <m, i = 1, . . . , n}.
2. Objectives
2.1. General objective
Develop nonlinear dimensionality reduction frameworks based on manifold learning to im-
prove the data representability and to support high dimensional data analysis tasks. The
proposed frameworks should be useful to enhance the machine learning performance in data
understanding and visualization, interpolation and synthesis of unknown samples, and dis-
criminant analysis problems.
2.2. Specific objectives
• Build a scheme to model the underlying data structure from low dimensional data
representations computed by means of nonlinear dimensionality reduction methods
based on manifold learning, to reconstruct or synthesize unknown samples in the high
dimensional space. The proposed scheme should be robust against feature variability
conditions of the input sapce, and the obtained results should be compared against
related works in terms of visual quality reconstruction and synthesis accuracy.
• Develop a nonlinear dimensional reduction methodology based on manifold learning
that incorporates prior knowledge about the observations, to properly identify the un-
derlying data structure according to the studied phenomenon. The developed frame-
work should combine different sources of information to analyze high dimensional data.
Moreover, the proposed approach should be useful to understand and visualize video
data, and to unfold the most relevant information in pattern recognition tasks. The
attained results of our approach should be compared against state of the art methods
in terms of data interpretability and classification accuracy.
• Construct the required free parameter selection strategies for the proposed frameworks,
in order to ensure stable results, and to avoid the needed of a prior user knowledge
about the influence of the free parameters in the mapping process.
Part II.
Materials and Methods
3. Nonlinear Dimensionality Reduction
based on Manifold Learning
In machine learning problems the characterization stage (feature space computation) gener-
ates a big amount of data, which can be unsuitable to identify the patterns or events that
govern the studied phenomenon [3, 5]. There are several important reasons for reducing the
feature space dimensionality, such as: to improve the classification performance, to diminish
irrelevant or redundancy information, to find out underlying data structures, to obtain a
graphical data representation for visual analysis, among others. Dimensionality reduction
techniques try to discover underlying structures in low dimensional spaces from data lying
on high dimensional spaces. The problem involves mapping high dimensional inputs into a
low dimensional feature space with as many coordinates as observed modes of variability.
Conventional methods, which are essentially linear, include feature subset selection and
linear mapping. Some of the common methods are: Principal Component Analysis (PCA),
Linear Discriminant Analysis (LDA), and Multidimensional Scaling (MDS) [4, 5, 36]. Nev-
ertheless, these methods are inappropriate when working with non-linear structured data.
There are other types of dimensionality reduction methods that aim to compute nonlinear
mappings, such as: Neural Networks based techniques - NN [37], Gaussian Process Laten
Variable Model - GPLVM [27, 38], Kernel PCA - KPCA [2], among others. However, in
the case of NN these techniques have a large number of parameters to fix, and it is required
a good prior user knowledge about the relevance of the inputs in the analyzed problem.
Moreover, NN need to choose an architecture (number of layers used in every stage), which
can be difficult to determine, requiring a high computational load time. Besides, in some
cases the fixed parameters could lead to over-fit the mapping. Furthermore, for GPLVM
there are free parameters related to the probabilistic distribution that are difficult to tune
for inexpert users. Finally, for kernel methods such as KPCA, the influence of the chosen
kernel and its parameters are difficult to determine in an automatic way.
On the other hand, in the last years, some methods for nonlinear dimensionality reduction
(NLDR) based on manifold learning have been proposed, which aim to unfold hidden struc-
tures of the input data in a low dimensional space. Manifold learning methods assume that
the input data can be modeled as a manifoldM, which can be defined as a topological space
that on a small enough scale resembles the Euclidean space of a specific dimension, called
the dimension of the manifold. Thus, a line and a circle are one dimensional manifolds,
a plane and sphere (the surface of a ball) are two dimensional manifolds, and so on into
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high dimensional space. Some of the well known NLDR methods based on manifold learn-
ing are: Isometric Feature Mapping (ISOMAP) [16], Locally Linear Embedding (LLE) [39],
Maximum Variance Unfolding (MVU) [17], Laplacian Eigenmaps (LEM) [40], etc. Overall,
NLDR algorithm based on manifold learning have shown suitable performance for revealing
the most relevant information about the input data [3, 14]. In the followings sections, some
of the most well known techniques for NLDR based on manifold learning by means of dis-
tance or topology preservation are described. Moreover, some supervised versions of NLDR
are described. Finally, a discussion about the chapter is presented.
3.1. Locally Linear Embedding – LLE
Locally Linear Embedding (LLE) [39] is an unsupervised manifold learning algorithm that
attempts to compute a low dimensional embedding based on simple geometric intuitions,
essentially, nearby points in the high dimensional space remain nearby and similarly co-
located with respect to one another in the low dimensional space. Indeed, the embedding is
optimized to preserve the local configurations of nearest neighbors [41].
Let X ∈ <n×p an input data matrix, where the sample vectors xi ∈ <p (i = 1, . . . , n)
are given. Assume that the data are placed on a nonlinear manifold, there are sufficient
data (such that the manifold is well-sampled), and each data point and its neighbors lie
on (or close) to a locally linear patch of the manifold [18]. Thereby, each sample can be
approximated as a linear combination of their nearest neighbors and then be mapped to a
lower dimensional space Y ∈ <n×m (m ≤ p), which preserves the local data geometry [42].
The LLE procedure has three main steps: First, the k nearest neighbors per point are
searched, measured by Euclidean distance. Then, each point is represented as a weighted
linear combination of its neighbors, that is, calculate weight matrix W ∈ <n×n that minimize
the reconstruction error
ε (W) =
n∑
i=1
∥∥∥∥∥xi −
n∑
j=1
wijxj
∥∥∥∥∥
2
, (3-1)
subject to an sparseness constraint wij = 0, if xj is not k-neighbor of xi, and an invariance
constraint
∑n
j=1wij = 1.
Finally, using W, the low dimensional output Y is found by minimizing (3-2)
Φ (Y) =
n∑
i=1
∥∥∥∥∥yi −
n∑
j=1
wijyj
∥∥∥∥∥
2
, (3-2)
being yi ∈ <m a row output vector of Y, and subject to
∑n
i=1 yi = 0 and
∑n
i=1 yiy
>
i /n =
Im×m, where I is an identity matrix. Let M =
(
In×n −W>
)
(In×n −W), and rewriting
(3-2) to find Y minimizing
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Φ (Y) = tr
(
Y>MY
)
s.t.
{
11×nY = 01×n
1
n
Y>Y = Im×m
, (3-3)
it is possible to calculate m+ 1 eigenvectors of M (equation (3-3)), which are associated to
m+1 smallest eigenvalues. The first eigenvector is the unit vector with all equal components,
which is discarded. The remaining m eigenvectors constitute the m embedding coordinates
found by LLE. In Algorithm 1 the LLE algorithm is presented.
Algorithm 1 – Locally Linear Embedding – LLE
Require: data matrix X, number of neighbors k, output dimension m.
1: Find the k nearest neighbors for each point xi, i = 1, . . . , n.
2: Compute the weight matrix W by minimizing (3-1).
3: Compute the output matrix Y by minimizing (3-3), calculating the m + 1 eigenvectors
of M. Discard the first one.
3.2. Laplacian Eigenmaps – LEM
Laplacian Eigenmaps (LEM) is a NLDR technique based on preserving the intrinsic geo-
metric structure of the manifold. Let X ∈ <n×p the input data matrix with sample objects
xi (i = 1, . . . , n). The goal is to provide a mapping to a low-dimensional Euclidean space
Y ∈ <n×m, with sample vectors yi, being m p.
The LEM algorithm has three main steps. First, an undirected weighted graph G(V,E)
is built; where V are the vertices and E are the edges. In this case, there are n vertices,
one for each xi. Nodes i and j are connected by the Eij = 1, if i is one of the k nearest
neighbors of j (or viceversa), being measured by means of the Euclidean distance [19]. The
second step is to construct a weight matrix W ∈ <n×n. For this purpose, two variants can
be implemented: heat kernel or simple minded. In the heat kernel variant, if nodes i and j
are connected, then Wij = κ (xi,xj), being κ (·, ·) a kernel function [2], otherwise, Wij = 0.
Given W, the graph Laplacian L ∈ <n×n is defined as in (3-4)
L = D−W, (3-4)
where D ∈ <n×n is a diagonal matrix with elements Dii =
∑
jWji. Classically, each Dii is
called the degree of the vertex xi, which can be interpreted as a measure of the empirical
density of points around each sample. Intuitively, if xi and xj have a high degree of similarity,
as measured by W, then they lie near to one another on the manifold, thus, yi and yj should
be near to one another.
In the third step of LEM, it is necessary to minimize∑
ij
(yi − yj)2Wij, (3-5)
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under appropriate constrains. Minimize (3-5) incurs a penalty if neighboring points xi and
xj are mapped far apart. For any y, equation (3-5) can be rewritten as y
>Ly (see [19]),
thence, the optimization problem of LEM is
arg min Y>LY
s.t Y>DY = I
, (3-6)
being I the identity matrix. The constraint Y>DY = I removes an arbitrary scaling factor
in the embedding, and the matrix D provides a natural measure on the vertices of the
graph [19, 43]. Finally, the solution of (3-6) can be obtained finding the eigenvectors and
eigenvalues of the following generalized eigenvalue problem
LY:,l = λlDY:,l; (3-7)
where λl is the eigenvalue corresponding to the Y:,l eigenvector. Here, Y:,l represent the
l dimensional coordinate of the embedded space Y, with l = 1, ..., n. First eigenvector is
the unit vector with all equal components, the remaining m eigenvectors constitute the m
embedding coordinates found by LEM. In Algorithm 2 the main steps of LEM are presented.
Algorithm 2 – Laplacian Eigenmaps – LEM
Require: data matrix X, number of neighbors k, output dimension m.
1: Built the undirected weighted graph G(V,E) over the data X. Nodes i and j are con-
nected by Eij = 1, if i is one of the k nearest neighbors of j (or viceversa), being measured
by the Euclidean distance.
2: Compute the weight matrix W, where Wij = κ (xi,xj) if nodes i and j are connected,
and being κ (·, ·) a kernel function, otherwise, Wij = 0.
3: Calculate the graph Laplacian L according to (3-4).
4: Solve the generalized eigenvalue problem (3-7) to find Y. First eigenvector is the unit
vector with all equal components, the remaining m eigenvectors constitute the embed-
ding.
3.3. Isometric Feature Mapping – ISOMAP
Isometric Feature Mapping (ISOMAP) is a NLDR technique built on classical MDS, but it
seeks to preserve the intrinsic geometry of the data, as captured in the geodesic distance
between all pairs of data points [16]. Thus, ISOMAP aims to preserve the global geometric
properties of the manifold as characterized by the geodesic distances between faraway points.
The crux is estimating the geodesic distance between faraway points, given only input space
distances [16].
The ISOMAP procedure consists of three main steps, each of which might be carried
out by more or less sophisticated techniques. ISOMAP assumes that distance between
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points in observation space is an accurate measure of manifold distance only locally and
must be integrated over paths on the manifold to obtain global distances. As preparation
for computing manifold distances, a discrete representation of the manifold in the form
of a topology preserving network is constructed. Given this network representation, then
compute the shortest-path distance between any two points in the network, which is a good
approximation to the actual manifold distances. Finally, from these manifold distances,
construct a global geometry preserving map of the observations Y in a low dimensional
Euclidean space, using MDS [5]. In Algorithm 3 the ISOMAP technique is summarized.
Algorithm 3 – Isometric Feature Mapping – ISOMAP
Require: Input data matrix X, number of neighbors k, output dimension m.
1: Define the graph Gx over all data points by connecting points i and j (as measured by
Euclidean distance dx(i, j)) if i is one of the k nearest neighbors of j. Set edge lengths
equal to dx(i, j).
2: Initialize the graph distances dG(i, j) equal to dx(i, j) if i, j are linked by an edge, else
dG(i, j) = ∞. Repeat this process for all input samples, and replace all entries dG(i, j)
by
min
{
dG (i, j) , dG
(
i, kˆ
)
+ dG
(
kˆ, j
)}
(3-8)
where kˆ are intermediate points between i and j. The matrix of final values DG =
{dG(i, j)} will contain the shortest path distances between all pairs of points in Gx.
3: Apply classical nonmetric MDS to the matrix DG minimizing the stress function
S = min
dijG
√√√√√√√
∑
i<j
(
dijY − dˆijG
)2
∑
i<j
(
dijY
)2 (3-9)
where dijY = ‖yi − yj‖ is the Euclidean distance between feature vectors i and j in the
output space, and dˆijG are some monotonic transformation of the graph distances d
ij
G.
3.4. Supervised Locally Linear Embedding – ∆-LLE
The main capabilities of the NLDR algorithms are not related to classification tasks, indeed
NLDR leads to poor classification performance when it is employed as a feature extractor
[44]. There are possible reasons for this behavior. First, NLDR fails when data is divided
into separate groups (multiple manifolds) [42], being sensitive to overfitting, and besides, it
neglects the class information, which will impair the recognition accuracy. However, some
supervised versions of NLDR based on the LLE algorithm were introduced [24, 25, 44]. The
rationale of these algorithms is to obtain disjoint embedding for the individual classes. In
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supervised LLE (∆-LLE), the local neighborhood of a sample xi (first step Algorithm 1)
from class c (1 ≤ c ≤ C), should be composed of samples belonging to the same class only.
This can be achieved by artificially increasing the pre-calculated distances between samples
belonging to different classes, but leaving them unchanged if samples are from the same
class, as in equation (3-10):
D (xi,xj)
′ =
{
D (xi,xj) + ∆ max (D(xi,xj)) , if {xi,xj} ∈ the same class
D (xi,xj) , otherwise
(3-10)
where 0 ≤ ∆ ≤ 1, and D (·, ·) is a given distance function (e.g., Euclidean distance). If
∆ = 0, one obtains unsupervised LLE (section 3.1); when ∆ = 1, the result is the fully
supervised LLE. Varying ∆ between 0 and 1 gives a partially supervised LLE (∆-LLE)
[25]. Once the neighborhoods are found by means of (3-10), traditional LLE algorithm is
performed. The ∆-LLE methodology is described in Algorithm 4.
Algorithm 4 – Supervised Locally Linear Embedding – ∆-LLE
Require: data matrix X, number of neighbors k, output dimensionm, supervised parameter
value ∆.
1: Find the k nearest neighbors for each point xi, i = 1, . . . , n.
2: Compute the distance between samples by means of (3-10).
3: Compute the weight matrix W by minimizing (3-1).
4: Compute the output matrix Y by minimizing (3-3), calculating the m + 1 eigenvectors
of M. Discard the first one.
3.5. Class Label Locally Linear Embedding – C-LLE
An extension of the LLE approach to deal with several manifolds (patterns) is presented in
[3], which employs class labels as extra information to guide the procedure of dimensionality
reduction allowing to figure out a suitable representation for each one of them. In this
way, this approach (that we called Class Label Locally Linear Embedding (C-LLE) ) aims
to construct a NLDR algorithm that preserves the local geometry of the data, providing a
discriminative strategy during the embedding procedure. The conventional LLE algorithm
is reformulated changing the cost function (3-2) as
min
Y
Ψ (Y, β) = min
Y

n∑
i=1
∥∥∥∥∥yi −
n∑
j=1
wijyj
∥∥∥∥∥
2
− β
n∑
i=1
∥∥∥∥∥yi −
n∑
j=1
γijyj
∥∥∥∥∥
2
 , (3-11)
with β ∈ <+, and subject to ∑ni=1 yi = 0 and ∑ni=1 yiy>i /n = Im×m. Furthermore
γij =

0, if i = j
1
n−1 , if P (yi) 6= P (yj)
− 1
n−1 , if P (yi) = P (yj)
, (3-12)
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being P (·) a function that determines the class label of the objects, and β is a tradeoff
between the preservation of the local geometry of the high dimensional data and the repre-
sentation induced by the class labels [3]. For solving the minimization problem, it is possible
to rewrite (3-11) as
min
Y
Ψ (Y, β) = min
Y
{
tr
(
Y>
(
M− βM˜
)
Y
)}
s.t.
{
11×nY = 01×n
1
n
Y>Y = Im×m
(3-13)
where M =
(
In×n −W>
)
(In×n −W) and
M˜ =
(
In×n − Γ>
)
(In×n − Γ) , (3-14)
being Γ ∈ <n×n a matrix whose elements γij are computed as in (3-12). Thence, it is
possible to calculate the m eigenvectors of M− βM˜, which are associated to the m smallest
eigenvalues after discarding the eigenvector related to some eigenvalue equal or close to zero.
Note that the β parameter in (3-11) is a tradeoff between the reconstruction error and
the margin between objects belonging to different classes. If β = 0, we have the original
mapping of LLE, and as β increases the separation between classes is larger. For a given β
it is possible to find the output Yβ that minimizes the cost function (3-11) [3]. Next, the
reconstruction error eR and the margin µ can be also computed as function of Yβ for each
value of β, as in equation (3-15)
eR (β) = tr
(
Y>β MYβ
)
µ (β) = tr
(
Y>β M˜Yβ
) . (3-15)
Looking forward the simultaneous minimization of the reconstruction error eR (β) and the
maximization of the margin µ (β), in [3] the parametric plot eR (β) versus µ (β) is used as
a tool to study the behavior of these quantities [35, 45]. Algorithm 5 describes the C-LLE
method.
Algorithm 5 – Class Label Locally Linear Embedding – C-LLE
Require: data matrix X, number of neighbors k, output dimension m, set of β values Ξ.
1: Find the k nearest neighbors for each point xi, i = 1, . . . , n.
2: Compute the weight matrix W by minimizing (3-1).
3: For each β ∈ Ξ compute the matrix M˜ as in (3-14).
4: Compute the output matrix Yβ for each M˜ by minimizing (3-13) as in original LLE.
5: Employ the parametric plot eR (β) versus µ (β) using (3-15) to find Y.
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3.6. Discussion
According to the presented NLDR methods based on manifold learning, it is possible to
infer that those methodologies seem to be a good alternative to deal with complex high
dimensional data that is embedded into a nonlinear structure. These methods aim to pre-
serve both the local and global underlying data structure, looking for distance or topology
preservations.
Overall, NLDR methods based on manifold learning require to manually set up two free
parameters: the number of nearest neighbors k, and the dimensionality of the embedding
space m. Moreover, for the LLE method, when k > p, the LLE optimization is an ill-posed
problem (see equation (3-1)), being necessary a regularization procedure to compute stable
results [3, 44].
Regarding to the k parameter, if it is set too small, the mapping will not reflect any global
properties; if it is too high, the mapping will lose its nonlinear character and behave like
traditional PCA [44]. The authors of LLE [18] suggest a value of k = 2m, but this value
for k can not be suitable for unfolding every kind of manifolds. Another techniques that we
previously proposed for fixing k can be found in [46, 47] (see Appendix A).
Besides, the intrinsic dimensionality m can affect the NLDR mapping quality. If m is set
too high, the mapping will enhance noise; if it is set too low, distinct parts of the data set
might be mapped on top of each other. Some techniques to fix m are discussed in [18, 42, 44]
(see Appendix A). Thereby, in order to obtain a suitable low dimensional representation by
means of NLDR based on manifold learning, it is crucial to fix a suitable value for the above
mentioned free parameters.
Furthermore, it is important to note that not all NLDR methods based on manifold
learning are suitable for a given dataset, even in the asymptotic limit of infinite data. More
precisely, with respect to LLE, it is possible to infer that one of the courses that make the
LLE mapping to fail is that the local geometry exploited by the reconstruction weights is
not well determined, since the constrained least square problem involved for determining the
local weights may be ill–conditioned [3]. Further, it requires that the input space is well
sampled to properly conserve the local and global relationships among samples, which is not
always possible in some machine learning problems.
In regard to ISOMAP, this approach is capable of discovering the nonlinear degrees of
freedom that underlie complex natural observations. It is guaranteed asymptotically to re-
cover the true dimensionality and geometric structure of a larger class of nonlinear manifolds.
These are manifolds whose intrinsic geometry is that of a convex region of Euclidean space,
but whose ambient geometry in the high dimensional input space may be highly folded,
twisted, or curved. However, the ISOMAP optimization tends to preserve the global rela-
tionships among samples over the local ones, due to its optimization problem is based on
traditional MDS. For this reason, in manifolds with complex structures, ISOMAP could lost
the local relationships of the observations in the embedding space.
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Finally, LEM can be understood like the general formulation of NLDR based on manifold
learning [19]. Due to its flexibility to find out the relationships among samples by means
of kernel functions allows to deal with different notions of similarity. Nevertheless, like in
other methods, it is crucial to fix properly the k and m values. Further, another advantage
of LEM is that it does not require any regularization procedure when k > p, when a positive
semidefinite weight matrix is given. Moreover, we want to remark that unlike other iterative
NLDR techniques (such as MVU and ISOMAP [17, 40]), LLE and LEM have an analytic
solution, which can be useful when dealing with complex machine learning problems, due to
an analytic NLDR solution could be more stable than an iterative one.
On the other hand, regarding to the supervised NLDR methods, it is important to note
that overall they aims to incorporate the class label information by means of a tradeoff
parameter. The idea is to conserve as well as possible the margin of separability in the
embedding space. Nevertheless, the ∆-LLE requires to manually fix the tradeoff parameter,
and moreover, it do not guarantees a smooth conservation of both the local and global
properties of the input space. On the other hand, C-LLE proposed an automatic selection
for the tradeoff parameter, however, the upper bound of the tradeoff is not well defined,
which can be problematic for an inexpert user and could increases the computational load of
the algorithm. In addition, the C-LLE similarity function between samples belonging from a
common class does not suitable consider the intra-manifold structure (relationships between
samples of the same class), assigning the same value of similarity for all the observations
(equation (3-12)). In this sense, the above mentioned condition could lead in the lost of the
local structure in the mapping process.
Anyway, all above mentioned techniques determine the assumed manifold by modeling
the data topology through local interconnections among samples, based on given dissimilar-
ity/similarity function. Consequently, the use of NLDR to obtain subspace representations
from the original input data, facilitate the data interpretability and understanding, and so
on, they will be useful for different machine learning tasks, such as: visualization, modeling,
classification, synthesis, interpolation, among others.
4. A New Framework to Model Data
Structures based on NLDR
Some researches have demonstrated that the use of NLDR techniques to obtain subspace
representations from the observations facilitate the data interpretability [26–29]. Indeed,
in video analysis contexts, the obtained subspaces would allow to learn soft transitions
between frames, even though such transitions are not present in the data [27], which can be
useful when we count with a limited number of observations and/or with disturbed samples.
However, NLDR approaches lack mappings from the low dimensional space to the data space,
being difficult to directly reconstruct high dimensional data from the embedding [26, 27].
Thence, given an embedding space, it would be desirable to visually analyze the relationships
among samples and to model the underlying structure of the data. From these analysis, we
can be able to infer (synthesize) some samples that are not available in the dataset.
The above mentioned learning problem can be seen as an approximation of an unknown
function that maps from a parameter space to the sample space. Therefore, a new sample is
synthesized by learning that function and computing it for a given reference. For example,
given a set of images from a rotating object to analyze it from an unseen angle. Traditionally,
to deal with data synthesis problems, it can be used an interpolation algorithm such as those
based on radial basis functions, neural networks, statistical learning theory, splines, among
others [2, 37, 48]. Particularly, splines are commonly used in fields as computer-aided design
and computer graphics, because of their simplicity, accuracy of evaluation, and their capacity
to approximate complex shapes [49]. However, these methods are sensitive to little changes
in the original features, due to the most relevant information of the process could be hidden
in the high dimensional space, and/or perturbed by noise.
On the other hand, to take advantage of the NLDR methods for dealing with high di-
mensional data in synthesis contexts, in [20] the LLE algorithm is employed to calculate a
low dimensional representation of the available data, and high dimensional reconstructions
of unseen observations are inferred using two main schemes. The former performs a local
analysis in the low dimensional space to synthesize an unseen sample by solving an inverse
problem. Nonetheless, the solution is unstable as it does not take into account an appro-
priate regularization process. The second one uses a regression method based on statistical
learning theory [37], but it demands a comprehensive procedure solving a regression problem
for each variable in the input space, not mentioning the need of a suitable free parameters
optimization, which can be problematic for the user.
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In this sense, we propose a new methodology for modeling the underlying data structure
based on NLDR. We analyze the samples in a low dimensional space computed by means of
NLDR to identify the most relevant features that govern the studied process. Then, we em-
ploy Least Squares - Support Vector Regression (LS-SVR) [30], to interpolate the samples in
the embedding space. We aim to model the underlying structure of the data using LS-SVR
rather than traditional interpolation techniques, statistical methods, or neural networks, in
order to avoid the high number of free parameters to be fixed and the overfitting. Further-
more, we also propose a method for automatic selection of the LS-SVR free parameters based
on the Generalized Cross-Validation - (GCV) algorithm [31, 32]. Our approach is tested on
data synthesis tasks, for that purpose, we estimate unknown samples in the embedding space
using the learned data structure model. Finally, by means of a local analysis we reconstruct
a new sample in the original feature space, taking into account a regularization procedure
to ensure stable results. Thus, our algorithm of synthesis diminishes the relative synthesis
errors, even for noise conditions, and it employs automatic parameter tuning.
The remainder of this chapter is organized as follows. First, we briefly describe the LS-SVR
method. Then, the proposed methodology for selecting the free parameters of LS-SVR is
introduced. After that, some regression experiments to test the performance of our approach
for fixing the free parameters in LS-SVR are presented with a general discussion about it.
Moreover, the general framework of our approach for data synthesis based on NLDR and
LS-SVR is presented. Finally, the data synthesis experiments with their discussions are
shown.
4.1. Least Square Support Vector Regression – LS-SVR
In order to solve a regression problem, it is necessary to generate a methodology that ana-
lyzes, interprets, and discerns patterns, finding the relationships between outputs and inputs
of the process. Some algorithms have been developed based on statistical models and Ar-
tificial Neural Networks (ANNs) [50, 51]. Nonetheless, these techniques, in the most of the
cases, overfit the regression system, due to the large number of parameters to fix, and the
few prior user knowledge about the relevance of the inputs in the analyzed problem [52].
For this reason, the Support Vector Machines (SVM) have been developed as an alterna-
tive to avoid such limitations. Their practical successes can be attributed to solid theoretical
foundations based on VC-theory [37]. The SVM method computes globally optimal solu-
tions, unlike those obtained with ANNs, which tend to fall into local minima. However,
many SVM application studies are performed by expert users having good understanding
of the SVM methodology [53]. Therefore, the quality of SVM models depends on a proper
setting of a considerable number of parameters. Moreover, the SVM algorithm demands a
high-computational load due to the form of its optimization problem. In this sense, the Least
Squares-Support Vector Machines (LS-SVM) method is proposed in [30], which is a reformu-
lation of traditional SVM algorithm. LS-SVM uses a regularized least squares function with
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equality constraints, leading to linear Karush-Kuhn-Tucker (KKT) system. Consequently,
the regression problem can be solved by a linear equation system rather than quadratic
programming as in SVM. In regard to interpolation problems, the Least Squares - Support
Vector Machines regression oriented (LS-SVR) can be described as follows.
Given an input data matrix X ∈ <n×p and an univariate output vector s ∈ <n, it is
possible to learn the relationships between s and X. For a given row vector x ∈ <p, the
function f (x) = s is defined as
f (x) = v>ϕ (x) + b, (4-1)
where vn×1 is a vector of weights, b ∈ <, and ϕ (·)n×1 : <p → <n. The LS-SVR algorithm
computes the function presented in equation (4-1) from a similar minimization problem as
in the SVM method regression oriented (SVR) [2], but using equality constraints instead of
inequalities ones. More precisely, the optimization problem and the equality constraints of
LS-SVR are defined as
min
v,e,b
J (v, e, b) = 1
2
v>v + C 1
2
e>1
s.t. si = v
>ϕ (xi) + b+ ei
, (4-2)
where e ∈ <n is a training error column vector, 1n×1 is an all ones column vector, and
C ∈ <+ is a tradeoff (regularization) parameter between the training error and the system
generalization. From (4-2), a Lagrangian can be formed as
L (v, b, e, a) =
1
2
v>v + C
1
2
e>1−
n∑
i=1
ai
{
v>ϕ (xi) + b+ ei − si
}
, (4-3)
being a ∈ <n the Lagrange multipliers column vector. Differentiating with respect to v, b,
e, and a, and equating to zero, we obtain
dL
dv
= 0→ v =
n∑
i=1
aiϕ (xi)→ v = F>a
dL
db
= 0→ −
n∑
i=1
ai = 0→ 1>a = 0
dL
dei
= 0→ Cei = ai
dL
dai
= 0→ v>ϕ (xi) + b+ ei − si = 0→ Fv + 1b+ e− s = 0
, (4-4)
where F ∈ <n×n is defined as F = [ϕ (x1) , ϕ (x2) , · · · , ϕ (xn)]>. Then, from (4-4) a lineal
system can be written as 
I 0 0 −F>
0 0 0 −1>
0 0 CI −I
F 1 I 0


v
b
e
a
 =

0
0
0
s
 . (4-5)
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where I represents the identity matrix. Now, substituting rows one and three of (4-5) in row
four we obtained
FF>a + 1b+ C−1a = s. (4-6)
Defining the kernel matrix K ∈ <n×n as K = FF>, beingKij = K (xi,xj) = 〈ϕ (xi) , ϕ (xj)〉,
the lineal system (4-5) can be expressed as[
0 1>
1 K + C−1I
] [
b
a
]
=
[
0
s
]
. (4-7)
Equation (4-7) is solved as
1b+ A˜a = s, (4-8)
with
A˜ = K + C−1I. (4-9)
Due to A˜ is a symmetric positive semidefinite matrix, the Lagrange multipliers are ob-
tained as
a = A˜−1 (s− 1b) , (4-10)
and taking into account that 1>a = 0 (equation (4-7)), the b value can be inferred as
b =
1>A˜−1s
1>A˜−11
. (4-11)
Finally, for a given x, equation (4-1) is rewritten as
f (x) =
n∑
i=1
aiK (xi,x) + b. (4-12)
The LS-SVR method can be summarized as in Algorithm 6.
Algorithm 6 – Least Square Support Vector Regression – LS-SVR
Require: data matrix X, output vector s, tradeoff parameter value C,
kernel free parameters values.
1: Compute the kernel matrix K, with Kij = 〈ϕ (xi) , ϕ (xj)〉 (use the kernel trick [2]).
2: Calculate the A˜ matrix as in (4-9).
3: Compute the Lagrange multipliers a as in (4-10).
4: Compute the b value using equation (4-11).
5: For a given x, the corresponding s output is computed as in equation (4-12).
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4.2. A New Strategy to Select the LS-SVR Free
Parameters
Note that the LS-SVR performance is directly related to the C value and to the free param-
eters of the employed kernel for computing K. Therefore, it would be desirable to develop a
methodology that allows to fix automatically those free parameters, in order to obtain stable
results regardless of the prior user knowledge about their influence in the regression. In this
sense, there are some state of art approaches to select the LS-SVR free parameters. In [53] a
methodology to choose the regularization value C in the SVR algorithm is presented, which is
based on an analytic bound computed from the regression function. Moreover, they employ a
Gaussian kernel to train the system. However, this approach does not consider the influence
of the band-width kernel parameter, which is manually fixed. Thence, the user must infer the
kernel parameter value according to his/her prior knowledge about the problem, overfitting
the regression system. Again, in [54] a multi-parameter selection in LS-SVR is proposed.
Even though this technique computes a competitive regression, it requires the assumption
of some parameter values for the Quantum-behaved Particle Swarm Optimization (QPSO)
algorithm [55, 56], which can be unsuitable. Besides, they just test one kind of database
perturbed with Gaussian noise, then it is not possible to ensure a reliable performance over
different datasets.
Taking into account the above limitations, we propose an automatic multi-parameter se-
lection strategy for the LS-SVR algorithm, using a Gaussian kernel in the (4-12) optimization
problem. Thereby, based on the Generalized Cross-Validation method [31, 32], we develop a
framework to fix the C value, and the kernel band-width σ of the Gaussian kernel. Following,
we presented a brief description about GCV and the proposed strategy for fixing the free
parameters in LS-SVR.
4.2.1. Generalized Cross-Validation – GCV
Given a linear system Au = r, for dealing with ill-conditioned matrices A, the regularization
techniques are based on approximations of the form uεγ = A
†
γr
ε, where γ > 0 is the regular-
ization parameter, rε is a column vector with the estimated measures, uεγ is a column vector
containing the calculated solutions, and A†γ is a stable, easy to compute approximation of
the generalized inverse of A.
Suppose that γ ∈ [0, L]; for each γ, a matrix A†γ is built as an approximation of the
generalized inverse A†, in addition
∥∥A†γ −A†∥∥→ 0
γ→0
. (4-13)
It is desirable that A†γ is easy to compute, and moreover, A should be well conditioned.
The optimal solution of Au = r is u˜ = A†r, and we aim to approximate it by uγ = A†γr.
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Nonetheless, it is necessary to determine which γ allows to obtain a suitable solution [31].
Actually, we have problems of the form Au = rε, where rε is an approximation of r. In this
sense, one can just compute solutions as
uεγ = A
†
γr
ε, (4-14)
and note that
∥∥u˜− uεγ∥∥ = ∥∥u˜− uγ + uγ − uεγ∥∥ ≤ ‖u˜− uγ‖+ ∥∥uγ − uεγ∥∥ , (4-15)
where the first right term of the inequality in (4-15) describes the regularization error, and
the second term the perturbation error. We need to establish a tradeoff between both errors.
Moreover, the regularization error can be written as
‖u˜− uγ‖ =
∥∥A†r−A†γr∥∥ = ∥∥(A† −A†γ) r∥∥ ≤ ∥∥A† −A†γ∥∥ ‖r‖ , (4-16)
and the perturbation error as
∥∥uγ − uεγ∥∥ = ∥∥A†γr−A†γrε∥∥ = ∥∥A†γ (r− rε)∥∥ ≤ ∥∥A†γ∥∥ ‖r− rε‖ . (4-17)
The GCV method looks for a γ value that allows to obtain a suitable balance between
the regularization and perturbation errors in the solution (equations (4-16) and (4-17)).
Considering a statistical analysis of the white noise presented in the measures r [31], GCV
computes the γ that minimizes
min
γ
ϑ (γ) =
∥∥Auεγ − rε∥∥2
tr
(
I−AA†γ
)2 . (4-18)
4.2.2. Relation between LS-SVR optimization and GCV
The LS-SVR optimization problem presented in equation (4-7) can be related with a problem
of the form Au = rε, which can be useful to fix the C and the kernel parameters using the
GCV method. Nevertheless, it should be noted that the original GCV algorithm method
(equation (4-18)) was designed for the selection of a single parameter. Hence, it is necessary
to reformulate the GCV optimization problem to select the free parameters in LS-SVR.
Other approaches for multi-parameter choice using GCV can be found in [57, 58].
In this work we employ a Gaussian kernel (a well known kernel function [2]) to find out
the relationships among the input samples contained in X, which is defined as
Kσ (xi,xj) = exp
(
−‖xi − xj‖2
2σ2
)
(4-19)
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being σ the kernel band-width (free parameter). Taking into account the LS-SVR problem
(4-7) and the GCV formulation (4-18), we propose to set the relationships between LS-SVR
and GCV as in equation (4-20)
A = Kσ
A†γ = A˜
−1
(σ,C) = (Kσ + C
−1I)−1
uεγ = a(σ,C)
rε = s− 1b(σ,C)
. (4-20)
Note that Kσ + C
−1I is positive definite. Hence, the GCV function to be consider is
min
σ,C
ϑ (σ,C) =
‖Kσaσ,C − bσ,C‖2
tr
(
I−Kσ (Kσ + C−1I)−1
)2 , (4-21)
subject to C, σ > 0. Moreover, bσ,C = s− 1b, and aσ,C = A˜−1bσ,C . The above optimization
problem is generally referred as a constrained nonlinear optimization. It can be solved using
the Active-Set Optimization algorithm, which uses a Sequential Quadratic Programming
(SQP) method [59, 60].
Due to the (4-21) optimization problem does not have a global optimum (nonconvex
optimization), we need to avoid possible overfitting in the initialization of the unknown
variables of (4-21). Therefore, we propose the following procedure. First, the initial value
of σ is fixed based on the Sylverman’s rule [61] as in equation (4-22)
σs = 0.9min
(
std (X), 1
1.34
iqr (X)
)
n−1/5, (4-22)
where iqr (.) computes the average interquartile range, and std (.) calculates the average
standard deviation. It is important to note that the Sylverman’s rule has been employed in
different approaches related to Gaussian kernels [62, 63]. Then, we select the initial value of
C−1 (C−11 ), minimizing equation (4-21) using σ = σs. Moreover, inspired by previous GCV
methodologies for dealing with ill–posed problems [32], we fix the bounds of C−1 as
C−1min = min (υKσ)
C−1max = max (υKσ)
, (4-23)
where υKσ contains the eigenvalues of Kσs greater than zero. C1 and σs are used as initial
values to minimize (4-21), fixing the bounds of C−1 as in (4-23) and the bounds of σ as
σmin = 0.1σs
σmax = max
{
std (X), iqr (X)
} . (4-24)
Finally, the optimal values C−1GCV and σGCV that minimize (4-21) are used for training
the regression system base on LS-SVR algorithm. The proposed methodology to select the
parameters C and σ can be summarized as in Figure 4-1 and Algorithm 7.
24 4 A New Framework to Model Data Structures based on NLDR
min{J(C)}
ss
X
s
min{J(s,C)}
C
-1
1
LS-SVR
s
GCV C
GCV
a
b
Figure 4-1.: Block diagram for LS-SVR Parameter Selection based on GCV
Algorithm 7 – LS-SVR Parameter Selection
Require: data matrix X.
1: Compute the Gaussian kernel matrix using (4-19).
2: Find the σs Sylverman value as in (4-22).
3: Fix the bounds of C−1 as in (4-23).
4: Calculate a tradeoff initial value C−11 ) minimizing equation (4-21) using σ = σs.
5: Compute the bounds of σ as in (4-24).
6: Use C1 and σs as initial values to find σGCV and CGCV minimizing (4-21).
4.3. LS-SVR Free Parameter Selection Experiments
In order to accomplish the LS-SVR automatic free parameter selection (section 4.1), we
present the results for fixing the C (tradeoff) and σ (Gaussian kernel band width) param-
eters using the proposed approach based on GCV (section 4.2). Our approach is tested
on some artificial and real-world databases related to regressions tasks. Moreover, some of
the attained results are compared against benchmark methods found in the state of the art
[53, 54]. In order to quantify the accuracy of the regression procedure, the average relative
error (ARE) is calculated as
100
‖stest − f (Xtest)‖2
‖stest‖2
[%] (4-25)
where stest is the output vector for the test samples contained in the test matrix Xtest ∈
<ntest×p, and being f (·) the employed regression function.
First, two artificial datasets are tested. The former is the univariate Sinc(x) function,
which has been studied in [30, 54]. This function is defined as in equation (4-26)
si =
{
sin(xi)
xi
∀xi 6= 0
1 xi = 0
, (4-26)
where x ∈ <n×1. We generate randomly 300 observations (n = 300), taking as x an uniform
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grid in the [−10, 10] interval, selecting 150 samples as training set, and the remaining ones
as test set. Moreover, the training output samples are perturbed with Gaussian noise δ ∼
(0, σδ). The above mentioned experiments conditions are establish in [54], and we repeat
the procedure 10 times. Then, the ARE is computed as in equation (4-25) to quantify the
algorithm performance. Figure 4-2 and Table 4-1 shown the Sinc(x) results for different
noise conditions.
The second artificial dataset is the Sinc3D(x) function, which is also analyzed in [53].
This function can be calculated as in equation (4-27)
si =
{
sin(‖xi‖)
‖xi‖ ∀ ‖xi‖ 6= 0
1 ‖xi‖ = 0
, (4-27)
being X ∈ <n×2, with row vectors xi. We compute 845 observations sampling x on a uniform
square lattice [−5, 5]2. and we randomly select 169 samples as training set and the remaining
676 as test set. Besides, the training set is perturbed with Gaussian noise δ ∼ (0, σδ). This
experimental set-up was proposed in [53]. So, we repeat this procedure 10 times and the
ARE is calculated. Figure 4-3 and Table 4-2 show the Sinc(x) results for different noise
conditions.
Table 4-1.: Sinc(x) regression results (target: ARE = 0), and the value of the free parame-
ters for the lowest relative error.
σδ ARE [%] σs σGCV C1 CGCV
0.4 6.51 ± 2.69 2.01 2.95 0.63 3.03
0.3 3.24 ± 1.23 2.01 3.00 0.80 4.34
0.2 1.34 ± 0.60 2.01 3.07 1.64 9.84
0.1 0.49 ± 0.25 2.01 2.99 4.71 21.46
Benchmark [54]: relative error of 2.31[%] for σδ = 0.1.
Table 4-2.: Sinc3D(X) regression results (target: ARE = 0), and the value of the free
parameters for the lowest relative error.
σδ ARE [%] σs σGCV C1 CGCV
0.4 14.52 ± 6.57 0.83 1.75 0.45 0.44
0.3 11.70 ± 6.58 0.83 2.98 0.67 3.19
0.2 6.08 ± 2.19 0.83 2.89 1.04 5.42
0.1 1.51 ± 0.35 0.83 2.89 2.79 25.83
Benchmark [53]: relative error of 23.93[%] and 2.09[%] for σδ = 0.4 and σδ = 0.1.
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Figure 4-2.: Some Sinc(x) regression results for different noise conditions.
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Figure 4-3.: Some Sinc3D(x) regression results for different noise conditions.
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Moreover, two real-world datasets are tested. The first one is the Concrete Compressive
Strength (CCS) dataset [64], which is a highly nonlinear function of time and concrete
ingredients. Eight variables are measured: include cement, blast furnace slag, fly ash, water,
super plasticizer, coarse aggregate, fine aggregate, and time. There are 1030 observations
(X ∈ <1030×8), and the goal is to predict the CCS (output variable) for different input
conditions. In this case, we randomly select 30% of the samples as training set, and the
remains ones as test set.
Finally, the European Climate Assessment-ECA real-world dataset is tested [65]. This
database is a weather daily summary of Berlin, Germany between 2001 to 2004. Nine
variables are measured: could cover, mean relative humidity, mean barometric pressure,
snow depth, precipitation amount, sunshine, amount of rain, minimum air temperature,
maximum air temperature and mean air temperature. In our experiments we analyze the
relationships between the mean air daily temperature and the remaining meteorological
features. Therefore, we have 1465 observations, where X ∈ <1465×8 and s ∈ <. We randomly
select 30% of the samples as training set, and the remains ones as test set. Again, for the
CCS and the ECA datasets we repeat our experimentes 10 times and the ARE is calculated
(equation (4-25)). Figures 4.4(a), 4.4(b), and Table 4-3 show the real-world experiments
attained results.
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Figure 4-4.: Target vs Prediction real-world databases results.
Table 4-3.: CCS and ECA regression results (target: ARE = 0), and the value of the free
parameters for the lowest relative error into the 10 repetitions
Dataset ARE [%] σs σGCV C1 CGCV
CCS 3.78 ± 1.22 1.40 3.40 21.42 214.23
ECA 0.16 ± 0.01 0.61 10.22 188.60 1886.04
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4.3.1. Discussion
According to the obtained results shown in Table 4-1 and Figure 4-2, it is possible to notice
that the proposed methodology for choosing the values of σ and C in the LS-SVR algorithm
allows to find suitable regression results for the Sinc(x) database. Our methodology improves
the results presented in Zhou et al. [54], where a relative error of 2.31% is reported for a
similar experiment (σδ = 0.1). Although, this technique computes competitive regression, it
requires the assumption of some free parameter values for the QPSO algorithm [55, 56], which
can be undesirable when the user does not have a prior knowledge about the phenomenon.
Furthermore, no more experiments with different noise conditions are presented, hence only
limited conclusions can be reached. On the other hand, our methodology shows a suitable
performance, even for different noise conditions.
Besides, in Table 4-1, it can be seen how our algorithm controls the LS-SVR free pa-
rameters in the Sinc(x) dataset. If σδ increases the CGCV value is low, which prevents an
overfitting in the LS-SVR training. Otherwise, if σδ decreases the CGCV value is high, giving
more weight to the training error of the LS-SVR optimization problem (equation (4-2)).
Now, the lowest σGCV is calculated for the highest σδ, which reveals that the proposed
methodology analyzes the studied process with a low band-width when the output signal is
highly perturbed.
Further, in agreement to the results shown in Table 4-2 and Figure 4-3, our approach
computes suitable regression for the Sinc3D(X) dataset. Again, the CGCV and σGCV values
decrease for high noise conditions. Our approach improves the Sinc3D(X) results presented
in [53], where a relative error of 23.94% and 2.09% are reported for σδ = 0.4 and σδ =
0.1, respectively. It is important to note that the methodology presented in [53] chooses
analytically the C value, but it does not directly consider the influence of σ, which is manually
fixed. For this reason, it is not possible to ensure a suitable performance in several cases.
Regarding to the real-world experiments, our methodology calculates appropriate regres-
sions with low ARE results (Table 4-3, and Figures 4.4(a) and 4.4(b)), which confirms its
applicability in complex problems. According to the fixed σ and C values, it can be seen
how our method aims to analyze the data with a low band-width in the Gaussian kernel,
while a considerable high value for the tradeoff parameter is selected. Indeed, our approach
fixed the highest C value for the ECA dataset (Table 4-3), which can be explained by the
fact that ECA has well defined dynamic, suitable modeled by LS-SVR. On the other hand,
CCS data contains more complex nonlinear properties, which LS-SVR aim to compensates
with low σ and C values.
Finally, it is important to note that due to the nonconvex characteristic of the proposed
optimization problem for the LS-SVR free parameter selection ((4-21)), our approach can
not ensure the computation of the optimal values for C and σ. However, our initialization
procedure allows to work in a suitable domain for minimizing the proposed objective function,
which can be confirmed by the attained results.
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4.4. A New Data Synthesis Approach based on NLDR
Now, based on the embedding space found by means of NLDR (3), and using LS-SVR with
automatic parameter selection, below we propose a framework to infer high dimensional
unknown samples. Let Y be a low dimensional representation computed by means of a
NLDR method based on manifold learning. It is expected that the underlying data structure
of the high dimensional space X would be unfold in the embedding space. In this sense,
given Y and a reference vector zn×1, it is possible to learn the relationships between Y and
z, finding the function f (z) = s by means of LS-SVR with automatic parameter selection
(sections 4.1 and 4.2).
Therefore, an unknown reference znew can be mapped to Y computing the projection
ynew = f(znew). We aim to take advantage of the small number of dimensions of Y, in order
to highlight the most relevant features of the studied phenomenon, which are unfold by the
NLDR method. Accordingly, we reconstruct (synthesize) unknown samples only considering
the local properties of the embedding space. Thus, our synthesis is less sensitive to little
changes of the original features than traditional direct interpolation methods, such as those
based on radial basis functions, neural networks, statistical learning theory, splines, among
others [2, 48, 49]. Therefore, we represent ynew as a combination of its k nearest neighbors
η, minimizing equation (4-28)
εy (wy) =
∥∥∥ynew −∑k
j=1
wyjηj
∥∥∥2 s.t ∑k
j=1
wyj = 1. (4-28)
So, the Gram matrix G is calculated as {Gjl}kj,l=1 = 〈(ynew − ηj) , (ynew − η l)〉. Then,
rewriting (4-28) as εy = wy
>Gwy, the wy vector that minimize εy can be computed using
the Lagrange theorem as in (4-29)
wy = (λ/2) G
−11, (4-29)
with λ = 2
/(
1>G−11
)
. However, in this case G is singular (or close), being necessary a
regularization process to find an appropriate solution. In [20] a similar problem is analyzed,
and they suggest to find wy as
wy =
λ
2
G−11 = cG−11, (4-30)
where c is set to 1, and wy is scaled to sum 1. Nevertheless, note that (4-30) does not
consider the ill-posed condition of G, which may lead to wrong results.
Consequently, below we analyze two methodologies to improve the inverse problem solution
considering the regularized version of G, and we named that procedure as Regularized High
Dimensional Data Synthesis - RHDDS.
First, in [18] it is proposed to calculate G as Gjl ← Gjl + α1, where
α1 = δjl
(
∆2
/
k
)
tr (G), (4-31)
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being ∆2  1 (usually ∆ = 0.1). It is important to note that the optimal value for this
parameter can vary over a wide range and depends on the particular application.
The second methodology was proposed in [23], which is an automatic regularization process
for G that allows to obtain consistent solutions even for data variations caused by noise or
sample randomness. For this purpose, an error optimization problem is formulated as
εyreg = w
>
y Gwy + α
2
2w
>
y wy, (4-32)
subject to
∑k
j=1wyj = 1. Using the Lagrange multipliers to solve (4-32) we obtain
[
wy
−λ
]
=
 11>(2(G+α22I))−11 (2 (G + α22I))−1 1
− 1
1>(2(G+α22I))
−1
1
, (4-33)
as a result, the desired regularization parameter α2 minimizes the function g (α2) = ‖wy‖2 +
λ2, and G is calculated as G = G + α22I (see Appendix B for details).
Finally, given the vector wy, the high dimensional projection xnew of ynew can be computed
as in (4-34)
xnew = wyΨ, (4-34)
where Ψ is the projection of η in the high dimensional space X. The proposed methodology
for data synthesis can be summarized as in Figure 4-5 and Algorithm 8.
NLDR LS-SVR
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Figure 4-5.: Block diagram for data synthesis based on NLDR
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Algorithm 8 – Data Synthesis based on NLDR
Require: data matrix X, reference vector z, number of neighbors k.
1: Compute the low dimensional space Y by means of NLDR (e.g. LLE, section 3.1).
2: Learn the underlying data structure finding the relationship between Y and z by means
of LS-SVR with automatic parameter selection (sections 4.1 and 4.2).
3: For a new reference znew compute the low dimensional representation ynew using LS-SVR
(equation (4-12)).
4: Represent ynew as a combination of its k nearest neighbors η in Y.
5: Find the weights wy solving the inverse problem presented in (4-29) by means of the
regularized solution (4-33).
6: Find the set Ψ as the projection of η in the high dimensional space X.
7: Compute the high dimensional projection xnew of ynew using (4-34).
4.5. Data Synthesis based on NLDR Experiments
The proposed methodology for data structure modeling based on NLDR and LS-SVR with
automatic parameter selection (section 4.4) is tested on data synthesis problems. In fact,
one artificial and three real-world datasets are tested. Moreover, the synthesis quality is
measured using the average relative error (ARE) between the targets and the synthesized
samples.
ARE
(
Xˆ
)
= 100
1
ntest
ntest∑
i=1
‖xˆi − xi‖2
‖xi‖2
[%], (4-35)
where xˆi is a synthesized sample, xi is the original observation, and ntest is the size of the test
set. We employ a 10-fold cross validation analysis to determinate the algorithm performance.
Besides, our approach is compared against the method for data synthesis presented in [20]
(see section 4.4, equation (4-30)), and a traditional direct interpolation method in the high
dimensional space based on cubic splines [48, 49] (see Appendix C). Hence, we obtained
four possible synthesis results: Xˆα1 and Xˆα2 by means of the proposed high dimensional
data synthesis based on NLDR (our approach) using the regularization procedures (4-31)
and (4-33), Xˆc employing the scaling equation (4-30) (similar approach), and Xˆs by means
of cubic splines (direct interpolation method). Following we present the obtained results for
the artificial and real-world datasets.
The first dataset is an artificial manifold (Sin with noise) created according to
xi = sin(t+ φi), (4-36)
with t ∈ [0, 2pi]. The vector φ in (4-36) contains the lag angle (reference vector z), varying it
from 1 to 360 degrees. Moreover, each sample is perturbed with additive white Gaussian noise
(SNR = 5dB, 10dB, 15dB) in order to verify the robustness of the synthesis methodology. In
Figure 4-6 the computed embedding spaces, the LS-SVR interpolation, and some synthesized
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samples are presented for the Sin with noise dataset. Further, the ARE for Sin with noise is
presented in Table 4-5.
Moreover, the three real world datasets are: CMU MoBo (Gait) [66], COIL-100 (Maneki
Neko) [67], and CMU/VASC (Hand) [68]. The first database holds 25 individuals walking a
treadmill. For concrete testing, we used the slow walking sequence of one person captured
from a side view (camera vr03 7). The images in JPG format are resized to 80 × 61 and
mapped to a gray scale space. We reduced the number of frames to obtain one gait cycle.
The second dataset contains 72 RGB-color images of 100 rotating objects in PNG format.
We use the gray scale images subsampled to 64×64 pixels for the Maneki Neko. Finally, the
third database contains 481 gray-scale pictures in PNG format related with a hand holding a
rice bowl. We subsampled the images to 72×77 pixels. Moreover, we test perturbing all the
three real-world datasets with Gaussian noise ∼ N(0, 0.03), in order to verify the synthesis
robustness. Figure 4-7 shows some image samples of the studied real-world datasets.
In addition, the number of nearest neighbors k for the NLDR algorithm (LLE) is chosen as
in [46], which computes an specific number of neighbors for each input point. It uses graph
theory and geodesic distance to analyze the density and linearity of each manifold patch. The
dimension m of the embedding space is fixed according to [25] (see Appendix A), considering
a local analysis of variance in the high dimensional space to conserve the expected signal to
noise ratio in the embedding space. Further, the reference vector z for Gait and Hand is set
as z = [1, ..., n] (image position in the sequence), and for Maneki Neko as z = [0o, 5o, ..., 355o]
(rotation angle). Table 4-4 describes the datasets characteristics. Furthermore, Figure 4-8
shows some obtained embeddings for the real-world databases. Additionally, Figures 4-9,
4-10, 4-11, 4-12, 4-13, and 4-14 show the synthesis results for the real-world datasets.
Table 4-4.: Datasets characteristics
Dataset n p m
Sin 360 500 2
Gait 42 4880 3
Maneki-Neko 72 4096 3
Hand 481 5544 6
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Figure 4-6.: Embedding space and some synthesized results for Sin with noise dataset
(SNR=10dB).
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(a) Gait images examples
(b) Noisy Gait images examples
(c) Maneki Neko images examples
(d) Noisy Maneki Neko images examples
(e) Hand images examples
(f) Noisy Hand images examples
Figure 4-7.: Real-world datasets images examples.
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Figure 4-8.: Real-world datasets images and embedding space. Color points : training sam-
ples projected by NLDR. Black points : interpolated samples using LS-SVR.
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Figure 4-9.: Some synthesized Gait images. First
column: target images. Second column:
synthesized images Xˆα2 . Third column:
synthesized images Xˆα1 . Fourth column:
synthesized images Xˆc. Fifth column: syn-
thesized images Xˆs.
Figure 4-10.: Some synthesized Noisy Gait im-
ages. First column: target images. Sec-
ond column: synthesized images Xˆα2 .
Third column: synthesized images Xˆα1 .
Fourth column: synthesized images Xˆc.
Fifth column: synthesized images Xˆs.
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Figure 4-11.: Some synthesized Maneki-Neko im-
ages. First column: target images. Sec-
ond column: synthesized images Xˆα2 .
Third column: synthesized images Xˆα1 .
Fourth column: synthesized images Xˆc.
Fifth column: synthesized images Xˆs.
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Figure 4-12.: Some synthesized Noisy Maneki-
Neko images. First column: target im-
ages. Second column: synthesized images
Xˆα2 . Third column: synthesized images
Xˆα1 . Fourth column: synthesized images
Xˆc. Fifth column: synthesized images
Xˆs.
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Figure 4-13.: Some synthesized Hand images. First row : target images. Second row : synthesized images Xˆα2 .
Third row : synthesized images Xˆα1 . Fourth row : synthesized images Xˆc. Fifth row : synthesized images
Xˆs.
Figure 4-14.: Some synthesized Noisy Hand images. First row : target images. Second row : synthesized images
Xˆα2 . Third row : synthesized images Xˆα1 . Fourth row : synthesized images Xˆc. Fifth row : synthesized
images Xˆs.
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Table 4-5.: Average Relative Error Results (target: ARE = 0)
Dataset ARE(Xˆα2)[%] ARE(Xˆα1)[%] ARE(Xˆc)[%] ARE(Xˆs)[%]
Sin with noise (5dB) 2.36± 0.11 3.87± 0.52 1.57e7± 4.97e7 78.16± 23.99
Sin with noise (10dB) 1.46± 0.26 2.94± 1.46 1.08e4± 1.01e4 28.86± 36.35
Sin with noise (15dB) 0.88± 0.87 1.15± 0.49 4.56e5± 1.30e6 6.56± 2.18
Gait 0.58± 0.14 0.92± 0.58 9.05e7± 2.14e6 5.35± 9.46
Noisy Gait 2.42± 0.32 13.61± 8.63 6.72e7± 2.12e8 151.07± 347.70
Maneki Neko 2.35± 0.97 2.43± 1.65 1.20e11± 3.79e11 57.43± 157.02
Noisy Maneki Neko 7.16± 1.57 12.75± 3.78 1.19e15± 3.73e15 66.99± 50.15
Hand 0.75± 0.14 0.95± 0.87 4.30e13± 6.64e14 0.44± 0.80
Noisy Hand 4.41± 0.51 24.10± 7.68 1.42e17± 3.67e17 92.99± 112.70
4.5.1. Discussion
According to the obtained results shown in Table 4-5, and in Figures 4-6, 4-9, 4-10, 4-
11, 4-12, 4-13, and 4-14, it is possible to notice that the proposed methodology for high
dimensional data synthesis based on NLDR presents an appropriate performance when a
suitable regularization process is used. Indeed, the Xˆα2 synthesis obtains the lowest ARE in
most of the cases.
On the other hand, the synthesis results obtained with Xˆs are unappropriated, because the
behavior of the high-dimensional data interpolation methods are sensitive to little changes
in the features of the data. For this reason, although some results are visually appropriated,
in most of the cases the algorithm does not identify the features variability, specially when
the available data is perturbed with severe noise. This can be corroborated by the high
average relative error and the high standard deviation obtained for the Xˆs synthesis. Due to
the direct interpolation methods aim to recover the relevant information about the process
in the input space, they are not able to identify the real data underlying structure model,
which is hidden in a high dimensional space and/or disturbed by several noise conditions.
Now, the synthesized samples calculated by Xˆc are not accurate, because the methodol-
ogy proposed in [20, 69] only takes into account a scale parameter to improve the inverse
problem solution, and it does not consider the ill-posed condition of G. For this reason,
some reconstructions exhibit poor quality and high average relative errors. Note that the
Xˆc reconstruction are very poor when the data is exposed to noise (see Table 4-5), which
confirms the fact that little changes in the input samples, considerably disturb the synthesis
procedure proposed in [20, 69].
On the other hand, the attained high dimensional data synthesis results, using the regu-
larization process presented in [18, 41] (Xˆα1), exhibits an acceptable performance. However,
although the ARE is low for some experiments, the deviation of the error is high, specially
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when the datasets are perturbed with several noise conditions. For this reason, we can not
ensure that the Xˆα1 methodology is reliable. The above statement can be explained by
the fact that the regularization proposed in [18] does not make clear how to determinate
an optimal value for the regularization parameter. The above limitation was also studied
previously in [3, 23] in data visualization and pattern recognition contexts.
Otherwise, the reconstruction methodology using the automatic regularization process
(Xˆα2) shows desirable results, even for several noise conditions. This is corroborated by
the obtained low ARE with low standard deviations in all the synthesis experiments. This
statement can be explained by the fact that the regularization proposed in [23] deals with
noise conditions in the inverse problem solution, automatically fixing the influence of the
regularization process, avoiding a manually tunning.
Moreover, according to Figures 4.6(a), 4.8(a), 4.8(b), 4.8(c), 4.8(d), and Table 4-5, the
interpolation stage using LS-SVR with the proposed approach for multiple parameter selec-
tion (section 4.2) is an efficient algorithm that allows to appropriately estimate new samples
for a given low dimensional space. LS-SVR properly model that underlying data structure,
which was previously unfolded by NLDR based on manifold learning. In this sense, our
approach for data synthesis takes advantage of NLDR to reveal the relevant information of
the process in a low dimensional space, and then it learns the model of the data structure
using LS-SVR to approximate an unknown sample of the original feature space.
5. A New Framework to Incorporate
Data Prior Knowledge in NLDR
Overall, traditional NLDR techniques based on manifold learning determine the assumed
manifold by modeling the data topology through local interconnections among samples.
Accordingly, they discarded valuable information related to the prior knowledge of the phe-
nomenon, which can be useful to enhance the data representability in machine learning.
Nonetheless, it has been suggested the possibility of incorporating prior knowledge to the
embedding topology, which allows to obtain enhanced low dimensional representations of the
phenomenon in hand [27, 38]. However, those techniques are based on complex probabilistic
models comprising some free heuristic parameters that are far from easy to be tuned by an
inexpert user (not mentioning their huge computational load). Recently, an approach for
incorporating temporal information to the embedding process was discussed in [70], which
considers adjacent temporal neighbors to find out the structure of repetitive activities in
video analysis problems. However, since the time variable is not reflected in the mapping
process, it is not possible to identify different repetitions of a movement, and thus, the cycles
are overlapped in the embedding space. To cope with this, a general model for multiview
learning called Distributed Spectral Embedding (DSE), which aims to unfold the underlying
data structure from different feature spaces is presented in [71]. DSE calculates a common
low dimensional space that is close to each representation as much as possible. Although
DSE allows to handel different space representations, the original multiview data are invisible
to the final learning process, being inappropriate to explore the complementary nature of
different views (information sources), and its computational load is too dense [72].
On the other hand, in problems related to pattern recognition tasks it would be interesting
to take advantage of the NLDR embeddings while considering the class label information to
improve the data separability. Nevertheless, there are some limitations in the application of
NLDR techniques when data proceed from different manifolds or when data is divided into
separated groups [42], which are common cases in pattern recognition. Indeed, the most of
the NLDR methods are not conceived to consider the class labels of the data as extra infor-
mation. Some approaches on supervised manifold learning have been presented. In [24, 73]
a supervised LLE method that we call ∆-LLE (see section 3.4) is reported. It enforces the
separation of the classes according to a weighting parameter that controls the amount to
which class information should be incorporated. In [74] a local formulation of the linear dis-
criminant analysis is introduced. Another approach [75] presents a two step method, which
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uses LLE to map the data into a low dimensional space, and then linear discriminant analysis
is employed to project the samples into a discriminant space, enlarging the between-class
distances and decreasing within-class distance. The supervised method named locally dis-
criminating projection [76] constructs the local structure of the original data according to a
certain kind of similarity between data points, taking special consideration of both the local
information and the class information. In the same way, in [77] the class labels are used to
determine the neighbors of the training data so as to map overlapping high dimensional data
into clusters in the embedded space. Mostly, these approaches either omit the preservation
of the high dimensional local structure of the data in the low dimensional space (yielding
overtraining), or require the use of free parameters to control the smoothing of the transfor-
mation. Furthermore, in [3] it is proposed a supervised version of LLE called C-LLE (see
section 3.5), which employs class labels as extra information to guide the procedure of di-
mensionality reduction allowing to figure out a suitable representation for each one of them.
The amount of class label information incorporated in the embedding process is controlled
by a tradeoff parameter, however, the upper bound of the tradeoff is not well defined, which
can be problematic for an inexpert user and could increase the computational load of the
algorithm. In addition, the C-LLE similarity function between samples belonging from a
common class does not suitable consider the intra-manifold structure (relationships between
samples of the same class), assigning the same value of similarity for all the observations.
In this sense, the above mentioned condition could lead in the lost of the input data local
structure in the mapping process.
On the other hand, several approaches that deal with multiple kernels within the machine
learning contexts, such as classification and regression, are also presented in [33, 34, 78, 79].
Their main goal is to employ different sources of information to identify the similarities
among samples, and then, a combination of these similarities is calculated by means of sta-
tistical kernel learning [2, 37]. In this regard, a convenient approach is to consider that the
calculated multiple kernel (Multiple Kernel Learning - MKL) is actually a convex combina-
tion of a basis kernel [33, 79]. In [72], a similar approach is used based on the mathematical
framework of LEM for obtaining a Multiview Spectral Embedding (MSE) of the input data.
MSE approach takes advantage of different views (feature space) to find out a low dimen-
sional space wherein each view is sufficiently smooth. Particularly, MSE is tested in image
retrieval, video annotation, and document clustering problems, mainly combining low-level
visual features. Due to there is no closed-form solution for MSE, they drive an alternating-
optimization to obtain the embeddings.
In this work, we propose a NLDR framework that allows to incorporate prior knowledge
about the data, in order to obtain low dimensional spaces that properly unfold the underly-
ing structure of the manifold. We aim to take advantage of a Multiple Kernel Representation
(MKR) scheme in a NLDR optimization problem. First, we present a methodology for ana-
lyzing videos based on a MKR of the input data, improving the LEM technique to compute
and learn both spatial and temporal relationships among frames. The spatial relationships
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refer to the change of the pixel intensity among samples. The temporal information is re-
lated to the sequence order of data, more precisely, the order of appearance of the frames.
The presented approach is tested for revealing the spatial and temporal dynamics of several
real-world videos related to cyclic motions.
Moreover, we propose a supervised NLDR method based on MKR to incorporate class
label information of the inputs, while the local structure topology of the data is preserved
during the embedding process. The method can automatically assess the importance of
both the local geometric relationships among data and the class label information to map
the data into a low dimensional space. Hence, our approach aims to conserve both the local
data structure and the margin of separability among classes in pattern recognition problems.
It also establishes a well defined strategy to deal with the out-of-sample data in classification
tasks. Furthermore, we present some strategies to fix automatically the free parameters of
the proposed frameworks.
The remainder of this chapter is organized as follow. First, we present a brief description
about MKL. Then, the proposed methodology for incorporating the spatial and temporal
information of the samples is described. Then, some experiments related to video analysis
problems are shown with a discussion about it. After that, our supervised NLDR framework
is described. Finally, some data classification experiments are presented and discussed.
5.1. Multiple Kernel Learning – MKL
The kernels methods, such as Support Vector Machines (SVM), have proved to be efficient
tools for solving learning problems like classification or regression [2, 33]. For such tasks,
the performance of the learning algorithm strongly depends on the data representation. In
kernel methods, the data representation is implicitly chosen through the so called kernel
function, which defines the similarity between two samples while defining an appropriate
regularization term for the learning problem. However, in some applications and problems,
a machine learning procedure may be interested in more flexible models. Thereby, recent
machine learning approaches have shown that using multiple kernels instead of just one, can
be useful to improve the data interpretability [33, 78, 79].
Given R feature representations for each observation xi = {xri : r = 1, . . . , R}, the Multi-
Kernel Learning (MKL) methods aim to infer the function
κξ (xi,xj) = gξ
(
{κ (xri ,xri )}Rr=1 |Θ
)
, (5-1)
where gξ : <R → <, and Θ is a set of parameters. In this regard, a convenient approach
is to consider that the kernel κξ is actually a convex combination of a basis kernel [33, 79].
Therefore, equation (5-1) can be rewritten as
κξ (xi,xi) =
∑R
z=1
ξrκ (x
r
i ,x
r
i ) , (5-2)
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subject to ξr ≥ 0, and
∑R
i=1 ξr = 1 (∀ξr ∈ <). Taking into account the MKL formulation pre-
sented in equation (5-1), we propose to analyze high dimensional data considering different
source of information by means of different similarity measures (kernel representations), to
unfold the underlying data structure. Therefore, we assume that a given input data can be
analyzed as a manifoldM, which is modeled by different graph representations (topologies)
Gr. We employ the MKL formulation (5-2) to enhance the input data representability. The
goal is to compute a function that allows to map the input data X to an embedded space
Y, properly combining different information sources that are contained in each Gr.
Our goal is to develop a NLDR framework based on manifold learning that incorporates
prior knowledge about the observations, to properly identify the underlying data structure
according to the studied phenomenon. Following we present two methodologies to take
advantage of the prior knowledge about the phenomenon for video data understanding and
discriminant analysis tasks.
5.2. Incorporating Spatio-Temporal Information in a NLDR
framework – A Data Visualization Approach
Taking advantage of the LEM formulation presented in equation (3-5), we aim to combine
different similarity measures in a NLDR scheme. The LEM optimization is directly related
with the weight matrix W, which can be expressed as
Wij =
{
κ (xi,xj) , if Eij = 1
0, otherwise
, (5-3)
being Eij the edge between points i and j, according to the built graph over the input
data X (see section 3.2). Therefore, equation (5-3) can be analyzed as a kernel learning
problem, being possible to employ different topological representations by means of MKL.
When we are dealing with video sequences related to periodic motions (e.g. rotation, gait,
running, etc), it is necessary to take into account the temporal dynamic of the observations.
Otherwise, when analyzing a couple of points xi and xj representing the same activity state
but belonging to different repetitions, the edge Eij can be set to one, if only considering
the spatial similarity (as in traditional LEM). Hence, the weight Wij will incur in a penalty
if both xi and xj are mapped far apart according to equation (3-5), causing overlapping
between samples of different time periods.
To cope with this drawback, we propose a Spatio-Temporal Nonlinear Dimensionality
Reduction Framework (ST-NLDR) to model the assumed manifold M by two topologies:
one based on the spatial local geometry similarity, and the other one to reveal the time
order sequence similarity among samples. As a result, we have two neighborhood sets for
each observation. The first set η i is composed by the k nearest neighbors of xi in X via the
Euclidean distance. For the second set, we use the time vector tn×1, with ti ∈ <1 representing
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the time index order of xi in X. So, we compute the set ϑi by the k nearest neighbors of xi
in X, taking into account the temporal distance among observations. Given the pair of sets
η i and ϑi, we approximate the structure of M constructing the undirected weighted graphs
Gs (V,Es) and Gt (V,Et), with edges
Esij =
{
1 xj ∈ η i
0 xj /∈ η i
; Etij =
{
1 xj ∈ ϑi
0 xj /∈ ϑi . (5-4)
As a result, two different weight matrices Ws and Wt can be computed as
Wsij =
{
κ (xi,xj) Esij = 1
0 Esij = 0
; Wtij =
{
κ (xi,xj) Etij = 1
0 Etij = 0
. (5-5)
Inspired by MKL, it is possible to find out a weight matrix WT that model the total data
structure as
WT = ξsWs + ξtWt, (5-6)
subject to ξs + ξt = 1. Given WT , the combined Laplacian matrix is calculated as LT =
DT −WT , where DT is a n× n diagonal matrix with elements DTii =
∑
jWTji . Therefore,
the new LEM objective function that must be minimized can be written as∑
ij
(yi − yj)2WTij , (5-7)
subject to Y>Y = Im×m. Equation (5-13) can be solved as in LEM, by means of the
generalized eigenvalue optimization (5-8)
LTY:,l = λlDTY:,l. (5-8)
Solving (5-8) requires the tunning of ξs and ξt that allow to compute a low dimensional
space which conserves both the spatial and temporal similarities among samples in X. Figure
5-1 shows the main idea for incorporating different sources of information (similarities) into
a NLDR framework based on manifold learning. Furthermore, Figure 5-2 and Algorithm 9
describe the proposed ST-NLDR scheme for video analysis related to cyclic motions.
5.2.1. Automatical Parameter Selection in ST-NLDR
The ξs and ξt parameters in (5-6) give a tradeoff between the spatial and temporal informa-
tion retained in the low-dimensional space Y. If ξt = 0 (ξs = 1), we have the original mapping
of LEM, as ξt increases, then ξs decreases due to the constraint ξs + ξt = 1. Consequently,
for a given pair of points (ξs, ξt), we can analyze the spatial and temporal representation
errors in ST-NLDR as
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Figure 5-1.: Different notion of similarities in a NLDR framework based on manifold learning
(ST-NLDR approach). χ represents a metric space, in our framework it is the
Euclidean space.
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Figure 5-2.: ST-NLDR general scheme
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Algorithm 9 – Spatio-Temporal Nonlinear Dimensionality Reduction – ST-NLDR
Require: data matrix X, number of neighbors k, output dimension m, time index vector
t, ξs and ξt weight values.
1: For each xi find the set η i composed by the k nearest neighbors according to the Euclidean
distance, and the set ϑi composed by the k nearest neighbors of xi taking into account
the temporal distance among observations using t.
2: Compute the weight matrices Ws and Wt using (5-5).
3: Compute the total weight matrix WT by means of (5-6).
4: Compute the output matrix Y by solving (5-8), calculating the m+ 1 generalized eigen-
vectors. Discard the first one.
εs (ξs, ξt) =
∑
ij (yi − yj)2Wsij
εt (ξs, ξt) =
∑
ij (yi − yj)2Wtij
, (5-9)
where y is a row vector of Y, which is calculated using (5-6). We are looking forward the
simultaneous minimization of εs and εt.
For such a purpose, we consider the parametric plot εs (ξs, ξt) versus εt (ξs, ξt) (Figure 5-3),
as a tool to study the behavior of these quantities [45]. It is important to note that both errors
are normalized between 0 and 1. Like in the L-curve criteria for Tikhonov regularization,
the point with maximum curvature results to be a good choice for the parameters ξs and ξt.
Again, it is expected to find a balance between the two errors [35].
Figure 5-3.: L-curve for selecting ξs and ξt in ST-NLDR
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5.3. ST-NLDR Experiments
We test the ST-NLDR framework for finding a low dimensional space that allows to visually
identify the spatial and temporal dynamics of a single real-world video. In this sense, four
real-world datasets are studied: COIL-100 [67], CMU MoBo [66], Action [80], and Head.
The first database is the Columbia Object Image Library, which contains 72 RGB-color
images for several objects in PNG format. Pictures are taken while each object is rotated
every 5 degrees from 0 to 360. We create a video of three repetitions of rotation for the Duck
(object 15). Figure 5.4(h) shows some images examples. The size of the images is 128×128,
and they are transformed to gray scale. Hence, an input space with n = 216 and p = 16384
is obtained.
The second database, the CMU motion of body (Mobo) holds 25 individuals walking
on a treadmill. Each person performs four different walk patterns: slow walk, fast walk,
incline walk, and walking with a ball. The subjects are captured using six high resolution
color cameras distributed around the treadmill. Each sequence is recorded at 30 frames per
second. In this case, we used a one person sequence for slow walk captured from a side view
(subject 02, camera vr03 7). The images are resized to 80 × 61 and transformed to gray
scale. Further, we take the first 105 frames in JPG format, obtaining an input space with
n = 105 and p = 4880. Figure 5.5(h) presents some gait samples.
The third database, called Action, contains six types of human actions (walking, jogging,
running, boxing, hand-waving and hand clapping) performed several times by 25 subjects.
All sequences were taken over homogeneous backgrounds with a static camera with 25 fps
frame rate. The sequences were down-sampled to the spatial resolution of 160 × 120 pixels
and have a length of four seconds in average. For concrete testing, we use one subject Hand-
waving sequence (outdoor condition), transforming the images to gray scale. Thereby, we
generate an input space with n = 80 and p = 19200. Figure 5.6(h) exhibits some handwaving
examples.
Finally, the fourth dataset is a rotating head video recorded by ourselves using a webcam
with a resolution of 640 × 480 pixels. Each frame is transformed to gray scale and resized
to 60× 60 pixels resulting an input space with n = 200 and p = 3600. Figure 5.7(h) shows
some examples of the rotating head.
For all the experiments, the dimensionality of the embedded space is set to m = 3, and
the number of nearest neighbors is fixed as k = 10 for the COIL-100 and Head, and k = 5
for Mobo and Action. A linear kernel to compute Ws and Wt in (5-5) is used. Moreover, we
employ the proposed methodology for automatic parameter choice (section 5.2.1) to select
an optimum value for ξs and ξt in the mapping process. The embedding results obtained
by ST-NLDR with automatic parameter selection (our approach) are compared against the
embedding only considering the spatial relationships (traditional NLDR methods) or the
temporal similarities among frames. Figures 5-4, 5-5, 5-6, and 5-7 show the attained
results for video analysis.
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Figure 5-4.: Duck results (n = 216, p = 16384, m = 3, k = 10).
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Figure 5-5.: Gait results (n = 105, p = 4880, m = 3, k = 5).
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Figure 5-6.: Handwaving results (n = 80, p = 19200, m = 3, k = 5).
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Figure 5-7.: Handwaving results (n = 200, p = 3600, m = 3, k = 10).
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5.3.1. Discussion
According to the attained results shown in Figures 5.4(d), 5.5(d), 5.6(d), and 5.7(d), it is
possible to notice that if only the spatial topology is used to learn the data underlying struc-
ture (like traditional NLDR formulations), then, the NLDR process leads in low dimensional
representations highlighting the underlying motion structure of the studied video. In other
words, the embedding space structure is related to the motion dynamics, such as, circular
shape for rotating objects. Nonetheless, those mappings can be just related to data intrinsic
geometry, but they are not able to differentiate repetitions or cyclic movements exhibiting
a similar behavior. Hence, they do not reveal the temporal dynamics of the data. The
above drawbacks can be explained if analyzing the accomplished weights in the Ws matrices
(Figures 5.4(a), 5.5(a), 5.6(a), and 5.7(a)), where the weights between a given point and its
repetitions located in other cycles (i.e., minor diagonals) are larger than the weights given
to its temporal nearest neighbors (main diagonal). But this statement is far from being true
for all the cycles of the considered gait database, as seen in Figure 5.5(a), because of some
noisy images. Although the calculated weights of the minor diagonals remain large enough
to produce overlapping in the embedded space.
Moreover, if we only consider the temporal relationships between samples, the projections
found by the NLDR mapping lose the global structure of the phenomenon, as seen in Figures
5.4(e), 5.5(e), 5.6(e), and 5.7(e). In this case, it is possible to visualize the temporal sequence
without overlaps, but the global structure of the motion sequence is not found either. So,
the algorithm is not able to recognize similarities among observations representing the same
state of the movement for different repetitions of the analyzed activity. This drawback can
be corroborated from the spectrum of the Wt matrices in Figures 5.4(b), 5.5(b), 5.6(b), and
5.7(b), where just the main diagonal of the weight graph matrices affects the data topology.
For this reason, those NLDR mappings do not capture the intrinsical data geometry.
In this line of analysis, the proposed methodology, which is devised to comprise both
spatial and temporal topologies of the input data, generates enhanced embeddings reflecting
either topological similarity. As a result, the final transformations display the real behavior
of the data, where the correct geometry of the movement is preserved without overlapping
different periods of its analysis, as seen in Figures 5.4(f), 5.5(f), 5.6(f), and 5.7(f). Achieved
improvement of embedded representation can be explained because of tradeoff between the
temporal and spatial weights (Figures 5.4(g), 5.5(g), 5.6(g), and 5.7(g)). In particular, the
tradeoff that is introduced between the weights of main diagonal and the minor diagonals
allows to suitably preserve both kinds of topological information during the mapping process,
as clearly depicted in Figures 5.4(c), 5.5(c), 5.6(c), and 5.7(c).
Finally, it must be quoted that the first and the last samples of the data temporal sequence
have representability problems due to their bounded number of possible nearest neighbors.
Therefore, we do not consider backward adjacent neighbors and forward adjacent neighbors
for those samples.
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5.4. Incorporating Class Label Information in a NLDR
framework – A Data Classification Approach
Conventional NLDR approaches are not suitable for pattern recognition tasks, because of
the lacking of methods to incorporate the label information of the samples, which could
enhance the data separability for further classification stages [3]. Similarly to ST-NLDR
and considering that the optimization problem of the LEM method is directly related to
the weight matrix W, which can be analyzed as a kernel learning problem, we proposed to
add the class label similarities among samples in LEM by means of MKL. In this sense, we
named our supervised NLDR approach SC-NLDR.
Therefore, in a similar way of our previous proposal for incorporating time information in
a NLDR framework (ST-NLDR), we consider two weight matrices, Ws and Wc, to reveal
the underlying data structure by means of NLDR based on manifold learning. The first one,
Ws is computed as in traditional LEM, revealing the local relationships among samples as
in (5-10)
Wsij =
{
κ (xi,xj) Eij = 1
0 Eij = 0
, (5-10)
where Eij = 1, if xj is one of the k nearest neighbors of xi (or viceversa), by means of the
Euclidean distance.
Now, the second matrix Wc is calculated as in equation (5-11), considering the class label
vector c of size n× 1, with ci ∈ {1, . . . , C}, and being C the number of classes in X, thus
Wcij = δ (ci − cj)
[
κ (xi,xj) + κ (xi,µi) + κ
(
xj,µj
)]
. (5-11)
It is important to note that the function δ (ci − cj) penalizes the non-class memberships,
where δ (ci − cj) = 1, if and only if ci = cj. Besides, µi and µj are the average vectors of such
class from xi and xj belong. The terms κ (xi,µi) and κ
(
xj,µj
)
aim to reveal the similarity of
each sample with the average intra-manifold structure of each class, while κ (xi,xj) considers
the similarity between samples of the same class. Inspired by MKL (equation (5-2)), it is
possible to find out a weight matrix WT as
WT = ξsWs + ξcWc, (5-12)
subject to ξs + ξc = 1. Given WT , the combined Laplacian matrix is calculated as LT =
DT −WT , where DT is a n× n diagonal matrix with elements DTii =
∑
jWTji . Therefore,
a new NLDR objective function can be written as
∑
ij
(yi − yj)2WTij , (5-13)
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which can be solved as a generalized eigenvalue problem (see ST-NLDR solution section 5.2),
fixing suitable values for ξs and ξc. Figure 5-8 and Algorithm 10 summarized the proposed
SC-NLDR framework.
LOCAL
SIMILARITIES
CLASS LABEL
SIMILARITIES
+
+
INPUT SPACE X OUTPUT SPACE Y
Figure 5-8.: SC-NLDR general scheme
Algorithm 10 – Spatio-Class Label Nonlinear Dimensionality Reduction – SC-NLDR
Require: data matrix X, number of neighbors k, output dimension m, time index vector
t, ξs and ξt weights values.
1: For each xi find the k nearest neighbors according to the Euclidean distance.
2: Compute the weight local relationships among samples by means of the matrix Ws as
in (5-10).
3: Compute the weight class label relationships among samples by means of the matrix Wc
as in (5-11).
4: Compute the total weight matrix WT by means of (5-12).
5: Compute the output matrix Y by solving (5-13), calculating the m + 1 generalized
eigenvectors. Discard the first one.
5.4.1. Automatic Parameter Selection in SC-NLDR
The ξs and ξc parameters in (5-12) give a tradeoff between the local appearance and the
class label similarities retained in Y. If ξe = 0 (ξc = 1), we have the original mapping of
LEM, as ξc increases, then ξs decreases due to the constraint ξs + ξc = 1. Consequently, for
a given pair of points (ξs, ξc), we can infer both representation errors, as in (5-14)
εs =
∑
ij (yi − yj)2Wsij
εc =
∑
ij (yi − yj)2Wcij
. (5-14)
Similarly to the above proposed ST-NLDR parameter optimization strategy (section 5.2.1),
and looking for the simultaneous minimization of the two errors, we employ a parametric
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plot εs versus εc, as a tool to study the behavior of these quantities. It is important to note
that both errors are normalized between 0 and 1.
5.4.2. Generalization of SC-NLDR for New Points
SC-NLDR provides an embedding for the fixed set of training data to which the algorithm
is applied. Often, it is necessary to generalize the results of the NLDR algorithm to new
locations in the input space. For example, suppose that it is desired to compute the output
ynew corresponding to a new input xnew. In principle, it is possible to rerun the entire NLDR
algorithm with the original data set augmented by the new input. For large data sets of
high dimensionality, however, this approach is prohibitively expensive [3].
A realistic option is to compute the output ynew for a new input xnew, by means of the fol-
lowing procedure. Given the embedding space Y, a new sample xnew can be mapped finding
the k nearest neighbors of xnew among the training inputs, and then (5-15) is minimized∥∥∥xnew −∑k
r=1
vrηr
∥∥∥2, (5-15)
where
∑k
r=1 vr = 1, and being ηr one of the k nearest neighbors of xnew in X [39]. Therefore,
ynew can be calculated as in (5-16)
ynew =
∑k
r=1
vryr, (5-16)
where the sum is over the outputs corresponding to the neighbors of xnew.
5.5. SC-NLDR Experiments
We test our approach on several datasets that allow to visually and/or quantitatively deter-
mine whether the embedding was correctly computed. Moreover, we compared the proposed
framework SC-NLDR for dealing with high dimensional feature spaces incorporating prior
knowledge about the class label information, against others unsupervised and supervised
methodologies for dimensionality reduction, such as: PCA, LLE, LEM, ∆-LLE, and C-LLE
(see section 3).
For each database, our main goal is to map the data into a feature space in which the
members from different classes are clearly separated, while unfolding the underlying data
structure. In this sense, our approach called SC-NLDR can be viewed as a supervised fea-
ture extraction framework. When the dimensionality of the input data is relatively high,
most classification methods will suffer from the curse of dimensionality and get highly biased
estimates [4]. Fortunately, high dimensional data often represent phenomena that are in-
trinsically low dimensional. Thus the problem of high dimensional data classification can be
solved by first mapping the original data into a lower dimensional space and then applying
some technique for classification.
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In this regard, firstly, the Triple Swiss-Roll database is tested, which is an artificial dataset
that consists of three swiss rolls in a three dimensional space, one inside the other. Each
roll is composed by 250 observations in a 3D space, obtaining an input space with n = 750,
p = 3, and C = 3. This experiment aims to visually probe the capability of the studied
methods to unfold the data while preserving the class member relationships among samples.
Figure 5.9(a) shows the Triple Swiss-Roll input space. Besides, Figure 5-12 presents the
attained Triple Swiss-Roll embeddings for all the analyzed dimensionality reduction methods,
and Figure 5-10 shows the Ws and Wt matrices spectrum for the proposed SC-NLDR
framework.
In addition, five real-world databases were used for classification purposes. The former
is a subset of the well known MNIST Handwritten Digit Database [81]. MNIST contains
1000 digits ranging from 0 to 9. Each digit is normalized and centered in a gray-level image
of size 28 × 28, (p = 784). Table 5-1 shows the MNIST sample distribution; moreover,
some examples of these pictures are shown in Figure 5.5. For concrete testing two groups
of images are chosen. In the first place, we employ the 2, 3, 5, and 8 digits, obtaining
and input space with 371 observations, and 4 classes (n = 371, p = 784, C = 4). For
the second group we use all the digits, obtaining an input space with 1000 samples and
10 classes (n = 1000, p = 784, C = 10). Moreover, for visualization purposes, we test the
studied dimensionality reduction algorithms for finding a 2D space from the first group of the
MNIST database. Again, Figure 5-13 presents the attained MNIST first group embeddings
for all the analyzed dimensionality reduction methods, and Figure 5-11 shows the Ws and
Wt matrices spectrum for the proposed SC-NLDR framework.
The second real-world dataset, SONAR [82], consists of 208 observations, 60 features, and
2 classes. Particularly, SONAR contains 111 patterns obtained by bouncing sonar signals off
a metal cylinder, and 97 patterns obtained from rocks under similar conditions. Therefore,
an input space with n = 208, p = 60, and C = 2 is obtained.
The third one is the ORL [83], which contains 10 different images for 40 distinct subjects.
The images were taken at different times, varying the lighting, facial expressions, and facial
details. All the images were taken against a dark homogeneous background with the subjects
in an upright, frontal position. The size of each image is 92× 112 pixels, obtaining an input
space with n = 400, p = 10304 and C = 40. Some image samples of the ORL dataset are
shown in Figure 5.5.
The fourth real-world dataset contains voice records of children with and without Cleft Lift
and Palate (CLP). The main goal is to detect and characterize the hypernasality properties of
the voice. This dataset is provided by Grupo de Control y Procesamiento Digital de Sen˜ales-
(GCyPDS) of the Universidad Nacional de Colombia, Manizales. The database contains 266
voice registers from children between 5 and 15 years old, who uttered the Spanish vowels.
There are 110 children labeled by phoniatry expert as healthy, and 156 labeled as hypernasal.
In a previous approach 147 acoustic features are computed from the voice records (see [84]
for details), leading an input space with n = 266, p = 147, and C = 2.
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Finally, the phonocardiographic database (PCG) also provided by the GCyPDS is em-
ployed. PCG is composed by 35 adult subjects (16 normals and 19 with murmur). Eight
recordings were taken from each patient, corresponding to the four traditional focuses of
auscultation (mitral, tricuspid, aortic and pulmonary areas) in the phase of post-expiratory
and post-inspiratory apnea. The signals were digitized at 44.1kHz with 16-bits per sample.
Furthermore, in order to select beats without artifacts and another type of noise that can de-
grade the performance of the algorithms, a visual and audible inspection was carried out by
cardiologists, and 548 individual beats were extracted, 274 for each class, using an R-peak
detector. The recordings are characterized by means of a time-frequency representation,
particularly, the spectrogram obtained by a Short-Time Fourier Transform (38 frequencies
and 480 instants of time). Thence, an input space with n = 548, p = 18240, and C = 2 is
obtained. For details see [85].
For all the provided classification experiments, the dimensionality of the embedding space
is fixed looking for a 95% of expected local variability [24], and the number of nearest
neighbors for the NLDR methods is chosen using a new approach presented in [46], which
computes an specific number of neighbors for each input object (see Appendix A). Besides,
the parameter ∆ of ∆-LLE is selected from the set {0, 0.2, ..., 1}, considering the classification
performance of the training set.
The generalization abilities of the system have to be tested following a cross-validation
scheme with different sets for training and validation [5]. These sets are chosen randomly
from the full dataset. In this work, a 10-fold cross-validation strategy has been used. We
compute the classification accuracy on the testing set, as the ratio of the number the samples
well classified to the whole number of samples. Finally, we calculate the expected error rate
as the average of the 10 accuracy results computed with its standard deviation. Moreover,
the Confidence Interval (CI) is calculated on the basis of a normal distribution for the mean
with unknown variance, and using a t-student distribution with 9 degrees of freedom with
a confidence level of 5% [86]. In this regard, three classifiers are tested: linear discriminant
classifier (LDC), quadratic discriminant classifier (QDC), and k-nearest neighbors classifier
(KNNC). The number of neighbors for KNNC is optimized with respect to the leave-one-out
error of the training set. Furthermore, Tables 5-2, 5-3, and 5-4 present the classification
results for all the analyzed classifiers.
Table 5-1.: Number of objects in the MNIST dataset
Digit 0 1 2 3 4 5 6 7 8 9
Number of objects 97 116 99 93 105 92 94 117 87 100
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(a) Triple Swiss-Roll
(b) MNIST
(c) ORL
Figure 5-9.: Some dataset examples
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Figure 5-10.: Triple Swiss-Roll SC-NLDR similarity matrices spectrum.
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Figure 5-11.: Mnist 2,3,5, and 8 similarity matrices spectrum.
62 5 A New Framework to Incorporate Data Prior Knowledge in NLDR
(a) PCA (b) LLE
(c) LEM (d) ∆-LLE, ∆=0.18
-0.06 -0.04 -0.02 0 0.02 0.04
-0.06
-0.04
-0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
(e) C-LLE, β=0.06 (f) SC-NLDR, ξs = 0.96 and ξc = 0.04
Figure 5-12.: Triple Swiss-Roll 2D Projections.
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(f) SC-NLDR, ξs = 0.93 and ξc = 0.07
Figure 5-13.: Mnist 2,3,5, and 8; 2D Projections and with a LDC boundary plot.
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Table 5-2.: LDC classification results
Dataset Without DR PCA LLE LEM ∆ - LLE C-LLE SC-NLDR
Mnist (2,3,5, and 8 digits) 26.73±06.83 55.77±08.95 70.07±10.09 65.76±05.15 90.23±04.26 91.34±04.44 91.67±04.43
n = 371, p = 784, C = 4, m = 4 CI = [22.16 31.29] CI = [49.36 62.18] CI = [62.85 77.29] CI = [62.08 69.44] CI = [87.19 93.28] CI = [88.17 94.51] CI = [88.50 94.84]
Mnist All Digits (0-9) 10.80±03.08 69.00±05.06 70.51±04.59 58.70±03.97 82.29±03.82 85.40±03.51 85.38±03.75
n = 1000, p = 784, C = 10, m = 6 CI = [08.59 13.01] CI = [65.38 72.62] CI = [67.22 73.79] CI = [55.86 61.54] CI = [79.56 85.02] CI = [82.89 87.91] CI = [82.70 88.07]
Orl Diverges 77.50±03.54 69.75±04.78 63.00±05.75 71.00±05.03 77.75±06.06 87.25±06.50
n = 400, p = 10304, C = 40, m = 6 CI = [74.97 80.03] CI = [66.33 73.17] CI = [58.89 67.11] CI = [67.40 74.60] CI = [73.41 82.09] CI = [82.60 91.90]
Sonar 75.95±10.80 76.45±07.22 75.02±09.92 74.07±11.24 76.45±07.22 83.19±06.03 82.73±05.52
n = 280, p = 60, C = 2, m = 6 CI = [68.23 83.68] CI = [71.29 81.62] CI = [67.92 82.12] CI = [66.03 82.11] CI = [79.94 87.33] CI = [78.88 87.51] CI = [78.78 86.68]
CLP 75.63±06.49 83.66±08.64 83.55±08.66 84.87±04.89 63.41±15.70 91.16±03.71 92.83±04.91
n = 238, p = 147, C = 2, m = 3 CI = [70.99 80.27] CI = [77.48 89.84] CI = [77.35 89.75] CI = [81.37 88.37] CI = [52.18 74.64] CI = [88.51 93.81] CI = [89.31 96.34]
PCG Diverges 89.59±02.88 84.51±05.00 82.85±05.76 94.35±04.87 92.69±03.98 92.13±04.28
n = 548, p = 18240, C = 2, m = 15 CI = [87.53 91.65] CI = [80.93 88.09] CI = [78.73 86.97] CI = [90.87 97.84] CI = [89.84 95.54] CI = [89.07 95.19]
Table 5-3.: QDC classification results
Dataset Without DR PCA LLE LEM ∆ - LLE C-LLE SC-NLDR
Mnist (2,3,5, and 8 digits) 27.20±06.87 67.93±04.96 70.01±10.09 68.47±06.58 73.54±09.05 90.79±03.97 90.58±05.61
n = 371, p = 784, C = 4, m = 4 CI = [22.28 32.11] CI = [64.39 71.48] CI = [59.53 75.76] CI = [63.77 73.18] CI = [67.07 80.02] CI = [87.95 93.63] CI = [86.57 94.59]
Mnist All Digits (0-9) 10.40±02.12 76.50±04.14 76.61±03.74 69.30±04.50 78.12±03.64 86.60±03.61 83.49±02.29
n = 1000, p = 784, C = 10, m = 6 CI = [08.88 11.92] CI = [73.54 79.46] CI = [73.93 79.29] CI = [66.08 72.52] CI = [75.52 80.72] CI = [84.02 89.18] CI = [82.35 86.87]
Orl Diverges 82.75±06.40 75.75±08.00 72.00±07.62 63.50±09.29 76.25±06.48 72.50±07.55
n = 400, p = 10304, C = 40, m = 6 CI = [78.17 87.33] CI = [70.03 81.47] CI = [66.55 77.45] CI = [56.85 70.15] CI = [71.61 80.89] CI = [67.10 77.90]
Sonar 73.95±13.25 74.07±07.47 68.21±08.98 68.33±07.95 63.53±08.42 83.67±05.12 84.70±06.01
n = 280, p = 60, C = 2, m = 6 CI = [64.48 83.43] CI = [68.73 79.41] CI = [61.79 74.64] CI = [62.64 74.02] CI = [57.51 69.55] CI = [80.00 87.33] CI = [80.40 89.00]
CLP 55.53±05.11 79.02±09.01 76.81±11.05 66.34±04.77 61.38±09.09 88.24±05.47 92.01±04.20
n = 238, p = 147, C = 2, m = 3 CI = [51.87 59.18] CI = [72.58 85.47] CI = [68.91 84.72] CI = [62.93 69.76] CI = [54.87 67.88] CI = [84.33 92.16] CI = [89.01 95.01]
PCG Diverges 83.57±03.29 69.36±03.32 76.28±05.28 70.45±06.58 70.26±04.22 93.96±03.91
n = 548, p = 18240, C = 2, m = 15 CI = [81.21 85.92] CI = [66.98 71.74] CI = [72.50 80.05] CI = [65.74 75.15] CI = [67.24 73.28] CI = [91.16 96.76]
Table 5-4.: KNNC classification results
Dataset Without DR PCA LLE LEM ∆ - LLE C-LLE SC-NLDR
Mnist (2,3,5, and 8 digits) 85.45±05.42 66.33±07.08 70.01±10.09 68.18±06.15 87.00±03.98 91.35±04.20 90.33±04.43
n = 371, p = 784, C = 4, m = 4 CI = [81.57 89.33] CI = [61.27 71.39] CI = [63.70 77.56] CI = [63.76 72.58] CI = [0.5475, 0.6025] CI = [88.35 94.36] CI = [87.17 93.50]
Mnist All Digits (0-9) 82.80±04.39 79.90±04.01 78.61±04.75 72.70±05.70 85.40±02.74 87.80±04.18 88.10±04.14
n = 1000, p = 784, C = 10, m = 6 CI = [79.66 85.94] CI = [77.03 82.77] CI = [75.21 82.00] CI = [68.62 76.78] CI = [83.44 87.36] CI = [84.81 90.79] CI = [85.14 91.07]
Orl Diverges 91.50±04.28 82.00±04.22 77.25±06.82 83.25±04.26 87.00±04.83 88.50±08.10
n = 400, p = 10304, C = 40, m = 6 CI = [88.44 94.56] CI = [78.98 85.02] CI = [72.37 82.13] CI = [80.20 86.30] CI = [83.54 90.46] CI = [82.71 94.29]
Sonar 86.00±08.10 83.67±06.43 74.88±10.01 76.95±08.87 81.30±04.50 81.79±08.31 85.61±04.41
n = 280, p = 60, C = 2, m = 6 CI = [80.20 91.80] CI = [79.07 88.27] CI = [67.72 82.04] CI = [70.61 83.30] CI = [78.08 84.52] CI = [75.84 87.73] CI = [82.45 88.77]
CLP 87.39±06.62 81.97±07.30 85.27±07.74 82.77±05.82 66.38±09.31 91.63±04.81 90.33±05.06
n = 238, p = 147, C = 2, m = 3 CI = [82.65 92.13] CI = [76.75 87.20] CI = [79.73 90.81] CI = [78.60 86.94] CI = [59.72 73.03] CI = [88.19 95.07] CI = [89.31 96.34]
PCG Diverges 96.53±01.61 88.15±04.27 83.38±03.34 92.90±04.12 93.99±03.63 93.59±04.36
n = 548, p = 18240, C = 2, m = 15 CI = [95.37 97.68] CI = [85.09 91.20] CI = [80.99 85.77] CI = [89.96 95.85] CI = [91.40 96.59] CI = [90.47 96.71]
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5.5.1. Discussion
In regard to data visualization experiments, from the Triple Swiss-Roll results shown in
Figure 5-12, it is possible to observe that the low dimensional space found by PCA (Figure
5.12(a)) overlaps the observations, because it does consider neither the local relationships
nor the class membership similarities among samples. Thence, PCA is not able to unfold
the underlying data structure, and its embedding is not suitable to separate different classes.
Furthermore, due to PCA performs a linear mapping from the input feature space to the low
dimensional space, it is not able to discover the nonlinear properties of the data structure,
which is corroborated by this artificial database. Similar properties can be noticed from the
MNIST 2,3,5 and 8 digits PCA embedding (Figure 5.13(a)). PCA looks for a low dimensional
space that conserves as well as possible the input feature space variability, nonetheless, the
studied digit images share similar shapes even between different classes, which makes PCA
to calculate an embedding space where the nonlinear data structure is hidden.
Now, considering the LLE Triple Swiss-Roll embedding (Figure 5.12(b)), it can be seen
how LLE aims to unfold each manifold, but it does not have the ability for separating the
classes. Then, one can notice a curved plane superimposed on another plane. LLE assumes
that the input data is a well-sampled manifold; however, in this case, the Triple Swiss-Roll
dataset exhibits several discontinuities which hinder the algorithm computation of a smooth
and suitable mapping. Similarly, the computed LLE 2D embedding for the MNIST dataset
(Figure 5.13(b)) shows how this algorithm is not able to conserve both the underlying data
structure for each manifold, while avoiding overlapping among classes.
Moreover, LEM Triple Swiss-Roll mapping (Figure 5.12(c)) attempts to unfold the un-
derlying data structure; however, their embedding do not reflect an appropriate separation
between classes. LEM suffers from similar problems like LLE, specially, when data is not
well sampled and/or separated in several groups (classes).
Otherwise, the supervised NLDR method ∆-LLE, calculates a Triple Swiss-Roll embedding
5.12(d), from which it can be seen how ∆-LLE aims to find a low dimensional representation
that improves the class separability. Nevertheless, ∆-LLE does not properly conserve the
local data structure, and thence, the low dimensional output does not present an appropriate
representation for the high dimensional data. Thereby, the MNIST 2D projection found by
∆-LLE also aims to enhance the class separability, but considerably loosing the intrinsic
geometry of the data, which can lead in overtraining.
On the other hand, Triple Swiss-Roll C-LLE mapping unfolds each one of the rolls (Figure
5.12(e)), separating each one of the classes. Nonetheless, even when the manifolds are
unfolded, the local geometry preservation is not smooth enough. Regarding to the MNIST
C-LLE embedding (Figure 5.13(e)), it can be noticed that it allows to unfold the underlying
data structure, while separating different classes. It should be noted that there are some
overlapped areas between classes, but they correspond with the closest points (outliers) from
different classes in the high dimensional space.
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Regarding the Triple Swiss-Roll SC-NLDR mapping (Figure 5.12(f) our approach), it
should be noticed that the proposed framework preserves the local geometry of the original
space, keeping away samples of different classes. The above statement can be explained by
the tradeoff between the local similarity and the class membership matrices (see Figures
5.10(a), 5.10(b), and 5.10(c)), which is obtained by means of the proposed parameter opti-
mization methodology . Again, the MNIST SC-NLDR mapping exhibits a similar behavior,
as can be seen in Figure 5.13(f), and corroborated in the spectrum of the combined similari-
ties matrices from Figures 5.11(a), 5.11(b), and 5.11(c). As a consequence the overtraining is
greatly reduced. Unlike C-LLE approach, our method does not present considerable overlaps,
which can be explained by the fact that SC-NLDR takes advantage of the LEM formula-
tion. In this sense, it is less sensitive to the presence of outliers for analyzing the manifold
structure.
In regard to classification, our approach presents, in most of the cases, the best classifi-
cation accuracy, as can be seen from Tables 5-2, 5-3, and 5-4. SC-NLDR allows to use a
classifier with very simple decision boundary (i.e., LDC and QDC) with high classification
performance, because the technique can unfold the nonlinear input data structures. Fur-
thermore, the attained SC-NLDR embeddings produce, as much as possible, simpler low
dimensional projections where the manifolds topologies are preserved, whereas at the same
time the class label information is considered, ensuring the class separability. Indeed, it is
important to emphasize that the proposed tradeoff selection avoids the need of a manual
tunning, finding a tradeoff that compensates both the intrinsic geometry conservation and
the separability margin.
Moreover, it can be noticed how traditional PCA, and unsupervised NLDR algorithms,
LLE and LEM, do not attained reliable classifications performances. On the other hand,
the ∆-LLE algorithm, overall, seems to obtain a high classification performance, when the
technique is used in conjunction with a nonlinear boundary classifier. Nonetheless, as the
number of classes grows or when the underlying data structure is more complex, the clas-
sification accuracy strongly diminishes, because of the overtraining induced by this kind of
NLDR. Finally, C-LLE methodology seems to be a good alternative for classifications tasks.
However, it should be notice that the upper bound of the tradeoff parameter of C-LLE is
not well defined in the original formulation, which could explains the lower performance in
some databases in comparison with our proposal.
In summary, the proposed supervised NLDR framework shows the ability of representing
several manifolds at the same time for visualization tasks. Moreover, regarding to classifi-
cation, our approach is efficient and competitive, in comparison to other similar methods.
Additionally, SC-NLDR does not require a complex classifier to obtained a suitable discrim-
inant analysis.
Part III.
Conclusions and Future Work
6. Conclusions
In this work, we have proposed and discussed the following main contributions. First, in
chapter 3 we have presented a brief description about NLDR algorithms based on manifold
learning. Overall, we can conclude that techniques for NLDR based on manifold learning
determine a manifold over the input samples by modeling the data topology through local
interconnections, based on a given dissimilarity/similarity function. Consequently, the use
of NLDR methods to obtain subspace representations from the original input data, facili-
tate the data interpretability and understanding, and consequently, they will be useful for
different machine learning task, such as: visualization, modeling, classification, synthesis,
interpolation, among others.
In this line of analysis, in chapter 4 we have presented a NLDR framework as an alternative
to model underlying data structures based on manifold learning. Thereby, we proposed to
analyze the input samples in a low dimensional space, which is computed by means of
NLDR based on manifold learning techniques, in order to identify the most relevant features
that govern the studied process. Then, based on the LS-SVR interpolation algorithm, we
developed an scheme to learn and model the intrinsic geometry of the process. Here, we
also proposed a methodology for automatic parameters choice in the LS-SVR algorithm,
which was useful for regression procedures. It selects simultaneously suitable values for
both the tradeoff parameter of LS-SVR technique, and for the band-width of a Gaussian
kernel, which is used to calculate the similarities among observations. Thence, based on a
GCV strategy, we formulated a scheme that relates the LS-SVR optimization to an inverse
problem to select simultaneously the LS-SVR free parameters. Furthermore, due to the
nonconvex characteristic of the proposed objective function, and to avoid, as well as possible,
overfitting in the free parameters selection, we also presented an initialization procedure as
previous stage to automatically fix the tradeoff and band-width values. According to the
carried out regression experiments, our methodology computes suitable results, even against
noise conditions, in comparison to benchmark approaches. Besides, our parameter selection
strategy does not need prior knowledge about the influence of the LS-SVR parameters in
the studied phenomenon.
After checking the effectiveness of the LS-SVR algorithm using the proposed automatic
parameter selection strategy, we have presented a framework that takes advantage of the
unfolded an learned geometric data structure for data synthesis purposes. The main goal
of our synthesis approach is to improve the sample reconstruction performance, diminishing
the perturbation caused by the feature variability among observations. Moreover, it takes
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into account the ill-condition characteristic of the inverse problem (from low dimensional to
high dimensional space) for data reconstruction, incorporating an appropriate regularization
process. According to the attained synthesis results, our work outperformed a previous
similar approach, and traditional interpolation techniques, which are applied directly in
the original input space. Particularly, the proposed synthesis approach is tested on both
with and without noise datasets, showing a suitable performance in the most of the cases.
Therefore, the proposed NLDR framework for modeling underlying data structures improves
the data representability, suitably computing low dimensional representations of the input
data, and allowing to properly model the studied process to synthesize new samples with low
relative errors. Otherwise, we can conclude that state of the art data synthesis methods are
quite sensitive to perturbations on original features, being incapable of producing suitable
synthesized samples.
Additionally, in chapter 5 we have proposed a NLDR framework that allows to incorporate
prior knowledge about the data. Our approach is based on the LEM algorithm and the MKL
method. Thence, we tested our approach in two machine learning contexts, data video in-
terpretability, and pattern recognition tasks. In the former, the described framework allows
to learn both the spatial and temporal relationships among frames of cyclic motions from
video. More precisely, we showed that considering both spatial and temporal relationships
among frames in video analysis enhances the data representability, revealing the underlying
structure behind the samples in a low dimensional space. Moreover, we proposed a method
for automatic free parameter selection that allows to properly combine different topologies,
incorporating a tradeoff for weighting the representation. Thus, our strategy calculates an
appropriate combination for both source of information (spatial and temporal), minimizing
as well as possible the error of each representation in the embedding space based on a L-curve
formulation. According to the achieved results, we showed that if only the spatial topology
(traditional NLDR approaches) is used to learn the data structure, the calculated low di-
mensional representation can be just related to the data intrinsic geometry, but it is not able
to differentiate repetitions or cyclic movements exhibiting a similar behavior. On the other
hand, considering just the temporal information, the accomplished mapping may not reflect
the global structure of the phenomenon. Our spatial-temporal NLDR framework learns the
geometrical behavior and the time influence, which is suitable and required, particularly, for
analyzing cyclic movements.
Furthermore, proposed NLDR framework to incorporate prior knowledge about the data
was coupled to learn both the underlying data structure and the class label relationships
among samples. Thus, it allows to enhance the data representability in pattern recognition
tasks. Our approach computes a low dimensional space that preserves the local geometry
relationships, the global structure of the manifolds, and describes the behavior defined by
the class label information. In addition, we also established an scheme for automatic selec-
tion of the required free parameters, based on a tradeoff between the contribution of the
local and class membership relationships among observations. Thence, our approach mini-
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mizes, as well as possible, the local structure and the class separability representation errors
in the low dimensional space. Moreover, in most of the developed experiments, our frame-
work obtained the best classification accuracy compared to the traditional feature extraction
method, PCA, conventional NLDR algoritms, LLE and LEM, and state of art supervised
methodologies, ∆-LLE and C-LLE. Our supervised NLDR algorithm shows the ability of
representing several manifolds at the same time for visualization tasks, and it is efficient and
competitive, regarding to other similar methods in classification problems. Additionally, a
fortitude of our approach is that it allows to work with simple boundary decision classifiers,
achieving a high classification accuracy.
It is important to note that for concrete testing, we employed a linear kernel to quantify the
similarities among observations in our NLDR frameworks for incorporating prior knowledge
(temporal or class label information), however, it is not a constraint. Indeed, the user can
introduce other dissimilarity/similarity measures in the scheme according to his/her appli-
cation. Nonetheless, to ensure stable results, other automatic parameter selection strategies
should be designed taking into account the employed dissimilarity/similarity function.
In summary, this work leads with some machine learning problems related to high di-
mensional data analysis. For such purpose, we have formulated and tested a number of ap-
proaches to enhance the data interpretability and representability based on NLDR schemes,
in order to discover the main patterns that govern the process. In this regard, throughout
this work we tested and discussed our ideas in some applications related to data modeling,
visualization, regression, synthesis, and classification.
Following, we presented the academic discussion around our proposals and studies about
NLDR based on manifold learning, and machine learning systems. Moreover, we proposed
some future applications that can be developed using our frameworks, as well as, some
possible lines of research derived from this work.
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6.1. Academic Discussion
National and International Journals:
– A. M. A´lvarez-Meza, J. Valencia-Aguirre, G. Daza-Santacoloma, and G. Castellanos-
Domı´nguez. Global and Local Choice of the Number of Nearest Neighbors in Locally
Linear Embedding. Pattern Recognition Letters, Elsevier, 32:2171 - 2177, 2011.
– J. Valencia-Aguirre, A. M. A´lvarez-Meza, G. Daza-Santacoloma, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Seleccio´n automa´tica de para´metros en LLE. Rev. Fac.
Ing. Universidad de Antioqu´ıa, 56:170 - 181, 2010.
– A. M. A´lvarez-Meza, G. Daza-Santacoloma, and G. Castellanos-Domı´nguez. Param-
eter Selection in Least Squares-Support Vector Machines Regression oriented, using
Generalized Cross-Validation. Revista DYNA, 2011 (accepted).
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Analysis based on Multi-Kernel Representation with Automatic Parameter Choice.
Neurocomputing, Elsevier, 2011 (accepted).
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Industriales 8CCMN, 2011.
– S. Molina-Giraldo, J. Valencia-Aguirre, A. M. A´lvarez-Meza, C. D. Acosta-Medina, and
G. Castellanos-Domı´nguez. Dimensionality Reduction Methods to Support Motion
Analysis in Computer Vision Systems. In 16th Simposio de Tratamiento de sen˜ales,
Ima´genes y Visio´n Artificial - STSIVA, 2011.
– A. M. A´lvarez-Meza, J. Valencia-Aguirre, G. Daza-Santacoloma, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Visualization and Synthesis of Data using Manifold
Learning based on Locally Linear Embedding. In 6th Colombian Computing Congress
- 6CCC, IEEE Xplore Digital Library, 2011.
– A. M. A´lvarez-Meza, J. Valencia-Aguirre, G. Daza-Santacoloma, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Image Synthesis based on Manifold Learning, In 14th
International Conference on Computer Analysis Of Images And Patterns - CAIP, Lec-
ture Notes in Computer Science, Springer, 2011.
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– A. M. A´lvarez-Meza, J. Valencia-Aguirre, G. Daza-Santacoloma, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Multiple Manifold Learning by Nonlinear Dimension-
ality Reduction. In 14th Iberoamerican Conference on Pattern Recognition: Progress
in Pattern Recognition, Image Analysis, Computer Vision, and Applications - CIARP,
Lecture Notes in Computer Science, Springer Link, 2011.
– J. R. Orozco, S. Murillo Rendo´n, A. M. A´lvarez-Meza, J. D. Arias-London˜o, E. Delgado-
Trejos, J. F. Vargas-Bonilla and G. Castellanos-Domı´nguez. Automatic Selection of
Acoustic and Non-linear Dynamic Features in Voice. In 12th Annual Conference of the
International Speech Communication Association - INTERSPEECH, 2011.
– A. M. A´lvarez-Meza, J. Valencia-Aguirre, G. Daza-Santacoloma, C. D. Acosta-Medina,
and G. Castellanos-Domı´nguez. Pattern Recognition by Manifold Learning using Mul-
tiple Kernel Representation. In 1st International Conference on Pattern Recognition
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7. Future work
Following the researching line described in this thesis, some main theoretical and experimen-
tal topics could be taken up.
• In regard to the the LS-SVR free parameter optimization strategy, it would be in-
teresting to test it in more complex regression problems and forecasting procedures.
Morever, an improvement of the LS-SVR free parameter optimization to work with dif-
ferent disimilarity/similarity measures will be desirable. Also, it would be interesting
to develop a LS-SVM free parameter optimization strategy to deal with classification
problems, based on the proposed methodology for LS-SVR.
• Now, the presented underlying data structure modeling framework based on NLDR
could be useful the support complex simulation systems regarding to nonstationary
and/or complex data. Moreover, the proposed data synthesis approach could be
adapted for markless pose estimation in motion analysis systems, which could be useful
to support gait analysis (orthopedics and neurophysiological diseases studies), surveil-
lance systems, and sports training.
• Besides, we are interested in incorporating different similarity measures and feature rep-
resentations in our NLDR framework for incorporating prior data knowledge (besides
the temporal and the class label ones used in this work), to improve different video data
analysis, such as, video annotation, video data organization and correlation, learning
behavioral patterns from images sequences, among others. Again, different classifica-
tion experiments could be done with other types of similarities measures according to
the application of interest.
• Furthermore, an automatic parameter optimization strategy that allows to deal with
more than two kinds of information sources should be developed, in order to ensure
stable results, fixing a suitable tradeoff among the considered sources.
• On the other hand, a feature selection/extraction framework based on NLDR would
be proposed to deal with nonstationary time series, taking advantage of the MKL
properties.
Part IV.
Appendix
A. NLDR based on Manifold Learning
free Parameters Selection
A.1. Number of Nearest Neighbors k
In NLDR methods based on manifold learning each point xi lies in a neighborhood, which
has two main characteristics: density, and intrinsic dimensionality. If these characteristics
are very different among neighborhoods, to compute just one global k for the whole man-
ifold could not be right, because it is not possible to ensure that these neighborhoods are
locally linear patches, and then, the NLDR manifold learning assumptions are not fulfilled.
The nearest neighbors for each sample are measured by Euclidean distance, if k is not cor-
rectly set, faraway points are identified as neighbors (short circuits), or patches are not well
sampled, which leads to unacceptable embedding results.
To address the above outlined problems, a new methodology for finding out a suitable
number of nearest neighbors for each point in the manifold was presented in [46]. The
goal is represent each observation by computing their nearest neighbors, which are obtained
analyzing each neighborhood in X using Euclidean and geodesic distances. It is important
to emphasize that this methodology finds a neighborhood of size ki for each input xi. If
the region around a point is linear and dense, the Euclidean and geodesic distances should
obtain a similar set of nearest neighbors for each xi, else the neighborhood computed using
Euclidean distance will have short circuits while the geodesic distance will be able to identify
correctly the neighbors of each sample taking into account the manifold structure.
The main idea is to establish a prior set of values k that could be suitable to satisfy the
NLDR assumptions for all inputs. A lower bound for this set is a value of k that allows to
construct a complete graph G over X. The graph G gives an approximation of the manifold
structure and it allows to compute the pairwise geodesic distance for all the samples. An
upper bound for this set is a value of k computed according to the relation between data
density and number of observations. The upper bound pretends to limit the maximum
neighborhood size. Using Euclidean distance, geodesic distance and a suitable set of values
for k, it is possible to establish a methodology that computes a number of nearest neighbors
ki for each xi, finding the largest patch around the point, avoiding short circuits and taking
into account the size of the other patches in order to preserve the global structure of the
manifold. The procedure for finding out the number of nearest neighbors needed per each
point is presented in Algorithm 11.
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Algorithm 11 – Obtaining ki in NLDR based on manifold learning
Require: data matrix X.
1: Compute the pairwise Euclidean distance D for all points in X.
2: Construct the minimal connected neighborhood graph G of the given data set X by the k-
nearest neighbors method with kmin, initializing kmin = 1. Check the full connectivity of
the graph (by using the breath-first search algorithm). If the graph is not full connected
then update kmin = kmin + 1 and start again this step.
3: Compute the geodesic distance DG over G by using Dijistra’s algorithm.
4: Define kmax = n
2/(kminNE), where NE is the number of edges in G and n the number
of samples in X.
5: Set the vector ks = [kmin+1, ..., kmax], with ks ∈ Rb. The vector ks contains the possible
values of k for every xi.
6: For each xi define the sets η
(c)
D and η
(c)
DG
, with c = 1, ..., b. Each element in η
(c)
D and η
(c)
DG
corresponds to the ksc nearest neighbors xj of xi (j = 1, ...,ksc) according to D and DG
respectively.
7: Calculate the linearity conservation matrix V of size n× b, which analyzes the similarity
of the neighborhoods obtained by D and DG, taking into account the patch size. Each
element of V can be computed as, Vic = |{η(c)D ∩ η(c)DG}|/ksc , where |·| calculates the
cardinality of a set and {·} the complement.
8: Initially, for each xi define the set ko = ∅. Verify the equality Vic = min {vi}, where vi
is a row vector of V of size 1× b. If the equality is fulfilled update ko = ko ∪ ksc .
9: Find the number of nearest neighbors ki for each xi as ki = max {ko}.
10: Smooth the vector ki to obtain similar properties in near neighborhoods as, ki =
(ki + kη1) / (ki + 1), where kη is a vector of size 1 × ki, with the sizes of the neigh-
borhoods of each element in η (set with the xj nearest neighbors of xi using Euclidean
distance and with j = 1, .., ki), and 1 =
[
1 1 . . . 1
]>
of size ki × 1.
11: Store all the values ki, previously calculated, in a vector k of size 1× n.
12: Remove the outliers of k (see [87]). The outliers of k are replaced by the average of
the elements of k, which were not identified as outliers. Each element of k contains the
number of nearest neighbors ki for each xi.
A.2. Intrinsic Dimensionality m
Once again, we remark that mapping quality is quite sensitive to free parameters of the
NLDR algorithm. Particularly, if the intrinsic dimensionality m is set too high, the mapping
will enhance noise, if m is set too low, distinct parts of the data set might be mapped on
top of each other [44]. In previous works [18, 42, 44] this problem have been referred. In
this sense, a first strategy [42] consists of estimating m based on LLE (section 3.1) by the
number of eigenvalues comparable in magnitude to the smallest nonzero eigenvalues of the
cost matrix M. A second strategy [18, 44] suggest to estimate the intrinsic dimensionality m
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by examining the eigenvalue spectra of local covariance matrices G (see [3, 39]). In practice,
one often specifies an amount ν of variance that should be retained by projecting the data
set, such that
ν ≤
∑m
j=1
ςj/
∑p
j=1
ςj, (A-1)
where ςj are the eigenvalues of the matrix G sorted in descend order. Then, for a specified
ν, one can calculate a minimal m.
B. Automatic Regularization for the
NLDR Inverse Problem Solution
In [23], it is proposed a regularization for the inverse problem presented in (4-29) of the form
G← G + α2Ik×k, (B-1)
to find the regularization parameter α in an automated way. A vector w that minimizes the
error ε is searched, then it is possible to write (4-28) as
εreg = w
>Gw + α2w>w s.t.
k∑
j=1
wj = 1. (B-2)
The solution of (B-2) can be obtained by means of Lagrange multipliers is
2Gw + 2α2w = λ1 s.t. 1>w = 1. (B-3)
In this way, (B-3) is a linear system with two equations and two variables
2
(
G + α2I
)
w − λ1 = 0
1>w − λ0 = 1, (B-4)
that is [
2 (G + α2I) 1
1> 0
] [
w
−λ
]
=
[
0
1
]
. (B-5)
Before stating the way of computing α, some further analysis of the stability properties of
systems of the form (B-4) is needed.
B.0.1. Sensitivity Analysis
In this section, we study how sensitive is the solution (B-5) to the presence of perturbations
in the matrix G. For such a purpose, let G˜ = G + E be a noisy version of G. We will
assume that E is small enough for keeping G˜ non singular. So, working with G˜ we get the
solution
λ˜ =
2
1>G˜
−1
1
, w˜ =
λ˜
2
G˜−11. (B-6)
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Now, we calculate the distance between the computed and the wanted solution. We begin
by noting
λ1−λ˜1=2Gw−2G˜w˜
=2Gw−2Gw˜+2Gw˜−2G˜w˜
= 2G (w−w˜) +2
(
G−G˜
)
w˜
Also
λ =
2
1>G−11
=
2
1>G˜
−1
1
1>G˜
−1
1
1>G−11
= λ˜
1>G˜
−1
1
1>G−11
.
So, we can write
(
λ−λ˜
)
= λ˜
1>
(
G˜−1 −G−1
)
1
1>G−11
,
(w−w˜) = G−1Ew˜+ λ˜
2
1>
(
G˜−1 −G−1
)
1
1>G−11
G−11.
Finally, we use the following first order approximation
G˜−1 = (G+E)−1 ≈ G−1 −G−1EG−1,
which is valid for small perturbations E [23]. Then, we can approximate the error on the
computing of w as
ε = G−1Ew˜ − λ˜
2
G−1EG−1
1>G−11
G−11
=
[
G−1E 1
2
1>G−1EG−11
1>G−11 G
−11
] [ w˜
−λ˜
]
.
(B-7)
So, for avoiding big errors we must compute w˜ and λ˜ by bounding their size.
B.0.2. Regularized Solution
Now, we reconsider the very common situation when the Gram matrix is ill-posed. Maybe
for being rank-deficient or for having to close to zero singular values. In this case, some
kind of regularization procedure has to be implemented. In this work, we avoid the original
problem
Ax = b, (B-8)
where
A =
[
2G 1
1> 0
]
,x =
[
w
−λ
]
and b =
[
0
1
]
.
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And we replace it for the regularized version
Aαx = b, (B-9)
with
Aα =
[
2G + 2α2I 1
1> 0
]
. (B-10)
The unique solution to this last problem is
λα =
2
1> (G+α2I)−1 1
,wα =
λα
2
(
G+α2I
)−1
1. (B-11)
At this point, two big issues rise up. First, what is the relationship between (B-11) and
the optimal solution for least squares of (B-8)?, and second, how can we choose a suitable
value for the parameter α?
So, for implementing this kind of regularization, in a automated way for realistic con-
ditions, special attention has to be paid to the size of the solution. This is a common
situation to other regularization procedures [35]. With this in mind, we propose to choose
the regularization parameter by
αopt = arg min
α
g(α), (B-12)
where
g(α) = ‖xα‖2 = ‖wα‖2 + |λα|2 . (B-13)
In summary, the function g(α) is the product of the following functions: the increasing
one λα and the non–increasing one
∥∥∥(G+α2I)−1 1∥∥∥2.
C. Data Synthesis based on Direct
Interpolation Methods
In the real world, it is almost impossible to collect all the states of a particular phenomenon,
for example, given a set of images from a rotating object, it is difficult and expensive to
capture every angle view position. In this sense, interpolation between samples might be
used to infer an unknown state [49, 88]. Then, the learning problem can be viewed as an
approximation of an unknown function
X = ξ(z), (C-1)
which maps between the parameter space, z, and the sample space, X, given a set of n
training samples (xi, zi) of the function ξ(z).
Then, given a set of training samples, a novel correspondence xnew at position znew in
the imposed parameter space (reference), is synthesized by learning the function ξ(.) and
computing it on znew. For this propose, it can be used a strong interpolation algorithm such
as based on radial basis functions [88], neural networks and statistical learning theory [2],
splines [48], among others.
Particulary, the spline methods are commonly used in fields as computer-aided design and
computer graphics, because of the simplicity of their construction, their ease and accuracy of
evaluation, and their capacity to approximate complex shapes through curve fitting. Besides,
these methods have been employed to estimate and synthesis high-dimensional data [49].
The definition of a classical spline interpolation is given as follows. An interval [a, b] of
a function ξ(.) is divided into sub-intervals by the introduction of knots. Knots form an
increasing sequence li, where i = 0, 1, ..., g, with l0 = a and lg+1 = b. Let ξ(z) denote a
polynomial of degree r on each interval [li, li+1]. The function ξ(z) is defined as a polynomial
of degree r on each interval, that is
{ξ (z) | [li, li+1] ∈ Pr, i = 1, ..., g} , (C-2)
where Pr denotes the polynomial spline function of degree r on the interval. In this case,
ξ(z) and its derivatives up to order r−1 are continuous on [a, b]. Thence, the spline methods
(equation (C-2)) can be directly employed in the sample space X to solve a synthesis problem,
finding an appropriate solution to (C-1).
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