The literature regarding attacks in Networked Control Systems (NCS) indicates that covert and accurate attacks must be designed based on an accurate knowledge about the model of the attacked system. In this context, the literature on NCS presents the Passive System Identification attack as a metaheuristic-based tool to provide the attacker with the required system models. However, the scientific literature does not report countermeasures to mitigate the identification process performed by such passive metaheuristic-based attack. In this sense, this work proposes the use of a randomly switching controller as a countermeasure for the Passive System Identification attack, in case of failure of other conventional security mechanisms -such as encryption, network segmentation and firewall policies. This novel countermeasure aims to hinder the identification of the controller, so that the model obtained by the attacker is imprecise or ambiguous, in such a way that the attacker hesitates to launch covert or model-dependent attacks against the NCS. The simulation results indicate that this countermeasure is capable to mitigate the mentioned attack at the same time that it performs a satisfactory plant control.
Introduction
A Networked Control System (NCS) is constituted by a physical plant whose dynamics is controlled by a digital controller -i.e. a computational system -through a communication network which, indeed, integrates the cyberspace to the physical domain. The integration of controllers and physical processes via communication networks aims to provide these systems with better operational and management capabilities, as well as reduce costs. By virtue of these advantages, the number of NCSs applied to industrial processes and critical infrastructure systems is increasing [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . A diagram of an NCS is depicted in Networked control system (NCS) [12] plant's behavior are physically difficult to be perceived. For this reason, this attack is classified as physically covert [12] . To ensure that the attack proposed in [12] is physically covert, the authors indicate that the attacker must plan the offensive based on an accurate knowledge about the system dynamics -otherwise the consequences of the attack may be unpredictable. In this case, the unpredictable behavior of the plant can provide physical evidence that it is being manipulated, drawing the attention to the possibility of a cyber-physical attack.
One possible way to obtain such knowledge about the NCS is through conventional intelligence operations, performed to collect information regarding the design of the system. Another way to gather information about the targeted system is through a Cyber-Physical Intelligence attacks [12] . To this end, the authors of [12] propose a metaheuristic-based Passive System Identification attack, which aims to collect information about the plant's transfer function G(z) and the controller's control function C(z) of an NCS. As shown in Fig. 2 (draw based on the taxonomy proposed in [12] ), the Passive System Identification attack constitutes a path to build sophisticated model-dependent attacks, once they are capable to provide the attacker with the required system knowledge. Indeed, the results of [12] demonstrate the effectiveness of the Passive System Identification attack in supporting the design of covert/model-dependent attacks.
Although the authors of [12] encourage the development of countermeasures for the Passive System Identification attack, the scientific literature -to the best of our knowledge -does not report countermeasures to mitigate the identification process performed by such passive metaheuristic-based attack. In this sense, this work aims to discuss and propose a countermeasure for the mentioned attack.
The straightforward countermeasure to prevent the success of a System Identification attack in an NCS is to avoid unauthorized access to the control loop using, for example, network segmentation, demilitarized zones (DMZ), firewall policies and implementing specific network architectures, such as recommended in [14] . A complementary countermeasure -in case the attacker is capable to access the control loop -is to hinder the access to the data flowing in the NCS using, for example, symmetrickey encryption algorithms, hash algorithms and a timestamp strategy to form a secure transmission mechanism between the controller and the plant, as proposed in [15] . However, when the mentioned countermeasures fail and the attacker gain access to the data flowing in the NCS, the alternative to prevent the attacker to obtain the model of the system is to hinder the analysis of the captured data -i.e. make the System Identification algorithm inaccurate/ineffective.
One possible strategy to cause difficulties to the System Identification algorithm is to have, in the NCS, specific control functions that are, at the same time, harder to be identified and capable to control the plant. Based on this reasoning, the contribution of this work is the proposal of a randomly switching controller design as a feasible countermeasure to mitigate the Passive System Identification attack proposed in [12] . As far as we know, there is no other countermeasure reported in the literature that mitigates the Passive System Identification attack by hindering the analysis of signals captured from the NCS.
The rest of this paper is organized as follows: First, in Section 2, some related works are presented. Later, in Section 3, the Passive System Identification attack and a subsequent Data Injection attack are described, in order to provide the underlying information necessary to comprehend the countermeasure proposed in this paper. Then, in Section 4, the switching controller is presented and discussed as a countermeasure for the Passive System Identification attack. After that, Section 5 presents simulation results, where the performance of the switching controller is analyzed from the countermeasure and control perspectives. Finally, in Section 6, some conclusions and possible future works are presented.
Related works
The launch of cyber-physical attacks in real world systems, such as the case of the Stuxnet [16] worm, raised the concern of governments and NCS owners, and is motivating the research on cybersecurity of industrial and critical infrastructure facilities. In this context, recent studies demonstrate the development of a set of sophisticated attacks that, to achieve a high level of covertness and accuracy, rely on the knowledge about the model of the attacked system. As recognized by the literature on NCS [12, 17] , System Identification attacks are considered a key step in the development of those sophisticated attacks. So, this section presents a review on attacks in NCSs, giving special attention to the role that System Identification attacks play in the context of the cybersecurity of these control systems.
In [18] , the authors evaluate the impact of delay jitter and packet loss in an NCS under a Denial of Service (DoS) attack. The conception of such DoS attack does not take into account the models of the controller and physical plant of the attacked NCS (i.e. these models are not known by the attacker). Therefore, to affect the physical process, the attacker arbitrarily floods the network, causing jitter and packet loss in the communication links of the NCS. In this tactic, the excess of packets in the network may reveal the attack, allowing the implementation of countermeasures such as packet filtering [18] or blocking the malicious traffic on its origin [19] . Additionally, as stated in [12] , the arbitrary intervention in a system which the models are unknown may lead the plant to an extreme physical behavior, which is not desired if a physically covert [12] attack is intended.
In [4] , the authors demonstrate an attack where false signals are transmitted to the controller and the actuator of an NCS. The false signals are randomly generated by the attacker, aiming to cause the instability of the plant (a DC motor). To evaluate this arbitrary data injection attack, the authors propose a testbed for Supervisory Control and Data Acquisition (SCADA) system, using TrueTime (a MATLAB/Simulink based tool). Such arbitrary data injection attack does not require a previous knowledge about the models of the plant and its controller. Therefore, the desired physical effect and the covertness of the attack cannot be ensured due to the unpredictable consequences of the injection of random false signals in a system which the model is not known.
In [20] , the authors analyze a wide variety of attacks in NCSs and establish the requirements for the attacks in terms of model knowledge, disclosure and disruption resources. In their work, it is stated that the design of covert attacks requires a high level of knowledge about the model of the attacked system. In [6, 11, 21] , examples of covert attacks that agree with the statement provided in [20] are proposed and analyzed. In [11, 21] , the attacker, acting as a man-in-the-middle (MitM), injects false data in the forward stream of the NCS to take control of the plant. Then, to make the attack covert, the attacker uses the model of the attacked plant to compute the data injected in the feedback stream. The covertness of the attack proposed in [21] is analyzed from the perspective of the signals arriving at the controller and, as demonstrated in [11] , it depends on the difference between the actual model of the plant and the model known by the attacker. In [6] , the attacker, aware of the model of the NCS, injects data in its communication links to covertly steal water from the Gignac canal system located in Southern France.
In [6, 11, 20, 21] , although the attacks are designed based on the models of the NCS, the authors do not describe how these models are obtained by the attacker. It is just stated that the models, used for the design of the covert/model-dependent attacks, are previously known by the attacker. In order to fill this gap, [12] and [17] propose two new kinds of attack to estimate the models of the attacked system: the Passive System Identification attack [12] ; and the Active System Identification attack [17] . As shown in Fig. 2 -and, according to the taxonomy proposed in [12] -, these attacks belong to the category of Cyber-physical Intelligence attacks.
The Passive System Identification attack [12] -formerly referred to as System Identification attack 2 -does not need to inject signals in the NCS to estimate its models. However, the effectiveness of the Passive System Identification attack depends on the occurrence of eventsnot controlled by the attacker -to produce signals that carry meaningful information for the system identification algorithm. This attack passively estimates the transfer functions of both controller and plant by simply eavesdropping the forward and the feedback streams of the system. On the other hand, the Active System Identification attack constitutes an alternative to the Passive System Identification attack, in situations where the attacker cannot wait so long for the occurrence of such meaningful signals. In the Active System Identification attack, as described in [17] , the attacker estimates the open-loop transfer function of the NCS by injecting an attack signal and eavesdropping its response at a single point of interception.
A synthesis of the attacks referred in this section is presented in Table 1 . Based on these works, it is possible to verify how useful may be a System Identification attack for the design of covert/model-dependent attacks in NCSs. However, in the scientific literature, we still do not find specific countermeasures to mitigate the identification process performed by the attack proposed in [12] . In this context, this work proposes a countermeasure to mitigate such metaheuristic-based Passive System Identification attack, even when the attacker gets access to the data that is transmitted in the NCS.
Covert attack for service degradation
For the sake of completeness, this section describes the attack proposed in [12] , in order to provide the information necessary to comprehend the countermeasure proposed in the present work. The attack consists of the joint operation of two attacks: the Passive System Identification Attack, detailed in Section 3.1; and the SD-Controlled Data Injection attack (model-dependent), detailed in Section 3.2. Section 3.3 presents simulation data that demonstrate the effectiveness of the Passive System Identification attack when supporting the design of SD-Controlled Data Injection attacks. These data, obtained from [12] , are used as a reference for the evaluation of the proposed countermeasure.
Passive system identification attack
The Passive System Identification attack, proposed in [12] , is intended to assess the coefficients of the plant's transfer function G(z) and the controller's control function C(z) of an NCS. To do so, the attack is modeled as an optimization problem, where the transfer function of the attacked device -be it a controller or plant -is estimated by minimizing a specific fitness function. This modeling is explained in Section 3.1.1. To minimize the mentioned fitness function, the attack uses the Backtracking Search Optimization Algorithm (BSA) [22] , briefly described in Section 3.1.2.
Modeling the passive system identification attack as an optimization problem
If the input i(k) and output o(k) signals of an attacked device are known, the model of such device can be assessed by applying the known i(k) in an estimated model, which must be adjusted until its estimated output o(k) converges to o(k). In the present attack, the estimated model of the attacked device is iteratively adjusted by the BSA, that minimizes the fitness function herein presented, until the estimated model converges to the actual model of the real device.
To establish the fitness function, firstly, it must be considered a generic LTI system, whose transfer function Q(z) is represented by (1): 
k is the number of the sample and Z represents the Z-transform operation. In this Passive System Identification attack, i(k) and o(k) are firstly captured by an eavesdropping [23, 24] attack, during a monitoring period T. To deal with the eventual loss of samples, that may not be received by the attacker during T, the algorithm holds the value of the last received sample, according with (2) , wherein
Then, after acquiring i(k) and o(k), the captured i(k) is applied to the input of an estimated model, that is described by a transfer function whose coefficients [ a n,j , a n−1,j , . . . 
wherein K is the number of samples that exist during the monitoring period T. Note that, if the attacker does not lose any sample of i(k) and o(k) during T, then min f j = 0 when [ a n,j , a n−1,j , . . .
e. when the estimated model converges to the actual model of the attacked device. It is possible to establish an analogy between this System Identification attack and the Known Plaintext cryptanalytic attack [25] , wherein i(k) and o(k) correspond to the plaintext and ciphertext, respectively, the form of the generic transfer function Q(z) corresponds to the encryption algorithm and the actual coefficients of Q(z) corresponds to the secret key.
Backtracking search algorithm
In this section, the basic concepts of the BSA are briefly described, in order to provide a clear comprehension regarding the parameters of the algorithm that are adjusted for the attack. The BSA is a bio-inspired metaheuristic that searches for solutions of optimization problems using the information obtained by past generations -or iterations. According to [22] , its search process is metaphorically analogous to the behavior of a social group of animals that, at random intervals returns to hunting areas previously visited for food foraging. The general, evolutionary like, structure of the BSA is shown in Algorithm 1. During the first selection stage (Selection-I), the algorithm randomly determines, based on a uniform distribution U, whether the current population P should be kept as the new historical population, and thus replace P hist (i.e. if a < b | a, b ∼ U(0, 1), then P hist = P). Subsequently, at every iteration, it shuffles the individuals of P hist (having P hist been replaced or not).
The mutation operator creates P mod , which is the preliminary version of the new population P new ). It does so according to (4) :
wherein η is empirically adjusted through simulations and ∼ N(0, 1), with N being a normal standard distribution. Thus, P mod is the result of the movement of P's individuals in the directions established by vector (P hist − P) and η controls the displacements' amplitude.
In order to create the final version of P new , the crossover operator randomly combines, also following a uniform distribution, individuals from P mod and others from P.
At the second selection stage (Selection-II), the algorithm firstly evaluates the individuals of P new using the fitness function f j (3) . After that, individuals of P (i.e. individuals before applying the mutation and crossover operators) are replaced by individuals of P new (i.e. individuals obtained after mutation and crossover) with better fitness. Hence, P includes only new individuals that evolved. While the stopping condition has not yet been reached, the algorithm iterates. Otherwise, it returns the best solution found.
Note that the algorithm has two parameters that are empirically adjusted: the size |P| of its population P; and η, that establishes the amplitude of the movements of the individuals of P. The parameter η must be adjusted to assign to the algorithm good exploration and exploitation capabilities. With these parameters adjusted, the BSA is used to search for the global minimum of the fitness function described in Section 3.1.1 and, therefore, discover the model of the attacked device.
SD-Controlled data injection attack
The SD-Controlled Data Injection attack is a modeldependent attack, which the purpose is to reduce the MTBF of the plant and/or reduce the efficiency of the physical process that it performs, by inserting false data in the control loop of the NCS. At the same time, this attack is designed to be physically covert [12] .
One way to degrade a physical service is through the induction of an overshoot during the transient response of a plant. The overshoots, or peaks occurred when the system exceeds the targeted value during the transient response, can cause stress and possibly damage physical systems such as mechanical, chemical and electromechanical systems [26, 27] . Additionally, once they occur in a short period, the overshoots are difficult to be noticed by a human observer. Another way to degrade the service of a plant is causing a constant steady state error on it, i.e. producing a constant error when t → ∞. A low proportion steady state error, besides being difficult to be perceived by a human observer, may reduce the efficiency of the physical process or, occasionally, stress and damage the system in the mid/long term.
In the SD-Controlled Data Injection attack, to achieve either of the two mentioned effects, i.e. an overshoot or a constant steady state error, the attacker interfere in the NCS's communication process by injecting false data into the system in a controlled way. To do so, the attacker act as a MitM that executes an attack function
is designed based on the models of the plant and the controller, both obtained through the Passive System Identification attack, described in Section 3.1. The effectiveness of the attack, therefore, depends on the design of M(z), which in turn depends on the accuracy of the System Identification attack. It is worth mentioning that, in Fig. 3 , although the MitM is placed in the forward stream, it is also possible to perform an attack by interfering in the feedback stream of the NCS.
Performance of the covert attack for service degradation
This section presents the results of the joint operation of the Passive System Identification attack and the SDControlled Data Injection attack. These results, obtained from [12] , demonstrate the effectiveness of the Passive System Identification attack when accomplishing its task in an NCS without the countermeasure proposed in this paper.
The attacked NCS has the same architecture of the NCS shown in Fig. 1 . It consists of a Proportional-Integral (PI) controller that controls the rotational speed of a DC motor. The PI control function C 1 (z) and the DC motor transfer function G(z) are represented by (5) and (6), respectively:
wherein c 1,1 = 0, 1701, c 2,1 = −0, 1673, g 1 = 0, 3379, g 2 = 0, 2793, g 3 = −1, 5462 and g 4 = 0, 5646. The sample [12] rate of the system is 50 samples/s and the set point r(k) is a unitary step function. It is considered that the structure of the Eqs. (5) and (6) are previously known by the attacker given that, as a premise, he/she knows that the target is an NCS that controls a DC motor using a PI controller. Therefore, the goal of the Passive System Identification attack is to discover g 1 , g 2 , g 3 , g 4 , c 1,1 and c 2,1 .
Each time that the DC motor is turned on, the forward and the feedback streams are captured by the attacker during a period T = 2s. All initial conditions are considered 0, by the time that the motor is turned on. To assess [ g 1 , g 2 , g 3 , g 4 ], the attacker considers the forward stream as the input and the feedback stream as the output of the estimated plant. In the opposite way, to assess [ c 1,1 , c 2,1 ], the attacker considers the feedback stream as the input and the forward stream as the output of the estimated controller.
According to [12] , in these simulations, the BSA population has 100 individuals and η = 1. To assess the coefficients of the controller [ c 1,1 , c 2,1 ], the algorithm was executed for 600 iterations. To assess the coefficients of the plant [ g 1 , g 2 , g 3 , g 4 ], the number of iterations was increased to 800, due to the higher number of dimensions of the search space in this case. The limits of each dimension of the search space are [ −10, 10] .
In [12] , the authors also demonstrate the robustness of the Passive System Identification attack in the face of sample loss. To evaluate such robustness, they considered four different rates l of sample loss: 0%, 5%, 10% and 20%. For each rate of sample loss, 100 different simulations were executed. Figure 4 shows the mean estimated values of g 1 , g 2 , g 3 , g 4 , c 1,1 and c 2,1 , considering the four mentioned rates of sample loss. All mean estimated values are represented with a Confidence Interval (CI) of 95%. The actual values of the coefficients of C 1 (z) and G(z) are also depicted in Fig. 4 . Additionally, the statistics (mean and standard deviation) of the estimated coefficients are presented in Table 2 .
Regarding to the coefficients of G(z), Fig. 4 shows that the difference between the mean and the actual values of g 1 , g 2 , g 3 and g 4 tends to raise with the increase of sample loss. It is also possible to note that the accuracy of the coefficients of C 1 (z) is better than the accuracy of the coefficients of G(z), for all rates of sample loss. The means of c 1,1 and c 2,1 are closer to their actual values, with a smaller CI. In fact, the optimization process is more effective when computing the coefficients of C 1 (z) due to its smaller search space (which that has only two dimensions instead of the four dimensions of the G(z) problem). In Fig. 4 , it is possible to verify that, in all cases, the CIs tend to grow with the increase of the sample loss. The same thing occurs with the standard deviations shown in Table 2 .
Despite the relative loss of accuracy of the Passive System Identification attack due to the increase of sample loss, such inaccuracy is not expressive even in the worst case (i.e. when l = 20%). This behavior indicates the robustness of the Passive System Identification attack in the face of the loss of samples.
After estimating the models of the attacked plant and its respective control function, the next step is to design the data injection attack. In this sense, the authors of [12] designed an SD-Controlled Data Injection attack aiming to cause an overshoot of 50% in the rotational speed of the motor. As shown in Fig. 3 , this SD-Controlled Data Injection attack is performed by a MitM in the forward stream. The attack was simulated in MATLAB, aiming to evaluate its accuracy when supported by the Passive System Identification attack.
The attack function executed by the MitM is M(z) = K o . Performing a root locus analysis considering the obtained models, the attacker adjusts K o to make the system underdamped, with a peak of rotational speed 50% higher than its steady state speed. The values of 4 Mean estimated coefficients of G(z) and C 1 (z), in face of different rates of sample loss [12] .
K o were adjusted considering the mean estimated coefficients shown in Table 2 . Table 3 shows the values of K o , estimated considering different rates of sample loss during the Passive System Identification attack, as well as the overshoots obtained with the respective K o in the real model. In Fig. 5 it is possible to compare the response of the system without attack, with the response of the system with an attack aiming the overshoot of 50%. The curves referred as estimated attack, represent the results predicted by the attacker when the designed attack function M(z) is applied to the estimated model -i.e. the model discovered by the attacker through to the Passive System Identification attack. On the other hand, the curves referred as actual attack represent the response of the actual system in the face of the same attack function M(z). In other words, the curve estimated attack is the result achieved in a first moment, during the design stage of the attack, and the curve actual attack is the result obtained in a second moment, when the designed attack is launched over the actual system. It is noteworthy that the attack to the actual model -represented by the actual attack curve -presents, in the time domain, a response quite similar to the attack estimated with the model obtained by the Passive System Identification attack -represented by the estimated attack curve. This can be verified not only in the case where the system is identified with 0% of sample loss, but also in the worst considered case, i.e. with 20% of sample loss. It is worth mentioning that all responses presented in Fig. 5 converge to the setpoint (1 rad/s). Table 3 , it is possible to state that the SD-Controlled Data Injection attack, when supported by the Passive System Identification attack, is capable to accurately modify the physical response of the system, considering all evaluated rates of sample loss. In the worst case, i.e. with 20% of sample loss, it caused an overshoot of 45.94% (quite close to the desired 50%). Such accuracy allows the attacker to keep his offensive under control, leading the system to a behavior that is predefined as physically covert and capable to degrade the service performed by the plant under attack. These simulations provide conclusive data regarding the effectiveness of the Passive System Identification attack when it is used as a tool to support the design of a covert/model-dependent attack.
It is noteworthy that the manipulation of the rotational speed of a DC motor is used only to exemplify a physically covert interference in an NCS. This example is chosen due to the human difficulties to accurately estimate the rotation speed of objects under certain conditions. It is known, for instance, that under some conditions the apparent rotation speed is affected by the stimulus configuration (defined by the shape, size, and other characteristics of the rotating object) [28, 29] . Intuitively, it can be considered that, under those conditions, the perception of 50% of overshoot in the rotation speed may also be difficult to be perceived, especially because of its short duration. Although the authors of [12] use this example in their paper, it is worth mentioning that the concept of a physically covert attack can be extended to other interferences where, as defined in [12] , the physical effects cannot be easily noticed or identified by a human observer, or can eventually be understood as a consequence of another cause, other than an attack.
Mitigation using switching controllers
As discussed in Section 1, one possible strategy to mitigate the Passive System Identification attack is to build the NCS with specific transfer functions that are harder to be identified. Therefore, it is necessary to analyze the two transfer functions C(z) and G(z), shown in Fig. 1 , to verify what can be done to hinder the identification of the NCS. Regarding the plant, it is not desired or even feasible to modify its transfer function G(z) just to make it harder to be identified. This follows from the simple fact that the plant's transfer function is a consequence of the physical structure of the controlled system. In other words, modify G(z) means to modify the physical process being controlled, which is not convenient. However, it is reasonable to think about the design of controllers that are capable to meet, simultaneously, two objectives:
Objective I -Comply with the control requirements of the plant. In general, the primary requirement is to preserve the stability of the system. However, additional requirements -such as low settling time, low overshoot, etc. -may be considered depending on the process being controlled. Objective II -Hinder the identification of the controller, so that the model obtained by the attacker is imprecise or ambiguous, in such a way that the attacker hesitates to launch covert or model-dependent attacks against the NCS.
Considering these two objectives, this work proposes the use of randomly switching controllers to mitigate Passive System Identification Attacks and, thus, prevent the design of covert/model-dependent attacks. Note that, the use of a switching controller does not avoid the identification of the plant's transfer function G(z) by the Passive System Identification attack described in Section 3.1. Regardless of the controller switchings, the plant's transfer function is still an LTI system that can be identified by the mentioned System Identification attack, based on the analysis of the plant's input and output signals.
A Switching Controller, shown in Fig. 6 , is composed by a set of N control functions C i (z), i ∈ I = {1, . . . , N}, that are switched by a switching rule S, to perform the control of a plant G(z). If all control functions C i (z) and the plant's transfer function G(z) are linear, as the NCS herein discussed, then the system is referred as a switched linear system (SLS). For the sake of clarity, but without loss of generality, in the present work, the switching controller is represented and discussed with only two control functions C 1 (z) and C 2 (z) -i.e. N = 2.
In a conventional switching controller [30] [31] [32] [33] , whose sole objective is to control the plant, the switching rule S, in general, orchestrates the switching events based on the plant and/or network behaviors. However, in the solution proposed in this work, the switching rule is not driven by the plant and/or network behaviors.
To achieve both Objectives I and II, the switching rule herein proposed operates as the Markov chain shown in Fig. 7 . In this scheme, the control functions are switched at random intervals, in accordance with the probabilities p 11 (l), p 12 (l). p 21 (l) and p 12 (l) , wherein l is the number of sampling intervals occurred since the last switch. The probabilities, p 12 (l) and p 21 (l) are taken from the probability density function (PDF) shown in Fig. 8 , wherein a is the minimum number of sampling intervals that the system have to remain in the same state and b is the maximum number of sampling intervals that the system can remain in the same state. Note that p 11 (l) = 1 − p 12 (l) and p 22 
The reason to switch at random intervals is that, according to [34] , if the switching times are known, the identification of the SLS is straightforward. However, when the switching times are not available, the identification of the SLS turns into a nontrivial task. Moreover, even if the attacker obtain the plant's transfer function G(z) and -somehow -discovers the control functions C i (z), the random switching rule still hinders the covert/modeldependent attack described in Section 3.2. This follows from the simple fact that it is more difficult to synchronize the interference caused by the covert/model-dependent attacks with the controller states, which are switched at random intervals.
However, despite the benefits that the switchings can bring from the point of view of a countermeasure, it can affect the stability of the NCS. Even if all subsystems of an SLS are stable, there are situations in which the switching events can make the SLS unstable. According to [7, 35] , to be stable under arbitrary and unrestricted switchings, the SLS must meet two conditions:
1. All its subsystems must be asymptotically stable; and 2. There must exist a common Lyapunov function for all of its subsystems.
Note that, in the case of the NCS shown in Fig. 6 , each subsystem is constituted by the plant transfer function G(z) arranged in a closed loop with one control function C i (z). So, to make the NCS stable under arbitrary and unrestricted switching, all control functions C i (z), i ∈ I = {1, 2}, have to be designed in order to meet the two aforementioned conditions.
Another valid strategy to obtain stability in an SLS with stable subsystems is by restricting the switching events. This can be done, for example, by establishing a minimum dwell time -i.e. the time between two consecutive switches. In an SLS, the instability generated when switching among two -or more -stable subsystems is caused by the failure to absorb the energy increase, caused by the switchings [35] . Intuitively, it is reasonable to think that if the SLS stays at stable subsystems long enoughusing a slow switching rule -it becomes able to avoid the energy increase caused by the switchings, maintaining the desired stability. As proved in [36] , it is always possible to preserve the stability of an SLS when all the subsystems are stable and the dwell time is sufficiently large. Actually, it is not critical if the SLS occasionally have a smaller dwell time, provided this does not occur too frequently. As demonstrated in [37] , if all the subsystems are exponentially stable, then the SLS remains exponentially stable provided that the average dwell time is sufficiently large. In [38] , this concept of average dwell-time is extended to the discrete-time switched systems -which is the case of an NCS endowed with the proposed countermeasure.
In the present work, instead of designing C 1 (z) and C 2 (z) to make the SLS stable under arbitrary and unrestricted switchings -i.e. meeting both conditions 1 and 2 -the restricted switching strategy is used. Thus, C 1 (z) and C 2 (z) are firstly designed based on the root-locus analysis, in order to make each subsystem stable. Then, the overall stability of the SLS is obtained by adjusting the parameters a and b of the PDF shown in Fig. 8 , aiming an average dwell-time that makes the NCS stable.
Besides being adjusted for stability, parameters a and b also have to be adjusted to hinder the system identification attack. So, concerning Objective I, specifically for the sake of stability, a and b are increased as much as possible to ensure the minimum average dwell-time required for stability. On the other hand, concerning Objective II, a and b are adjusted to make the Passive System Identification Attack as much imprecise/ambiguous as possible, which not necessarily occur with high dwell times. In this sense, in this work, a and b are empirically adjusted in order to satisfy the two potentially conflicting objectives.
Results
As mentioned in Section 4, the design of the switching controller must meet simultaneously two objectives: hinder the identification process; and comply with the plant's control requirements. The results concerning these two objectives are presented in Sections 5.1 and 5.2, respectively, in order to demonstrate the feasibility of the solution from both perspectives. Additionally, Section 5.3 demonstrates the impact caused in the SD-Controlled Data Injection attack, described in Section 3.2, when the Passive System Identification Attack is mitigated by the proposed countermeasure. In Sections 5.1 and 5.2, the results obtained with the proposed countermeasure are compared with the results obtained in an NCS without the proposed countermeasure -i.e. endowed with a non-switching controller. For this comparison, the NCS specified in Section 3.3 (with a non-switching controller) is used as reference.
The NCS with the proposed countermeasure has the same architecture shown in Fig. 6 and controls a DC motor whose transfer function is also defined by (6) -i.e. it controls the same plant that is controlled by the NCS with a non-switching controller described in Section 3.3. The sample rate of this system is also 50 samples/s and the set point r(k) is a unitary step function. The switching controller has two control functions: C 1 (z), that is the same control function (5) of the non-switching controller; and C 2 (z) defined by (7),
wherein c 1,2 = 0.001 and c 2,2 = 0.0002. So, the NCS with the switching controller is an SLS with two subsystems. The control functions C 1 (z) and C 2 (z) are designed to make each subsystem stable -when separately analyzed -and are randomly switched based on the switching rule defined by the Markov chain and the PDF shown in Figs. 7 and 8, respectively. The parameters a and b of the PDF were empirically adjusted to a = 40 and b = 60, in order to meet Objectives I and II defined in Section 4. Regarding Objective I, it is worth mentioning that a and b were empirically adjusted aiming, primarily, the global stability of the SLS. However, the settling time and the overshoot of the plant are also evaluated in Section 5.2.
Mitigating the passive system identification attack
This section presents the results obtained by the Passive System Identification attack, when attacking both switching and non-switching controllers. For each controller, 100 attack simulations were performed. The parameters of the BSA are the same as those defined in Section 3.3, and the forward and feedback streams are also captured by the attacker during a period T = 2s (100 samples).
To evaluate the proposed countermeasure, we considered the scenario where the attacker obtained the best performance in Section 3.3 -i.e. without packet loss.
The coefficients estimated by all attack simulations (100 for each controller) are presented in Fig. 9 . Recall that the non-switching controller just have one control function C 1 (z), while the switching controller has two control functions C 1 (z) and C 2 (z). Note that the actual values of the coefficients [ c 1,1 , c 2,1 ] and [ c 1,2 , c 2,2 ] of the two control functions C 1 (z) and C 2 (z), respectively, are also depicted in Fig. 9 . By observing Fig. 9a and b , it is possible to state that the estimated coefficients of the non-switching controller are precise and accurate. In this case, the estimated coefficients are concentrated close to the actual values of c 1,1 and c 2,1 . This concentration indicates that, with the non-switching controller, the Passive System Identification attack provides the information and the confidence that the attacker needs to design a covert/model-dependent attack -such as the SD-Controlled Data Injection attack demonstrated in Section 3.3. On the other hand, Fig. 9 shows that the use of the switching controller causes the dispersion of the estimated coefficients, reducing the precision and the accuracy of the Passive System Identification attack. With the switchings, the set of estimated values are spread and does not accurately indicate any of the coefficients of C 1 (z) and C 2 (z). It is worth mentioning that this spreading has a dissuasive effect. It increases the uncertainty of the attacker regarding the model of the attacked controller, in such way that the attacker may hesitate to proceed with his intention of a covert/model-dependent attack.
The impact of the switching controller in the attack performance can also be verified through the analysis of the global minimum values obtained for the fitness function (3). With the switching controller, the global minimum values of all attack simulations are between 2.64 × 10 −04 and 8.53 × 10 −04 (the mean is 7.42 × 10 −04 , and the standard deviation is 1.70 × 10 −04 ). On the other hand, with the non-switching controller, all global minimum values are between 1.70 × 10 −09 and 1.44 × 10 −06 (the mean is 1.84 × 10 −07 , and the standard deviation is 2.70 × 10 −07 ). Recall that, as discussed in Section 3.1.1, without sample loss, the minimum value of (3) is min f j = 0 when the attacked device is perfectly identified. So, the higher order of the global minimum values obtained with the switching controller also demonstrates the effectiveness of the proposed countermeasure. From the attacker point of view, these higher global minimum values may indicate that the Passive System Identification attack was not effective in obtaining the model of the attacked device. In this sense, the attacker must hesitate to launch covert/model-dependent attacks based on the information gathered by the Passive System Identification attack.
Another way to evaluate the impact of the proposed countermeasure in the Passive System Identification attack is through the zero-pole maps shown in Fig. 10 . Figure 10a shows the zeros estimated by the simulations using the non-switching controller. Figure 10b , in turn, shows the zeros estimated by the simulations using the switching controller. Note that, in the simulations with the non-switching controller, the estimated zeros accurately meet the actual zero of C 1 (z). On the other hand, Fig. 10b shows that when the proposed countermeasure is used, the estimated zeros are spread and do not concur for the actual zeros of C 1 (z) and C 2 (z) -i.e. the control functions of the switching controller.
It must be considered the possibility that the attacker, after some time, detects that the controller is changing its behavior over the time like a switching controller. In this case, it is reasonable to think that the attacker would try to estimate the control functions based on smaller monitoring periods T, to avoid measurements containing switching events. Considering this hypothesis, the performance of the Passive System Identification attack is evaluated using the following monitoring periods T: 0.2s, 0.4s, 0.6s, 0.8s, 1.0s and 1.2s. Note that the maximum T in which the attacker can measure a signal without switchings is T b = 0.02b = 1.2s. Therefore, to evaluate this tactic (of reducing T), the Passive System Identification attack is performed firstly during the execution of C 1 (z) and, after that, during the execution of C 2 (z). For the identification of C 1 (z) all monitoring periods start at t = 0s. For the identification of C 2 (z) all monitoring periods start at the first switching event (when C 2 (z) starts to be executed).
For each control function and each monitoring period, 33 attack simulations were executed. Figure 11 e Identifying C 1 with T = 0.6s starting at t = 0. f Identifying C 2 with T = 0.6s starting at the first switching event. g Identifying C 1 with T = 0.8s starting at t = 0. h Identifying C 2 with T = 0.8s starting at the first switching event. i Identifying C 1 with T = 1.0s starting at t = 0. j Identifying C 2 with T = 1.0s starting at the first switching event. k Identifying C 1 with T = 1.2s starting at t = 0. l Identifying C 2 with T = 1.2s starting at the first switching event estimated zeros of C 1 (z) and C 2 (z) considering each of the mentioned monitoring periods T. It is possible to verify that, for these monitoring periods, the estimated zeros of C 1 (z) are quite close to the actual zero. However, although C 1 (z) was satisfactorily identified with small T, Fig. 11 shows that, for all T, the estimated zeros of C 2 (z) are spread and do not accurately meet the actual zero of C 2 (z). These results indicate that small monitoring periods T may not be enough to identify some control functions, such as happened with C 2 (z). In this case, the switching controller arises as a good strategy to limit the available monitoring period, which causes difficulties for this metaheuristic-based Passive System Identification attack. Additionally, it is worth mentioning that even if the attacker somehow identifies all control functions C i (z), the random switching rule still mitigates the launch of a subsequent covert/model-dependent attack. As discussed in Section 4, this follows from the fact that it is more difficult to synchronize the interference caused by a covert/model-dependent attack with the controller states, which are switched at random intervals. Moreover, it is not trivial to find a single M(z) capable to produce the intended controlled behavior for all C i (z) -in case the attacker choose this tactic to overcome the need to synchronize the covert/model-based attack.
The spreading of the estimated zeros in Fig. 10b , the inaccuracy of the estimated coefficients shown in Fig. 9 , and the higher global minimum values found by the BSA demonstrate the effectiveness of the switching controllers in mitigating the Passive System Identification attack. With the proposed countermeasure, it is possible to state that the model obtained by the attacker is imprecise/ambiguous in such a way that the attacker may hesitate to launch a subsequent covert/model-dependent attack. Therefore, Objective II defined in Section 4 is met.
If an attacker, aiming to cause an overshoot of 50% in y(k) (for example), implements an attack function M(z) in the forward stream of an NCS, as shown in Fig. 3 , then y(k) is defined by (8):
Similarly, if the attacker implements M(z) in the feedback stream, then y(k) is defined by (9) :
Note that in both cases, in the presence of an attack, the dynamics of y(k) rely on C(z), G(z) and M(z), considering that R(z) = Z [u(k)] is a step function. Therefore, if the attacker aims to cause an overshoot of 50% in y(k), the design of M(z) will require the knowledge of C(z) and G(z). The results shown in this section indicate that, with the proposed countermeasure, the attacker cannot accurately estimate the control functions of the NCS using the Passive System Identification attack. Therefore, even if the attacker is still able to identify the plant model (which is not mitigated by this countermeasure), he/she will not be able to design M(z) to cause the 50% overshoot based only on the model of the plant, regardless of whether M(z) is implemented in the forward or the feedback stream.
Complying the control requirements
In this section, the performance of the proposed countermeasure is analyzed from the control perspective. The aim of the simulations herein presented is to identify the possible impacts that the countermeasure may produce in the behavior of the plant. This analysis encompasses the following control aspects: stability; overshoot; and settling time. Considering these aspects, the performance of the switching controller is compared with the performance of the non-switching controller. Given the stochastic nature of the proposed countermeasure, which randomly switches among two control functions, the mentioned aspects are evaluated through a set of 100,000 simulations. Figure 12 shows the responses of the plant, in the time domain, with and without the proposed countermeasure. The responses obtained with the proposed countermeasure -i.e. using the switching controller -are represented by the highlighted area. The bounds of this area are drawn based on the maximum and minimum values of the output y(t) of the plant, considering all 100,000 simulations. In other words, when using the proposed countermeasure, all output signals y(t) provided by the simulations are inside this area. The deterministic response of the plant without this countermeasure -i.e. when using the non-switching controller -is represented by the red line depicted in Fig. 12 . Note that, for 0 ≤ t ≤ 0.8s the responses using the switching controller are the same as the response using the non-switching controller. This is caused by the minimum number of sampling intervals that the system has to remain in the same state, which is set to a = 40 samples (or 0.8s, in the time domain).
Based on Fig. 12 , considering all 100,000 simulations, it is possible to verify that the NCS with the proposed countermeasure is stable and the output of the plant does not present a stationary error -it always converges to the set point of 1 rad/s. In these aspects, from the control perspective, the proposed countermeasure presents the same performance as the non-switching controller. Also, the highlighted area indicates that the overshoots obtained with the countermeasure are not expressive, not exceeding 2.93% of the set point. However, due to the successive switchings, it is possible to verify in Fig. 12 that the settling time obtained with the proposed countermeasure is higher than the settling time obtained with the non-switching controller. With the nonswitching controller, the deterministic settling time of the plant is 2.4s. On the other hand, with the switching controller, the settling time t s of the plant is stochastic and depends on the random sequence of dwell times occurred before achieving t s . The settling times of all 100,000 simulations using the switching controller are represented in the histogram shown in Fig. 13 . The minimum and maximum settling times are 2.88s and 6.42s, respectively, and the mean is 4.2827s ± 0.0146s, with a confidence interval of 95%. It indicates that, regarding the settling time, the proposed countermeasure is less efficient than the non-switching controller.
It is worth mentioning that Fig. 12 exemplifies the behavior of the proposed countermeasure and compare its performance with the performance of an NCS with a non-switching controller. From this figure, it is possible to observe a behavioral profile that allows the evaluation of characteristics such as overshoot, settling time and stability. Regarding the latter, the stability of systems based on the average dwell time technique can be verified by the theory proposed in [38] , which demonstrates the feasibility of the proposed countermeasure in terms of stability.
Note in Fig. 12 that the random switching rule adds to the system a variable (however, controlled and stable) behavior, which could reduce the ability of a human observer to detect slight manipulations caused by a physically covert attack. However, it is noteworthy that when an attacker designs a physically covert attack, as a premise, he/she does not aim to explore or manipulate physical behaviors that are easy to be noticed by a human observer. Instead of this, the attacker would manipulate physical behaviors that are not accurately perceived by a human observer. In this case, it is reasonable to consider that the variations caused by the switching controller will not significantly contribute for the poor perception of malicious and covert interferences that would naturally not be perceived by a human observer (even when a non-switching controller is used).
From the control perspective, the performance of the proposed countermeasure is satisfactory and, with the results presented in Section 5.1, indicates the feasibility of meeting both Objectives I and II, simultaneously. In the simulations of this section, the control provided by the switching controller presents a performance similar to the performance of the non-switching controller. The primary requirement of Objective I -i.e. stability -is met and the overshoots caused by the countermeasure, with the specified configurations, are not expressive. However, the simulations indicate an increase of the settling time of the plant, which may not be an issue, but have to be analyzed in the face of the specific process being controlled. In this sense, the results denote the existence of a tradeoff between hindering the identification attack and increasing the settling time of the system, which must be taken into account when deciding for using this countermeasure.
Impact in the controlled data injection attack
Consider that the attacker was not dissuaded by the uncertainties caused by the proposed countermeasure in the identification of the controller. Doing so, the aim of this section is to evaluate the impact of the proposed countermeasure in the design of an SD-Controlled Data injection attack.
The SD-Controlled Data Injection attack simulated in this section also aims to cause an overshoot of 50% in the rotational speed of the DC motor defined by (6) , such as the attack described in Section 3.3. According to Section 3.2, to perform an SD-Controlled Data Injection attack, the attack function M(z) must be designed based on the models of the plant and its controller.
As discussed in Section 4, the identification of the plant's transfer function G(z) is not impacted by the use of the switching controller. So, the same G(z) estimated in Section 3.3 (with a non-switching controller) is used in this section to design M(z). Specifically, the coefficients used for G(z) are the mean estimated coefficients shown in Table 2 for 0% of sample loss (which is the most accurate estimated model of G(z)). Regarding the model of the controller, as described in [12] , M(z) is designed considering the mean of the coefficients estimated for the switching controller. Then, performing a root locus analysis, the attacker designs the attack function (10) , to make the system underdamped with a peak of rotational speed 50% higher than its steady state speed. It is worth mentioning that the aim of Fig. 14 is not to evaluate the stability of the proposed system after the execution of the SD-Controlled Data Injection attack (although in these simulations this system remained stable even after the execution of M(z)). The aim of Fig. 14 is to demonstrate that, with the proposed countermeasure, the interference produced by the attacker is not what he/she intended with the mentioned Data Injection attack. Note that, the actual responses of the plant are significantly different from the response that the attacker expects to obtain with the SD-Controlled Data Injection attack. These results are in contrast to the results achieved in the NCS with the non-switching controller, where the attack was accurate and executed exactly what was planned by the attacker, as shown in Section 3.3. With the proposed countermeasure, the maximum overshoot achieved by the plant was 10.12% (instead of the desired 50%). Notwithstanding, the highlight of these simulations is the fact that, with the proposed countermeasure, the information provided by the Passive System Identification attack is not useful to support the design covert/model-dependent attacks. This inaccurate information may lead the attacker to cause unpredictable results in the system, which may either be ineffective (not causing the desired degradation on the plant) or extreme (reducing the physical or cybernetic covertness of the attack). This analysis is consistent with the reasoning provided in Section 5.1. It demonstrates that when the NCS is endowed with the proposed countermeasure, the attacker must hesitate to launch a covert/model-dependent attack due to the inaccuracy of the Passive System Identification attack.
Note that the countermeasure proposed in this paper aims to mitigate the Passive System Identifications attacks when the attacker is trying to obtain information about the control functions of the NCS. Consequently, it prevents the use of accurate information about these control functions in the design of a covert/model-dependent attack (such as a data injection attack in the forward stream of an NCS aiming to cause an overshoot or a steady state error). For instance, in an SD-Controlled Data Injection attack performed in the forward stream of the NCS, the attacker cannot cause a steady state error by just adding a step signal to u(k), because the PI control functions will adjust the control signal to bring y(k) back to 1 rad/s. Adding a ramp signal to u(k) can cause a steady error in y(k) for a while. However, it may not be a good strategy for the attacker, because at some time the controller and u(k) will saturate, leading the plant to extreme behaviors (which is not desired if the attacker aims a physically covert attack). The alternative to cause a steady state error through the manipulation of the forward stream is to implement the attack function M(z) exemplified in [12] which, to be designed, requires the knowledge about the controller and plant. Without the knowledge about the coefficients of the numerator of the PI control function, for example, the gain of M(z) cannot be adjusted to cause the exact steady deviation of y(k) that the attacker intends to cause. This makes the attack described in [12] model-dependent and, in this case, the countermeasure herein proposed is useful to hinder the attacker from obtaining the knowledge about the control functions of the NCS. On the other hand, in a system with an unitary feedback, it is possible to manipulate the steady state error of the plant by injecting data in the feedback stream, even when the attacker does not know the models of the plant and the controller. In this case, the manipulation of y(k) can be interpreted as the direct manipulation of set point r(k), which determines the steady state of the system. This attack, performed in the feedback stream is an example of data injection attack that is not modeldependent and, thus, should be mitigated by an additional countermeasure (complementary to the countermeasure proposed in this paper).
Conclusion
In this work, a randomly switching controller is proposed as a countermeasure for the Passive System Identification attack [12] , in case of failure of other conventional security mechanisms -such as encryption, network segmentation and firewall policies. The simulations demonstrate that this countermeasure is capable to mitigate the mentioned attack, making the model obtained by the attacker imprecise and ambiguous. At the same time, the simulations demonstrate that the performance of the proposed countermeasure is satisfactory from the control perspective. Considering the control aspects, in general, the proposed countermeasure presents a performance similar to the performance of a non-switching controller, with an increase in the system's settling time. Therefore, when deciding for using this countermeasure, it must be considered the existence of a tradeoff between mitigate the identification attack and increase the settling time of the system -which, depending on the plant, is not necessarily a drawback.
As future work, we plan to evaluate the performance of this countermeasure when mitigating other system identification attacks/algorithms. Also, we encourage the development of a heuristic or an analytical method capable to provide control functions and switching rules that maximize the performance of the countermeasure in both mentioned objectives: comply with the plant's control requirements; and hinder the identification process.
Endnotes
1 de Sa et al. [12] is an extended version of [13] . 2 The Passive System Identification attack was originally referred, in [12] , as System Identification attack. However, with the introduction of the Active System Identification attack in [17] , its designation was reviewed to Passive System Identification attack, in order to evince the differences between the two attacks.
