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Introduction
Les propriétés statistiques des systèmes dynamiques déterministes autonomes uniformé-
ment dilatants sont de nos jours relativement bien comprises, des plus élémentaires, avec
l’existence d’une mesure de probabilité invariante et absolument continue [99, 26, 129], la
décroissance exponentielle des corrélations et les théorèmes limites [66, 79, 127], jusqu’au
plus raffinées, avec les lemmes dynamiques de Borel-Cantelli [41, 95], les versions presque
sures des théorèmes limites [38] ou les inégalités de concentration [44, 39]. La démonstration
de la plupart de ces résultats s’appuie sur un même dénominateur commun : l’existence d’un
trou spectral pour l’opérateur de transfert du système, sur un espace fonctionnel convenable-
ment choisi. Les livres de Boyarsky et Gora [27], de Baladi [19] et de Hennion et Hervé [76]
présentent une élégante synthèse de cette approche, ainsi que de nombreuses perspectives
historiques. Néanmoins, la situation est comprise de façon bien moins satisfaisante pour les
systèmes dynamiques aléatoires ou non autonomes.
Systèmes dynamiques aléatoires
Un système dynamique aléatoire peut être vu comme une composition aléatoire d’appli-
cations agissant sur un même espace X, où les applications sont choisies selon un processus
stationnaire. Lorsque ce processus consiste en une suite indépendante et identiquement distri-
buée d’applications, on obtient une chaîne de Markov d’espace d’états X. Plus précisément,
si (Ω,P) est un espace probabilisé, et Tω : X → X, ω ∈ Ω, est une famille d’applications telle
que (ω, x) 7→ Tωx est mesurable, on peut définir une chaîne de Markov (Zn) par{
Z0 ∼ µ
Zn+1 = Tωn+1(Zn),
où (ωn) est une suite iid de variables aléatoires à valeurs dans Ω, de loi commune P, et µ est
une mesure de probabilité quelconque sur X. Cette dernière sera dite stationnaire si Zn est
distribuée selon µ pour tout n. On s’intéressera aux orbites aléatoires (Tωn . . . Tω1x), où x est
choisi aléatoirement suivant la loi µ, et les ωk sont choisis aléatoirement et indépendamment
suivant la loi P. On notera par la suite T nω = Tωn . . . Tω1 pour une suite ω = (ω1, ω2, . . .). Le
cas d’un processus iid a été étudié de façon intensive dans le livre de Kifer [91], tandis que le
cas général est abordé dans le livre d’Arnold [8].
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L’étude des systèmes dynamiques aléatoires est nécessaire dans la plupart des applications
physiques concrètes, où il est très peu vraisemblable qu’une même application soit itérée au
cours du temps, et où il est plus réaliste que des applications différentes, mais toutes très
proches d’une application donnée, soient composées aléatoirement. Ce sujet des perturba-
tions stochastiques est très bien traité dans le livre de Kifer [92]. Les systèmes dynamiques
aléatoires apparaissent aussi naturellement dans l’étude des systèmes de particules sur un
réseau, où sur un seul site, la particule est assujettie à une dynamique déterministe locale,
mais peut sauter d’un site à un autre aléatoirement, voir [97, 139].
Lorsque le système est contractant en moyenne, l’opérateur de transition de la chaîne de
Markov admet un trou spectral sur un espace de fonctions régulières, ce qui permet d’en
déduire les théorèmes limites, comme c’est par exemple le cas dans [76, 77]. Inversement, si
le système est dilatant en moyenne, comme ce sera le cas pour les systèmes considérés dans
cette thèse, l’opérateur de transition est de nature singulière et il devient nécessaire d’étudier
les propriétés spectrales de son préadjoint, qui peut être interprété comme la moyenne des
opérateurs de transfert des applications Tω.
En suivant cette approche, l’existence d’une mesure stationnaire absolument continue par
rapport à la mesure de Lebesgue a d’abord été examinée par Pelikan [122] et Morita [115] pour
des système unidimensionnels, et dans la thèse de Hsieh [81] pour le cas multidimensionnel.
La littérature concernant les théorèmes limites est assez vaste. Il doit d’abord être remarqué
que pour les systèmes aléatoires, les théorèmes limites se divisent en deux catégories : d’une
part, les résultats de type annealed, où l’aléa porte à la fois sur le choix de la condition
initiale et le choix des applications itérées, et les résultats de type quenched, où l’aléa porte
seulement sur le choix de la condition initiale, et qui sont valides pour presque tout choix des
applications itérées.
Les théorèmes limites annealed découlent de l’analyse spectrale de l’opérateur de transfert
en moyenne, généralisant ainsi l’approche utilisée pour les systèmes déterministes. Dans cette
direction, on peut citer les articles de Baladi [18], Baladi et Young [16], Ishitani [84] ou la thèse
de Tümel [139]. Les résultats de type quenched sont généralement plus difficiles à démontrer.
La décroissance quenched des corrélations a été étudiée grâce aux cônes de Birkhoff dans
[17, 34, 94], tandis qu’un théorème de la limite centrale et une loi du logarithme itéré quenched
sont démontrées par Kifer [93] à l’aide d’une approximation par des martingales. Ces résultats
concernent des processus stationnaires quelconques, non nécessairement iid, où l’existence
d’une mesure stationnaire absolument continue n’est plus assurée. Dans le cadre iid, on peut
citer les articles [10, 11] sur les automorphismes aléatoires du tore, ainsi qu’un récent travail
de Stenlund et Sulku [135], où une décroissance exponentielle quenched des corrélations et un
principe d’invariance presque sure annealed sont démontrés pour des applications aléatoires
lisses dilatantes du cercle, par la méthode du couplage.
Dans cette thèse, on établit un cadre fonctionnel abstrait, qui englobe de nombreux sys-
tèmes aléatoires dilatants en dimension 1 et supérieure, sous lequel les théorèmes limites
annealed sont vérifiés. On résume ces résultats dans le théorème suivant, et on renvoie au
chapitre 1 pour les hypothèses exactes sur l’espace de Banach B, la classe d’observables B0
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ainsi que la signification précises des termes "trou spectral" et "apériodicité". On mentionnera
seulement que ce théorème s’applique pour des observables à variation bornée, dans le cas
d’une famille finie d’applications dilatantes et C2 par morceaux, qui possède la propriété du
recouvrement aléatoire, c’est-à-dire que tout intervalle non trivial recouvrira l’espace tout
entier avec probabilité non nulle en un temps fini.
Théorème. Soit {Tω}ω∈Ω un système dynamique aléatoire. On suppose que l’opérateur de
transfert en moyenne du système, défini par rapport à une mesure de référence m, admet un
trou spectral sur un espace de Banach B ⊂ L1(m) qui satisfait à certaines hypothèses. Alors :
1. Mesure stationnaire : il existe une unique mesure de probabilité µ stationnaire et abso-
lument continue par rapport à m, et sa densité appartient à B ;
2. Décroissance des corrélations : il existe 0 < θ < 1 et C > 0 telles que pour tout f ∈ B0,
tout g ∈ L∞(m) et tout n ≥ 1 :∣∣∣∣∫ΩN
∫
X
f(x)g(T nω x)dµ(x)dP⊗N(ω)−
∫
X
f dµ
∫
X
g dµ
∣∣∣∣ ≤ Cθn‖f‖B0‖g‖L∞m ,
pour une certaine classe d’observables B0.
Soit ϕ ∈ B0 borné et à valeurs réelles. On pose Sn(ω, x) = ∑n−1k=0 ϕ(T kωx). On a :
3. Théorème de la limite centrale : il existe σ2 ≥ 0, appelée variance asymptotique de ϕ,
telle que
Sn − n ∫X ϕdµ√
n
=⇒ N (0, σ2),
en loi sous la probabilité P⊗N ⊗ µ, et σ2 = 0 si et seulement si ϕ est un cobord L2
aléatoire, c’est-à-dire si et seulement si il existe ψ ∈ L2(µ) tel que ϕ = ψ − ψ ◦ Tω,
µ-presque partout, pour P-presque tout ω ∈ Ω ;
4. Inégalité de Berry-Esséen : si σ2 > 0, il existe C > 0 telle que pour tout n ≥ 1 et tout
t ∈ R, ∣∣∣∣∣P⊗N ⊗ µ
(
Sn − n ∫X ϕdµ√
n
≤ t
)
− 1
σ
√
2pi
∫ t
−∞
e−
u2
2σ2 du
∣∣∣∣∣ ≤ C√n ;
5. Principe des grandes déviations : si σ2 > 0, alors il existe 0 > 0 et une fonction taux
c :]− 0,+0[→ [0,+∞[ strictement convexe, ne s’annulant qu’en 0, telle que pour tout
0 <  < 0,
lim
n→∞
1
n
logP⊗N ⊗ µ
(
Sn − n
∫
X
ϕdµ > n
)
= −c();
6. Théorème de la limite locale : si σ2 > 0 et si ϕ est apériodique, alors pour tout intervalle
I ⊂ R borné, on a
lim
n→∞ sups∈R
∣∣∣∣∣σ√nP⊗N ⊗ µ
(
s+ Sn − n
∫
X
ϕdµ ∈ I
)
− 1√
2pi
e−
s2
2nσ2 |I|
∣∣∣∣∣ = 0;
9
7. Principe d’invariance presque sure : Pour tout λ > 14 , quitte à élargir l’espace de pro-
babilité, il existe une suite (Yn) de variables aléatoires iid, suivant la loi N (0, σ2), telle
que ∣∣∣∣∣Sn −
n−1∑
k=0
Yk
∣∣∣∣∣ = o(nλ), p.s.
Ces théorèmes limites sont pour la plupart démontrés à l’aide de la méthode perturbative
de Nagaëv, telle que détaillée dans [76]. Le principe d’invariance presque sure est un renfor-
cement important du théorème de la limite centrale, et a de nombreuses conséquences, parmi
lesquelles on peut trouver la loi du logarithme itéré, les versions fonctionnelles et presque sure
du théorème de la limite centrale, ... On démontrera celui-ci par la méthode spectrale déve-
loppée par Gouëzel [64]. Par un argument fondé sur le lemme de Borel-Cantelli, on établira
une borne supérieure quenched pour le principe des grandes déviations, mais la question de
savoir si le principe des grandes déviations quenched au sens propre est valable reste ouverte.
Changeant notre approche, on adaptera la méthode d’approximation par des martingales,
due à Gordin [59], et on donnera une preuve alternative du théorème de la limite centrale
annealed. Cela nécessitera l’introduction d’un système déterministe de nature symbolique,
pour lequel la procédure standard d’approximation par des martingales pourra être appliquée.
L’ingrédient clé de la démonstration ici sera la décroissance annealed des corrélations qui nous
permettra de montrer que les sommes de Birkhoff aléatoires peuvent être exprimées comme
somme d’une martingale inversée et d’un cobord. Le théorème de la limite centrale découle
alors immédiatement du résultat analogue pour les martingales.
On considèrera ensuite les lemmes dynamiques de Borel-Cantelli, ainsi que des inégalités
de concentration annealed, qui seront présentés plus loin dans l’introduction.
En important une technique issue du domaine des marches aléatoires en environnement
aléatoire, Ayyer, Liverani et Stenlund [11] ont démontré un théorème de la limite centrale
quenched pour les automorphismes aléatoires du tore. Leur démarche consiste à établir l’exis-
tence d’un trou spectral à la fois pour le système initial, et pour un système dit "doublé"
agissant sur X2 via les applications Tˆω(x, y) = (Tωx, Tωy), et dirigé par le même processus
aléatoire donné par (Ω,P) pour le choix des applications. L’introduction de ce système dou-
blé permet de démontrer un théorème de la limite centrale quenched pour des sous-suites
convenables par un argument de type Borel-Cantelli, et le principe de grandes déviations
permet d’estimer l’erreur entre deux termes consécutifs de la sous-suite. Malheureusement,
cette méthode nécessite une relation précise entre la variance asymptotique de l’observable
considéré et celle d’un observable auxiliaire défini sur le système doublé. Cette relation est
aisée à démontrer lorsque toutes les applications préservent une mesure commune, mais est
plus difficile à établir, et peut-être même fausse, dans le cas général. Dans cette thèse, on
montrera que l’argument de [11] peut être appliqué aux systèmes unidimensionnels dilatants,
et on donnera une condition concrète nécessaire et suffisante pour démontrer la condition
requise pour la variance :
Théorème. Soit {Tω}ω∈Ω une famille finie d’applications dilatantes et C2 par morceaux
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sur [0, 1]. On suppose que le système possède la propriété de recouvrement, et on note µ
l’unique mesure stationnaire absolument continue par rapport à Lebesgue. Soit ϕ : [0, 1]→ R
à variation bornée. Alors ϕ satisfait le théorème de la limite centrale quenched, c’est-à-dire∑n−1
k=0 ϕ(T kωx)− n
∫
X ϕdµ√
n
=⇒ N (0, σ2),
sous la probabilité µ, pour P⊗N-presque tout ω, où σ2 est la variance asymptotique annealed
de ϕ, si et seulement si
lim
n→∞
1
n
∫
ΩN
[
n−1∑
k=0
(∫
X
ϕ(T kωx)dµ(x)−
∫
X
ϕdµ
)]2
dP⊗N(ω) = 0.
On donnera aussi un exemple où les applications préservent toutes la mesure de Lebesgue,
mais ne sont pas toutes linéaires par morceaux, et où le théorème de la limite centrale
quenched est vérifié.
Systèmes dynamiques non-autonomes
Les systèmes dynamiques non-autonomes, aussi appelés systèmes séquentiels, consistent
en une composition de différentes applications d’un espaceX dans lui même, et correspondent
à des dynamiques où la loi d’évolution change au cours du temps, éventuellement de façon
très lente. Si Tn : X → X est une suite d’applications, on définit l’orbite de x par (Tn . . . T1x),
et on notera par la suite T n1 = Tn . . . T1. De tels systèmes ont été étudiés soit d’un point de
vue topologique, avec par exemple l’introduction de la notion d’entropie topologique [98] et
du chaos de Devaney [40], ou du point de vue de la théorie ergodique : [21] a développé les
notions d’ergodicité et de mélange, et [89] a défini l’entropie métrique.
Il est important de remarquer que, en général, il n’existe pas de mesure invariante com-
mune à toutes les applications Tn, bien que l’on dispose souvent d’une mesure de probabilité
naturelle m sur l’espace, telle que la mesure de Lebesgue, permettant de définir des processus
aléatoires (ϕ ◦ T n1 ) à partir d’un observable ϕ : X → R. Néanmoins, ces processus sont non-
stationnaires, du fait que la mesure ne soit pas invariante, et que les applications changent
avec le temps, ce qui ajoute des difficultés à leur étude.
Il est à noter que l’étude des propriétés statistiques des systèmes non-autonomes pré-
sente de nombreuses similarités avec l’étude des propriétés quenched des systèmes aléatoires,
la différence majeure étant qu’un résultat quenched donne des informations pour presque
toute suite d’applications, mais ne permet pas de discriminer si une suite particulière vérifie
la propriété ou non, tandis qu’un résultat sur les systèmes non-autonomes cible une suite
particulière, au prix d’hypothèses renforcées.
Jusqu’à présent, la compréhension des propriétés statistiques des systèmes séquentiels
reste très incomplète, et l’accent a été principalement mis sur le phénomène de perte de
mémoire, qui est une généralisation de la notion classique de décroissance des corrélations :
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si on démarre de deux densités de probabilité, toutes deux appartenant à une même classe
de fonctions régulières, celles-ci vont s’attirer mutuellement sous l’effet de la dynamique si
le système est suffisamment mélangeant. Ceci conduit à l’idée que l’ensemble des densités
lisses sont attirées indifféremment par la même cible mobile dans l’espace des densités, d’où
le terme de perte de mémoire.
Une question naturelle est alors d’étudier à quelle vitesse cette perte de mémoire a lieu.
De nombreux travaux ont été consacrés à cette question. Parmi eux, on peut citer [121] pour
les applications lisses dilatantes, [121] et [46] pour les applications dilatantes par morceaux en
dimension 1, [68] pour les applications dilatantes par morceaux en dimension supérieure, [133]
pour les difféomorphismes d’Anosov en dimension 2, [134] pour les billards avec diffuseurs
convexes et [114] pour les systèmes ouverts en dimension 1.
On remarque que jusqu’à maintenant, ce problème a été examiné uniquement pour des sys-
tèmes présentant une dilatation (et éventuellement une contraction) uniforme, pour lesquels
la vitesse de perte de mémoire est exponentiellement rapide. Dans cette thèse, on analysera
un modèle constitué d’applications intermittentes de l’intervalle X = [0, 1] : celles-ci sont
uniformément dilatantes partout, hormis en 0 où elles ont un point fixe neutre en commun.
Plus précisément, pour 0 < α < 1, on définit Tα : [0, 1]→ [0, 1] par
Tα(x) =

x+ 3
α
21+αx
1+α si 0 ≤ x < 23
3x− 2 si 23 ≤ x ≤ 1.
On est alors en mesure de montrer que la perte de mémoire pour la composition d’applications
de ce type est polynomiale :
Théorème. Soit 0 < α < 1. Alors, pour toute suite (βn) avec 0 < βn ≤ α, on a, en notant
T n1 = Tβn . . . Tβ1, pour tout φ, ψ de classe C1 avec
∫
X φ dm =
∫
X ψ dm et tout ϕ ∈ L∞(m) :
∣∣∣∣∫
X
φ(x)ϕ(T n1 x) dm(x)−
∫
X
ψ(x)ϕ(T n1 x) dm(x)
∣∣∣∣ ≤ C (log n)
1
α
n
1
α
−1 F(‖φ‖C1 + ‖ψ‖C1)‖ϕ‖L∞m
pour une certaine constante C > 0 et une fonction affine F : R→ R.
La démonstration de ce résultat est basée sur la technique de perturbation stochastique
introduite par Liverani, Saussol et Vaienti [104], et qui consiste à perturber le système aléa-
toirement afin de "détruire" le point fixe neutre, de telle sorte à retrouver un système qui
mélange exponentiellement, et ensuite à estimer l’erreur commise en remplaçant le système
initial par le système perturbé.
Au-delà de la perte de mémoire, seul le théorème de la limite centrale a été réellement
étudié pour les systèmes séquentiels, avec [14, 15] pour certaines classes d’applications hyper-
boliques, et [74, 119, 46] pour des applications uniformément dilatantes en dimension 1. Il est
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intéressant de remarquer que [46] étudie aussi la loi des grands nombres et les lemmes dyna-
miques de Borel-Cantelli. On peut aussi citer le récent travail [72] sur le principe d’invariance
presque sure.
Malgré cette pauvreté relative de la littérature sur les théorèmes limites pour les systèmes
non-autonomes, comme rappelé par Stenlund [133], la majorités des propriétés statistiques des
systèmes dynamiques non-stationnaires peuvent être étendues aux systèmes non-stationnaires
suffisamment chaotiques. Suivant cette philosophie, on s’intéressera dans cette thèse aux
inégalités de concentration pour les systèmes séquentiels.
Inégalités de concentration
Les inégalités de concentration sont une généralisation des inégalités de grandes déviations
à des fonctionnelles non additives. Plus précisément, leur intérêt fondamentale est d’estimer
la probabilité qu’une variable aléatoire de la forme Yn = K(Z0, . . . , Zn−1) dévie de son espé-
rance, pour des processus (Zn) suffisamment indépendants et des fonctionsK assez régulières,
bien que la dépendance donnée par K puisse être compliquée ou implicite. Il est assez courant
de supposer le processus (Zn) à valeurs dans un espace métrique (X, d) et de considérer des
fonctions K : Xn → R séparément Lipschitz, c’est-à-dire telles que les quantités
Lipi(K) = sup
x0,...,xi,x˜i,...,xn−1
|K(x0, . . . , xi, . . . , xn−1)−K(x0, . . . , x˜i, . . . , xn−1)|
d(xi, x˜i)
soient finies pour tout i = 0, . . . , n − 1. On dira alors qu’un processus (Zn) satisfait une
inégalité de concentration exponentielle s’il existe C > 0 telle que
E(eK(Z0,...,Zn−1)−E(K(Z0,...,Zn−1))) ≤ eC
∑n−1
i=0 Lip
2
i (K),
pour tout n ≥ 1 et toute fonction K séparément Lipschitz, ce qui entraine
P(K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1)) > t) ≤ e
− Ct2∑n−1
i=0 Lip
2
i
(K) ,
pour tout t > 0 et une constante C éventuellement différente. Il est important de noter que
ces inégalités sont non-asymptotiques, car valables pour tout n ≥ 1 fini, contrairement au
principe des grandes déviations, mais qu’à la différence de celui-ci, elles ne donnent pas de
bornes asymptotiques optimales.
Ces inégalités ont trouvé de multiples applications dans des domaines aussi variés que les
statistiques, la géométrie des espaces de grande dimension, les mathématiques discrètes, les
graphes aléatoires, l’analyse probabiliste des algorithmes, ... On renvoie à [25, 100, 110, 111]
pour une présentation précise et élégante de ce sujet dans un cadre purement probabiliste.
Les inégalités de concentration ont été introduites dans le contexte des systèmes dyna-
miques par Collet, Martinez et Schmitt [44], qui ont démontré une telle inégalité pour des
applications uniformément dilatantes de l’intervalle. Plus exactement, ils ont établi que si
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T est une application de classe C2 par morceaux, uniformément dilatante et topologique-
ment mélangeante de [0, 1], alors le processus (T n), défini sur l’espace probabilisé ([0, 1], µ),
où µ est l’unique probabilité T -invariante et absolument continue, satisfait une inégalité de
concentration exponentielle, à condition que la densité de µ soit bornée inférieurement loin
de 0.
Un nombre important de travaux ont alors suivi [35, 36, 39], visant essentiellement à
étendre ce résultat à des systèmes non uniformément dilatants ou hyperboliques, avec éven-
tuellement des inégalités de concentration polynomiale plus faibles. Une description relative-
ment complète de la situation pour les systèmes modélisés par une tour de Young avec une
queue des temps de retour exponentielle ou polynomiale est donnée par Chazottes et Gouëzel
[39], et complétée par Gouëzel et Melbourne [65].
Dans cette thèse, on démontrera une inégalité de concentration pour la classe de systèmes
séquentiels considérée par Conze et Raugi [46]. Ces systèmes consistent en une composition
d’applications C2 par morceaux et uniformément dilatantes de l’intervalle, qui admettent
une perte de mémoire exponentielle pour la norme BV. On renvoie aux chapitres 2 et 3 pour
l’énoncé précis et la signification des hypothèses.
Théorème. Soit (Tn)n un système séquentiel sur [0, 1], constitué d’applications de classe C2
par morceaux, uniformément dilatantes, et qui satisfont certaines conditions techniques non
restrictives. On suppose que le système admet une perte de mémoire exponentielle pour la
norme BV et que la densité de la mesure de Lebesgue, sous l’effet de la dynamique, reste
uniformément bornée loin de 0. Alors le processus (Zn) défini sur ([0, 1],m) par Zn(x) = T n1 x
satisfait une inégalité de concentration exponentielle.
Pour les systèmes dynamiques aléatoires, il semble n’exister jusqu’à présent aucun résultat
sur le phénomène de concentration, hormis le travail de Maldonado [106] portant sur le bruit
observationnel. Dans cette thèse, on démontrera une inégalité de concentration annealed pour
des systèmes aléatoires dilatants de l’intervalle.
Théorème. Soit {Tω}ω∈Ω une famille finie d’applications de classe C2 par morceaux et uni-
formément dilatantes sur [0, 1]. On suppose que le système aléatoire possède la propriété de
recouvrement, et on note µ l’unique probabilité stationnaire et absolument continue. Alors le
processus (Zn) défini sur (ΩN × [0, 1],P⊗N ⊗ µ) par Zn(ω, x) = T nω x satisfait une inégalité de
concentration exponentielle.
La démonstration de ces deux résultats s’appuie sur la méthode des différences bornées de
McDiarmid [110, 111], qui consiste à exprimer la variable aléatoire K(Z0, . . . , Zn−1) comme
une martingale, et à estimer ses incréments en vue d’appliquer l’inégalité de Azuma-Hoeffding.
On décrira aussi des applications de ces deux résultats à la convergence de la mesure em-
pirique, à l’approximation des orbites ainsi qu’à la version presque sure du théorème de la
limite centrale.
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Lemmes dynamiques de Borel-Cantelli
Soit (X,T, µ) un système dynamique où µ est une probabilité T -invariante et ergodique.
Par ergodicité, pour tout ensemble mesurable A avec µ(A) > 0, µ-presque tout x ∈ X vérifie
T nx ∈ A infiniment souvent. On peut chercher à généraliser cette propriété à une suite
d’ensembles (An). On dira qu’une suite d’ensembles mesurables (An) avec
∑
n µ(An) = ∞
vérifie la propriété de Borel-Cantelli si µ-presque tout x ∈ X satisfait T nx ∈ An infiniment
souvent. Le nom de cette propriété se justifie car il s’agit de la réciproque du lemme de
Borel-Cantelli classique en théorie des probabilités appliqué aux événement (T−n(An)). Cette
question est particulièrement intéressante lorsque An est une suite de boules rétrécissant
autour d’un point x0 ∈ X, et partage alors de nombreuses relations avec les notions de
récurrence. Une version quantitativement plus précise de cette propriété s’énonce de la façon
suivante : on dira que la suite (An) vérifie la propriété forte de Borel-Cantelli si∑n−1
k=0 1Ak(T kx)∑n−1
k=0 µ(Ak)
→ 1,
pour µ-presque tout x ∈ X.
Dans le cadre des systèmes dynamiques uniformément hyperboliques, ces questions ont
pour la première fois été abordées par Philipp [123], Kleinbock et Margulis [96], Chernov et
Kleinbock [41], et par Dolgopyat [50] pour des systèmes partiellement hyperboliques. Plus
récemment, des lemmes dynamiques de Borel-Cantelli ont été démontrés pour certains sys-
tèmes non-uniformément dilatants, avec par exemple les travaux de Kim [95], Gouëzel [63],
Gupta, Nicol et Ott [67] ou Haydn, Nicol, Persson et Vaienti [70]. La clé de toutes ces dé-
monstrations réside dans un contrôle suffisant de la décroissance des corrélations pour les
fonctions indicatrices.
Dans cette thèse, on démontrera des lemmes dynamiques de Borel-Cantelli pour des sys-
tèmes aléatoires, ce qui n’avait pas été considéré auparavant. On énonce ici un théorème en
dimension 1, bien que l’on démontre un résultat général valable en toute dimension :
Théorème. Soit {Tω}ω∈Ω une famille finie d’applications de classe C2 par morceaux et uni-
formément dilatantes sur [0, 1]. On suppose que le système aléatoire possède la propriété de
recouvrement, et on note µ l’unique probabilité stationnaire et absolument continue. Soit (In)
une suite d’intervalles telle que ∑n µ(In) = ∞. Alors, pour µ-presque tout x ∈ X et P⊗N-
presque tout ω ∈ ΩN, ∑n−1
k=0 1Ik(T kωx)∑n−1
k=0 µ(Ik)
→ 1.
Ce résultat peut être interprété comme une extension de la loi des grands nombres, et il
est alors naturel d’étudier la nature des fluctuations dans cette convergence. Il s’avère que
dans de nombreux cas, on peut démontrer un théorème de la limite centrale en adaptant la
démonstration de [71] et [46] :
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Théorème. On conserve les mêmes hypothèses qu’au théorème précédent, et on suppose
de plus que (log n)µ(In) → 0. Alors Snan ⇒ N (0, 1) en loi sous la probabilité P⊗N ⊗ µ, où
Sn(ω, x) =
∑n−1
k=0
(
1Ik(T kωx)− µ(Ik)
)
, et a2n →∞ est la variance de Sn.
On s’intéressera aussi aux lemmes de Borel-Cantelli pour l’induction de Rauzy-Veech-
Zorich. Cette application, qui intervient naturellement dans l’étude des échanges d’intervalles
et du flot de Teichmüller, peut être vue comme une généralisation multidimensionnelle de
l’algorithme de développement en fractions continues. Ses propriétés statistiques ont fait
l’objet d’une attention importante récemment, avec la démonstration de la décroissance des
corrélations par Avila et Bufetov [9], du théorème de la limite centrale par Bufetov [32] et du
principe d’invariance presque sure par Pollicott [124] pour des observables Hölder.
En utilisant l’existence d’une tour de Young avec une queue des temps de retour expo-
nentielle, on sera en mesure de démontrer le résultat suivant. On renvoie au chapitre 4 pour
la définition de T1 et de la condition de Keane, qui est satisfaite pour presque tout point.
Théorème. Soit T1 l’induction de Rauzy-Veech-Zorich. Soit p∗ un point satisfaisant la condi-
tion de Keane. Alors toute suite de boules rétrécissant autour de p∗ vérifie la propriété forte
de Borel-Cantelli pour T1.
Grâce à la théorie du renouvellement pour les opérateurs, on étudiera aussi directement
la décroissance des corrélations pour T1 pour des fonctions caractéristiques, et on démontrera
un résultat semblable au précédent pour des suites non nécessairement décroissantes. On
présentera également des résultats sur les lois des valeurs extrêmes et les statistiques de
temps d’entrée et de retour pour T1.
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Chapitre 1
Théorèmes limites annealed et
quenched pour les systèmes
dynamiques aléatoires dilatants
Dans ce chapitre, on présentera des résultats sur les théorèmes limites pour les systèmes
aléatoires issus de l’article [3] écrit en collaboration avec Matthew Nicol et Sandro Vaienti,
et accepté pour publication dans Probability Theory and Related Fields. On définira d’abord
la notion de système dynamique aléatoire, avant de poser un cadre fonctionnel abstrait sous
lequel on démontrera de nombreux théorèmes limites annealed. On étudiera aussi les lemmes
dynamiques de Borel-Cantelli pour les systèmes aléatoires, et on discutera de la validité du
théorème de la limite centrale quenched pour les systèmes unidimensionnels.
1.1 Systèmes dynamiques aléatoires : cadre de travail
et exemples
1.1.1 Cadre abstrait
Soit (Ω˜, T˜ , P˜) un espace de probabilité, et θ : Ω˜ → Ω˜ une transformation qui préserve la
mesure P˜. Soit (X,A) un espace mesurable. Pour chaque ω ∈ Ω˜, on associe une transformation
Tω : X → X telle que l’application (ω, x) 7→ Tω(x) est mesurable. On s’intéresse alors aux
orbites aléatoires Tθnω ◦ . . . ◦ Tωx. On suppose que X est un espace polonais et que A est la
tribu borélienne associée.
On peut à présent définir la transformation produit-gauche associée au système aléatoire :
F : Ω˜×X → Ω˜×X est défini par F (ω, x) = (θω, Tωx). On dira qu’une mesure de probabilité
µ sur (X,A) est une mesure stationnaire si P˜⊗ µ est invariante par F .
La situation la plus courante est celle du cas i.i.d. : (Ω˜, T˜ , P˜) est alors un espace produit
dénombrable, c’est-à-dire Ω˜ = ΩN, T˜ = T ⊗N, P˜ = P⊗N et θ est le décalage à gauche. Si à
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chaque ω ∈ Ω est associé une application Tω sur X telle que (ω, x) 7→ Tω(x) est mesurable,
alors on pose Tω = Tω1 pour chaque ω ∈ Ω˜, avec ω = (ω1, ω2, . . .). Ce cas particulier rentre
bien dans le cadre détaillé précédemment. A partir de maintenant, on ne considèrera plus
que le cas i.i.d.
On a la caractérisation suivante des mesures stationnaires :
Lemme 1.1.1. Une mesure de probabilité µ sur (X,A) est stationnaire si et seulement si
µ(A) =
∫
Ω µ(T−1ω (A))dP(ω) pour tout A ∈ A.
Démonstration. L’invariance de P˜⊗µ par F est équivalente à P˜⊗µ(F−1(K×A)) = P˜(K)µ(A)
pour tout ensemble A ∈ A et K ∈ T˜ . Or, pour de tels ensembles, on a F−1(Ωˆ × A) =
{(ω, x) / ω ∈ θ−1(K), x ∈ T−1ω1 (A)}, et θ−1(K) = Ω×K. On a alors
P˜⊗ µ(F−1(K × A)) =
∫
θ−1(K)
µ(T−1ω1 (A))dP˜(ω)
=
∫
Ω
dP(ω1)
∫
K
dP˜(ω)µ(T−1ω1 (A))
= P˜(K)
∫
Ω
µ(T−1ω (A))dP(ω),
d’où le lemme.
De plus, si l’on pose Xn(ω, x) = Tθnω ◦ . . . ◦ Tωx, cela définit une chaîne de Markov d’espace
d’états (X,A) et d’opérateur de transition U(x,A) = P({ω /Tωx ∈ A}) pour tout x ∈ X et
A ∈ A. La probabilité µ est alors stationnaire pour le système aléatoire si et seulement si elle
est stationnaire pour la chaîne de Markov (Xn) dans le sens usuel.
On suppose à présent que (X,A) est muni d’une probabilité m telle que chaque transforma-
tion Tω est non-singulière par rapport à m, c’est-à-dire que m(T−1(A)) = 0 pour tout A ∈ A
tel que m(A) = 0. On s’intéresse à l’existence et aux propriétés des mesures stationnaires
absolument continues par rapport à m. Pour cela, on introduit les opérateurs de transfert et
de Koopman moyennés.
Comme chaque transformation Tω est non-singulière par rapport àm, l’opérateur de transfert
Pω et celui de Koopman Uω de Tω sont bien définis, et agissent respectivement sur L1(m)
et L∞(m). On rappelle ici brièvement leur définition, et on renvoie vers les livres de Baladi
[19] et de Boyarsky et Göra [27] pour de plus amples détails. L’opérateur de Koopman Uω
est défini par Uωf = f ◦ Tω pour tout f ∈ L∞(m). Son action sur les classes d’équivalence
modulo m de fonctions est bien définie grâce à la non-singularité. L’opérateur de transfert
Pω, appelé aussi opérateur de Perron-Frobenius, agit sur L1(m) de la façon suivante : pour
f ∈ L1(m), soit mf la mesure complexe vérifiant dmf = fdm. Alors Pωf est défini comme
étant la dérivée de Radon-Nikodym de (Tω)?mf = mf ◦ T−1ω par rapport à m. La principale
relation entre ces deux opérateurs est donnée par la formule de dualité∫
X
Pωf(x)g(x)dm(x) =
∫
X
f(x)Uωg(x)dm(x),
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qui est valable pour tout f ∈ L1(m) et g ∈ L∞(m).
On peut maintenant définir les versions moyennées de ces opérateurs : pour f ∈ L1(m)
et g ∈ L∞(m), on pose Pf(x) = ∫Ω Pωf(x) dP(ω) et Ug(x) = ∫Ω Uωg(x) dP(ω). L’opéra-
teur U ainsi défini coïncide avec l’opérateur de transition de la chaîne de Markov (Xn).
On remarque que pour tout n ≥ 0, on a P nf(x) = ∫Ω˜ Pωn . . . Pω1f(x)dP˜(ω) et Ung(x) =∫
Ω˜ Uω1 . . . Uωng(x)dP˜(ω). Par ailleurs, on vérifie aisément que U est l’opérateur dual de P ,
c’est-à-dire que ∫
X
Pf(x)g(x) dm(x) =
∫
X
f(x)Ug(x) dm(x)
pour tout f ∈ L1(m) et g ∈ L∞(m). L’une des propriétés fondamentales de l’opérateur P
est qu’il permet de caractériser les mesures stationnaires absolument continues : en effet, une
probabilité absolument continue est stationnaire si et seulement si sa densité est un point
fixe de P .
On va exiger que P admette de bonnes propriétés spectrales sur un certain espace de Banach.
Plus précisément, on suppose qu’il existe un espace de Banach (B, ‖.‖) inclus dans L1(m) tel
que :
(H1) l’injection de B dans L1(m) est compacte et d’image dense ;
(H2) les fonctions constantes appartiennent à B ;
(H3) pour tout f ∈ B, |f | et f¯ appartiennent B ;
(H4) B est invariant par P : P (B) ⊂ B, et P agit continument sur B ;
(H5) P vérifie une inégalité de Lasota-Yorke : il existe N ≥ 1, ρ < 1 et K ≥ 0 tels que
‖PNf‖ ≤ ρ‖f‖+K‖f‖L1m pour tout f ∈ B.
D’après le théorème de Hennion [75] (voir aussi la version antérieure de Ionescu-Tulcea et
Marinescu [83]), ces hypothèses entrainent que le rayon spectral essentiel de P vu comme
opérateur sur B est inférieur ou égal à ρ < 1. D’autre part, le rayon spectral de P sur B est
égal à 1 : en effet, l’inégalité de Lasota-Yorke implique que le rayon spectral de P est inférieur
ou égal à 1, et comme la mesure m, qui appartient au dual topologique de B, est un point
fixe de P ?, on en déduit que le rayon spectral de P est plus grand ou égal à 1, d’où l’égalité.
On en déduit que l’opérateur P est quasi-compact de type diagonal sur B (voir par exemple
[76]) et admet en particulier la décomposition spectrale suivante :
P =
∑
i
λiΠi +Q,
où les λi sont des valeurs propres de P de module 1, Πi sont des projecteurs de rang fini,
sur les espaces propres associés, Q est un opérateur borné avec un rayon spectral strictement
inférieur à 1. Ils satisfont
ΠiΠj = δijΠi, QΠi = ΠiQ = 0.
En particulier, P admet un nombre fini de valeurs propres isolées, de multiplicité finies, de
module 1, tandis que le reste du spectre est inclus dans un disque de rayon strictement
inférieur à 1.
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D’après le corollaire III.4 de [76], la suite hn = 1n
∑n−1
k=0 P
k1 converge dans B vers un élément
h ∈ B qui vérifie Ph = h, h ≥ 0 et ∫ hdm = 1. On en déduit donc l’existence d’une mesure
stationnaire absolument continue, dont la densité appartient à B.
Des arguments standards de Schaefer [131] montrent que l’ensemble des valeurs propres de
module 1 consiste en un nombre fini de groupes cycliques. On fait une hypothèse interdisant
la possibilité d’avoir du spectre périphérique autre que 1 :
(H6) 1 est une valeur propre (isolée) simple de P , et il n’y a pas d’autre valeur propre sur le
cercle unité.
Cette hypothèse entraine l’unicité de la mesure stationnaire absolument continue. On la
dénotera par µ, et sa densité par h.
Sous ces hypothèses, on peut démontrer que le système (Ω˜×X,F, P˜⊗ µ) est exact. On aura
besoin des deux lemmes suivants, dus à Morita [116, Lemme 3.2] :
Lemme 1.1.2. Soit L l’opérateur de transfert de F par rapport à la mesure P˜ ⊗ m. Pour
tout φ ∈ L1(m), on définit Φ(ω, x) = φ(x). Alors LΦ(ω, x) = Pφ(x), p.p.
Démonstration. Soit A ∈ A et Γ ∈ T˜ . On a∫
Γ×A
LΦ dP˜⊗m =
∫
1Γ×A ◦ F Φ dP˜⊗m =
∫
X
∫
Ω˜
1A(Tω1x)1Γ(σω)φ(x)dP˜(ω)dm(x)
= P˜(Γ)
∫
X
φ(x)U1A(x)dm(x)
=
∫∫
Γ×A
Pφ(x)dP˜(ω)dm(x),
d’où le lemme.
Lemme 1.1.3. Soit L l’opérateur de transfert de F par rapport à la mesure P˜ ⊗ m. Pour
tout φ ∈ L1(m) et tout ψ : Ωn → C mesurable et bornée, on définit
Φ(ω, x) = φ(x)ψ(ω1, . . . , ωn).
Alors LnΦ admet une version dans L1(m) : il existe χ ∈ L1(m) tel que LnΦ(ω, x) = χ(x)
p.p.
Démonstration. Soit A ∈ A et Γ ∈ T˜ . On a∫
Γ×A
LnΦ dP˜⊗m =
∫
1Γ×A ◦ F n Φ dP˜⊗m
=
∫
X
∫
Ω˜
1Γ(σnω)1A(T nω x)φ(x)ψ(ω1, . . . , ωn)dP˜(ω)dm(x)
= P˜(Γ)
∫
X
φ(x)
(∫
Ω˜
1A(T nω x)ψ(ω1, . . . , ωn)dP˜(ω)
)
dm(x)
=: P˜(Γ)ν(A).
20
On vérifie facilement que ν est une mesure complexe finie, et on a
|ν(A)| ≤ ‖ψ‖sup
∫
X
∫
Ω˜
1A(T nω x)dP˜(ω)|φ(x)|dm(x) = ‖ψ‖sup
∫
X
Un1A |φ| dm
= ‖ψ‖sup
∫
A
P n|φ| dm,
ce qui montre que ν est absolument continue par rapport à m. Il existe donc χ ∈ L1(m) tel
que ∫
Γ×A
LnΦ dP˜⊗m =
∫
Γ
∫
X
χ(x)dm(x)dP˜(ω),
pour tout A ∈ A et tout Γ ∈ T˜ , ce qui prouve le lemme.
Proposition 1.1.4. Le système (Ω˜×X,F, P˜⊗µ) est exact, et donc en particulier ergodique
et mélangeant.
Démonstration. Par les hypothèses (H1) à (H6), on sait que P n converge pour la norme d’opé-
rateur sur B vers Π le projecteur sur l’espace engendré par h donné par Π(f) = (∫X f dm)h.
Comme {P n−Π}n forme une famille équicontinue d’opérateurs sur L1(m) qui converge vers
0 sur le sous-espace dense B, on déduit que∥∥∥∥P nf − (∫
X
f dm
)
h
∥∥∥∥
L1m
→ 0
pour tout f ∈ L1(m). Soit à présent Φ ∈ L1(P˜⊗ µ) donné par
Φ(ω, x) = φ(x)ψ(ω1, . . . , ωk),
où φ ∈ L1(m) et ψ est mesurable bornée. D’après le lemme 1.1.3, il existe χ ∈ L1(m) tel
que LkΦ(ω, x) = χ(x) p.p. Par le lemme 1.1.2, on obtient que Ln+kΦ(ω, x) = P nχ(x) p.p.
Comme
∫
X χdm =
∫
Ω˜×X LkΦ dP˜ ⊗ m =
∫
Ω˜×X Φ dP˜ ⊗ m, on trouve que LnΦ converge vers(∫
Ω˜×X Φ dP˜⊗m
)
h pour la norme L1(P˜⊗m). Comme l’espace engendré par les Φ considérés
est dense dans L1(P˜⊗m), le même argument d’équicontinuité que précédemment montre que
cette convergence a lieu pour n’importe quel Φ ∈ L1(P˜ ⊗m). En particulier, LnΦ converge
vers 0 pour tout Φ d’intégrale nulle par rapport à P˜⊗m, ce qui montre que P˜⊗m est exacte
pour (Ω˜×X,F ), et termine la preuve puisque P˜⊗ µ P˜⊗m.
Dans de nombreux cas, les hypothèses (H4) et (H5) peuvent être déduites des hypothèses
correspondantes pour les opérateurs Pω si les constantes apparaissant dans les inégalités de
Lasota-Yorke sont uniformes vis-à-vis de ω. Néanmoins, il est possible de les établir lorsque
l’un des opérateurs Pω ne satisfait pas une inégalité de Lasota-Yorke (généralement lorsque
Tω n’est pas uniformément dilatante), comme on va le voir avec la classe d’exemples suivante.
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1.1.2 Applications dilatantes, lisses par morceaux, en dimension 1
On appellera application de Lasota-Yorke une application T : [0, 1]→ [0, 1] de classe C2 par
morceaux pour laquelle λ(T ) := inf |T ′| > 0. Son opérateur de transfert PT (par rapport à la
mesure de Lebesgue m) vérifie
PTf(x) =
∑
Ty=x
f(y)
|T ′(y)|
pour tout f ∈ L1(m). On va étudier les propriétés spectrales de PT sur l’espace des fonctions
à variation bornée, dont on rappelle la définition : une fonction f : [0, 1] → C est dite à
variation bornée si sa variation totale, définie par
Var(f) = sup
n−1∑
i=0
|f(xi+1)− f(xi)|,
où la borne supérieure est prises sur toutes les suites finies 0 = x0 < . . . < xn = 1, est finie.
Pour une classe d’équivalence f ∈ L1(m), on définit
Var(f) = inf{Var(g) / f = g m−p.p.}.
L’espace BV = {f ∈ L1(m) /Var(f) <∞} est muni de la norme ‖f‖ = ‖f‖L1m+Var(f), pour
laquelle il est un espace de Banach satisfaisant les hypothèses (H1), (H2) et (H3) ci-dessus.
De plus, c’est une algèbre de Banach qui s’injecte continument dans L∞(m).
Pour les applications de Lasota-Yorke, on dispose de l’inégalité suivante :
Proposition 1.1.5 (Inégalité de Lasota-Yorke [99]). Pour tout f ∈ BV, on a
Var(PTf) ≤ 2
λ(T )Var(f) + A(T )‖f‖L1m ,
où A(T ) est une constante finie ne dépendant que T .
Soient Ω un ensemble fini, P = {pω}ω∈Ω un vecteur de probabilité et T = {Tω}ω∈Ω une famille
finie d’applications de Lasota-Yorke. On suppose que pω > 0 pour tout ω ∈ Ω. On appellera
par la suite le triplet (Ω,P, T ) un système de Lasota-Yorke aléatoire.
Définition 1.1.6. Le système de Lasota-Yorke aléatoire (Ω,P, T ) est dilatant en moyenne si
Λ :=
∑
ω∈Ω
pω
λ(Tω)
< 1.
L’opérateur de transfert moyenné du système (Ω,P, T ) est P = ∑ω∈Ω pωPTω . Il vérifie P n =∑
ω∈Ωn pnωPTnω , où ω = (ω1, . . . , ωn), pnω = pω1 . . . pωn et T nω = Tωn ◦ . . . ◦ Tω1 .
Proposition 1.1.7. Si (Ω,P, T ) est dilatant en moyenne, alors les hypothèses 4 et 5 sont
vérifiées.
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Démonstration. D’après la proposition 1.1.5 et la sous-additivité de la variation totale, on a
Var(P nf) ≤ 2θnVar(f) + An‖f‖L1m
pour tout n ≥ 1 et tout f ∈ BV, avec θn = ∑ω∈Ωn pnωλ(Tnω ) et An = ∑ω∈Ωn pnωA(T nω ). Comme
λ(T nω ) ≥ λ(Tω1) . . . λ(Tωn), on obtient θn ≤
∑
ω∈Ωn
pω1 ...pωn
λ(Tω1 )...λ(Tωn )
= Λn. Ainsi, 2θn < 1 pour n
assez grand, tandis que le terme An correspondant est fini. Cela termine la preuve.
Remarque 1.1.8. 1. Ce résultat entraîne en particulier l’existence d’une mesure station-
naire absolument continue dont la densité appartient à BV.
2. Pelikan [122] a montré que la proposition précédente reste valable sous l’hypothèse plus
faible supx
∑
ω∈Ω
pω
|T ′ω(x)| < 1.
3. Le résultat reste encore vrai si Ω est infini, sous des hypothèses d’intégrabilité adéquates
pour la distorsion, voir la remarque 5.1 de Morita [115]
On donne à présent un critère simple permettant de vérifier l’hypothèse (H6).
Définition 1.1.9. Le système de Lasota-Yorke aléatoire (Ω,P, T ) possède la propriété de
recouvrement si pour tout intervalle non-trivial I ⊂ [0, 1], il existe n ≥ 1 et ω ∈ Ωn tel que
T nω (I) = [0, 1] mod m.
Proposition 1.1.10. Si (Ω,P, T ) est dilatant en moyenne et possède la propriété de recouvre-
ment, alors l’hypothèse (H6) est vérifiée, et de plus la densité de l’unique mesure stationnaire
absolument continue est bornée inférieurement par une constante c > 0.
Démonstration. Comme le spectre périphérique de P est constitué d’une union finie de
groupes cycliques finis, il existe k ≥ 1 tel que 1 est l’unique valeur propre périphérique
de P k. Il suffit donc de montrer que l’espace propre associé est de dimension 1. Un argument
standard montre que l’on peut trouver une base de cet espace propre constitué de fonctions
positives à support disjoints. Soit h ∈ BV non nulle et satisfaisant h ≥ 0 et P kh = h. Il existe
un intervalle I ⊂ [0, 1] non trivial et α > 0 tel que h ≥ α1I . Comme le système possède la
propriété de recouvrement, on peut choisir n ≥ 1 et ω? tel que T nkω? (I) = [0, 1]. Pour tout
x ∈ [0, 1], on a :
h(x) = P nkh(x) ≥ αP nk1I(x) = α
∑
ω∈Ωnk
pnkω
∑
Tnkω y=x
1I(y)
|(T nkω )′(y)|
≥ αpnkω?
∑
Tnk
ω?
y=x
1I(y)
|(T nkω? )′(y)|
.
Cela montre que h(x) ≥ α p
nk
ω?
‖(Tnk
ω?
)′‖sup > 0, puisqu’il existe toujours un y ∈ I tel que T nkω? y = x.
On en déduit que h a pour support l’intervalle [0, 1] ce qui termine la preuve.
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Certaines propriétés statistiques des systèmes aléatoires unidimensionnels ont été étudiés à
l’aide de l’espace BV dans la thèse de Tümel [139].
Exemple 1.1.11. On décrit ici un exemple montrant que l’on peut aller au delà des systèmes
dilatants en moyenne. On utilisera pour cela un système aléatoire très simple introduit par
Pelikan [122]. On considère les application T0(x) = 2x mod 1 et T1(x) = x2 , itérées respecti-
vement avec probabilité p et q = 1−p. Ce système est dilatant en moyenne si et seulement si
p > 23 , et comme il possède la propriété de recouvrement, il rentre alors dans le cadre décrit
précédemment.
Néanmoins, Pelikan a montré qu’il existe une mesure de probabilité stationnaire absolument
continue dès que p > 12 , mais que celle-ci n’est pas bornée au voisinage de 0 lorsque
1
2 < p <
2
3 ,
interdissant donc l’existence d’un trou spectral sur BV. L’argument clé de Pelikan réside
dans l’existence d’un changement de variable adapté, montrant que le système aléatoire est
conjugué à un système dilatant en moyenne.
Plus précisément, si on pose y = Φ(x) = x1−r, pour 0 < r < 1 tel que 1 < 21−r < p
q
, ce
qui est possible puisque limr→1 21−r = 1 et pq > 1, alors le système aléatoire défini par les
applications T˜i = Φ◦Ti ◦Φ−1, i = 0, 1, itérées avec probabilités respectives p et q, est dilatant
en moyenne.
En effet, un simple calcul montre que λ(T˜0) ≥ 21−r et λ(T˜1) = 2r−1, d’où le résultat puisque
p
x
+ qx < 1 dès que 1 < x < p
q
.
Si on note P˜ l’opérateur de transfert en moyenne du nouveau système aléatoire, on a d’après
l’inégalité de Lasota-Yorke
‖P˜ nf‖BV ≤ Cθn‖f‖BV +D‖f‖L1m ,
pour tout f ∈ BV et n ≥ 1, avec C,D > 0 et θ < 1.
Comme l’opérateur de transfert P du système aléatoire initial vérifie P˜ n = PΦ ◦P n ◦P−1Φ , où
PΦ désigne l’opérateur de transfert de Φ : [0, 1]→ [0, 1] par rapport à la mesure de Lebesgue,
on est amené à introduire l’espace
B =
{
f ∈ L1(m) : PΦf ∈ BV
}
,
muni de la norme ‖f‖B = ‖PΦf‖BV. En utilisant l’expression explicite PΦf(x) = x
r
1−r
1−r f(x
1
1−r ),
on prouve le lemme élémentaire suivant :
Lemme 1.1.12. f ∈ B si et seulement si Xrf ∈ BV, où X(x) = x désigne la fonction
identité, et la norme ‖.‖B est équivalente à la norme f 7→ ‖Xrf‖BV. De plus, B s’injecte de
façon compacte dans L1(m).
Comme Xr ∈ BV, on en déduit que BV ⊂ B, et donc les hypothèses (H1), (H2) et (H3) sont
vérifiées. D’autre part, pour tout f ∈ B et n ≥ 1, on a
‖P nf‖B = ‖PΦP nf‖BV = ‖PΦP−1Φ P˜ nPΦf‖BV = ‖P˜ nPΦf‖BV
≤ Cθn‖PΦf‖BV +D‖PΦf‖L1m
≤ Cθn‖f‖B +D‖f‖L1m
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et donc les hypothèses (H4) et (H5) sont vérifiées.
Finalement, toute fonction positive et non nulle appartenant à B est bornée uniformément loin
de 0 sur un intervalle, et donc on peut reproduire la démonstration de la proposition 1.1.10
pour démontrer (H6) puisque le système aléatoire possède la propriété de recouvrement.
1.1.3 Applications dilatantes et lisses par morceaux en dimension
supérieure
On décrit une classe introduite par Saussol [129] d’applications dilatantes et lisses par mor-
ceaux en dimension finie quelconque. Soit md la mesure de Lebesgue d-dimensionnelle, d(., .)
la distance euclidienne sur Rd et γd le volume de la boule unité de Rd. Soit M un compact
régulier de Rd et T : M → M une application T telle qu’il existe une famille finie d’ouverts
disjoints Ui ⊂ M et des ouverts Vi avec U¯i ⊂ Vi et des applications Ti : Vi → Rd satisfaisant
pour un certain 0 < α ≤ 1 et 0 :
1. md(M \ ∪iUi) = 0 ;
2. pour tout i, les restrictions de T et Ti à Ui coïncident, et B0(TUi) ⊂ Ti(Vi),
3. pour tout i, Ti est un C1-difféomorphisme de Vi sur TiVi, et pour tout x, y ∈ Vi avec
d(Tix, Tiy) ≤ 0, on a
|detDTi(x)− detDTi(y)| ≤ c |detDTi(x)| d(Tix, Tiy)α,
où c est une constante indépendante de i, x et y ;
4. il existe s < 1 tel que pour tout x, y ∈ Vi avec d(Tix, Tiy) ≤ 0, on a d(x, y) ≤
sd(Tix, Tiy) ;
5. Supposons que les bords des ouverts Ui sont inclus dans des sous-variétés compactes de
classe C1 par morceaux et de codimension 1. On définit
Y = sup
x
∑
i
]{morceaux lisses intersectant ∂Ui et contenant x},
et
η0 = sα +
4s
1− sY
γd−1
γd
.
Alors η0 < 1.
Les conditions ci-dessus peuvent être affaiblies afin d’autoriser un nombre infini dénombrable
de domaines d’injectivité, et aussi la possibilité pour les Ui d’admettre un bord fractal.
On renvoie à Saussol [129] pour plus de détails. On appellera de telles applications des
applications dilatantes et lisses par morceaux sur M .
L’analyse de l’opérateur de transfert de ces applications requiert l’introduction d’un espace
fonctionnel appelé Quasi-Hölder. Cet espace a été introduit et étudié par Keller [90] pour des
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applications unidimensionnelles avant d’être utilisé par Saussol [129] en dimension supérieure.
Rappelons-en la définition. Soit f : Rd → C une fonction mesurable. Pour tout borélien A ⊂
Rd, on définit osc(f, A) = ess sup
x,y∈A
|f(x)−f(y)|. Pour tout  > 0, la fonction x 7→ osc(f,B(x))
est positive et s.c.i., donc l’intégrale
∫
Rd osc(f,B(x))dx est bien définie.
Pour tout f ∈ L1(Rd) et 0 < α ≤ 1, on définit
|f |α = sup
0<≤0
1
α
∫
Rd
osc(f,B(x))dx.
Pour un compact régulier M ⊂ Rd, on pose
Vα(M) = {f ∈ L1(Rd) / supp(f) ⊂M, |f |α <∞},
muni de la norme ‖f‖α = ‖f‖L1m + |f |α, où m est la mesure de Lebesgue normalisée de
telle sorte que m(M) = 1. Bien que la norme dépende explicitement de 0, le choix de
deux 0 différents conduira au même espace et à deux normes équivalentes. Vα(M) muni de
cette norme devient une algèbre de Banach qui s’injecte continument dans L∞(m), de façon
compacte dans L1(m), et vérifie les hypothèses (H1), (H2) et (H3).
Si T est une application dilatante et lisse par morceaux sur M satisfaisant les conditions
rappelées ci-dessus, alors son opérateur de transfert PT est donné par
Pf (x) =
∑
Ty=x
f(y)
|detDT (y)| .
Il vérifie l’inégalité de Lasota-Yorke suivante :
Proposition 1.1.13. [129, Lemme 4.1] Si 0 est assez petit, il existe η < 1 et D < ∞ tels
que pour tout f ∈ Vα,
|PTf |α ≤ η|f |α +D‖f‖L1m .
Soit Ω un ensemble fini, P = {pω}ω∈Ω un vecteur de probabilité et {Tω}ω∈Ω une famille finie
d’applications dilatantes et lisses par morceaux sur M . On chosit 0 assez petit de telle sorte
que les hypothèses rappelées auparavant soient satisfaites par toutes les applications Tω pour
le même 0 et tel que |PTωf |α ≤ ηω|f |α+Dω‖f‖L1m pour tout f ∈ Vα, avec ηω < 1 et Dω <∞.
On pose η = max ηω et D = maxDω. Comme P =
∑
ω pωPTω , on obtient immédiatement
que |Pf |α ≤ η|f |α + ‖f‖L1m pour tout f ∈ Vα, ce qui entraine les hypothèses (H4) et (H5).
Pour vérifier l’hypothèse (H6), on peut procéder comme dans le cas unidimensionnel, en
introduisant l’hypothèse de recouvrement : en effet, toute fonction positive et non nulle
h ∈ Vα est bornée uniformément loin de 0 sur une boule d’après le lemme 3.1 de [129], ce qui
permet d’imiter la preuve de la proposition 1.1.10 et d’obtenir :
Proposition 1.1.14. Si (Ω,P, T ) possède la propriété de recouvrement, c’est-à-dire si pour
toute boule B ⊂M , il existe n ≥ 1 et ω ∈ Ωn tels que T nω (B) = M , alors l’hypothèse (H6) est
vérifiée, et de plus la densité de l’unique mesure stationnaire absolument continue est bornée
inférieurement par une constante c > 0.
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Il existe d’autres espaces fonctionnels susceptibles d’être utilisés pour étudier les applications
dilatantes multidimensionnelles. Une des possibilités est l’espace des fonctions à variation
bornée, en dimension quelconque. Cet espace a été intensément étudié pour ses applica-
tions aux systèmes dynamiques dilatants, voir par exemple [26, 105] parmi bien d’autres.
On peut aussi mentionner la thèse de Hsieh [81], consacrée à l’étude des systèmes aléatoires
en dimension supérieure, dans le même cadre que nous, bien que son travail se restreint à
des applications de type Jabłoński, pour lesquelles la partition de régularité est constituée de
rectangles. Néanmoins, l’espace BV en dimension supérieure présente certains inconvénients :
il n’est pas inclus dans L∞, ce n’est pas une algèbre de Banach, et il contient des fonctions
positives non nulles qui ne sont bornées inférieurement sur aucune boule, rendant l’utilisation
de la notion de recouvrement difficile, à la différence de Quasi-Hölder. Une autre alternative
est d’utiliser les espaces de Sobolev fractionnaires, comme cela a été fait par Thomine [137]
dans un cadre déterministe.
1.1.4 Applications dilatantes et affines par morceaux
En s’appuyant sur un travail de Tsujii [138], on va considérer le cas d’applications dilatantes
et affines par morceaux. Premièrement, on rappelle la définition :
Définition 1.1.15. Soit U un polyèdre borné de Rd d’intérieur non vide. Une application
dilatante et affine par morceaux est une application T : U → U pour laquelle il existe une
famille U = {Uk}lk=1 de polyèdres Uk ⊂ U , k = 1, . . . , l telle que :
1. les intérieurs des polyèdres Uk sont disjoints deux à deux ;
2. ∪lk=1Uk = U ;
3. la restriction de l’application T à chaque Uk est une application affine ;
4. il existe ρ > 1 tel que ‖DT (x).v‖ ≥ ρ‖v‖ pour tout x ∈ ∪lk=1int(Uk) et tout v ∈ Rd.
Une conséquence de Tsujii [138] est que l’opérateur de transfert PT d’une telle application
satisfait une inégalité de Lasota-Yorke sur l’espace Quasi-Hölder V1, c’est-à-dire avec α = 1 :
Proposition 1.1.16. Pour toute application dilatante et affine par morceaux T : U → U , il
existe 0 > 0, θ < 1, C,K > 0 tels que pour tout n ≥ 0 et f ∈ V1 :
|P nT f |1 ≤ Cθn|f |1 +K‖f‖L1m .
Soit T = {Tω}ω∈Ω une famille finie d’applications dilatantes et affines par morceaux sur U ,
et P = {pω}ω∈Ω un vecteur de probabilité. Les mêmes arguments que ceux de Tsujii [138]
permettent de montrer que le système aléatoire associé satisfait les hypothèses (H1) jusqu’à
(H5) pour l’espace Quasi-Hölder, pour un choix adapté de 0. Si de plus, on suppose que le
système possède la propriété de recouvrement, alors l’hypothèse (H6) est elle aussi vérifiée.
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1.2 Théorèmes limites par la méthode spectrale
On suppose à partir de maintenant qu’il existe un espace de Banach B0 ⊂ L1(m), muni de
sa norme ‖.‖0 tel que pour une certaine constante C > 0, on ait ‖fg‖ ≤ C‖f‖0‖g‖ pour tout
f ∈ B0 et g ∈ B. Comme 1 ∈ B, on voit que cela implique que B0 s’injecte continument dans
B. Cette hypothèse est clairement satisfaite par B0 = B lorsque B est une algèbre de Banach,
ce qui est le cas lorsque B est l’espace des fonctions à variation bornée en dimension 1, ou
l’espace Quasi-Hölder en dimension quelconque. Si B est l’espace des fonctions à variation
bornée en dimension plus grande que 1, on peut prendre B0 = Lip, comme le montre le
lemme 6.4 de [137]. Dans le cas de l’espace B introduit pour l’exemple 1.1.11, on peut prendre
B0 = BV, puisque ‖fg‖B ≤ C‖Xrfg‖BV ≤ C‖f‖BV‖Xrg‖BV ≤ C‖f‖BV‖g‖B.
Les éléments de B0 joueront le rôle des observables dans toute la suite.
1.2.1 Décroissance des corrélations
Les hypothèses (H1) à (H6) faites sur l’opérateur P permettent d’écrire que P = Π+Q, où Π
est le projecteur sur l’espace engendré par la densité h, donné par Πf = (
∫
X fdm)h, et Q est
un opérateur sur B de rayon spectral strictement inférieur à 1 et qui satisfait ΠQ = QΠ = 0.
Il s’ensuit que pour tout n ≥ 0, on a P n = Π + Qn, avec ‖Qn‖ ≤ Cλn, C > 0 et λ < 1. On
en déduit classiquement la décroissance exponentielle des corrélations :
Proposition 1.2.1. On a :
1. Pour tout f ∈ B0 et g ∈ L∞(m),∣∣∣∣∫
X
f Ung dµ−
∫
X
f dµ
∫
X
g dµ
∣∣∣∣ ≤ Cλn‖f‖0‖g‖L∞m ;
2. Si B s’injecte continument dans L∞(m), alors pour tout f ∈ B0 et g ∈ L1(m),∣∣∣∣∫
X
f Ung dµ−
∫
X
f dµ
∫
X
g dµ
∣∣∣∣ ≤ Cλn‖f‖0‖g‖L1m ,
3. Si B s’injecte continument dans L∞(m) et si de plus la densité de µ est bornée unifor-
mément loin de 0, alors pour tout f ∈ B0 et g ∈ L1(µ),∣∣∣∣∫
X
f Ung dµ−
∫
X
f dµ
∫
X
g dµ
∣∣∣∣ ≤ Cλn‖f‖0‖g‖L1µ .
Démonstration. La preuve est classique, on adapte par exemple l’appendice C.4 de [7]. On
pose cn(f, g) =
∫
X f U
ng dµ − ∫X f dµ ∫X g dµ. En utilisant les propriétés de l’opérateur de
transfert, on a
cn(f, g) =
∫
X
[
P n(fh)−
(∫
X
fh dm
)
h
]
g dm.
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Si f ∈ B0, on a fh ∈ B et donc la décomposition spectrale de P donne∥∥∥∥P n(fh)− (∫
X
fh dm
)
h
∥∥∥∥ = ‖P n(fh)− Π(fh)‖ ≤ Cλn‖fh‖ ≤ C‖h‖λn‖f‖0.
Ainsi,
|cn(f, g)| ≤
∥∥∥∥P n(fh)− (∫
X
fh dm
)
h
∥∥∥∥
L1m
‖g‖L∞m
≤ C
∥∥∥∥P n(fh)− (∫
X
fh dm
)
h
∥∥∥∥ ‖g‖L∞m
≤ Cλn‖f‖0‖g‖,
ce qui démontre le premier point.
Pour le point 2, on a
|cn(f, g)| ≤
∥∥∥∥P n(fh)− (∫
X
fh dm
)
h
∥∥∥∥
L∞m
‖g‖L1m
≤ C
∥∥∥∥P n(fh)− (∫
X
fh dm
)
h
∥∥∥∥ ‖g‖L1m
≤ Cλn‖f‖0‖g‖,
par l’injection continue de L∞m dans B.
Le point 3 se déduit du précédent en remarquant que pour tout g ∈ L1(µ), on a ‖g‖L1m ≤
(inf h)−1 ‖g‖L1µ .
1.2.2 Théorème de la limite centrale avec vitesse de convergence
Soit ϕ ∈ B0 un observable borné à valeurs réelles. On s’intéresse aux théorèmes limites
satisfaits par les sommes de Birkhoff Sn =
∑n−1
k=0 Xk, avec Xk(ω, x) = ϕ(Tωk . . . Tω1x) défini
sur Ω˜×X. Pour cela, nous emploierons la méthode perturbative de Nagaëv. On renvoie au
livre de Hennion et Hervé [76] pour un exposé détaillé de cette méthode.
On remarque dans un premier temps que Sn correspond à la somme de Birkhoff classique du
système produit-gauche déterministe (Ω˜ × X,F, P˜ ⊗ µ) pour l’observable ϕ (on l’a identifié
ϕ avec (ω, x) 7→ ϕ(x)).
Sous nos hypothèses, le système déterministe (Ω˜×X,F, P˜⊗µ) est ergodique par la proposition
1.1.4, ainsi une application directe du théorème ergodique de Birkhoff donne la loi des grands
nombres, qui est en fait valable pour tout ϕ ∈ L1(µ) :
Proposition 1.2.2 (Loi forte des grands nombres). On a
1
n
n−1∑
k=0
ϕ(T kωx)→
∫
X
ϕdµ,
pour µ-presque tout x ∈ X et P˜-presque tout ω ∈ ΩN.
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On s’intéresse à présent au théorème de la limite centrale. On supposera sans perdre de
généralité que
∫
X ϕdµ = 0. La première étape est de démontrer l’existence de la variance
asymptotique.
Proposition 1.2.3 (Formule de Green-Kubo). La limite σ2 = limn→∞ 1nEP˜⊗µ(S2n) ≥ 0 existe
et est égale à
σ2 =
∫
X
ϕ2 dµ+ 2
+∞∑
n=1
∫
X
ϕUnϕdµ.
Démonstration. On développe le carré S2n pour obtenir EP˜⊗µ(S2n) =
∑n−1
k,l=0 EP˜⊗µ(XkXl).
Lemme 1.2.4. Pour tout k, l ≥ 0, on a EP˜⊗µ(XkXl) =
∫
X ϕU
|k−l|ϕdµ.
Démonstration du lemme. Par symétrie, on peut supposer k ≥ l. On a
EP˜⊗µ(XkXl) =
∫
X
h(x)
∫
Ω˜
Xk(ω, x)Xl(ω, x) dP˜(ω)dm(x)
=
∫
X
h(x)
∫
Ω˜
(ϕ ◦ Tωk ◦ . . . ◦ Tωl+1)(Tωl . . . Tω1x)ϕ(Tωl . . . Tω1x) dP˜(ω)dm(x)
=
∫
X
h(x)
∫
Ω˜
U l(ϕ(ϕ ◦ Tωk ◦ . . . ◦ Tωl+1))(x) dP˜(ωl+1, . . .)dm(x)
=
∫
Ω˜
∫
X
P lh(x)ϕ(x)ϕ(Tωk . . . Tωl+1x) dm(x)dP˜(ωl+1, . . .) =
∫
X
ϕ(x)Uk−lϕ(x) dµ(x)
En appliquant ce lemme, on obtient
EP˜⊗µ(S2n) =
n−1∑
k,l=0
∫
X
ϕU |k−l|ϕdµ = n
∫
X
ϕ2 dµ+ 2
n∑
k=1
(n− k)
∫
X
ϕUkϕdµ.
Comme
∫
X ϕU
kϕdµ décroit exponentiellement vite, on en déduit immédiatement que 1
n
EP˜⊗µ(S2n)
converge vers
∫
X ϕ
2 dµ+ 2∑+∞n=1 ∫X ϕUnϕdµ.
On dispose du critère suivant, qui caractérise la situation dans laquelle la variance σ2 est
nulle.
Proposition 1.2.5. La variance asymptotique satisfait σ2 = 0 si et seulement si il existe
ψ ∈ L2(µ) tel que pour P-presque tout ω ∈ Ω, on a ϕ = ψ − ψ ◦ Tω, µ-presque partout.
Démonstration. On suit la preuve du lemme 4.1 de [11]. Les calculs effectués lors de la preuve
de la proposition 1.2.3 montrent que
∣∣∣EP˜⊗µ(S2n)− nσ2∣∣∣ ≤ 2 n∑
k=1
k
∣∣∣∣∫
X
ϕUkϕdµ
∣∣∣∣+ 2 ∞∑
k=n+1
n
∣∣∣∣∫
X
ϕUkϕdµ
∣∣∣∣ ≤ C.
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Si σ2 = 0, alors cela entraine que Sn est bornée dans L2(P˜ ⊗ µ). D’après le théorème de
Banach-Alaoglu, on peut en extraire une sous-suite faiblement convergente : il existe (nj)j et
Y ∈ L2(P˜⊗ µ) tel que pour tout Z ∈ L2(P˜⊗ µ),
lim
j
EP˜⊗µ(SnjZ) = EP˜⊗µ(Y Z).
Si l’on ne considère que des fonctions Z qui ne dépendent que de x ∈ X, on obtient que pour
tout φ ∈ L2(µ),
lim
j
Eµ
φ nj−1∑
k=0
Ukϕ
 = Eµ(φψ),
où ψ = EP˜(Y ) ∈ L2(µ).
D’autre part, pour tout φ ∈ L2(µ),
Eµ(φ(ϕ− ψ + Uψ)) = lim
j
Eµ
φ
ϕ− nj−1∑
k=0
Ukϕ+
nj−1∑
k=0
Uk+1ϕ

= lim
j
Eµ(φUnjϕ) = 0.
On obtient donc que ϕ = ψ − Uψ, µ-presque partout, pour ψ ∈ L2(µ).
On introduit à présent les variables aléatoires Gn(ω, x) = ψ(T nω x) etMn =
∑n−1
k=0(Xk+Gk+1−
G0) = Gn−G0 + Sn. Soit Ek la tribu sur Ω˜×X engendrée par les coordonnées x, ω1, . . . , ωk.
Le processus (Mn) est une martingale par rapport à la filtration {Ek}k. En effet, en utilisant
le fait que P˜⊗ µ est une mesure produit (dénombrable) sur l’espace ΩN ×X, on a
EP˜⊗µ(Gk+1|Ek)(ω1, . . . , ωk, x) =
∫
Ω
ψ(Tωk+1Tωk . . . Tω1x)dP(ωk+1)
= Uψ(T kωx) = ψ(T kωx)− ϕ(T kωx),
c’est-à-dire que EP˜⊗µ(Gk+1|Ek) = Gk −Xk. On a donc EP˜⊗µ(Xk +Gk+1 −Gk|Ek) = 0, ce qui
prouve que (Mn) est une martingale.
Comme une martingale dans L2 a ses accroissements orthogonaux, on obtient par stationna-
rité
EP˜⊗µ(M2n) =
n∑
k=1
EP˜⊗µ((Xk +Gk+1 −Gk)2) = nEP˜⊗µ((ϕp + ψp ◦ F − ψp)2),
où on a noté ϕp la fonction qui à (ω, x) associe ϕ(x), et similairement pour ψp, voir le
paragraphe 1.3 pour les notations.
D’autre part, Mn = Gn−G0 +Sn est bornée dans L2, comme somme de termes bornés dans
L2, d’où l’on déduit que EP˜⊗µ((ϕp + ψp ◦ F − ψp)2) = 0, et donc ϕ(x) = ψ(x)− ψ(Tωx) pour
P-presque tout ω et µ-presque tout x.
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Soit MB l’ensemble des mesures de probabilités sur (X,A) qui sont absolument continues
par rapport à m et dont la densité appartient à B. Pour une mesure ν ∈ MB, on dénotera
par ‖ν‖ la B-norme de sa densité dν
dm
. On peut à présent énoncer le théorème de la limite
centrale :
Théorème 1.2.6 (Théorème de la limite centrale). Pour toute mesure de probabilité ν ∈MB,
le processus ( Sn√
n
)n converge en loi vers N (0, σ2), sous la probabilité P˜⊗ ν.
En particulier, le théorème est valide pour la mesure stationnaire µ et la mesure de référence
m, avec la même variance asymptotique σ2.
Afin de démontrer le théorème, on introduit les opérateurs de Laplace. On étudie le cas
général d’un paramètre complexe z ∈ C, plutôt que de se limiter à un paramètre imaginaire
pur (et donc aux opérateurs de Fourier), car cela nous sera utile par la suite pour démontrer
le principe de grandes déviations. Pour z ∈ C, on définit Pz par Pz(f) = P (ezϕf). Grâce
à notre hypothèse sur B0, Pz est bien défini et est un opérateur borné sur B, et de plus
l’application z 7→ Pz est complexe-analytique sur C. En effet, si on définit Cn(f) = P (ϕnf),
on a Pz =
∑
n≥0
zn
n!Cn et cette série est convergente sur C car ‖Cn‖ ≤ (C‖ϕ‖0)n‖P‖.
On a la relation fondamentale suivante :
Lemme 1.2.7. Pour tout n ≥ 0 et tout f ∈ B, on a∫
Ω˜
∫
X
ezSn(ω,x)f(x) dm(x) dP˜(ω) =
∫
X
P nz (f) dm.
Démonstration. On procède par récurrence sur n. Le cas n = 0 est trivial. Supposons main-
tenant que la relation est vraie pour un certain n ≥ 0 et tout f ∈ B. Soit f un élément de
B. Comme Pz(f) appartient lui aussi à B, l’hypothèse de récurrence donne∫
X
P n+1z (f) dm =
∫
X
P nz (Pz(f)) dm =
∫
Ω˜
∫
X
ezSn(ω,x)Pz(f)(x) dm(x)dP˜(ω)
=
∫
Ω˜
∫
X
ezSn(ω,x)P (ezϕf)(x) dm(x)dP˜(ω)
=
∫
Ω˜
∫
X
U(ezSn(ω, . ))(x)ezϕ(x)f(x) dm(x)dP˜(ω)
=
∫
X
∫
Ω˜
∫
Ω
ez(ϕ(x)+Sn(ω,Tωx)) dP(ω)dP˜(ω)f(x)dm(x)
Mais ϕ(x) + Sn(ω, Tωx) = Sn+1(ωω, x), où ωω désigne la concaténation (ω, ω1, ω2, . . .) si
ω = (ω1, ω2, . . .). Comme
∫
Ω˜
∫
Ω e
zSn+1(ωω,x) dP(ω)dP˜(ω) =
∫
Ω˜ e
zSn+1(ω,x)dP˜(ω) par la structure
de mesure produit de P˜, on obtient la formule voulue pour n+ 1 et f .
Si f ∈ B est la densité de ν ∈ MB par rapport à m, alors d’après le lemme précédent, la
fonction génératrice des moments de Sn sous la probabilité P˜⊗ν est donnée par ∫X P nz (f) dm,
ce qui nous incite à étudier le comportement asymptotique des itérés des opérateurs de
Laplace Pz. Comme z 7→ Pz est une perturbation analytique de l’opérateur quasi-compact
P , on peut appliquer la théorie classique de perturbations des opérateurs, voir par exemple
Kato [88] ou le théorème III.8 dans [76], et obtenir le lemme suivant :
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Lemme 1.2.8. Il existe 1 > 0, η1 > 0, η2 > 0 et des fonctions complexes-analytiques
λ(.), h(.), m(.), Q(.), toutes définies sur D1 = {z ∈ C / |z| < 1}, prenant leurs valeurs
respectivement dans C, B, B?, L(B) et satisfaisant pour tout z ∈ D1 :
1. λ(0) = 1, h(0) = h,m(0) = m,Q(0) = Q ;
2. Pz(f) = λ(z)〈m(z), f〉h(z) +Q(z)f pour tout f ∈ B ;
3. 〈m(z), h(z)〉 = 1 ;
4. Q(z)h(z) = 0 et m(z)Q(z) = 0 ;
5. |λ(z)| > 1− η1 ;
6. ‖Q(z)n‖ ≤ C(1− η1 − η2)n.
De plus, |〈m,Q(z)nf〉| ≤ C|z|(1− η1 − η2)n‖f‖ pour tout f ∈ B et z ∈ D1.
Pour n ≥ 0, on a P nz (f) = λ(z)n〈m(z), f〉h(z)+Q(z)nf . Ainsi, le comportement asymptotique
de P nz est clairement lié à celui de la valeur propre dominante λ(z) dans un voisinage de 0.
Lemme 1.2.9. La valeur propre dominante λ(.) satisfait λ′(0) = ∫ ϕdµ = 0 et λ′′(0) = σ2 ≥
0.
Démonstration. D’après le corollaire III.11 de [76], λ′(0) = 〈m(0), P ′(0)h(0)〉. Commem(0) =
m, h(0) = h = dµ
dm
et P ′(0)f = C1(f) = P (ϕf) pour tout f ∈ B, puisque P (z) = ∑n≥0 znn!Cn
avec Cn(f) = P (ϕnf), la formule pour λ′(0) devient
λ′(0) = 〈m,P (ϕh)〉 = 〈m,ϕh〉 =
∫
ϕdµ = 0.
En utilisant à nouveau le corollaire III.11 de [76], on a
λ′′(0) = 〈m(0), P ′′(0)h(0)〉+ 2〈m(0), P ′(0)h˜〉,
où h˜ est l’unique élément de B satisfaisant 〈m(0), h˜〉 = 0 et (λ(0)− P (0)) h˜ = (P ′(0)− λ′(0))h(0).
Cela implique que h˜ est l’unique élément de B tel que 〈m, h˜〉 = 0 et (I − P )h˜ = P (ϕh).
D’après le corollaire III.6 de [76], h˜ est donné par h˜ = ∑n≥0Q(0)n(ϕh). Mais Q(0)n(ϕh) =
P n(ϕh)− 〈m,ϕh〉h = P n(ϕh), puisque 〈m,ϕh〉 = ∫ ϕdµ = 0. Ainsi h˜ = ∑n≥0 P n(P (ϕh)) =∑
n≥1 P n(ϕh).
D’une part, on a 〈m(0), P ′′(0)h(0)〉 = 〈m,C2(h)〉 = 〈m,P (ϕ2h)〉 = ∫ ϕ2dµ. D’autre part,
〈m(0), P ′(0)h˜〉 = 〈m,P (ϕh˜)〉 = 〈m,ϕh˜〉 = ∑
n≥1
〈m,ϕP n(ϕh)〉
=
∑
n≥1
∫
ϕP n(ϕh)dm =
∑
n≥1
∫
Unϕϕdµ.
En sommant ces deux relations, on retrouve la formule de Green-Kubo pour σ2.
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Preuve du théorème de la limite centrale. D’après le lemme précédent, λ( it√
n
)n = (1− σ2t22n +
o( 1
n
))n converge vers e−σ
2t2
2 , d’où il s’ensuit que
EP˜⊗ν(e
i t√
n
Sn) = λ( it√
n
)n〈m( it√
n
), f〉〈m,h( it√
n
)〉+ 〈m,Q( it√
n
)f〉
converge lui aussi vers e−σ
2t2
2 , ce qui conclut la preuve, grâce au théorème de Paul Lévy.
On peut préciser ce résultat en donnant une vitesse de convergence lorsque σ2 > 0. On
prouve tout d’abord le lemme suivant, qui donne la vitesse de convergence des fonctions
caractéristiques :
Lemme 1.2.10. Il existe C > 0 et ρ < 1 tel que pour tout t ∈ R et n ≥ 0 avec |t|√
n
suffisamment petit, et tout ν ∈MB, on a∣∣∣∣EP˜⊗ν(ei t√nSn)− e− 12σ2t2∣∣∣∣ ≤ C‖ν‖
(
e−
σ2t2
2
( |t|+ |t|3√
n
)
+ |t|√
n
ρn
)
.
Démonstration. Cela découle essentiellement de la dérivabilité à l’ordre 3 de λ(.) en 0 : pour
|t|√
n
suffisamment petit, λ( it√
n
)n =
(
1− σ2t22n +O
( |t|3
n
√
n
))n
= e−σ
2t2
2 + O
(
e−
σ2t2
2
|t|3√
n
)
. En se
rappelant que f = dν
dm
et ‖ν‖ = ‖f‖ ≥ C, où la constante C provient de l’injection continue
B ⊂ L1(m) et est indépendante de ν, on a
EP˜⊗ν(e
i t√
n
Sn) = λ( it√
n
)n〈m( it√
n
), f〉〈m,h( it√
n
)〉+ 〈m,Q( it√
n
)nf〉
=
(
e−
σ2t2
2 +O
(
e−
σ2t2
2
|t|3√
n
))(
1 +O
( |t|√
n
‖f‖
))
+O
( |t|√
n
ρn‖f‖
)
,
ce qui démontre le lemme.
En particulier, on a
∣∣∣∣EP˜⊗ν(ei t√nSn)− e− 12σ2t2∣∣∣∣ = O (1+|t|3√n ), ce qui nous sera à nouveau utile
lorsque nous étudierons la version quenched du théorème de la limite centrale.
Théorème 1.2.11 (Théorème de la limite centrale avec vitesse de convergence). Si σ2 > 0,
il existe C > 0 telle que pour tout ν ∈MB et tout n ≥ 1
sup
t∈R
∣∣∣∣∣P˜⊗ ν
(
Sn√
n
≤ t
)
− 1
σ
√
2pi
∫ t
−∞
e−
u2
2σ2 du
∣∣∣∣∣ ≤ C‖ν‖√n .
Démonstration. On utilise l’inégalité classique de Berry-Esséen, dont l’énoncé donné ci-
dessous peut être trouvé au lemme VI.3 de [76].
34
Lemme 1.2.12 (Inégalité de Berry-Esséen). Soient p1 et p2 deux mesures de probabilité sur
R, de fonctions de répartitions respectives F1 et F2, et de transformées de Fourier respectives
pˆ1 et pˆ2. On suppose que ∫
|t| dp1(t) <∞ et
∫
|t| dp2(t) <∞,
et que F2 possède une dérivée telle que supt∈R F ′2(t) = a <∞.
Alors, pour tout L > 0, on a
sup
t∈R
|F1(t)− F2(t)| ≤ 1
pi
∫ +L
−L
|pˆ1(t)− pˆ2(t)|
|t| dt+
24a
piL
.
Soit δ > 0 tel que le lemme 1.2.10 soit valable pour tout t et n tel que |t|√
n
≤ δ. On applique
le lemme de Berry-Esséen avec L = δ
√
n, p1 la loi de Sn√n et p2 = N (0, σ2).
D’après le lemme 1.2.10 et l’inégalité de Berry-Esséen, on a
sup
t∈R
|F1(t)− F2(t)| ≤ C
∫ +δ√n
−δ√n
‖ν‖
[
e−
σ2t2
2
( |t|+ |t|3√
n
)
+ |t|√
n
ρn
]
dt
|t| +
C√
n
≤ C‖ν‖√
n
(
1 +
∫ +δ√n
−δ√n
[
e−
σ2t2
2 (1 + |t|2) + ρn
]
dt
)
≤ C‖ν‖√
n
(
1 + 2δ
√
nρn +
∫
R
e−
σ2t2
2 (1 + |t|2)dt
)
≤ C‖ν‖√
n
.
On termine cette section par un lemme qui montre que la variance asymptotique σ2 peut
être calculée à partir de n’importe quelle loi initiale ν ∈MB.
Lemme 1.2.13. Pour tout ν ∈MB, on a σ2 = limn→∞ 1nEP˜⊗ν(S2n).
Démonstration. Pour n ≥ 1 fixé, on écrit le développement en puissance de t au voisinage de
0 de EP˜⊗ν(e
it√
n
Sn). On a d’une part
EP˜⊗ν(e
it√
n
Sn) = 1 + t√
n
EP˜⊗ν(Sn)−
t2
2nEP˜⊗ν(S
2
n) +O(t3),
et d’autre part
EP˜⊗ν(e
it√
n
Sn) = λ( it√
n
)n〈m( it√
n
), f〉〈m,h( it√
n
)〉+ 〈m,Q( it√
n
)nf〉
=
(
1− σ
2
2 t
2 +On(t3)
)(
1 + ic1√
n
t− c22nt
2 +On(t3)
)
+
(
ie1,n√
n
t− e2,n2n t
2 +On(t3)
)
,
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où l’indice n indique que les constantes impliquées dans les O dépendent de n (mais pas de
t).
En identifiant les termes d’ordre t2, on obtient
− 12nEP˜⊗ν(S
2
n) = −
σ2
2 −
c2
2n −
e2,n
2n ,
d’où
1
n
EP˜⊗ν(S2n) = σ2 +
c2
n
+ e2,n
n
.
On estime à présent e2,n. On a e2,n = 〈m, d2dz2 (Q(z)n)|z=0f〉. Or, d’après le point (iv) du
Théorème III.8 de [76], on a
∥∥∥ d2
dz2 (Q(z)
n)|z=0
∥∥∥ ≤ Cλn pour C > 0 et 0 < λ < 1, d’où l’on tire
|e2,n| ≤ Cλn et
1
n
EP˜⊗ν(S2n)→ σ2.
1.2.3 Principe des grandes déviations
Soit à nouveau ϕ ∈ B un observable borné à valeurs réelles, avec ∫X ϕdµ = 0, et définissons
Xn(ω, x) = ϕ(Tωx) et Sn =
∑n−1
k=0 Xk. La loi des grands nombres (Proposition 1.2.2) entraine
que Sn
n
converge vers 0 en probabilité : pour tout  > 0, P˜ ⊗ µ(Sn > n) converge vers 0. Il
se trouve que cette convergence vers 0 a lieu avec une vitesse exponentielle, et le principe
des grandes déviations va nous permettre de préciser le taux exact de cette convergence
exponentielle.
Théorème 1.2.14 (Principe des grandes déviations). Supposons que σ2 > 0. Alors, il existe
0 > 0 et une fonction taux c : (−0,+0) → [0,+∞[ strictement convexe, réelle-analytique,
ne s’annulant qu’en 0 telle que pour tout ν ∈MB et tout 0 <  < 0, on a
lim
n→∞
1
n
log P˜⊗ ν(Sn > n) = −c()
et
lim
n→∞
1
n
log P˜⊗ ν(Sn < −n) = −c(−).
Comme pour le théorème de la limite centrale, on remarque que le principe des grandes
déviations est valable pour une large variété de mesures initiales, avec la même fonction taux
c. Afin de démontrer le théorème, on va montrer la convergence de 1
n
logEP˜⊗ν(eθSn) pour
θ ∈ R assez petit et appliquer ensuite le théorème de Gartner-Ellis [48, 53]. Pour cela, on
exploite l’étude des opérateurs Pz réalisée au paragraphe précédent.
Lemme 1.2.15. Il existe 0 < 2 < 1 tel que pour tout θ ∈ R, |θ| < 2, on a λ(θ) > 0. De
plus, les fonctions h(.) et m(.) peuvent être redéfinies de telle sorte qu’elles vérifient toujours
les conclusions du lemme 1.2.8 mais aussi h(θ) ≥ 0, m(θ) ≥ 0 pour θ ∈ R, |θ| < 2.
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Démonstration. Comme Pθ est un opérateur réel, on a Pθf = Pθf pour tout f ∈ B. Ainsi,
Pθh(θ) = Pθh(θ) = λ(θ)h(θ). Comme λ(θ) est l’unique valeur propre de module maximal
de Pθ, on obtient λ(θ) = λ(θ), et donc λ(θ) ∈ R. Comme λ(0) = 1, par un argument de
continuité, on a λ(θ) > 0 pour θ ∈ R assez petit. Pour z ∈ C assez petit, 〈m(z),1〉 6= 0.
On définit h˜(z) = 〈m(z),1〉h(z) et m˜(z) = 〈m(z),1〉−1m(z). Ces nouveaux éléments propres
satisfont clairement les conclusions du lemme 1.2.8. Il suffit donc de prouver que h˜(θ) et m˜(θ)
sont positifs pour θ ∈ R assez petit. D’après la décomposition spectrale de Pθ, on observe que
λ(θ)−nP nθ 1 converge vers h˜(θ) dans B, et donc dans L1(m). Cela entraine que h˜(θ) ≥ 0 puisque
Pθ est un opérateur positif, et λ(θ) est strictement positif. Soit maintenant ψ(θ) ∈ B? positif
tel que 〈ψ(θ), h˜(θ)〉 = 1 1. Alors λ(θ)−n(P ?θ )nψ(θ) converge vers 〈ψ(θ), h(θ)〉m(θ) = m˜(θ), ce
qui prouve que m˜(θ) est une forme linéaire positive.
On pose Λ(θ) = log λ(θ). On a alors
Proposition 1.2.16. Il existe 0 < 3 < 2 tel que pour tout ν ∈ MB et tout θ ∈ R avec
|θ| < 3, on a
lim
n→∞
1
n
logEP˜⊗ν(eθSn) = Λ(θ).
Démonstration. Soit f ∈ B la densité dν
dm
. On a l’identité
EP˜⊗ν(eθSn) = 〈m,P nθ (f)〉 = λ(θ)n〈m(θ), f〉 〈m,h(θ)〉+ 〈m,Q(θ)nf〉
= λ(θ)n
(
〈m(θ), f〉 〈m,h(θ)〉+ λ(θ)−n〈m,Q(θ)nf〉
)
Comme toutes les quantités impliquées sont positives, on peut écrire
1
n
logEP˜⊗ν(eθSn) = log λ(θ) +
1
n
log
(
〈m(θ), f〉 〈m,h(θ)〉+ λ(θ)−n〈m,Q(θ)nf〉
)
.
Pour θ réel assez petit, on a 12 ≤ 〈m(θ), f〉 〈m,h(θ)〉 ≤ 32 , tandis que
∣∣∣λ(θ)−n〈m,Q(θ)nf〉∣∣∣ ≤ C (1− η1 − η21− η1
)n
d’après le lemme 1.2.8, ce qui entraine que
lim
n→∞
1
n
log
(
〈m(θ), f〉 〈m,h(θ)〉+ λ(θ)−n〈m,Q(θ)nf〉
)
= 0.
1. Il suffit de poser ψ(θ) = α(θ)−1m, où α(θ) = 〈m, h˜(θ)〉 est strictement positif puisque h˜(θ) est un
élément positif non nul de L1(m).
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Démonstration du principe des grandes déviations. On applique une version locale du théo-
rème de Gartner-Ellis, dont l’énoncé précis peut-être trouvé dans le lemme XIII.2 de [76].
D’après celui-ci et la proposition précédente, il suffit de prouver que Λ(.) est différentiable
et strictement convexe dans un voisinage de 0. C’est clairement le cas car λ(.) est complexe-
analytique et on a supposé Λ′′(0) = λ′′(0) = σ2 > 0. D’après la proposition VIII.3 de [76],
c() = θ − Λ(θ), où θ est l’unique solution de l’équation Λ′(θ) = . On en déduit la
réelle-analyticité de c en employant le théorème d’inversion locale, puisque Λ(.) est réelle-
analytique.
On aura besoin plus tard du résultat suivant, qui précise la fonction taux c pour des valeurs
petites de  et permet d’obtenir une borne supérieure explicite pour la probabilité des grandes
déviations. On s’inspire du lemme 4.3 de [11].
Lemme 1.2.17. Il existe C > 0 tel que pour  > 0 assez petit,
P˜⊗ ν(|Sn| > n) ≤ Ce−C2n.
Démonstration. On ne traite que le cas de P˜ ⊗ ν(Sn > n), le terme P˜ ⊗ ν(Sn < −n) se
traitant de façon similaire.
On a pour tout |θ| < 3 ,
P˜⊗ ν(Sn > n) ≤ e−nθEP˜⊗ν(eθSn) = e−nθ〈m,P nθ f〉
= e−n(θ−Λ(θ))
[
〈m,h(θ)〉〈m(θ), f〉+ λ(θ)−n〈m,Q(θ)−nf〉
]
= O(1)e−n(θ−Λ(θ))
≤ O(1)e−nc(),
puisque c() = sup|θ|<3{θ− Λ(θ)} par le lemme XIII.2 de [76].
Pour estimer inférieurement c(), on développe θ−Λ(θ) = θ− σ22 θ2+O(θ3). Une optimisation
sur θ suggère de prendre θ = 
σ2 , ce qui est toujours possible pour  assez petit, et on obtient
c() ≥ 
2
2σ2 +O(
3).
On peut déduire de cette version annealed du principe des grandes déviations une borne
supérieure quenched, c’est-à-dire valable pour P˜-presque toute réalisation ω, avec la même
fonction taux c.
Proposition 1.2.18. Pour tout 0 <  < 0, tout ν ∈MB et P˜-presque tout ω ∈ ΩN, on a
lim sup
n→∞
1
n
log ν({x ∈ X /Sn(ω, x) > n}) ≤ −c().
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Démonstration. Soit 0 < γ < 1. On pose
An = {ω ∈ Ω˜ / ν({x ∈ X /Sn(ω, x) > n}) ≥ e−n(1−γ)c()}.
On a vu lors de la preuve du lemme 1.2.17 que P˜ ⊗ ν(Sn > n) ≤ Ce−nc() pour C > 0.
L’inégalité de Markov donne alors
P˜(An) ≤ en(1−γ)c()P˜⊗ ν(Sn > n) ≤ Ce−nγc().
Par le lemme de Borel-Cantelli, on obtient que P˜-presque tout ω appartient à un nombre
fini de An d’où lim supn→∞ 1n log ν({x ∈ X /Sn(ω, x) > n}) ≤ −(1− γ)c() pour P˜-presque
tout ω. Comme γ peut être choisi comme un nombre rationnel arbitrairement proche de 0,
on trouve que
lim sup
n→∞
1
n
log ν({x ∈ X /Sn(ω, x) > n}) ≤ −c()
pour P˜-presque tout ω.
1.2.4 Théorème de la limite locale
Un raffinement de l’étude des opérateurs de Fourier Pit permet de démontrer un théorème
de la limite locale. On a besoin d’imposer une condition supplémentaire sur l’observable ϕ.
On suppose toujours que ϕ ∈ B0 est à valeurs réelles, borné, et d’intégrale nulle par rapport
à µ.
Définition 1.2.19. On dira que ϕ est apériodique si pour tout t ∈ R, t 6= 0, le rayon spectral
de Pit est strictement inférieur à 1.
Théorème 1.2.20 (Théorème de la limite locale). Si σ2 > 0 et si ϕ est apériodique, alors
pour tout ν ∈MB et tout intervalle borné I ⊂ R,
lim
n→∞ sups∈R
∣∣∣∣∣σ√n P˜⊗ ν(s+ Sn ∈ I)− 1√2pie− s
2
2nσ2 |I|
∣∣∣∣∣ = 0.
Démonstration. On suit la preuve de Breiman [28] pour le cas i.i.d., et celle de Rousseau-
Egele [127] pour les applications (déterministes) uniformément dilatantes de l’intervalle. Par
un argument de densité, il suffit de prouver que∣∣∣∣∣σ√nEP˜⊗ν(g(Sn + s))− 1√2pie− s
2
2nσ2
∫
R
g(u)du
∣∣∣∣∣
converge vers 0 uniformément en s ∈ R lorsque n → ∞, pour tout g ∈ L1(R) dont la
transformée de Fourier gˆ est continue à support compact. En utilisant la formule d’inversion
de Fourier, on trouve
σ
√
nEP˜⊗ν(g(Sn + s)) =
σ
√
n
2pi
∫
R
eitsgˆ(t)
(∫
X
P nit(f) dm
)
dt.
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Soit δ > 0 tel que le support de gˆ est inclus dans [−δ,+δ], et en se rappelant que λ(it) =
1− σ2t22 + o(t2) et 〈m(it), f〉〈m,h(it)〉 = 1 +O(|t|), on choisit 0 < δ˜ < δ assez petit de telle
sorte que |λ(it)| ≤ 1− σ2t24 ≤ e−
t2σ2
4 et |〈m(it), f〉〈m,h(it)〉 − 1| ≤ C|t| pour |t| < δ˜. Comme
1√
2pi
e−
s2
2nσ2
∫
R
g(u)du = gˆ(0)σ2pi
∫
R
e
its√
n e−
σ2t2
2 dt
et ∫
X
P nit(f) dm = λ(it)n〈m,h(it)〉〈m(it), f〉+ 〈m,Q(it)nf〉
pour tout |t| < δ˜, on peut écrire
σ
√
nEP˜⊗ν(g(Sn + s)) −
1√
2pi
e−
s2
2nσ2
∫
R
g(u)du
= σ2pi
(∫
|t|<δ˜√n
e
its√
n
(
gˆ( t√
n
)λ( it√
n
)n − gˆ(0)e−σ
2t2
2
)
dt
+
∫
|t|<δ˜√n
e
its√
n gˆ( t√
n
)λ( it√
n
)n
(
〈m( it√
n
), f〉〈m,h( it√
n
)〉 − 1
)
dt
+
√
n
∫
|t|<δ˜
eitsgˆ(t)〈m,Q(it)nf〉dt
+
√
n
∫
δ˜≤|t|≤δ
eitsgˆ(t)〈m,P nitf〉dt− gˆ(0)
∫
|t|≥δ˜√n
e
its√
n e−
σ2t2
2 dt
)
= σ2pi
(
A(1)n (s) + A(2)n (s) + A(3)n (s) + A(4)n (s) + A(5)n (s)
)
.
On a
∣∣∣A(1)n (s)∣∣∣ ≤ ∫|t|<δ˜√n ∣∣∣∣gˆ( t√n)λ( it√n)n − gˆ(0)e−σ2t22
∣∣∣∣ dt, d’où sups∈R ∣∣∣A(1)n (s)∣∣∣→ 0 par conver-
gence dominée, puisque
∣∣∣∣gˆ( t√n)λ( it√n)n − gˆ(0)e−σ2t22
∣∣∣∣ ≤ ‖gˆ‖sup (e−σ2t24 + e−σ2t22 ) est intégrable
sur R et gˆ( t√
n
)λ( it√
n
)n → gˆ(0)e−σ2t22 .
On peut majorer le second terme par C‖gˆ‖sup√
n
∫
|t|<δ˜√n |t|e−
σ2t2
4 dt = O
(
1√
n
)
et donc sups∈R
∣∣∣A(2)n (s)∣∣∣→
0.
Le troisième terme est majoré par C
√
n‖gˆ‖supρn, et donc sups∈R
∣∣∣A(3)n (s)∣∣∣→ 0.
Par convergence dominée, on a clairement sups∈R
∣∣∣A(5)n (s)∣∣∣→ 0, il reste à traiter le quatrième
terme. C’est ici que l’hypothèse d’apériodicité va jouer un rôle. Si l’on dénote par r(Pit)
le rayon spectral de l’opérateur Pit, on sait que la fonction s.c.s. t 7→ r(Pit) atteint son
maximum sur le compact {δ˜ ≤ |t| ≤ δ} en un point t0. Ce maximum vaut donc r(Pit0) qui est
strictement inférieur à 1 par l’hypothèse d’apériodicité, puisque t0 6= 0. Comme l’ensemble
{Pit}δ˜≤|t|≤δ est borné, il existe donc C et θ < 1 tel que ‖P nit‖ ≤ Cθn pour tout δ˜ ≤ |t| ≤ δ et
n ≥ 0. On a ainsi sups∈R
∣∣∣A(4)n (s)∣∣∣ ≤ C√nθn‖gˆ‖sup‖m‖‖f‖ → 0, ce qui termine la preuve.
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On donne à présent un critère permettant de vérifier l’hypothèse d’apériodicité.
Proposition 1.2.21. Supposons que la mesure stationnaire µ est équivalente à m et que le
rayon spectral (resp. le rayon spectral essential) de Pit est plus petit (resp. strictement plus
petit) que 1 pour tout t ∈ R. Si ϕ n’est pas apériodique, alors il existe t 6= 0, λ ∈ C avec
|λ| = 1 et une fonction mesurable g : X → C telle que gh ∈ B et λg(Tωx) = eitϕ(x)g(x) pour
m-p.t. x ∈ X et P-p.t. ω ∈ Ω.
Démonstration. Si ϕ n’est pas apériodique, alors il existe par définition un certain t 6= 0 tel
que le rayon spectral de Pit est plus grand ou égal à 1. On en déduit que le rayon spectral de
Pit est exactement égal à 1. Comme le rayon spectral essentiel de Pit est strictement inférieur
à 1, cela entraine qu’il existe une valeur propre λ de module 1 pour Pit, avec un vecteur
propre associé f ∈ B. On pose g = f
h
. g est bien définie m-presque partout par hypothèse
sur µ. On a alors P (φgh) = gh, où φ = λ¯eitϕ. On relève cette identité sur le produit-gauche :
par le lemme 1.3.3, on a PF (φpgphp) = gphp, où PF est l’opérateur de transfert du système
produit-gauche F par rapport à la mesure P˜⊗m. Voir le paragraphe 1.3 pour les notations.
D’après la proposition 1.1 de Morita [117], on en déduit que gp ◦ F = φpgp, P˜ ⊗m-p.p., ce
qui termine la preuve.
Remarque 1.2.22. 1. Les hypothèses sur le rayon spectral et le rayon spectral essentiel
de la proposition précédente se démontrent généralement en prouvant une inégalité
de Lasota-Yorke pour chaque opérateur Pit, en suivant la même stratégie que pour
l’opérateur P . On pourra consulter Rousseau-Egele [127], Morita [117], Broise [29],
ou Aaronson, Denker, Sarig et Zweimuller [2] pour de telles preuves dans le cadre
déterministe et unidimensionnel.
2. La proposition précédente montre que si ϕ n’est pas apériodique pour le système aléa-
toire, alors il n’est pas apériodique pour presque tout système déterministe Tω au sens
usuel, et presque toutes les équations d’apériodicité partagent une même solution régu-
lière. En particulier, si Ω est fini, et si ϕ est apériodique pour au moins une application
Tω, alors il est apériodique pour le système aléatoire. L’apériodicité dans le cadre dé-
terministe peut être vérifiée par des méthodes classiques, on renvoie à [1, 2, 29] parmi
d’autres pour plus de détails.
1.2.5 Principe d’invariance presque sure
Dans cette section, on démontre le principe d’invariance presque sure pour des observables
à valeurs dans Rd. Il s’agit d’un renforcement du théorème de la limite centrale qui entraine
de nombreuses conséquences, comme la loi du logarithme itéré, la version fonctionnelle du
théorème de la limite centrale, etc ... On renvoie à Melbourne et Nicol [112] et aux références
présentes dans ce papier pour plus de détails.
On donne d’abord la définition :
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Définition 1.2.23. Pour λ ∈ (0, 12 ], et Σ2 d × d matrice symétrique, semi-définie positive
(éventuellement dégénérée), on dira qu’un processus (Xn)n à valeurs dans Rd satisfait le
principe d’invariance presque sure avec l’exposant d’erreur λ et la covariance asymptotique
Σ2 s’il existe deux processus (Yn)n et (Zn)n, définis sur un autre espace probabilisé, tels que
1. les processus (Xn)n et (Yn)n ont la même distribution ;
2. les variables aléatoires Zn sont indépendantes et distribuées selon la loi N (0,Σ2) ;
3. presque surement,
∣∣∣∑n−1k=0 Yk −∑n−1k=0 Zk∣∣∣ = o(nλ).
Soit ϕ : X → Rd un observable borné, à valeurs dans Rd tel que chaque composante ϕj :
X → R, j = 1, . . . , d, appartient à B0, avec ∫X ϕj dµ = 0. On définit comme auparavant
Xk(ω, x) = ϕ(T kωx).
Théorème 1.2.24 (Principe d’invariance presque sure). La matrice de covariance
1
n
cov
(
n−1∑
k=0
Xk
)
converge vers une matrice Σ2 et le processus (Xn)n, défini sur l’espace probabilisé (Ω˜×X, P˜⊗
µ) satisfait le principe d’invariance presque sure avec Σ2 comme covariance asymptotique,
pour tout exposant d’erreur λ > 14 .
Démonstration. On applique les résultats de Gouëzel [64]. Plus précisément, on va construire
une famille d’opérateurs (Lt)t∈Rd sur B qui encode la fonction caractéristique du processus
(Xn)n et on va vérifier les hypothèses (I1) et (I2) de [64]. Pour k ≥ 0 et j1, . . . , jk ∈ {1, . . . , d},
on définit Cj1,...,jk by Cj1,...,jk(f) = P (ϕj1 . . . ϕjkf). Les hypothèses faites sur B et B0 montrent
que Cj1,...,jk agit continument sur B, avec une norme majorée par Ck‖ϕj1‖0 . . . ‖ϕjk‖0. Pour
t = (t1, . . . , td) ∈ Rd, on pose
Lt =
∞∑
k=0
ik
k!
d∑
j1,...,jk=1
tj1 . . . tjkCj1,...,jk .
On définit ainsi sur Rd une famille réelle-analytique d’opérateurs bornés sur B, puisque
∞∑
k=0
∥∥∥∥∥∥ i
k
k!
d∑
j1,...,jk=1
tj1 . . . tjkCj1,...,jk
∥∥∥∥∥∥ ≤
∞∑
k=0
1
k!
d∑
j1,...,jk=1
|tj1| . . . |tjk |‖Cj1,...,jk‖
≤ eC
∑d
j=0 |tj |‖ϕj‖0 <∞.
Pour t ∈ Rd et f ∈ B, on a Lt(f) = P (ei〈t,ϕ〉f), et donc la famille {Lt}t∈Rd encode la fonction
caractéristique du processus (Xn) au sens de [64], d’après le lemme 1.2.7. Puisque L0 = P a
un trou spectral sur B, l’hypothèse (I1) est vérifiée. Pour montrer l’hypothèse (I2), il suffit,
d’après la proposition 2.3 de [64], que l’application t 7→ Lt soit continue en t = 0, mais cela
découle immédiatement de la réelle-analycité de cette application.
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1.3 Le théorème de la limite centrale par la méthode
des martingales
L’objectif de cette section est de montrer que la méthode classique d’approximation par les
martingales due à Gordin [59] (voir aussi Liverani [103]) permet de démontrer le théorème de
la limite centrale annealed pour les systèmes dynamiques aléatoires. On donnera donc ici une
preuve alternative du théorème 1.2.6 dans le cas où la mesure ν est la mesure stationnaire
µ. La méthode utilisée sera réinvestie dans le paragraphe suivant pour démontrer un TCL
pour les lemmes dynamiques de Borel-Cantelli, un contexte où le processus étudié n’est plus
stationnaire, l’observable dépendant alors du temps n.
On fera tout au long de ce paragraphe l’hypothèse que la mesure stationnaire µ est équivalente
à m. Les applications Tω sont alors toutes non-singulières par rapport à µ, ce qui nous permet
de définir l’opérateur de transfert moyenné Pµ du système aléatoire par rapport à µ. Il vérifie
Pµ(f) = P (hf)h pour tout f ∈ L1(µ), où h est la densité de µ et P est l’opérateur de transfert
moyenné défini par rapport à m.
On rappelle que l’opérateur de Koopman, ou opérateur de transition, agit sur les fonctions
définies sur X par Uf(x) =
∫
Ω f(Tωx) dP(ω). À U est associée une probabilité de transition
sur X donnée par U(x,A) = U(1A)(x) = P({ω /Tωx ∈ A}). On rappelle aussi que la mesure
stationnaire µ vérifie µU = µ par définition. On peut alors associer à U et µ une chaîne de
Markov canonique de la façon suivante.
Soit Ω? = XN0 = {x = (x0, x1, x2, . . . , xn, . . .)}, muni de la tribu F engendrée par les cy-
lindres. Comme X est un espace polonais, F est la tribu borélienne associée à la topologie
produit sur Ω?. Le théorème de Ionescu-Tulcea [120, Proposition V-1-1] montre qu’il existe
une unique mesure de probabilité sur Ω? telle que∫
Ω?
f(x) dµc(x) =
∫
X
µ(dx0)
∫
X
U(x0, dx1) . . .
∫
X
U(xn−1, dxn)f(x0, . . . , xn)
pour tout n et toute fonction mesurable bornée f : Ω? → R qui ne dépend que de x0, . . . , xn. Si
on dénote par xn l’application qui à chaque x associe sa n-ième coordonnée xn, alors {xn}n≥0
est une chaîne de Markov définie sur l’espace probabilisé (Ω?,F , µc), avec distribution initiale
µc et probabilité de transition U . Par stationnarité de la mesure µ, chaque xn est distribué
suivant la loi µ.
On peut définir le décalage à gauche τ sur Ω?. Par stationnarité, celui-ci préserve la mesure
µc. On rappelle aussi que l’on dispose d’un système produit gauche F sur ΩN × X, défini
par F (ω, x) = (σω, Tω1x), où σ est le décalage à gauche sur ΩN. F préserve la probabilité
P˜⊗µ = P⊗N⊗µ. On peut relier ce système produit-gauche au système symbolique τ sur Ω?. En
effet, si on définit Φ : ΩN ×X → Ω? par Φ(ω, x) = (x, Tω1x, Tω2Tω1x, . . . , Tωn . . . Tω1x, . . .) =
{p(Sn(ω, x))}n≥0, avec p(ω, x) = x, alors on a :
Lemme 1.3.1. Φ est mesurable, envoie P˜⊗ µ sur µc et vérifie Φ ◦ F = τ ◦ Φ.
En d’autres termes, (Ω˜×X,F, P˜⊗ µ) est une extension de (Ω?, τ, µc).
43
Démonstration. La seule chose non-évidente à prouver est le fait que Φ envoie P˜⊗ µ sur µc.
Il suffit de montrer que∫
X
µ(dx)
∫
ΩN
f0(x)f1(T 1ωx) . . . fn(T nω x) dP˜(ω) dµ(x)
=
∫
X
µ(dx0)f0(x0)
∫
X
U(x0, dx1)f1(x1) . . .
∫
X
U(xn−1, dxn)fn(xn)
pour tout n ≥ 0 et toutes les fonctions mesurables bornées f0, . . . , fn : X → R. On procède
par récurrence sur n, le cas n = 0 étant trivial. On a∫
X
µ(dx0)f0(x0)
∫
X
U(x0, dx1)f1(x1) . . .
∫
X
U(xn−1, dxn)fn(xn)
∫
X
U(xn, dxn+1)fn+1(xn+1)
=
∫
X
µ(dx0)f0(x0)
∫
X
U(x0, dx1)f1(x1) . . .
∫
X
U(xn−1, dxn)fn(xn)Ufn+1(xn)
=
∫
X
µ(dx)
∫
ΩN
f0(x)f1(T 1ωx) . . . fn(T nω x)Ufn+1(T nω x) dP˜(ω) dµ(x)
=
∫
X
µ(dx)
∫
ΩN
f0(x)f1(T 1ωx) . . . fn(T nω x)fn+1(T n+1ω x) dP˜(ω) dµ(x)
ce qui termine la preuve.
Soit pin : Ω? → X la projection pin(x0, . . . , xn, . . .) = xn et pi = pi0. On relève chaque fonction
φ : X → R en une fonction φpi sur Ω? par φpi = φ ◦ pi. On a alors Eµ(φ) = Eµc(φpi). On
remarque aussi que pin = pi ◦ τn et p ◦ F n = pin ◦ Φ.
Soit ϕ : X → R un observable borné à valeurs réelles, appartenant à B0, tel que ∫X ϕdµ = 0.
On définit Xk = ϕ ◦ p ◦ F k et Sn = ∑n−1k=0 Xk. On a alors Xk = ϕ ◦ pik ◦ Φ = ϕpi ◦ τ k ◦ Φ.
Ainsi, Sn = (
∑n−1
k=0 ϕpi ◦ τ k) ◦ Φ, et donc la loi de Sn sous la probabilité P˜ ⊗ µ est la loi de
la n-ième somme de Birkhoff de l’observable ϕpi pour le système symbolique (Ω?, τ, µc). Pour
démontrer un TCL pour Sn, il est donc suffisant de le démontrer pour l’observable ϕpi et le
système (Ω?, τ, µc).
Pour cela, on va utiliser l’opérateur de Koopman U˜ et l’opérateur de transfert P˜ associés
à (Ω?, τ, µc). Comme τ préserve µc, ces opérateurs satisfont les relations P˜ kU˜kf = f et
U˜kP˜ kf = Eµc(f |Fk) pour tout f ∈ L1(µc), où Fk = τ−kF = σ(xk, xk+1, . . .).
L’opérateur P˜ est lié à l’opérateur de transfert moyenné Pµ de la façon suivante :
Lemme 1.3.2. Pour tout φ ∈ L1(µ), on a P˜ (φpi) = (Pφ)pi.
On va déduire ce lemme du résultat correspondant pour l’opérateur PF associé au système
produit-gauche (Ω˜ × X,F, P˜ ⊗ µ). Pour φ ∈ L1(µ), on introduit la notation φp = φ ◦ p ∈
L1(P˜ ⊗ µ). La même preuve que pour le lemme 1.1.2, mais avec la mesure µ au lieu de m
donne :
Lemme 1.3.3. Pour tout φ ∈ L1(µ), on a PF (φ ◦ p) = (Pµφ) ◦ p.
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Démonstration du lemme 1.3.2. Soit ψ : Ω? → R un élément quelconque de L∞(µc). On doit
montrer que
∫
Ω? φpi(ψ ◦ τ) dµc =
∫
Ω?(Pµφ)piψ dµc. On a∫
Ω?
φpi(ψ ◦ τ) dµc =
∫
ΩN×X
(φ ◦ pi ◦ Φ)(ψ ◦ τ ◦ Φ) d(P˜⊗ µ)
=
∫
ΩN×X
(φ ◦ p)(ψ ◦ Φ ◦ F ) d(P˜⊗ µ) =
∫
ΩN×X
PF (φ ◦ p)(ψ ◦ Φ) d(P˜⊗ µ)
=
∫
ΩN×X
(Pµφ ◦ p)(ψ ◦ Φ) d(P˜⊗ µ) =
∫
ΩN×X
(Pµφ ◦ pi ◦ Φ)(ψ ◦ Φ) d(P˜⊗ µ)
=
∫
Ω?
(Pµφ)piψ dµc
On est en mesure à présent de démontrer le TCL :
Théorème 1.3.4. Soit ϕ ∈ B0 un observable borné à valeurs réelles, avec ∫X ϕdµ = 0. Soit
Sn(ω, x) =
∑n−1
k=0 ϕ(T kωx). Alors il existe σ2 ≥ 0 tel que Sn√n converge en loi vers N (0, σ2) sous
la probabilité P˜⊗ µ, et σ2 = 0 si et seulement si il existe ψ : X → R mesurable avec ψh ∈ B
tel que ϕ(x) = ψ(Tωx)− ψ(x) pour P˜-p.t ω et µ-p.t. x.
Démonstration. D’après la décroissance des corrélations (point (1) de la proposition 1.2.1),
on a ‖P nµϕ‖L1µ ≤ Cλn‖ϕ‖0, puisque ‖g‖L∞m = ‖g‖L∞µ , µ étant équivalente à m par hypothèse.
Pour tout p > 1, on a ‖P nµϕ‖Lpµ ≤ ‖P nµϕ‖p−1L∞µ ‖P nµϕ‖L1µ ≤ C‖ϕ‖
p−1
L∞µ ‖ϕ‖0λn, d’après l’inégalité
de Hölder. Ainsi, la série ψ = ∑n≥1 P nµϕ est sommable dans Lp(µ) pour tout 1 ≤ p <∞, et
en particulier, ψ ∈ L2(µ).
On définit χ = ϕpi + ψpi − ψpi ◦ τ sur Ω?. D’après le lemme 1.3.2, χ vérifie P˜χ = P˜ (ϕpi) +
P˜ (ψpi)− P˜ U˜(ψpi) = (Pµϕ)pi + (Pµψ − ψ)pi = 0, puisque Pµψ = ψ − Pµϕ.
On a que {χ ◦ τ k}k≥0 est une suite de différences de martingales inversées par rapport à
la filtration {Fk}k≥0 : en effet, on a Eµc(χ ◦ τ k|Fk+1) = U˜k+1P˜ k+1U˜kχ = U˜k+1P˜χ = 0.
Cette suite est clairement stationnaire et dans L2, puisque χ ∈ L2. Elle est ergodique car le
système (Ω?, τ, µc) est ergodique : c’est en effet un facteur du système (Ω˜×X,F, P˜⊗ µ) qui
est ergodique d’après la proposition 1.1.4. Ainsi 1√
n
∑n−1
k=0 χ◦ τ k converge en loi vers N (0, σ2),
avec σ2 = Eµc(χ2), d’après Billingsley [23].
Puisque ∑n−1k=0 ϕpi ◦ τ k = ∑n−1k=0 χ ◦ τ k +ψpi ◦ τn−ψpi, etψpi◦τn−ψpi√n converge vers 0 en probabilité
(car il converge vers 0 en norme L1), on obtient que 1√
n
∑n−1
k=0 ϕpi ◦ τ k converge en loi vers
N (0, σ2), et comme on l’a vu plus haut, ceci entraine le TCL pour Sn.
Si σ2 = 0, alors χ = 0, µc-p.p., ce qui entraine que ϕpi = ψpi ◦ τ − ψpi, µc-p.p., et donc
ϕ(x) = ψ(Tωx) − ψ(x) pour P˜-p.t ω et µ-p.t. x. Pour obtenir la régularité de ϕ, on observe
que la décroissance des corrélations montre que ‖hP nµ (ϕ)‖B = ‖P n(ϕh)‖B converge expo-
nentiellement vite vers 0. Ainsi, la série ψh = ∑n≥1 hP nµ (ϕ) est sommable dans B, d’où le
résultat.
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En suivant la méthode de Melbourne et Török [113], on peut montrer que l’on a aussi conver-
gence des moments. SoitW une variable aléatoire distribuée suivant la loiN (0, σ2). Si σ2 = 0,
alors W est constante égale à 0 presque surement.
Proposition 1.3.5. Pour p ∈ [1,+∞), on a
EP˜⊗µ
∣∣∣∣∣ Sn√n
∣∣∣∣∣
p
→ E|W |p.
Démonstration. Si σ2 = 0, alors la caractérisation par les cobords donne que Sn est bornée
dans chaque Lp (on a vu au cours de la preuve du théorème 1.3.4 que le cobord ψ appartient
à tous les Lp), d’où le résultat. On traite à présent le cas σ2 > 0. On reprend les notations
de la preuve du théorème 1.3.4. On a ∑n−1k=0 ϕpi ◦ τ k = ∑n−1k=0 χ ◦ τ k + ψpi ◦ τn − ψpi. Comme
{∑n−1k=0 χ ◦ τ k}k est une martingale inversée, on obtient par l’inégalité de Burkholder [33] que
‖∑n−1k=0 χ◦ τ k‖Lpµc = O(n 12 ), ce qui entraine que ‖∑n−1k=0 ϕpi ◦ τ k‖Lpµc = O(n 12 ). D’autre part, on
a ‖∑n−1k=0 ϕpi ◦ τ k‖Lpµc = ‖Sn‖Lp(P˜⊗µ). Ainsi, pour chaque p > 1, les moments d’ordre p de Sn√n
sont bornés. La convergence des moments découle alors immédiatement d’un résultat connu
en probabilité, voir par exemple l’exercice 2.5 page 86 de Durrett [51].
1.4 Lemmes dynamiques de Borel-Cantelli
Dans toute cette section, on fait l’hypothèse que la décroissance des corrélations est expo-
nentielle pour les observables dans B0 contre les observables dans L1(µ), c’est-à-dire que∣∣∣∣∫
X
f Ung dµ−
∫
X
f dµ
∫
X
g dµ
∣∣∣∣ ≤ Cλn‖f‖0‖g‖L1µ
pour tout f ∈ B0 et g ∈ L1(µ). Comme on l’a vu à la proposition 1.2.1, c’est le cas lorsque
B s’injecte continument dans L∞(m) et que la densité de µ est bornée inférieurement.
1.4.1 Convergence presque sure
On va utiliser le résultat suivant, du à Sprindzuk [132] :
Proposition 1.4.1. Soit fk une suite de fonctions mesurables positives sur un espace mesuré
(Y, ν) et soit f¯k, ϕk deux suites de nombres réels satisfaisant 0 ≤ f¯k ≤ ϕk ≤ M pour tout
k ≥ 1 et un certain M > 0. On suppose que
∫
Y
 ∑
m<k≤n
(
fk(y)− f¯k
)2 dν(y) ≤ C ∑
m<k≤n
ϕk
pour tous les entiers m < n et un certain C > 0. Alors∑
1≤k≤n
fk(y) =
∑
1≤k≤n
f¯k +O(Φ1/2(n) log3/2+ Φ(n))
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pour ν-p.t. y ∈ Y , tout  > 0, et Φ(n) = ∑1≤k≤n ϕk.
On applique ce résultat à l’espace (Ω˜×X, P˜⊗ µ). En adaptant au cas aléatoire la démarche
de Kim [95], et en utilisant notre hypothèse sur la décroissance des corrélations, on obtient
Théorème 1.4.2. Soit φn une suite de fonctions positives, avec φn ∈ B0 et supn ‖φn‖0 <∞,
et telle que En →∞, où En = ∑n−1k=0 ∫ φkdµ. Alors
lim
n→∞
1
En
n−1∑
k=0
φk(T kωx) = 1,
pour P˜⊗ µ-p.t. (ω, x) ∈ Ω˜×X.
Démonstration. On applique le théorème de Sprindzuk avec (Y, ν) = (Ω˜ × X, P˜ ⊗ µ), fk =
(φk)p ◦ F k, f¯k = ϕk = ∫ φkdµ. On a
∫
Y
 ∑
m<k≤n
(
fk(y)− f¯k
)2 dν(y)
≤ 2 ∑
m<k≤l≤n
∣∣∣∣∫Ω˜×X(φk)p(φl)p ◦ F l−kdP˜⊗ µ−
∫
φkdµ
∫
φldµ
∣∣∣∣
= 2
∑
m<k≤l≤n
∣∣∣∣∫
X
φkU
l−kφldµ−
∫
φkdµ
∫
φldµ
∣∣∣∣ ≤ C ∑
m<k≤l≤n
λl−k‖φk‖0‖φl‖L1µ
≤ C ∑
m<l≤n
ϕl.
1.4.2 Étude des fluctuations
On peut préciser la nature des fluctuations dans la convergence presque sure donnée par
le théorème 1.4.2. On suppose toujours que φn est une suite de fonctions positives, bornée
dans B0 avec En = ∑n−1k=0 ∫ φk dµ divergente. On fera aussi l’hypothèse que B = B0 est une
algèbre de Banach qui s’injecte continument dans L∞(m), ce qui est le cas lorsque B = BV
en dimension 1, ou lorsque B = Vα est l’espace Quasi-Hölder. On supposera aussi que la
densité h de µ ne s’annule pas et vérifie 1
h
∈ B : c’est le cas lorsque B est BV en dimension
1 ou Quasi-Hölder et que la densité est bornée inférieurement.
On pose φ˜n = φn− ∫ φn dµ, Sn(x) = ∑n−1k=0 φ˜k(xk), et on introduit une approximation par des
martingales similaire à celle du paragraphe 1.3.
On définit ψ0 = 0 et, pour n ≥ 1, on définit
ψn =
n∑
k=1
P kµ φ˜n−k.
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Un calcul simple montre que Pµψn = ψn+1 − Pµφ˜n. On définit alors sur Ω?,
χn = (φ˜n)pi − (ψn+1)pi ◦ τ + (ψn)pi.
On a alors
n−1∑
k=0
χk ◦ τ k =
n−1∑
k=0
(φ˜k)pi ◦ τ k − (ψn)pi ◦ τn.
D’après le lemme 1.3.2, on a P˜χn = (Pµφ˜n−ψn+1 +Pµψn)pi = 0. Ceci montre que {χk ◦τ k}k≥0
est une suite de différences de martingales inversées par rapport à la filtration {Fk}k≥0 : en
effet, Eµc(χk ◦ τ k|Fk+1) = U˜k+1P˜ k+1U˜kχk = U˜k+1P˜χk = 0.
La décroissance des corrélations, et les hypothèses faites au début de cette sous-section,
entrainent que ψn est une suite bornée dans B.
On pose a2n = Eµc(S2n).
Théorème 1.4.3. On a l’alternative suivante :
1. Soit (a2n) est bornée, et dans ce cas Sn est bornée presque surement ;
2. Soit (a2n) converge vers +∞, et dans ce cas Snan converge en loi vers N (0, 1).
Pour démontrer ce théorème, on va utiliser le résultat suivant, du à Brown [30]. (voir aussi
[46, Théorème 5.8] pour la formulation pour les martingales inversées)
Théorème 1.4.4. Soit (Un,Fn)n≥0 une suite de différences de martingales inversées, de
carré intégrable. Pour n ≥ 0, on pose
Tn =
n−1∑
k=0
Uk, σ
2
n =
n−1∑
k=0
E(U2k ), et Vn =
n−1∑
k=0
E(U2k |Fk+1).
On suppose que les deux conditions suivantes sont vérifiées :
(i) la suite de variables aléatoires (Vn
σ2n
) converge en probabilité vers 1 ;
(ii) pour tout  > 0, limn→∞ 1σ2n
∑n−1
k=0 E(U2k1|Uk|>σn) = 0.
Alors
lim
n→∞ supt∈R
∣∣∣∣∣P(Tnσn ≤ t)− 1√2pi
∫ t
−∞
e−
s2
2 ds
∣∣∣∣∣ = 0.
Démonstration du théorème 1.4.3. On applique le théorème de Brown, dont on conserve les
mêmes notations, avec Un = χn ◦ τn définie sur (Ω?, µc). On remarque que |a2n − σ2n| ≤
‖Sn − Tn‖2 = ‖(ψn)pi‖2 est borné, donc (a2n) est soit bornée, soit divergente vers +∞.
On suppose que a2n, et donc σ2n tend vers +∞ et on vérifie la condition (ii) : on a
1
σ2n
n−1∑
k=0
E(U2k1|Uk|>σn) ≤
1
σ2n
n−1∑
k=0
‖U2k‖L∞µcµc(|Uk| > σn) ≤
C
σ2n
n−1∑
k=0
Eµc(U2k )
2σ2n
= C
2σ2n
,
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qui converge vers 0 pour tout  > 0.
Pour la condition (i), on a
Vn =
n−1∑
k=0
E(U2k |Fk+1) =
n−1∑
k=0
Eµc(χ2k ◦ τ k|τ−(k+1)F) =
n−1∑
k=0
P˜ k+1(χ2k ◦ τ k) ◦ τ k+1
=
n−1∑
k=0
P˜ (χ2k) ◦ τ k+1.
Un calcul simple utilisant les propriétés de l’opérateur de transfert donne
P˜ (χ2k) =
[
Pµ(φ˜2k) + ψ2n+1 + Pµ(ψ2n)− 2Pµ(φ˜k)ψn+1 + 2Pµ(φ˜kψk)− 2Pµ(ψk)ψk+1
]
pi
=: (ϕk)pi.
Comme φ˜k et ψk sont bornées dans B, on obtient par nos hypothèses sur B que ϕk est une
suite de fonctions positives bornées dans B0. Comme ∑n−1k=0 ∫ ϕk dµ = σ2n diverge, on obtient
par le théorème 1.4.2 que Vn
σ2n
◦ Φ converge P˜ ⊗ µ-p.s. vers 1, d’où la validité de la condition
(i). Ceci démontre la deuxième partie du théorème 1.4.3.
Si a2n, et donc σ2n, est bornée, alors d’après le théorème de convergence des martingales, on
a que Tn est convergente p.s., d’où l’on obtient que Sn = Tn + (ψn)pi ◦ τn est bornée presque
surement.
1.4.3 Application au problème des cibles rétrécissantes
Dans cette sous-section, on se restreindra au cas où le système aléatoire est un des systèmes
décrits aux paragraphes 1.1.2, 1.1.3 et 1.1.4, à l’exception de l’exemple 1.1.11. En particulier,
X est soit l’intervalle [0, 1], soit un compact régulier de Rd, et B = B0 est l’espace BV
en dimension 1, ou l’espace Quasi-Hölder. Ces deux espaces vérifient les conditions requises
dans les sous sections précédentes, tandis que la condition de recouvrement remplie par les
systèmes considérés entraine que 1
h
∈ B et l’hypothèse de décroissance des corrélations contre
L1(µ).
On fixe un point p ∈ X, et on considère une suite décroissantes de boules Bn(p) centrées
en p telles que En =
∑n−1
k=0 µ(Bk(p))→ +∞. Une application directe du théorème 1.4.2 avec
φk = 1Bk(p), qui définit bien une suite bornée dans B0, donne :
Proposition 1.4.5. Presque toutes les orbites aléatoires T kωx passent infiniment souvent dans
Bk(p) : pour P˜-p.t. ω et µ-p.t. x ∈ X, on a T kωx ∈ Bk(p) pour une infinité de k ≥ 0. On a de
plus une information quantitative sur le nombre de visites :
1
En
]{k ≥ 0 / T kωx ∈ Bk(p)} → 1
pour P˜-p.t. ω et µ-p.t. x ∈ X.
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On pose a2n = Eµc
((∑n−1
k=0(φ˜k)pi ◦ τ k
)2)
. On a vu au théorème 1.4.3 que si a2n est non bornée,
alors la somme ∑n−1k=0(φ˜k)pi ◦ τ k satisfait un théorème de la limite centrale. On donne ici un
critère simple permettant de vérifier cette condition :
Proposition 1.4.6. Si (log k)µ(Bk(p))→ 0, alors lim inf a2nEn ≥ 1. En particulier, a2n →∞.
Démonstration. On choisit a > 0 suffisamment grand pour que a log λ < −1, où λ < 1 est le
taux de décroissance exponentielle pour les corrélations.
On a
a2n = Eµc
(n−1∑
k=0
(φ˜k)pi ◦ τ k
)2 = n−1∑
k=0
Eµc((φ˜k)2pi) + 2
∑
0≤k<l≤n−1
Eµc((φ˜k)pi(φ˜l)pi ◦ τ l−k)
=
n−1∑
k=0
Eµ(φ˜2k) + 2
∑
0≤k<l≤n−1
Eµ(φ˜kU l−kφ˜l).
On découpe le deuxième terme de cette somme en deux parties :
∑
0≤k<l≤n−1
Eµ(φ˜kU l−kφ˜l) =
n−1∑
k=0
k+a log(k+1)∑
l=k+1
Eµ(φ˜kU l−kφ˜l) +
n−1∑
l=k+a log(k+1)+1
Eµ(φ˜kU l−kφ˜l)
 .
On a
k+a log(k+1)∑
l=k+1
Eµ(φ˜kU l−kφ˜l) =
k+a log(k+1)∑
l=k+1
(
Eµ(φkU l−kφl)−
∫
φkdµ
∫
φldµ
)
.
Par positivité et décroissance des φk, on obtient que
k+a log(k+1)∑
l=k+1
Eµ(φ˜kU l−kφ˜l) ≥ −O
(
(log k)µ(Bk(p))2
)
.
D’autre part, un calcul direct en utilisant la décroissance des corrélations donne∣∣∣∣∣∣
n−1∑
l=k+a log(k+1)+1
Eµ(φ˜kU l−kφ˜l)
∣∣∣∣∣∣ = O
(
ka log λ
)
.
Ainsi, on obtient
∑
0≤k<l≤n−1
Eµ(φ˜kU l−kφ˜l) ≥ −O(1)−O
(
n−1∑
k=0
(log k)µ(Bk(p))2
)
Comme (log k)µ(Bk(p)) tend vers 0 et En =
∑n−1
k=0 µ(Bk(p)) est divergente, on trouve que
O
(∑n−1
k=0(log k)µ(Bk(p))2
)
= o(En). Or,
n−1∑
k=0
Eµ(φ˜2k) =
n−1∑
k=0
(
µ(Bk(p))− µ(Bk(p))2
)
∼ En
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car µ(Bk(p))→ 0 et En →∞, d’où l’on déduit que
a2n ≥ En + o(En),
ce qui termine la preuve.
1.5 Version quenched du théorème de la limite centrale
Dans cette section, on s’intéresse à la version quenched du TCL, c’est à dire à un TCL
valable pour presque tout choix de ω. Plus précisément, on étudie les lois limites pour la
somme ∑n−1k=0 ϕ ◦ T kω , pour ω fixé, mais générique.
1.5.1 Un résultat général
On décrit ici un résultat abstrait, démontré par Ayyer, Liverani et Stenlund [11], qui sera
notre outil principal pour étudier le TCL quenched. On considère ici un système dynamique
aléatoire i.i.d. {Tω}ω∈Ω agissant sur X, avec une mesure stationnaire µ. Soit ϕ : X → R
un observable avec
∫
X ϕdµ = 0, et on définit comme auparavant Xk(ω, x) = ϕ(T kωx) et
Sn =
∑n−1
k=0 Xk. On aura besoin d’introduire un système auxiliaire, défini de la façon suivante.
L’espace probabilisé est toujours (Ω,P). Les applications, que l’on dénotera par Tˆω, agissent
sur X2 par Tˆω(x, y) = (Tωx, Tωy). On définit un nouvel observable ϕˆ : X2 → R pour ce
système auxiliaire par ϕˆ(x, y) = ϕ(x) − ϕ(y), et on dénote par Sˆn sa somme de Birkhoff
associée.
Théorème 1.5.1. On suppose qu’il existe σ2 > 0 et C > 0 tels que pour tout t ∈ R et n ≥ 1
avec t√
n
assez petit,
(1)
∣∣∣∣EP˜⊗µ(ei t√nSn)− e− t2σ22 ∣∣∣∣ ≤ C 1+|t|3√n ,
(2)
∣∣∣∣EP˜⊗(µ⊗µ)(ei t√n Sˆn)− e−t2σ2∣∣∣∣ ≤ C 1+|t|3√n .
On suppose de plus que pour n ≥ 1, et tout  > 0 assez petit,
(3) P˜⊗ µ
(∣∣∣Sn
n
∣∣∣ ≥ ) ≤ Ce−C2n.
Alors, le théorème de la limite centrale quenched est vérifié : pour P˜-presque toute suite
ω ∈ ΩN, on a ∑n−1
k=0 ϕ ◦ T kω√
n
=⇒µ N (0, σ2).
On peut vérifier les hypothèses de ce théorème en procédant de la façon suivante.
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Étape 1 On démontre que le système aléatoire qui nous intéresse, c’est-à-dire {Tω}ω∈Ω,
vérifie les hypothèses (H1) à (H6) décrites au paragraphe 1.1.1, avec un espace
fonctionnel B. On vérifie que ϕ appartient à B0, où B0 satisfait la condition donnée
au début du paragraphe 1.2. Sous ces hypothèses, on sait que le système aléatoire
{Tω}ω∈Ω admet une unique mesure stationnaire µ absolument continue par rapport
à m. En faisant l’hypothèse que ϕ n’est pas un cobord au sens de la proposition
1.2.5, par les résultats du paragraphe 1.2, on sait qu’il existe σ2 > 0 tel que les
hypothèses 1 et 3 du théorème 1.5.1 sont vérifiées.
Étape 2 On démontre que le système auxiliaire {Tˆω}ω∈Ω vérifie les hypothèses (H1) à (H6),
avec un espace fonctionnel Bˆ de fonctions définies sur X2, avec comme mesure de
référence m2 = m⊗m. Ainsi, ce système admet alors une unique mesure station-
naire µ2 absolument continue par rapport à m2. L’observable ϕˆ doit appartenir à
un espace Bˆ0 qui vérifie la condition de compatibilité avec Bˆ du paragraphe 1.2,
et la mesure µ ⊗ µ doit appartenir à MBˆ, c’est-à-dire h ⊗ h ∈ Bˆ. Il est facile de
voir que les marginales de µ2 sont absolument continues par rapport à m et sont
stationnaires pour le système {Tω}ω∈Ω. Comme µ est l’unique mesure stationnaire
absolument continue pour le système considéré, on en déduit que les marginales
de µ2 sont toutes deux égales à µ, et donc
∫
X2 ϕˆ dµ2 = 0. Sous ces hypothèses, on
sait qu’il existe σˆ2 > 0 (la stricte positivité découle en fait de l’étape 3) tel que∣∣∣∣EP˜⊗(µ⊗µ)(ei t√n Sˆn)− e− t2σˆ22 ∣∣∣∣ ≤ C 1+|t|3√n pour t ∈ R et n ≥ 1 avec t√n assez petit.
Étape 3 On démontre que σˆ2 = 2σ2. Ceci entraine la validité de l’hypothèse 2 du théorème
1.5.1.
Les systèmes aléatoires que l’on considère dans tout ce chapitre vérifient les hypothèses (H1)
à (H6), donc l’étape 1 est ici inexistante. L’étape 2 ne présente en général que des difficultés
d’ordre technique : le système aléatoire auxiliaire agit sur un espace de dimension deux fois
plus grande que celle du système d’origine, ce qui nécessite d’utiliser un espace fonctionnel
Bˆ plus compliqué que B. Ceci est particulièrement vrai lorsque X = [0, 1] : en effet, dans ce
cas, B est l’espace BV en dimension 1, tandis que l’on devra choisir pour Bˆ l’espace Quasi-
Hölder (ou n’importe quelle autre alternative comme BV en dimension quelconque). On
devra alors tenir compte de l’accumulation des discontinuités, un phénomène qui n’apparait
qu’en dimension supérieure ou égale à 2. Néanmoins, la structure particulièrement simple des
applications Tˆω (des produits directs) et des partitions de régularité (composées de rectangles)
entraine que les hypothèses classiques où la dilatation l’emporte sur la complexité sont souvent
vraies. Toute la difficulté réside en réalité dans l’étape 3. Pour démontrer que σˆ2 = 2σ2, on
utilisera les formules de Green-Kubo qui nous donnent une expression explicite pour les
variances asymptotiques.
On démontrera dans les sous-sections suivantes que cette hypothèses sur les variances est
vérifiée dans le cas où toutes les applications Tω préserve la mesure µ. On discutera aussi
du cas général (et ouvert) où la mesure µ n’est pas nécessairement préservée par toutes les
52
applications. Avant de terminer cette sous-section, on démontre le lemme suivant, qui montre
que bien qu’elle soit surprenante, la condition σˆ2 = 2σ2 est nécessaire pour obtenir le TCL
quenched tel que nous l’avons formulé.
Lemme 1.5.2. En conservant les notations précédentes, si on suppose qu’il existe σ2 > 0 et
σˆ2 > 0 tel que
1. Sn√
n
converge en loi vers N (0, σ2) sous la probabilité P˜⊗ µ,
2. Sˆn√
n
converge en loi vers N (0, σˆ2) sous la probabilité P˜⊗ (µ⊗ µ),
3. pour P˜-p.t. ω, 1√
n
∑n−1
k=0 ϕ ◦ T kω converge en loi vers N (0, σ2) sous la probabilité µ.
Alors σˆ2 = 2σ2.
Démonstration. On pose Sn,ω = Sn(ω, .) =
∑n−1
k=0 ϕ◦T kω . Procédant comme dans [11], on écrit
pour t ∈ R et n ≥ 1 :
EP˜
(∣∣∣∣µ(ei t√nSn,ω)− e−σ2t22 ∣∣∣∣2
)
= EP˜
(∣∣∣∣µ(ei t√nSn)∣∣∣∣2
)
− e−t2σ2 + 2e−σ
2t2
2 <
(
e−
σ2t2
2 − EP˜⊗µ(ei
t√
n
Sn)
)
= EP˜
(
µ⊗ µ(ei t√n Sˆn)
)
− e− t
2σˆ2
2 +
(
e−
t2σˆ2
2 − e−t2σ2
)
+ 2e−σ
2t2
2 <
(
e−
σ2t2
2 − EP˜⊗µ(ei
t√
n
Sn)
)
.
Par les deux premières hypothèses, ce terme converge vers e− t
2σˆ2
2 − e−t2σ2 lorsque n → ∞.
Mais EP˜
(∣∣∣∣µ(ei t√nSn,ω)− e−σ2t22 ∣∣∣∣2
)
converge vers 0 par la troisième hypothèse et le théorème
de convergence dominée. Ceci montre que e− t
2σˆ2
2 = e−t2σ2 et donc σˆ2 = 2σ2.
1.5.2 Le cas où la mesure µ est préservée par toutes les applications
Tω
On suppose ici que toutes les applications Tω préservent une même mesure µ. Dans ce cas,
la mesure µ est clairement stationaire, tandis que chaque Tˆω préserve µ ⊗ µ, et donc µ ⊗ µ
est stationaire pour le système auxiliaire.
On suppose que les deux premières étapes décrites au paragraphe 1.5.1 ont été vérifiées. On
a donc que l’opérateur P du système aléatoire admet un trou spectral sur B, et l’observable
ϕ ∈ B0 avec ∫ ϕdµ = 0 satisfait tous les théorèmes limites décrits à la section 1.2 pour
l’unique mesure stationnaire a.c. µ. De même, l’opérateur Pˆ du système auxiliaire admet un
trou spectral sur Bˆ et l’observable ϕˆ ∈ Bˆ0 satisfait les mêmes théorèmes limites pour l’unique
mesure stationaire a.c. µ2 = µ⊗ µ.
Proposition 1.5.3. On a σˆ2 = 2σ. En particulier, le TCL quenched est vérifié pour l’obser-
vable ϕ, s’il n’est pas un cobord aléatoire : pour P˜-p.t. ω, 1√
n
∑n−1
k=0 ϕ ◦T kω converge en loi vers
N (0, σ2) sous la probabilité µ.
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Démonstration. D’après la proposition 1.2.3, on a
σˆ2 =
∫
X2
ϕˆ2 dµ2 + 2
∞∑
n=1
∫
X2
ϕˆ Uˆnϕˆ dµ2,
où Uˆ est l’opérateur de Koopman en moyenne pour le système auxiliaire : Uˆf(x, y) =∫
Ω f(Tˆω(x, y)) dP(ω).
On a ∫
X2
ϕˆ2 dµ2 =
∫
X
∫
X
(ϕ(x)− ϕ(y))2dµ(x)dµ(y)
=
∫
X
∫
X
ϕ(x)2dµ(x)dµ(y)− 2
∫
X
∫
X
ϕ(x)ϕ(y)dµ(x)dµ(y)
+
∫
X
∫
X
ϕ(y)2dµ(x)dµ(y)
= 2
∫
X
ϕ2dµ− 2
(∫
X
ϕdµ
)2
= 2
∫
X
ϕ2 dµ.
D’autre part, Uˆϕ(x, y) =
∫
Ω(ϕ(Tωx)− ϕ(Tωy))dP(ω) = Uϕ(x)− Uϕ(y), et donc∫
X2
ϕˆ Uˆ ϕˆ dµ2 =
∫
X
∫
X
(ϕ(x)− ϕ(y))(Uϕ(x)− Uϕ(y))dµ(x)dµ(y)
=
∫
X
∫
X
ϕ(x)Uϕ(x)dµ(x)dµ(y)−
∫
X
∫
X
ϕ(x)Uϕ(y)dµ(x)dµ(y)
−
∫
X
∫
X
ϕ(y)Uϕ(x)dµ(x)dµ(y) +
∫
X
∫
X
ϕ(y)Uϕ(y)dµ(x)dµ(y)
= 2
∫
X
ϕUϕdµ− 2
(∫
X
ϕdµ
)(∫
X
Uϕdµ
)
= 2
∫
X
ϕUϕdµ
On obtient donc σˆ2 = 2
∫
X ϕ
2 dµ+ 4∑∞n=1 ∫X ϕUnϕdµ = 2σ2 par la proposition 1.2.3.
Sous les mêmes hypothèses, c’est-à-dire après avoir vérifié les deux premières étapes dans le
cas où la mesure µ est préservée par chaque application Tω, on peut adapter la preuve du
théorème 4.1 de Furman et Shalom [58] et obtenir une décroissance quenched des corrélations.
On supposera que pour tout ψ ∈ B0, on a ψ⊗ψ ∈ Bˆ0, ce qui est le cas lorsque B0 = BV([0, 1])
et Bˆ0 = V1([0, 1]2), ou B0 = Vα(X) et Bˆ0 = Vα(X2).
Théorème 1.5.4. Il existe 0 < κ < 1 tel que pour tout φ ∈ L∞(m) et tout ψ ∈ B0, on a∣∣∣∣∫
X
φ(T nω x)ψ(x) dµ−
∫
X
φ dµ
∫
X
ψ dµ
∣∣∣∣ ≤ Cω,φ,ψκn,
pour P˜-presque tout ω.
Remarque 1.5.5. IL est à noter que ce résultat est plus faible que le type de résultat
obtenu par Stenlund et Sulku [135] dans le cas d’applications uniformément dilatantes et
lisses du cercle, car la dépendance de la constante Cω,φ,ψ vis-à-vis des normes de φ et ψ n’est
pas précisée, et surtout car l’ensemble exceptionnel des ω pour lesquels l’inégalité n’est pas
vérifiée dépend a priori de φ et ψ.
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Démonstration. On peut supposer sans perdre de généralité que
∫
X φ dµ = 0. On a
∫
Ω˜
∣∣∣∣∫
X
φ(T nω x)ψ(x) dµ
∣∣∣∣ dP˜(ω) ≤
[∫
Ω˜
(∫
X
φ(T nω x)ψ(x) dµ
)2
dP˜(ω)
] 1
2
=
[∫
Ω˜
∫
X
∫
X
φ(T nω x)φ(T nω y)ψ(x)ψ(y)dµ(x)dµ(y)dP˜(ω)
] 1
2
=
[∫
Ω˜
∫
X2
φ⊗ φ(Tˆω(x, y))ψ ⊗ ψ(x, y)d(µ⊗ µ)(x, y)dP˜(ω)
] 1
2
=
[∫
X2
Uˆn(φ⊗ φ)ψ ⊗ ψd(µ⊗ µ)
] 1
2
≤ C 12 (λ 12 )n‖φ⊗ φ‖
1
2
L∞m⊗m
‖ψ ⊗ ψ‖
1
2
Bˆ0 ,
d’après le point 1 de la proposition 1.2.1, car µ ⊗ µ est la mesure stationnaire du système
auxiliaire.
Pour λ 12 < κ < 1, on a par conséquent que la fonction
S(ω) =
∞∑
n=1
1
κn
∣∣∣∣∫
X
φ(T nω x)ψ(x) dµ
∣∣∣∣
est d’espérance finie. Ainsi, S(ω) < ∞ pour presque tout ω, ce qui entraine que le terme
général de la série est borné pour presque tout ω, et termine la preuve.
Remarque 1.5.6. En utilisant au cours de la preuve le point 2 de la proposition 1.2.1 plutôt
que le point 1, on peut énoncer le théorème 1.5.4 pour des observables φ ∈ L1(m) si on
suppose que Bˆ s’injecte continument dans L∞(m⊗m), ce qui est le cas là encore de BV ou
Quasi-Hölder.
On décrit à présent deux exemples. Pour simplifier, on ne considèrere que le cas où l’espace
Ω est fini, X = [0, 1] et toutes les applications Tω préservent la mesure de Lebesgue m.
Exemple 1.5.7. On suppose que toutes les applications Tω sont données par Tωx = βωxmod1,
où βω > 1 est un entier. L’opérateur de transfert en moyenne P satisfait clairement une in-
égalité de Lasota-Yorke sur B = BV et le système possède la propriété du recouvrement, donc
l’étape 1 est vérifiée pour les observables ϕ ∈ BV. D’autre part, l’opérateur de transfert du
système auxiliaire sur le carré X2 = [0, 1]2 admet aussi un trou spectral sur l’espace Quasi-
Hölder Bˆ = V1(X2). Comme ϕˆ ∈ V1(X2) pour tout ϕ ∈ BV, on obtient l’étape 2. D’après la
proposition 1.5.3, le quenched CLT est vrai pour les observables ϕ ∈ BV qui ne sont pas des
cobords aléatoires.
Exemple 1.5.8. Il existe des applications non linéaires qui préservent la mesure de Lebesgue.
De tels exemples sont données par les applications de type Lorenz étudiées dans [47] : ces
applications possèdent à la fois un point fixe neutre et un point où la dérivée devient infinie.
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C’est la coexistence de ces deux phénomènes qui entraine que la mesure de Lebesgue peut
etre préservée par ces applications. Dans cet exemple, on considère le cas où Ω = {0, 1}, T0
est donnée par T0x = 2xmod 1 et T1 est l’une des applications considérées dans [47], dont on
rappelle la définition : pour γ > 0, l’application T1 est définie implicitement sur l’intervalle
[−1, 1] par les équations
x =

1
2γ (1 + T1(x))
γ si 0 ≤ x ≤ 12γ
T1(x) +
1
2γ (1− T1(x))
γ si 12γ < x ≤ 1.
Pour les valeurs négatives de x, on pose T (−x) = −T (x). Par homothétie-translation, on
ramène T1 en une application définie de [0, 1] dans lui-même.
On va montrer qu’il existe 0 ≤ p? < 1 tel que si T0 est itéré avec probabilité p > p?, alors le
quenched CLT est vrai pour les observables ϕ Lipschitz qui ne sont pas des cobords aléatoires.
Comme l’opérateur de transfert en moyenne peut s’écrire P = pP0+(1−p)P1, où P0, resp. P1,
est l’opérateur de transfert de T0, resp. T1 (et de même, Pˆ = pPˆ0 + (1− p)Pˆ1 pour le système
auxiliaire), il suffit de prouver que P0 et Pˆ0 admettent un trou spectral sur des espaces de
Banach B et Bˆ, que P1 et Pˆ1 agissent continument sur ces espaces et que ϕ ∈ B0 et ϕˆ ∈ Bˆ0.
On utilisera les espaces Quasi-Hölder, avec B = B0 = Vα(X) et Bˆ = Bˆ = Vα(X2) pour un
choix convenable de α. Clairement, les opérateurs de transfert de T0 et Tˆ0 admettent un trou
spectral sur ces espaces, et ϕ (resp. ϕˆ) appartient à B (resp. Bˆ) lorsque ϕ est Lipschitz. Pour
démontrer que P1 et Pˆ1 agissent continument, on utilisera le résultat général suivant :
Proposition 1.5.9. Soit M un compact de Rd avec md(M) = 1, où md est la mesure de
Lebesgue sur Rd. Soit T : M →M une application non-singulière. On définit g(x) = 1|detDT (x)| ,
et on suppose qu’il existe une famille finie d’ouverts disjoints {Ui}i inclus dans M , une
constante C > 0 et 0 < α ≤ 1 tels que
1. md(∪iUi) = 1,
2. T : Ui → TUi est un C1-difféomorphisme,
3. d(Tx, Ty) ≥ d(x, y) pour tout i et tout x, y ∈ Ui,
4. |g(x)− g(y)| ≤ Cd(x, y)α, pour tout i et tout x, y ∈ Ui,
5. md(B(∂TUi)) ≤ Cα pour tout i et tout  > 0.
Alors l’opérateur de transfert de T agit continument sur Vα(M).
Pour un paramètre γ > 1, les applications T1 et Tˆ1 satisfont ces hypothèses pour α =
min{1, γ − 1}. Le quenched CLT est donc valable pour des observables ϕ Lipschitz qui ne
sont pas des cobords aléatoires dès que p? est suffisamment proche de 1.
Démonstration de la proposition 1.5.9. On note par T−1i : TUi → Ui la branche inverse de T
restreinte à Ui.
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L’opérateur de transfert P de T est donné par
Pf(x) =
∑
i
(gf)(T−1i x)1TUi(x).
Suivant Saussol [129], on a pour tout  > 0 et x ∈ Rd :
osc(Pf,B(x)) ≤
∑
i
R
(1)
i (x)1TUi(x) + 2
∑
i
R
(2)
i (x),
où R(1)i (x) = osc(gf, T−1B(x) ∩ Ui) et R(2)i (x) =
(
ess sup
T−1B(x)∩Ui
|gf |
)
1B(∂TUi)(x).
En utilisant la proposition 3.2 (iii) de [129], on obtient
R
(1)
i (x) ≤ osc(f, T−1B(x) ∩ Ui) ess sup
T−1B(x)∩Ui
g + osc(g, T−1B(x) ∩ Ui) ess inf
T−1B(x)∩Ui
|f |.
Par l’hypothèse (3), on a T−1B(x) ∩ Ui ⊂ B(T−1i x), tandis que l’hypothèse 4 donne
osc(g, T−1B(x) ∩ Ui) ≤ Cα et ess sup
T−1B(x)∩Ui
g ≤ g(T−1i x) + Cα.
Cela montre que R(1)i (x) ≤ g(T−1i x)osc(f,B(T−1i x)) + Cα‖f‖sup, d’où∫ ∑
i
R
(1)
i (x)1TUi(x)dx ≤
∫
P (osc(f,B(.))(x)dx+ C‖f‖∞α
∑
i
md(TUi).
Comme la somme est finie, on a
∫ ∑
iR
(1)
i (x)1TUi(x)dx ≤ α (|f |α + C‖f‖sup) ≤ Cα‖f‖α.
On estime à présent R(2)i : on a R
(2)
i (x) ≤ ‖g‖sup‖f‖sup1B(∂TUi)(x), donc par l’hypothèse (5),∫ ∑
iR
(2)
i dx ≤ C‖f‖sup
∑
imd(B(∂TUi)) ≤ Cα‖f‖sup. Cela prouve que |Pf |α ≤ C‖f‖α et
termine la démonstration.
1.5.3 Le cas où la mesure µ n’est pas nécessairement préservée par
les applications Tω
Soit Ω un ensemble fini, P = {pω}ω∈Ω un vecteur de probabilité avec pω > 0 pour chaque
ω ∈ Ω, et T = {Tω}ω∈Ω une famille finie d’applications de Lasota-Yorke sur l’intervalle
[0, 1]. On suppose que λ(Tω) > 1 pour chaque ω, c’est-à-dire que toutes les applications
sont uniformément dilatantes. On suppose aussi que le système aléatoire (Ω,P, T ) possède
la propriété de recouvrement. Par les résultats du paragraphe 1.1.2, on sait qu’il existe une
unique mesure stationnaire µ absolument continue.
Soit ϕ ∈ BV avec ∫X ϕdµ = 0, qui n’est pas un cobord aléatoire au sens de la proposition
1.2.5.
Théorème 1.5.10. Le quenched CLT est vérifié si et seulement si
lim
n→∞
1
n
∫
Ω˜
(
n−1∑
k=0
∫
X
ϕ ◦ T kω dµ
)2
dP˜(ω) = 0.
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Cette condition, bien que difficile à vérifier en pratique, a l’avantage de ne faire intervenir
que des quantités intrinsèques au système considéré, et non des quantités associées au sys-
tème auxiliaire, qui est plus ou moins inconnu. On voit que cette condition est trivialement
satisfaite si toutes les applications Tω préservent µ.
Démonstration. On suit la démarche décrite à la section 1.5.1.
Étape 1. Les résultats du paragraphe 1.1.2 montrent que l’opérateur de transfert P du
système (Ω,P, T ) admet un trou spectral sur B = BV. On a donc que ϕ ∈ B0 satisfait les
théorèmes limites du paragraphe 1.2 avec σ2 > 0.
Étape 2. On va démontrer que l’opérateur de transfert en moyenne Pˆ du système auxiliaire
admet un trou spectral sur l’espace Quasi-Hölder Bˆ = V1(X2). Comme ϕˆ ∈ Bˆ0 = Bˆ, ceci
entraine la validité de l’étape 2. On commence par prouver une inégalité de Lasota-Yorke.
On rappelle quelques définitions et résultats de [129]. On ne considère que le cas α = 1. Soit
S : M →M une application de classe C2 par morceaux sur un compact régulierM ⊂ Rd, avec
une partition de régularité et injectivité {Ui}i, qui satisfait les hypothèses (PEi), i = 1, 2, 3, 4
de [129], avec les constantes 0(S) > 0, c(S) et s(S) < 1 correspondantes. Il est facile de voir
que si T est une application de type Lasota-Yorke sur l’intervalle [0,1], alors S = Tˆ = T × T
satisfait ces hypothèses sur M = [0, 1]2, avec s(S) = λ(T )−1.
On définit, pour tout 0 ≤ δ ≤ 0(S),
GS(, δ) = sup
x
∑
i
mN(S−1i B(∂SUi) ∩B(1−s(S))δ(x))
mN(B(1−s(S))δ(x))
,
et ηS(δ) = s(S) + 2
(
sup0<≤δ GS(,δ)
)
δ. On rappelle que B(A) désigne le -voisinage de A
pour la distance euclidienne.
Soit V1(M) l’espace Quasi-Hölder sur M . On rappelle que la définition de cet espace fait
intervenir un paramètre 0. L’espace V1(M) ne dépend pas du choix de 0, mais la semi-
norme elle en dépend, bien que deux choix de 0 donneront deux semi-normes équivalentes.
On notera la semi-norme |.|0 pour souligner la dépendance en 0. L’opérateur de transfert
PS de S satisfait l’inégalité de Lasota-Yorke suivante sur V1(M) :
Proposition 1.5.11 ([129, Lemme 4.1]). Sous les conditions précédentes, pour tout 0 < 0 ≤
0(S) et f ∈ V1(M), on a
|PSf |0 ≤ (1 + c(S)s(S)0)ηS(0) |f |0 + A(S, 0)‖f‖L1md ,
où A(S, 0) est une constante finie qui ne dépend que de S et 0.
On estime la fonction GS dans le cas où S = T × T , avec T une application de type Lasota-
Yorke sur [0, 1]. Si {Ii} est la partition associée à T , alors la partition de S est donnée par
{Ii × Ij}i,j.
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Lemme 1.5.12. Soit T : [0, 1] → [0, 1] une application de type Lasota-Yorke et S = T ×
T : [0, 1]2 → [0, 1]2. Alors il existe δ(T ) > 0 tel que pour tout 0 <  ≤ δ ≤ δ(T ), on a
GS(, δ) ≤ 64s(S)pi(1−s(S)) δ .
Démonstration. On désigne par B∞ (A) le -voisinage de A pour la distance `∞. On a
B(A) ⊂ B∞ (A). Pour tout i et j, on a SUi,j = TIi × TIj, qui est un rectangle dont les
côtés sont parallèles aux axes de coordonnées. Ainsi, B(∂SUi,j) ⊂ B∞ (∂SUi,j), ce qui donne
S−1i,j B(∂SUi,j) ⊂ B∞s(S)(∂Ui,j). L’inclusion provient de la structure produit de S. On a alors
m2(S−1i,j B(∂SUi,j)∩B(1−s(S))δ(x)) ≤ m2(B∞s(S)(∂Ui,j)∩B(1−s(S))δ(x)) ≤ 16s(S)(1− s(S))δ 2.
Pour tout δ assez petit, en fonction de T , toute boule B(1−s(S))δ(x) ne rencontrera qu’au plus
4 éléments S−1i,j B(∂SUi,j), d’où le lemme.
On peut à présent prouver une inégalité de Lasota-Yorke sur V1([0, 1]2) pour l’opérateur Pˆ
associé au système auxiliaire (Ω,P, S), avec S = {Sω}ω∈Ω = {Tˆω}ω∈Ω. On observe d’abord
que Snω = T nω ⊕ T nω . On sait aussi qu’il existe λ > 1 tel que λ(Tω) > λ pour tout ω, et donc
s(Sω) = λ(Tω)−1 ≤ λ−1.
Lemme 1.5.13. Il existe n ≥ 1, 0 > 0, θ < 1 et K > 0 tel que pour tout f ∈ V1(X2),
|Pˆ nf |0 ≤ θ|f |0 +K‖f‖L1m2 .
Démonstration. Soit (n)0 > 0 plus petit que 0(Snω), 1c(Snω) et δ(T
n
ω ) pour tout ω ∈ Ωn. En
sommant les inégalité données par le lemme 1.5.11 combiné au lemme 1.5.12 pour chaque
Snω , on obtient
|Pˆ nf |

(n)
0
≤ (1 + λ−n)
(
λ−n + 128λ
−n
pi(1− λ−n)
)
|f |

(n)
0
+ A((n)0 )‖f‖L1m2 ,
où A((n)0 ) est une constante finie qui ne dépend que de 
(n)
0 . Comme le terme en face de |f |(n)0
tend vers 0, il suffit de choisir n assez grand pour obtenir le lemme.
Ceci montre que l’opérateur Pˆ vérifie les hypothèses (H1) à (H5) du paragraphe 1.1.1. Pour
vérifier (H6), il suffit de montrer que le système auxiliaire possède la propriété de recouvre-
ment et d’appliquer la proposition 1.1.14.
Lemme 1.5.14. Le système (Ω,P, S) possède la propriété de recouvrement : pour toute boule
B ⊂ [0, 1]2, il existe n ≥ 1 et ω ∈ Ωn tel que Snω(B) = [0, 1]2.
2. Pour tout disque D de rayon R et tout rectangle R = [a, b]×[c, d] dans le plan, on am2(D∩B∞r (∂R)) ≤
16rR pour tout r > 0.
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Démonstration. Soit B ⊂ [0, 1]2 une boule. Il existe deux intervalles non triviaux I et J
inclus dans [0, 1] tels que I × J ⊂ B. Comme le système (Ω,P, T ) possède la propriété de
recouvrement, il existe n1 ≥ 1 et ω(1) ∈ Ωn1 tel que T n1ω(1)(I) = [0, 1]. Soit K ⊂ T n1ω(1)(J) un
intervalle non trivial. Par la propriété de recouvrement, il existe n2 ≥ 1 et ω(2) ∈ Ωn2 tel que
T n2
ω(2)
(K) = [0, 1], et donc T n2
ω(2)
(T n1
ω(1)
(J)) = [0, 1]. En particulier, T n2
ω(2)
est surjective. On pose
n = n1 + n2 et ω = ω(2)ω(1). On a
Snω(I × J) = T nω (I)× T nω (J)
= T n2
ω(2)
(T n1
ω(1)
(I))× T n2
ω(2)
(T n1
ω(1)
(J))
= T n2
ω(2)
([0, 1])× [0, 1]
= [0, 1]2,
puisque T n2
ω(2)
est surjective.
Ainsi, l’opérateur de transfert Pˆ admet un trou spectral sur V1(X2), ce qui termine l’étape
2.
Étape 3. D’après le lemme 1.5.2, le quenched CLT est vrai si et seulement si σˆ2 = 2σ2.
Le lemme suivant montre que cette condition est équivalente à la condition donnée par le
théorème 1.5.10, ce qui en termine la preuve.
Lemme 1.5.15. On a σˆ2 = 2σ2 si et seulement si
lim
n→∞
1
n
∫
Ω˜
(
n−1∑
k=0
∫
X
ϕ ◦ T kω dµ
)2
dP˜(ω) = 0.
Démonstration. Comme la densité h⊗ h de la mesure µ⊗ µ appartient à Bˆ = V1(X2), on a
d’après le lemme 1.2.13
σˆ2 = lim
n→∞
1
n
EP˜⊗µ⊗µ(Sˆ2n).
On a
EP˜⊗µ⊗µ(Sˆ2n) =
n−1∑
k,l=0
∫
Ω˜
∫
X
∫
X
ϕˆ(Tˆ kω (x, y))ϕˆ(Tˆ lω(x, y))dµ(x)dµ(y)dP˜(ω)
=
n−1∑
k,l=0
∫
Ω˜
∫
X
∫
X
(
ϕ(T kωx)− ϕ(T kωy)
) (
ϕ(T lωx)− ϕ(T lωy)
)
dµ(x)dµ(y)dP˜(ω).
Or, ∫
Ω˜
∫
X
∫
X
(
ϕ(T kωx)− ϕ(T kωy)
) (
ϕ(T lωx)− ϕ(T lωy)
)
dµ(x)dµ(y)dP˜(ω)
=
∫
Ω˜
∫
X
ϕ(T kωx)ϕ(T lωx)dµ(x)dP˜(ω)−
∫
Ω˜
(∫
X
ϕ(T kωx)dµ(x)
)(∫
X
ϕ(T lωy)dµ(y)
)
dP˜(ω)
−
∫
Ω˜
(∫
X
ϕ(T kωy)dµ(x)
)(∫
X
ϕ(T lωx)dµ(y)
)
dP˜(ω) +
∫
Ω˜
∫
X
ϕ(T kωy)ϕ(T lωy)dµ(y)dP˜(ω).
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On obtient donc
EP˜⊗µ⊗µ(Sˆ2n) = 2
∫
Ω˜
∫
X
(
n−1∑
k=0
ϕ(T kωx)
)2
dµ(x)dP˜(ω)− 2
∫
Ω˜
(
n−1∑
k=0
∫
X
ϕ(T kωx)dµ(x)
)2
dP˜(ω)
= 2EP˜⊗µ(S2n)− 2
∫
Ω˜
(
n−1∑
k=0
∫
X
ϕ ◦ T kωdµ
)2
dP˜(ω),
d’où le résultat, puisque σ2 = limn→∞ 1nEP˜⊗µ(S
2
n) par la proposition 1.2.3.
Remarque 1.5.16. La démonstration du lemme 1.5.15 est tout à fait générale, et ce lemme
peut donc être formulé dans le même cadre que la section 1.5.2 : si les étapes 1 et 2 ont été
vérifiées, alors le quenched CLT est vrai pour ϕ si et seulement si
lim
n→∞
1
n
∫
Ω˜
(
n−1∑
k=0
∫
X
ϕ ◦ T kω dµ
)2
dP˜(ω) = 0.
Exemple 1.5.17. 3 On montre par un contre-exemple que le quenched CLT n’est pas tou-
jours vérifié dès qu’on ne suppose plus que la mesure stationnaire est préservée par toutes
les applications Tω. On considèrera deux applications T0 et T1 de type Lasota-Yorke, unifor-
mément dilatantes, et possédant toutes deux la propriété de recouvrement. Par conséquent,
elles admettent chacune une unique mesure absolument continue et invariante, que l’on no-
tera respectivement µ0 et µ1. On supposera que µ0 6= µ1. On suppose aussi qu’il existe C > 0
et λ < 1 tels que pour toute suite (ωn) dans {0, 1}, tout n ≥ 1 et toute fonction f ∈ BV
d’intégrale nulle par rapport à Lebesgue, on a
‖Pωn . . . Pω1f‖BV ≤ Cλn‖f‖BV.
Cette hypothèse, dite de perte de mémoire exponentielle, sera étudiée au chapitre 2, où on
verra qu’elle est satisfaite dans plusieurs cas, comme par exemple si T0 et T1 sont suffisamment
proches dans une topologie convenable, ou si T0 et T1 sont deux β-transformations, avec des
β assez proches.
On considère alors le système aléatoire de Lasota-Yorke donné par Ω = {0, 1}, et p0 =
p1 = 12 . Il admet lui aussi la propriété de recouvrement, et donc admet une unique mesure
stationnaire absolument continue µ. On considère un observable ψ de classe C∞ tel que∫
X ψ dµ0 6=
∫
X ψ dµ1, et on pose ϕ = ψ −
∫
X ψ dµ. On va montrer que ϕ ne vérifie pas le
quenched CLT. D’après le théorème 1.5.10, il s’agit de montrer que
∫
Ω˜
(∑n−1
k=1
∫
X ϕ ◦ Tωk ◦ . . . Tω1 dµ√
n
)2
dP˜(ω) (1.1)
ne tend pas vers 0.
3. Cet exemple m’a été communiqué par Sébastien Gouëzel.
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En changeant la direction du temps, c’est-à-dire en remplaçant (ω1, . . . , ωn) par (ωn, . . . , ω1),
et en appliquant l’opérateur de transfert, (1.1) se réécrit
∫
Ω˜
(∑n−1
k=1
∫
X ϕPωk . . . Pωnh dm√
n
)2
dP˜(ω), (1.2)
où h est la densité de µ.
Pour toute suite ω, on a grâce la propriété de perte de mémoire exponentielle
‖Pω1 . . . Pωnh− Pω1 . . . PωnPωn+1h‖BV = ‖Pω1 . . . Pωn(h− Pωn+1h)‖BV ≤ Cλn‖h− Pωn+1h‖BV
≤ Cλn.
Par conséquent, Pω1 . . . Pωnh converge exponentiellement vite vers une fonction hω ∈ BV : il
existe C > 0 et λ < 1 telles que pour tout n ≥ 1 et tout ω,
‖Pω1 . . . Pωnh− hω‖BV ≤ Cλn.
Soit σ le décalage à gauche sur l’espace des suites infinies ΩN. L’équation (1.2) se réécrit alors
∫
Ω˜
∑n−1k=1
[∫
X ϕhσk−1ω dm+O(λn−k)
]
√
n
2 dP˜(ω).
On pose G(ω) =
∫
X ϕhω dm. Cette fonction est Lipschitz sur ΩN pour la distance symbolique
dλ(ω, ω′) = λs(ω,ω
′) avec
s(ω, ω′) = inf{n ≥ 1 : ωn 6= ω′n}.
En effet, si ω1 = ω′1, . . . , ωn = ω′n, alors
|G(ω)−G(ω′)| ≤ ‖ϕ‖sup‖hω − hω′‖BV
≤ ‖hω − Pω1 . . . Pωnh‖BV + ‖(Pω1 . . . Pωn − Pω′1 . . . Pω′n)h‖BV + ‖Pω′1 . . . Pω′nh− hω′‖BV
≤ Cλn.
Cette fonction G permet de réécrire (1.2) comme
∫
Ω˜
(O(1) +∑n−1k=0 G(σkω)√
n
)2
dP˜(ω).
Si la fonction G était de moyenne non nulle, alors le théorème de Birkhoff pour σ (et P˜)
assurerait que l’équation précédente exploserait, et on aurait gagné. En fait, G est de moyenne
nulle (sa moyenne est l’intégrale de ϕ pour la mesure stationnaire), donc il faut travailler
un peu plus. Comme G est Hölder, elle satisfait un théorème de la limite centrale pour
σ. Si ce théorème limite est non dégénéré, la variance asymptotique est non nulle, et on
obtient (1.1). Reste à exclure le cas dégénéré. En ce cas, la fonction G serait un cobord L2,
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et même un cobord Hölder (résultat classique de régularité automatique). En particulier,
G devrait être nulle sur les points fixes de F , et donc G(0, 0, 0 . . . ) = G(1, 1, 1, . . . ) = 0.
Comme h(0, 0, 0, . . . ) = limn P n0 h est la densité de la mesure stationnaire µ0 pour T0, on a
G(0, 0, . . . ) =
∫
ϕdµ0. De même, G(1, 1, . . . ) =
∫
ϕdµ1. Ainsi,∫
ϕdµ0 =
∫
ϕdµ1(= 0).
C’est absurde, car cela contredit le choix de notre fonction ϕ.
1.6 Remarques et questions ouvertes
1. La plupart des résultats du paragraphe 1.2 restent vrais lorsque le système est ergo-
dique, mais plus nécessairement mélangeant, c’est-à-dire que 1 est une valeur propre
simple de P , mais qu’il peut exister d’autres valeurs propres sur le cercle unité. On ren-
voie à [76] pour les démonstrations dans un cadre similaire. On peut aussi étendre ces
résultats (hormis le principe des grandes déviations) au cas non-ergodique, mais dans
ce cas, la loi limite n’est plus une loi gaussienne, mais une mixture de lois gaussiennes,
voir la seconde partie de [76] ou [84].
2. Dans le cas des systèmes unidimensionnels, on a vu qu’il y a existence d’une mesure
stationnaire absolument continue et que les théorèmes limites sont vérifies pour les
systèmes dits "dilatants en moyenne". Néanmoins, Morita [115] a démontré l’existence
d’une mesure stationnaire absolument continue pour une classe plus grande de sys-
tèmes. Lorsque Ω est fini, cette classe correspond aux systèmes {Tω}ω∈Ω qui vérifient∑
ω∈Ω pω log λ(Tω) > 0. Pour la famille d’exemples de Pelikan étudiée à la section 1.1.11,
cette condition est équivalente à p > 12 , qui est exactement la condition sous laquelle
on a pu démontrer les théorèmes limites pour ces systèmes. Il est donc possible de se
demander si ces résultats concernent l’ensemble des systèmes considérés par Morita,
comme c’est le cas pour la famille précédente, ou s’il existe des systèmes satisfaisant la
condition de Morita, mais pour lesquels certains théorèmes limites ne sont pas vérifiés.
En particulier, est-ce que ces systèmes ont toujours une décroissance exponentielle des
corrélations pour une classe raisonnable d’observables, ou cette décroissance peut-elle
parfois être plus lente, par exemple polynomiale ?
3. Le théorème 1.5.4 donne un résultat sur la décroissance quenched des corrélations.
Néanmoins, ce résultat est faible car il ne concerne que le cas où la mesure µ est
préservée par toutes les applications Tω et car il ne donne pas la dépendance vis-à-
vis des normes des observables. Est-il possible de démontrer que pour tout système
de Lasota-Yorke aléatoire mélangeant, il existe κ < 1 tel que pour tout n ≥ 1, tout
ψ ∈ BV et tout φ ∈ L∞(m),∣∣∣∣∫
X
ψ φ ◦ T nω dµ−
∫
X
ψ dµ
∫
X
φ ◦ T nω dµ
∣∣∣∣ ≤ Cωκn‖φ‖BV‖φ‖L∞m ,
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pour P˜-presque tout ω ? On pourrait par exemple adapter la technique de couplage
de Stenlund et Sulku [135], qu’ils ont utilisée pour étudier les applications lisses et
uniformément dilatantes du cercle.
4. On a vu à l’exemple 1.5.17 que la condition limn→∞ 1n
∫
Ω˜
(∑n−1
k=0
∫
X ϕ ◦ T kω dµ
)2
dP˜(ω) =
0 du théorème 1.5.10 n’est pas toujours vérifiée dès que que la mesure stationnaire
n’est pas préservée par toutes les applications. Est-il possible néanmoins de prouver un
quenched CLT avec recentrage aléatoire, c’est-à-dire
∑n−1
k=0
(
ϕ ◦ T kω −
∫
X ϕ ◦ T kω dµ
)
√
n
=⇒µ N (0, σ2),
pour P˜-p.t. ω, comme c’est le cas dans Kifer [93]. On remarquera que la condition du
théorème 1.5.10 dit exactement que le terme rajouté pour la version avec recentrage
tend vers 0 en norme L2. Il est donc naturel de penser que si cette condition n’est pas
vérifiée, on puisse néanmoins prouver un quenched CLT avec recentrage aléatoire.
5. Est-il possible de démontrer des versions quenched de théorèmes limites plus fins,
comme le théorème de la limite locale ou le principe d’invariance presque sure, en
se restreignant éventuellement au cas plus simple où la même mesure est préservée par
toutes les applications ? La même question se pose pour le principe des grandes dévia-
tions quenched, puisque l’on a seulement démontré une borne supérieure quenched à la
proposition 1.2.18
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Chapitre 2
Perte de mémoire et théorèmes
limites pour les systèmes dynamiques
non-autonomes
Dans ce chapitre, on introduira la notion de système dynamique non-autonome, et on décrira
le cadre développé par Conze et Raugi [46] pour les systèmes unidimensionnels. On étudiera
ensuite un système constitué d’applications intermittentes de l’intervalle [0, 1] ayant 0 comme
point fixe neutre commun, et on montrera que la perte de mémoire pour ce type de système
non-autonome est polynomiale. La première section de ce chapitre est un exposé de la théorie
de Conze et Raugi tiré de l’article [6] coécrit avec Jérôme Rousseau, en cours de soumission,
tandis que la deuxième section sur les systèmes avec points fixes neutres présente les résultats
de l’article [5], à paraître sur Discrete and Continuous Dynamical Systems.
2.1 Systèmes dynamiques non-autonomes
2.1.1 Quelques généralités
Soit (X,F ,m) un espace probabilisé. Un système dynamique non-autonome, aussi appelé
système dynamique séquentiel, est donné par une suite (Tn)n≥1 de transformations non sin-
gulières sur (X,F ,m).
Pour n ≤ m, on note par Tmn la composition Tmn = Tm ◦ . . . ◦ Tn. Pour une application non
singulière T , on notera par PT son opérateur de transfert, défini par rapport à la mesure m.
Il agit sur L1(m) et satisfait pour tout f ∈ L1(m) et g ∈ L∞(m) :∫
PTf.g dm =
∫
f.g ◦ T dm.
On a clairement PTmn = PTm ◦ . . . ◦ PTn . Pour alléger les notations, on oubliera l’indice T
lorsque la suite de transformations (Tn) est fixée, et on écrira Pmn pour désigner l’opérateur
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PTmn .
On peut généraliser au cas des systèmes séquentiels les notions d’ergodicité, mélange et
exactitude. Ces définitions ont été introduites par Berend et Bergelson [21] (sous une forme
légérement plus forte que celle présentée ci-après) dans le cas où toutes les applications Tn
préservent m, et par Conze et Raugi [46] pour le cas général.
Définition 2.1.1. On dira que le système séquentiel (Tn)n≥1 est :
1. ergodique si pour tout f ∈ L1(m) et tout g ∈ L∞,
lim
n→∞
1
n
n−1∑
k=0
[∫
X
f.g ◦ T k1 dm−
∫
X
f dm
∫
X
g ◦ T k1 dm
]
= 0;
2. faiblement mélangeant si pour tout f ∈ L1(m) et tout g ∈ L∞,
lim
n→∞
1
n
n−1∑
k=0
∣∣∣∣∫
X
f.g ◦ T k1 dm−
∫
X
f dm
∫
X
g ◦ T k1 dm
∣∣∣∣ = 0;
3. mélangeant si si pour tout f ∈ L1(m) et tout g ∈ L∞,
lim
n→∞
∫
X
f.g ◦ T n1 dm−
∫
X
f dm
∫
X
g ◦ T n1 dm = 0.
Pour définir la notion de système exact, on a besoin d’introduire la tribu asymptotique F∞.
Pour n ≥ 1, on définit la tribu
Fn = (T n1 )−1(F),
et la tribu asymptotique
F∞ =
⋂
n≥1
Fn.
Définition 2.1.2. On dira que le système séquentiel (Tn)n≥1 est exact si tout événement
A ∈ F∞ vérifie m(A) = 0.
Soit f ∈ L1(m). Comme P n1 f(x) = 0 p.p. sur l’ensemble {P n1 1 = 0}, on définit le quotient
Pn1 f
Pn1 1
comme valant 0 sur {P n1 1 = 0}. On a alors la relation
Em(f |Fn) =
(
P n1 f
P n1 1
)
◦ T n1 .
D’après le théorème de convergence de Doob pour les martingales, la suite des espérances
conditionnelles Em(f |Fn) converge p.s. et dans L1(m) vers Em(f |F∞). Comme ‖Em(f |Fn)‖L1m =
‖P n1 f‖L1m , on en déduit :
Lemme 2.1.3. Le système séquentiel (Tn)n≥1 est exact si et seulement si limn→∞ ‖P n1 f‖L1m =
0 pour tout f ∈ L1(m) avec ∫X f dm = 0.
Il est donc clair que l’exactitude entraine le mélange et l’ergodicité au sens de la définition
2.1.1.
66
2.1.2 Un cadre fonctionnel abstrait
Conze et Raugi [46] ont étendu la théorie spectrale pour les itérés d’un seul opérateur au cas
de la compositions de différents opérateurs, avec pour objectif d’appliquer cette théorie aux
opérateurs de transfert des systèmes séquentiels. On décrit brièvement le cadre dans lequel
ils se placent et leurs résultats.
Soit (B, ‖.‖) un espace de Banach, V un sous-espace de B équipé d’une norme |.|v telle que
‖.‖ ≤ |.|v. Soit P un ensemble de contractions linéaires de (B, ‖.‖) 1 laissant V invariant et
satisfaisant
(H1) La boule unité de (V , |.|v) est relativement compacte dans (B, ‖.‖).
(H2) Il existe une famille dénombrable dans V qui est dense dans (B, ‖.‖).
(H3) Il existe un entier r ≥ 1 et des constantes 0 < ρr < 1, M0, Cr > 0 telles que :
∀P ∈ P , |Pf |v ≤M0|f |v, ∀f ∈ V ;
et pour tout r-uplet P1, . . . , Pr d’opérateurs dans P :
∀f ∈ V , |Pr . . . P1f |v ≤ ρr|f |v + Cr‖f‖.
Ces hypothèses entrainent qu’il existe M > 0 tel que |Pn . . . P1f |v ≤M |f |v pour tout n ≥ 1,
tout f ∈ V et tout choix d’opérateurs P1, . . . , Pn dans P .
Conze et Raugi ont principalement considéré le cas de systèmes unidimensionnels, où (X,F ,m)
est l’intervale [0, 1] muni de sa tribu borélienne et de la mesure de Lebesgue, et où les appli-
cations T sont de classe C2 par morceaux et uniformément dilatantes. Dans ce contexte, la
classe P est constituée de l’ensemble des opérateurs de transferts des applications considé-
rées, et le choix naturel pour les espaces de Banach est de prendre B = L1(m) et V = BV
l’espace des fonctions à variation bornée.
Soit V0 un sous-espace de V invariant par tous les opérateurs de P . Dans la pratique, V0 sera
constitué des fonctions de V d’intégrale nulle par rapport à m.
Définition 2.1.4. On dit qu’une suite d’opérateurs (Pn)n≥1 dans P est exacte sur V0 si pour
tout f ∈ V0,
lim
n→∞ ‖Pn . . . P1f‖ = 0.
Un opérateur P ∈ P est exact sur V0 si la suite donnée par Pn = P est exacte sur V0. Lorsque
(Tn)n≥1 est un système séquentiel sur (X,F ,m), si Pn est l’opérateur de transfert de Tn, si
B = L1(m) et si V0 est l’ensemble des fonctions de V d’intégrale nulle par rapport à m, alors
l’exactitude de la suite (Pn)n≥1 sur V0 est équivalente à l’exactitude du système (Tn)n≥1. Ceci
se déduit facilement du fait que V est dense dans B et que P est équicontinue sur B.
1. c-à-d un ensemble d’opérateurs linéaires P : B → B vérifiant ‖Pf‖ ≤ ‖f‖ pour tout f ∈ B.
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2.1.3 Perte de mémoire exponentielle
Il est bien connu depuis le travail de Ionescu-Tulcea et Marinescu [83] que chaque opérateur de
P est quasi-compact sur V et bénéficie de bonnes propriétés spectrales ; on pourra regarder la
proposition 2.8 de [46] pour une preuve auto-contenue, et [19, 27, 76] pour plus d’informations.
Comme conséquence directe de la quasi-compacité, on obtient que pour tout opérateur P ∈ P
exact sur V0, la norme de P n vu comme opérateur sur V0 décroit exponentiellement vite : il
existe K > 0 et θ < 1 tels que |P nf |v ≤ Kθn|f |v pour tout n ≥ 0 et tout f ∈ V0.
Pour la composition d’opérateurs différents, la situation est plus délicate, et on a besoin de
plus d’hypothèses afin d’assurer une décroissance exponentielle. Premièrement, on énonce la
propriété de décorrélation :
(Dec) un sous-ensemble P0 ⊂ P satisfait la propriété de décorrélation (exponentielle) dans
V0 s’il existe θ < 1 et K > 0 tel que, pour tous entiers l ≥ 1, tout l-uplet d’opérateurs
P1, . . . , Pl dans P0 :
∀f ∈ V0, |Pl . . . P1f |v ≤ Kθl|f |v.
Conze et Raugi [46] ont donné un critère permettant de vérifier que (Dec) est satisfaite.
Plutôt que d’énoncer leur condition, on donne deux corollaires de ce critère.
Le premier, qui est de nature locale, montre que tout opérateur P ∈ P exact possède un
voisinage convenable pour lequel (Dec) est vérifiée. Plus précisément , pour deux opérateurs
P, P ′ ∈ P , on définit
d(P, P ′) = sup
{f∈V : |f |v≤1}
‖Pf − P ′f‖,
et pour δ > 0, on pose B(P, δ) = {P ′ ∈ P : d(P, P ′) < δ}.
Proposition 2.1.5 ([46, Proposition 2.10]). Pour tout opérateur P ∈ P exact sur V0, il
existe δ0 > 0 tel que P0 = P ∩B(P, δ0) vérifie (Dec) dans V0.
L’autre corollaire, qui ne nécessite pas que les opérateurs soient très proches, requiert en
revanche une hypothèse de compacité :
(Comp) un sous-ensemble P0 ⊂ P satisfait la propriété de compacité si pour toute suite
(Pn) dans P0, il existe une sous-suite (Pnj) et un opérateur P ∈ P0 tel que
∀f ∈ B, lim
j
‖Pnjf − Pf‖ = 0.
Proposition 2.1.6 ([46, Proposition 2.11]). Si P0 satisfait la condition (Comp) et est tel
que toutes les suite (Pn) de P0 sont exactes sur V0, alors il satisfait la condition (Dec) dans
V0.
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2.1.4 Application aux systèmes unidimensionnels
On décrit comment cette théorie peut s’appliquer dans le cas de systèmes séquentiels, pour
des applications dilatantes de X = [0, 1]. Plus précisément, on considère des applications
T : X → X uniformément dilatantes, c-à-d λ(T ) := infx |T ′(x)| > 1, pour lesquelles il existe
une partition finie AT constituée d’un nombre fini d’intervalles avec intérieurs disjoints, et
telle que T peut être prolongée en une application C2 sur un voisinage de chaque élément de
cette partition.
L’opérateur de transfert PT : L1(m)→ L1(m) vérifie
PTf(x) =
∑
Ty=x
f(y)
|T ′(y)| ,
pour tout f ∈ L1(m), et est quasi-compact sur l’espace BV des fonctions à variation bornée,
comme rappelé au paragraphe 1.1.2.
Le couple (B, ‖.‖) = (L1(m), ‖.‖L1m) et (V , |.|v) = (BV, ‖.‖BV) vérifie les hypothèses (H1) et
(H2). Pour s’assurer que (H3) est satisfaite, on utilisera l’inégalité de Lasota-Yorke [99] : pour
toute application T dilatante par morceaux et toute fonction f ∈ BV, on a
Var(PTf) ≤ 2
λ(T )Varf + C(T )‖f‖L1m ,
avec C(T ) = supx |T
′′|
|T ′|2 + 2 supI∈AT
supx∈I |T ′(x)|−1
m(I) .
Ainsi, toute classe C d’applications dilatantes par morceaux T telle que supT∈C C(T ) <∞ et
pour laquelle il existe r ≥ 1 tel que
inf
T1,...,Tr∈C
λ(T r1 ) > 2, et sup
T1,...,Tr∈C
C(T r1 ) <∞,
satisfait (H3) lorsque P est la classe des opérateurs de transfert des applications de C. A
partir de maintenant, on dira que
(Dr) une classe C satisfait cette condition si l’ensemble P des opérateurs de transfert des
applications de C satisfait (H3) pour ce r ≥ 1.
La classe décrite juste auparavant satisfait donc (Dr).
Il est démontré dans Conze et Raugi [46, Théorème 3.4] que la classe des β-transformations,
c-à-d les applications de la forme x 7→ βx mod 1, avec β ≥ 1 + α, α > 0 satisfait (Dr) pour
un certain r ≥ 1 ne dépendant que de α. De plus, les auteurs démontrent que toute suite
de cette classe de transformations est exacte (Théorème 3.6), et que d(P1, P2) ≤ C|β1 − β2|,
pour une constante universelle C > 0, où les βi > 1 sont arbitraires et Pi désigne l’opérateur
de transfert de la βi-transformation, pour i = 1, 2 (Lemme 3.9).
Par conséquent, la classe des β-transformations, avec β compris entre βmin > 1 et βmax <∞
satisfait la condition (Comp) et vérifie donc la condition de décorrélation (Dec).
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Il est à noter que la condition (Dec) donne la décroissance exponentielle de la norme BV
de P n1 f − P n1 g pour toutes densités de probabilité f, g ∈ BV, à la différence du résultat de
Ott, Stenlund et Young [121], où seule la décroissance exponentielle de la norme L1(m) est
démontrée.
2.1.5 Théorèmes limites
Soit C une classe de transformations de type Lasota-Yorke sur [0, 1] qui satisfait (Dr) et
(Dec). Soit (Tn)n≥1 une suite d’applications de C et (fn)n≥0 une suite bornée dans BV. On
pose
Sn =
n−1∑
k=0
[
fk ◦ T k1 −
∫
fk ◦ T k1 dm
]
.
On a alors la loi des grands nombres :
Théorème 2.1.7 ([46, Théorème 3.7]). Si (Tn)n≥1 est une suite de C et (fn)n≥0 est bornée
dans BV, alors on a limn→∞ Snn = 0 presque surement.
Afin d’obtenir le théorème de la limite centrale correspondant, on a besoin d’une hypothèse
supplémentaire :
(Min) la suite d’applications (Tn)n≥1 satisfait cette condition s’il existe δ > 0 tel que P n1 1 ≥
δ pour tout n.
On remarquera que cette condition ne concerne que la suite (Tn), et non toute la classe C.
Sous cette hypothèse additionnelle, le TCL est vérifié :
Théorème 2.1.8 ([46, Théorème 5.1]). Si (Tn)n≥1 est une suite d’applications de C qui vérifie
(Min) et si (fn)n≥0 est bornée dans BV, alors on a l’alternative suivante :
1. Soit ‖Sn‖L2m est bornée, et dans ce cas Sn est bornée presque surement ;
2. Soit ‖Sn‖L2m converge vers +∞, et dans ce cas Sn‖Sn‖L2m converge en loi vers N (0, 1).
Sous une hypothèse de croissance suffisante de la variance ‖Sn‖2L2m , Haydn, Nicol, Török et
Vaienti [72] ont démontré récemment un principe d’invariance presque sure :
Théorème 2.1.9 ([72, Théorème 3.1]). Si (Tn) est une suite d’applications de C qui vérifie
(Min) et si (fn)n≥0 est bornée dans BV et vérifie ‖Sn‖L2m ≥ Cn
1
4+, pour C > 0 et 0 <  < 14 ,
alors, quitte à élargir l’espace de probabilité, on peut trouver une suite (Zk)k≥0 de variables
aléatoires gaussiennes centrées indépendantes telles que pour tout β <  :
sup
1≤k≤n
∣∣∣∣∣Sk −
k−1∑
i=0
Zi
∣∣∣∣∣ = o(‖Sn‖1−βL2m ), m− p.s.
On peut aussi démontrer une inégalité de grandes déviations :
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Proposition 2.1.10. Si (Tn) est une suite d’applications de C qui vérifie (Min) et si (fn)n≥0
est bornée dans BV, alors pour tout t > 0, il existe τ = τ((fn)n) et C = C((fn)n, t) > 0 tels
que pour tout n ≥ 1 :
m(Sn > nt) ≤ Ce−τnt2 .
Démonstration. On suit la preuve de la proposition 2.5 de [7], en utilisant l’approximation
par des martingales décrite à la section 5 de [46]. On pose f˜n = fn− ∫ fn ◦T n1 dm et on définit
les opérateurs Qn, n ≥ 1, par
Qng =
Pn(gP n−11 1)
P n1 1
.
Soit hn la suite définie par les relations h0 = 0 et hn+1 = Qn+1f˜n +Qn+1hn. on a
hn =
1
P n1 1
n−1∑
k=0
P nk+1(f˜kP k1 1).
Comme BV est une algèbre de Banach et (P k1 1)k est bornée dans BV, on en déduit que f˜kP k1 1
est une suite bornée dans BV de fonctions d’intégrale nulle. Par conséquent, la condition
(Dec) entraine que la norme BV de P nk+1(f˜kP k1 1) décroit exponentiellement vite avec n− k,
d’où l’on obtient, grâce à la condition (Min), que la suite (hn) est bornée pour la norme L∞.
On pose ϕn = f˜n + hn− hn+1 ◦Tn+1 et Un = ϕn ◦T n1 . On a alors que (Un) est une martingale
renversée pour la filtration (Fn), et est bornée pour la norme L∞. De plus, on a
Sn =
n−1∑
k=0
Uk + hn ◦ T n1 .
Par conséquent, m(Sn > nt) = m(
∑n−1
k=0 Uk +hn ◦T n1 > nt) ≤ m(
∑n−1
k=0 Uk >
nt
2 ), puisque (hn)
est bornée pour la norme L∞, et donc hn ◦T n1 < nt2 pour tout n assez grand. D’autre part, en
utilisant l’inégalité de Azuma-Hoeffding, il existe τ > 0 tel que m(∑n−1k=0 Uk > nt2 ) ≤ e−τnt2 ,
puisque (Un) est bornée pour la norme L∞, ce qui termine la démonstration.
2.1.6 La condition (Min)
Dans cette section, on discute de la validité de la condition (Min), nécessaire pour les
théorèmes limites de la section précédente. Pour le cas des β-transformations, Conze et Raugi
[46] ont démontré que pour tout β > 1, il existe un voisinage [β − a, β + a] de β tel que si
Tn est la βn-transformation, avec βn ∈ [β− a, β + a] pour tout n, alors la suite (Tn) vérifie la
condition (Min).
On donne une condition qui entraine automatiquement la validité de (Min). Si (Tn) est un
système séquentiel sur [0, 1] constitué d’applications de type Lasota-Yorke, on désigne par
An la partition de monotonicité et régularité de Tn, et par Amn la partition de Tmn , n ≤ m.
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Définition 2.1.11. Le système dynamique séquentiel (Tn)n≥1 possède la propriété de recou-
vrement si
∀n, ∃N(n) : ∀m, ∀I ∈ Am+nm+1 , Tm+N(n)m+1 (I) = [0, 1].
Soit C une classe d’applications surjectives de type Lasota-Yorke sur l’intervalle [0, 1] qui
satisfait (Dr) pour un certain r ≥ 1 et pour laquelle il existe λ > 1 et C > 0 tels que
inf |T ′| ≥ λ et sup |T ′| ≤ C pour tout T ∈ C.
Proposition 2.1.12. Soit (Tn)n≥1 un système dynamique séquentiel appartenant à une classe
C qui satisfait les conditions ci-dessus. On suppose que (Tn)n≥1 possède la propriété de recou-
vrement. Alors la condition (Min) est vérifiée.
Démonstration. Pour a > 0, on pose
Ea =
{
f ∈ BV : f ≥ 0, f 6= 0, ‖f‖BV ≤ a
∫
f
}
.
Rappelons que d’après le lemme 3.2 de Liverani [102], pour toute partition A constituée
d’intervalles de longueur au plus 12a , et pour tout f ∈ Ea, il existe I ∈ A tel que f(x) ≥ 12
∫
f
pour tout x ∈ I. Comme C satisfait (Dr), pour tout choix P1, . . . , Pr d’opérateurs de transfert
associés à des applications de C et tout f ∈ Ea, on a
‖Pr . . . P1f‖BV ≤ ρr‖f‖BV + Cr‖f‖L1m ≤ (aρr + Cr)
∫
f.
Ainsi, si on choisit a ≥ Cr1−ρr , on a (Pr . . . P1)(Ea) ⊂ Ea pour tout choix de P1, . . . , Pr. Afin
d’avoir 1 ∈ Ea, on prendra a = max{1, Cr1−ρr }.
Soit (Tn)n≥1 une suite d’applications dans C qui possède la propriété de recouvrement. Pour
tout n ≤ m, le diamètre de Amn est inférieur à λ−(m−n+1), on peut donc choisir n0 ≥ 1 tel que
le diamètre de An+n0n+1 est inférieur à 12a pour tout n.
Soit m ≥ 0. On a Pm+N(n0)1 1 = Pm+N(n0)m+1 Pm1 1. On écrit m = pmr + qm avec 0 ≤ qm < r. On
a :
P qm1 1(x) =
∑
T qm1 y=x
1
|(T qm1 )′(y)|
≥ C−qm ≥ C−r, (2.1)
car toutes les applications sont surjectives et ont une dérivée uniformément bornée par C.
Par conséquent, on a Pm+N(n0)1 1 ≥ C−rPm+N(n0)m+1 gm, avec gm = Pmqm+11. Comme Pmqm+11 est
une composition de pm blocs de r opérateurs appliqués à une fonction de Ea, on obtient que
gm appartient à Ea. Il existe donc un intervalle Im ∈ Am+n0m+1 sur lequel gm ≥ 12 . Ceci entraine
P
m+N(n0)
1 1(x) ≥
C−r
2 P
m+N(n0)
m+1 1Im(x) =
C−r
2
∑
T
m+N(n0)
m+1 y=x
1Im(y)
|(Tm+N(n0)m+1 )′(y)|
≥ C
−r
2 C
−N(n0),
puisque pour tout x ∈ [0, 1], il existe y ∈ Im tel que Tm+N(n0)m+1 y = x par l’hypothèse de
recouvrement. En utilisant le même argument que pour (2.1), on trouve P k1 1 ≥ C−N(n0) pour
tout k < N(n0), ce qui montre que (Min) est satisfaite pour δ = min{C−N(n0), C−(r+N(n0))2 }.
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2.2 Applications de l’intervalle avec un point fixe neutre
Dans la section précédente, les systèmes non-autonomes considérés présentaient tous une vi-
tesse exponentielle de perte de mémoire. Si l’on recherche des systèmes avec une vitesse de
perte de mémoire polynomiale, il est naturel de considérer des applications intermittentes de
l’intervalle, avec un point fixe neutre en commum. En effet, dans un cadre purement auto-
nome, ces applications ont une décroissance polynomiale des corrélations, voir par exemple
Liverani, Saussol et Vaienti [104], ou Young [144] par exemple.
2.2.1 Le modèle et le résultat principal
Pour 0 < α < 1, on définit Tα : [0, 1]→ [0, 1] par
Tα(x) =

x+ 3
α
21+αx
1+α si 0 ≤ x < 23
3x− 2 si 23 ≤ x ≤ 1.
On identifie l’intervalle unité avec le cercle, de façon à rendre Tα continue. Nous allons
considérer le système non-autonome (Tn) donné par Tn = Tβn , où la suite (βn) vérifie 0 <
βn ≤ α < 1 pour tout n ≥ 1. On note par Pβ l’opérateur de transfert de Tβ par rapport à la
mesure de Lebesgue m. Comme dans la section précédente, on notera Tmn = Tm ◦ . . . ◦ Tn et
Pmn = Pm ◦ . . . ◦ Pn l’opérateur de transfert de Tmn .
Théorème 2.2.1. Soit 0 < α < 1. Alors pour toute suite (βn) avec β? ≤ βn ≤ α, et tout
φ, ψ de classe C1 et de même intégrale
∫
φdm =
∫
ψdm = 1, on a
‖P n1 φ− P n1 ψ‖L1m ≤ F(‖φ‖C1 + ‖ψ‖C1)
(log n) 1α
n
1
α
−1 ,
où F : R→ R est affine.
Remarque 2.2.2. Le facteur logarithmique est un artefact de la preuve, et le résultat est
certainement vrai sans ce terme, bien que la preuve que nous utilisons ne permet pas de le
montrer.
Afin de démontrer ce théorème, on suivra la méthode employée par Liverani, Saussol et
Vaienti [104].
2.2.2 Un cône invariant
Par les résultats de Thaler [136] et de Hu [82], on sait que la densité de la mesure absolument
continue et invariante par Tα satisfait f(x) ≤ Cx−α dans un voisinage de 0. On va construire
un cône de fonctions, vérifiant entre autre cette propriété, qui est invariant par l’opérateur de
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transfert de Tα. Comme les opérateurs de transfert de Tβ, pour β ≤ α possèdent de meilleures
propriétés régularisantes que l’opérateur de Tα, on peut s’attendre à ce qu’ils préservent aussi
le cône.
On définit le cône de fonctions
C1 =
{
f ∈ C0(]0, 1]) : f ≥ 0, f de´croissante, Xα+1f croissante
}
,
où X(x) = x est la fonction identité.
Lemme 2.2.3. Le cône C1 est invariant par les opérateurs Pβ, 0 < β ≤ α.
Démonstration. Clairement, seule l’invariance de la propriété Xα+1f croissante est à vérifier.
Soit y1 < y2 donnés par T−1β (x) = {y1, y2}. On pose χβ = 3
βyβ1
21+β . Un calcul direct donne
Xα+1Pβf(x) =
f(y1)yα+11 (1 + χβ)α+1
1 + (1 + β)χβ
+ f(y2)
(
3y2 − 2
y2
)α+1
yα+12
3 .
Le résultat en découle directement, puisque les applications x 7→ xα+1f(x), x 7→ χβ, x 7→ y1
et x 7→ y2 sont croissantes. Le fait que α ≥ β entraine la croissance de χ 7→ (1+χ)α+11+(1+β)χ .
Lemme 2.2.4. Pour 0 < α < 1, le cône
C2 =
{
f ∈ C1 ∩ L1(m) : f(x) ≤ ax−α
∫
fdm
}
est préservé par tous les opérateurs Pβ, 0 < β ≤ α, pourvu que a soit choisi assez grand.
Démonstration. On peut supposer que
∫
fdm = 1. En utilisant les notations du lemme
précédent et en remarquant que xα+1f(x) ≤ f(1) ≤ ∫ fdm = 1, on trouve
Pβf(x) =
f(y1)
T ′β(y1)
+ f(y2)
T ′β(y2)
≤ ay
−α
1
T ′β(y1)
+ y
−α−1
2
T ′β(y2)
=
{(
x
y1
)α 1
T ′β(y1)
+ 1
a
xα
yα+12 T
′
β(y2)
}
axα.
On a
(
x
y1
)α 1
T ′
β
(y1) =
(1+χβ)α
1+(1+β)χβ et
1
a
xα
yα+12 T
′
β(y2)
= 1
a
(3y1
2
)α−β ( 2
x+ 2
)α+1
χβ(1 + χβ)α ≤ 1
a
(3
2
)α
χβ,
où la dernière étape est justifiée par le fait que y1 ≤ 23 et 0 ≤ χβ ≤ 12 .
En réduisant au même dénominateur, on trouve
Pβf(x) ≤ ax−α1 + {β + [(α− β) + 2
αa−1(β + 2)]}
1 + (1 + β)χβ
puisque (1+χβ)α ≤ 1+αχβ par concavité. On obtient le résultat voulu si (α−β)+2αa−1(β+
2) ≤ 1, ce qui est le cas dès que
a ≥ 2
α(2 + α)
1− α .
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On fixe de façon définitive un a > 0 tel que le lemme 2.2.4 est vérifié. On supposera aussi
a ≥ 1, de façon à avoir 1 ∈ C2.
Corollaire 2.2.5. Il existe δ = δ(α) > 0 tel que pour toute suite (βn) avec 0 < βn ≤ α, tout
n ≥ 1 et tout x ∈ [0, 1],
P n1 1(x) ≥ δ.
Démonstration. D’après le lemme 2.4 de [104], toute fonction f ∈ C2 vérifie
f(x) ≥ min
a,
(
α(1 + α)
aα
) 1
1−α

∫
fdm
pour tout x. Le corollaire suit immédiatement avec δ(α) = min
{
a,
(
α(1+α)
aα
) 1
1−α
}
puisque
P n1 1 ∈ C2 pour tout n, d’après le lemme 2.2.4.
Remarque 2.2.6. Par le même argument que pour le lemme 2.3 de [104], on peut montrer
que l’application Tα admet une mesure de probabilité invariante absolument continue dont
la densité appartient à C2.
2.2.3 Une perturbation aléatoire et son noyau associé
On introduit à présent une perturbation aléatoire qui consiste à remplacer un observable par
son espérance conditionnelle sur une boule de rayon  autour de chaque point. Ce nouveau
système aléatoire, pour lequel le point fixe neutre est en quelque sorte inexistant, admet une
vitesse de perte de mémoire exponentielle, et le résultat principal s’en déduit en estimant
l’erreur commise lorsqu’on remplace le système (Tn) par le système aléatoire.
Pour  > 0, on définit l’opérateur A par
Af(x) =
1
2
∫
B(x)
f dm,
pour tout f ∈ L1(m). On rappelle qu’on a identifié l’intervalle unité avec le cercle, les boules
B(x) sont donc à comprendre au sens de la distance géodésique sur le cercle.
On définit à présent un opérateur de transfert perturbé par
P,m := Pm+nm+1 ◦ A = Pβm+n ◦ . . . ◦ Pβm+1 ◦ A,
où n sera défini plus loin.
Lemme 2.2.7. Pour toute suite (βn) avec βn ≤ α, tous  > 0, m ≥ 0 et f ∈ C2, on a
‖P,mf − Pm+nm+1 f‖L1m ≤ c‖f‖L1m1−α,
où c est une constante indépendante de (βn).
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Démonstration. Comme les opérateurs Pm+nm+1 sont des contractions sur L1(m), on a ‖P,mf−
Pm+nm+1 f‖L1m ≤ ‖Af − f‖L1m ≤ c‖f‖L1m1−α, d’après le lemme 3.1 de [104], ce qui termine la
preuve.
On a la représentation intégrale suivante de l’opérateur P,m :
P,mf(x) =
∫ 1
0
K,m(x, z)f(z)dz,
où le noyau K,m est donné par
K,m(x, z) =
1
2P
m+n
m+1 1B(z)(x).
Le point crucial réside dans le fait que ce noyau est borné uniformément loin de 0 pour un
choix judicieux de n.
Lemme 2.2.8. Il existe n = O(−α) et γ > 0 tel que pour tout  > 0, tous x, z ∈ [0, 1] et
toute suite (βn) avec 0 ≤ βn ≤ α, on a
K,m(x, z) ≥ γ.
On démontrera ce lemme à la section suivante. Voyons pour l’instant comment on peut en
déduire le résultat principal sur la vitesse de perte de mémoire.
Proposition 2.2.9. Soit 0 < α < 1. Alors pour toute suite (βn) avec 0 ≤ βn ≤ α, tout n ≥ 1
et toute paire d’observables φ, ψ dans C2, de même intégrale ∫ φdm = ∫ ψdm, on a
‖P n1 φ− P n1 ψ‖L1m ≤ C
(
‖φ‖L1m + ‖ψ‖L1m
) (log n) 1α
n
1
α
−1 ,
où C est une constante ne dépendant que de α.
Démonstration. On écrit n = kn + m, avec 0 ≤ m < n. On compare alors l’opérateur P n1
avec l’opérateur P,m+(k−1)n ◦ . . . ◦ P,m ◦ Pm1 :
‖P n1 φ− P n1 ψ‖L1m ≤ ‖P,m+(k−1)n ◦ . . . ◦ P,mPm1 (φ− ψ)‖L1m
+ ‖
(
P,m+(k−1)n ◦ . . . ◦ P,m − Pm+knm+(k−1)n+1 ◦ . . . ◦ Pm+nm+1
)
Pm1 (φ− ψ)‖L1m
= (I) + (II).
Afin d’alléger les notations, on posera Rj = P,m+(j−1)n et Qj = P
m+jn
m+(j−1)n+1, pour j =
1, . . . , k.
Pour contrôler le terme (I), on utilise le lemme suivant :
76
Lemme 2.2.10. Soit (X,m) un espace de probabilité et P : L1(m) → L1(m) un opérateur
donné par un noyau positif et borné K : X2 → R+ :
Pf(x) =
∫
X
K(x, y)f(y)dm(y),
pour tout f ∈ L1(m). Si P est markovien, c’est-à-dire que ∫X K(x, y)dm(x) = 1 pour tout
y ∈ X et si il existe γ > 0 tel que K(x, y) ≥ γ pour tout x, y ∈ X, alors
‖Pf‖L1m ≤ (1− γ)‖f‖L1m ,
pour tout f ∈ L1(m) avec ∫X f(x)dm(x) = 0.
Démonstration. On pose X+ = {f ≥ 0} et Xˆ+ = {Pf ≥ 0}. Comme P est markovien, on a∫
X Pf dm =
∫
X f dm = 0, et donc
‖Pf‖L1m = 2
∫
Xˆ+
Pf(x)dm(x) = 2
∫
Xˆ+
∫
X
(K(x, y)− γ)f(y)dm(y)dm(x)
≤ 2
∫
X+
∫
X
(K(x, y)− γ)dm(x)f(y)dm(y)
= 2(1− γ)
∫
X+
f(y)dm(y) = (1− γ)‖f‖L1m ,
où l’inégalité de la seconde ligne est justifiée par le fait que, après interversion des intégrales,∫
Xˆ+(K(x, y) − γ)dm(x) ≤
∫
X(K(x, y) − γ)dm(x) et
∫
X(K(x, y) − γ)dm(x)f(y) est négatif
pour y ∈ X \X+, puisque K(x, y)− γ est positif.
Comme tous les opérateurs R1, . . . ,Rk satisfont les hypothèses du lemme précédent avec le
même γ d’après le lemme 2.2.8, on obtient
(I) ≤ (1− γ)k‖Pm1 (φ− ψ)‖L1m ≤ (1− γ)k‖φ− ψ‖L1m ≤ e−γk(‖φ‖L1m + ‖ψ‖L1m).
Pour le terme (II), on utilise une somme télescopique :
(II) ≤
k∑
j=1
‖Rk . . .Rj+1(Rj −Qj)Qj−1 . . .Q1Pm1 (φ− ψ)‖L1m
≤
k∑
j=1
‖(Rj −Qj)Qj−1 . . .Q1Pm1 (φ− ψ)‖L1m ,
car les opérateurs Rj sont des contractions sur L1(m). CommeQj−1 . . .Q1Pm1 φ etQj−1 . . .Q1Pm1 ψ
appartiennent tous deux à C2 d’après le lemme 2.2.4, et que les opérateurs Qj−1 . . .Q1Pm1
sont aussi des contractions sur L1(m), on trouve que
(II) ≤ c1−αk(‖φ‖L1m + ‖ψ‖L1m),
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d’après le lemme 2.2.7.
En conclusion, on obtient
‖P n1 φ− P n1 ψ‖L1m ≤ (e−γk + ck1−α)(‖φ‖L1m + ‖ψ‖L1m)
≤
(
e−γ
n
n + c
(
n
n
+ 1
)
1−α
)
(‖φ‖L1m + ‖ψ‖L1m)
≤ Cn1− 1α (log n) 1α (‖φ‖L1m + ‖ψ‖L1m),
où l’on a pris  = n− 1α
(
log n( 1α−1)κ
) 1
α , avec κ convenablement choisi en fonction de α et γ.
On en déduit le théorème principal :
Démonstration du théorème 2.2.1. On utilise le même argument qu’à la fin de la preuve
du théorème 4.1 de [104]. En effet, pour tout φ, ψ ∈ C1, on peut trouver λ, ν ∈ R tels
que φλ,ν(x) = φ(x) + λx + ν et ψλ,ν(x) = ψ(x) + λx + ν appartiennent à C2, la dé-
pendance des paramètres λ et ν vis-à-vis de la somme des normes C1 de φ et ψ étant
affine. Par exemple, on peut choisir λ et ν de façon à satisfaire λ ≤ −‖φ′‖∞ et ν ≥
max
{
(1+α)‖φ‖∞+‖φ′‖∞−λ(2+α)
1+α ,
1+a
a−1‖φ‖∞ − aλ2(a−1)
}
, et similairement pour ψ. Comme φ − ψ =
φλ,ν − ψλ,ν est d’intégrale nulle, par la proposition 2.2.9, on a
‖P n1 φ− P n1 ψ‖L1m = ‖P n1 φλ,ν − P n1 ψλ,ν‖L1m ≤ C
(log n) 1α
n
1
α
−1 (‖φλ,ν‖L1m + ‖ψλ,ν‖L1m)
≤ C (log n)
1
α
n
1
α
−1 F(‖φ‖C1 + ‖ψ‖C1),
pour une certaine fonction affine F .
2.2.4 Distorsion : démonstration du lemme 2.2.8
On aura besoin d’estimer la quantité suivante :
n′ = inf {n ≥ 1 : T n1 (J) = [0, 1], ∀J avec |J | ≥ 2, ∀(βn) avec βn ≤ α} .
n′ est donc le temps minimal nécessaire pour un intervalle de longueur au moins 2 pour
recouvrir [0, 1], indépendamment de la composition d’applications choisie. La démonstration
du lemme suivant est reportée à la fin de la section.
Lemme 2.2.11. On a n′ = O(−α).
Démonstration du lemme 2.2.8. La principale difficulté de la démonstration du théorème
2.2.1 consiste à vérifier la positivité du noyau K,m. Pour cela, on va suivre la démarche
de la preuve de la proposition 3.3 de [104].
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On rappelle que
2K,m(x, z) = Pm+nm+1 1B(z)(x)
=
∑
Tm+nm+1 y=x
1B(z)(y)
|(Tm+nm+1 )′(y)|
≥ 1Tm+nm+1 (B(z))(x) infy∈B(z)
1
|(Tm+nm+1 )′(y)|
.
On doit donc estimer le temps n mis par un intervalle J quelconque de longueur 2 pour
recouvrir [0, 1], tout en bornant inférieurement le ratio infy∈J 1|(Tm+nm+1 )′(y)| , et ce indépendam-
ment de la suite (βn). On peut donc sans perdre de généralité supposer que m = 0.
On comme par introduire quelques notations supplémentaires. On pose aαn = T−nα,1 (1), où T−1α,1
l’inverse de Tα restreinte à [0, 23 ].
Des calculs standards, voir par exemple le lemme 3.2 dans [104] ou la discussion avant le
lemme 5 dans [144], montrent que an vérifie an ≈ 1
n
1
α
. En particulier, il existe une constante
C telle que an ≤ C 1
n
1
α
. On définit aussi a0n comme la suite des préimages de 1 par la branche
gauche de l’application
T0(x) =

3x
2 , 0 ≤ x ≤ 2/3
3x− 2, 2/3 ≤ x ≤ 1.
Pour k ≥ 1, on définit la suite akn par ak0 = 1, et akn = T−1k+1,1 ◦ . . . T−1k+n,1(1), c’est-à-dire que
akn est la préimage de 1 par T k+nk+1 la plus proche de 0. On vérifie facilement que akn est une
suite strictement décroissante en n, et que a0n ≤ akn ≤ aαn.
On définit les intervalles Ikn = [akn+1, akn], qui vérifient T k+nk+1 Ikn = [23 , 1]. On pose aussi I
k
n,+ =
Ikn+1 ∪ Ikn = [akn+2, akn].
On définit la région intermittente I = [0, a02] et la région hyperbolique H = [a02, 1].
Soit J un intervalle de longueur au moins 2. On va considérer les itérés successifs T k1 J jusqu’à
ce que l’un d’entre eux recouvre l’espace entier, et on contrôle la distorsion durant ce temps.
Au temps k ≥ 1, l’itéré K = T k1 J vérifie l’une des conditions suivantes :
1. K ∩ I = ∅ ;
2. K ∩ I 6= ∅, et K contient au plus un akl , l > 2 ;
3. K ∩ I 6= ∅, et K contient plus d’un akl , l > 2.
Cas 1. On suppose que l’on est dans la situation 1. Alors soit l’un des itérés de K va
rencontrer le point 23 où les applications ne sont plus dérivables, soit il vérifie la condition 2
ou 3.
Soit n ≥ 1 le temps nécessaire pour rencontrer un des cas de figures. Par des arguments
standards, on a pour tous a, b ∈ K :
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(T k+nk+1 )′(a)
(T k+nk+1 )′(b)
≤ exp
{
n−1∑
l=0
supξ |T ′′k+n−lξ|
infξ |T ′k+n−lξ|
|T n+k−l−1k+1 a− T n+k−l−1k+1 b|
}
.
Comme 0 < β ≤ α < 1, le rapport |T
′′
β x|
|T ′
β
x| et la quantité |T
′
βx| sont majorés uniformément en
β et x ∈ H respectivement par D > 0 et 0 < r < 1. On a donc
(T k+nk+1 )′(a)
(T k+nk+1 )′(b)
≤ exp
{
c1|T k+nk+1 (K)|
}
,
où c1 = D1−r ne dépend que de α, et non de la concaténation particulière considérée. Après
intégration par rapport à b, on trouve |(T k+nk+1 )′(a)| ≤
|Tk+n
k+1 (K)|
|K| exp
{
−c1|T k+nk+1 (K)|
}
, d’où
P k+nk+1 1K ≥ 1Tk+n
k+1 (K)
|K|
|T k+nk+1 (K)|
exp
{
−c1|T k+nk+1 (K)|
}
.
Si le nouvel itéré de K intersecte la région intermittente, alors on considère la situation 2 ou
3 correspondante, et on continue la procédure. S’il est toujours dans la région hyperbolique,
mais contient à présent le point 23 , on procède de la façon suivante. Soit L = T
k+n
k+1 (K) le
nouvel itéré et soient Lg et Ld les parties de cet intervalle respectivement à gauche et à droite
de 23 . On a soit |Ll| > 13 |L| ou |Lr| > 13 |L|.
Dans le premier cas, après une itération, l’image de Lg sera contenue dans [23 , 1], avec l’extré-
mité droite égale à 1. Après m étapes, il couvrira l’intervalle unité, et la distorsion est bien
contrôlée durant ces m+ 1 itérations, car les applications sont dérivables sur les itérés de Lg.
On a donc
P k+n+m+1k+n+1 1L ≥ P k+n+m+1k+n+1 1Ll ≥ 1Tk+n+m+1
k+n+1 (Ll)
|Ll|
|T k+n+m+1k+n+1 (Ll)|
exp
{
−c1|T k+n+m+1k+n+1 (Ll)|
}
≥ 13 |L| exp {−c1} .
On pose n1 = n+m+ 1 et on a
P k+n1k+1 1K = P k+n1k+n+1P k+nk+1 1K ≥ P k+n1k+n+11L
|K|
|L| exp {−c1|L|} ≥
1
3 |K| exp {−c1 − c1|L|} .
Dans le second cas, si |Ld| > 13 |L|, alors après une itération (par une application affine),
l’image de Ld sera de la forme [0, x] et on poursuit alors avec l’étape 3 et on applique le
contrôle sur la distorsion donnée à cette étape.
Dans ces deux cas, on obtient un facteur multiplicatif 13 , mais le premier cas amène à la fin de
l’algorithme, et comme on le verra plus loin, l’étape 3 amène elle aussi à la fin de l’algorithme,
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ce qui fait qu’on ne rencontrera au plus qu’une seule fois le point 23 . Ainsi, ce facteur
1
3
n’apparait au plus qu’une seule fois, et ne pourra donc pas compromettre l’estimation finale.
Cas 2. On suppose que K est inclus dans un intervalle Ikl,+. Comme T k+lk+1(Ikl,+) = [ak+l2 , 1] ⊂
[a02, 1], après exactement l itérations, l’image de K sera incluse dans la région hyperbolique,
et on continue alors avec le cas 1. Durant ce temps, la distorsion sera contrôlée grâce au
lemme de Koebe, dont on rappelle l’énoncé, ou plutôt une de ses conséquences :
Lemme 2.2.12 (Lemme de Koebe [49, Théorème IV.1.2]). Pour tout τ > 0, il existe une
constante C = C(τ) > 0 telle que si g un difféomorphisme croissant de classe C3 dont la
dérivée Schwarzienne est négative, c’est à dire
g′′′(x)
g′(x) −
3
2
(
g′′(x)
g′(x)
)2
≤ 0,
si J1 ⊂ J2 sont deux intervalles tels que g(J2) contient un voisinage τ -échelonné de g(J1)
(c’est-à-dire que les intervalles à la droite et à la gauche de g(J1) dans g(J ′) sont de longueur
au moins τ |g(J2)|), alors pour tout x, y ∈ J1,
g′(x)
g′(y) ≤ exp
{
C
|g(x)− g(y)|
|g(J1)|
}
.
On va appliquer le lemme de Koebe à g définie comme l’extension analytique à ]0,+∞[ de
T k+lk+1, avec J1 = Ikl,+ et J2 = [δ, 2], où δ = δ(k, l) est choisi suffisamment petit de telle sorte
que δ < akl+2 et T l0δ < 12a
0
2. Clairement, chaque (extension analytique à ]0,+∞[ de) Tβ a
une dérivée Schwarzienne négative, car T ′′′β < 0 et T ′β > 0, et par conséquent g a une dérive
Schwarzienne négative, comme composée d’applications à dérivées Schwarzienne négatives.
On a g(J1) = [ak+l2 , 1] ⊂ [a02, 1] et g(J2) = [T k+lk+1δ, g(2)] ⊃ [T l0δ, 2] ⊃ [12a02, 2].
On pose τ = min
{
a02
2(1−a02) ,
1
1−a02
}
qui ne dépend pas de la concaténation d’applications ou du
nombres d’étapes l.
L’intervalle à la gauche de g(J1) dans g(J2) contient [12a
0
2, a
0
2] et est donc de longueur plus
grande que
1
2a
0
2 ≥ τ(1− a02) ≥ τ |g(J1)|.
De façon similaire, l’intervalle à la droite de g(J1) dans g(J2) contient [1, 2] et a donc une
longueur plus grande que
1 ≥ τ(1− a02) ≥ τ |g(J1)|.
On a démontré que g(J2) contient un voisinage τ -échelonné de g(J1), donc d’après le lemme
de Koebe, il existe C = C(τ) telle que pour tout a, b ∈ J1, on a
(T k+lk+1)′(a)
(T k+lk+1)′(b)
≤ exp
{
C
|T k+lk+1(a)− T k+lk+1(b)|
|T k+lk+1(J1)|
}
≤ exp
{
c2|T k+lk+1(a)− T k+lk+1(b)|
}
,
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avec c2 = 3C(τ), puisque T k+lk+1(J1) ⊃ [23 , 1].
Comme K ⊂ J1, on a pour tout a, b dans K
(T k+lk+1)′(a)
(T k+lk+1)′(b)
≤ exp
{
c2|T k+lk+1(K)|
}
,
et donc
P k+lk+11K ≥ 1Tk+l
k+1(K)
|K|
|T k+lk+1(K)|
exp
{
−c2|T k+lk+1(K)|
}
.
Cas 3. On suppose que K intersecte la région intermittente, et contient au moins deux akl . Si
plus d’un tiers de K est contenu dans [23 , 1] et est de la forme [a, 1], alors on peut considérer
K ∩ [23 , 1], et le cas 1 aura lieu jusqu’à ce que l’image de cet intervalle recouvre l’intervalle
unité, et on perd un facteur 13 (seulement une fois). Autrement, on définit l− comme le plus
petit entier tel que Ikl− soit inclus dans K. On a l− = O(|K|−α) d’après le lemme 2.2.11,
puisque l− est le temps nécessaire à K pour recouvrir [0, 1].
On distingue deux cas, selon que la partie de K qui se trouve à droite de akl− soit de longueur
au moins |K|3 ou non.
Dans le premier cas, on pose K ′ = K ∩ [akl−+1, 1], qui vérifie |K ′| ≥ |K|3 . Comme K ′ ⊂ Ikl−−1,+
et T k+l−−1k+1 (K ′) ⊃ [ak+l−−12 , ak+l−−11 ], on a d’après le cas 2 :
P
k+l−−1
k+1 1K ≥
1
31[ak+l−−12 ,ak+l−−11 ]|K|e
−c2 .
Comme T k+l−+1k+l− ([a
k+l−−1
2 , a
k+l−−1
1 ]) = [0, 1], et que |T ′β(x)| est borné supérieurement unifor-
mément en β et x par M , on trouve
P
k+l−+1
k+1 1K ≥
1
3M2 |K|e
−c2 .
Dans le second cas, on choisit K ′ de telle sorte que |K ′| ≥ |K|3 et que l’extrémité droite de K ′
soit akl− et son extrémité gauche se trouve à droite de 0. On subdivise K ′ en sous-intervalles
Ikl− , . . . , I
k
l+ de telle sorte à ce que leur union soit de longueur plus grande que
|K′|
3 =
|K|
9 avec
l+ minimimal. Ce choix de découperK ′ plutôt queK va permettre d’estimer l+. En effet, si on
pose K = [a, akl− ], comme l+ a été choisi minimal, on a que [a, akl+−1] est de longueur au moins
2|K′|
3 ≥ 2|K|9 . Ainsi, C(l+−1) 1α ≥ a
k
l+−1 ≥ akl+−1 − a ≥ 2|K|9 et par conséquent l+ = O(|K|−α).
Grâce à l’étude menée pour le cas 2, on a
P
k+l++1
k+1 1K ≥
l+∑
l=l−
P
k+l++1
k+1 1Ikl
=
l+∑
l=l−
P
k+l++1
k+l+1 P
k+l
k+11Ikl
≥
l+∑
l=l−
P
k+l++1
k+l+1 1Tk+l
k+1(I
k
l
)
|Ikl |
|T k+lk+1(Ikl )|
exp
{
−c2|T k+lk+1(Ikl )|
}
.
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Comme T k+lk+1(Ikl ) = [23 , 1], qui est envoyé après une itération sur l’espace entier, on a grâce
au corollaire 2.2.5
P
k+l++1
k+1 1K ≥
l+∑
l=l−
P
k+l++1
k+l+1 1[ 23 ,1]
|Ikl |
1/3 exp
{
−c23
}
≥ c33 exp
{
−c23
} l+∑
l=l−
|Ikl | ≥
δ
27 exp
{
−c23
}
|K|,
où δ est la constante donnée par le corollaire 2.2.5, puisque P k+l++1k+l+1 1[ 23 ,1] ≥
1
3P
k+l++1
k+l+2 1 ≥ δ3 .
Conclusion. Soit J un intervalle de longueur au moins 2. On associe à J une suite d’entiers
n1,m1, n2,m2 . . . , np telle que pour n1 étapes, les itérées de J soient dans la région hyper-
bolique (avec éventuellement n1 = 0) et vérifient donc le cas 1 , puis qu’ensuite pour m1
étapes, on se trouve dans la situation du cas 2, puis qu’ensuite on se retrouve à nouveau dans
la situation 1 pour n2 étapes (on rappelle qu’après la situation 2 on peut seulement sortir
de l’algorithme ou aller dans la situation 1), et ainsi de suite, jusqu’à ce qu’un itéré de J
rencontre 23 , ou satisfasse le cas 3. Ces deux cas de figure mènent à la fin de l’algorithme. On
ne traitera que le cas où 3 est vérifié, dans la situation où la partie de K à gauche de akl−
n’est pas de longueur plus grande que |K|3 , les autres cas se traitant de façon similaire.
Pour n ≥ n1 +m1 + . . .+ np + l+ + 1, on a
P n1 1J ≥ P nn1+...+l++2P n1+...+np+l++1n1+m1+...+np+1 . . . P n1+m1n1+1 P n11 1J
≥ P nn1+...+l++2P n1+...+np+l++1n1+m1+...+np+1 . . . P n1+m1n1+1 1Tn11 (J)
|J |
|T n11 (J)|
e−c1|T
n1
1 (J)|
≥ P nn1+...+l++2P n1+...+np+l++1n1+m1+...+np+1 . . .1Tn1+m11 (J)
|T n11 (J)|
|T n1+m11 (J)|
|J |
|T n11 (J)|
e−c1|T
n1
1 (J)|−c2|T
n1+m1
1 (J)|
Par récurrence on a donc
P n1 1J ≥ (P nn1+...+l++21)
δ
27 |T
n1+...+np
1 (J)|
|T n1+...+mp−11 (J)|
|T n1+...+np1 (J)|
. . .
|T n11 (J)|
|T n1+m11 (J)|
|J |
|T n11 (J)|
× e−c1|Tn11 (J)|−c2|Tn1+m11 (J)|−...−c1|Tn1+...+np1 (J)|− c23
≥ (P nn1+...+l++21)
δ
27 |J |e
−2( c23 +c1)(rn2+...+np+...+rn2 )
≥ δ
2
27e
− 2(
c3
3 +c1)r
1−r |J | =: γ|J |.
D’autre part, on a n1 + m1 + . . . + np + l+ + 1 = O(−α). En effet, en n1 + m1 + . . . + np
itérations, l’intervalle J n’a pas encore recouvert [0, 1], et donc n1+m1 . . .+np ≤ n′ = O(−α)
par le lemme 2.2.11. D’autre part, on a vu au cours du cas 3 que l+ = O(|K|−α) = O(−α),
ce qui termine la démonstration.
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Démonstration du lemme 2.2.11. On doit estimer le temps minimal n′ nécessaire pour qu’un
intervalle J de longueur au moins 2 recouvre l’intervalle [0, 1]. On va examiner toutes les
situations possibles. On notera tout d’abord que toutes les estimations qui vont suivre sont
indépendantes de l’intervalle J et du choix des applications composées, à condition que chaque
β soit dans [0, α], et que donc, si à partir d’un cas donné, on est renvoyé après itération à
un cas traité auparavant, on pourra appliquer l’estimation déjà établie au nouvel itéré de J
(qui pourra avoir une longueur différente). On rappelle qu’après une itération, l’image de J
est toujours de longueur strictement supérieure à celle de J .
On supposera que J est de longueur au moins .
(a) J ⊃ [0, ] : il existe l ≥ 1 tel que a1l+1 ≤  ≤ a1l . Ainsi, T l+11 J = [0, 1], et comme a1l ≤ C
l
1
α
,
on obtient l = O(−α).
(b) J ⊃ [1−, ] : clairement, après O(log 1

) étapes, l’image de J recouvrira l’intervalle [0, 1].
(c) J ⊃ [1− δ, 1] ∪ [0, δ′] : si δ ≥ 2 , après O(log 1 ) itérations, l’image de J recouvrira [0, 1].
Si δ′ ≥ 2 , alors on est dans la situation du cas a, avec un intervalle de longueur au moins

2 , et donc en moins de O(−α) étapes on recouvrira [0, 1].
(d) J ⊃ [δ, δ + ], avec δ ≤ 23 ≤ δ +  : après une itération, on se retrouve dans la situation
du cas a ou b, avec un intervalle de longueur au moins 2 , et donc on recouvrira [0, 1] en
moins de O(−α) étapes.
(e) J ⊂]0, 23 [ et J = [a, b] contient au moins deux a1l , avec l ≥ 2 : on choisira l comme le
plus petit entier tel que [a1l+1, a1l ] ⊂ J . En particulier, on a a ≤ a1l+1 < a1l ≤ b < a1l−1. On
distingue deux sous-cas : soit plus d’un tiers de J se trouve à droite de a1l , soit plus d’un
tiers de J se trouve à gauche de a1l . Dans le premier sous-cas, on pose J˜ = J ∩ [a1l , a1l−1].
Après l − 1 itérations de J˜ , on est dans la situation du cas d avec un intervalle de
longueur au moins 3 , qui se termine donc en O(−α) étapes. Pour estimer l − 1, on
remarque que 3 ≤ |J |3 ≤ |J˜ | ≤ a1l−1 − a1l ≤ a1l−1 ≤ C(l−1) 1α , et donc l − 1 = O(
−α). Dans
le second sous-cas, qui nécessite plus de travail, on pose J˜ = J ∩ [0, a1l ] = [a, a1l ]. Après
l itérations, T l1J˜ contiendra T l1I1l = [23 , 1], et donc il faut l + 1 itérations pour recouvrir
[0, 1]. Afin d’estimer l, on pose Jˆ = [0, |J˜ |], qui est de même longueur que J˜ , et on choisit
k tel que a1k+1 ≤ |Jˆ | ≤ a1k. Comme pour le cas a, on a k = O(|Jˆ |−α) = O(−α). On
prétend que l < k, ce qui conclut le sous-cas. On remarque que [0, a1i ] est le domaine
de définition d’une branche régulière de T i1, et donc pour chaque i = 0, . . . l, J˜ et Jˆ
sont inclus dans le domaine de définition d’une même branche de T i1. Comme chaque
branche des applications Tβ est croissante et convexe, et que la somme de ces deux
propriétés est stable par composition, on obtient que chaque branche de T i1 est convexe,
et que donc sa dérivée y est croissante. Pour tout i = 0, . . . , l et tout x ∈ J˜ , on a alors
(T i1)′(x) ≥ (T i1)′(x−a), et après intégration sur J˜ , on trouve |T i1J˜ | ≥ |T i1Jˆ |. Or, |T i1J˜ | < 1
pour tout i = 0, . . . , l − 1, et |T k+11 Jˆ | = 1, et on obtient donc k > l.
(f) J ⊂]0, 23 [, et J contient exactement un seul a1l , l ≥ 2 : après l itérations, on se trouve
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dans la situation du cas c qui se termine en O(−α) étapes. Pour estimer l, on remarque
que J ⊂ [a1l+1, a1l−1], et donc  ≤ |J | ≤ a1l−1 − a1l+1 ≤ a1l−1 ≤ C(l−1) 1α , et donc l = O(
−α).
(g) J ⊂]0, 23 [ et J ne contient aucun terme a1l : on a donc J ⊂]a1l+1, a1l [ pour un certain
l ≥ 1. Après, l itérations, on aura T l1J ⊂]23 , 1[, qui est traité au cas h. Pour estimer l, on
remarque comme au cas précédent que  ≤ |J | ≤ a1l −a1l+1 ≤ a1l ≤ C
l
1
α
et donc l = O(−α).
(h) J ⊂]23 , 1[ : après O(log 1 ) étapes, l’image de J va rencontrer ]0, 23 [, et se retrouver dans
un des cas détaillés auparavant. L’image de J sera de longueur au moins 3.
Les seules situations où l’étude n’a pas été menée à son terme sont g et h. Le seul cas de
figure non couvert par cette analyse correspond au cas où l’on commence dans le cas g ou h
et que l’on rentre dans une boucle entre ces deux cas. On finira par sortir de cette boucle,
car la longueur de l’itérée de J croit strictement avec le temps, et on se retrouvera alors dans
un cas étudié auparavant, et on couvre ensuite [0, 1] en O(−α) étapes. Il faut donc estimer
le nombre d’étapes que l’on effectue au sein de la boucle. On remarque qu’un intervalle de
longueur au moins  effectue O(−α) étapes au cours d’un seul passage dans la boucle, grâce
à l’étude déjà effectuée. Or, en passant une fois dans la boucle, la longueur de l’intervalle
est multipliée par un facteur au moins 3. Le nombre d’étapes effectuées au total dans cette
boucle est donc de l’ordre de ∑i≥0O((3i)−α) = O(−α) (comme on l’a rappelé plus haut, les
constantes intervenants implicitement dans les O sont uniformes vis-à-vis de l’intervalle et de
la composition, et donc cette sommation est légitime). Ceci termine la démonstration.
2.3 Remarques et questions ouvertes
1. Pour les systèmes non-autonomes unidimensionnels, avec perte de mémoire exponen-
tielle, peut-on démontrer des théorèmes limites plus fins, comme une inégalité de Berry-
Esseen, un principe des grandes déviations ou un théorème de la limite locale. Les deux
premiers types de résultats sont présentés dans [74] pour des applications surjectives
par morceaux.
2. Bien que nouveau, le résultat présenté au théorème 2.2.1 est relativement faible, et est
susceptible d’être amélioré sur plusieurs points :
(a) la vitesse de convergence vers 0 n’est certainement pas optimale, le facteur loga-
rithmique (log n) 1α étant absent du résultat dans le cas autonome ;
(b) la dépendance vis-à-vis de la norme C1 des observables φ et ψ est faible, et on
pourrait s’attendre à ce que le terme F(‖φ‖C1+‖ψ‖C1) soit remplacé par ‖φ−ψ‖C1 .
Une conjecture vraisemblable est la suivante :
Conjecture 2.3.1. Soit 0 < α < 1. Alors il existe C > 0 telle que pour toute suite
(βn) avec 0 < βn ≤ α, et tout φ de classe C1 avec ∫ φ dm = 0, on a
‖P n1 φ‖L1m ≤ C
1
n
1
α
−1‖φ‖C1 .
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Il serait souhaitable de disposer d’une méthode plus performante que celle utilisée
pour démontrer le théorème 2.2.1 afin d’établir cette conjecture. Il est difficile d’utili-
ser l’induction dans le contexte non-autonome, ce qui exclut la puissante méthode du
renouvellement pour les opérateurs [128, 61, 60]. Il existe au moins deux possibilités à
explorer :
(a) Etendre au cas non-autonome le cadre fonctionnel développé par Conze et Raugi
[45] pour les systèmes autonomes, où les auteurs ont construit un formalisme basé
sur une chaîne d’espaces fonctionnels et l’étude de l’action de l’opérateur de trans-
fert sur ces derniers afin d’étudier des systèmes avec une vitesse de décroissance
des corrélations non-exponentielle. Cette méthode a en particulier été utilisée pour
des applications de type intermittente par Raugi [125].
(b) Etendre au cas non-autonome la méthode de la métrique de Hilbert utilisée par
Maume-Deschamps [108, 109] dans le cas autonome.
3. Le théorème 2.2.1 entraine par un argument de densité que le système séquentiel cor-
respondant est exact. Est-il possible de démontrer cela par un argument élémentaire,
sans étudier auparavant la vitesse de perte de mémoire pour des observables réguliers ?
4. Que peut-on dire si βn converge vers 0 ? Le théorème 2.2.1 entraine que la vitesse de
perte de mémoire est super-polynomiale. Est-il néanmoins possible d’obtenir une vitesse
de convergence meilleure pour des cas particuliers de suites (βn), comme par exemple
βn = λn avec 0 < λ < 1. De même, que se passe-t-il si βn converge vers 1 ? Le système
séquentiel est-il toujours exact, et si oui, peut-on estimer la vitesse de perte de mémoire
pour des suites (βn) particulières ?
5. Peut-on démontrer des propriétés statistiques pour ces systèmes non-autonomes avec
perte de mémoire polynomiale, comme par exemple la loi des grands nombres, le théo-
rème de la limite centrale, des inégalités de grandes déviations, etc ?
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Chapitre 3
Inégalités de concentration pour les
systèmes dynamiques aléatoires et
non-autonomes
Dans ce chapitre, on présentera la notion d’inégalités de concentration pour les systèmes
dynamiques, avant de démontrer de telles inégalités pour des systèmes non-autonomes et
aléatoires en dimension 1. La deuxième section sur les systèmes non-autonomes présente les
résultats de l’article [6] écrit en collaboration avec Jérôme Rousseau, en cours de soumission,
tandis que la troisième section expose le résultat sur les systèmes aléatoires issu du travail [3]
coécrit avec Matthew Nicol et Sandro Vaienti, à paraître dans Probability Theory and Related
Fields.
3.1 Inégalités de concentration : définition
Les inégalités de concentration permettent d’estimer la probabilité que des variables aléa-
toires de la forme Yn = K(Z0, . . . , Zn−1) dévient de leur espérance pour des fonctions K
suffisamment régulières. Avant d’aller plus loin, on a besoin de préciser la régularité de K.
Une possibilité est d’introduire les fonctions séparément Lipschitz :
Définition 3.1.1. Soit (X, d) un espace métrique. Une fonction K : Xn → R est dite
séparément Lipschitz si il existe des constantes Lipi(K), i = 0, . . . , n− 1, telles que
|K(x0, . . . , xi−1, xi, xi+1, . . . , xn−1)−K(x0, . . . , xi−1, x′i, xi+1, . . . , xn−1)| ≤ Lipi(K)d(xi, x′i)
pour tous choix de x0, . . . , xn−1, x′i dans X.
Afin d’estimer la probabilité qu’une variable aléatoire dévie de son espérance, on a besoin
d’estimations sur ses moments centrés. La situation la plus favorable correspond à un contrôle
sur les moments exponentiels :
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Définition 3.1.2. On dira qu’un processus stochastique (Zn)n≥0 à valeurs dans X satisfait
une inégalité de concentration exponentielle si il existe C > 0 telle que pour tout n ≥ 1 et
toute fonction K : Xn → R séparément Lipschitz, on a
E(eK(Z0,...,Zn−1)−E(K(Z0,...,Zn−1))) ≤ eC
∑n−1
j=0 Lip
2
j (K).
Proposition 3.1.3. Si (Zn) satisfait une inégalité de concentration exponentielle avec la
constante C, alors pour tout n ≥ 1 et toute fonction K : Xn → R séparément Lipschitz, on a
P (K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1)) > t) ≤ e
− t2
4C
∑n−1
j=0 Lip
2
j
(K)
pour tout t > 0.
Démonstration. On pose Y = K(Z0, . . . , Zn−1)−E(K(Z0, . . . , Zn−1)). Par l’inégalité de Mar-
kov, pour tout λ > 0, on a
P(Y > t) = P(eλY > eλt) ≤ e−λtE(eλY ).
Comme λY est séparément Lipschitz, avec des constantes de Lipschitz données par λLipi(K),
i = 0, . . . , n− 1, on trouve
P(Y > t) ≤ e−λt+Cλ2
∑n−1
i=0 Lip
2
i (K).
Une optimisation sur λ > 0 suggère de prendre λ = t
2C
∑n−1
i=0 Lip
2
i (K)
d’où
P(Y > t) ≤ e
− t2
4C
∑n−1
i=0 Lip
2
i
(K) .
On peut aussi seulement exiger un contrôle sur les moments d’ordre fini, pour des estimations
plus faibles :
Définition 3.1.4. On dira qu’un processus stochastique (Zn)n≥0 satisfait une inégalité de
concentration polynomiale d’ordre p ≥ 2 si il existe C > 0 telle que pour tout n ≥ 1 et toute
fonction K : Xn → R séparément Lipschitz, on a
E |K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1))|p ≤ C
(
n−1∑
i=0
Lip2i (K)
) p
2
.
Une application directe de l’inégalité de Markov donne cette fois-ci :
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Proposition 3.1.5. Si (Zn) satisfait une inégalité de concentration polynomiale d’ordre p ≥ 2
avec la constante C, alors pour tout n ≥ 1 et toute fonction K : Xn → R séparément
Lipschitz, on a
P (K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1)) > t) ≤ C 1
tp
(
n−1∑
i=0
Lip2i (K)
) p
2
.
Exemple 3.1.6. L’exemple le plus élémentaire consiste à prendre des fonctionnelles addi-
tives. Si ϕ : X → R est Lipschitz, on pose K(x0, . . . , xn−1) = 1n
∑n−1
k=0 ϕ(xk). Alors K est
séparément Lipschitz, avec Lipk(K) ≤ 1nLip(ϕ). Ainsi, si (Zn) est un processus à valeurs
dans X, et si Sn =
∑n−1
k=0 Zk, on a pour tout t > 0 et tout n ≥ 1 :
P(Sn > nt) ≤ e−
t2n
4CLip2(ϕ) ,
si (Zn) satisfait une inégalité de concentration exponentielle et
P(Sn > nt) ≤ CLip
p(ϕ)
tpn
p
2
,
si (Zn) satisfait une inégalité de concentration polynomiale d’ordre p ≥ 2. On verra plus loin
des exemples plus sophistiqués, qui justifient l’intérêt des inégalités de concentration, pour les
systèmes dynamiques.
Si (Zn) est une suite de variables aléatoires indépendantes à valeurs réelles, bornée dans Lp,
avec p ∈ [2,+∞], alors elle satisfait une inégalité de concentration :
Théorème 3.1.7. Soit (Zn) une suite de variables aléatoires indépendantes, à valeurs réelles.
1. Si (Zn) est bornée dans L∞, alors elle satisfait une inégalité de concentration exponen-
tielle.
2. Si (Zn) est bornée dans Lp, p ≥ 2, alors elle satisfait une inégalité de concentration
polynomiale d’ordre p.
Bien que le résultat soit classique, on en redonne la démonstration afin d’illustrer la stratégie
qui sera réutilisée dans le cadre des systèmes dynamiques.
Démonstration. Soit n ≥ 1 et K : Rn → R séparément Lipschitz. Pour k = 0, . . . , n − 1, on
pose Fk = σ(Zk, . . . , Zn−1) et Fn = {∅,Ω}.
Soit Y = K(Z0, . . . , Zn−1), et Yk = E(Y |Fk). On a Y0 = Y et Yn = E(Y ). Par conséquent,
Y − E(Y ) = Y0 − Yn =
n−1∑
k=0
(Yk − Yk+1) =
n−1∑
k=0
Hk,
avec Hk = Yk − Yk+1. (Hk) forme une suite de différence de martingales inversée par rapport
à la filtration décroissante (Fk)k.
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Soit (Z ′n)n une suite de variables aléatoires, indépendante de (Zn)n, et de même loi (en tant
que processus). Par indépendance des (Zn), on a Yk = fk(Z0, . . . , Zn−1), avec
fk(x0, . . . , xn−1) = E(K(Z ′0, . . . , Z ′k−1, xk, . . . , xn−1)).
Ainsi, Hk = hk(Z0, . . . , Zn−1), avec hk = fk − fk+1 qui vérifie
|hk(x0, . . . , xn−1)| ≤ Lipk(K)E|xk − Z ′k|. (3.1)
Si (Zn) est bornée dans L∞, on utilisera l’inégalité de Azuma-Hoeffding :
Proposition 3.1.8 (Inégalité de Azuma-Hoeffding [78, 13]). Soit (Xk) une suite de diffé-
rences de martingale inversée vérifiant ak ≤ Xk ≤ bk pour tout k. Soit Sn = ∑n−1k=0 Xk. Alors
pour tout n, on a
E(eSn) ≤ e 18
∑n−1
k=0 (bk−ak)2 .
En appliquant l’inégalité de Azuma-Hoeffding à (Hk), on obtient E(eY−E(Y )) ≤ e 12
∑n−1
k=0 sup|Hk|2 .
Soit M = supn ‖Zn‖∞. D’après 3.1, on a |Hk| ≤ 2MLipk(K). Par conséquent
E(eY−E(Y )) ≤ e2M2
∑n−1
k=0 Lip
2
k(K),
d’où le résultat avec C = 2M2 qui ne dépend ni de n ni de K.
Dans le cas où (Zn) est bornée dans Lp, p ≥ 2, on utilisera l’inégalité de Burkholder :
Proposition 3.1.9 (Inégalité de Burkholder [33]). Pour tout p ∈]1,∞[, il existe une constante
Cp > 0 telle que pour toute suite (Xk) de différences de martingale inversée, et tout n, on a
C−1p ‖Dn‖p ≤ ‖Sn‖p ≤ Cp‖Dn‖p,
où on a noté Sn =
∑n−1
k=0 Xk, et Dn =
√∑n−1
k=0 X
2
k .
On a donc
‖Y − E(Y )‖p ≤ Cp
∥∥∥∥∥∥
√√√√n−1∑
k=0
H2k
∥∥∥∥∥∥
p
= Cp
E ∣∣∣∣∣
n−1∑
k=0
H2k
∣∣∣∣∣
p
2

1
p
= Cp
∥∥∥∥∥
n−1∑
k=0
H2k
∥∥∥∥∥
p
2
 12
≤ Cp
(
n−1∑
k=0
‖H2k‖ p2
) 1
2
.
Bien que l’inégalité de Burkholder soit valable pour tout p > 1, on remarquera que l’on a
utilisé l’inégalité triangulaire pour la norme ‖.‖ p
2
, d’où la nécessité de supposer que p ≥ 2.
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Soit M = supn ‖Zn‖p. D’après (3.1) et l’inégalité de Jensen, on a
‖H2k‖ p2 = (E|Hk|p)
2
p ≤ 4M2Lip2k(K),
d’où ‖Y − E(Y )‖p ≤ 2CpM
(∑n−1
k=0 Lip2k(K)
) 1
2 et le résultat.
Lorsque la suite (Zn) n’est plus indépendante, alors la relation Yk = fk(Z0, . . . , Zn−1), avec
fk(x0, . . . , xn−1) = E(K(Z ′0, . . . , Z ′k−1, xk, . . . , xn−1)) cesse d’être vérifiée, et on doit donc es-
timer l’erreur commise lorsque l’on remplace Yk par fk(X0, . . . , Xn−1).
Le cas des systèmes dynamiques. Soit à présent un système dynamique (X,T, µ), où
(X, d) est un espace métrique, et µ une probabilité invariante par T .
Définition 3.1.10. On dira que le système dynamique (X,T, µ) satisfait une inégalité de
concentration exponentielle (resp. polynomiale d’ordre p ≥ 2) si le processus défini par Zn =
T n sur l’espace probabilisé (X,µ) satisfait une inégalité de concentration exponentielle (resp.
polynomiale d’ordre p ≥ 2).
Cette notion a été pour la première fois introduite par Collet, Martinez et Schmitt [44], qui
ont étudié le cas des applications uniformément dilatantes par morceaux de l’intervalle :
Théorème 3.1.11 (Collet, Martinez, Schmitt, [44]). Soit T : [0, 1] → [0, 1] une application
de classe C2 par morceaux, uniformément dilatante et topologiquement mélangeante. Soit µ
l’unique mesure de probabilité invariante par T et absolument continue par rapport à Lebesgue.
On suppose que la densité de µ est bornée uniformément loin de 0. Alors le système dynamique
(X,T, µ) satisfait une inégalité de concentration exponentielle.
De nombreux autres travaux ont suivi, visant essentiellement à étendre ce résultat à des
systèmes non-uniformément dilatants ou hyperboliques. On donne le résultat de Chazottes
et Gouëzel [39], qui en est une bonne synthèse, et qui concerne les systèmes pouvant être
représentés par une tour de Young. On renvoit à [143, 144] pour une définition précise des
tours de Young.
Théorème 3.1.12 (Chazottes, Gouëzel, [39]). Soit (X,T, µ) un système dynamique repré-
senté par une tour de Young (inversible ou non-inversible), de base ∆0 et de temps de retour
donné par R.
1. S’il existe c > 0 tel que
∫
∆0 e
cR dµ < ∞, alors (X,T, µ) satisfait une inégalité de
concentration exponentielle.
2. Si
∫
∆0 R
p dµ < ∞ pour p ≥ 2, alors (X,T, µ) satisfait une inégalité de concentration
polynomiale d’ordre 2p− 2.
Dans le cas des systèmes dynamiques perturbés aléatoirement, on peut citer le résultat de
Maldonado [106] sur le bruit observationnel.
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3.2 Inégalités de concentration pour les systèmes dy-
namiques non-autonomes
3.2.1 Le résultat et sa démonstration
On reprend le cadre décrit à la section 2.1.
Définition 3.2.1. On dira qu’un système dynamique séquentiel (Tn)n≥1 sur un espace de
probabilité (X,m), où (X, d) est un espace métrique, satisfait une inégalité de concentration
exponentielle (resp. polynomiale) si le processus Zn = T n1 défini sur (X,m) satisfait une
inégalité de concentration exponentielle (resp. polynomiale).
On considèrera le cas où X = [0, 1] et m est la mesure de Lebesgue, et on supposera que les
applications (Tn) appartiennent à une classe C de transformations qui satisfait les conditions
suivantes :
Hypothèses sur la classe C.
C est une classe d’applications de classe C2 par morceaux sur [0, 1] telle que :
1. Il existe λ > 1 et M > 0 tels que inf |T ′| ≥ λ et sup |T ′′| ≤M pour tout T ∈ C.
2. Il existe N ≥ 1 tel que ]AT ≤ N pour tout T ∈ C, où AT désigne la partition de
monotonicité et régularité de T .
3. C satisfait (Dr) pour un certain r ≥ 1 et (Dec).
Le résultat principal est le suivant :
Théorème 3.2.2. Soit (Tn)n≥1 un système dynamique séquentiel appartenant à une classe
C comme décrite ci-dessus. Si (Tn) satisfait la condition (Min), alors il vérifie une inégalité
de concentration exponentielle.
Ce résultat s’applique en particulier lorsque Tn est la βn-transformation, avec tous les βn
dans un voisinage convenable d’un β? > 1 donné.
Afin de démontrer ce théorème, on va utiliser la méthode des différences bornées de Mc-
Diarmid [110, 111], comme cela a été fait dans [44] et [39], mais adaptée au contexte non-
stationnaire.
On prolonge d’abord naturellement K en une fonction K : XN → R qui ne dépend que des
n premières coordonnées. XN est muni de la tribu produit F˜ et de la mesure de probabilité
m˜ qui est l’image de m par l’application Φ : X → XN définie par Φ(x) = (T n1 x)n≥0, avec la
convention T 01 = Id. Avec cette notation,
Em(eK(Z0,...,Zn−1)−Em(K(Z0,...,Zn−1)) = Em˜(eK−Em˜(K)).
Soit F˜p la tribu sur XN engendrée par les coordonnées (xk)k≥p et Kp = Em˜(K|F˜p). L’hypo-
thèse (Dec) entraine que le système séquentiel (Tn) est exact, et par conséquent la tribu F∞
92
est triviale modulo m. Ainsi, F˜∞ := ∩p≥0F˜p est triviale modulo m˜, puisque Φ−1(F˜∞) ⊂ F∞.
D’après le théorème de convergence pour les martingales de Doob, on obtient queKp converge
m˜-p.p. vers Em˜(K), et dans chaque Lp, avec 1 ≤ p <∞. On a donc
K − Em˜(K) =
∑
p≥0
Dp
avec Dp = Kp−Kp+1. En utilisant l’inégalité de Azuma-Hoeffding 3.1.8, on en déduit l’exis-
tence d’une constante C > 0 universelle telle que pour tout P ≥ 0,
Em˜(e
∑P
p=0Dp) ≤ eC
∑P
p=0 sup|Dp|2 .
Il reste à estimer Dp :
Proposition 3.2.3. Il existe 0 < ρ < 1 et C > 0 dépendant seulement de (Tn)n≥1 telles que
pour tout p et tout K, on a
|Dp| ≤ C
p∑
j=0
ρp−jLipj(K).
Cette proposition, combinée avec l’inégalité de Cauchy-Schwarz, entraine l’inégalité de concen-
tration, de la même manière que dans [39]. En effet, on a p∑
j=0
ρp−jLipj(K)
2 ≤
 p∑
j=0
ρp−jLip2j(K)
 p∑
j=0
ρp−j
 ≤ C p∑
j=0
ρp−jLip2j(K).
Après sommation sur p, on obtient ∑Pp=0 sup|Dp|2 ≤ C∑j Lip2j(K).
La proposition 3.2.3 découle immédiatement de la condition de Lipschitz sur K et du lemme
suivant :
Lemme 3.2.4. Il existe 0 < ρ < 1 et C > 0 dépendant seulement de (Tn)n≥1 telles que pour
tout p, tout K, et m˜-p.t. x = (x0, x1, . . .) ∈ XN, on a
∣∣∣∣Kp(x)− ∫
X
K(y, T1y, . . . , T p−11 y, xp, . . .) dm(y)
∣∣∣∣ ≤ C p−1∑
j=0
Lipj(K)ρp−j.
Le reste de cette section est consacrée à la démonstration de ce lemme.
Premièrement, on remarque que
Kp(x) =
1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T p−11 y, xp, . . .)
|(T p1 )′(y)|
. (3.2)
La démonstration de cette identité est renvoyée à la fin de cette section.
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On fixe un x? ∈ X et on décompose Kp comme
Kp(x) = K(x?, . . . , x?, xp, . . .) +
1
P p1 1(xp)
p−1∑
i=0
∑
T p1 y=xp
Hi(y)
|(T p1 )′(y)|
,
où Hi(y) = K(y, . . . , T i1y, x?, . . . , x?, xp, . . .)−K(y, . . . , T i−11 y, x?, . . . , x?, xp, . . .).
En utilisant la règle de dérivation pour les fonctions composées, on trouve
Kp(x) = K(x?, . . . , x?, xp, . . .) +
1
P p1 1(xp)
p−1∑
i=0
P pi+1fi(xp)
avec
fi(y) =
∑
T i1z=y
Hi(z)
|(T i1)′(z)|
= P i1Hi(y).
Comme
∫
fi dm =
∫
Hi dm, on a
p−1∑
i=0
∫
fi dm =
∫
K(y, . . . , T p−11 y, xp, . . .) dm(y)−K(x?, . . . , x?, xp, . . .).
Par conséquent,
Kp(x)−
∫
K(y, T1y, . . . , T p−11 y, xp, . . .) dm(y)
=
p−1∑
i=0
(
P pi+11(xp)
P p1 1(xp)
− 1
)∫
fi dm+
1
P p1 1(xp)
p−1∑
i=0
(
P pi+1fi(xp)−
(∫
fi dm
)
P pi+11(xp)
)
.
Pour le premier terme, on a∣∣∣∣∣P
p
i+11(xp)
P p1 1(xp)
− 1
∣∣∣∣∣ = |P
p
i+11(xp)− P p1 1(xp)|
P p1 1(xp)
≤ C‖P pi+1(P i11− 1)‖BV,
où on a utilisé la condition (Min) et ‖.‖sup ≤ ‖.‖BV. De plus, d’après (Dec), on a
‖P pi+1(P i11− 1)‖BV ≤ Kθp−i−1‖P i11− 1‖BV ≤ Cθp−i−1
puisque (P i11)i est bornée dans BV d’après l’hypothèse (H3).
Finalement, comme |∫ fi dm| ≤ Lipi(K), on obtient∣∣∣∣∣∣
p−1∑
i=0
(
P pi+11(xp)
P p1 1(xp)
− 1
)∫
fi dm
∣∣∣∣∣∣ ≤ C
p−1∑
i=0
θp−i−1Lipi(K). (3.3)
Pour le second terme, l’hypothèse (Dec) donne∥∥∥∥P pi+1fi − (∫ fi dm)P pi+11∥∥∥∥
BV
≤ Kθp−i−1
∥∥∥∥fi − ∫ fi dm∥∥∥∥
BV
≤ Cθp−i−1‖fi‖BV. (3.4)
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En utilisant la condition (Min), (3.4) et ‖.‖sup ≤ ‖.‖BV, on trouve∣∣∣∣∣∣ 1P p1 1(xp)
p−1∑
i=0
(
P pi+1fi(xp)−
(∫
fi dm
)
P pi+11(xp)
)∣∣∣∣∣∣ ≤ C
p−1∑
i=0
θp−i−1‖fi‖BV. (3.5)
Ainsi, il reste à estimer ‖fi‖BV. On peut observer que ‖fi‖BV ≤ ‖fi‖sup + Var(fi) et que pour
tout y, on a
|fi(y)| ≤ P i11(y)‖Hi‖sup ≤ P i11(y)Lipi(K) ≤ CLipi(K), (3.6)
puisque (P i11)i est bornée dans BV. Le point crucial réside donc dans l’estimation de la
variation de fi.
Afin de procéder, on va d’abord établir un contrôle sur la distorsion. Bien que cette propriété
soit classique, on en reproduit la démonstration ici par complétude. Si T est une application
de classe C2 par morceaux sur l’intervalle, de partition de monotonicité AT , on définit sa
distorsion Dist(T ) comme étant la plus petite constante C > 0 telle que
|T ′(x)− T ′(y)| ≤ C|T ′(x)||Tx− Ty|
pour tous x, y ∈ I et I ∈ AT . On remarque que (1 + C)−1 ≤ |T ′(x)||T ′(y)| ≤ (1 + C) pour tous
x, y ∈ I.
Lemme 3.2.5. Il existe C > 0 telle que Dist(T n1 ) ≤ C pour tout n.
Démonstration. Comme auparavant, on désigne par An la partition de monotonicité de Tn,
et par Amn la partition de Tmn . On a pour tous x, y ∈ I ∈ An1 :∣∣∣∣∣log |(T n1 )′(x)||(T n1 )′(y)|
∣∣∣∣∣ ≤
n∑
j=1
∣∣∣log |T ′j(T j−11 x)| − log |T ′j(T j−11 y)|∣∣∣ ≤ C n∑
j=1
|T j−11 x− T j−11 y|,
où on a utilisé le fait que la constante de Lipschitz de log |T ′j| est bornée indépendamment
de j, puisque |T ′′j | ≤ M . Comme toutes les applications sont uniformément dilatantes, avec
un facteur de dilatation au moins λ, et comme x et y appartiennent au même élément de la
partition An1 , on a
|T j−11 x− T j−11 y| ≤ λ−(n−j−1)|T n1 x− T n1 y|,
d’où le lemme, puisque ∑j λ−(n−j−1) est borné indépendamment de n.
On aura besoin du lemme technique suivant, qui est adapté du lemme II.4 de [44].
Lemme 3.2.6. Il existe une constante C > 0 telle que pour tout n ≥ 1,
∑
I∈An1
sup
I
1
|(T n1 )′|
≤ C.
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Démonstration. Pour tout I ∈ An1 , il existe un plus petit entier p = pI ≤ n − 1 tel que
T p1 (I) ∩ ∂Ap+1 6= ∅. On définit An,p1 comme l’ensemble de tous les intervalles I ∈ An1 pour
lesquels pI = p. Soit I ∈ An,p1 . Il existe a ∈ ∂I tel que b = T p1 a ∈ ∂Ap+1. D’après le lemme
3.2.5, on en déduit l’existence d’un C > 0 tel que pour tout x ∈ I,
|(T n1 )′(x)| ≥ C|(T n1 )′(a)| = C|(T np+1)′(T p1 a)||(T p1 )′(a)| ≥ Cλn−p|(T p1 )′(a)|.
Ainsi, on a
sup
I
1
|(T n1 )′|
≤ C−1λ−(n−p) 1|(T p1 )′(a)|
.
Comme une pré-image par T p1 d’un élément b ∈ Ap+1 ne peut appartenir qu’à au plus deux
I ∈ An1 différents, il s’ensuit que
∑
I∈An1
sup
I
1
|(T n1 )′|
≤ 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂Ap+1
∑
T p1 a=b
1
|(T p1 )′(a)|
= 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂Ap+1
P p1 1(b) ≤ 2C−1
n−1∑
p=0
λ−(n−p)‖P p1 1‖BV]∂Ap+1.
Cette quantité est bornée indépendamment de n, puisque (P p1 )p est bornée dans BV, et le
nombre d’éléments de Ap+1 est borné indépendamment de p par hypothèse sur la classe C.
Comme conséquence des deux précédents lemmes, on obtient :
Corollaire 3.2.7. Il existe C > 0 tel que pour tout n ≥ 1,
∑
I∈An1
VarI
(
1
|(T n1 )′|
)
≤ C,
où VarI(f) désigne la variation totale de f sur le sous-intervalle I ⊂ [0, 1].
Démonstration. Soit x0 < . . . < xj une suite d’éléments de I. Alors
j−1∑
i=0
∣∣∣∣∣ 1|(T n1 )′(xi+1)| −
1
|(T n1 )′(xi)|
∣∣∣∣∣ =
j−1∑
i=0
∣∣∣ |(T n1 )′(xi+1)| − |(T n1 )′(xi)| ∣∣∣
|(T n1 )′(xi)||(T n1 )′(xi+1)|
≤
j−1∑
i=0
Dist(T n1 )|T n1 xi+1 − T n1 xi|
|(T n1 )′(xi)|
≤ C sup
I
1
|(T n1 )′|
,
où pour la dernière inégalité, on a utilisé le lemme 3.2.5 et le fait que (T n1 xi)i est une suite
monotone dans [0, 1]. Une application directe du lemme 3.2.6 prouve le corollaire
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On est à présent en mesure d’estimer Var(fi). Pour I ∈ Ai1, on désigne par Si,I la branche
inverse de la restriction de T i1 à I. On peut alors écrire
fi = P i1Hi =
∑
I∈Ai1
(
Hi
|(T i1)′|
)
◦ Si,I 1T i1(I).
En utilisant des propriétés standards de la variation totale, il vient
Var(fi) ≤
∑
I∈Ai1
VarI
(
Hi
|(T i1)′|
)
+ 2
∑
a∈∂Ai1
|Hi(a)|
|(T i1)′(a)|
≤ (I)i + (II)i + (III)i,
avec
(I)i =
∑
I∈Ai1
VarI
(
1
|(T i1)′|
)
sup
I
|Hi|,
(II)i =
∑
I∈Ai1
sup
I
1
|(T i1)′|
VarI(Hi),
(III)i = 2
∑
a∈∂Ai1
|Hi(a)|
|(T i1)′(a)|
.
En utilisant la condition de Lipschitz sur K, on obtient
(I)i ≤ CLipi(K)
∑
I∈Ai1
VarI
(
1
|(T i1)′|
)
,
ce qui donne (I)i ≤ CLipi(K) par le corollaire 3.2.7.
On estime à présent (II)i. Soit y0 < . . . < yl une suite de points dans I. Afin d’estimer∑l−1
j=0 |Hi(yj+1)−Hi(yj)|, on sépare Hi en deux termes de façon évidente, et on traite le
premier, le second étant complètement similaire. On a
l−1∑
j=0
i∑
k=0
∣∣∣K(yj+1, . . . , T k1 yj+1, T k+11 yj, . . . , T i1yj, . . .)−K(yj+1, . . . , T k−11 yj+1, T k1 yj, . . . , T i1yj, . . .)∣∣∣
≤
l−1∑
j=0
i∑
k=0
Lipk(K)|T k1 yj+1 − T k1 yj| ≤
i∑
k=0
Lipk(K)m(T k1 (I)).
Comme I appartient à Ai1, l’intervalle T k1 (I) est inclus dans un intervalle de monotonicité
pour T ik+1, et sa longueur est donc inférieure à λ−(i−k). Par conséquent, on a
VarI(Hi) ≤ 2
i∑
k=0
λ−(i−k)Lipk(K)
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et une application du lemme 3.2.6 donne (II)i ≤ C
∑i
k=0 λ
−(i−k)Lipk(K).
Une nouvelle application du lemme 3.2.6 entraine que le troisième terme est majoré par
(III)i ≤ CLipi(K).
En rassemblant toutes les estimations, on trouve donc que
V(fi) ≤ C
i∑
k=0
λ−(i−k)Lipk(K) (3.7)
Finalement, (3.6) et (3.7) donnent la même estimation pour ‖fi‖BV.
En revenant à Kp(x), on a par (3.3) et (3.5) :∣∣∣∣Kp(x)− ∫ K(y, T1y, . . . , T p−11 y, xp, . . .) dm(y)∣∣∣∣ ≤ C p−1∑
i=0
θp−i−1
i∑
k=0
λ−(i−k)Lipk(K),
qui est inférieur à C∑p−1k=0 ρp−kLipk(K), comme le montre un simple calcul. Ceci prouve le
lemme 3.2.4 et termine donc la démonstration du théorème 3.2.2.
Démonstration de la relation (3.2). Il s’agit de démontrer que
Kp(x) =
1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T p−11 y, xp, . . .)
|(T p1 )′(y)|
, (3.8)
pour m˜-p.t. x ∈ XN.
Premièrement, on rappelle quelques propriétés classiques des opérateurs de transfert. Soient
(X,A, µ) et (Y,B, ν) deux espaces de probabilité, et T : X → Y une application mesurable
non-singulière. Son opérateur de transfert associé PT : L1(µ) → L1(ν) est défini de la façon
suivante : pour f ∈ L1(µ), PT (f) est la dérivée de Radon-Nykodim d(λ◦T−1)dν , où dλ = fdµ.
Il satisfait les propriétés élémentaires suivantes :
Lemme 3.2.8. Pour tout f ∈ L1(µ) et tout g ∈ L∞(ν), on a
1.
∫
X f g ◦ Tdµ =
∫
Y PT (f) g dν,
2. PT (g ◦ T ) = gPT1,
3. Eµ(f |T−1B) =
(
PT (f)
PT1
)
◦ T, où PT (f)
PT1
est défini comme valant 0 sur {PT1 = 0}. En
particulier, on a
(
PT (f1)
PT (f2)
)
◦ T = Eµ(f1|T−1B)Eµ(f2|T−1B ) pour tout f1, f2 ∈ L1(µ).
On rappelle que Φ : X → N est défini par Φ(x) = (T n1 x)n≥0, et que F˜p est la tribu sur XN
engendrée par les coordonnées (xk)k≥p. Clairement, F˜p = σ−pF˜ , où σ : XN → XN est le
décalage à gauche. On a Kp = Em˜(K|F˜p), où K : XN → R est séparément Lipschitz, et ne
dépend que des n premières variables.
Lemme 3.2.9. On a Kp ◦ Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦ T p1 , m-p.p.
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Démonstration. Par le point (3) du lemme 3.2.8, on a
Kp = Em˜(K|σ−pF˜) =
(
P pσK
P pσ1
)
◦ σp.
On introduit l’application Φp : X → XN définie par Φp(x) = (x, Tp+1x, T p+2p+1 x, . . .) =
(T p+np+1 x)n≥0. Cette application satisfait σp ◦ Φ = Φp ◦ T p1 . Elle n’est pas non-singulière, et
par conséquent son opérateur de transfert n’est pas défini, mais la relation précédente en-
traine que PΦp(P
p
1 f) est bien défini pour tout f ∈ L1(m) comme étant égal à P pσPΦf , et
satisfait les propriétés décrites au lemme 3.2.8.
On a alors
Kp ◦ Φ =
(
P pσK
P pσ1
)
◦ Φp ◦ T p1 =
(
P pσPΦ(K ◦ Φ)
P pσPΦ1
)
◦ Φp ◦ T p1 ,
par le point (2) du lemme 3.2.8, puisque PΦ1 = 1.
Mais comme P pσPΦ = PΦpP
p
1 , on peut utiliser le point (3) du lemme 3.2.8 pour obtenir
Kp ◦ Φ =
(
PΦpP
p
1 (K ◦ Φ)
PΦpP
p
1 1
)
◦ Φp ◦ T p1 =
(
((PΦp1) ◦ Φp)Em(P p1 (K ◦ Φ)|(Φp)−1F˜)
((PΦp1) ◦ Φp)Em(P p1 1|(Φp)−1F˜)
)
◦ T p1 .
Le lemme est prouvé dès que l’on remarque que (Φp)−1F˜ = F .
Le lemme entraine la relation (3.8). En effet, si on définit pip : XN → X comme l’application
qui envoie x sur sa p-ième coordonnée xp, alors T p1 = pip ◦ Φ, et le lemme 3.2.9 nous dit que
Kp ◦ Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip ◦ Φ, m-p.p.
Cela implique que Kp =
(
P p1 (K◦Φ)
P p1 1
)
◦pip, m˜-p.p., et prouve la relation désirée, puisque, m˜-p.p.(
P p1 (K ◦ Φ)
P p1 1
)
◦ pip(x) = 1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T p−11 y, xp, . . .)
|(T p1 )′(y)|
.
Pour le voir, on pose A = {Kp ◦Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦pip ◦Φ}. On a A ∈ F , et m(A) = 1 d’après le
lemme 3.2.9. Comme (X,F) et (XN, F˜) sont tous deux des espaces polonais munis de leurs
tribus boréliennes respectives, et que l’application Φ : X → XN est mesurable et injective,
on obtient que Φ(A) ∈ F˜ par le théorème 8.3.7 de [42].
Ainsi, m˜(Φ(A)) = m(Φ−1(Φ(A))) ≥ m(A) = 1, ce que montre que Kp =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip,
m˜-p.p., puisque l’ensemble sur lequel cette relation est vraie contient Φ(A).
3.2.2 Applications
Soit (Tn)n≥1 un système dynamique séquentiel sur [0, 1] qui satisfait les hypothèses du théo-
rème 3.2.2. On donne des applications de l’inégalité de concentration, en suivant les idées de
[44] et [37].
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Grandes déviations pour les sommes ergodiques.
Si on considère des observables K de la forme
K(x0, . . . , xn−1) =
n−1∑
k=0
fk(xk)
avec des fk Lipschitz, une application directe du théorème 3.2.2 donne
Proposition 3.2.10. Il existe C > 0 telle que pour toute suite fn : [0, 1]→ R d’observables
Lipschitz, tout n ≥ 1 et tout t > 0 :
m
(
1
n
n−1∑
k=0
[
fk ◦ T k1 −
∫
fk ◦ T k1 dm
]
> t
)
≤ e
− Cn2t2∑n−1
k=0 Lip(fk)
2
.
Cet énoncé raffine la proposition 2.1.10 car il précise la dépendance du facteur τ vis-à-vis de
la suite (fn), sous l’hypothèse que celle-ci est formée de fonctions Lipschitz.
Mesure empirique.
Pour x ∈ [0, 1], on définit pour n ≥ 1 la mesure empirique
En(x) = 1
n
n−1∑
k=0
δTk1 x.
Par la loi des grands nombres 2.1.7, on sait que pour p.t. x, cette mesure se rapproche, dans
la topologie faible, lorsque n→∞, de la mesure mn définie par
mn =
1
n
n−1∑
k=0
(T k1 )?m.
Il est naturel de chercher à quantifier la vitesse de convergence. Pour cela, on doit d’abord
introduire une notion de distance sur l’espace des mesures de probabilité. On va considérer
la distance de Kantorovich, qui, pour deux mesures de probabilité µ1 et µ2 sur [0, 1], peut
être définie par
κ(µ1, µ2) =
∫ 1
0
|Fµ1(t)− Fµ2(t)| dt, (3.9)
où Fµi(t) = µi([0, t]) est la fonction de répartition de µi. On a alors
Proposition 3.2.11. Il existe t0 > 0 et C > 0 tels que pour tout t > t0 et tout n ≥ 1 :
m
(
κ(En,mn) > t√
n
)
≤ e−Ct2 .
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Démonstration. Pour n ≥ 1, on définit
Kn(x0, . . . , xn−1) =
∫ 1
0
∣∣∣∣∣ 1n
n−1∑
k=0
1[0,t](xk)− Fmn(t)
∣∣∣∣∣ dt.
On a clairement κ(En(x),mn) = Kn(x, . . . , T n−11 x) et Lipj(Kn) ≤ 1n pour tout 0 ≤ j ≤ n− 1.
Par l’inégalité de concentration 3.2.2 et la proposition 3.1.3, on en déduit
m
(
κ(En,mn)− Em(κ(En,mn)) > t√
n
)
≤ e−Ct2 .
Pour conclure, il est suffisant de prouver que Em(κ(En,mn)) est d’ordre 1√n .
Soit χt la fonction caractéristique 1[0,t]. En utilisant l’inégalité de Cauchy-Schwarz, on a
Em(κ(En,mn)) =
∫ (∫ 1
0
∣∣∣∣∣ 1n
n−1∑
k=0
χt(T k1 x)− Fmn(t)
∣∣∣∣∣ dt
)
dm(x)
≤
∫ 1
0
∫ ∣∣∣∣∣ 1n
n−1∑
k=0
(
χt ◦ T k1 − F(Tk1 )?m(t)
)∣∣∣∣∣
2
dm
 dt
 12 .
En développant le carré, on trouve
∫ ∣∣∣∣∣ 1n
n−1∑
k=0
(
χt ◦ T k1 − F(Tk1 )?m(t)
)∣∣∣∣∣
2
dm
= 1
n2
n−1∑
k,l=0
∫ (
χt ◦ T k1 − F(Tk1 )?m(t)
) (
χt ◦ T l1 − F(T l1)?m(t)
)
dm.
Si k ≤ l, par les propriétés des opérateurs de transfert, et car F(Tk1 )?m(t) =
∫
χt ◦ T k1 dm,∫ (
χt ◦ T k1 − F(Tk1 )?m(t)
) (
χt ◦ T l1 − F(T l1)?m(t)
)
dm
=
∫ (
χt −
∫
χt ◦ T l1
)
P lk+1
((
χt −
∫
χt ◦ T k1
)
P k1 1
)
dm.
Comme
(
χt − ∫ χt ◦ T k1 )P k1 1 est d’intégrale nulle, {χt}t est une famille bornée dans BV, et
(P k1 1)k est aussi bornée dans BV, on peut utiliser la propriété (Dec) pour obtenir∣∣∣∣∫ (χt − ∫ χt ◦ T l1)P lk+1 ((χt − ∫ χt ◦ T k1 )P k1 1) dm∣∣∣∣ ≤ Cθl−k.
Il s’ensuit que
Em(κ(En,mn)) ≤ C
n
 n−1∑
k,l=0
θ−|k−l|
 12 = O( 1√
n
)
.
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Approximation des orbites.
Soit A un sous-ensemble mesurable de [0, 1], avec m(A) > 0. Comment peut-on approximer
la trajectoire d’un point x ∈ [0, 1] par une trajectoire démarrant dans A ? Le résultat suivant
fournit une estimation sur l’efficacité en moyenne d’une telle approximation :
Proposition 3.2.12. Il existe deux constantes C1, C2 > 0 telles que pour tout A avec m(A) >
0 et tout n ≥ 1, la suite de fonctions (Zn) définies par
Zn(x) = 1
n
inf
y∈A
n−1∑
k=0
|T k1 x− T k1 y|,
satisfait pour tout t > 0 :
m
Zn > C1
√
| logm(A)|√
n
+ t√
n
 ≤ e−C2t2 .
Démonstration. On applique l’inégalité de concentration aux fonctions
Kn(x0, . . . , xn−1) =
1
n
inf
y∈A
n−1∑
k=0
|T k1 y − xk|.
Elles vérifient Lipk(Kn) ≤ 1n , et donc
m
(
Zn − Em(Zn) > t√
n
)
≤ e−Ct2 .
On estime à présent Em(Zn). On a
m(A) ≤ m
(
Em(Zn)−Zn > 1√
n
√
n|Em(Zn)|
2
)
,
puisque Zn = 0 surA. Par l’inégalité de concentration, on en déduit quem(A) ≤ e−Cn(Em(Zn))2 ,
d’où
Em(Zn) ≤ C
√
| logm(A)|√
n
.
On peut aussi démontrer un résultat similaire pour le nombre d’écarts entre une trajectoire
quelconque et une trajectoire issue de A, pour une erreur  > 0 donnée.
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Proposition 3.2.13. Il existe deux constantes C1, C2 > 0 telles que pour tout A avec m(A) >
0, tout n ≥ 1 et tout 0 <  < 12 , la suite de fonctions (Z ′n,) de fonctions définies par
Z ′n,(x) =
1
n
inf
y∈A
]{0 ≤ k < n : |T k1 x− T k1 y| > },
satisfait pour tout t > 0 :
m
Z ′n, > C1
√
| logm(A)|

√
n
+ t

√
n
 ≤ e−C2t2 .
Démonstration. On ne peut pas appliquer directement l’inégalité de concentrations aux fonc-
tions
K ′n,(x0, . . . , xn−1) =
1
n
inf
y∈A
n−1∑
k=0
1[0,1]\B(Tk1 y)(xj),
car celles-ci ne sont pas séparément Lipschitz. On approxime donc l’indicatrice du complé-
mentaire de l’intervalle [−,+] par une fonction linéaire par morceaux : on pose
g(s) =

|s|

si |s| < 
1 sinon
.
On définit alors
K˜n,(x0, . . . , xn−1) =
1
n
inf
y∈A
n−1∑
k=0
g(xk − T k1 y).
Ces fonctions sont séparément Lipschitz, de constantes Lipk(K˜n,) ≤ 1n , et vérifient K ′n, ≤
K˜n,. On pose aussi Z˜n,(x) = K˜n,(x, . . . , T n−11 x). Comme Z ′n, ≤ Z˜n,, on obtient grâce à
l’inégalité de concentration :
m
(
Z ′n, > m(Z˜n,) +
t

√
n
)
≤ m
(
Z˜n, > m(Z˜n,) + t

√
n
)
≤ e−Ct2 .
On peut alors estimer m(Z˜n,) par la même méthode qu’à la proposition 3.2.12.
Version presque sure du théorème de la limite centrale.
Soit (Yn) un processus aléatoire à valeurs réelles qui satisfait le théorème de la limite centrale :
il existe An ∈ R et Bn > 0 telles que Sn = ∑n−1k=0 Yk vérifie
Sn − An
Bn
→ W
en loi, où W est distribuée selon la loi normale centrée réduite N (0, 1).
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Par définition, cela signifie que pour tout t ∈ R,
E
(
1{Sn−AnBn ≤t}
)
→ P(W ≤ t) = 1√
2pi
∫ t
−∞
e−
s2
2 ds.
On peut alors se demander si l’on peut dire quelque chose à propos de la convergence presque
sure de 1{Sn−AnBn ≤t}. Si cette quantité ne peut pas en général converger presque surement, il
s’avère qu’après un procédé de moyenne approprié, le plus souvent logarithmique, on retrouve
la convergence presque sure.
Plus précisément, on dira que (Yn) satisfait la version presque sure du théorème de la limite
centrale si, presque surement,
1
Hn
n∑
k=1
1
k
δSk−Ak
Bk
→ N (0, 1)
dans la topologie faible, avec Hn =
∑n
k=1
1
k
∼ log n.
On renvoie à [22, 85] pour des survols particulièrement intéressants de ce sujet, et à [38] pour
une description des applications aux systèmes dynamiques.
Soit à présent un système dynamique séquentiel (Tn)n≥1 qui satisfait les hypothèses du théo-
rème 3.2.2. Soit fn : [0, 1]→ R une suite d’observables Lipschitz, bornée dans Lip. On définit
Sn =
n−1∑
k=0
[
fk ◦ T k1 −
∫
fk ◦ T k1 dm
]
.
Si ‖Sn‖L2m est non-bornée, on sait d’après le théorème 2.1.8 que Sn‖Sn‖L2m converge en loi vers
W ∼ N (0, 1).
Afin de prouver une version presque sure de cette convergence, on aura besoin d’une hypothèse
supplémentaire sur la croissance de la variance de la somme : plus précisément, on supposera
que ‖Sn‖L2m ≥ Cn
1
2 pour tout n, pour un certain C > 0.
Proposition 3.2.14. Soit (fn) une suite d’observables bornée dans Lip et soit Sn définie
comme ci-dessus. On suppose qu’il existe C > 0 telle que ‖Sn‖L2m ≥ Cn
1
2 pour tout n ≥ 1.
Alors Sn satisfait la version presque sure du théorème de la limite centrale : pour presque
tout x ∈ [0, 1]
1
Hn
n∑
k=1
1
k
δ Sk(x)
‖Sk‖2
→ N (0, 1)
dans la topologie faible.
Démonstration. On doit montrer que presque partout,
1
Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
→ E(g(W ))
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pour toute fonction g : R→ R continue et bornée. Par des arguments standards de densité et
de séparabilité (voir par exemple le théorème 2.4 de [85]), il est suffisant de montrer que pour
toute fonction g bornée et Lipschitz, cette convergence a lieu presque partout. On remarque
aussi que l’on peut supposer sans perdre de généralité que g(0) = 0. Par conséquent, il existe
C > 0 telle que |g(x)| ≤ C|x| pour tout x.
On définit
Kn(x0, . . . , xn−1) =
1
Hn
n∑
k=1
1
k
g
∑k−1j=0
[
fk(xj)− ∫ fk ◦ T j1 ]
‖Sk‖2
 .
On a alors Kn(x, . . . , T n−11 x) = 1Hn
∑n
k=1
1
k
g
(
Sk
‖Sk‖2
)
, et l’hypothèse sur ‖Sn‖L2m donne
Lipj(Kn) ≤
1
Hn
∑
k>j
1
k
Lip(g)Lip(fk)‖Sk‖2 = O
 1
Hn
∑
k>j
k−
3
2
 = O( 1
j
1
2Hn
)
.
Ainsi,
n−1∑
j=0
Lip2j(Kn) = O
 1
H2n
n−1∑
j=0
j−1
 = O( 1log n
)
.
En utilisant l’inégalité de concentration, on en déduit que
m
(∣∣∣∣∣ 1Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
− Em
(
1
Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
))∣∣∣∣∣ ≥ t
)
≤ e−Ct2 logn.
Par conséquent, si l’on définit la sous-suite nj = ej
α avec α > 0, on a que
1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
converge presque surement vers E(g(W )) par le lemme de Borel-Cantelli, puisque
Em
(
1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
))
converge vers E(g(W )) lorsque j →∞, par le TCL.
Il reste à estimer ce qu’il se passe entre deux termes consécutifs de la sous-suite.
Pour nj < n ≤ nj+1, on a
1
Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
− 1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
= 1
Hn
n∑
k=nj+1
1
k
g
(
Sk
‖Sk‖2
)
+
(
Hnj
Hn
− 1
)
1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
.
105
D’après les précédentes observations, la borne supérieure sur tous les n vérifiant nj < n ≤ nj+1
du second terme tend vers 0 lorsque j → ∞. Pour le premier terme, l’hypothèse faite sur g
donne
sup
nj<n≤nj+1
∣∣∣∣∣∣ 1Hn
n∑
k=nj+1
1
k
g
(
Sk
‖Sk‖2
)∣∣∣∣∣∣ ≤ CHnj
nj+1∑
k=nj+1
|Sk|
k‖Sk‖2 .
On prouve à présente la convergence presque-sure vers 0 de Gj = 1Hnj
∑nj+1
k=nj+1
|Sk|
k‖Sk‖2 . En
utilisant l’inégalité de Cauchy-Schwarz, on a
Em(G2j) ≤
1
H2nj
nj+1∑
k,l=nj+1
Em(S2k)
1
2Em(S2l )
1
2
k‖Sk‖2l‖Sl‖2 =
1
H2nj
 nj+1∑
k=nj+1
k−1
2
= (log nj+1 − log nj +O(1))
2
H2nj
≤ O(1)
j2
.
Le résultat découle donc du lemme de Borel-Cantelli, puisque Em(G2j) est sommable.
3.3 Inégalités de concentration pour les systèmes dy-
namiques aléatoires
3.3.1 Le résultat et sa démonstration
On reprend les notations du chapitre 1, et plus précisément de la section 1.1.2. On considère
un ensemble fini Ω avec un vecteur de probabilité P = {pω}ω∈Ω, et une famille d’applications
Tω : [0, 1]→ [0, 1] de type Lasota-Yorke, toutes uniformément dilatantes : λ(Tω) = inf |T ′ω| >
1. On fait aussi l’hypothèse que le système aléatoire possède la propriété de recouvrement.
Sous ces hypothèses, il existe une unique mesure de probabilité µ stationnaire et absolument
continue, et sa densité h appartient à BV et est bornée uniformément loin de 0.
Théorème 3.3.1. Le processus Zn(ω, x) = T nω x, défini sur (Ω˜ × X, P˜ ⊗ µ), satisfait une
inégalité de concentration exponentielle.
On remarquera qu’il s’agit d’une inégalité de concentration pour le système produit gauche
(Ω˜ × X,S, P˜ ⊗ µ), mais uniquement pour des observables K qui ne dépendent que de la
composante x. Il s’agit aussi d’un résultat de type annealed qui ne dit rien à propos du
processus x 7→ T nω x, pour ω fixé, générique.
Afin de démontrer ce résultat, on va, comme dans le cas non-autonome, adapter la méthode
des différences bornées de McDiarmid. On notera par P l’opérateur de transfert en moyenne
du système aléatoire, défini par rapport à la mesure de Lebesgue m, et par L l’opérateur de
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transfert en moyenne défini par rapport à la mesure stationnaire µ. On rappelle que L agit
sur L1(µ) par L(f) = P (fh)
h
, d’où
Lf(x) =
∑
ω∈Ω
pω
∑
Tωy=x
h(y)f(y)
h(x)|T ′ω(y)|
.
Comme h et 1
h
appartiennent à BV qui est une algèbre de Banach, L agit sur BV et y admet
un trou spectral.
On renvoie à la section 1.3 pour la construction du système symbolique (Ω?, τ, µc) et de la
filtration décroissante {Fp}p≥0. On prolonge K en une fonction sur XN ne dépendant que des
n premières coordonnées. On a alors Eµc(K) = EP˜⊗µ
(
K(x, T 1ωx, . . . , T n−1ω x)
)
et
EP˜⊗µ
(
eK(x,T
1
ωx,...,T
n−1
ω x)−EP˜⊗µ(K(x,T 1ωx,...,Tn−1ω x))
)
= Eµc(eK−Eµc (K)),
d’après le lemme 1.3.1.
On définit Kp = Eµc(K|Fp) et Dp = Kp − Kp+1. Comme (Ω?, τ, µc) est un facteur du sys-
tème (Ω˜ × X,F, P˜ ⊗ µ) qui exact d’après la proposition 1.1.4, on en déduit que la tribu
F∞ := ⋂p≥0Fp = ⋂p≥0 τ−pF est triviale modulo µc. Par conséquent, d’après le théorème de
convergence de Doob, Kp converge µc-p.s. et dans Lp, 1 ≤ p <∞ vers Eµc(K), d’où
K − Eµc(K) =
∑
p≥0
Dp.
D’après l’inégalité de Azuma-Hoeffding 3.1.8, on en déduit l’existence de C > 0 telle que
pour tout P ≥ 0,
Eµc(e
∑P
p=0Dp) ≤ eC
∑P
p=0 sup |Dp|2 .
Il reste donc à borner Dp :
Proposition 3.3.2. Il existe 0 < ρ < 1 et C > 0 telles que pour tout p,
|Dp| ≤ C
p∑
j=0
ρp−jLipi(K).
Comme pour le cas non-autonome, cette proposition entraine le théorème principal, et découle
du lemme suivant :
Lemme 3.3.3. Il existe 0 < ρ < 1 et C > 0 telles que pour tout p et µc-p.t. x ∈ XN :∣∣∣∣Kp(x)− ∫Ω˜
∫
X
K(y, T 1ωy, . . . , T p−1ω y, xp, . . .)dµ(y)dP˜(ω)
∣∣∣∣ ≤ C p−1∑
j=0
Lipj(K)ρp−j.
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Le reste de cette section est consacrée à la démonstration du lemme. Pour une suite ω ∈ Ω˜,
on pose g(p)ω (y) =
h(y)
h(T pωy)
1
|(T pω)′(y)| . On a alors
Kp(x) =
∑
ω∈Ωp
ppω
∑
T pωy=x
g(p)ω (y)K(y, T 1ωy, . . . , T p−1ω y, xp . . .). (3.10)
En effet, on a Kp(x) = P˜ p(K)(τ p(x)) = P˜ p(K)(xp, . . .), où P˜ est l’opérateur de transfert
associé au système (Ω?, τ, µc), qui est donné par la formule valable pour tout K ∈ L1(µc)
P˜ (K)(x) =
∑
ω∈Ωp
ppω
∑
T pωy=x0
g(p)ω (y)K(y, T 1ωy, . . . , T p−1ω y, x0 . . .),
comme on le vérifie aisément par un changement de variables.
On fixe x? ∈ X et on décompose Kp comme
Kp(x) = K(x?, . . . , x?, xp, . . .) +
p−1∑
i=0
∑
ω∈Ωp
ppω
∑
T pωy=x
g(p)ω (y)Hi(y, . . . , T iωy),
avec Hi(y0, . . . , yi) = K(y0, . . . , yi, x?, . . . , x?, xp, . . .)−K(y0, . . . , yi−1, x?, . . . , x?, xp, . . .).
Un simple calcul permet alors d’établir que
Kp(x) = K(x?, . . . , x?, xp, . . .) +
p−1∑
i=0
Lp−ifi(xp)
avec
fi(y) =
∑
ω∈Ωi
piω
∑
T iωz=y
g(i)ω (z)Hi(z, . . . , T iωz).
Comme L a un trou spectral sur BV, il existe C > 0 et ρ < 1 ne dépendant que du sys-
tème aléatoire tels que ‖Lp−ifi − ∫X fidµ‖BV ≤ Cρp−i‖fi‖BV. D’une part, ‖.‖sup ≤ ‖.‖BV,
on a |Lp−ifi(xp)− ∫X fidµ| ≤ Cρp−i‖fi‖BV. D’autre part, on vérifie facilement ∫X fidµ =∫
Ω˜
∫
X Hi(y, . . . , T iωy)dµ(y)dP˜(ω), d’où l’on déduit, en sommant toutes les relations :
∣∣∣∣Kp(x)− ∫Ω˜
∫
X
K(y, T 1ωy, . . . , T n−1ω y, xp, . . .)dµ(y)dP˜(ω)
∣∣∣∣ ≤ C p−1∑
i=0
ρp−i‖fi‖BV. (3.11)
Il faut donc estimer ‖fi‖BV. Pour cela, on aura besoin d’un lemme technique. Pour ω ∈
Ω, on note Aω la partition de monotonicité de Tω, et pour ω ∈ ΩN, on définit An−1ω =∨n−1
k=0
(
T kω
)−1 (Aωk+1) qui est la partition de monotonicité de T nω . On rappelle aussi que si T
est une application de type Lasota-Yorke, Dist(T ) désigne sa distorsion.
Lemme 3.3.4. Il existe λ > 1 et C > 0 tels que pour tout ω ∈ ΩN et tout n ≥ 0 :
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1. λ(T nω ) ≥ λn,
2. Dist(T nω ) ≤ C,
3. ∑ω∈Ωn pnω∑I∈An−1ω supI 1|(Tnω )′| ≤ C,
4. ∑ω∈Ωn pnω∑I∈An−1ω VarI
(
1
|(Tnω )′|
)
≤ C.
Démonstration. Le point 1 est évident car Ω est fini, et chaque Tω est uniformément dilatante.
Le point 2 se démontre exactement de la même manière que le lemme 3.2.5. Pour démontrer le
point 3, on adapte la preuve du lemme II.4 de [44]. Pour chaque ω ∈ Ωn et chaque I ∈ An−1ω ,
il existe un plus petit entier p = pω,I ≤ n − 1 tel que T pω(I) ∩ ∂Aωp+1 6= ∅. Soit An−1,pω
l’ensemble de tous les I ∈ An−1ω pour lesquels p = pω,I . On définit ∂ = ∪ω∈Ω∂Aω. Soit alors
I ∈ An−1,pω . Il existe a ∈ ∂I tel que b = T pωa ∈ ∂. D’après le point 2, il existe une constante
C > 0, ne dépendant que du système aléatoire, telle que pour tout x ∈ I,
|(T nω )′(x)| ≥ C|(T nω )′(a)| = C|(Tωn ◦ . . . ◦ Tωp+1)′(b)||(T pω)′(a)| ≥ Cλn−p|(T pω)′(a)|.
On a alors
sup
I
1
|(T nω )′|
≤ C−1λ−(n−p) 1|(T pω)′(a)| .
Comme une pré-image par T pω d’un élément b ∈ ∂ ne peut appartenir qu’à au plus deux
I ∈ An−1ω distincts, il s’ensuit que
∑
ω∈Ωn
pnω
∑
I∈An−1ω
sup
I
1
|(T nω )′|
≤ 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂
∑
ω∈Ωn
pnω
∑
T pωa=b
1
|(T pω)′(a)|
= 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂
P p1(b).
Cette quantité est bornée, puisque P a ses itérés bornés dans la norme d’opérateur sur BV,
et ∂ est un ensemble fini. Le point 4 découle des trois précédents, de la même manière que
pour le corollaire 3.2.7.
Comme Li1 = 1, on a ‖fi‖sup ≤ ‖Hi‖sup ≤ Lipi(K). On estime à présente la variation totale
de fi. On remarque tout d’abord que
Var(fi) ≤ Var( 1
h
)‖hfi‖sup + ‖1
h
‖supVar(hfi).
Comme ‖hfi‖sup ≤ Lipi(K)‖P ih‖sup ≤ CLipi(K), on doit seulement estimer Var(hfi).
Pour ω ∈ Ωi et I ∈ Ai−1ω , on note Si,I,ω la branche inverse de T iω restreinte à I. On définit
aussi Hi,ω(z) = Hi(z, . . . , T iωz).
On peut alors écrire
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hfi =
∑
ω∈Ωi
piω
∑
I∈Ai−1ω
(
hHi,ω
|(T iω)′|
)
◦ Si,I,ω 1T iω(I).
Il s’ensuit que
Var(hfi) ≤
∑
ω∈Ωi
piω
 ∑
I∈Ai−1ω
VarI
(
hHi,ω
|(T iω)′|
)
+ 2
∑
a∈∂Ai−1ω
|h(a)||Hi,ω(a)|
|(T iω)′(a)|

≤ ∑
ω∈Ωi
piω
(
(I)ω,i + (II)ω,i + (III)ω,i + (IV)ω,i
)
,
avec
(I)ω,i =
∑
I∈Ai−1ω
VarI(h) sup
I
1
|(T iω)′|
sup
I
|Hi,ω|,
(II)ω,i =
∑
I∈Ai−1ω
sup
I
hVarI
(
1
|(T iω)′|
)
sup
I
|Hi,ω|,
(III)ω,i =
∑
I∈Ai−1ω
sup
I
h sup
I
1
|(T iω)′|
VarI(Hi,ω),
(IV)ω,i = 2
∑
a∈∂Ai−1ω
|h(a)||Hi,ω(a)|
|(T iω)′(a)|
.
En utilisant la condition de Lipschitz sur K, on a
(I)ω,i ≤ CLipi(K)
∑
I∈Ai−1ω
sup
I
1
|(T iω)′|
,
ce qui donne ∑ω∈Ωi piω (I)ω,i ≤ CLipi(K) par le lemme 3.3.4. Le même argument s’applique
pour donner ∑ω∈Ωi piω (II)ω,i ≤ CLipi(K).
On estime à présent le terme (III)ω,i. Soit y0 < . . . < yl une suite de points de I. Afin
d’estimer ∑l−1j=0 |Hi,ω(yj+1)−Hi,ω(yj)|, on découpe Hi,ω en deux termes de façon naturelle, et
on considère le premier, le deuxième étant totalement similaire. On a
l−1∑
j=0
i∑
k=0
|K(yj+1, . . . , T kωyj−1, T k+1ω yj, . . . , T iωyj, . . .)−K(yj+1, . . . , T k−1ω yj+1, T kωyj, . . . , T iωyj, . . .)|
≤
l−1∑
j=0
i∑
k=0
Lipk(K)
∣∣∣T kωyj+1 − T kωyj∣∣∣ = i∑
k=0
Lipk(K)m(T kω (I)).
Comme I ∈ Ai−1ω , T kω (I) est inclus dans un intervalle de monotonicité de Tωi ◦ . . . ◦ Tωk+1 , et
donc sa longueur est plus petite ou égale à
(
λ(Tωi ◦ . . . ◦ Tωk+1)
)−1 ≤ λ−(i−k). De plus, on a
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VarI(Hi,ω) ≤ ∑ik=0 λ−(i−k)Lipk(K). Une application du lemme 3.3.4 montre que
∑
ω∈Ωi
piω (III)ω,i ≤ C
i∑
k=0
λ−(i−k)Lipk(K).
Une autre application du lemme 3.3.4 donne grâce à la condition de Lipschitz sur K que∑
ω∈Ωi piω (IV)ω,i ≤ CLipi(K).
En regroupant toutes les inégalités, on obtient Var(hfi) ≤ C∑ik=0 λ−(i−k)Lipk(K), ce qui
donne Var(fi) ≤ C∑ik=0 λ−(i−k)Lipk(K), et la même inégalité pour ‖fi‖BV.
Par (3.11), on trouve
∣∣∣∣Kp(x)− ∫Ω˜
∫
X
K(y, T 1ωy, . . . , T p−1ω y, xp, . . .)dµ(y)dP˜(ω)
∣∣∣∣ ≤ C p−1∑
i=0
ρp−i
i∑
k=0
λ−(i−k)Lipk(K).
Un simple calcul montre que ce terme est inférieur à C∑p−1k=0(ρ′)p−kLipk(K), pour max(ρ, λ−1) <
ρ′ < 1 ce qui prouve le lemme 3.3.3 et achève la démonstration du théorème 3.3.1.
3.3.2 Applications
On décrit ici quelques applications du théorème 3.3.1.
Grandes déviations pour les sommes ergodiques
En considérant des observables K de la forme
K(x0, . . . , xn−1) =
n−1∑
k=0
fk(xk),
on obtient :
Proposition 3.3.5. Il existe C > 0 telle que pour toute suite fn : [0, 1] → R d’observables
Lipschitz, tout n ≥ 1 et tout t > 0 :
P˜⊗ µ
({
(ω, x) : 1
n
n−1∑
k=0
[
fk(T kωx)−
∫
fk ◦ T kω dµ
]
> t
})
≤ e
− Cn2t2∑n−1
k=0 Lip
2(fk) .
Mesure empirique
Pour (ω, x) ∈ Ω˜×X, on définit pour n ≥ 1 la mesure empirique
En(ω, x) = 1
n
n−1∑
j=0
δT jωx.
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D’après la loi des grands nombres 1.2.2, En(ω, x) converge faiblement vers µ pour P˜⊗ µ-p.t.
(ω, x). On peut alors estimer la vitesse de convergence dans la métrique de Kantorovich κ
définie par (3.9). La même preuve que pour la proposition 3.2.11 donne le résultat suivant,
la seule différence dans la démonstration réside dans le fait qu’on utilisera la décroissance
exponentielle des corrélations 1.2.1 au lieu de la condition (Dec).
Proposition 3.3.6. Il existe t0 > 0 et C > 0 telles que pour tout t > t0 et tout n ≥ 1,
P˜⊗ µ
(
κ(En, µ) > t√
n
)
≤ e−Ct2 .
Approximation des orbites
Les mêmes démonstrations que pour les propositions 3.2.12 et 3.2.13 donnent les résultats
suivants :
Proposition 3.3.7. Il existe deux constantes C1, C2 > 0 telles que pour tout A ⊂ [0, 1] avec
µ(A) > 0 et tout n ≥ 1, la suite de fonctions (Zn) définies par
Zn(ω, x) = inf
y∈A
n−1∑
k=0
∣∣∣T kωx− T kωy∣∣∣ ,
satisfait pour tout t > 0 :
P˜⊗ µ
Zn > C1
√
| log µ(A)|√
n
+ t√
n
 ≤ e−C2t2 .
Proposition 3.3.8. Il existe deux constantes C1, C2 > 0 telles que pour tout A ⊂ [0, 1] avec
µ(A) > 0, tout n ≥ 1 et tout 0 <  < 12 , la suite de fonctions (Z ′n,) de fonctions définies par
Z ′n,(ω, x) =
1
n
inf
y∈A
]{0 ≤ k < n : |T kωx− T kωy| > },
satisfait pour tout t > 0 :
P˜⊗ µ
Z ′n, > C1
√
| log µ(A)|

√
n
+ t

√
n
 ≤ e−C2t2 .
3.4 Remarques et questions ouvertes
1. On trouvera de nombreuses applications des inégalités de concentration pour les proces-
sus stationnaires dans [37]. Ces conséquences s’appliquent en particulier aux processus
concernés par le théorème 3.3.1.
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2. Est-il possible de démontrer des inégalités de concentration polynomiale pour les sys-
tèmes séquentiels avec un point fixe neutre étudiés au paragraphe 2.2 ? La méthode
de [39] repose sur l’induction et la théorie du renouvellement pour les opérateurs, et
semble donc difficilement applicable dans ce contexte. La méthode de [35], basée sur
le couplage, pourrait peut-être être adaptée, mais elle ne donne dans le cas autonome
qu’un résultat très faible, avec une inégalité de concentration d’ordre 2 pour une classe
restreinte de paramètres α.
3. On a fait l’hypothèse au théorème 3.3.1 que l’ensemble des applications Tω sont unifor-
mément dilatantes. Le résultat reste-t-il vrai si on suppose uniquement que le système
est dilatant en moyenne ? On dispose toujours du trou spectral sur BV, qui était un
élément important de la démonstration, mais le lemme 3.3.4 n’est plus vérifié, et il est
donc nécessaire de trouver un argument permettant de le remplacer.
4. Le théorème 3.3.1 est un résultat de type annealed. Peut-on en démontrer une version
quenched, c’est-à-dire : est-ce que le processus Zn,ω = T nω , défini sur ([0, 1], µ), satisfait
une inégalité de concentration pour P˜-p.t. ω ?
5. Est-il possible, dans le cas des systèmes déterministes et autonomes, d’utiliser des es-
paces fonctionnels plus compliqués, comme Quasi-Hölder ou BV en dimension supé-
rieure, afin de démontrer des inégalités de concentration exponentielle pour des sys-
tèmes uniformément dilatants multidimensionnels ? La même question se pose pour les
systèmes uniformément hyperboliques, avec comme possibilité l’utilisation des espaces
fonctionnels développés dans [24, 62, 20] et bien d’autres références.
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Chapitre 4
Lemmes de Borel-Cantelli et
statistiques de récurrence pour
l’induction de Rauzy-Veech-Zorich
Dans ce chapitre, on s’intéressera aux lemmes de Borel-Cantelli et aux statistiques de ré-
currence pour l’application de Rauzy-Veech-Zorich. La présentation de celle-ci s’inspire pour
beaucoup des textes de Pollicott [124] et Viana [141]. Les résultats de ce chapitre sont issus
de l’article [4] coécrit avec Matthew Nicol et Michael Todd, en cours de soumission.
4.1 L’induction de Rauzy-Veech-Zorich
Dans cette section, on suit de près la présentation de Viana [141], auquel on renvoie pour
plus de précisions.
4.1.1 Échanges d’intervalle
Soit I ⊂ R un intervalle, dont l’extrémité gauche est 0. Par la suite, tous les intervalles seront
bornés, fermés à gauche et ouverts à droite. Soit A un alphabet fini avec d ≥ 2 symboles, et
{Ia : a ∈ A} une partition de I en intervalles indexés par A. Un échange d’intervalles est une
application bijective f = f(pi,λ) : I → I qui est une translation sur chaque sous-intervalle Ia,
préserve la mesure de Lebesgue, et est déterminée par les données combinatoires suivantes :
(a) Un couple pi = (pi0, pi1) de bijections pi : A → {1, . . . , d} qui décrivent l’ordre des sous-
intervalles Ia avant et après l’application de f :(
a01 a
0
2 . . . a
0
d
a11 a
1
2 . . . a
1
d
)
où aj = pi−1 (j) pour  ∈ {0, 1} et j ∈ {1, . . . , d}.
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(b) Un vecteur λ = (λa)a∈A où chaque élément λa > 0 représente la longueur du sous-
intervalle Ia. On notera |λ| = |I| = ∑a λa.
La permutation p = pi1 ◦ pi−10 est appelée l’invariant de monodronie du couple pi = (pi0, pi1).
Comme observé par Viana [141], on peut toujours se ramener au cas où A = {1, . . . , d} et
pi0, en remplaçant pi1 par p. Néanmoins, on conservera cette notation qui est invariante sous
les algorithmes d’induction et de renormalisation décrits plus loin.
On peut donner une expression explicite pour l’échange d’intervalles f(pi,λ). Pour a ∈ A, on
définit
wa =
∑
{b:pi1(b)<pi1(a)}
λb −
∑
{b:pi0(b)<pi0(a)}
λb.
Alors
f(pi,λ)(x) = x+
∑
a
wa1Ia(x).
4.1.2 Induction de Rauzy-Veech et classes de Rauzy
Comme il est courant avec des familles de systèmes dynamiques présentant un comportement
de type parabolique, une manière de procéder à leur étude est de définir un bon schéma de
renormalisation sur l’espace des paramètres. Dans le contexte des échanges d’intervalle, une
possibilité est d’utiliser l’induction de Rauzy, décrite ci-après.
Pour un échange d’intervalle f de données combinatoires (pi, λ) et pour  ∈ {0, 1}, on notera
a() le dernier symbole dans l’expression de pi, c’est-à-dire a() = pi−1 (d) = ad. En supposant
que l’on est dans la situation générique où Ia(0) et Ia(1) sont de longueurs différentes, on dira
que
(pi, λ) est de
 type 0 si λa(0) > λa(1),type 1 si λa(0) < λa(1).
Maintenant, on pose
J =
I \ f(pi,λ)(Ia(1)) si (pi, λ) est de type 0,I \ Ia(0) si (pi, λ) est de type 1.
On considère à présent l’application de premier retour de f dans J . Comme expliqué à la
section 1.2 de [141], il s’agit à nouveau d’un échange d’intervalle, défini sur l’intervalle J , avec
le même alphabet à d symboles A, et de données combinatoires (pi′, λ′). Celles-ci peuvent être
décrites de la façon suivante : si (pi, λ) est de type 0, alors pour k = pi−11 (a(0)) on a
pi′ =
(
pi′0
pi′1
)
=
(
a01 . . . a
0
k−1 a
0
k a
0
k+1 . . . . . . a(0)
a11 . . . a
1
k−1 a(0) a(1) a0k+1 . . . a1d−1
)
et λ′ = (λ′a)a∈A vérifie
λ′a = λa pour a 6= a(0), et λ′a(0) = λa(0) − λa(1).
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De même, si (pi, λ) est de type 1, alors pour k = pi−10 (a(0)) on a
pi′ =
(
pi′0
pi′1
)
=
(
a01 . . . a
0
k−1 a(1) a(0) a0k+1 . . . a0d−1
a11 . . . a
1
k−1 a
1
k a
1
k+1 . . . . . . a(1)
)
et λ′ = (λ′a)a∈A vérifie
λ′a = λa pour a 6= a(1), et λ′a(1) = λa(1) − λa(0).
On notera Θ = Θ(pi,λ) la matrice constituée uniquement de 0 et de 1 telle que λ′ = Θ−1∗(λ).
Celle-ci est donnée par les formules (1.9) et (1.10) de [141].
On pose
Tˆ0(pi, λ) = (pi′, λ′).
Comme on l’a vu précédemment, Tˆ0(pi, λ) est bien défini seulement si Ia(0) et Ia(1) sont de
longueur différente. On s’intéresse à l’ensemble des (pi, λ) pour lesquels Tˆ n0 (pi, λ) est bien
défini pour tout n ≥ 0.
On supposera dans toute la suite que pi est irréductible, c’est-à-dire qu’il n’existe pas de
k ∈ {1, . . . , d− 1} tel que p({1, . . . , k}) = {1, . . . , k}.
On dira que (pi, λ) satisfait la condition de Keane si
fn(pi,λ)(∂Ia) 6= ∂Ib pour tout n ≥ 1 et a, b ∈ A avec pi0(b) 6= 1,
où ∂Ia est l’extrémité gauche de l’intervalle Ia.
L’induction de Rauzy Tˆ n0 (pi, λ) est définie pour tout n ≥ 0 si et seulement si (pi, λ) satisfait
la condition de Keane, voir la section 1.3 et le corollaire 1.22 de [141]. C’est en particulier le
cas si pi est irréductible, et si le vecteur λ est irrationnel, c’est-à-dire que∑
a∈A
ηaλa 6= 0
pour tout vecteur η = (ηa)a∈A ∈ ZA non nul, puisque de telles données combinatoires vérifient
la condition de Keane, d’après la proposition de 1.10 de [141].
Pour un entier d ≥ 2 fixé, on définit la classe de Rauzy R = R(pi) d’un couple pi comme
l’ensemble des couples pi′ pour lesquels il existe n ≥ 0 et deux vecteurs λ, λ′ tels que
Tˆ n0 (pi, λ) = (pi′, λ′). Les classes de Rauzy forment une partition de l’ensemble des couples
pi, et on peut considérer l’induction de Rauzy Tˆ0 comme une application agissant sur les
ensembles de la forme R×RA+. Pour d = 2 et d = 3, il n’existe qu’une seule classe de Rauzy,
mais ce n’est plus nécessairement vrai lorsque d ≥ 4. On renvoie là encore à Viana [141] pour
une description de celles-ci.
L’application de renormalisation T0 de Rauzy-Veech est simplement la transformation Tˆ0
renormalisée de telle sorte à ce qu’elle agisse sur l’ensemble des échanges d’intervalle définis
sur I = [0, 1[. Plus précisément, si on note
∆ = ∆A = {λ = (λa)a∈A : λa > 0,
∑
a
λa = 1}
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l’ensemble des vecteurs positifs de longueur 1, alors pour une classe de Rauzy R donnée,
T0 : R×∆A → R×∆A est définie par
T0(pi, λ) = (pi′, λ
′
|λ′|),
si Tˆ0(pi, λ) = (pi′, λ′). On remarque que |λ′| = 1− λa(1−) si (pi, λ) est de type .
Pour pi ∈ R et  ∈ {0, 1}, on pose
∆pi, :=
{
λ ∈ ∆A : λa() > λa(1−)
}
.
Alors T0 : {pi} ×∆pi, → {pi′} ×∆A est une bijection.
Soit dpi la mesure de comptage sur la classe de Rauzy R et m la mesure de Lebesgue (de
dimension d− 1) sur le simplexe ∆A. Masur [107] et Veech [140] ont indépendamment mon-
tré qu’il existe, à un facteur multiplicatif près, une unique mesure µ0 σ-finie sur R × ∆A
absolument continue par rapport à dpi × m et invariante par T0. De plus cette mesure est
conservative et ergodique, et est équivalente à dpi×m, avec une densité bornée uniformément
loin de 0.
4.1.3 Induction de Zorich
En général, la mesure µ0 de Masur et Veech n’est pas de masse totale finie. Afin de se ramener
au cas d’une mesure de probabilité invariante, Zorich [145] a introduit une accélération de
l’induction de Rauzy, que l’on va maintenant décrire.
Soit R une classe de Rauzy. Pour un couple (pi, λ) ∈ R × ∆A satisfaisant la condition de
Keane, on note (pin, λn) = Tˆ n0 (pi, λ), et n le type de (pin, λn). On pose aussi  = 0 le type de
(pi, λ). On définit alors n1 par
n1(pi, λ) = inf{k ≥ 0 : k 6= }.
Comme µ0 est conservative pour T0, n1 est bien définie µ0-p.p. (et donc dpi ×m-p.p.)
L’induction de Zorich Tˆ1 est alors définie par
Tˆ1(pi, λ) = Tˆ n1(pi,λ)0 (pi, λ),
et de même, l’application de renormalisation de Zorich T1 est définie par T1 = T n10 .
Cette application admet une partition de Markov dénombrable : en effet, si on pose
∆pi,,n = {λ ∈ ∆pi, :  = 1 = . . . = n−1 6= n}
alors pour tout pi ∈ R, T1 : {pi} ×∆pi,,n → {pin} ×∆pin,1− est une bijection. De plus,
λn = cnΘ−n∗(λ),
où cn et Θ−n∗ ne dépendent que de pi,  et n.
Zorich [145] a démontré qu’il existe une unique mesure de probabilité µ1 sur R×∆A absolu-
ment continue par rapport à dpi×m, et invariante par T1. De plus cette mesure est ergodique,
et admet deux composantes mélangeantes : si pour  ∈ {0, 1}, on pose ∆ = ∪pi∈R{pi}×∆pi,,
alors T1(∆) = ∆1− et T 21 : ∆ → ∆ est mélangeante par rapport à 2µ1 restreinte à ∆.
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4.1.4 Une nouvelle induction
L’application T1 n’est pas uniformément dilatante, et admet des directions neutres sur le
bord du simplexe. Afin de se ramener au cas d’une application uniformément dilatante, on
induit sur un sous-ensemble B de la partition dynamique loin du bord. Cette approche a par
exemple été décrite par Morita [118] et Pollicott [124].
On définit la partition
P = {{pi} ×∆pi, : pi ∈ R,  ∈ {0, 1}} ,
et pour n ≥ 1 son rafinement
Pn =
n−1∨
k=0
T −k1 P .
On peut alors choisir un entier nB > 1 et un élément B ∈ PnB tels que la branche inverse de
la restriction de T nB1 à B est une contraction stricte, voir par exemple le corollaire 1.21 de
Viana [141]. On définit alors n2 comme le premier temps de retour de T1 dans B :
n2(pi, λ) = inf{k ≥ 1 : T k1 (pi, λ) ∈ B},
et T2 : B → B est définie comme l’application de premier retour correspondante :
T2(pi, λ) = T n2(pi,λ)1 (pi, λ).
Remarque 4.1.1. On notera que pour tout élément (pi, λ) ∈ R×∆A qui satisfait la condition
de Keane, on peut trouver un tel élément B contenant (pi, λ).
L’ensemble B a une partition naturelle dénombrable Q = {Bi}i∈I en sous-ensembles sur
lesquels n2 est constante. L’application T2 : Bi → B est un difféomorphisme pour chaque i ∈
I, d’après [118, Lemme 3.1]. Il existe sur B une unique mesure de probabilité µ2 absolument
continue et invariante par T1, qui est en fait la restriction, convenablement renormalisée, de
µ1 à B. En particulier, sa densité est bornée inférieurement loin de 0.
Soit Jac(T n2 ) le jacobien de T n2 définie par rapport à la mesure de Lebesguem, c’est à dire que
pour tout sous-ensemble A ⊂ B sur lequel T n2 est injective, on a m(T n2 (A)) =
∫
A Jac(T n2 ) dm.
Soit Qn = ∨n−1k=0 T −k2 Q.
On a le contrôle suivant sur la distorsion et la dilatation de T2 :
Lemme 4.1.2 ([118, Lemme 3.4], [124, Lemme 2.2]). Il existe C > 0, θ > 1 et D1, D2 > 0
telles que pour tout n ≥ 1 et tout x, y dans le même élément de la partition Qn :
1. d(T n2 x, T n2 y) ≥ Cθnd(x, y) ;
2.
∣∣∣log (Jac(T n2 )(x)Jac(T n2 )(y))
∣∣∣ ≤ D1d(T n2 x, T n2 y) ;
3. 1
D2
≤ µ2(A)|Jac(T n2 )(x)| ≤ D2 pour tout x ∈ A ∈ Qn.
Remarque 4.1.3. La distance d peut désigner indifféremment la distance euclidienne ou la
distance de Hilbert, qui sont équivalentes sur B. D’autre part, on peut énoncer le point (3)
du lemme précédent pour la mesure de Lebesgue m, puisque µ2 est équivalente à m, avec une
densité hB vérifiant c−1 ≤ hB ≤ c, pour une constante c > 0.
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4.1.5 L’opérateur de transfert de T2
On montre dans cette section que l’opérateur de transfert associé à T2 admet un trou spectral
sur l’espace Quasi-Hölder. On utilisera une définition de cet espace plus proche de celle de
Keller [90] que de celle de Saussol [129], qui a été rappelée à la section 1.1.3.
On en donne la définition. Soient 0 < α ≤ 1 et 0 > 0. Pour f ∈ L1m(B), on définit l’oscillation
de f sur le borélien S ⊂ B par
osc(f, S) = ess supSf − ess infSf.
On définit
|f |α := sup
0<≤0
−α
∫
B
osc(f,B(x) ∩B)dx
et on pose Vα := {f ∈ L1m(B) : |f |α < ∞}. La principale différence avec la définition
de Saussol est qu’on ne considère plus le compact B comme un sous-ensemble d’un espace
euclidien, en prolongeant les fonctions initialement définies sur B en posant 0 en dehors de
B. En particulier, on ne tient plus compte des discontinuités "artificielles" au bord de B, ce
qui nous sera utile ici, puisque T2 est surjective par morceaux.
Muni de la norme ‖.‖α = |.|α+‖.‖L1m , Vα est un espace de Banach qui s’injecte de façon com-
pacte dans L1m(B), de façon continue dans L∞m (B), et est une algèbre de Banach satisfaisant
|fg|α ≤ |f |α‖g‖∞ + ‖f‖∞|g|α pour tous f, g ∈ Vα.
On remarque que la norme ‖.‖α dépend de façon implicite du choix de 0, bien que l’espace
Vα n’en dépende pas, et que deux choix différents pour 0 donnent deux normes équivalentes.
Remarque 4.1.4. Pour tout sous-ensemble borélien A ⊂ B, la norme Quasi-Hölder de sa
fonction caractéristique vérifie ‖1A‖α ≤ m(A) + sup0<≤0 m(B(∂A))α . En particulier, toute
suite de fonctions caractéristiques de boules est bornée dans Vα puisque B est de diamètre
fini.
Soit P l’opérateur de transfert de T2, défini par rapport à la mesure de Lebesgue m. Pour
φ ∈ L1m(B), on a
Pφ(x) =
∑
i
φ(xi)
Jac(T2)(xi) ,
où xi ∈ Bi vérifie T2(xi) = x.
On va prouver qu’il existe des constantes C1, C2 > 0, 0 < θ < 1 telles que pour tout φ ∈ Vα
et tout ψ ∈ L1(µ2) :
(a) ‖P nφ− (∫ φdm)hB‖α ≤ C1θn‖φ‖α ;
(b) | ∫ φψ ◦ T n2 dµ2 − µ2(φ)µ2(ψ)| ≤ C2θn‖φ‖α‖ψ‖L1µ2 .
On va déduire ces deux propriétés d’une inégalité de Lasota-Yorke pour l’opérateur P agissant
sur Vα :
Lemme 4.1.5. Il existe C,D > 0 et 0 < η < 1 telles que pour tout φ ∈ Vα et tout n ≥ 0,
‖P nφ‖α ≤ Cηn‖φ‖α +D‖φ‖L1m .
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Démonstration. Comme P n est une contraction sur L1m(B), il suffit d’estimer |P nφ|α. Pour
Q ∈ Qn, on note In,Q : B → Q la branche inverse de la restriction de T n2 à Q. L’opérateur
P n peut alors s’écrire :
P nφ(x) =
∑
Q∈Qn
gn(In,Qx)φ(In,Qx),
où gn = 1Jac(T n2 ) . Soit Mn,Q l’opérateur défini par Mn,Qφ(x) = gn(In,Qx)φ(In,Qx). On énonce
d’abord le lemme suivant, qui nous sera aussi utile par la suite :
Lemme 4.1.6. Il existe C > 0 telle que pour tout n ≥ 1, Q ∈ Qn et φ ∈ Vα, on a
‖Mn,Qφ‖L1m =
∫
Q |φ|dm et∫
osc(Mn,Qφ,B(x))dx ≤ C
∫
Q
osc(φ,Bcn,Q(x))dx+ C
∫
Q
|φ|dm,
où cn,Q est la constante de Lipschitz de In,Q : B → Q.
En admettant temporairement ce lemme, on observe que cn,Q ≤ Cθ−n ≤ C avec θ > 1,
d’après le point (1) du lemme 4.1.2. En écrivant P n = ∑Q∈QnMn,Q et en sommant toutes les
inégalités du lemme 4.1.6, on obtient par la proposition 3.2 (i) de [129] :∫
osc(P nφ,B(x))dx ≤ C
∫
osc(φ,BCθ−n(x))dx+ C‖φ‖L1m
≤ Cα
(
θ−αn|φ|α + 1−α0 ‖φ‖L1m
)
,
Pour tout 0 <  ≤ 0
C
=: 1, de telle sorte que Cθ−n ≤ 0 et que l’estimation∫
osc(φ,BCθ−n(x))dx ≤ Cαθ−αn|φ|α
soit vérifiée.
On en déduit que ‖P nφ‖α,1 ≤ Cθ−αn‖φ‖α,0 + C‖φ‖L1m . On indique en indice 0 ou 1 pour
préciser si la norme Quasi-Hölder utilisée est définie avec 0 ou 1. Comme ces deux normes
sont équivalentes, cela conclut la preuve.
Démonstration du lemme 4.1.6. La relation
∫
B |Mn,Qφ|dm =
∫
Q |φ|dm provient d’un simple
changement de variables.
On observe que osc(Mn,Qφ,B(x)) = osc(gnφ, In,QB(x)). En utilisant la proposition 3.2 (iii)
de [129], on trouve que pour tout x ∈ B,
osc(Mn,Qφ,B(x)) ≤ osc(φ, In,QB(x)) sup
In,QB(x)
gn + osc(gn, In,QB(x)) ess inf
In,QB(x)
|φ|.
Par le contrôle de la distorsion fourni par le lemme 4.1.2, on a ess sup
In,QB(x)
gn ≤ Cgn(In,Qx) et
osc(gn, In,QB(x)) ≤ Cgn(In,Qx) pour une constante C > 0. On a aussi osc(φ, In,QB(x)) ≤
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osc(φ,Bcn,Q(In,Qx)) et ess inf
In,QB(x)
|φ| ≤ |φ(In,Qx)| pour presque tout x ∈ B. En réunissant toutes
ces inégalités, on obtient que pour presque tout x,
osc(Mn,Qφ,B(x)) ≤ Cosc(φ,Bcn,Q(In,Qx))gn(In,Qx) + C|φ(In,Qx)|gn(In,Qx).
Une intégration sur B suivie d’un changement de variables conclut la démonstration.
D’après le théorème de Hennion [75], le lemme 4.1.5 entraine que P , vu comme opérateur sur
Vα est quasi-compact et a un rayon spectral essentiel strictement plus petit que 1. Afin de
démontrer le point (a), il suffit donc de montrer que 1 est une valeur propre simple de P , et
qu’il n’existe pas d’autre valeur propre sur le cercle unité. Soit donc φ ∈ Vα un vecteur propre
de P associé à la valeur propre λ ∈ C avec |λ| = 1. D’après les résultats de Morita [118] et
Pollicott [124], l’opérateur P est aussi quasi-compact sur l’espace des fonctions Hölder, avec
un rayon spectral essentiel strictement inférieur à 1. Comme l’espace des fonctions Hölder
est dense dans L1m(B), on en déduit que φ admet une version Hölder. D’après le lemme 2.3
de [124], φ est un multiple de hB, et λ = 1, ce qui démontre le point (a).
Le point (b) en découle immédiatement, comme pour le point (3) de la proposition 1.2.1.
4.2 Lemmes dynamiques de Borel-Cantelli
Dans cette section, on démontre des lemmes dynamiques de Borel-Cantelli pour les transfor-
mations T2 et T1. On rappelle tout d’abord les définitions. Soit (X,T, µ) un système dyna-
mique où µ est une mesure de probabilité T -invariante et ergodique.
Définition 4.2.1. Soit (An) une suite d’ensembles mesurables, vérifiant
∑
n µ(An) =∞. On
dira que
1. (An) vérifie la propriété de Borel-Cantelli si pour µ-presque tout point x ∈ X, T nx ∈ An
infiniment souvent ;
2. (An) vérifie la propriété forte de Borel-Cantelli si pour µ-presque tout x ∈ X,
1
En
n−1∑
k=0
1Ak(T kx)→ 1,
avec En =
∑n−1
k=0 µ(Ak).
La propriété forte de Borel-Cantelli s’étend aux fonctions positives : si (fn) est une suite de
fonctions mesurables positives avec ∑n ∫X fn dµ = ∞ , on dira qu’elle satisfait la propriété
forte de Borel-Cantelli si
1
En
n−1∑
k=0
fk(T kx)→ 1
pour µ-p.t. x ∈ X, avec En = ∑n−1k=0 ∫X fk dµ.
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4.2.1 Lemmes dynamiques de Borel-Cantelli pour T2
Les lemmes de Borel-Cantelli pour T2 sont une conséquence directe de la décroissance des
corrélations pour les observables dans Vα contre L1(µ2), et du théorème de Sprindzuk (Pro-
position 1.4.1) :
Proposition 4.2.2. Soit (φn)n une suite de fonctions positives, définies sur B et telle que
supn ‖φn‖α <∞. Si En =
∑n−1
k=0
∫
B φk dµ2 est non bornée, alors (φn)n vérifie la propriété forte
de Borel-Cantelli pour T2.
En particulier, toute suite (An) de boules contenues dans B vérifie la propriété forte de
Borel-Cantelli pour T2, d’après la remarque 4.1.4.
Démonstration. On applique le théorème de Sprindzuk avec fk = φk ◦ T k2 , f¯k = ϕk =∫
B φk dµ2. On a∣∣∣∣∣∣
n∑
i=m
n∑
j=i+1
∫
B
φj ◦ T j2 φi ◦ T i2 dµ2 − µ2(φj)µ2(φi)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
i=m
n∑
j=i+1
∫
B
φj ◦ T j−i2 φi dµ2 − µ2(φj)µ2(φi)
∣∣∣∣∣∣
≤
n∑
i=m
n∑
j=i+1
Cθj−i‖φj‖α‖φi‖L1µ2
≤ C
n∑
i=m
‖φi‖L1µ2 ,
d’où le résultat.
4.2.2 Lemmes dynamiques de Borel-Cantelli pour T1
Dans cette section et la suivante, on considère le problème de Borel-Cantelli pour T1 (ou
plus précisément pour T 21 ). Notre premier résultat concerne le cas d’une suite décroissante
d’ensembles rétrécissants autour d’un point, et découle essentiellement d’un résultat de Kim
[95]. Dans la section suivante, on considèrera des suites de fonctions d’un type un peu plus
général.
Remarque 4.2.3. D’après le théorème 6.1 de [70], si (Un) est une suite de boules dans ∆,
 ∈ {0, 1}, vérifiant µ1(Un) ≥ Cn , alors (Un) vérifie la propriété de Borel-Cantelli pour T 21 ,
c’est-à-dire que T 2n1 x ∈ Un pour µ2-p.t. x ∈ ∆, puisque (T 21 ,∆, µ1) a une décroissance expo-
nentielle des corrélations pour les observables Lipschitz, d’après Bufetov [32]. On s’intéresse
ici à des résultats de nature quantitative, c’est-à-dire la propriété forte de Borel-Cantelli.
On peut déduire de la proposition 4.2.2 une propriété forte de Borel-Cantelli pour T1 pour
les suites décroissantes de fonctions à support dans B et bornées dans Vα. On utilisera pour
cela le résultat suivant de Kim :
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Théorème 4.2.4 ([95, Théorème 3.1]). Soit (X,T, µ) un système dynamique ergodique, où
µ est une mesure de probabilité T -invariante. Soit E ⊂ X avec µ(E) > 0, et TE : E →
E l’application de premier retour. Soit (fn) une suite décroissante de fonctions mesurables
positives à support dans E et telle que ∑n ∫X fn dµ = ∞. Si toute sous-suite (fnk) avec∑
k
∫
E fnk dµ = ∞ vérifie la propriété forte de Borel-Cantelli pour TE, alors (fn) vérifie la
propriété forte de Borel-Cantelli pour T .
Comme corollaire immédiat, on obtient :
Théorème 4.2.5. Soit (fn) une suite décroissante de fonctions mesurables positives, sup-
portées dans B, et bornée dans Vα, avec
∑
n
∫
B fn dµ1 = ∞. Alors (fn) vérifie la propriété
forte de Borel-Cantelli pour T1.
Démonstration. On rappelle que la mesure µ2 invariante par T2 est la restriction de µ1 à
B, renormalisée. Comme toute sous-suite (fnk) avec
∑
k
∫
B fnk dµ2 =∞ est bornée dans Vα,
d’après la proposition 4.2.2, une telle sous-suite vérifie la propriété forte de Borel-Cantelli
pour T2. Une application du théorème de Kim conclut la démonstration.
Corollaire 4.2.6. Soit (An) une suite décroissante de boules rétrécissante autour d’un point
p∗ vérifiant la condition de Keane, avec ∑n µ1(An) =∞. Alors (An) vérifie la propriété forte
de Borel-Cantelli pour T1.
Démonstration. Comme p∗ vérifie la condition de Keane, on peut trouver un bon domaine
d’induction B qui contient p∗. Par conséquent, pour n assez grand, on a An ⊂ B. D’après
la remarque 4.1.4, la suite des fonctions caractéristiques 1An est bornée dans Vα d’où le
résultat.
4.2.3 Lemmes de Borel-Cantelli pour des suites de fonctions quel-
conques pour T1
On considère à présent des suites de fonctions positives supportées dans B, et on démontre
des lemmes dynamiques de Borel-Cantelli pour (T 21 ,∆, 2µ1). On pose G = T 21 et µ˜1 = 2µ1
restreinte à ∆ pour simplifier les notations.
Soit B ⊂ ∆ un bon domaine d’induction. On remarque que T2 est aussi l’application de
premier retour de G dans B, mais avec un temps de retour n˜2 = n22 . L’ingrédient clé est
une estimation sur la décroissance des corrélations pour G pour des observables dans Vα à
support dans B :
Théorème 4.2.7. Il existe 0 < κ < 1 et C > 0 telles que pour tout φ ∈ Vα et tout ψ ∈ L1(µ˜1)
à support dans B :∣∣∣∣∫ φψ ◦Gndµ˜1 − (∫ φdµ˜1)(∫ ψdµ˜1)∣∣∣∣ ≤ Cκn‖φ‖α‖ψ‖L1(µ˜1).
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On en déduit :
Corollaire 4.2.8. Soit (φn) une suite de fonctions positives, à support dans B et telle que
supn ‖φn‖α <∞. Si
∑
n
∫
B φn dµ˜1 =∞, alors (φn) possède la propriété forte de Borel-Cantelli
pour G.
En particulier, toute suite de boules non nécessairement décroissante, mais "localisée", au
sens où elle doit être contenue dans un bon domaine d’induction B, satisfait la propriété
forte de Borel-Cantelli pour G.
Démonstration du corollaire 4.2.8. On utilise la proposition 1.4.1 avec fk = φk ◦Gk et f¯k =
ϕk =
∫
B φk dµ˜1. Un réarrangement des termes montre qu’il est suffisant de montrer
n∑
i=m
n∑
j=i+1
∣∣∣µ˜1(φj ◦Gj−iφi)− µ˜1(φj)µ˜1(φi)∣∣∣ ≤ C n∑
i=m
µ˜1(φi).
Mais |µ˜1(φj ◦Gj−iφi)− µ˜1(φj)µ˜1(φi)| ≤ Cκj−i‖φi‖L1(µ˜1) ce qui donne le résultat puisque∑
j>i κ
j−i est sommable en i.
Afin de démontrer le théorème 4.2.7, on utilise la théorie du renouvellement pour les opéra-
teurs, dans l’esprit de Sarig [128] et Gouëzel [61], bien que dans ce contexte où la queue des
temps de retour décroit exponentiellement vite, la démonstration sera grandement simplifiée,
voir par exemple la remarque 2.3.7 de [60].
Proposition 4.2.9. Soit B un espace de Banach et (Rn) une suite d’opérateurs bornés sur
B. On suppose que
1. ‖Rn‖ = O(θn) pour un certain 0 < θ < 1, et donc R(z) = ∑nRnzn et R′(z) =∑
n nRnz
n−1 sont bien définis pour z dans le disque unité fermé D¯,
2. 1 est une valeur propre simple isolée de R(1) et le projecteur propre Π associé vérifie
ΠR′(1)Π = γΠ pour un certain γ 6= 0,
3. I −R(z) est inversible pour tout z ∈ D¯ \ {1}.
Soit
Vn =
∞∑
l=1
∑
k1+...+kl=n
Rkl . . . Rk1 .
Alors Vn est un opérateur borné sur B et∥∥∥∥∥Vn − 1γΠ
∥∥∥∥∥ = O(κn)
pour un certain 0 < κ < 1.
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Démonstration. Comme ‖Rn‖ décroit exponentiellement vite vers 0, la fonction R(z) =∑
nRnz
n est bien définie et analytique sur un disque centré en 0 et de rayon r > 1. Comme
R(1) admet 1 comme valeur propre simple isolée, par la théorie des perturbations pour les
opérateurs, pour tout z dans un petit voisinage de 1, R(z) admet une valeur propre simple
isolée dominante λ(z), de projecteur associé Π(z), et λ(z) et Π(z) dépendent analytiquement
de z. On définit S(z) = I−R(z)1−z et on souhaite montrer que S(z)
−1 admet une extension ana-
lytique sur un disque de centre 0 et de rayon r′ > 1. Comme I − R(z) est inversible pour
tout z ∈ D¯ \ {1}, le seul problème est l’extension au voisinage de 1. Par hypothèse, S(z) est
inversible pour tout z ∈ D¯ \ {1}, et on peut donc écrire pour z assez proche de 1
S(z)−1 = 1− z1− λ(z)Π(z) + (1− z)(I −R(z)Q(z))
−1Q(z),
avec Q(z) = I − Π(z).
Puisque λ(z) est analytique et non identiquement constante, il existe un disque D(1, ) tel
que λ(z) 6= 1 pour tout z ∈ D(1, ) \ {1}. Ainsi, le premier terme de la somme admet
une extension analytique sur un disque épointé autour de 1. D’autre part, I − R(1)Q(1)
est inversible, donc (I − R(z)Q(z))−1 est bien définie et dépend analytiquement de z dans
D(1, ) avec éventuellement un  plus petit. Donc le second terme de la somme admet une
extension analytique sur D(1, ), et par conséquent S(z)−1 se prolonge analytiquement sur
D(1, ) \ {1}. D’après le théorème 2.2.5 de [60], S(z)−1 peut être prolongée continument, et
donc analytiquement, en 1, avec S(1)−1 = 1
γ
Π. Puisque I − R(z) est inversible pour tout
z ∈ D¯ \ {1} et que D¯ est compact, on en déduit que S(z)−1 admet une extension analytique
sur un disque centré en 0 de rayon r′ > 1. Ainsi, S(z)−1−S(1)−11−z = (I − R(z))−1 − Πγ 11−z
est analytique sur le même disque. Par la formule intégrale de Cauchy, les coefficients du
développement de Taylor de cette fonction en 0 décroissent exponentiellement vite, mais ces
coefficients sont donnés par Vn − Πγ , d’où le résultat.
Soit P1 l’opérateur de transfert de G par rapport à la mesure de Lebesgue m (ou plus
précisément, la mesure dpi×m, bien qu’on fera toujours l’identification entre les deux), défini
pour φ ∈ L1(m) par
P1φ(x) =
∑
Gy=x
φ(y)
Jac(G)(y) .
Soit Cn = {n˜2 = n} l’ensemble des points de B qui ont un temps de retour égal à n. Cn
est constitué de l’union de plusieurs éléments {Bi}i∈In de la partition Q. On définit alors les
opérateurs Rnφ = 1BP n1 (1Cnφ) = 1BP (1Cnφ) et Vnφ = 1BP n1 (1Bφ), qui agissent sur L1m(B).
L’opérateur Rn correspond au premier retour dans B au temps n tandis que Vn correspond
aux points qui retournent dans B au temps n, qu’il s’agisse ou non d’un premier retour.
On a l’équation du renouvellement suivante, voir par exemple la proposition 1 de [128]
Vn =
∞∑
l=1
∑
k1+...+kl=n
Rkl . . . Rk1 .
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On va montrer que ces opérateurs vérifient les trois conditions requises pour appliquer la
proposition 4.2.9.
Pour la première condition, on aura besoin du lemme technique suivant. On rappelle que
pour i ∈ In, T2, et donc Gn est une bijection de Bi sur B. Soit Ii = I1,Bi : B → Bi la branche
inverse de Gn restreinte à Bi.
Lemme 4.2.10. La constante de Lipschitz ci = c1,Bi de Ii : B → Bi décroit exponentiellement
vite avec n : il existe 0 < γ < 1 et C > 0 telles que ci ≤ Cγn pour tout n ≥ 1 et tout i ∈ In.
Démonstration. D’après Avila et Bufetov [9], m(Cn) décroit exponentiellement vite. L’ap-
plication Ii : B → Bi est la composition d’une application linéaire λ 7→ Aλ 1, suivie de
Aλ 7→ Aλ|Aλ| . A est une matrice positive, et λkλl est borné pour tout λ = (λ1, . . . , λd) dans B.
Ainsi 1 ≥ |Aλ|‖A‖ ≥ C > 0 pour tout λ ∈ B, d’après une observation de Avila-Bufetov [9]
page 9. De plus, |Aλ′||Aλ| ≤ C pour tout λ, λ′ ∈ B d’après le lemme 4.1.2. Ainsi, la décroissance
exponentielle du volume m(Bi) ≤ m(Cn) entraine qu’au moins une direction est contractée
exponentiellement vite par Ii, et donc toutes le sont, d’où le lemme.
Lemme 4.2.11. Il existe 0 < θ < 1 et C > 0 telles que ‖Rn‖ ≤ Cθn pour tout n.
Démonstration. On a Rnφ =
∑
i∈In
φ(Iix)
Jac(T2)(Iix) , donc Rn =
∑
i∈InM1,Bi . Ainsi, par le lemme
4.1.6, on a
‖Rnφ‖L1m ≤
∑
i∈In
‖M1,Biφ‖L1m =
∑
i∈In
∫
Bi
|φ| dm =
∫
Cn
|φ| dm ≤ m(Cn)‖φ‖L∞m ≤ Cm(Cn)‖φ‖α,
et ∫
osc(Rnφ,B(x))dx ≤
∑
i∈In
∫
osc(M1,Biφ,B(x))dx
≤ C
∑
i∈In
∫
Bi
osc(φ,Bci(x))dx+ 
∑
i∈In
∫
Bi
|φ| dm

≤ C
∫
Cn
osc(φ,Bc(n)(x))dx+ C
∫
Cn
|φ| dm,
où c(n) = supi∈In ci.
On a ∫
Cn
osc(φ,Bc(n)(x))dx ≤
∫
B
osc(φ,Bc(n)(x))dx ≤ (c(n))αα|φ|α ≤ (c(n))αα‖φ‖α
et
∫
Cn
|φ| dm ≤ m(Cn)‖φ‖L∞m ≤ Cm(Cn)‖φ‖α, d’où
|Rnφ|α ≤ C((c(n))α +m(Bn))‖φ‖α
1. Comme B est inclus dans un élément de la forme {pi} ×∆pi,, on identifie ses éléments (pi, λ) ∈ B avec
λ.
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et la même inégalité pour ‖Rnφ‖α. Comme c(n) et m(Bn) décroissent exponentiellement vite
par le lemme 4.2.10 et Avila-Bufetov [9] respectivement, on obtient bien que ‖Rn‖ = O(θn)
en tant qu’opérateur sur Vα, pour un certain 0 < θ < 1.
Lemme 4.2.12. R(1) admet 1 pour valeur propre simple et isolée, et le projecteur corres-
pondant est donné par
Πφ = 1
µ˜1(B)
(∫
B
φ dm
)
hB,
où hB est la restriction à B (non renormalisée) de la densité de probabilité de µ1. De plus,
ΠR′(1)Π = Π
µ˜1(B) , de telle sorte que γ dans la proposition 4.2.9 est donné par γ =
1
µ˜1(B) .
Démonstration. On remarque que R(1) = P est l’opérateur de transfert de T2. Par consé-
quent, il admet bien 1 comme valeur propre simple isolée, et le projecteur correspondant est
donné par la formule de l’énoncé du lemme. D’autre part,
ΠR′(1)Πφ =
(∫
B R
′(1)hB dm
µ˜1(B)
)(∫
B φ dm
µ˜1(B)
)
hB,
et donc γ =
∫
B
R′(1)hB dm
µ˜1(B) . Mais∫
B
R′(1)hB dm =
∑
n
n
∫
B
P (1CnhB) dm =
∑
n
n
∫
Cn
hB dm =
∑
n
nµ˜1(Cn) =
∫
B
n˜2 dµ˜ = 1
par le lemme de Kac, d’où γ = 1
µ˜1(B) .
Il reste à démontrer la condition d’apériodicité :
Lemme 4.2.13. Pour tout z ∈ D¯ \ {1}, I −R(z) est inversible.
Démonstration. On démontre d’abord une inégalité de Lasota-Yorke pour R(z). On remarque
que
R(z)k =
∑
n1,...,nk≥1
zn1+...+nkRnk . . . Rn1 ,
et que
Rnk . . . Rn1 =
∑
i1∈In1 ,...,ik∈Ink
Mk,Qi1,...,ik ,
où Qi1,...,ik ∈ Qk est défini par Qi1,...,ik = Bi1 ∩ T −12 Bi2 ∩ . . . ∩ T −(k−1)2 Bik .
Comme |z| ≤ 1 et n1 +. . .+nk ≥ k, on obtient en sommant les relations fournies par le lemme
4.1.6 : ‖R(z)kφ‖L1m ≤ C|z|k‖φ‖L1m et |R(z)kφ|α ≤ C|z|k
(
θ−αk|φ|α + ‖φ‖L1m
)
, en raisonnant
comme pour le lemme 4.1.5.
Ceci montre que le rayon spectral de R(z) est plus petit que |z|, et que le rayon spectral
essentiel de R(z) est strictement plus petit que 1 lorsque |z| = 1, par le théorème de Hennion
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[75]. Par conséquent, le problème se réduit à montrer que la relation R(z)φ = φ, avec |z| = 1
et φ ∈ Vα entraine z = 1 ou φ = 0.
Soit donc φ ∈ Vα non nul vérifiant R(z)φ = φ, c’est-à-dire P (zn˜2φ) = φ, où on le rapelle,
P est l’opérateur de transfert de T2 = Gn˜2 par rapport à m, et n˜2 est le premier temps de
retour de G dans B. D’après la proposition 1.1 de Morita [117], on a
(
φ
hB
)
◦ T2 = zn˜2 φhB .
Comme (G, µ˜1) est mélangeant, et donc faiblement mélangeant, on trouve z = 1 d’après la
proposition 4.2.18, ce qui termine la démonstration.
Démonstration du théorème 4.2.7. Grâce aux lemmes 4.2.11, 4.2.12 et 4.2.13, on est en me-
sure d’appliquer la proposition 4.2.9 et d’obtenir ‖Vn − µ˜1(B)Π‖ ≤ Cκn, c’est-à-dire∥∥∥∥Vnφ− (∫
B
φ dm
)
hB
∥∥∥∥ ≤ Cκn‖φ‖α
pour 0 < κ < 1.
Soit φ ∈ Vα et ψ ∈ L1(µ˜1) à support dans B. On a∫
φψ ◦Gn dm =
∫
1BP
n
1 (1Bφ)ψ dm =
∫
(Vnφ)ψ dm,
d’où
∣∣∣∣∫ Vn(φ)ψdm− (∫ φ dm) ∫ ψ dµ˜1∣∣∣∣ = ∣∣∣∣∫ [Vnφ− (∫ φ dm)hB]ψ dm∣∣∣∣
≤
∥∥∥∥Vnφ− (∫
B
φ dm
)
hB
∥∥∥∥
α
∫
|ψ| dm
≤ Cκn‖φ‖α‖ψ‖L1m .
Par conséquent,
∣∣∣∣∫ φψ ◦Gndm− (∫ φ dm) ∫ ψ dµ˜1∣∣∣∣ ≤ Cκn‖φ‖α‖ψ‖L1m
≤ Cκn‖φ‖α‖ψ‖L1µ˜1 ,
puisque ‖ψ‖L1m ≤ ‖h−1B ‖L∞m‖ψ‖L1µ˜1 ≤ C‖ψ‖L1µ˜1 , la densité hB de µ˜1 étant bornée inférieu-
rement sur B. Le théorème en découle, en prenant φhB pour φ, et en utilisant l’inégalité
‖φhB‖α ≤ ‖φ‖α‖hB‖α ≤ C‖φ‖α.
4.2.4 Appendice : apériodicité et mélange faible
Soit (X,T, µ) un système dynamique où µ est une mesure de probabilité T -invariante.
Définition 4.2.14. (X,T, µ) est dit faiblement mélangeant si f ◦ T = eitf pour f ∈ L2(µ)
non nul et t ∈ [0, 2pi[ entraine t = 0 et f constante.
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Remarque 4.2.15. Cette définition est équivalente à la définition classique, qui exige que
1
n
n−1∑
k=0
∣∣∣µ(T−k(A) ∩B)− µ(A)µ(B)∣∣∣→ 0
pour tous sous-ensemble mesurables A et B, voir [142, Théorème 1.26] lorsque (X,T, µ) est
inversible, et [86, Théorème 664] ou [52, Théorème 2.36] pour une preuve de l’équivalence
valable dans tous les cas.
Soit Y ⊂ X un sous-ensemble mesurable de mesure positive µ(Y ) > 0. On note τ(y) le
premier temps de retour de y ∈ Y dans Y :
τ(y) = min{n ≥ 1 : T ny ∈ Y }.
On définit l’application de premier retour Tˆ : Y → Y par Tˆ = T τ . Elle préserve la mesure µY
qui est la restriction de µ à Y , renormalisée de telle sorte que µY (Y ) = 1, et est ergodique.
Définition 4.2.16. On dira que le premier temps de retour τ est apériodique si f ◦ Tˆ = eitτf
pour f ∈ L2(µY ) non nul et t ∈ [0, 2pi[ entraine que t = 0 et f est constante.
Remarque 4.2.17. Par la proposition 1.1 de Morita [117], la relation f ◦ Tˆ = eitτf est
équivalente à L(eitτf) = f , où L est l’opérateur de transfert de Tˆ par rapport à la mesure
µY .
Proposition 4.2.18. Le premier temps de retour τ est apériodique si et seulement si (X,T, µ)
est faiblement mélangeant.
Démonstration. On suppose d’abord que le premier temps de retour est apériodique. Soit
f ∈ L2(µ) non nul et t ∈ [0, 2pi[ tels que f ◦ T = eitf . On vérifie aisément que la restriction
fY de f à Y satisfait fY ◦ Tˆ = eitτfY :
fY (Tˆ y) = f(T τ(y)y) = eitτ(y)f(y) = eitτ(y)fY (y).
fY est aussi non identiquement nulle : autrement, f s’annulerait sur l’ensemble ∪n≥0T−nY
qui par ergodicité est égal à X modulo µ. Par apériodicité, on obtient bien que t = 0, ce qui
entraine que f ◦ T = f . L’ergodicité montre que f est constante.
Réciproquement, supposons que (X,T, µ) est faiblement mélangeant, et soit f ∈ L2(µY ) non
nul tel que f ◦ Tˆ = eitτf pour t ∈ [0, 2pi[. On prolonge d’abord τ sur l’espace entier comme
étant le premier temps d’entrée : pour x ∈ X, τ(x) = inf{n ≥ 1 : T nx ∈ Y }, qui est
bien défini par ergodicité. On définit ensuite f˜ ∈ L2(µ) par f˜ = e−itτf ◦ T τ . Comme T τ(x)x
appartient à Y pour µ-p.t. x ∈ X par définition, f˜ est bien définie. L’hypothèse faite sur f
entraine que f et f˜ coïncident sur Y , et donc f˜ n’est pas identiquement nulle.
On vérifie maintenant que f˜ ◦ T = eitf˜ . Soit x ∈ X avec τ(x) > 1. Comme τ est le
premier temps de retour, on a τ(Tx) = τ(x) − 1. Ainsi, f˜(Tx) = e−itτ(Tx)f(T τ(Tx)Tx) =
eite−itτ(x)f(T τ(x)x) = eitf˜(x). Si τ(x) = 1, c’est-à-dire Tx ∈ Y , alors par définition de f˜ , on
a f˜(x) = e−itf(Tx) = e−itf˜(Tx).
Le mélange faible entraine que t = 0 et f˜ est constante. Comme f est la restriction de f˜ à
Y , ceci montre que f est constante, et termine la démonstration.
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4.3 Statistiques de récurrence pour l’induction de Rauzy-
Veech-Zorich
Ayant exprimé T2 comme une application multidimensionnelle uniformément dilatante et
ayant une décroissance exponentielle des corrélations pour les observables Quasi-Hölder contre
L1, on est en mesure d’appliquer les résultats sur les statistiques de récurrence à T2 et T1.
4.3.1 Théorie des valeurs extrêmes
Soit (Xn) un processus stochastique stationnaire. On note F la fonction de répartition de X0,
c’est-à-dire F (x) = P(X0 ≤ x). Pour toute fonction de répartition F , on posera F¯ = 1 − F
et uF = sup{x : F (x) < 1}.
On définit une nouvelle suite de variables aléatoires M1,M2, . . . par
Mn = max{X0, . . . , Xn−1}.
Définition 4.3.1. On dira qu’on a une loi des valeurs extrêmes pour (Mn) si il existe une
fonction de répartition H : R → [0, 1] non-dégénérée avec H(0) = 0, et pour tout τ > 0, il
existe une suite un = un(τ) telle que
nP(X0 > un)→ τ, lorsque n→∞,
telles que
P(Mn ≤ un)→ H¯(τ), lorsque n→∞,
en tout point de continuité de H.
Le cas le plus favorable correspond au cas d’une distribution limite exponentielle avec H¯(τ) =
e−θτ pour tout τ > 0, où 0 ≤ θ ≤ 1 est appelé l’indice extrémal.
Pour un exposé de la théorie dans le cadre des variables i.i.d., on pourra consulter par exemple
[101] ou [126].
Dans le cas où (X,T, µ) est un système dynamique ergodique sur un espace métrique (X, d),
avec µ une mesure de probabilité T -invariante, on considèrera des processus de la forme
Xn = φ ◦ T n,
où φ : X → R∪{+∞} est un observable, ayant un maximal global strict en un point p0 ∈ X
et suffisamment régulier pour que pour tout u assez grand, l’ensemble {x ∈ X : φ(x) > u}
corresponde à une boule topologique centrée en p0. Pour des applications récentes de la
théorie des valeurs extrêmes aux systèmes dynamiques, on renvoie par exemple à [43, 55, 80],
ou au survol [54].
On considère tout d’abord (B, T2, µ2). Soit φ : B → R ∪ {+∞} qui satisfait les conditions
décrites auparavant, et maximisé strictement au point p0 ∈ B. On supposera aussi que
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pour tout u assez grand, les fonctions caractéristiques 1φ>u appartiennent à Vα et y forment
une famille bornée, ce qui est par exemple le cas si φ est C2 au voisinage de p0 avec une
différentielle seconde qui y est non-dégénérée. On rappelle que un = un(τ) = uT2n (τ) est choisi
de telle sorte que nµ2(φ > un) → τ . Une application directe de la proposition 3.3 de Aytaç,
Freitas et Vaienti [12] donne :
Proposition 4.3.2. Soit p0 ∈ B.
1. Si p0 n’est pas un point périodique de T2, alors µ2(Mn ≤ uT2n (τ))→ e−τ pour tout τ > 0.
2. Si p0 est un point périodique répulsif de T2 de période première k, alors µ2(Mn ≤
uT2n (τ))→ e−θτ pour tout τ > 0, avec θ = 1− |Jac(T −k2 )(p0)|.
On peut aussi considérer les processus ponctuels associés à des extrêmes multiples. Pour
A ⊂ R et u > 0, on définit
Nu(A) =
∑
i∈A∩N
1Xi>u.
On observe que pour A = [0, n[, Nu(A) compte le nombre d’occurrences de l’événement
{Xi > u} avant le temps n. De plus, {Nu(A) = 0} = {Mn ≤ u}.
Convenablement renormalisé, on peut montrer que ce processus ponctuel converge vers un
processus de Poisson composé. On introduit d’abord les définitions, pour lesquelles on renvoie
à [87, 126] pour plus de détails. Soit R l’algèbre des parties de R+ engendrée par la semi-
algèbre des intervalles de la forme [a, b[, de telle manière qu’un élément J ∈ R est de la forme
J = ∪ni=1[ai, bi[. Pour γ > 0, on pose γJ = ∪ni=1[γai, γbi[.
Définition 4.3.3. Soit T1, T2, . . . une suite de variables aléatoires i.i.d. suivant une loi ex-
ponentielle de paramètre 1
θ
. Soit D1, D2, . . . une suite de variables i.i.d. et indépendante de
T1, . . ., de fonction de répartition pi. Pour J ∈ R, on pose
N(J) =
∫
1J d
( ∞∑
i=1
DiδT1+...+Ti
)
,
où δt désigne la mesure de Dirac en t > 0. On dira alors que N est un processus de Poisson
composé d’intensité θ et de multiplicité pi.
Remarque 4.3.4. 1. Par la suite, les variablesDi seront toujours à valeurs entières, ce qui
signifie que la multiplicité pi est entièrement déterminée par les valeurs pik = P(D1 = k)
pour k ∈ N. Si θ = 1 et pi1 = 1, alors N est le processus de Poisson standard, et la
variable aléatoire N([0, t[) suit une loi de Poisson d’espérance t.
2. Dans les applications qui vont suivre, pi suivra toujours une loi géométrique de para-
mètre θ ∈]0, 1] : pik = θ(1 − θ)k pour tout k ≥ 0. Dans ce cas, la variable aléatoire
N([0, t[) suit une loi de Pólya-Aeppli :
P(N([0, t[) = k) = e−θt
k∑
i=1
θi(1− θ)k−i (θt)
i
i!
(
k − 1
i− 1
)
.
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On pose vn = vT2n = µ2(φ > uT2n ) ∼ nτ , on définit le processus ponctuel NT2n pour J ∈ R par
NT2n (J) = Nun(vnJ) =
∑
i∈vnJ∩N
1φ◦T i2>un .
Par la proposition 3.3 de [12], on a :
Proposition 4.3.5. Soit p0 ∈ B.
1. Si p0 n’est pas un point périodique de T2, alors le processus ponctuel NT2n converge en
loi vers un processus de Poisson standard d’intensité 1.
2. Si p0 est un point périodique répulsif de T2 de période première k, alors le processus
ponctuel NT2n converge en loi vers un processus de Poisson composé d’intensité θ et de
multiplicité une loi géométrique de paramètre θ, avec θ = 1− |Jac(T −k2 )(p0)|.
Comme T2 est l’application de premier retour de T1 dans B, on peut transposer les résultats
obtenus pour T2 en résultats pour T1, grâce à [73, 57]. La deuxième partie sur les points
périodiques est aussi traitée dans [56]. En effet, dès que p0 satisfait la condition de Keane,
on peut trouver un bon domaine d’induction B qui contient p0.
Soit φ : R×∆A → R ∪ {+∞}, maximisé strictement en p0. On définit un = uT1n (τ) de telle
sorte que nµ1(φ > un) → τ , et vn = vT1n (τ) = µ1(φ > uT1n (τ))−1. On définit le processus
ponctuel NT1n de façon analogue à NT2n .
Proposition 4.3.6. On suppose que p0 satisfait la condition de Keane.
1. Si p0 n’est pas un point périodique de T1, alors µ1(Mn ≤ uT1n (τ))→ e−τ pour tout τ > 0
et le processus ponctuel NT1n converge en loi vers un processus de Poisson standard
d’intensité 1.
2. Si p0 est un point périodique répulsif de T1 de période première k, alors µ1(Mn ≤
uT1n (τ)) → e−θτ pour tout τ > 0, avec θ = 1 − |Jac(T −k1 )(p0)|, et le processus ponctuel
NT1n converge en loi vers un processus de Poisson composé d’intensité θ et de multiplicité
une loi géométrique de paramètre θ,
4.3.2 Temps d’entrée et de retour
On présente dans cette section des résultats sur une notion de récurrence qui est d’un certain
point de vue équivalente aux lois des valeurs extrêmes [55].
Soit (X,T, µ) un système dynamique ergodique, avec µ une mesure de probabilité. Pour un
sous-ensemble U ⊂ X avec µ(U) > 0, on définit le temps d’entrée dans U par
τU(x) = min{k ≥ 1 : T nx ∈ U},
pour µ-p.t. x ∈ X.
Définition 4.3.7. Soit (Un) une suite décroissante d’ensembles telle que µ(Un)→ 0.
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1. On dira que (Un) a une statistique des temps d’entrée décrite par la fonction de répar-
tition H si pour tout t ≥ 0,
µ
({
x ∈ X : τUn(x) ≤
t
µ(Un)
})
→ H(t).
2. On dira que (Un) a une statistique des temps de retour décrite par la fonction de ré-
partition H˜ si pour tout t ≥ 0,
1
µ(Un)
µ
({
x ∈ Un : τUn(x) ≤
t
µ(Un)
})
→ H˜(t).
Il est démontré dans [69] que (Un) admet une statistique des temps de retour si et seulement
si elle admet une statistique des temps d’entrée, et les distributions H et H˜ sont liées par une
relation intégrale dont l’unique point fixe est la distribution exponentielle H(t) = 1−e−t. On
renvoie au survol [130] et aux référence contenues dans ce papier pour plus d’informations
sur cette notion de récurrence quantitative.
La situation est parfaitement comprise pour T2 et T1 dans le cas où Un est une suite de boules
décroissante.
Proposition 4.3.8. Soit Un une suite décroissante de boules centrées en p0. On suppose que
p0 satisfait la condition de Keane lorsque l’on considère T1.
1. Si p0 n’est pas périodique pour T2 (resp. T1), alors (Un) admet une statistique des temps
d’entrée et de retour exponentielle, c’est-à-dire H(t) = H˜(t) = 1− e−t.
2. Si p0 est périodique pour T2 (resp. T1), de période première k, alors (Un) admet une
statistique des temps d’entrée et de retour données respectivement par H(t) = 1− e−θt
et H˜(t) = (1−θ)+θ(1−e−θt), où θ = 1−|Jac(T −k2 )(p0)| (resp. θ = 1−|Jac(T −k1 )(p0)|).
Le résultat pour T2 se déduit de [56] et [73]. Comme T2 est l’application de premier retour
de T1 dans un ensemble B qui contient p0, les mêmes lois limites restent vraies pour T1. Ceci
a été démontré d’abord pour des points génériques dans [31, Théorème 2.1], pour les points
périodiques dans [56, Théorème 5], et pour n’importe quel point dans [73].
4.4 Remarques et questions ouvertes
1. Beaucoup de résultats de ce chapitre peuvent sans doute être étendus à des systèmes
multidimensionnels plus généraux. Par exemple, les résultats concernant T2 peuvent sur-
ement être généralisés à des systèmes uniformément dilatants et surjectifs par morceaux,
tandis que les résultats concernant T1 pourraient s’étendre à des systèmes admettant
un système induit du type précédent.
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2. Peut-on démontrer des lemmes de Borel-Cantelli pour T1 lorsque la suite de boules
rétrécit autour d’un point p qui ne satisfait pas la condition de Keane, ou se situe sur
le bord du simplexe ? La méthode de ce chapitre est ici inapplicable car il n’est pas a
priori possible de trouver un bon ensemble d’induction B qui contienne p.
3. Est-il possible d’étendre les résultats de ce chapitre aux versions inversibles de l’induc-
tion de Rauzy-Veech, comme introduites au paragraphe 2.7 de Viana [141] ?
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Vitesse de mélange et théorèmes limites pour les systèmes dynamiques
aléatoires et non-autonomes
Résumé
Dans cette thèse, nous nous intéressons aux propriétés statistiques des systèmes dynamiques
aléatoires et non-autonomes. Dans le premier chapitre, consacré aux systèmes aléatoires, nous
établissons un cadre fonctionnel abstrait, couvrant une large classe de systèmes dilatants en
dimension 1 et supérieure, permettant de démontrer de nombreux théorèmes limites annea-
led. Nous donnons aussi une condition nécessaire et suffisante pour que la version quenched
du théorème de la limite centrale soit valide en dimension 1. Dans le chapitre deux, après
avoir introduit la notion de système non-autonome, nous étudions un système composé d’ap-
plications en dimension 1 ayant un point fixe neutre commun, et nous montrons que celui-ci
admet une vitesse de perte de mémoire polynomiale. Le chapitre trois est consacré aux in-
égalités de concentration. Nous établissons de telles inégalités pour des systèmes dynamiques
aléatoires et non-autonomes, et nous étudions diverses applications. Dans le chapitre quatre,
nous nous intéressons aux lemmes dynamiques de Borel-Cantelli pour l’induction de Rauzy-
Veech-Zorich, et présentons quelques résultats liés aux statistiques de récurrence pour cette
application.
Rates of mixing and limit theorems for random and non-autonomous dynamical
systems
Abstract
In this thesis, we study statistical properties of random and non-autonomous dynamical sys-
tems. In the first chapter, devoted to random systems, we establish an abstract functional
framework, including a large class of expanding systems in dimension 1 and higher, under
which we can prove annealed limit theorems. We also give a necessary and sufficient condi-
tion for the quenched central limit theorem to hold in dimension 1. In chapter 2, after an
introduction to the notion of non-autonomous system, we study an example consisting of a
family of maps of the unit interval with a common neutral fixed point, and we show that this
system admits a polynomial loss of memory. The chapter 3 is devoted to concentration in-
equalities. We establish such inequalities for random and non-autonomous dynamical systems
in dimension 1, and we study some of their applications. In chapter 4, we study dynamical
Borel-Cantelli lemmas for the Rauzy-Veech-Zorich induction, and we present some results
concerning statistics of recurrence for this map.
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