The purpose of this paper is to delineate why there exists a trade-off between biomechanical realism and algorithmic efficiency for human motion simulation models, and to illustrate how empirical human movement data and findings can be integrated with novel modeling techniques to overcome such a realism-efficiency tradeoff. We first review three major classes of biomechanical models for human motion simulation. The review of these models is woven together by a common fundamental problem of redundancy-kinematic and/or muscle redundancy. We describe how this problem is resolved in each class of models, and unveil how the trade-off arises, that is, how the computational demand associated with solving the problem is amplified as a model evolves from small scale to large scale, or from less realism to more realism. Several examples are then presented to illustrate how empirical motion data can be utilized for variable reduction and control simplification that help overcome the realism-efficiency trade-off. Examples are given for various levels of movement modeling, including joint motion activation information for minimizing the necessary degrees of freedom, joint motion coordination information for reducing kinematic model variables, and parameterization of inverse dynamics solutions for simplifying forward dynamics simulations. We conclude by remarking on future directions for the development of realistic, computationally efficient human motion simulation models.
INTRODUCTION
Digital human motion simulation is central to the computerization of a wide variety of design, analysis, synthesis, and treatment processes. In computer-aided design of human-machine systems such as a drivervehicle system or a manufacturing workstation, the capability to simulate and visualize human-machine interactions, which largely are manifested as human movements, is much desired. Such capability, when available to system designers, human factors engineers or ergonomics analysts, leads to not only shortened concept-to-production time but also reduced cost, since the need for physically constructing costly mock-ups and testing human subjects is curtailed or sometimes eliminated [5, 47] . In clinical settings, normative human motion data, visualized through graphical simulation, can also be a valuable asset to computer-assisted diagnosis, surgery planning, and rehabilitation; for instance, they provide base-line references, in a vivified and easily comprehensible form, to aid in the assessment of impairment-induced motion aberration or rehabilitation progress.
Additionally, digital humanoids have increasingly been populated in computer-synthesized virtual environments [20] , telecommunication [27] , and entertainment products, all of which involve animated motions of the human surrogates.
At the very core of human motion simulation is a model-a biomechanical structure along with the computational algorithms that drive the structure. Two model attributes are essential, particularly when the model is intended for engineering or clinical applications. First, the biomechanical construct should possess a sufficient level of sophistication to realistically represent the human body (or a portion thereof). Second, the computational algorithms should be time-efficient. Arguments for the necessity of these two model attributes or qualities have been repeatedly presented in the literature, with emphasis on different aspects depending on the intent or context [5, 11, 23, 38, 40] .
The quest of a model with biomechanical realism and algorithmic efficiency-has however been hindered by the empirical, analytical, as well as computational complexity incurred.
For instance, many previous models remained two-dimensional (2D) and/or static, and incorporated only a limited number of body segments and degrees of freedom (DOF), thus compromising the realism. Biomechanical analysis of a 3D system is not simply half again as difficult as that of 2D but an order of magnitude more challenging [1] .
The complexity associated with experimental studies as well as data management is amplified considerably by the extension of movement duration [45] . As a model evolves from small to large scale, the computational demand may increase exponentially with the scale (e.g., number of body segments included), easily to the extent of being prohibitive [18, 40] . While it is foreseeable that the fast advancing motion capture and analysis technology will continue to alleviate the complexities of empirically measuring and investigating human movements, a more fundamental and enduring challenge still persists in the modeling and computational aspects. There exists an inherent trade-off between the biomechanical realism and computational efficiency. A review of the state of the art as follows will unravel how such a trade-off arises from various human motion models.
A REVIEW OF HUMAN MOTION SIMULATION MODELS
Human motion modeling and simulation receives investigative attention from a number of fields, most notably from biomechanics/ergonomics and computer science [5] . In fact, the advancement in this domain has benefited greatly from the cross-fertilization between the latter two fields. This review, accordingly, will not distinguish the field in which a model was developed, but rather will use a typology according to model characteristics. In that respect, existing human posture (as a special representation of motion) or motion models can be generally classified into: (1) static or sequentialstatic posture models, (2) dynamic motion models incorporating musculoskeletal mechanics, and (3) dynamic motion models without musculature. Prior to the discussions of these three classes of models, it is necessary to describe the problem of redundancy-a fundamental problem that is inevitable in almost all modeling endeavors.
Redundancy is what gives rise to problem in human motion modeling and simulation. The most direct redundancy problem encountered in mathematically modeling multi-segment configuration, in a static posture or a dynamic movement, is known as kinematic redundancy [16] . It occurs when the number of degrees of freedom (DOF) exceeds what is necessary to perform a task while satisfying certain constraints. In modeling goal-directed reaching movements, for example, the kinematic redundancy problem (sometimes called inverse kinematics problem with redundancy) can be stated as: Given an instantaneous location of hand, how can a unique configuration of various body segments be determined from an infinite number of possibilities? When muscular components are included in the modeling of human movements, the kinematic redundancy becomes intertwined with another redundancy problem: the muscle redundancy, meaning the number of muscles exceeds the number of degrees of freedom to be activated. The general redundancy problem of "which muscles are used and in what pattern" [7] poses one of the most puzzling questions associated with movement generation and coordination. Although it is widely appreciated that there is an underlying strategy adopted by human beings for resolving the redundancy problem, our understanding of this intrinsic strategy has progressed slowly [17] , with little consensus on what it is [48] . To date, most human movement or posture models have employed optimization-based approaches in which various objective functions (often referred to as performance criteria or cost functions) are formulated to mathematically represent a presumed optimal strategy. Naturally, whether a model is static or dynamic is largely determined by how the optimization problem is formulated and solved.
STATIC OR SEQUENTIAL-STATIC POSTURE MODELS
The earliest documented human simulation model "BOEMAN" was a 3D static model developed for cockpit design by Boeing Company in a Joint Army-Navy Aircraft Instrument Research (JANAIR) project [34] . This model incorporated a large-scale linkage system representing the human torso, neck, and upper extremity. The model was static in that the kinematic redundancy was treated as a discrete posture selection problem and formulated using static optimization with an objective function of minimizing the deviation from a "neutral" reference posture. Given a trajectory of the distal end of the leading segment (the hand), the model could generate a sequence of individually solved static postures to emulate a motion. Similar approaches were adopted in later efforts of modeling manual material handling postures, wherein various objective functions including minimum joint loading, discomfort, and energy expenditure were proposed and evaluated [14, 31] . Quasi-static models employing optimization routines that minimize muscle stress have also been proposed, mostly however for estimating muscle forces during locomotion rather than for simulating motions [13, 21, 35] . Some optimization-based inverse kinematics algorithms (not models per se) for positioning human figures in computer animation [39, 50] could also loosely fall into this class. Aside from the issue of which objective function is the most "truthful" representation, there are two inherent limitations with the use of static models for motion simulation. First, it is computationally highly intensive: determination of each single static posture corresponds to a possibly very sizable, often non-linear optimization problem which has to be resolved repeatedly as many times as the number of frames composed in a simulated motion. Second, certain critical characteristics (e.g., smooth velocity and acceleration profiles), possessed by a real skilled human motion, are usually absent in a sequential-static composition.
DYNAMIC MOTION MODELS INCORPORATING MUSCLE MECHANICS
The quasi-static models based on minimization of muscle stress evolved towards dynamic models, with the intent to attain more insights into the neuromotor control strategies [38, 44] . Models incorporating musculoskeletal mechanics coupled with dynamic optimization have been created to simulate human walking [29, 42] , jumping [22, 28] , and arm motions [41] . In this class of models, dynamics equations are established to represent the causal relationship between muscle action and motion generation; dynamic optimization typically with a minimum muscle-stress objective function is utilized to solve a muscle redundancy problem per se, and bodily motions are delivered through musculotendon and musculoskeletal dynamics. While these dynamic models seem to be able to generate more plausible synthetic motions, so far they have been restricted to small-scale biomechanical systems with relatively few degrees of freedom. This is primarily attributable to two facts.
First, within a musculoskeletal system, number of muscles is usually much greater than the number of DOF. For instance, there were 30 muscles but only 5 DOF in the model developed by Yamaguchi et al. [41] . In other words, inclusion of the muscles comes with a tremendous "overhead" computational cost.
Second, dynamic optimization, particularly dynamic programming, suffers from the "curse of dimensionality" [6] -the computational complexity increasing exponentially with the number of variables (muscles and degrees of freedom) incorporated.
DYNAMIC MOTION MODELS WITHOUT MUSCULATURE
When neuromuscular control insight is not of particular interest, it seems sensible to exclude the musculature considering the computational expense it would otherwise incur. This is the rationale behind another class of models sought to render dynamic motion simulation without involving the muscular component. There are several possible approaches to achieving such models. One approach relies on heuristics or estimates of net joint torques to simplify forward dynamics, effectively avoiding the redundancy problem [9] . Since the validity of such heuristics or estimates has not been empirically confirmed in the biomechanics literature, the realism of human motion animation thus rendered remains questionable. Enhancement can be made by combining such forward dynamic simulation with actual motion data [51] , which nonetheless would still require some heuristics but to a much less extent. Besides biomechanical or behavioral validity, the potential of this approach growing into a generalized model is also a serious concern-it is challenged by the fact that caseby-case "fine-tuning" of the heuristics or estimates is often times a necessity.
Another approach is to use statistical or curve-fitting techniques to directly model measured movement profiles. Such a straightforward idea started to flourish only recently because the ability to acquire, manage, and process large and dense volumes of 3D human motion data has just begun to mature. For instance, Ayoub and associates have been developing and refining movement prediction methods blending curve-fitting and optimization [3, 4, 24] . While the methods appear to be general or readily expandable, the model validation and applicability have so far been restricted to 2D lifting movements, due mainly to a lack of databases of more complex movements. Recently, a statistical model was developed using a new functional regression method and a database containing over 3000 seated reaching movements in 3D performed by demographically diversified subjects [11, 12, 15] . The model was able to explain about 80% of the variability exhibited by the thousands of joint angle profiles, though its robustness and predictive power have yet to be fully demonstrated. In general, models that are solely statistical in nature have bounded predictive power, especially when extrapolated to novel, untested situations.
APPROACHES TO OVERCOMING THE TRADE-OFF
As the preceding review may suggest, the problem of overcoming the trade-off between the physical realism and computational efficiency would come down to the following questions: (1) What is the minimum number of modeling variables (i.e., the most simplified way) to represent and motorize the biomechanical system in a realistic fashion? (2) Is this minimum number computationally tractable? (3) Can the resulting model be generalizable? The first and third questions must be addressed by the modelers, and will be the primary concern as we describe several attempts to overcome the trade-off. Variables are recruited and manipulated in modeling human movements at several different levels-geometric, kinematic, kinetic, and neural. The following description will focus on the importance of choosing, creating, or condensing these variables.
MINIMIZATION OF DEGREES OF FREEDOM (DOF) IN LINKAGE STRUCTURE CONSTRUCTION
The first step in human movement modeling is to construct a biomechanical linkage structure, typically a collection of rigid segments interconnected at various body joints, to represent the human body [2, 37] . In doing that, the needed number of segments or degrees of freedom (DOF) must be determined. Given the availability of a robust empirical database for modeling, this step can be carried out more methodically than conventionally done, to ensure a parsimonious (minimally sufficient) number of segments or DOF at the very first "line of defense". excluding those of the head and neck are thus represented in this linkage system. Note that, while the relatively immobile upper torso (thoracic spine region) is modeled as a single segment, the flexible lumbar spine is modeled as a five-segment chain. This whole-body representation needs to be adapted for modeling movements that do not require the participation of every single body segment nor every DOF possessed by a segment. The adaptation, however, is not done in the traditional way-that is, by simply excluding the segments seemingly uninvolved [2] . Rather, as illustrated in Figure 1 , it is achieved by rigorously examining and then synthesizing the activation patterns containing the binary "on/off" information for all degrees of freedom (measured by joint angles) during various movements of interest. Figure 2 presents an example of activation pattern map for seven angles of the right arm and torso during simple seated reaching movements performed by six subjects.
This was obtained by mathematically characterizing the angle profiles based on a parameterized curve-fitting procedure and two activation criteria: (1) maximum angular displacement of a joint motion should be greater than 5º, and (2) the coefficient of determination (R 2 ) for the curve fitting should be greater than 0.9 [46] . Based on measured data for a particular type of movement (e.g., reaching, lifting, or walking), the adaptation process determines the active DOF and the minimum segment set that comprises these DOF and yet forms a connected linkage structure (Fig. 1b, c, & d) . It may in effect collapse a 3D structure into 2D if no joint motion outside the sagittal plane is deemed significant (Fig. 1d) . Note different simpler linkage structures for various types of movement have a common chain-like open-loop structure though with different leading and base segments (some movements may require more than one chain-like representations). The leading segment is defined here as the segment that directs the movement, and the base segment as the one immobilized with respect to a general reference frame. For the three linkages in Figure  1 (b, c, & d), the leading segments are, respectively, the right hand, the swing foot, and the hand; the base segments are the pelvis, the stance foot, and the foot. This common chain-like structure is important as it facilitates generalizing computational modules across different types of movements.
Several advantages are offered by such an empirically based strategic adaptation, as compared to the traditional portioning approach. First, it eliminates the possibility of discarding subtle, elusive but perhaps important joint motions. Second, as it operates at the joint angle level as opposed to the segment level, it can, within a reduced set of segments, further reduce the number of joint angles (or equivalent generalized coordinates)-the actual variables dealt with in subsequent modeling work-and ultimately the computational complexity. For instance, as Figure 2 shows, two joint angles are consistently inactive in upward reaching motions and therefore could be neglected in the modeling. Third, without more in-depth modeling, the analysis and synthesis of activation patterns alone may yield useful insights regarding motor control and movement coordination. Questions such as, whether the torso participates in a reaching motion towards a target that is within but close to the limit of arm reach, and how probable one particular joint is involved in a certain type of motion, may be addressed.
VARIABLE REDUCTION IN KINEMATIC MODELING
Models employing heuristics and statistical means, as reviewed in Section 2.3, promise computational simplicity in the production of motion simulation-once heuristic estimates or regression coefficients are known, movement profiles are rendered in an efficient and straightforward manner. This is made possible by using the output variables (i.e., motion profiles) or ones close to output (i.e., torque) in a neural-musculo-skeletal system being modeled, but nevertheless at the expense of generalizability and fundamental insight. Statistical or curve-fitting models must cope with perhaps the greatest variability possible contributed by factors such as anthropometry, gender, age, range of motion, to name a few. Prediction of heuristic variables or estimates that are moment-or torque-like would appear to be quite ambitious. Thus, the notion of identifying more coherent and predictable variables at a more rudimentary level would seem appealing. Such revelation has stimulated a new optimization-based differential inverse kinematics (ODIK) approach [48] as an attempt to overcome the trade-off discussed earlier.
Based on a particular linkage representation (say, with M degrees of freedom and N segments), the ODIK approach first establishes a linear mapping in the velocity domain:Ṗ
where Ṗ and Θ are vectors that represent, respectively, the leading segment (e.g., hand, or foot) velocity and joint angular changes; J is the Jacobian matrix, 2×M for 2D cases, or 3×M for 3D. Given a leading segment trajectory, the joint angular change is then derived conveniently aṡ#
where # symbolizes the pseudoinverse [36] ; W is a symmetric, positive definite M×M weighting matrix that can be expressed as
where
respectively. The weights (or weighting parameters) w i collectively characterize how instantaneous effort is allocated among joint angles-a relatively smaller value of the weight signifies more participation of the corresponding angle whereas a greater value would tend to "penalize" any change in the angle. In fact, as Equation (3) indicates, given a leading segment trajectory and an initial posture, the weighting parameters in W completely determine the time-varying joint angles.
Conversely, when derived empirically from measured movements, these parameters can be considered as behavior-based parameters or motion apportionment strategy descriptors. The derivation is done through an optimization procedure that minimizes the difference between the measured and the model-reproduced movements.
Therefore, the ODIK approach, though optimizationbased, possesses a property in common with the heuristic or statistical approaches: once a set of "tunable" parameters is specified, movement profiles are delivered via simple and time-efficient integration. The process of deriving the parameters from measured movement is where variable reduction or simplification can occur. The proposed method affords the flexibility of formulating various hypotheses about and constraints to the W, to simplify the modeling process and then, if necessary, to progressively relax the constraints. One such simplifying constraint is that the weighting parameters remain timeinvariant (i.e., not a function of time). This would substantially reduce the number of variables and the scale of the optimization problem. Another simplification would be to hypothesize that motions of a single segment are distributed in some equitable manner amongst all of its degrees of freedom (e.g., torso flexion and lateral bending occur in concert). In other words, it represents an inter-joint motion apportionment strategy. This latter simplification would reduce the number of parameters from M to N.
The viability of the ODIK approach, along with a W configuration representing a time-constraint inter-joint apportionment strategy, was demonstrated by Zhang et al. [48] . The empirical test, based on a four-segment 7-DOF linkage model of both relatively simple and more complex in-vehicle seated reaches, showed that the approach was able to closely reproduce measured movements, and the weighting parameters exhibited some interpretable and predictable pattern [47, 48] . The same approach has also been successfully applied to derive a two-parameter index that can capture the movement strategy during sagittal-plane lifting tasks [49] .
CONTROL SIMPLIFICATION IN DYNAMIC SIMULATION
The idea of seeking a condensed set of variables at a more rudimentary level and thus achieving computational simplicity may also be applicable to dynamic simulation of human movement. Dynamic simulation methods for human figure animation developed by computer scientists [9, 51] have started exploring this idea, although the heuristic variables employed in these methods are not directly linked to any neuromuscular interpretations and seem to have very limited predictability. More recently, a stiffness control approach for forward dynamic simulation of human walking was proposed by Granata [19] . This approach utilized joint rotational stiffness as the control variable, and was able to achieve open-loop (thus time-efficient) forward dynamic simulation of 2D human walking, with improved realism and robustness to kinematic perturbation. The generality of this approach, however, has yet to be tested. These preceding approaches, in many ways, inspired a parameterized inverse-dynamics-driven forward dynamics simulation approach being proposed here. We argue that, when a robust empirical database is available, forward dynamic simulation can be developed to not only gain insights into the causal relationship between the kinetics and kinematics but also predict movements in a time-efficient manner.
The equation of motion in dynamic simulation takes the generic form as:˙(
where M is the body segment mass matrix; T is the matrix representing the torques at the joints; V is the matrix of Coriolis and centripetal terms; G is the matrix for the gravity-dependent terms including the external weight loads; Θ , Θ , and ˙Θ are vectors representing the joint angular displacement, velocity, and acceleration, respectively. Body segment mass and other massrelated property data are available in the literature [10, 37] .
In this proposed approach, the forward dynamics simulation is driven by inverse dynamics solutions [33] . That is, the joint moments as functions of time-varying joint angles are first calculated using inverse dynamics based on measured kinematics data and external forces (gravitational effects only). Initial values of the joint or segment angles may also be obtained from the measured initial postures. In theory, the above equation of motion (Equation (4)) with calculated torque profiles and measured initial conditions as input should generate exactly the same motions as the measured or observed ones. This is, however, never the case in reality. Several possible sources of error may contribute to considerable discrepancies between the calculated and measured motions [33, 37, 43] . The proposed dynamic simulation overcomes this limitation by parameterization of the torque-joint angle profiles as polynomial responses. The parameters are then determined based on an optimization procedure that minimizes the discrepancy between the kinematics resulting from forward dynamics simulation and the measured kinematics. In other words, the parameterization will rectify the discrepancy created by all possible sources of error. Time-varying torque profiles calculated as inverse solutions for all degrees of freedom incorporated in a model are expressed as functions of corresponding joint angles and used as the basis in the optimization procedure. The parameterization may start with a simple scheme; for instance, one scheme could be to first fit polynomial curves to the basis function and then use one parameter to essentially re-scale the polynomial curves. Less constrained, more elaborate parameterization schemes that can presumably lead to a closer match between the simulation and measurement may also be incorporated. Conventional gradient-based non-linear optimization methods may be employed to solve the optimization problem of determining the parameters. Heuristic alternative such as simulated annealing can also be employed to obtain good estimates of the parameters. Figure 3 presents a logic diagram illustrating the framework of the proposed forward dynamics simulation and the interrelationship of its various components. This parameterized inverse-solution-driven forward dynamic simulation has two unique properties that the previous attempts did not process both. First, the outcome parameters characterize the torque profiles and are likely to exhibit coherent and predictable patterns. Second, as in heuristic or statistical approaches, once the parameters are known, the simulated movement profiles are delivered very efficiently. 
CONCLUSION
Digital human motion modelers are working towards two somewhat conflicting goals: (1) to increase the realism of the synthetic humans; (2) to develop real-time human motion simulation. Fulfillment of these two goals simultaneously has been hampered by the inherent trade-off between biomechanical sophistication and computational efficiency. Encouragingly, past empirical investigations have yielded a tremendous volume of human movement data along with relevant observations and findings. These data, observations, and findings can not only serve as the empirical basis for, but also, when properly interpreted and synthesized, help simplify the modeling process. In addition, contemporary measurement systems enable more accurate capturing of more complex human motions with more details [32] . Novel methods for mathematically characterizing and analyzing human motion profiles facilitate identification of subtle, elusive but important effects [8, 45, 46] . New modeling approaches allow movements to be examined at more rudimentary "strategy" levels [19, 26, 30, 48] . These advances and the accumulated wealth of data and knowledge can be explored to a fuller extent in developing human motion simulation models with both biomechnical realism and algorithmic efficiency.
In particular, the idea of identifying a condensed set of "strategy" variables to control complex models efficiently looks highly promising. It resonates with Bernstein's motor control theory that our nervous system effectively eliminates redundancy by grouping multiple variables into functional units controlled by a simple command [7] . After all, we are able to produce even the most complex motions with grace and efficiency. Why shouldn't the models?
