This paper consists of three interconnected parts. Parts I, III study the relationship between the cohomology of a reductive group G and that of a Levi subgroup H . For example, we provide a sufficient condition, arising from Kazhdan-Lusztig theory, for a natural map Ext
Introduction
Let H be a Levi subgroup of a reductive algebraic group G over an algebraically closed field k of positive characteristic p. This paper has its origins in the authors' attempts to understand the relationship between the cohomology of H and that of G. Usually, we compare Ext •
G (M, N ) to Ext • H (M H , N H ), where M, N are rational G-modules and M H , N H
are rational H -modules obtained from M, N by a natural "truncation" functor π Ω . Examples include the cases when M, N are standard modules, costandard modules, or irreducible modules. Early work by E. Cline [2] and S. Donkin [9] on this problem motivated our discovery [8] (with E. Cline) of an explicit category equivalence between some highest weight categories associated to the categories of rational modules for G and H .
Part I reviews this category equivalence, providing several examples not explicitly considered in [8] . For example, when H decomposes into a direct product of reductive subgroups, the groups Ext • H (M H , N H ) can be further analyzed by an evident application of the Künneth theorem. In type A, these results can be stated in an elegant way, using the combinatorics of partitions. In this case, our formulation was inspired by the corresponding degree 0 decomposition given by Lyle-Mathas in a preprint [23] . (More recently, A. Mathas has made a revised version of [23] available to us, in which they also obtain, by different methods, the Künneth decomposition for q-Schur algebras.) However, our methods [8] apply for reductive groups (or quantum groups) in all types.
Let G be a reductive group with p h (the Coxeter number). Part II considers finite ideals Γ (= saturated sets) of dominant weights for which the Lusztig character formula (LCF) holds for the irreducible G-modules L(λ), λ ∈ Γ reg (= the regular weights in Γ ). When Γ is the Jantzen region, the validity of the LCF on Γ reg amounts to the famous Lusztig conjecture. But there may well exist (smaller or larger) ideals Γ in which the LCF holds, and, in any case, its validity (or failure) has important homological consequences. The main result of Section 4, Theorem 4.2, provides a new criterion for the validity of the LCF. Section 5 specializes to G = SL n (k), restating this result in terms of an explicit condition involving the modular representation theory of symmetric groups and modules defined from characteristic 0 theory. As recast in Theorem 5.3, the condition boils down to one which looks tantalizingly close to the theory of almost split sequences. Collectively, Part II makes a (non-trivial) contribution to the numerous results equivalent to the validity of the LCF; see, for example, [4, 6] , and, more recently, [20, Appendix C] which collects together many such results. In case G = SL n (k), further contributions have been made to the problem of relating the irreducible modules for SL n (k) and those for symmetric groups by Erdmann [15] and the authors [24, Section 7] .
Part I only applies to Ext-groups when one of the modules involved is a standard or costandard module. Part III completes the picture by examining the case when both modules are irreducible. One result in this direction, for Schur algebras, has already been obtained by Hemmer [17] , who proves the injectivity of Ext 1 
G (L( ), L( )) → Ext 1 H (L H ( ), L H ( )) when the dominant weights ,
lie in the same coset of the root lattice ZΦ H of H . His result is stated in the type A formalism of row removal in Young diagrams. In Section 6, Theorem 6.1 establishes Hemmer's result for all types. Hemmer has asked whether his injective map is an isomorphism. Section 7 provides several (related) examples showing this question sometimes has a negative answer. Because the examples involve weights at which the LCF fails, they suggest a connection between Hemmer's question and the validity of the LCF. Indeed, there is a precise sense in which the LCF implies a positive answer to Hemmer's question. If the LCF holds for all γ ∈ Γ reg , then, for any two , ∈ Γ reg with − ∈ ZΦ H , we have Ext 1
G (L( ), L( ))
∼ − → Ext 1 H (L H ( ), L H ( )) if − ∈ ZΦ H . Also, Ext n G (
L( ), L( )) → Ext n H (L( ), L H ( ))
is surjective in all degrees. These results follow using properties of the homological dual A ! of quasi-hereditary algebras A proved in [5] . An alternate proof is briefly sketched in Remarks 8.9(b), from the derived category view point introduced in [4] .
In lecture presentations of this work some use was made, in checking early versions of the Section 7 examples, of the theory of quantum groups. That use has now been eliminated, making these examples quite elementary. However, our investigation does lead (in joint work with E. Cline) to new connections of algebraic and quantum groups, with the starting point briefly discussed in Remarks 8.9(b).
PART I: A category equivalence and applications
We recall a category equivalence involving Levi subgroups and provide several applications. The results of this part are used in Part III, which in turn completes them.
The equivalence
Let G be a connected, reductive group over an algebraically closed field k of characteristic p with simply connected derived group. Let B ⊇ T be a Borel subgroup and maximal torus of G. Let X = X(T ) be the character group and X ∨ = Hom(G m , T ) the cocharacter group of T , with pairing , : X × X ∨ → Z ∼ = End(G m ). Elements of X are often called weights on T . Let Φ ⊂ X be the root system of T in G, and Φ + (respectively, Π ) the set of positive (respectively, simple) roots determined by B. If α ∈ Φ, let α ∨ ∈ X ∨ be the associated coroot. Now let P ⊇ B be a parabolic subgroup with Levi subgroup H ⊇ T . Let Φ H denote the root system of T in H , while Φ
Let X + ⊂ X (respectively, X (H )+ ⊂ X) be the set of dominant (respectively, H -dominant) weights on T , i.e., λ ∈ X + (respectively, λ ∈ X (H )+ ) provided that λ, α ∨ ∈ Z + for all α ∈ Π (respectively, α ∈ Π H ). Define poset structures and H on X by putting λ μ (respectively, Lemma 6] , X + is an ideal in the poset (X (H )+ , H ), i.e., if μ H λ with μ ∈ X (H )+ and λ ∈ X + , then μ ∈ X + .
Let C G (respectively, C H ) be the category of finite-dimensional rational G-modules (respectively, H -modules). For λ ∈ X + , let L(λ), Δ(λ), and ∇(λ) be the (rational) irreducible, standard, and costandard G-modules, respectively, of highest weight λ. Thus, Δ(λ), ∇(λ) have characters ch Δ(λ) = ch ∇(λ) given by Weyl's character formula. Similarly, if σ ∈ X (H )+ , then L H (σ ), Δ H (σ ), ∇ H (σ ) are the analogous objects in the category of rational H -modules.
For a finite ideal Γ + in (X + , ), let C G [Γ + ] be the full subcategory of C consisting of modules with composition factors L(γ ), γ ∈ Γ + . It is a highest weight category (HWC) with
Fix ω ∈ X, and put
Let F be a finite, non-empty subset of Ω + . Let Γ + F denote the (finite) ideal in (X + , ) generated by F , and put Ω
For M ∈ C G and τ ∈ X, let M τ be the τ -weight space in M. Form the truncation functor
F , π Ω maps these objects to 0.) We have: Theorem 1.1. [8, Theorem 8] The functor π Ω factors through the quotient morphism j * :
This means that, given ω ∈ Ω
For the first and last isomorphisms, see [3, Theorem 3.9] . Theorem 1.1 implies the second isomorphism, since j * Δ(ω) is the standard object in C G (Ω + F ). For the third isomorphism, see [8, Lemma 6] . Similarly,
In particular, in both (1.1.2) and (1.
(1.1.4)
Some elementary applications
As noted in [8, Section 6] , because Theorem 1.1 is largely formal, evident variations hold in other contexts (quantum groups, q-Schur algebras, etc.). We present several examples involving q-Schur algebras and one example involving symplectic groups. In these cases, the combinatorics of dominant weights can be elegantly recast in terms of partitions.
If λ = (λ 1 , . . . , λ n ) is a partition of r, write λ r; let Λ + (r) be the set of partitions of r, and Λ + (n, r) the set of partitions with at most n non-zero parts. If λ r, write |λ| = r. The set Λ + (r) is regarded as a poset, using the dominance ordering P:
Let E be a real Euclidean space with orthonormal basis 1 , . . . , n . The root system Φ of type A n−1 can be identified as the subset of E consisting of vectors i − j , 1 i = j n. (More precisely, we working with the root system for GL n (k), rather than SL n (k)-i.e., we do not require the roots to span the ambient Euclidean space.) Thus, Π = {α 1 , . . . , α n−1 }, putting α i = i − i+1 , 1 i < n. We identify the Z-lattice generated by 1 , . . . , n with the character group X = X(T ) (written additively) of the n-dimensional torus T = G ×n m , setting i : T → G m to be the projection onto the ith factor. The "fundamental dominant weights" are defined by putting i = 1 + · · · + i , i = 1, . . . , n − 1. Using the Z-basis 1 , . . . , n for X, X identifies with the abelian group of sequences (λ 1 , . . . , λ n ) of integers, and so X + identifies with the set of (λ 1 , . . . , λ n ) satisfying λ 1 · · · λ n . In this way,
When λ, μ ∈ Λ + (n, r) satisfy the equivalent conditions in the above lemma, we say that λ and μ have a d-compatible bipartition decomposition. Theorem 1.1 easily yields expressions for various Ext-groups of type GL n (k) or its quantum analogue GL q,n (k), where q ∈ k is a primitive th root of unity. In the quantum case, these results can be easily recast in terms of q-Schur algebras. We give several examples in this latter context, referring to [8] for an explanation of the standard notation. In this case, the above result has a simple interpretation, which has been treated in [8, Sections 4, 6] . Thus, let λ, μ ∈ Λ + (n, r) satisfy λ 1 = μ 1 , r ) , where r = r − λ 1 . For (M, N ) as before, we obtain easily from Example 2.2 that 
Example 2.2 (A bipartition decomposition of cohomology). Choose
d satisfying 1 d < n. Suppose that λ, μ ∈ Λ + (n, r) have a d-compatible bipartition decomposition. For any choice of (M, N ) in {(Δ, L), (L, ∇), (Δ, Δ), (∇, ∇)},Ext • S q (n,r) M(λ), N(λ) ∼ = Ext • S q (d,r ) M λ [d] , N μ [d] ⊗ Ext • S q (n−d,r ) M λ\λ [d] , N μ\μ [d] ,• S q (a,b) (M(λ), N (λ)) ∼ = Ext • S q (b,b) (M(λ), N(λ)) for λ, μ ∈ Λ + (a, b).. Put λ = (λ 2 , . . . , λ n ), μ = (μ 2 , . . . , μ n ) ∈ Λ + (n − 1Ext • S q (n,r) M(λ), N(λ) ∼ = Ext • S q (n−1,r ) M(λ), N(μ) .
gives a Künneth factorization of Ext
To see this, let Y ∈ S q (r, r)-mod be a complete tilting module, and put E q (r, r) = End S q (r,r) (Y ). We identify the equivalent categories E q (r, r)-mod and S q (r, r)-mod. Also, the functor 
(Δ(μ ), Y ) ∼ = Δ(μ). More generally, T defines an equivalence from the exact subcategory of S q (r, r)-modules with a Δ-filtration to the similar category for E q (r, r)-mod.
As noted in the introduction, Examples 2.2 and 2.5 were inspired by an early version of [23] in cohomological degree 0. Our methods are quite different. In Example 2.3, the isomorphism
is essentially proved in [10, Formula (17), p. 91], without the explicit interpretation in terms of the decomposition as a tensor product.
Our last example shows how the above method extends to algebraic groups of type C n . (Though we do not wish to set up the notation, the same result would hold for quantum groups of type C at a root of unity; we leave the details to the reader.) 
Then, by analogy with Lemma 2.1, given λ, μ ∈ Λ + (n, •), we verify that λ = d μ if and only if
where
PART II: Character formulas
We study various conditions equivalent to the validity of the Lusztig character formula. Let G be a simple and simply connected algebraic group over k. (The extension to reductive groups is formal.)
The Lusztig character formula
Next, let W p = W X be the extended affine Weyl group. Thus, W p = W p N for a finite group N ∼ = X/ZΦ. We can take N to be the normalizer in W p of S p . The length function l on W p extends to l :
If λ ∈ X does not lie on any reflecting hyperplane H α,np , then λ is called regular. If Σ ⊂ E, let Σ reg be the set of all regular elements in Σ ∩ X. In particular, X reg = ∅ ⇔ p h, the Coxeter number of G. For the rest of this paper, we assume p h unless otherwise explicitly stated.
Let C − (respectively, C + ) be the unique alcove containing −2ρ (respectively, 0).
In this formula, P y,x is the Kazhdan-Lusztig polynomial associated to the pair (y, x) ∈ W p × W p -see, e.g., [18, Chapter 7] -P y,x is a polynomial in a variable q = t 2 and it is evaluated at t = −1. Using translation functors, we find that, for any index i with 1 i s, (3.0.1) implies (and is equivalent to)
In what follows, given any μ = x · σ i ∈ X + , we denote the right-hand side of (3.0.2) simply by ch(μ):
The Lusztig modular conjecture [22] states that the LCF holds for W p · 0 ∩ Γ Jan , where
is the Jantzen region. For groups G with a fixed root system Φ, the conjecture holds provided p is large enough, though, in general, no bound on p is known, cf. [20] , [26, Section 8] and references there. However, independently of the conjecture, ideals Γ for which the LCF holds for W p · 0 ∩ Γ occur naturally, as Proposition 4.1 below suggests. A simple (almost trivial) example would be to take
Assume that G is defined and split over F p and let F : G → G be the Frobenius morphism. Given a rational G-module V , V (1) denotes the "twist" of V through the Frobenius F . If d = ξ ∈X a ξ e ξ lies in the group algebra ZX of the character group of X, put d (1) = a ξ e pξ . Thus, ch V (1) = (ch V ) (1) .
The next result follows immediately from [21, Corollary (4.10)].
Lemma 3.1. Assume that p h and x
∈ W p . (a) Let λ = x · (−2ρ) = λ 0 + pλ 1 for λ 0 ∈ X + 1 and λ 1 ∈ X + . Then ch(λ) = ch(λ 0 )(ch Δ(λ 1 )) (1) . (b) Suppose x · (−2ρ) = pλ, λ ∈ X + ∩ ZΦ. Then (ch Δ(λ)) (1) = ch(pλ). (c) Let λ be
as in (a). Then the LCF formula holds for λ if and only if it holds for
λ 0 and Δ(λ 1 ) ∼ = L(λ 1 ). (d) If Δ(μ) = L(μ) for μ ∈ X + , then the LCF does not hold for λ := pμ.
Equivalent conditions
The faces of an alcove C are labeled by elements of S p : if C = C − , this is clear; otherwise, a face F is W p -conjugate to a unique face of C − , so assign to F the corresponding element s ∈ S p . For λ, μ ∈ X + reg and s ∈ S p , write μ = λs provided: (1) λ, μ lie in adjacent alcoves C, C separated by an s-face, and (2) λ is the reflection of μ through that s-face. In other words, λ = s β,np · μ, where the common s-face of C, C lies in the hyperplane H β,np . Then λ and λs are called adjacent.
provides a "path" of adjacent dominant weights from 0 to λ.
The following result is well known [4, Theorem 5.3] , [20, Appendix C] , at least when Γ = Γ Jan , but the argument easily extends to other ideals. 
whenever λ < λs.
Let λ ∈ X + reg and suppose that λ < λs ∈ X + for some s ∈ S p . By [20, II, Proposition
In simple terms, this means there is a non-split short exact sequence
of rational G-modules, and that, given any other non-split short exact sequence 0 → Δ(λs) → E → Δ(λ) → 0, it is "scalar equivalent" to (4.1.2) in the sense that there is a commutative diagram
in which 0 = α ∈ k. By the long exact sequence of Ext in the second term,
L(λs)). Then the long exact sequence of Ext in the first term implies that Ext 1 G (L(λ), L(λs)) = 0 if and only if the restriction
is a direct summand of P μ , and all other indecomposable summands P (ν) satisfy μ < ν ∈ Γ . 1 Explicitly, 1 Such projective modules P μ arise naturally in many contexts, where P (μ) itself may not be explicitly known. We allow summands P (ν) for ν / ∈ W p · 0, though they will be irrelevant, since then L(ν) and L(μ) lie in different blocks. We only use that the other summands P (ν) of P μ satisfy μ ν in this paper, though the natural examples have μ < ν, which we have assumed. That is, P (μ) is a summand of P μ with multiplicity one.
category of all finite-dimensional rational G-modules with composition factors of the form L(ν), ν ∈ Γ ∩ W p · 0. For γ ∈ Γ , let P μ,<γ be the largest quotient module of P μ with all composition factors L(ν), ν < γ . To some extent, P μ,<γ does not depend on Γ , in that P μ,<γ = P μ,<γ if Γ is replaced by an ideal Γ contained in Γ with γ ∈ Γ and P μ is taken to be (P μ ) Γ (see the proof below). Similarly, Γ could be replaced by a larger ideal Γ , taking P μ = (P μ ) Γ ; indeed, this is a typical way P μ might be obtained.
The module P μ,<γ has a Δ-filtration whose sections are standard modules Δ(τ ), τ < γ . Proof. We will prove that (4.2.1) 
in which the vertical maps are isomorphisms. Now suppose that P μ,<λs
Now assume that (4.1.1) holds. Then the canonical non-zero extension of Δ(λ) by L(λs) is zero on rad(Δ(λ)), so the map Ext 1 
is zero for each component P μ,<λs of P <λs . Thus, the map
is also zero. However, the long exact sequence of Ext shows that the map
is injective, since Hom G (N, L(λs)) for the kernel N of P <λs → rad(Δ(λ)). This proves that the validity of (4.2.1) for all possible μ, λ, λs as above, implies the validity of (4.1.1). P
If P is a projective object in C[Γ ], we can form P <γ for any weight γ as P <γ = P Γ with Γ = {ν ∈ Γ | ν < γ }. The above proof shows that The following result ties the above equivalence in with the even-odd vanishing equivalence (as a sufficient condition) for the validity of the LCF, see, e.g. [24, Section 7] . See also Section 8 below.
Proposition 4.4. Let Γ be a finite ideal in X + . Fix λ, λs ∈ Γ with s ∈ S p , such that λ < λs.

Suppose that condition (4.2.1) fails for some μ < λ. If μ < λ is chosen maximal for which this failure occurs, then Ext 1 G (Δ(μ), L(λ)) = 0 and Ext 1 G (Δ(μ), L(λs)) = 0. In particular, condition (4.2.1) holds if Ext 1 G (Δ(μ), L(γ ))
= 0 whenever γ ∈ Γ ∩ W p · 0 and μ, γ have lengths of the same parity with respect to some "length" function l :
Proof. If (4.2.1) fails for some μ, then the argument for Theorem 4.2 shows that the homomorphism ψ : Ext 1
G (Δ(λ), L(λs)) → Ext 1 G (rad(Δ(λ)), L(λs)) is not 0. Moreover, if E is a non-split extension 0 → L(λs) → E → Δ(λ) → 0, and if F is the largest submodule of E without L(λs) as a composition factor, then ψ factors through Ext 1 G (E , L(λs)), where F is the image of F in Δ(λ) and E = Δ(λ)/F . Also, (4.2.1) fails for μ if and only if L(μ)
is a composition factor of E = rad(Δ(λ))/F . Taking μ maximal among such weights, there are non-zero homomorphisms Δ(μ) → E and Δ(μ) → E * , where E * is the dual of E . (As well known, the category C G [Γ ] has a duality M → M * which fixes irreducible modules.) Pulling back to Δ(μ) the evident extensions of E (respectively, E * ) by L(λs) (respectively, L(λ)) gives the required non-split extensions of Δ(μ) by L(λs) (respectively, L(λ)). The final assertion follows since λ and λs have opposite parity, so one of these weights has the same parity as does μ. P
Type A
Now let G = SL n (k). For technical reasons, assume throughout this section that p > 3.
See the discussion below concerning (5.0.3). The plan of this section is to use Schur-Weyl duality to translate the results of the previous section into the language of symmetric groups.
For positive integers n, r, recall Λ + (n, r) is the set of all partitions of r of length at most n, regarded as a poset using the dominance ordering P. Associate to any partition with at most n non-zero parts a dominant weight in X + by means of the following local notational convention (i.e., it will be used only in this section!): Denote partitions by symbols λ, μ, etc. Thus, if λ ∈ Λ + (n, r), then λ = (λ 1 , λ 2 , . . . , λ n ) . Label the fundamental dominant weights 1 , . . . , n−1 for SL n (k) as in [1, p. 250] . We have a mapping Λ + (n, r) → X + which associates to λ ∈ Λ + (n, r) the dominant weight λ = n−1 i=1 a i i , where a i = λ i − λ i+1 . If a partition λ ∈ Λ + (n, r) corresponds to a dominant weight λ ∈ X + as above, then λ is regular (in the sense of Section 3) if and only if
(5.0.1) (This alcove geometry notion of regularity is different than the Young diagram notion of pregularity, which requires that no row be repeated p times.) For a fixed pair (n, r) of positive integers, let S(n, r) be the Schur algebra over k of bidegree (n, r). Our notation will largely be consistent with that in [8, Section 4] , where the reader can find more details on Schur algebras in the spirit of this paper. (Also, in the notation of Section 2 in Part I, S(n, r) = S q (n, r) for q = 1.) The category S(n, r)-mod identifies with the category of rational GL n (k)-modules which are polynomial of homogeneous degree r. The category S(n, r)-mod is a HWC with poset (Λ + (n, r), P). Now fix a finite ideal Γ ⊂ X + . Choose a sufficiently large r ≡ 0 mod n such that every weight in Γ ∩ W p · 0 corresponds (as described above) to a partition λ ∈ Λ + (n, r). Any S(n, r)-module M is naturally a GL n (k)-module and hence an SL n (k)-module, and C G [Γ ∩ W p · 0] is a full subcategory of the image of S(n, r)-mod → SL n (k)-mod under this identification functor, with standard, costandard, and irreducible modules going to standard, costandard, and irreducible modules, respectively. In addition, if M, N ∈ S(n, r)-mod, then
The first isomorphism is well known (see, e.g., [8, (6) ]); second one follows from an elementary Hochschild-Serre spectral sequence argument, using the normal subgroup G = SL n (k) of GL n (k). Let mod-kS r denote the category of all finite-dimensional modules for the symmetric group S r of degree r over k. We will make use of Schur-Weyl duality between S(n, r)-mod and mod-kS r . In particular, let S(n, r)-mod(Δ) be the full, exact subcategory of finite-dimensional S(n, r)-modules which have a Δ-filtration, i.e., a filtration with sections of the form Δ(λ), λ ∈ Λ + (n, r). Similarly, let mod-S r (S n,r ) be the full, exact subcategory of all finite-dimensional (right) kS r -modules which have a filtration with sections of the form S λ , λ ∈ Λ + (n, r), where S λ is the Specht module for kS r corresponding to the partition λ. By the blanket assumption that p > 3, [7, (3.8.3. 2)] together with [16, (3. The equivalence (5.0.3) takes the standard module Δ(λ) ∈ S(n, r)-mod to the Specht module S λ . Also, T λ corresponds to a projective module P λ := Hom kS r (T λ , V ⊗r ) which is a direct sum of the projective indecomposable module P (λ) (with multiplicity one), together with various P (τ ), for τ λ, letting Q denote the dominance order on Λ + (n, r). For more details, see [7, 12, 13] . From now on, we assume that p n = h. The following result follows from (5.0.3) and the uniqueness of the short exact sequence (4.1.2).
Lemma 5.1. Let Γ be a finite ideal in X + as above. Choose r ≡ 0 mod n so that every λ ∈ Γ ∩ W p · 0 corresponds to a partition λ ∈ Λ + (n, r). Suppose λ < λs both belong to Γ ∩ W p · 0 (where s ∈ S p ). Then, up to scalar equivalence, there is a unique non-split short exact sequence
Each weight ν ∈ Γ ∩ W p · 0 is represented by a partition ν ∈ Λ + (n, r). The weight 0 is represented 0 = (r/n, . . . , r/n). The partitions ν with ν ∈ Γ ∩ W p · 0 may be recursively defined as follows: Suppose this notation is understood for all small partitions with at most n parts. Then ν ∈ Γ ∩ W p · 0 if and only if there is a partition ω ν, with ω ∈ Γ ∩ W p · 0, such that, for some 0 i < j n and 0 < m, we have:
The above conditions are just a translation of conditions for ω to be related to ν by a certain kind of reflection. Notice that ν i − ν j + j − i < np < ω i − ω j + j − i for some integer n. If the pair i, j are unique with this property, and only m < p works in (a) above, then ω = νs (and conversely, if ω > ν).
Given μ ∈ Λ + (n, r), μ ∈ Γ Jan if and only if
As before, we will consider if the LCF holds for Γ ∩ W p · 0 for any ideal Γ in X + . There is a natural and unique submodule T μ,<γ of T μ , for any γ ∈ Λ + (r), which has a filtration by Specht modules S τ with τ γ , and with T μ /T μ,<γ filtered by S τ with τ not smaller that γ . The existence and uniqueness of T μ,<γ follow from (5.0.3) and the existence and uniqueness of the module P μ,<γ from Section 4 (which follows from well-known QHA theory 3 There is always a natural construction of T μ,<γ , obtained by reduction "mod p" from a similar module defined over a principal ideal domain Z of characteristic zero having a maximal ideal lying above (p). See [7, Theorem 5.2.1] for the existence of the relevant filtrations over Z, which uses no algebraic group theory. The uniqueness of the analogue of T μ,<γ over Z is easy. Indeed, over Z, T μ,<γ may be described as the intersection of the (Z-version) of T μ with an evident canonical module defined over the quotient field of Z. Thus, much of the equivalent condition for the LCF in Theorem 5.4 can be stated entirely on P . This opens some possibilities of a reduction, either inductively (to a subgroup S p × S r−p , say), or to a subgroup P in which a Sylow p-subgroup is normal.
(b) Using Corollary 4.3, one can give equivalent versions of Theorems 5.2, 5.3, and (a) above, in which T μ, λs is replaced by T <λs where T is any sum of Young modules of kS r having all Young modules Y μ , μ ∈ Γ , as direct summands (see [7] for notation), and T λs is defined analogously to T μ,λs . [19] . So, though we would have "determined" the decomposition numbers for Δ(λ) in terms of the representation theory of S r , it would not always be simply in terms of decomposition numbers in the latter theory. (In a different direction, all decomposition numbers |Δ(λ) : L(μ)| can be interpreted in terms of decomposition numbers of a larger symmetric group, cf. [15] .)
PART III: Levi subgroups and irreducible modules
Again, G is a simple, simply connected algebraic group over k. We begin by studying further the relationship between the cohomology of G and a Levi subgroup H , extending the results of Part I. These results involve ideals of (regular) weights where the LCF holds as discussed in Part II. The analysis leads to the homological considerations of the final section.
A theorem of Hemmer and a generalization
It is natural to ask for a version of (1.1.4) relating the groups Ext
). Theorem 6.1 below establishes an inequality for Ext 1 -groups which is in the spirit of (1.1.4).
In [17, Theorem 2.3] , Hemmer proves that if λ, μ ∈ Λ + (n, r) with λ 1 = μ 1 = m, there is an injection
whereλ is the partition of r − m obtained by removing λ 1 from λ, andμ is defined similarly. This result is then interpreted in terms of comparing the Ext-quiver of S(n, r) with that of S(n − 1, r − m). We can generalize Hemmer's theorem to other types:
Proof. We will argue that the required injection is induced by the truncation functor π Ω (1.0.1). τ < λ μ; so Hom G (Q(λ), L(μ)) = 0. A similar conclusion holds for the analogous exact se-
with exact rows. By (1.1.2) for M = L(μ) (or [8, Corollary 10] ), the right-hand vertical map is an isomorphism. Hence, the left-hand vertical map is an injection, as required. P
Examples
In general, the inclusion map Ext 1
given in Theorem 6.1 need not be an isomorphism. 4 Let G = SL 3 (k), with char k = p = 3. We list the dominant weights as in [1, p. 250] , and consider the configuration of weights in Fig. 1 .
The Lusztig conjecture is known to be true for G = SL 3 (k), i.e., the LCF holds for all λ ∈ Γ Jan (3.0.4), cf. [20] . In particular, by Lemma 3.1, it holds for d = 1 + 4 2 = ( 1 + 2 ) + 3 2 , since 1 + 2 is a restricted weight in W p · 0 and 2 ∈ C + . Similarly, it holds for c = 3 2 and b = 3 1 , and, of course, it holds for a = 1 + 2 and 0. Thus, the LCF holds for each dominant weight satisfying = w · 0 (some w ∈ W p ) and < f = 3 1 + 3 2 . On the other hand, Lemma 3.1 (for example) shows that the LCF fails for f = GL 3 (k). The weights a, . . . , f correspond to partitions of 9: a ↔ (4, 3, 2), b ↔ (5, 2, 2), c ↔ (4, 4, 1), d ↔ (5, 4, 0) , e ↔ λ := (6, 2, 1), and f ↔ μ := (6, 3, 0) . In the notation of Section 2, Example 1, Ext 1
Therefore, the map (6.0.1) is not an isomorphism in this case. Another, similar but interesting example, is provided by GL 5 (k) when p = 5, taking λ = (10, 5 3 ), μ = (10, 5 2 , 4, 1) ∈ Λ + (5, 25). (From computer results discussed in [25] , and the translation principle, (3.0.1) holds in the category C G for any regular restricted weight ν.) In fact, the SL 5 -case (together with a helpful remark of Z. Lin) led us to the SL 3 -example above.
An Ext 1 -isomorphism result and higher Ext • -groups
For the remainder of this paper, we study, for arbitrary n 0,
induced by the truncation functor π Ω . Our approach involves the homological dual of a quasi-hereditary algebra, though we briefly sketch an alternative procedure based on derived category arguments; see Remarks 8.9(b).
Define the homological dual A ! of a finite-dimensional algebra A to be the Yoneda Ext-algebra
where L 0 is the direct sum of the distinct irreducible A-modules. Now assume C = A-mod is a HWC with weight poset Λ, and put C ! = A ! -mod. Suppose that there exists a function l : 
writing L Ξ (λ), etc. for the irreducible, etc. object in C(Ξ ) indexed by λ. Now (b) follows from (8.0.1). For (c), see [5, (2. 3)]. P
The proof given in [5, p. 308 ] is more precise, showing that the natural algebra homomorphism and the result follows from Theorem 6.1, since pλ, pμ ∈ Ω (1) . P Remarks 8.9.
(a) Theorem 8.8 shows that, in general, (6.1.1) is an isomorphism for some regular weights well outside Γ Jan , where the LCF fails. Thus, while the isomorphism Ext 1
is closely related to the validity of the LCF, it is not equivalent to it. (b) It is enlightening to sketch an alternate, derived category approach to the surjectivity in Corollary 8.5(b). Full details will be provided in a later paper (with E. Cline). Consider the category E L introduced in [4] and discussed in [20, Appendix C] . Essentially, objects in this category have a derived category filtration with "sections" standard modules shifted in degrees satisfying a parity condition. There is a similar category defined using shifts of costandard modules. If M, N are G-modules in these respective categories, and n is any nonnegative integer, then dim Ext n G (M, N ) can be calculated in the "obvious way" as the sum of all the dimensions of all Hom n spaces between their sections, which are all either zero or one in a trivial way. All this holds, of course, for H -modules, and the truncation functor obviously sends E L , E R into their respective H -counterparts, with each section becoming either zero or a shifted standard or costandard module, respectively, with the same weight, and with the same degree shift. Also, under the hypothesis of Corollary 8.5(b), each irreducible G-module there lies both in E L and E R . This at least forces the dimension of Ext n G (M, N ) to be at least that of the corresponding space for H , with M, N replaced by the images under truncation. A more detailed examination shows that truncation does, indeed, produce the surjection claimed in Corollary 8.5(b). In the forthcoming investigation with Cline we more thoroughly examine E L , entirely apart from any role in the Lusztig conjecture. This approach also provides a good setting for understanding results like Corollary 8.5 in a quantum group context. The proof of Corollary 8.5 as given does carry over to the quantum group at a root of unity case, over a field of characteristic zero. But the E L formalism suggests additional results and conjectures, interesting beyond the present Levi subgroup context, regarding the relationship of quantum groups to algebraic groups in positive characteristic.
