We present results from an optical spectroscopic investigation of the massive binary system [L72] LH 54-425 in the LH 54 OB association in the Large Magellanic Cloud. We revise the ephemeris of [L72] LH 54-425 and find an orbital period of 2.24741 ± 0.00004 days. We find spectral types of O3 V for the primary and O5 V for the secondary. We made a combined solution of the radial velocities and previously published V -band photometry to determine the inclination for two system configurations, i = 52 +2 −3 degrees for the configuration of the secondary star being more tidally distorted and i = 55 ± 1 degrees for the primary as the more tidally distorted star. We argue that the latter case is more probable, and this solution yields masses and radii of M 1 = 47 ± 2 M ⊙ and R 1 = 11.4 ± 0.1 R ⊙ for the primary, and M 2 = 28 ± 1 M ⊙ and R 2 = 8.1 ± 0.1 R ⊙ for the secondary. Our analysis places LH 54-425 amongst the most massive stars known. Based on the position of the two stars plotted on a theoretical HR diagram, we find the age of the system to be ∼1.5 Myr.
Introduction
One of the most elusive of important parameters in stellar astrophysics is the mass of stars. Stars in binary or multiple systems, and specifically in double-lined spectroscopic binaries, offer us a chance to explore their masses with one important caveat: we must know the orbital inclination of the system. The inclination is the key that allows the resolution of the spectroscopic results into individual masses for the members of the system. Individual stellar masses are obtained via the serendipitous orientation of the system for eclipses or, at the very least, ellipsoidal light variations. Particularly rare are O-type main-sequence systems, owing partly to their short lifespans and partly to the steepness of the initial mass function. Reported here is the first of several systems to be investigated with the goal of determining the masses, radii, and distances to a number of O-star binaries. Mass data of this kind are needed to help resolve the mass discrepancy problem between the evolutionary and spectroscopic mass estimates for massive stars (Repolust et al. 2004; Massey et al. 2005 ).
The earliest type star in the Large Magellanic Cloud LH 54 OB association is [L72] LH 54-425 (Hill et al. 1994) , also known as L54S-4 (Oey 1996) . Its spectral type was classified by Oey & Smedley (1998) as O4 III(f*). Its binary nature was unknown until Ostrov (2002) noted the ellipsoidal variations in the V -band photometry and obtained six spectroscopic observations of the system. The light and radial velocity curves from that study were used to estimate the masses of the two stars at 100 M ⊙ and 50 M ⊙ . The lack of phase coverage for the radial velocity data did not allow for a more rigorous analysis of physical parameters.
We present here an analysis of the radial velocities from optical spectra obtained between 2003 and 2006 ( §2) . In §3 we discuss how we extracted radial velocities from the observations and solved for the orbital parameters. We describe tomographic reconstructions of the individual component spectra in §4. The next section ( §5) covers our combined light curve and radial velocity solution, as well as our determination of the inclination of the system for two system configurations. We conclude with a discussion of the system's evolutionary status, fundamental parameters, and a comparison of the two model fits to the system in §6.
Observations
The first sets of spectroscopic data were obtained from 2003 through 2006 with the Cerro Tololo Inter-American Observatory (CTIO) 1.5-m telescope and RC spectrograph operated by the SMARTS Consortium. We used grating #47 (831 lines per mm, 8000Å blaze wavelength in the first order Littrow configuration) in second order (SMARTS configuration 47/IIb) together with a BG39 or CuSO 4 order blocking filter. The detector was a Loral 1200 × 800 CCD. This arrangement produced spectra covering the range 4058 -4732Å with a resolving power of R = λ/∆λ ≈ 3550. Exposure times were 1800 seconds, in order to reach a moderate signal-to-noise ratio (S/N ≈ 70). Each observation was bracketed with HeAr comparison spectra for wavelength calibration, and numerous bias and flat field spectra were obtained each night. We obtained a total of 48 spectra of the target with this configuration.
In addition to the CTIO data, four observations were obtained with the echelle spectrograph on the 2.5-m DuPont telescope at Las Campanas Observatory binned 2 × 2 with a resolving power of ≈ 27000 (from measurements of arc spectra). Exposures were combined where there were two, and the spectral flux was normalized. Orders were merged and cosmic rays removed. For continuity of analysis, these data were clipped and re-sampled to match the wavelength and lower resolution CTIO data.
The resulting spectra were extracted and wavelength calibrated using standard routines in IRAF 2 . All spectra were then rectified to a unit continuum via fitting line-free regions and transformed to a common heliocentric wavelength grid in log λ increments.
Radial Velocities and Orbital Elements
Radial velocities were measured using a template-fitting scheme (Gies et al. 2002) for the five lines Hδ λ4101, He II λ4200, Hγ λ4340, He II λ4542, and He II λ4686. These were the only prominent lines in the spectrum of each star, and no single line showed any systematic shift from the others. The spectra show no evidence for wind effects in the lines used to derive the orbital solution. No clear emission features and no asymmetries of absorption features were seen in the hydrogen lines or the He II λ4686 line. The basic procedure followed to obtain radial velocities is outlined in Boyajian et al. (2007) .
The spectrum from HJD 2,452,718.5370 shows well separated spectral features from each star in the He II λλ4542, 4686 lines. These lines were used to derive matching template spectra for the primary and secondary components. Template spectra were obtained from the grid of O-type stellar models from Lanz & Hubeny (2003) , which are based on the line blanketed, non-LTE, plane-parallel, hydrostatic atmosphere code T LUST Y and the radiative transfer code SY NSP EC (Hubeny 1988; Hubeny & Lanz 1995; Hubeny et al. 1998) . In order to find matching templates, approximations were initially used for the temperatures, gravities, projected rotational velocities, and flux contributions from each star. These initial parameters for model templates were then checked after velocity analysis by studying the properties of the tomographically reconstructed spectra of the components ( §4).
Further inputs for the template fitting scheme are preliminary estimates of the velocities for the primary and secondary. The He II λ4542 line for each star was fit using Gaussian functions with the splot routine and deblend option in IRAF. Radial velocity shifts were then calculated for all spectra with well separated lines, and these were used to obtain initial orbital parameters. The preliminary velocity from the initial orbital solution gave a starting point to perform a non-linear, least squares fit of the composite profiles with the template spectra and calculate the shifts for each star. The five values for radial velocity from each set of five lines in an individual spectrum were then averaged to obtain a mean value, and the standard deviation of the mean value was calculated. Each of these values are listed in Table 1 for the primary and secondary stars, as well as the orbital phase for each observation and the observed minus calculated values for each point. Zero phase is defined by the time of inferior conjunction of the primary star, T IC,1 .
We made an orbital fit of the radial velocity data using the non-linear, least-squares fitting program of Morbey & Brosterhus (1974) . Equal weights were assigned to each data point, because all the spectra were comparable in S/N ratio, spectral coverage, resolving power, and quality of radial velocities derived. It should be noted that for massive binaries, discrepancies in systemic velocities between components may be attributed to differences in their expanding atmospheres and/or differences in the shapes of template spectral lines, so we fit systemic velocities for each component. Fits with non-zero eccentricities were explored, none of which gave as good a fit as a circular orbital solution. Fits were also made for subsets of measurements near conjunction (phases near 0.0 and 0.5) and quadrature (phases near 0.25 and 0.75). These tests revealed that the important spectroscopic elements, such as the velocity semi-amplitudes, did not vary by more than 3 σ from the best fits for any subset. Our results for the orbit using spectroscopic data only are listed in column 3 of Table 2 . The radial velocity measurements and final orbital velocity curves ( §5) are shown in Figure 1 .
Tomographic Reconstruction
We used a Doppler tomography algorithm (Bagnuolo et al. 1994 ) to separate the primary and secondary spectra of [L72] LH 54-425. This is an iterative method that uses the 48 observed composite spectra from CTIO, their velocity shifts, and an assumed monochromatic flux ratio (F 2 /F 1 ) to derive the individual component spectra. We explored a range of flux ratios to arrive at a value that best matched the line depths in the reconstructions with those in model spectra. Figure 2 shows the reconstructed spectra for the primary and secondary, as well as synthetic spectra just below each. Few lines are present in our spectra. However, the relative strength of the He I λ4471 in the secondary is the major difference between the two spectra and indicates the cooler temperature of the secondary.
These reconstructed spectra were fit with T LUST Y /SY NSP EC model synthesis spectra (see §3). These matches allow for estimates of stellar parameters listed in Table 3 . The width of the He II λ4542 line was used to estimate the projected rotational velocity V sin i for each star by comparing the reconstructed and model profiles for a grid of test V sin i values. Matches were made to the Hγ λ4340 and He I λ4471 lines to obtain the temperature and surface gravity estimates. Finally, we used the ratios of the reconstructed to synthetic spectral line depths to estimate that the monochromatic flux ratio (F 2 /F 1 ) in our blue spectra is 0.45 ± 0.10.
A visual inspection of our reconstructed spectra match best the O3 V example in Figure  6 of Walborn et al. (2002) for the primary and the O5 V example in Figure 7 of Walborn et al. (2002) , and these are the spectral types we list in Table 3 . Unfortunately, our wavelength coverage does not include the N IV λ4058 feature suggested in Walborn et al. (2002) for spectral classification of the hottest O-stars. The N III λ4634-42 feature is another good diagnostic for classification of early O-type stars, but is too weak in our spectra for measurement. We can use the equivalent width ratio of He I λ4471/He II λ4542 calibrated in Mathys (1988) for each of our reconstructed spectra to obtain a spectral class. This measurement results in a spectral class for the primary of O3 and of O5.5 for the secondary. We used our best matched effective temperatures from the T LUST Y /SY NSP EC models combined with the T eff versus spectral type calibration of Martins et al. (2005) to estimate spectral types of O3 V for the primary and O5 V for the secondary. These spectral types and effective temperatures are also consistent with those shown in Figure 1 of Mokiem et al. (2007) for LMC O-type dwarfs.
Combined Radial Velocity and Light Curve Solution
Light curve data were taken from the V -band observations listed in Table 1 of Ostrov (2002) . New orbital parameters were then found using the Eclipsing Light Curve (ELC) code (Orosz & Hauschildt 2000) , which fits the radial velocity and light curves simultaneously. The resultant light curve is shown in Figure 3 , and the radial velocity curves are shown in Figure 1 , along with the radial velocity measurements from Ostrov (2002) , which were not used for any fit in this paper. ELC's genetic optimizer was used to explore the parameter space and was given wide ranges for each value of period, epoch of inferior conjunction of the primary T IC,1 , inclination, mass ratio, primary velocity semi-amplitude, and Roche-lobe filling factor for each star. The Roche-lobe filling factor is defined as the ratio of the radius of the star toward the inner Lagrangian Point (L 1 ) to the distance to L 1 from the center of the star, f ≡ x point /x L1 (Orosz & Hauschildt 2000) ; our fits show that our stars do not fill their Roche lobe (see Table 4 ). A by-product of the exploration of parameter space by ELC was a determination of systemic velocities for each component.
The temperatures of each star were set and not fit because these were well constrained by analysis of the reconstructed spectra discussed in §4. As with the fits of only radial velocities discussed in §3, circular orbital solutions proved best.
To estimate the 1, 2, and 3 σ uncertainties associated with the fitted parameters, we followed the method discussed in Orosz et al. (2002) . The values of the seven fitted parameters (plus the two systemic velocities) listed above were varied in the calculation of ∼3.6×10 6 light and radial velocity curves. This procedure resulted in thorough sampling near the χ 2 min point, making the multi-dimensional surface well populated. This allowed for projection of the χ 2 surface as a function of each parameter or fitted value of interest. The lowest χ 2 is then found for each parameter of interest, and the 1, 2, and 3 σ uncertainties may be estimated by the regions where χ 2 ≤ χ 2 min +1, +4, and +9, respectively. The uncertainties listed in the tables are 1 σ uncertainties.
Special attention was paid to the inclination of the system. The well-sampled light curve from Ostrov (2002) allows for an exploration of the important parameters that cause the ellipsoidal variations in this system: inclination and Roche-lobe filling factors for each star. Ellipsoidal light variations occur in systems where one or both of the components are tidally distorted due to the proximity of its companion. At different orbital phases, the observer sees varying amounts of light from the system, based upon the interplay between the amount of tidal distortion, the observed cross-section of the two stars, and the inclination of the system. As was expected, we found that for lower inclinations, i.e., viewing the system more face-on, the sizes and tidal distortions of the stars needed to become larger in order to match the modulation of the light curve. Thus, restricting the stars to radii within their Roche lobes ultimately limits the lowest acceptable inclination, while the lack of observed eclipses establishes the maximum inclination.
Again, using the genetic algorithm in ELC, we explored the range of inclination values suggested in Ostrov (2002) and allowed the fill factors for each star to vary over a wide range while keeping the other parameters fixed. The results of this analysis are plotted as contours of 1, 2, and 3 σ confidence intervals in Figures 4 and 5 . In the best overall fit, the estimated filling factors are larger for the secondary, so most of the ellipsoidal variation is due to the tidal distortion of the secondary (Fig. 4) . It is interesting to note that the contours suggest a rather steep surface toward higher inclinations, indicating a hard upper limit for the inclination of 56
• at the 3 σ level. Lower inclinations are not as probable, and fill factors for the secondary get too large to match the light curve as the secondary star approaches a fill factor of 1.0, thus completely filling its Roche-lobe. These characteristics help us to constrain the inclination of the system to be i = 52 +2 −3 degrees. The corresponding masses and other parameters are listed in Table 4 . Included are values for V sync sin i, the projected rotational velocity assuming synchronous rotation, R eff , the effective radius for a sphere of the same volume, and the sizes of the stars along different directions.
The orbital parameters for the best fit are listed in Table 2 . The spectroscopic solution and the combined solution from ELC match very well. It should be noted that the parameters in Table 4 with asymmetric uncertainties are a result of the asymmetry in the uncertainties for the inclination.
We also explored the possibility of the primary being the more tidally distorted star. To do this we ran the simulations again, keeping the same parameters from Table 2 and varying only the filling factors and inclination. Thus, the radial velocity curve does not change and the light curve is fit to roughly the same degree of accuracy as before, so the fits in Figures  1 and 3 need not be changed. The contour plot for this scenario, again with confidence intervals of 1, 2, and 3 σ, is shown in Figure 5 . The fit gives an inclination of i = 55 ± 1 degrees. This corresponds to slightly different values of masses and radii, listed alongside the overall best fit in Table 4 . The small range in inclination leads to a small range in the masses and radii of the components of the system. This restricted fit has a reduced χ 2 of 2.69 versus 2.54 for the case where the secondary is more tidally distorted. A contact binary is another possible configuration for the system. We did not explore this possibility because in a contact system, the sum of the values of V sin i and the sum of the velocity semi-amplitudes would be comparable. For our fits of [L72] LH 54-425 (see Tables 2 and 3 ), the sums of these values differ by at least 300 km s −1 .
Discussion and Conclusions
Which of our two models is most consistent with the available data? The answer to this question lies in comparing the consequences of each solution.
To begin the comparison, we used the temperatures and radii output from ELC to obtain an estimate of the monochromatic flux ratio F 2 /F 1 . The case where the secondary is more tidally distorted yields a model flux ratio of 0.70 +0.05 −0.01 , while the primary as the more tidally distorted star gives a flux ratio of 0.46 ± 0.02, in agreement with the value of 0.45 ± 0.05 derived from the tomographic reconstructions.
Theory suggests (Ekström et al. 2008 ) that for massive stars, the main sequence radius scales as R ∼ M 0.6 . Applying this as another consistency check, we can substitute velocity semi-amplitudes to estimate the expected ratio of radii, R 2 /R 1 ∼ (K 1 /K 2 ) 0.6 which, from our values in Table 2 is 0.707 ± 0.10. The ratio of effective radii estimated from the output of ELC (Table 4) is ∼ 0.88 +0.03 −0.05 for the fit with the secondary as the more tidally distorted and ∼ 0.71 ± 0.010 for the primary being more tidally distorted. Once again the fit with the primary as the more tidally distorted matches theory more closely.
Ignoring the tidal distortions, we can estimate the luminosity by applying the StefanBoltzmann equation L = 4πR 2 σT 4 eff , and combining this with our temperature measurements, place each component in a theoretical H-R diagram. This is presented in Figure 6 , along with evolutionary tracks from Schaerer et al. (1993) for stars of varying mass with a metallicity of Z = 0.008 which is appropriate for the LMC. The 1 σ uncertainty regions are consistent with an age of ∼1.5 Myr for the model consisting of the primary as the more tidally distorted star, and both stars appear to be co-evolutionary. The tidally distorted secondary fit appears a bit older, roughly matching the 2 Myr isochrone. This fit also indicates that the secondary is more evolved than the primary and is overluminous for its derived mass. Therefore, it seems the fit with the primary being more tidally distorted is more consistent with evolutionary tracks. These approximate ages are also consistent within uncertainties with the estimate from Oey & Smedley (1998) of ∼2-3 Myr for the LH 54 OB association. According to Table 1 of Schaerer et al. (1993) , even the oldest age of ∼2 Myr puts [L72] LH 54-425 in the part of its life when it is still burning hydrogen, and it will continue to do so for another ∼1.5-2 Myr.
For the next comparison, we used the luminosities calculated above to obtain a bolometric absolute magnitude, assuming a solar bolometric absolute magnitude of 4.74 mag (Cox 2000) . Next, we applied a bolometric correction for each star based on our derived spectral types from Martins et al. (2005) to obtain absolute V magnitudes. We then combined these magnitudes to obtain an absolute V magnitude for the system. Finally, we arrived at a distance modulus for the system by using the maximum magnitude of the system from the photometric data and E(B − V ) = 0.10 mag (Oey & Smedley 1998) . The resulting distance modulus from the fit with the more tidally distorted secondary is 18.65 mag while the distance modulus for the tidally distorted primary fit is 18.55 mag. Both of these numbers are consistent with the HST Key Project distance modulus to the LMC of 18.50 ± 0.10 mag (Freedman et al. 2001) , with the tidally distorted primary fit being slightly better. Note that each of the contour plots in Figures 4 and 5 seem to have a best fit valley in the χ 2 as a function of inclination and filling factor. As one travels along this valley to higher inclinations, the dimensions of the system get smaller, including the sizes of the two stars. This makes the stars intrinsically fainter, and they must lie at a closer distance to match the observed V photometry. In contrast, the lower inclinations mean the stars become bigger and lie at greater distances. The overall agreement in distance modulus between the model results and those for the LMC indicate that the final fill out estimates are reliable.
The two models are most different in the V sync sin i values output from ELC. The observed V sin i values from the reconstructed spectra are 197 ± 5 km s −1 for the primary and 182 ± 8 km s −1 for the secondary. The ELC fit for the more distorted secondary gives values of 197 ± 5 km s −1 and 173 ± 7 km s −1 for the primary and secondary, respectively, while the ELC fit for the more distorted primary gives 209 ± 5 km s −1 and 148 ± 6 km s −1 . Both cases agree within uncertainties for the primary's line broadening, but the predicted V sin i for the secondary is too small for the case where the primary is the more tidally distorted star. However, due to the youth of the system, our assumption of synchronous rotation may not be appropriate. There may not have yet been enough time for tidal forces to synchronize the spin with the orbit. More ELC fits were performed assuming a faster rotation for the secondary and these show that the same physical parameters are obtained for a non-synchronous rotation scenario.
Given the above tests, we think the fit with the primary as the more tidally distorted star is the more likely configuration. For this case, the masses and radii are M 1 = 47 ± 2 M ⊙ and R 1 = 11.4 ± 0.1 R ⊙ for the primary and M 2 = 28 ± 1 M ⊙ and R 2 = 8.1 ± 0.1 R ⊙ for secondary. These masses are significantly less than the 100 M ⊙ and 50 M ⊙ values obtained by Ostrov (2002) . Part of the reason lies in the data set we obtained for radial velocities of the system. As is shown in Figure 1 , two secondary velocity values derived by Ostrov (2002) near phase 0.25 are the ones that drove the estimate for the velocity semi-amplitude up, and consequently the mass ratio down. This, in addition to the lower inclination adopted by Ostrov (2002) , leads to the differences in masses between our two analyses. Our temperatures are also slightly lower than those given in Ostrov (2002, see his Table 3 ), due to his use of a different, older temperature versus spectral-type calibration (Aller et al. 1982) . We can compare our primary star with the primary in R136-38 (Massey et al. 2002) , which is also an O3 V. Massey et al. (2002) derive a mass for their O3 V star of 56.9 ± 0.6 M ⊙ , in closer agreement with our value of 47 M ⊙ than that of 100 M ⊙ found by Ostrov (2002) . Our derived radius for the primary in LH 54-425 is slightly larger than that for the primary in R136-38 of 9.3 R ⊙ (Massey et al. 2002) . This may be due to the extreme youth of R136-38, which appears to be near the zero-age main sequence (see Fig. 6 in Massey et al. 2002) , while the position of [L72] LH 54-425 in the H-R diagram (our Fig. 6 ) indicates the primary is slightly evolved. These numbers are consistent with the fact that the LH 54 OB association, at ∼2-3 Myr (Oey & Smedley 1998) , is slightly older than the R136 cluster with an age of ∼1-2 Myr (Massey & Hunter 1998) .
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11.0 Plotted from top to bottom are line identifications with vertical tick marks, the primary spectrum, the model primary spectrum (Lanz & Hubeny 2003) , the secondary spectrum, and the model secondary spectrum. The stellar parameters for the model spectra are given in Table 3 . -χ 2 surface contours of the combined fit residuals as a function of the orbital inclination and Roche-lobe filling factor of the primary star for the case where the primary is the more tidally distorted star. The best fit position is represented by the "x" inside the 1-σ contour. The parameter space is more confined than for the best fit, and the contours are smaller around the best inclination for this configuration. Schaerer et al. (1993) for an LMC metallicity. The boxes around the filled data points correspond to the 1-σ uncertainties in the derived values of T eff and R from the fits where the primary star is the more tidally distorted star. The vertical dashed lines correspond to isochrones from Lejeune & Schaerer (2001) , also for an LMC metallicity, of 1, ∼2 and ∼3.2 Myr going from left to right. The positions of the two stars are consistent with an age of ∼1.5 Myr.
