The dissociation of hydrogen on eight platinum surfaces, Pt(111), Pt(100), Pt(110), Pt(211), Pt(311), Pt(331), Pt(332), and Pt(533), has been studied using molecular dynamics and the reactive force field, ReaxFF. The force field, which includes the degrees of freedom of the atoms in the platinum substrate, was used unmodified with potential parameters determined from previous calculations performed on a training set exclusive of the surfaces considered in this work. The energetics of the eight surfaces in the absence of hydrogen at 0 K were first compared to previous density functional theory (DFT) calculations and found to underestimate excess surface energy. However, taking Pt(111) as a reference state, we found that the trend between surfaces was adequately predicted to justify a relative comparison between the various stepped surfaces. To assess the strengths and weaknesses of the force field, we performed detailed simulations on two stepped surfaces, Pt(533) and Pt (211), and compared our findings to published experimental and theoretical results. In general, the absolute magnitude of reaction rate predictions was low, a result of the force field's tendency to underpredict surface energy. However, when normalized, the simulations show the correct linear scaling with incident energy and angular dependence at collision energies where a direct dissociation mechanism is observed. Because ReaxFF includes all degrees of freedom in the substrate, we carried out simulations aimed at understanding surface-temperature effects on Pt(533). On the basis of the results on Pt(533)/Pt(211), we studied the reaction of hydrogen at normal incidence on all eight surfaces in a range of energies where we anticipated the force field to give reasonable qualitative trends. These results were subsequently fit to a simple linear model that predicts the enhanced reactivity of surfaces containing 111-type atomic steps versus 100-type atomic steps. This model provides a simple framework for predicting high-energy/high-temperature kinetics of complex surfaces not vicinal to Pt(111).
Introduction
Understanding the interaction of molecular hydrogen with transitional metal surfaces has been the focus of much recent experimental and theoretical work because of its importance in many chemistries, including hydrogenation reactions, on-board hydrocarbon reforming, and preferential oxidation reactions for hydrogen-purification needs in fuel cells. The interaction of hydrogen with platinum surfaces is an interesting case because the dissociation reaction is in general nonactivated 1, 2 and exhibits an interesting nonmonotonic behavior as a function of reactant energy on some crystal facets. 3, 4 From a theoretical point of view, this creates several unique challenges because the typical methods for studying catalytic reactions, density functional theory (DFT) used in conjunction with a saddle-point-seeking algorithm and transition state theory (TST), cannot be used. Instead of simply being able to perform electronic structure calculations on a single configuration, one needs to map out a dynamically relevant region of the potential energy surface (PES) using DFT, parametrize this PES into either an analytic expression or an interpolating function, and finally, perform classical, quasiclassical, or quantum molecular dynamics calculations to obtain an estimate of reactivity (see review of Bonn et al. 5 ).
Obtaining the PES is, in all but the most trivial cases, a difficult undertaking because of the computational demands of the DFT calculations and the high number of degrees of freedom in gas-surface systems. For the base case of Pt(111), a 6D PES, which only includes the degrees of freedom of the impinging hydrogen molecule, has yielded results that agree quite well with molecular beam experiments. 6 In previous work, 1 we used a small DFT training set with a 6D analytic potential function and obtained reasonable results, considering the limitations of the PES that we employed. 1 (See Persson et al. 7 for the technique applied to H 2 /Cu(111).) A more accurate PES based on a corrugation reduction procedure 8 in conjunction with quantum molecular dynamics 6 yielded agreement with experiment, which is as good as can be expected, given the known limitations in the functionals used in modern DFT calculations.
Recently, Olsen and McCormack [9] [10] [11] have extended the corrugation reduction approach to Pt(211), a stepped surface.
They obtained remarkable agreement with molecular beam experiments on Pt(533) 3 using a simple geometric scaling correction to compare the two surfaces. The extension from flat, single-crystal surfaces to stepped surfaces is an exciting first step in bridging the materials gap and studying surfaces more representative of what is encountered in industrial practice. However, Pt(211) still has a relatively small unit cell, and extending the 6D PES approach to larger systems is problematic. Performing the DFT calculations becomes computationally intractable, and each new surface being considered requires a recalculation and reparametrization of a PES unique to the facet being studied. Because of the frozen substrate approximation, it is also impossible to capture surface-temperature effects that, although small, were present at low incident energies on Pt-(533) 3 and may play a role in the stabilization of rougher surfaces.
In principle, a transferable atomistic force field, including all degrees of freedom, solves many of the aforementioned problems and opens up more possibilities for simulation. Surfaces of arbitrary complexity could be studied using potential parameters taken from a small training set. The major nontrivial problem is, of course, the potential's accuracy: Is the potential capable of producing reasonable dynamics on systems outside of its training set? In this work, we explore and evaluate the performance of a reactive force field, ReaxFF, 12 in simulating the reaction of hydrogen with eight platinum surfaces: Pt(111), Pt(100), Pt(110), Pt(211), Pt(311), Pt(331), Pt(332), and Pt(533). We start by comparing surface energies to published local density approximation (LDA) DFT calculations by Feibelman. 13 Next, we compare our simulation results on a single crystal, Pt(533), to the experimental work of Gee et al. 3 and the theoretical work of Olsen and McCormack 9-11 to gain insight into where the potential performs well and where it may be problematic. Finally, we simulate the dynamics on all eight crystals and develop a linear sticking model that describes the sticking behavior at normal incidence over the range of systems considered in this work.
Computational Methods

Overview of ReaxFF.
ReaxFF is a reactive force field based on a bond order/bond distance relationship, a concept introduced by Tersoff 14 and extended to carbon chemistry by Brenner. 15 The force field operates by updating bond orders at every molecular dynamics step and therefore provides a mechanism for bonds to form and break over the course of the simulation. The original parameters and functional forms were developed to describe gas-phase reactions involving hydrocarbons 12 but were more recently extended to include metals and transition metals. 16, 17 Additionally, it has been successfully applied to the study of magnesium hydrides, 18 polymer decomposition, 19 silicon/silicon oxide systems, 20 high-energy materials, [21] [22] [23] all-carbon materials, 24, 25 boron nitrides, 26, 27 and lithium carbides. 28 This broad range of materials demonstrates the transferability of the ReaxFF method and indicates that ReaxFF should be able to describe the complicated reaction chemistry at the interfaces between different materials. Current ReaxFF development is aiming to combine the first-row elements and the metal/metal oxide ReaxFF descriptions, which would enable us to describe catalytic reactions at metal/metal oxide surfaces. As part of this development, we have derived ReaxFF parameters for Pt and Pt/H interactions, which can be found in tables in the appendix section of this work. These parameters were optimized to reproduce the following training set obtained from quantum mechanical (QM) calculations: equations of state for fcc, bcc, a15, and simple cubic and diamond Pt-metal phases; binding energies for Pt 3 to Pt 35 clusters; hydrogen binding energies on Pt(111) surfaces (top, bridge, fcc, hcp, and subsurface sites); H-Pt bond dissociation energies from a (H 3 N) 2 PtHCl cluster; H 2 dissociation on a flat Pt 12 cluster; and H 2 dissociation, H 2 + H f H + H 2 reaction. 12 We found that ReaxFF gives a good reproduction of all of these QM data. Here, we aim to establish whether the ReaxFF potential can describe H 2 /Pt-surface interactions for configurations that are not included in its training set. To that end, we have studied the dynamics of H 2 dissociation at different kinetic energies with a range of Pt surfaces.
Surface Structures and Equilibration.
The eight flat and stepped platinum surfaces on which ReaxFF was used are shown in Figure 1 . These surfaces were chosen because they are representative of systems that have been studied both experimentally 3,29-37 and theoretically. 9, 11 The surfaces are divided into three groups: flat surfaces (Pt(111) and Pt(100)), surfaces with a 100-type atomic step (Pt(211), Pt(311), Pt(533)), and surfaces with a 111-type step (Pt(110), Pt(331), Pt(332), Pt(311)). Pt(311) is a bit unusual because it has both 100-and 111-type atomic steps without a terrace.
In all cases, the surfaces were considered without reconstruction, although many of these surfaces would in fact reconstruct at room temperatures in the absence of adsorbates. This was done in an attempt to develop a fundamental understanding of the relationship between the topographic features of these surfaces (111-type steps vs 100-type steps, for example). For reference, Table 1 lists these surfaces in standard Miller Index notation alongside a stepped surface notation used by Somorjai, 38 ordered from the least corrugated surface to the most corrugated surface.
The surfaces were generated using an automated script and were in all cases taken to be six-atom-thick slabs, periodic in the x-y plane, and initially positioned at experimental bulk spacing. As the dynamics were carried out in a 3D periodic simulation, the spacing between slabs in the z direction was set to 120 Å to give a system of essentially noninteracting slabs. The unit cell was taken to be as large as possible given computational time constraints to allow for potential hot-spots to develop on crystals, which could have enhanced reactivity. Gaussian noise with a variance of 0.1 Å and a mean of zero was introduced to the initial bulk positions to avoid local minima due to symmetric initial conditions. The crystal was then heated in an NVT simulation for 50 ps using a velocity Verlet algorithm 39 with a 0.1 fs time step and a Berendsen thermosat 40 with a temperature of 500 K. This temperature was chosen to provide rapid equilibration without completely melting the crystal or causing surface reconstructions to occur. The slab was then minimized with respect to atomic positions and the x-y unit cell dimensions using a conjugate gradient technique to obtain a minimum in energy at 0 K. This 0 K crystal was used in comparison to LDA-DFT calculations of surface energy as an initial benchmark of the potential. The number of atoms in each unit cell and the direct lattice vectors as well as the relaxed size of the unit cell are given in Table 1 . Considering the average nearest-neighbor spacing in the x-y plane, we calculated an effective lattice parameter of 3.98 Å, 1.5% larger than the experimental lattice parameter of 3.92 Å 41 but in good agreement with recent generalized gradient approximation (GGA) DFT calculations using several different functionals and computer codes. 42 
Surface Energetics
The potential energy of our 0-K-relaxed surfaces were compared to quantum mechanical calculations performed on system configurations not included in ReaxFF's initial training set. Table 2 compares our calculated energies for flat and stepped surfaces in the absence of hydrogen with DFT calculations at the LDA level of theory performed by Feibelman. 13 Surface energies, E SURF are calculated according to where E SLAB is the potential energy of our system at 0 K, n is the number of atoms in the unit cell, A is the unit-cell area, and E BULK is the energy of a single Pt atom in a relaxed-bulk crystal. The unit-cell area is taken to be the projection of the relaxed unit cell onto the x-y plane; the effects of corrugation on surface area are neglected. The factor of 2 in eq 2 accounts for the fact that the slab has two exposed surfaces contributing to surface energy. When using electronic structure methods to calculate surface energy, this definition of surface energy may be linearly divergent. 43 Because we are using an atomistic potential instead, where differing k-point meshes and basis sets between bulk and slab calculations are not an issue, we believe this definition of surface energy is adequate.
Comparing the absolute magnitude of these numbers, we find a systematic error of approximately -0.75 kcal/mol/Å 2 versus the reported LDA values. This may be attributable to a discrepancy in the level of theory used in each case; the ReaxFF force field was trained on DFT cluster calculations at the GGA level of theory using the B3LYP functional versus the LDA level of theory employed by Feibelman. The energies are normalized to surface area and are therefore a good measure of their relative stabilities. Unstable surfaces have high energies and stable surfaces have low energies. Intuitively, one would expect a less stable surface to be more reactive. Therefore, if the LDA values are more accurate than the force field predictions, we would expect to systematically underestimate reactivity.
Instead of comparing absolute numbers, if we look at surface energy using Pt(111) as a reference state (E SURF ) 0), then the agreement with the trend in Feibelman's LDA calculations is quite good. These results, shown in Figure 2 and Table 2 as ∆E SURF , indicate that even if the absolute values of surface energies have a systematic error, we should be able to gain some insight into the reactivity differences between the various topographic features because the relative energies are in good agreement. For this reason, we believe the simulations presented here are best interpreted by examining the qualitative and quantitative differences between the facets using flat surfaces as base cases for comparison.
Molecular Dynamics
Initial Conditions and Classification of Trajectories.
The coordinate system used in the molecular dynamics simulations is given in Figure 3 . Prior to performing trajectories, the minimized 0 K slabs used in comparison with quantum results 
were reequilibrated back to the target surface temperature, which is 300 K (unless specified otherwise), in an NVT ensemble. These equilibrated positions and velocities were used as the initial conditions of the substrate atoms in the trajectory studies.
At the start of a trajectory, the center of mass of a hydrogen molecule was located randomly in the unit cell, 5 Å above the highest atom on the substrate. The molecule was oriented randomly by rotation about its x and z axes. The initial kinetic energy of the hydrogen molecule was partitioned into two parts: center of mass energy E COM and internal energy. We define center of mass energy as follows:
where V COM is the velocity of the center of mass, M is the total mass of the hydrogen molecule, and m 1 , m 2 , V 1 , and V 2 are the masses and velocities of the individual hydrogen atoms, respectively. In this work, we only consider trajectories with momentum orthogonal to the atomic step edge so that the y component of momentum is always zero. The momenta in the x and z directions are then chosen to yield the proper incident angle θ (Figure 3) .
The only internal energy considered in this study was the υ ) 0 vibrational mode, the zero-point energy (ZPE) of a hydrogen molecule in the gas phase. Excluding the internal rotational motion in our simulations is justified because expansion in the nozzles of the molecular beam equipment tends to transfer energy from the rotational modes into translation. 44 If we include the zero-point energy in our initial conditions, then the simulation will be called quasi-classical, whereas if this energy is omitted (no internal motion), then the simulation will be called classical. The value of the ZPE ( 1 / 2 pω 0 ), 0.274 eV, was taken from the calculations of Kolos and Wolniewicz. 45 Both types of simulations were conducted to understand the effects of initial conditions on dynamics. The reasons for including or omitting this energy when performing molecular dynamics simulations are discussed in more detail by McCormack et al. 11 In summary, the key problem with always including the ZPE is that the energy cannot be contained in its vibrational mode but instead is free to transfer to other internal or translational motions. This may be physically impossible in the real system because of quantum mechanical constraints. This extra energy is available to the molecule to escape weakly bound precursor states that may be critical to accurately describing the dynamics. For this reason, if we were performing trajectories in a region where we expect precursor states or long-lived intermediates to be significant (less than 2.0 kcal/mol incident energy, on the basis of experiments on Pt(533)), 3 then we omitted the ZPE. However, at higher-incident energies when the dissociation occurs via a direct mechanism, we included the ZPE because it tends to reduce simulation time.
After all initial conditions were specified, NVE trajectories were integrated using a velocity Verlet algorithm with a 0.1 fs time step. This time step conserved the total energy to within 0.1 kcal/mol, and we found that decreasing the time step did not affect the reaction probability within statistical error. Trajectories were continuously monitored during the simulation until each trajectory was classified in one of three ways. If the hydrogen molecule's bond length exceeded 3.0 Å, then the trajectory was considered dissociated. In the gas phase, previous quantum mechanical studies 1, 7 have shown that the bond energy at a separation distance of 3.0 Å is effectively zero. If the center of mass of the hydrogen-hydrogen bond exceeded its initial height above the surface by 5 Å, then the trajectory was considered reflected. Again, previous quantum mechanical studies have shown that the Pt slab and hydrogen molecule do not interact at this distance. 1, 7 In contrast to recent classical trajectory studies by McCormack et al. 11 and other 6D-PESbased approaches, we had a third dynamic possibility. By exchanging kinetic energy with the surface, the molecule could become trapped in a molecularly physisorbed state. This is a unique feature of these simulations and is not a possible feature within the frozen-substrate approximation typically employed. To determine if a trajectory had become trapped, we picked an arbitrary cutoff time of 100 ps as a maximum simulation time, without observing either a dissociation event or a reflection event. At low incident energies, low surface temperatures, and excluding ZPE from our initial conditions, these trapped trajectories did become important, at times accounting for 30% of the reactive trajectories. At higher temperatures, collision energies, and with the inclusion of ZPE, these trapped trajectories were seldom observed. Because any trajectories not reflecting off of the surface in a molecular beam experiment would be seen as reactive, we use the term sticking coefficient to include both directly dissociated and molecularly trapped trajectories. Movies of sample reflected, dissociated, and trapped trajectories are available (Supporting Information). The convergence of the sticking coefficient as a function of the number of trajectories is shown in Figure 1S (Supporting Information).
After the trajectory was classified, the process was iterated until the error estimate on the percentage of sticking trajectories was acceptably low. This required averaging over a large number of trajectories, usually between 2000 and 5000 for a given incident energy because reaction probabilities were Stepped surfaces are aligned so that the step and terrace normals are in the x-z plane. The incident angle θ ) 0 corresponds to trajectories that impinge the normal to the x-y plane; θ > 0 impinge on the step edge, and θ < 0 impinge on the terrace. The azimuthal angle is kept at zero in this work, which corresponds to the zero y component of the momentum. Figure 4a . Initially, the sticking probability is fairly high, then it begins to decrease as energy is increased, and then increases again in a linear fashion when the incident energy exceeds 2 kcal/mol. The source of this nonmonotonic behavior has been discussed at length elsewhere. 3, [9] [10] [11] In summary, the experiments show that at very low energies, a temperature-dependent precursor mediated mechanism dominates. As energy increases a little more, a temperatureindependent precursor mechanism becomes relevant. Dissociation via both of these precursor-mediated indirect pathways decreases with increasing collision energy because eventually, most molecules are too energetic to become temporarily trapped in a weakly bound molecular state. A third mechanism, a direct dissociation mechanism, which scales linearly with energy, begins to dominate the dynamics at approximately 2.0 kcal/ mol incident energy and is very similar to the behavior seen on flat Pt(111) crystals. 47, 48 The initial decline with increasing collision energy is therefore the result of the indirect pathway being shut off, and the eventual increase is due to the direct channel becoming more important.
Comparing our classical simulations (which do not include ZPE in the initial conditions) with experiment (Figure 4a ), we find our predicted sticking probabilities are much too low over the entire range of energies studied experimentally. At an energy of 2.0 kcal/mol, a region representative of the transition from the indirect pathway to the direct pathway, we underestimated the sticking probability by a factor of 4. This result was somewhat anticipated, given our force field's under-prediction of surface energy (section 3) and a slight activation barrier (approximately 2 kcal/mol) in the QM training set for ReaxFF.
In our simulations, we did begin to see some signs of nonmonotonic behavior at lower energies when using classical initial conditions (see Figure 4b for details of the simulation data shown in Figure 4a ), but we did not observe a steady increase in reaction probability when incident energy was decreased. Rather, we saw a maximum near 2.0 kcal/mol that then began to decrease as incident energy decreased. The simulations of McCormack et al. 11 did not exhibit this drop off of reaction probability at low incident energies. We attribute some of this discrepancy to finite temperature effects (section 4.2.3), but it is most likely due to deficiencies of the potential in describing some of the low-energy pathways to dissociation. Figure 4b compares the classical and quasi-classical initial conditions for the Pt(533) system. Including the ZPE eliminates the presence of nonmonotonic behavior and results in predictions that show a trivial reactivity below 1.0 kcal/mol incident energy. As expected, the inclusion of ZPE eliminates the ability of the molecule to enter weakly bound precursor states and confines the dynamics to the direct pathway. Including ZPE does however obtain the correct linear scaling of sticking probability with incident energy. For this reason, we will focus most of our remaining efforts on the higher-energy pathways, where the quasi-classical trajectories and ReaxFF seem to give a realistic qualitative description of the dynamics.
Effect of Incident Angle.
We have performed simulations varying the incidence angle and keeping the collision energy fixed in the direct-dissociation region (E ) 5.0 kcal/ mol). As before, our absolute magnitudes of the sticking coefficient are low, and therefore, we only compare the normalized results using quasi-classical sampling to the experiments ( Figure 5 ). The potential performs well in obtaining the proper qualitative trend. At negative values of incidence ( Figure  3) , the hydrogen molecules impinge mostly on the terrace of the Pt(533) surface. As the angle is increased, the reaction probability increases until it reaches a maximum when the trajectory is incident on the atomic step. We find it interesting that although the step seems slightly more reactive, the dissociation probability is relatively constant over incident angles ranging from -20 to 60°in both experiments and simulations (including those of Olsen and McCormack [9] [10] [11] ). Only when the step is completely shadowed do we see a noticeable drop in reaction probability.
Temperature Effects.
Because we included substrate degrees of freedom in our simulations, we attempted to simulate the temperature-dependent precursor state found at very low energies. Gee et al. 3 report that increasing surface temperature decreased sticking probability at very low collision energies Table 3 . We do, in agreement with experimental trends, see negative temperature dependence at low energies, where a precursor-mediated mechanism dominates, and a very slight positive temperature dependence at much higher energies associated with the direct pathway. When increasing the temperature, the percentage of sticking trajectories that are molecularly trapped (as opposed to directly dissociated) drops from 29% at 150 K to 7% at 400 K, indicating that we are in fact observing a temperature-dependent physisorbed molecular precursor.
This accounts for some of the discrepancy between our simulations and those of McCormack and Olsen 9-11 because using a surface temperature of 0 K would have increased our sticking probability at lower energies. However, this temperature effect is not sufficiently large to completely account for the qualitative differences between our work, experiment, and previous 6D simulations in the precursor regime. Rather, the problem is most likely due to an inadequate description of the indirect pathway by the force field. This is not surprising because ReaxFF was trained on favorable low-energy direct dissociation channels that do not resemble the tortuous and convoluted pathways followed in the indirect channel. For a more thorough description of the indirect channel, see the recent dynamic study by McCormack et al. 11 With additional training points, it may be possible to retrain the force field to more accurately capture the behavior in the precursor regime.
All Crystals. 4.3.1. Collisions at Normal
Incidence and the ReactiVe Site. We performed simulations on eight stepped surfaces considering only normal collisions at two different energies in the direct-dissociation regime, E ) 2.0 and 5.0 kcal/ mol, using quasi-classical sampling (ZPE was included). The results shown in Figure 6 show a clear trend with a few exceptions. The least reactive surfaces are flat or stepped surfaces with almost fully coordinated step-edge atoms. Pt (111) is the least reactive, followed by Pt(533), which has the second lowest step density of the surfaces considered. The most reactive surfaces are the highly corrugated surfaces with undercoordinated step-edge atoms, with unreconstructed Pt(110) topping the list. There also exists a second, more subtle trend. Surfaces with a 111-type step tend to more be reactive than their 100-type stepped analogues. For example, Pt(332) is more reactive than Pt(533), although it has a lower step density, and Pt(331) is more reactive than Pt(211), which has exactly the same terrace configuration. Increasing incident energy from 2 to 5 kcal/mol (a factor of 2.5), we find that the sticking coefficient increased by a factor of 2.6, almost uniformly over all surfaces. We are observing near linear scaling with incident energy. This will be discussed in more detail later in the context of a linear sticking model.
It is also interesting to examine where the reaction is taking place. Figure 7 shows a histogram of reaction probability along a direction normal to the step edge (the x axis). The site of reaction is taken to be the center of mass of the H-H bond when the bond length reaches 3.0 Å. The reported frequencies are averaged over the direction parallel to the step, which is a mixture of the top, hollow, and bridge sites. The two flat surfaces, Pt(111) and Pt(100), show an essentially uniform distribution of reaction probability, the differences essentially being Gaussian noise. This distribution is what one would expect for surfaces exhibiting no preferential site for dissociation. Even Pt(110), with its steps packed very close together, showed no preference for a dissociation site. As the spacing between steps increased, a preference for the site situated on top of the step atom is observed. This site has previously been identified as the reactive site for Pt(332), 31 Pt(553), 31 Pt(533), 3 and Pt(211). [9] [10] [11] In all surfaces with at least a three-atom terrace region, we see Figure 6 . Sticking coefficient of all crystals as a function of energy at normal incidence using quasi-classical sampling. The unfilled columns are the simulations performed at 2.0 kcal/mol incident energy and the hatched columns are the simulations performed at 5.0 kcal/ mol. The error bars are one standard deviation on the basis of a Gaussian approximation to the binomial distribution. Figure 8 against Pt-(111) as a reference, all follow the same basic functional form, which was observed experimentally on Pt(533) 3 (also see Figure  5 ). The presence of a step on a surface seems to cause the 111-type terrace regions to be more reactive toward dissociation than unmodified Pt(111). That is, there is some evidence for coupling between the steps and terraces, albeit weak. But as the increase in reactivity at positive incident angles shows, the steps themselves contribute substantially to the overall reaction. We see again that the 111-type steps are more reactive than their 100-type counterparts: Pt(331)'s terrace region is more reactive than that of Pt(211). It is not possible to generalize in the Pt-(332) versus Pt(533) case, but despite having a lower step density, Pt(332) is more reactive over the entire angular range.
Linear Sticking Model.
To examine the trends between the crystal surfaces, the simulation results for the reaction at normal incidence using quasi-classical initial conditions and incident energies of 2.0 and 5.0 kcal/mol were fitted to a simple linear model based on the fraction of a surface consisting of a given topology.
where s is the sticking coefficient, f is the fraction of the surface occupied by the specified crystal feature, superscripts S and T stand for step and terrace, and the subscripts refer to 111-type or 100-type steps or terraces. For example, f 100 T is the fraction of the surface covered by 100-type terraces, and s 100 T would be the nominal sticking coefficient on that crystal feature. The fractions are taken to be the surface area on the basis of a projection onto the x-y plane (we do not account for corrugation) because we modeled only normal collisions. (This is the same convention used to calculate surface energies.) Including off-normal collisions, one would need to take into account the effects of shadowing through some sort of angular dependence in the model coefficients. The four s parameters on the RHS of eq 5 are all a function of incident energy. In the model fit, we only treat the two step coefficients as adjustable parameters: s 100 S and s 111 S . The coefficients for the corresponding terrace regions are taken to be the nominal values on Pt(100) and Pt-(111), respectively, without adjustments.
The results of our model fit and its comparison to simulation results are shown in Figure 9a , and the fit coefficients can be found in Table 4 . This very crude model performed well in capturing the trends in the simulation results, in light of the fact that the model has only two degrees of freedom. Once again, considering Pt(533) in detail, at an incident energy of 2.0 kcal/ mol, we find that 28% of the surface area is covered by a 100-type step, which accounts for 32% of total sticking. This is higher than the 17% estimated by Gee et al. 3 by deconvoluting angular sticking data but close to the simulation results of Olsen and McCormack. [9] [10] [11] Comparing the relative magnitudes of the coefficients in Table 4 , the 111-type steps show enhanced reactivity toward direct dissociation at both collision energies, which is consistent with previously mentioned trends. Surveying the literature for experimental evidence of this phenomenon, we find that Salmeron et al. 31 ,37 have performed hydrogendeuterium exchange reaction experiments on Pt(332) and Pt-(553) (one terrace row smaller than the Pt(332) surface considered in this study). When comparing these two surfaces with 111-type steps, to the results on Pt(533) 3 , which has a 100-type step, the 111-type steps do in fact show enhanced reactivity. In their analysis, Gee et al. 3 estimate that Pt(553) is roughly 1.7 times more reactive than the Pt(533) surface. At an incident energy of 2.0 kcal/mol, our linear model predicts Pt(553) to be approximately 1.5 times more reactive than Pt(533), in good agreement with experimental observations. When considering the behavior over all of these surfaces, it becomes clear from both experiments and simulation that in an energetic region where direct dissociation is likely to occur, the steps are not causing an order of magnitude increase in reactivity. The reactivity of the steps to direct dissociation appears to be only slightly higher (100-type step) or at most, increased by a factor of 3 (111-type step). Figure 9b shows the change in the model coefficients as a function of energy. We find that the coefficients, like the overall sticking probability, tend to scale linearly, almost with the same slope (Table 4) . Implicit in using a linear functional form is an assumption that the reactivity is proportional to the initial site of impact. It assumes a direct mechanism for dissociation. It is for this reason that we believe this model works in the energy ranges considered here. We can think of the reactivity of a complex corrugated surface as a simple linear combination of topographic features, provided the molecules have enough incident energy to dissociate through a direct mechanism. The validity of such a simple model enables one to predict the average sticking probability of surfaces with very low misorientation, that is, low step density with respect to (100) or (111) crystallographic planes, which are computationally intractable even for molecular dynamics. If the molecule dissociates via an indirect mechanism, where molecules lose memory of their initial configuration prior to dissociation, the sticking probability will not be proportional to the surface area but involve coupling between step and terrace regions.
Conclusions
We have studied the reaction of hydrogen with flat and stepped platinum surfaces using a transferable reactive force field. Given that no retraining of the potential was done to account for the specific systems studied here, we believe that ReaxFF has performed well in helping us to understand the qualitative differences between the eight surfaces considered in this work. Including the substrate degrees of freedom allowed us to account for substrate-temperature effects and survey a large number of surfaces vicinal to Pt(111) without performing any additional quantum mechanical calculations. When considering only the quantitative performance, ReaxFF offered predictions for surface energy and reactivity that were too low. Additionally, the trend in the low energy regime of the dissociation reaction on Pt(533) was not captured properly. However, the potential did a good job of capturing the high-energy direct dissociation mechanism, and it remains possible that a retraining of the potential with configurations more representative of the indirect channels might yield accurate qualitative behavior in the lowenergy regime while preserving the correct dynamics in higher energy areas. If accurate, absolute quantitative predictions of reactivity on a single crystal are required, the 6D-frozensubstrate approach is superior, and an exhaustive quantum mechanical study of a single surface is unavoidable. If, however, one is interested in understanding the trends between surfaces, the methods followed here should work at mid-to-high collision energies.
Considering only the direct pathway to dissociation on all eight crystals, two clear trends emerged. One favored corrugated surfaces over flat surfaces and the other favored 111-type steps over 100-type steps. The preference of 111-type steps over 100-type steps for reactivity has been corroborated with experimental data. We would encourage more accurate 6D classical simulations performed on a tractable system with a 111-type step such as Pt(331) (Pt(S)-[3(111) × (111)]) to confirm this trend. We developed a simple linear model that worked well in accounting for the reactivity differences over a wide range of different crystal facets. This leaves us with a framework for understanding some of the complex surfaces that one would likely encounter in industrial catalysis. A simple area-weighted-mean model works well, provided the reaction proceeds via a direct mechanism.
This approach begins to break down when precursor-mediated chemistry becomes important. For example, one facet of the surface may provide a molecularly trapped intermediate and another facet of the surface dissociates that intermediate. This is a direct form of coupling that would introduce a significant amount of nonlinearity into the system. However, under the high pressure and high concentration conditions used industrially, the surface is often littered with adatoms under typical operating conditions. A follow up study by Gee et al. 29 showed that the indirect channel is significantly diminished in the presence of adsorbates. In light of this, the good performance of ReaxFF only in the direct region may not be that restrictive for engineering purposes. It may be possible that a few detailed studies of selected crystal facets and a simple linear model, like the one developed here, could accurately capture the dynamics of a complex catalyst because the role of indirect reaction channels may be diminished because of the preferential adsorption and the subsequent blocking of step sites.
