In a growth model, individuals move progressively through a series of states in which each state is indicative of developmental status. Interest lies in estimating the rate of progression through each state while incorporating covariates that might affect the transition rates. We develop a Bayesian discrete-time multistate growth model for inference from cross-sectional data with unknown initiation times. For each subject, data are collected at only one time point at which we observe the state as well as covariates that measure developmental progress. We link the developmental progress variables to an underlying latent growth variable that can also affect the state transition rates. A subject with slow latent growth will then have relatively small developmental progress covariates and move through state transitions slowly. We then examine the association between latent growth and the probability of future events in a novel study of embryonic development and pregnancy loss. Using a Markov chain Monte Carlo (MCMC) algorithm for posterior computation, we found evidence in favor of a previously hypothesized but unproven association between slow growth early in pregnancy and increased risk of future spontaneous abortion.
INTRODUCTION
Fetal growth is an important marker of fetal health used in both clinical practice and epidemiologic studies. Determining whether fetal growth is adequate depends strongly on accurate dating of the onset of pregnancy. Because the date of conception is difficult to measure, researchers and clinicians assume conception occurs exactly 2 weeks after the beginning of a woman's last menstrual period (LMP). This dating is notoriously imprecise due to (1) variation in the follicular phase length, defined as the time between menses and ovulation, and (2) in rarer cases, highly irregular or missed menses (Kramer and others, 1988; Savitz and others, 2002) . Further, studies rely on the LMP and the onset of new bleeding to determine the gestational age of the fetus at the time of a miscarriage. However, this approach is flawed because of the aforementioned measurement error in conception date and because the fetus may die days to weeks prior to the onset of new bleeding, which leads to recognition of the miscarriage. Developing an approach to couple cross-sectional ultrasound information with the ability to estimate growth will allow researchers to estimate probable developmental state prior to miscarriage. Researchers can then more accurately identify which insults may have occurred prior to the pregnancy loss and rule out exposures that occur after development arrest but before the onset of bleeding. With these difficulties in mind, our goal in the early pregnancy analysis is 2-fold: (1) to determine whether there exists detectable variation in fetal growth before 20 weeks gestation and (2) if variation in growth exists, to determine if growth is associated with the probability of future pregnancy loss. In particular, if (2) holds, the current practice of using ultrasound dating in early pregnancy-loss studies may need to be reevaluated.
This problem can be posed statistically using a latent multistate growth process with unknown initiation time. In a multistate model, the current condition of a subject is summarized by assignment to one of a finite number of K states (Jewell, 2005) . A growth model assumes that all subjects progress in order from state k to k + 1, k = 1, . . . , K − 1, without skipping any states or regressing to previous states. This article focuses on the problem of estimating such models using cross-sectional data in which transition times are not observed as in current status data (Satten and Longini, 1994; Van der laan and Jewell, 2003; Jewell and others, 2005) . For each subject, we have information at one time point on the current state as well as measurements of developmental progress that are surrogates of the amount of time spent in a state. We propose a latent variable method extending the Bayesian approach of Dunson and Baird (2002) for combining the developmental progress and current state information into the underlying growth concept. Furthermore, we consider the situation in which we observe the time of the LMP, but the moment the growth process begins, conception, is not observed.
Multistate growth models with interval-censored transition times appear in several applications. Often, the initiation time is also unknown but not considered in the analysis. One example involves studying tumor growth in mice. Typically, a mouse is exposed to a carcinogenic compound and a tumor may develop some time following the exposure. At a later date, the mouse is sacrificed to determine how far the tumor has progressed (Dewanji and Kalbfleisch, 1986; Ryan and Orav, 1988; Albert and Shih, 2003) . In these studies, the investigators analyze time from exposure rather than time from tumor initiation. We focus on measuring growth as a function of time since initiation and demonstrate that, in our application, failing to account for the unknown initiation time can have a large impact on the analysis. Other examples of multistate models include AIDS progression (DeGruttola and Lagakos, 1989) , breast cancer (Duffy and others, 1995) , and the development of uterine fibroids (Dunson and Baird, 2002) .
The remainder of this paper will be organized as follows: Section 2 describes the underlying data structure and the specific models we used in the embryonic growth analysis. In Section 3, we provide a Bayesian approach to fitting such a model with the necessary conditional distributions in the Appendix. Section 4 contains the application of our methods, and Section 5 discusses the results. 
Data structure
Our research is motivated by the Right from the Start (RFTS) study of embryonic development (Promislow and others, 2004) . RFTS is a prospective cohort study that identified women who were planning to conceive or in early pregnancy. Investigators enrolled women when they had a positive pregnancy test, and then promptly provided an early first-trimester ultrasound. At the time of the ultrasound, each fetus was assigned to 1 of 3 states based on the presence or absence of important developmental features: (1) only gestational sac present, (2) fetal pole present without normal cardiac activity, and (3) fetal pole with normal cardiac activity. Lack of cardiac activity is a natural state of development that every fetus experiences for hours to days while the heart forms, becomes detectable by ultrasound, and before a stable heart rate is established. The ultrasound also provides 2 measurements of developmental progress, the mean gestational sac diameter and fetal pole length, which have been studied extensively and are strongly associated with time since LMP (Hadlock and others, 1992; Filly and Hadlock, 2000) . Figure 1 is a timeline of possible events for a subject enrolled in RFTS. The timeline begins with the observed date of the LMP. The subsequent time of conception is not observed, but the distribution of the follicular phase length has been well characterized (Wilcox and others, 2001) . Let t I i be the time interval between LMP and conception for subject i, i = 1, . . . , n. We standardize the time axis so that the conception time is zero for each subject so that, on this scale, the LMP occurs at −t I i as indicated in Figure 1 . Let T (k) i be the unobserved transition time from state k to k + 1, k = 1, 2, with each subject's current state ascertained by an ultrasound at conceptional age W i . W i is not known though the sum W i +t I i is observed.
To obtain information on the amount of time from conception to the ultrasound (W i ) and state progression, let there be one or more measurements of developmental progress available at W i for each subject. For the measurements to be useful, we should expect the continuous measurements will increase (or decrease) stochastically as a function of time since conception and possibly other covariates. Similarly, for dichotomous measurements, the probability that they are present or absent should be a function of time since conception. In our RFTS embryonic growth analysis, 2 continuous measurements of developmental progress are available, the fetal pole length and gestational sac diameter. Both variables have been shown to increase with time since LMP (Filly and Hadlock, 2000; Hadlock and others, 1992) , and it is reasonable to assume that they are more accurately functions of time since conception. Fig. 1 . Timeline for a subject who has a fetal pole with normal heart rate at time W . W , the time from conception to ultrasound, is not observed, but W + t I , the time from LMP to ultrasound, is observed. The T (k) are unobserved transition times and the α (k) are transition rates from state k to k + 1, k = 1, 2. 376 J. C. SLAUGHTER AND OTHERS
Latent variable model
Regardless of state, let there be C measures of developmental progress, P 1i , P 2i , . . . P Ci , available at time W i , i = 1, . . . , n. In a method similar to Dunson and Baird (2002) , we link the n × 1 vectors P c to an underlying latent growth variable Z * (n × 1) and time since conception (W). To model early fetal growth, we use log transformations for gestational sac diameter (P 1 ) and crown-rump length (P 2 ) and a quadratic time effect consistent with previous approaches (Filly and Hadlock, 2000 )
1)
with the error terms δ δ δ 1 and δ δ δ 2 assumed to be independent and
For each subject, we assume that the latent growth variable satisfies Bollen, 1989) . Z * i incorporates the concept of individual growth and models the correlation between the observed developmental progress variables. We allow Z * i to have an expected value that can be a function of covariates D i and parameters β β β. In the RFTS analysis, D i is either an indicator variable for infant's gender, mother's black ethnicity, or if the mother had any previous live births (parity). There is evidence to indicate that these covariates are associated with growth between weeks 25 and 42 (Zhang and Bowes, 1995) , but no evidence that they are influential earlier in pregnancy. With no covariates, Z * i can be thought of as a random intercept in a mixed effects model (cf. Laird and Ware, 1982) .
The structural equations specified by (2.1) and (2.2) include constraints that are necessary for frequentist identifiability. The coefficients for Z * are fixed at 1, so we are able to identify the precision parameters τ p 1 and τ p 2 . With 2 measurements of developmental progress, we are also limited to one latent variable that models the covariance between fetal pole length and gestational sac diameter. General identifiability conditions are covered by Bollen (1989) .
Multistate growth model
We next describe the model for the state transition rates, α (k) , from state k to k + 1. Using a discrete-time model, we partition the time axis into J disjoint intervals
In the RFTS analysis, we use time intervals of length 1 day because ultrasound and LMP information are measured on this scale. We then characterize the discrete transition rate with the growth model restrictions for subject i in interval j from state k to k + 1 to be
for k = 1, 2. We assume that the time intervals are sufficiently small so that there is zero probability of 2 transitions within the same interval. For individuals in state 1, the transition times T i , we sample the unknown intervals of entry as a step in the MCMC algorithm.
In addition to allowing latent growth, Z * i , to be related to our developmental progress variable, we also connect latent growth to the state transition model as defined in (2.3). A fetus that is developing slowly will then not only have a smaller than expected fetal pole length and gestational sac diameter but also Bayesian modeling of embryonic growth using latent variables 377 be allowed to move through state transitions relatively slowly. The discrete-time probit regression models describing the 1 → 2 and 2 → 3 state transition rates for embryo i in interval I j are
where is the normal cumulative distribution function. M j is the jth row of a design matrix that provides regression splines for the baseline transition probabilities ω ω ω. The most flexible model would fit one parameter per time interval, but we use a spline function with 4 degrees of freedom to decrease the dimensionality. We also found that an intercept term, ν, is sufficient to model this baseline transition probability from state 2 to 3 because this transition occurs quickly.
Pregnancy-loss model
Finally, we examine the association between Z * i and future events, Y i , that occur after W i . In RFTS, we looked for an association with the probability of a spontaneous abortion (SAB) by week 20 using a probit regression model, Pr
In this analysis, we include all subjects who did not have a SAB as well as subjects who had a SAB at some time point following their ultrasound. We exclude subjects who had evidence of a SAB prior to their ultrasound because the date of the loss could not be determined as accurately as the date of the ultrasound. In subjects with an early loss, the developmental progress variables would be function of time from conception to loss rather than time to ultrasound.
Model dependencies
The path diagram in Figure 2 illustrates the dependencies in the early fetal growth model. We use boxes to represent observed variables, both with (solid lines) and without (dashed lines) distributional assumptions. Circles represent unobserved variables and arrows indicate association so that lack of arrows signifies conditional independence. Latent growth (Z * ) models the correlation between the gestational sac diameter and the fetal pole length and is allowed to influence both the state transition rates and the risk of pregnancy loss by 20 weeks. We estimate the unknown time from conception to the ultrasound (W ) by subtracting the estimated time from LMP to conception (t I ) from the observed total time from LMP to ultrasound (W + t I ). The 2 measurements of developmental progress obtained by the ultrasound are allowed to increase as a function of time since conception so that latent growth is not a function of W . Finally, time from LMP to conception (t I ) is associated with the state transitions, but not through the transition rate like latent growth. Instead, time from LMP to conception indicates the starting point of the growth process from which we measure the number of days to the first and subsequent state transitions.
BAYESIAN ANALYSIS
We use Bayesian methods, which estimate the joint posterior distribution of the parameters given the data, to conduct our analysis. The joint distribution of all parameters can be written in general as
where f (·|·) denotes a conditional distribution. It is natural to incorporate additional conditional independencies, so the joint distribution in (6) simplifies to the hierarchical model
To facilitate computation of probit models for binary outcomes, we use data augmentation as outlined by Albert and Chib (1993) . Briefly, their algorithm involves sampling auxiliary outcome variables from the truncated normal distribution, with the truncation conditional on the observed binary outcome variable. This approach connects a probit regression model on an observed dichotomous outcome with a normal linear regression model on the continuous auxiliary outcome. Details are provided in the Appendix.
We also utilize parameter expansion, a technique in which nonidentifiable parameters are added to a model, to improve computational performance while providing truly noninformative priors (Gelman, 2004) . Specifically, we redundantly multiply the latent variable, Z * i , in models (2.1) and (2.2) by the parameter ξ to create the expanded model with parameter σ α = |ξ |τ z * . Gelman (2006) shows that using a conjugate folded-noncentral-t prior for σ α , which is specified by placing a normal prior for ξ and a gamma prior on τ z * , is superior to the usual choice of gamma( , ) on τ z * while fixing ξ = 1. In the later case, inference can be very sensitive to the choice of and the prior distribution is often not vague as desired. Simulations also indicate (Gelfand and Sahu, 1999; Gelman and others, 2003) that placing a proper prior with large variance on ξ significantly decreases the autocorrelation of estimable parameters. This expansion scheme is adapted from a similar approach used for the expectation-maximization algorithm by Liu and others (1998).
We use a MCMC algorithm programmed in Matlab (The MathWorks, Natick, MA) for posterior calculations. Gibbs sampling (Gelfand and Smith, 1990) proceeds by iterating the complete conditionals given in the Appendix until convergence is established.
APPLICATION

Data set
We apply our methods to 2029 women with singleton pregnancies enrolled in the RFTS study summarized in Table 1 . Using an early first-trimester ultrasound, we assigned each embryo to 1 of the 3 states based on the presence or absence of key developmental features including the gestational sac, fetal pole, and cardiac activity. Twenty-one subjects had only a gestational sac present (state 1), 15 had a fetal pole (state 2), and the remaining 1993 subjects had a fetal pole with normal cardiac activity (state 3) at the time of their ultrasound. Ultrasonographers measured fetal pole lengths on 2005 subjects and gestational sac diameters on 1007 subjects. All subjects had at least one of these two readings, so we could determine individual developmental progress and report the date of their LMP. Sixty-three women who had viable pregnancies and were in state 3 went on to have a loss by week 20.
Bayesian prior specification
Bayesian methods are particularly suited to modeling embryonic development because important prior information can be incorporated in the analysis. A summary of the prior distributions and data sources for informative priors is provided in Table 2 . The Early Pregnancy Study conducted by Wilcox and others (1995) analyzed urinary biomarkers from a group of 221 women to precisely date the length of time from LMP to clinical pregnancy (Wilcox and others, 2001) . The Wilcox study provides day-specific estimates of the probability of clinical pregnancy on a given day of the menstrual cycle used in specifying the multinomial prior distribution depicted for t I shown in Figure 3 . We do not have prior information that we can directly apply to the state transition rates (α (k) i j ), but we do have information that allows us to specify informative priors on functions of these parameters. Filly and Hadlock (2000) and Hadlock and others (1992) show that the fetal pole, without normal cardiac activity, can be visualized when the crownrump length is 2 mm, which occurs at 5.7 menstrual weeks (95% confidence interval [CI]: ±3 days). Normal cardiac activity begins a few days later, by the 6th menstrual week. These studies provide us with prior information about the state progression probabilities for a fetus growing at a normal rate, ω ω ω and ν. For each ω j , we used independent normal priors with mean specified to correspond with regression splines consistent with Hadlock's results. We also explored models with weaker prior assumptions.
For all other parameters where we do not have prior information, we used proper but appropriately vague priors. For each of the regression parameters 1 , 2 , β β β, γ 1 , γ 2 , ξ , and µ µ µ, we used independent Fig. 3 . Prior and posterior distributions of the probability of conception on a given day of the menstrual cycle, conditional on reaching that day of the cycle. The vast majority (99%) of individual subjects had posterior distributions with a variance more similar to subject A than subject B.
N (µ p , σ 2 p ) prior distributions, with µ p = 0 and σ 2 p = 100. For precision parameters τ p 1 , τ p 2 , and τ z * , we use Gamma(a, b) priors, with a = b = 0.5.
Analysis
We performed our analysis by iterating the MCMC algorithm given in the Appendix. We monitored parameter autocorrelations and used a variety of diagnostics from the CODA package in the R statistical program (R Development Core Team, 2004) . All parameters except γ 1 converged quickly, so we used 1 million iterations to ensure that γ 1 also satisfied convergence diagnostics. Simulation work indicates that γ 1 converges much more quickly when there are more subjects observed in the early states than we had in RFTS.
We did not find any association between the mean of latent growth and male gender, black ethnicity of the mother, or being multiparous. Using the parameter expanded version of (2.1) and (2.2), these associations are measured by examining the estimable function θ = ξβ 1 . For the association with gender, we found Pr(θ > 0) = 0.21, for ethnicity Pr(θ > 0) = 0.37, and in the parity model, Pr(θ > 0) = 0.25.
We did find an association between latent growth and both state transition rates. Table 3 summarizes the posterior means and 95% credible intervals for γ 1 and γ 2 and indicates that subjects with large values of Z * i make transitions more quickly than subjects with relatively small values. To more easily interpret these results, we identify a slow-, normal-, and fast-growing individual based on the 5th, 50th, and 95th percentiles of Z * and compared their estimated transition probabilities graphically. Figure 4 displays the probability of moving from state 1 → 2 on a given day conditional on not yet having advanced to state 2. A fetus developing at a normal rate will have a visible fetal pole around day 26 after conception, and, when the transition rate is approximately 0.5, the slow-and fast-growing subjects are separated by 3 days. There was less variability between subjects for the transition from state 2 → 3. Most subjects make this transition quickly, but the transition may take a day or two longer in slow-developing subjects. Our results indicate that the current practice of using an early ultrasound to date the pregnancy may be inaccurate because this method of dating assumes that subjects have the same early growth rate. Fetal development is traditionally dated starting from the LMP and then assumes that conception occurs exactly 2 weeks later. However, there can be considerable variability among women in time from LMP to conception (t I i ). Figure 3 gives the prior and posterior distributions of time from LMP to conception for 2 noteworthy subjects and all subjects combined. Overall, the prior and posterior distributions for all subjects are similar. Among individual subjects, there is significant variability in the shape of the posterior distributions of time to conception. For example, subject A has a clear peak around day 10, while subject B is relatively flat from day 15 to 50. Subjects A and B were both in state 3 at the time of the ultrasound but differed significantly in the observed days from LMP to ultrasound. Subject A received her ultrasound earlier than most subjects (34 days after LMP) and had relatively small developmental progress covariates, both of which indicate a likely recent transition from state 2 to state 3. Subject B received her ultrasound relatively late (78 days after LMP) with an average-sized fetal pole and gestational sac. For most subjects, like subject A, we are confident in our estimate of time from LMP to conception and, even for subject B, it is likely that time to conception is longer than 2 weeks. Furthermore, the posterior distributions of t I i for other subjects were more often like subject A than subject B. Ninety-nine percent of subjects have a within-subject variance of t I i that is more similar to subject A than subject B, with 7% percent of subjects having a posterior variance greater than 25 days 2 . To evaluate the impact of not estimating time from LMP to conception, we conducted a comparison analysis in which we fixed the time period at 2 weeks for each subject. In this simpler model, individual variability in the time from LMP to conception is now included in the time to the first state transition. Failing to account for the unknown initiation time alters both the distribution of the latent growth variable, Z * , and the posterior distribution of γ 1 . The posterior mean for γ 1 is greatly increased, while the posterior distribution for γ 2 changes little (Table 3) . Second, some subjects change from having moderate to extreme values of the latent growth variable. A post hoc comparison indicates that, for subjects who would have unusually large time from LMP to conception, fixing time to conception at 2 weeks results in large negative value of latent growth. Conversely, subjects who would have small values of time to conception have large positive values of latent growth in the comparison analysis (corr(t I , Z * ) = −0.75). This strong negative correlation is removed when we model the unknown conception time (corr(t I , Z * ) = −0.04).
We also found an association between the latent growth rate and the probability of having a SAB by the 20th week of pregnancy. Embryos that were relatively slow growing were more likely to subsequently spontaneously abort. According to the model, approximately 1.7% (95% CI [0.8%, 2.9%]) of embryos with an average value of latent growth will be lost before the 20th week, while 3.8% (95% CI [2.4%, 5.4%]) of embryos with a value of latent growth one standard deviation below the mean will be lost. We note that this analysis included only embryos that were viable at the time of the ultrasound so that the pregnancy loss occurred after the ultrasound.
Because our primary inference is about a latent variable and we make a number of distributional assumptions, it is important to evaluate the fit of our model. To do so, we calculated the posterior predictive distributions for observed data and then compared these distributions to our observed data following Lynch and Western (2004) . Figure 5 shows the posterior distributions and observed data for fetal pole length by the observed time from LMP to ultrasound. The posterior prediction intervals are specific to individual subjects because they incorporate both latent growth and time from LMP to conception in their calculation, so we randomly selected 65 subjects for each unique value of time from LMP to ultrasound to display. We also include the posterior predictive distribution that would be obtained using the simplified analysis that assumes that time from LMP to conception is fixed at 2 weeks. Figure 5 clearly indicates that our model fits observed fetal pole lengths well and is superior to the simpler analysis option. Model evaluation using gestational sac diameters and plots for the remaining subjects gives the same conclusions.
DISCUSSION
In this article, we describe a Bayesian approach for analyzing the growth of an embryo through 3 states early in the first trimester of pregnancy. Our analysis is complicated by only having cross-sectional data so that transition times are not observed. Additionally, the time the growth process begins, at conception, is not observed, but the distribution of time from the LMP to conception has been well characterized. An ideal study would have repeated measures on each subject with a known time of conception, but factors including cost and participant burden make such studies difficult to conduct.
We develop a latent variable method for incorporating developmental progress variables using structural equations (Joreskog, 1970) in a multistate growth model. Our approach differs from previous analyses that used developmental progress covariates directly. For example, Albert and Shih (2003) jointly model tumor onset and growth after onset using a single tumor volume measurement. When multiple measures of developmental progress are available, previous direct approaches have attempted to categorize disease severity into a set of levels (Craig and others, 1999) . The number, volume, and location of a tumor could be used to assign subjects into severity levels ranging from high to low, although defining the cut points for the levels may be unclear. Instead, we follow a latent variable approach similar to Dunson and Baird (2002) that naturally combines multiple measurements of developmental progress into the underlying latent growth concept. We allow the latent variable to be continuous, which is more flexible than the direct approach in that it does not prespecify arbitrary severity boundaries in the classification procedure. We are also able to consider associations between the latent variable and the future outcomes. For example, in our early pregnancy analysis, we identify an important relationship between the latent growth and the risk of pregnancy loss by 20 weeks.
Bayesian methods are well suited to the embryonic growth application because abundant prior knowledge is available. We propose statistical models in a specific form that allows prior information about the time from LMP to conception and time to state transitions to be readily incorporated. Available methodology using Markov models (Kalbfleisch and Lawless, 1985) would not be appropriate in our application because it assumes that the transition rates are independent of the amount of time spent in state. SemiMarkov models have also been developed for fitting interval censored data with unknown initiation times. While Satten and Sternberg (1999) allow the transition rate to depend on the time spent in the current state, they do not incorporate surrogates of developmental progress that are functions of time since initiation in addition to state membership. Bayesian methods that consider surrogates of developmental progress for interval censored data have been proposed (Dunson and Baird, 2002) but do not allow the developmental progress covariates to be functions of an unknown initiation time. In addition, Dunson and Baird (2002) treat the multistate growth model as the primary outcome of interest, while we additionally consider joint modeling of growth with a future pregnancy outcome.
The multivariate growth model is closely related to current status data in which a counting process is observed at a random monitoring time once for each subject in a cross-sectional data structure. The counting process jumps at unobserved time variables of interest, which we have referred to as a transition times in our multistate growth model. Current status methods often focus on finding both parametric (Satten and Longini, 1994) and nonparametric (Van der laan and Jewell, 2003) methods for estimating the distribution of the transition times. While these distributions can be estimated in our approach, we assume that they are well characterized and instead utilize previous research to place informative priors on ω ω ω and ν. Our interest lies in estimating deviations from the baseline rate so that we are able to identify individuals with a latent tendency to grow relatively quickly and slowly and who also have relatively large or small developmental progress covariate. The nonparametric methods of Van der laan and Jewell (2003) rely on the assumption that the monitoring times are independent of the counting process, and we assume that the ultrasound time is independent of latent growth. This assumption should hold in our analysis but may not be valid in a nonresearch setting when women receive an early ultrasound because of bleeding or other indicator of miscarriage, which we found is related to growth.
Our primary goal was to identify embryos that are developing relatively quickly and relatively slowly using a latent growth model. The latent variable approach has advantages over previous methods that use developmental progress variables directly. In the direct approach, it is often not clear how different surrogates should be combined to classify patients. Past research indicates that short gestational sac diameters (Nyberg and others, 1987) or fetal pole lengths (Mantoni and Pedersen, 1982) may be associated with increased risk of pregnancy loss. However, a more recent study (Brizot and others, 2001) could not replicate either result. Rather than consider these developmental progress variables directly, we conceptualize that they are indicative of the underlying embryonic growth. Our approach automatically differentiates individuals using one overall, continuous measurement regardless of partial missingness, measurements being taken at different times, or unknown initiation times. We can then incorporate the latent variable in joint models for multistate growth processes and future events.
Applying our methods to the RFTS study led to new insights about early pregnancy. Clinician routinely assume that there is no meaningful differences in growth when they use ultrasound measurements to date conception in the first half of pregnancy (Kramer and others, 1988) . We were able to identify individual embryos with different growth rates while accounting for the variable time to conception and time to ultrasound. We did not find that gender, ethnicity, or parity was associated with early growth even though intrauterine growth has been shown to differ by these covariates much later in pregnancy (Zhang and Bowes, 1995) . It is also important to determine whether variability in early growth is considerable enough to predict future events, and we were able to find evidence in favor of an association between slow growth early in pregnancy and increased risk of future pregnancy loss. Bayesian modeling of embryonic growth using latent variables 385 let φ p (x; µ µ µ, ) be the normal probability density function for the p-dimensional random vector x with mean µ µ µ and variance-covariance matrix and let φ p (x; µ µ µ, |Y = y) be the normal density evaluated at Y = y, where µ µ µ is a function of Y. Also, let ψ(x; α, β) ∝ x α−1 e −xβ be the gamma probability density function for random variable x. For matrix calculations, let A ⊗2 = A A, 1 n be a n × 1 vector of ones, and I n the identity matrix of rank n.
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Step 1: Using conjugate priors, parameters k , τ p k , and ξ, k = 1, 2, follow normal and gamma forms from linear regression results:
Step 2: For individuals in state 2 at W i , sample the unknown interval of entry into state 2:
Pr(l (1 − α (2) ih ).
For individuals in state 3, sample both the interval of entry into state 2 and state 3:
Pr(l i j .
Step 3: Generate latent outcome variables used for fitting probit regression models as outlined by Albert and Chib (1993) . For the state 1 to 2 transition, let T Step 4: Using the latent outcomes generated in the previous step, γ 1 , ω ω ω, γ 2 , ν, and µ µ µ follow from linear regression results. Note that U i , V i , and Z * are R i × 1, S i × 1, and n × 1 vectors, respectively, while Z * Step 5: We use day-specific conception prior probabilities taken from Table 1 of Wilcox and others (2001) to specify the same multinomial priors, π(t I i ), on each t I i . The complete conditional for t I i will follow a multinomial distribution with probabilities proportional to Pr t I i = k|Z 1i , Z 2i , τ p 1 , τ p 2 , 1 , 2 , Z * i , X 1 , X 2 , k = 1, . . . , 80, ∝ π(t where t I i appears in the design matrices X 1i and X 2i for subject i.
