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Modeling and understanding multivariate extreme events is chal-
lenging, but of great importance in various applications — e.g. in bio-
statistics, climatology, and finance. The separating Hill estimator can
be used in estimating the extreme value index of a heavy tailed mul-
tivariate elliptical distribution. We consider the asymptotic behavior
of the separating Hill estimator under estimated location and scatter.
The asymptotic properties of the separating Hill estimator are known
under elliptical distribution with known location and scatter. How-
ever, the effect of estimation of the location and scatter has previously
been examined only in a simulation study. We show, analytically, that
the separating Hill estimator is consistent and asymptotically normal
under estimated location and scatter, when certain mild conditions
are met.
1 Introduction
Extreme value theory is used in understanding unlikely observations. It pro-
vides a theoretical framework that classifies distributions according to their
tail behavior and explains asymptotic properties of the extreme order statis-
tics. It also provides statistical estimators for different interesting quantities.
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There is a range of applications including finance, insurance, climatology and
geology.
The possibility to handle multivariate observations is vital for many ap-
plications. The traditional way to approach the multivariate setting is to
consider the componentwise maxima of the multivariate observations and ap-
ply the theory of the one dimensional case to the marginal distributions (see
de Haan and Ferreira (2006) chapter 6). Dominicy et al. (2015) approach
the problem in a rather different way by considering a situation where the
symmetry properties of the distribution provide a natural order relation and
hence a natural concept of a multivariate extreme order statistic. Namely,
they consider the extreme values of elliptically distributed random variables.
Extreme value index encodes information about the tail behavior of uni-
variate distributions. In the case of a positive extreme value index, a popular
estimator for this parameter is the Hill estimator proposed in Hill (1975). A
multivariate generalization of this, the separating Hill estimator, was recently
introduced in Dominicy et al. (2015). Below we review the Hill estimator and
its asymptotic properties. We also discuss the definition of a positive extreme
value index of an elliptical distribution. In the remainder we settle a severe
deficiency in the current asymptotic theory of the separating Hill estimator.
The value of the separating Hill estimator depends on variables that de-
scribe the location and scatter of the underlying distribution. We show that,
under mild conditions, the asymptotic properties of the estimator remain
unchanged if, instead of true location and scatter, the estimator is evaluated
with respect to estimated location and scatter. This is vital for applications,
since in practice estimated location and scatter are what one has at one’s
disposal.
This paper is organized as follows. In Section 2 we review the relevant
basics of the Hill estimator, in Section 3 we review the separating Hill esti-
mator and in Section 4 we obtain its asymptotic properties under estimated
location and scatter.
2 Estimation of a positive extreme value in-
dex
The extreme value index yields the limiting distribution of the extreme order
statistics subject to a sequence of appropriately chosen affine normalizations.
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For example, extreme quantile estimation is based on having an estimate of
this parameter. The extreme value index naturally arises from the Fisher-
Tippett-Gnedenko theorem (see Fisher and Tippett (1928) and Gnedenko
(1943)) which is of fundamental nature for extreme value theory.
Theorem 1. Let Xn be a sequence of i.i.d. real-valued random variables
whose cumulative distribution function is F . If there are sequences of real
numbers an > 0, bn such that
P
(
max {X1, . . . , Xn} − bn
an
≤ x
)
= F n (anx+ bn)→ G(x)
as n→∞ for all x ∈ R, then there is γ ∈ R such that
G(x) = Gγ(x) = exp
(
− (1 + γx)−1/γ
)
for 1 + γx ≥ 0 and 0 otherwise. In the case γ = 0
G0(x) = exp
(−e−x) .
The following definitions are now natural.
Definition 1. Let F be a cumulative distribution function such that there
are sequences of real numbers an > 0, bn satisfying
F n (anx+ bn)→ G(x) = Gγ(x),
as n→∞. Then F is said to be in the domain of attraction of Gγ, denoted
F ∈ D (Gγ).
Definition 2. The extreme value index of a distribution function F is γ if
and only if F ∈ D (Gγ).
There are several statistical estimators for γ which are valid in different
cases and have different desirable properties. Among the earliest ones is the
Hill estimator proposed in Hill (1975). It is valid for γ > 0 and among its
merits is its straightforward applicability. Since it was proposed, the Hill
estimator has indeed become a widely used tool.
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Consider a sample s1, s2, . . . , sn ∈ R. Denote the order statistics by
s(1,n) ≥ s(2,n) ≥ · · · ≥ s(n,n). Let 1 ≤ k < n. The expression for the
Hill estimator is
Hˆk,n =
1
k
k∑
i=1
log
(
s(i,n)
s(k+1,n)
)
.
The restriction γ > 0 is clear since each of the logarithms takes a positive
value.
There are characterizations for the distributions in each D (Gγ). For
γ > 0 the characteristic property is a regularly varying tail. The general
definition of this property is as follows.
Definition 3. Let f : R+ → R be an eventually positive function. If for
some α ∈ R
lim
t→∞
f(tx)
f(t)
= xα
holds for all x > 0, f is said to be regularly varying, denoted f ∈ RVα.
The number α is called the index of regular variation of f . If α = 0, f is
said to be slowly varying. Regularly varying functions can be considered as
a generalization of functions of the form f(x) = Cxα, C ∈ R, to the case
where the constant C is replaced with a slowly varying function.
The distributions in D (Gγ) for γ > 0 are precisely those whose tails are
regularly varying.
Theorem 2. Let F be a distribution function. The condition F ∈ D(Gγ)
for γ > 0 holds if and only if
lim
t→∞
1− F (tx)
1− F (t) = x
−1/γ .
In other words: F ∈ D (Gγ) for γ > 0 if and only if 1 − F ∈ RV−α, where
α = 1/γ. In this context α = 1/γ is called the tail index of the distribution.
Asymptotic properties of the Hill estimator have been a subject to much
interest. Consider the case where F is a Pareto distribution i.e. F (x) =
1−Cx−α, x ≥ xm(C) > 0, for some α > 0. Now the self-similarity properties
of the distribution suggest that, intuitively, Hˆk,n → γ whenever k = k(n)
grows large as n → ∞. This indeed turns out to be the case and the result
even holds more generally: When C is replaced by a slowly varying function,
i.e. when 1− F is regularly varying.
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Theorem 3. Assume that F ∈ D(Gγ) for γ > 0. Now, as kn →∞, n→∞,
kn/n→ 0,
Hˆkn,n →P γ.
This result was obtained in Mason (1982).
The natural question after settling the consistency of Hˆk,n is its limiting
distribution. This requires some additional assumptions about the underly-
ing distribution. The following class of functions that is appropriate for this
purpose is discussed in de Haan and Stadtmu¨ller (1996).
Definition 4. A measurable function f : R+ → R is said to be of second
order extended regular variation if
lim
t→∞
f(tx)−f(t)
a(t)
− xγ−1
γ
A (t)
= Hγ,ρ(x) = c1
∫ x
1
sγ−1
∫ s
1
uρ−1duds+ c2
∫ x
1
sγ+ρ−1ds
for some c1, c2 ∈ R, γ ∈ R and ρ ≤ 0, where H is not a multiple of xγ−1γ and
the positive or negative function A converges to zero as t→∞. The function
a is some positive auxiliary function. We denote this by f ∈ 2ERVγ,ρ.
Let F be a distribution function. Consider the following function
U(y) = inf
{
x ∈ R
∣∣∣∣ 11− F (x) ≤ y
}
. (1)
It can be shown that U ∈ 2ERVγ,ρ for γ > 0 implies F ∈ D(Gγ). The
asymptotic behavior of Hˆk,n is also neatly expressed in terms of U .
Theorem 4. Let F be a distribution function such that the related U , given
by (1), is in 2ERVγ,ρ for some γ > 0. Let A be the auxiliary function of U
in Definition 4. Now, as kn →∞, n→∞, kn/n→ 0,
√
kn
(
Hˆkn,n − γ
)
→ N
(
λ
1− ρ, γ
2
)
,
where
λ = lim
n→∞
√
knA
(
n
kn
)
.
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It is worth a remark that if
lim
t→∞
tα
(
U(tx)
U(t)
− xγ
)
= 0
for all α > 0, the result above holds with λ = 0, i.e. the estimator is then
asymptotically unbiased.
The general conditions for the tail of the distribution under which the se-
quence kn can be selected so that the Hill estimator is asymptotically normal
were derived in Haeusler and Teugels (1985). The roles of different smooth-
ness conditions for the asymptotic normality of the Hill estimator were fur-
ther clarified in de Haan and Resnick (1998).
Together these results provide a satisfying picture of the basic asymptotic
properties of the Hill estimator. They were also the foundation for the asymp-
totic properties of the separating Hill estimator derived in Dominicy et al.
(2015). Other aspects of the asymptotic behavior that have been examined
include asymptotic bias of the estimator (see e.g. de Haan and Peng (1998)
and Haeusler and Teugels (1985)), optimal selection of the sequence kn (see
Hall and Welsh (1985), Gomes and Oliveira (2001) and Danielsson et al. (2001))
and bias correction (see Gomes et al. (2007) and references therein).
3 Separating Hill estimator under known lo-
cation and scatter
In the univariate context, extreme values are observations that are excep-
tionally large or small. In the multivariate setting, the situation is less
straightforward due to the lack of a canonical order relation. A possi-
ble approach explored in e.g. Sibuya (1959), Tiago de Oliveira (1980) and
de Haan and Resnick (1977) is to consider the componentwise maxima of
the sample. However, it is questionable whether this approach gives a good
definition of multivariate extremes. It is not invariant under affine trans-
formations. In fact, a simple rotation may alter the data points that are
considered as extreme observations. Under the assumption of multivariate
ellipticity, the symmetry properties allow for a different approach.
A random variable is said to be elliptically distributed if
X ∼ µ+RΛU, (2)
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where the location vector µ ∈ Rd, the random vector U is uniformly dis-
tributed on the unit sphere Sd−1 ⊂ Rd, the matrix Λ ∈ Rd×d is such that the
scatter matrix Σ = ΛΛT ∈ Rd×d is a full rank positive definite matrix, and
R is a real valued random variable. The random variable R is called the
generating variate of the distribution.
The family of elliptical distributions was introduced in Kelker (1970).
(See also Fang et al. (1990).)
The symmetry properties of elliptical distributions motivate consider-
ing the Mahalanobis distance introduced in Mahalanobis (1936). (See also
McLachlan (1999).)
Definition 5. Let A ∈ Rd×d be a full rank symmetric positive definite matrix.
The metric dA given by
dA(x, y) =
(〈
x− y ∣∣A−1 (x− y) 〉) 12
is called the Mahalanobis distance relative to A.
The crucial observation here is the following: If X follows an elliptical distri-
bution with the location µ and scatter Σ, the Mahalanobis distance dΣ(X, µ)
is equal in distribution to R as
dΣ(X, µ)
2 ∼ 〈µ+RΛU − µ ∣∣Σ−1 (µ+RΛU − µ) 〉
∼ R2
〈
U
∣∣∣ΛT (ΛΛT )−1 ΛU 〉
∼ R2 ‖U‖2 ∼ R2.
Despite its simplicity, this observation rigorously describes the intimate re-
lationship between X and R. It leads us to consider extreme observations
under ellipticity to be the ones that correspond to extreme values of R in the
univariate sense. Consequently, under ellipticity, we have both intuitively
and formally sensible concept of an extreme value index.
Definition 6. An elliptical distribution is said to have an extreme value
index γ > 0 if and only if the extreme value index of its generating variate is
γ > 0.
The definition above is further supported by a result from Hult and Lindskog
(2002): General approach to the multivariate regular variation is defining it
in the following way. The distribution of a d-dimensional random variable
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X is said to be regularly varying with index α > 0 if there exists a random
variable Θ with values on the unit sphere Sd−1 a.s. such that, for all x > 0,
as t→∞,
P (‖X‖ ≥ tx, X/ ‖X‖ ∈ ·)
P (‖X‖ ≥ t) →v x
−αP (Θ ∈ ·) ,
where →v denotes vague convergence. It was shown in Hult and Lindskog
(2002), that the regular variation of an elliptical distribution (defined in
the general sense) is equivalent to the regular variation of the tail of the
corresponding generating variate. Recall now that by Theorem 2, a positive
extreme value index is equivalent to having regularly varying tail.
An affine invariant multivariate extension of the Hill estimator was in-
troduced in Dominicy et al. (2015): Consider a multivariate sample Sn =
{X1, . . . , Xn} ⊂ Rd. Let µ ∈ Rd and let Σ ∈ Rd×d be a full rank positive
definite matrix. Let D(1,n) ≥ D(2,n) ≥ · · · ≥ D(n,n) be the order statistics of
the Mahalanobis distances dΣ(Xi, µ). The separating Hill estimator under
these parameters is given by
Hˆd (Sn, µ,Σ, k, n) =
1
k
k∑
i=1
log
(
D(i,n)
D(k+1,n)
)
. (3)
Under ellipticity, as observed above, if the location and scatter of the
underlying distribution are µ and Σ respectively, the Mahalanobis distance
dΣ(X, µ) is equal in distribution toR. In that case the asymptotic properties
of Hˆsd under known location and scatter are straightforward to derive. This
was done in Dominicy et al. (2015). However, in practice, one has to estimate
the location and scatter. The asymptotic theory under known location and
scatter is thus highly insufficient for ensuring the practical applicability of
the estimator.
In this paper we settle the matter by proving that replacing location and
scatter by estimates does not affect the asymptotic behavior of the separating
Hill estimator. This holds as long as the estimators for the location and
scatter are
√
n-consistent.
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4 Separating Hill estimator under estimated
location and scatter
It is not trivial that the asymptotic properties of the separating Hill estimator
are not affected by replacing the true location and scatter in the expression
(3) with estimates.
Let d ≥ 2. Throughout this section, including Subsections 4.1 and 4.2,
we assume that X1, X2, . . . , Xn : Ω → Rd, is a sequence of i.i.d. random
variables with a d-dimensional elliptical distribution (2). We assume that the
distribution has a positive extreme value index γ. We denote the location
parameter of the distribution by µ, and the positive definite scatter parameter
by Σ. Notations µˆn and Σˆn are used for estimators of the location and scatter
of the distribution, respectively.
Throughout this section, again including Subsections 4.1 and 4.2, we write
Ri =
〈
Xi − µ
∣∣Σ−1 (Xi − µ) 〉1/2
E
(n)
i =
〈
Xi − µˆn
∣∣∣ Σˆ−1n (Xi − µˆn)〉1/2 .
That is, Ri is the true Mahalanobis distance of Xi from the mean and E
(n)
i is
the n:th estimate of it. We denote their order statistics by R(1,n) ≥ R(2,n) ≥
· · · ≥ R(n,n) and E(1,n) ≥ E(2,n) ≥ · · · ≥ E(n,n), and by Sn we denote the set
of the n first observations Xi, Sn = {X1, . . . , Xn}.
Below we will show that the difference∣∣∣Hˆd(Sn, µ,Σ, kn, n)− Hˆd(Sn, µˆn, Σˆn, kn, n)∣∣∣
becomes negligible if kn → ∞, n → ∞, kn/n → 0 and if the estimates µˆn
and Σˆn behave well.
Our strategy is straightforward. The difference above consists of log-ratios
log
(
E(i,n)
R(i,n)
)
, (4)
where 1 ≤ i ≤ kn+1. We use an elementary argument to bound the absolute
value of these expressions uniformly by a sequence that approaches zero in
probability sufficiently quickly. The desired results are then obtained by
showing that the obtained bound holds with a probability that approaches
one.
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4.1 Controlling the log-ratios of the order statistics
The asymptotical results for the separating Hill estimator under estimated
location and scatter are obtained in two parts. We begin by proving the
following lemmas that give a bound for the individual log-ratios (4). We will
prove that the bound is valid for the pairs
(
R(i,n), E(i,n)
)
, where 1 ≤ i ≤ l, if
l satisfies certain condition and n is large enough.
Lemma 1. Let X1, X2, . . . be a sequence of i.i.d. random variables with a
d-dimensional elliptical distribution (2). Let R(i,n) and E(i,n) be defined as at
the beginning of Section 4. For all n > 0 and 1 ≤ i ≤ n, define a random
variable ε(i,n) by ε(i,n) = E
2
(i,n) − R2(i,n).
Let 1 ≤ l ≤ n. If Mn < 1 and R(l,n) > Mn2(1−Mn) , then∣∣ε(l,n)∣∣ ≤ δn (R(l,n)) ,
where the polynomial
δn (x) =Mnx
2 +Mnx+Mn,
and the coefficient Mn in the above expression is given by
Mn = max
{
λmaxAn,
√
λmax (2 ‖µ‖An +Bn) , (5)
An ‖µ‖2 +Bn ‖µ‖+ Cn
}
,
where λmax denotes the largest eigenvalue of Σ and
An =
∥∥∥Σ−1 − Σˆ−1∥∥∥
Bn = (‖µˆn‖+ ‖µ‖)
∥∥∥Σ−1 − Σˆ−1n ∥∥∥+ (∥∥∥Σˆ−1n ∥∥∥+ ∥∥Σ−1∥∥) ‖µ− µˆn‖
Cn = ‖µ‖2
∥∥∥Σ−1 − Σˆ−1n ∥∥∥+ (‖µ‖+ ‖µˆn‖)∥∥∥Σˆ−1n ∥∥∥ ‖µ− µˆn‖ .
Proof. The scatter matrix Σ is positive definite. Thus its eigenvalues λ1, . . . , λd
are positive and a properly normalized set of its eigenvectors {e1, . . . , ed} form
an orthonormal basis for Rd. Write
λmax = max {λ1, . . . , λn} .
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The following inequality holds for all x, y ∈ Rd:
‖x− y‖ ≤
√
λmax dΣ(x, y) (6)
This can be seen by writing x and y in the basis {e1, . . . , ed}
‖x− y‖2 =
d∑
i=1
(xi − yi)2
= λmax
d∑
i=1
1
λmax
(xi − yi)2
≤ λmax
d∑
i=1
1
λi
(xi − yi)2 〈 ei | ei 〉
= λmax
〈
d∑
j=1
(xj − yj) ej
∣∣∣∣∣
d∑
i=1
(xi − yi) Σ−1ei
〉
= λmax dΣ(x, y)
2.
By the Cauchy-Schwartz inequality and the bound ‖Ax‖ ≤ ‖A‖ ‖x‖ for
the operator norm, we have that for all 1 ≤ i ≤ n:∣∣∣∣R2i − (E(n)i )2
∣∣∣∣ =
∣∣∣∣ 〈Xi − µ ∣∣Σ−1 (Xi − µ) 〉
−
〈
Xi − µˆn
∣∣∣ Σˆ−1n (Xi − µˆn)〉
∣∣∣∣
≤
∥∥∥Σ−1 − Σˆ−1n ∥∥∥ ‖Xi‖2 +
(
(‖µˆn‖+ ‖µ‖)
∥∥∥Σ−1 − Σˆ−1n ∥∥∥
+
(∥∥∥Σˆ−1n ∥∥∥+ ∥∥Σ−1∥∥) ‖µ− µˆn‖
)
‖Xi‖
+
(
‖µ‖2
∥∥∥Σ−1 − Σˆ−1n ∥∥∥
+ (‖µ‖+ ‖µˆn‖)
∥∥∥Σˆ−1n ∥∥∥ ‖µ− µˆn‖
)
.
Denote the coefficients of ‖Xi‖2 and ‖Xi‖ by An and Bn, respectively, and
denote the expression inside the last large brackets by Cn. By the estimate
‖X‖ ≤ ‖X − µ‖+ ‖µ‖ the expression above has an upper bound
An ‖Xi − µ‖2 + (2 ‖µ‖An +Bn) ‖Xi − µ‖+
(
An ‖µ‖2 +Bn ‖µ‖+ Cn
)
.
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We can now relate ‖Xi − µ‖ and ‖Ri‖ using Equation (6) and obtain the
following upper bound for the original expression:
λmaxAnR
2
i +
√
λmax (2 ‖µ‖An +Bn)Ri +
(
An ‖µ‖2 +Bn ‖µ‖+ Cn
)
.
An upper bound for this is δn (Ri) =MnR
2
i +MnRi+Mn, where Mn is as in
(5).
Consider
ε(i,n) = E
2
(i,n) −R2(i,n).
We bound
∣∣ε(i,n)∣∣ by finding an upper bound and a lower bound for the
difference above. We also find the conditions under which these bounds are
valid.
The upper bound: Let 1 ≤ l ≤ n. Since Mn > 0, the function
x2 + δn(x) = (1 +Mn)x
2 +Mnx+Mn
is strictly increasing for x > 0. Thus, for all Rj ≤ R(l,n), we have that(
E
(n)
j
)2
≤ R2j + δn (Rj) ≤ R2(l,n) + δn
(
R(l,n)
)
.
It now follows that R2(l,n)+ δn
(
R(l,n)
)
is an upper bound for at least n− l+1
of the observations
(
E
(n)
j
)2
, or
E2(l,n) ≤ R2(l,n) + δn
(
R(l,n)
)
.
Equivalently
ε(i,n) ≤ δn
(
R(l,n)
)
.
The lower bound: By differentiating we see that the function
x2 − δn (x) = (1−Mn)x2 −Mnx−Mn
is strictly increasing if
2 (1−Mn)
Mn
x > 1.
Thus, assuming thatMn < 1 and R(l,n) >
Mn
2(1−Mn) , we have, for all Ri ≥ R(l,n),
that (
E
(n)
j
)2
≥ R2j − δn (Rj) ≥ R2(l,n) − δn
(
R(l,n)
)
.
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Thus, under the given conditions, R2(l,n) − δn
(
R(l,n)
)
is a lower bound for at
least l of the observations
(
E
(n)
j
)2
, or
E2(l,n) ≥ R2(l,n) − δn
(
R(l,n)
)
.
Equivalently
ε(i,n) ≥ −δn
(
R(l,n)
)
.
Next we obtain a uniform bound for the large log-ratios in terms of Mn.
Lemma 2. Let X1, X2, . . . be a sequence of i.i.d. random variables with a
d-dimensional elliptical distribution (2). Let R(i,n) and E(i,n) be defined as
at the beginning of Section 4 and let Mn be defined as in Lemma 1. Let
1 ≤ l ≤ n. Assume that Mn < 1 and R(l,n) ≥ Mn2(1−Mn) . Denote
an =Mn +
Mn
R(l,n)
+
Mn
R2(l,n)
.
If an < 1, then the following holds for all 1 ≤ i ≤ l:∣∣∣∣log
(
E(i,n)
E(l,n)
)
− log
(
R(i,n)
R(l,n)
)∣∣∣∣ ≤ log
(
1
1− an
)
.
Proof. By the triangle inequality
∣∣∣∣log
(
E(i,n)
E(l,n)
)
− log
(
R(i,n)
R(l,n)
)∣∣∣∣ = 12
∣∣∣∣∣log
(
E2(i,n)
R2(i,n)
)
+ log
(
R2(l,n)
E2(l,n)
)∣∣∣∣∣
≤ 1
2
∣∣∣∣∣log
(
E2(i,n)
R2(i,n)
)∣∣∣∣∣+ 12
∣∣∣∣∣log
(
E2(l,n)
R2(l,n)
)∣∣∣∣∣
=
1
2
∣∣∣∣∣log
(
1 +
ε(i,n)
R2(i,n)
)∣∣∣∣∣
+
1
2
∣∣∣∣∣log
(
1 +
ε(l,n)
R2(l,n)
)∣∣∣∣∣ ,
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where ε(i,n) are as in Lemma 1. Under the assumptions Mn < 1 and R(l,n) >
Mn
2(1−Mn) , Lemma 1 yields ∣∣ε(i,n)∣∣ ≤ δn (R(i,n))
for all 1 ≤ i ≤ l. Since R(i,n) ≥ R(l,n), the quantity
δn
(
R(i,n)
)
R2(i,n)
=Mn +
Mn
R(i,n)
+
Mn
R2(i,n)
is bounded from above by
an =Mn +
Mn
R(l,n)
+
Mn
R2(l,n)
.
Assuming that an < 1, by monotonicity of the logarithm, the following
holds for all 1 ≤ i ≤ l:∣∣∣∣∣log
(
1 +
ε(i,n)
R2(i,n)
)∣∣∣∣∣ ≤ max
{∣∣∣∣∣log
(
1± δn
(
R(i,n)
)
R2(i,n)
)∣∣∣∣∣
}
≤ max {|log (1± an)|} .
The mean value theorem yields
max {|log (1± an)|} = |log (1− an)| = log
(
1
1− an
)
.
Thus, under our assumptions, we obtain an upper bound for the original
expression:
1
2
∣∣∣∣∣log
(
1 +
ε(i,n)
R2(i,n)
)∣∣∣∣∣+ 12
∣∣∣∣∣log
(
1 +
ε(l,n)
R2(l,n)
)∣∣∣∣∣
≤ 1
2
log
(
1
1− an
)
+
1
2
log
(
1
1− an
)
= log
(
1
1− an
)
.
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4.2 Asymptotic properties of the separating Hill esti-
mator
Equipped with the lemmas derived in the last section, we will now return to
the separating Hill estimator. The bound given in Lemma 2 suffices to control
the amount by which replacing the true location and scatter by estimates
distorts the value of Hˆd. The conditions under which the bound is valid are
asymptotically nonrestrictive.
Theorem 5. Let X1, X2, . . . be a sequence of i.i.d. random variables with
a d-dimensional elliptical distribution (2) that has a positive extreme value
index γ. Assume that µˆn and Σˆn are consistent estimators of the location and
scatter of the distribution, respectively. Now, as kn →∞, n→∞, kn/n→ 0,
we have that
Hˆd
(
Sn, µˆn, Σˆn, kn, n
)
→P γ,
where Hˆd is as in (3).
Proof. Let kn →∞, n→∞, and let kn/n→ 0.
Let Mn be defined as in Lemma 1. By definition, consistency of µˆn and
Σˆn imply thatMn →P 0. Since the sequence kn →∞ is such that kn/n→ 0,
we have that R(kn+1,n) →P ∞. Thus the conditions of Lemma 1
Mn < 1 and R(kn+1,n) ≥
Mn
2 (1−Mn) (7)
hold with a probability pn that approaches one.
Define the following auxiliary sequence
bn =
{
log(2), if an >
1
2
log
(
1
1−an
)
, if an ≤ 12
,
where, as in Lemma 2,
an =Mn +
Mn
R(kn+1,n)
+
Mn
R2(kn+1,n)
.
Since R(kn+1,n) →P ∞ and Mn →P 0, we have that an →P 0, and by the
continuous mapping theorem bn →P 0. Denote by qn the probability of the
event an ≤ 12 .
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Assume that the conditions (7) hold, and that an ≤ 12 . Then, by Lemma
2, ∣∣∣Hˆd (Sn, µˆn, Σˆn, kn, n)− Hˆd (Sn, µ,Σ, kn, n)∣∣∣
=
∣∣∣∣∣ 1kn
kn∑
i=1
log
(
E(i,n)
E(kn+1,n)
)
− 1
kn
kn∑
i=1
log
(
R(i,n)
R(kn+1,n)
)∣∣∣∣∣
≤ 1
kn
kn∑
i=1
∣∣∣∣log
(
E(i,n)
E(kn+1,n)
)
− log
(
R(i,n)
R(kn+1,n)
)∣∣∣∣ ≤ log
(
1
1− an
)
= bn.
Since pn, qn → 1, the probability for both conditions (7) and an ≤ 12
holding simultaneously — and consequently the probability of the sequence
bn being an upper bound for the difference — approaches one. The result now
follows from bn →P 0 and from the fact that the separating Hill estimator is
consistent under known location and scatter as was shown in Dominicy et al.
(2015).
When it comes to the limiting distribution, the rate of convergence of
µˆn and Σˆn also plays a role. It turns out that them being
√
n-consistent is
sufficient. As a familiar example, the sample mean vector and the sample
covariance matrix are
√
n-consistent if the fourth moments of the marginal
distributions are finite.
Let R be the generating variate of an elliptical distribution with an ex-
treme value index γ > 0. Define U of R as in (1). Assume that U ∈ ERV 2γ,ρ
and let A be a corresponding auxiliary function introduced in Definition 4.
Below in Theorem 6 we simply refer to an elliptical distribution with param-
eters γ, ρ and an auxiliary function A.
Theorem 6. Let X1, X2, . . . be a sequence of i.i.d. random variables with
a d-dimensional elliptical distribution with parameters γ, ρ, and an auxil-
iary function A (see the discussion above). Assume that
√
n (µ− µˆn) and√
n
(
Σ− Σˆn
)
converge in distribution. Let kn → ∞, n → ∞, kn/n → 0,
and let
λ = lim
n→∞
A
(
n
kn
)
.
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Then √
kn
(
Hˆd
(
Sn, µˆn, Σˆn, kn, n
)
− γ
)
→D N
(
λ
1− ρ, γ
2
)
,
where Hˆd is as in (3).
Proof. Consider an elliptical distribution with parameters γ, ρ, and an aux-
iliary function A. Assume that (µ− µˆn) = Op
(
1√
n
)
and that
(
Σ− Σˆn
)
=
Op
(
1√
n
)
. Let kn →∞, n→∞, kn/n→ 0, and let
λ = lim
n→∞
A
(
n
kn
)
.
We have that√
kn
(
Hˆd
(
Sn, µˆn, Σˆn, kn, n
)
− γ
)
=
√
kn
(
Hˆd
(
Sn, µˆn, Σˆn, kn, n
)
− Hˆd (Sn, µn,Σn, kn, n)
)
+
√
kn
(
Hˆd (Sn, µn,Σn, kn, n)− γ
)
.
We now consider the first term and show that it converges to zero in probabil-
ity. The claim then follows from Slutsky’s theorem and the limiting normality
of the separating Hill estimator under known location and scatter that was
proven in Dominicy et al. (2015).
Let an and bn be as in the proof of Theorem 5. Then with a probability
that approaches one, we have that
∣∣∣√kn (Hˆd (Sn, µˆn, Σˆn, kn, n)− Hˆd (Sn, µn,Σn, kn, n))∣∣∣ ≤√knbn.
It now suffices to show that the right hand side of the inequality above
converges to zero in probability.
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If |an| ≤ 12 , then the following holds.
√
knbn =
√
kn |log (1− an)| =
√
kn
∣∣∣∣∣
∞∑
m=1
(−1)m+1
m
(−an)m
∣∣∣∣∣
≤
√
knan +
√
kn
∞∑
m=2
∣∣∣∣∣(−1)
m+1
m
(−an)m
∣∣∣∣∣
≤
√
knan +
√
knan
∞∑
m=2
1
2m−1m
= (1 + S)
√
knan,
where S is the sum of the series
∞∑
m=2
1
2m−1m
,
that is convergent by the ratio test.
Recall that
√
knan =
√
knMn +
√
kn
Mn
R(kn+1,n)
+
√
kn
Mn
R2(kn+1,n)
.
Since
√
n
(
Σˆn − Σ
)
is assumed to converge in distribution and
√
n
(
Σˆ−1n − Σ−1
)
= Σˆ−1n
(√
n (Σ− Σn)
)
Σ−1,
we have, by Slutsky’s theorem, that
√
n
(
Σˆ−1n − Σ−1
)
also converges in dis-
tribution.
The sequence
√
n (µˆn − µ) converges in distribution. Since convergence
in distribution implies boundedness in probability, we have that
√
kn (µˆn − µ) =
√
kn
n
√
n (µˆn − µ)→P 0
√
kn
(
Σˆn − Σ
)
=
√
kn
n
√
n
(
Σˆn − Σ
)
→P 0,
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as kn/n → 0. In the expression of the sequence Mn, each summand is a
product of one of the differences above, and of something that is bounded in
probability. Thus, by Slutsky’s theorem,
√
knMn →P 0, and it follows that
(1 + S)
√
knan →P 0.
This completes the proof.
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