The paper introduces minimum effort control problems. These provide an answer to the question of the smallest possible control bound which still allows to drive the system to a target within a fixed time T . This is a counterpart to the time optimal control problem which minimizes the time required to drive the system to the target, given a control bound. The problem is formulated as an optimal control problem with pointwise constraint on the control. The necessary conditions of optimality are derived by Lagrange multiplier theory. The semi-smooth Newton method is applied to a properly regularized problem. Well-posedness and superlinear convergence of the semi-smooth Newton method are proved for linear control systems under a controllability condition. Numerical results are presented for demonstrating the applicability and feasibility of the proposed method.
Introduction
The objective of this paper is to introduce and investigate minimal effort problems which are formulated as (1.1)
x(t) = f (x(t), u(t)), on (0, T ),
where q ≥ 1 and T are fixed. Here x and u denote the state and the control variable of the dynamical system that arises as a constraint in (1.1), with the conditions on f to be specified below. The mapping g characterizes the terminal constraint on the state. It is assumed that at least one admissible control u exists for which the constraints in (1.1) are met and such that the cost is finite. Solving (1.1) requires us to find that control u for which the magnitude of each control-coordinate is as small as possible uniformly over the time horizon (0, T ). Subsequently the resulting q−mean over the L ∞ (0, T ) norms of the coordinates is minimized. It can readily be observed that this problem is equivalent to x(t) = f (x(t), γu(t)), on (0, T ),
This is an optimal control problem with bilateral constraints on the control u, and product structure with respect to the variables γ, u. The notation γu is used for pointwise vector multiplication, i.e. (γu) i = γ i u i for i = 1, . . . , m and γ, u ∈ R m . Further [−1, 1] m denotes the m−dimensional cube with center zero and axis-parallel edges of length 2, R + = [0, ∞) and (R + ) m = ⊗ m i=1 R + . From the point of view of numerical realization the pointwise bounds on the controls constitute a significant obstacle, since the controls can be expected to be of bang-bang type. For this purpose semi-smooth Newton methods, combined with suitable regularization techniques can be very efficient. We refer to [IK1, IK2, U] and the references given there. It should be noted that the proposed approach does note require that the controls are bang-bang, and in particular, no a-priori knowledge of the structure of the optimal control is used for the algorithm.
The minimum effort problem has received relatively little attention in the literature. Let us quote [N] , however, were sufficient conditions are given for the optimal control to be bang-bang, for several classes of minimum effort problems. In [BCB] multiple shooting and parametric techniques to solve minimum effort problems for linear system are presented. We also quote [BPW] for a more recent survey of solving control problems with bang-bang structure. For time-optimal control problems, a popular numerical approach depends on re-parametrization of the original problem, for example in terms of switching times or arc durations, see e.g. [MB, KN] . These techniques typically require a-priori information e.g. on the number of switching points, which is generally not available for (1.1). Such type of information is not required for the algorithm that we propose.
In a more recent paper [BMT] the authors compare indirect methods, involving the shooting method and a homotopy technique, to a direct method based on an interior point formulation, on a problem involving bang-bang controls and singular arcs. Second order sufficient optimality conditions for state constraint bang-bang optimal control problems are investigated in [MAG] and solved by a direct numerical method based on sequential quadratic programming, which simultaneously checks the fulfilment of the second order conditions. The paper is organized as follows. Section 2 contains the precise problem formulation and a well-posedness result. The optimality system for (1.1) is derived in section 3. It is shown that the optimal control may be of the bangbang type. Since a semi-smooth Newton method is not directly applicable to this system, we introduce a regularized problem in section 4. The convergence of the optimal control of the regularized problem is established. The regularized problem has an advantage that the optimality condition provides the complete synthesis and the optimal control is Lipschitz continuous. Section 5 contains the analysis of the semi-smooth Newton method for the case of linear systems. Well-posedness and superlinear convergence are proved under a controllability condition. Numerical results are given in the final section 6.
Problem statement and basics
We consider for q ≥ 1 and x 0 ∈ R n (P)
Here γ u ∈ R m is defined by (γu) j = γ j u j , 1 ≤ j ≤ m, and
, and it satisfies, for continuous, nondecreasing functions c 0 , c 1 , c 2 :
where (·, ·) R n denotes the Euclidean inner product in R n . It can be checked that (2.3) is satisfied, for example, provided that (2.1) and (2.2) hold with c 0 and c 2 bounded from above by affine functions and ∂ ∂x f (x, 0) is globally bounded with respect to x.
We shall further use the condition:
. Exploiting the pointwise bounds on the controls we have the following result.
and the mapping
Then by (2.1) and the standard theory of ordinary differential equations, there exists a unique solution
where k(t) = a 1 + a 2 |v(t)|, and thus for t ∈ (0, τ ]
The continuation method now implies the existence of a unique global solution to (2.5). Moreover, there exists a constant
and hence there existsĈ such that (x, v, γ) for (P) and that (2.1) -(2.4) hold. Then there exists at least one optimal solution to (P).
Hence there exists a subsequence, denoted by the same symbol, and (
By (2.1) and (2.4) at x = x * , we can pass to the limit, on a further subsequence, in
is optimal for (P).
Optimality system
This section is devoted to deriving an optimality system for (P). Throughout the remainder of this paper it is assumed that (2.1) -(2.4) hold and that (x * , u * , γ * ) is a solution to (P). It is further required that f is continuously Frechet-differentiable as a mapping from
. For this to hold it suffices that the first derivative of (x, v) → f (x, v) is Lipschitz-continuous on bounded subsets of R n × R m . Let (P) be expressed in the abstract form
Here u, γ) , is the solution to the differential equation in (P). The following regular point condition will be used:
see e.g. [MZ] , [IK1] . With (3.2) and the regularity conditions on f holding, there exists a Lagrange multiplier µ ∈ R r associated with the constraint
Here and throughout the following we assume that
From a practical point of view this is not a severe assumption and it avoids treating special cases or introducing additional Lagrange multipliers.
where
and f u (x * , γ * u * ) stands for the Frechet derivative of f with respect to the
Let us note that for the special case g(x) = x −x, withx ∈ R n some fixed target, the regular point condition becomes a controllability-type condition with constraints on the controls: There exists some δ > 0 such that for each r ∈ R n with |r| R n < δ there exist v ∈ U ad and δγ ≥ 0 such that
where h is the solution to (3.7) with v replaced by v −u * , and ξ is the solution to (3.9) with δγ replaced by δγ − γ * . Above | · | R n denotes the Euclidean norm in R n . Let us, specifically address the regular point condition (3.2) for linear control systems in the following lemma.
Lemma 3.1. For a linear control system with f (x, u) = Ax + Bu with A ∈ R n×n and B ∈ R n×m , with target constraint given by g(x) = x −x, x ∈ R n fixed, the regular point condition (3.2) holds, provided that (A, B) is controllable, i.e. rank [B, AB, . . 
Proof. Since g ′ is the identity, we can use (3.7) and (3.9) to express (3.2) as the condition: there exists δ > 0 such that for every r ∈ R n with |r| ≤ δ there exist v ∈ U ad and δγ ≥ 0 such that
Choosing δγ = 2γ * ≥ 0 this results in (3.10)
and observe that Γ is positive definite by the standing assumption (3.5). Hence the system (A, B Γ) is controllable since (A, B) is assumed to be controllable. It then follows that 0 ∈ R n is in the interior of the controllable set {z(T ; v) : v ∈ U ad }, [MS] , page 30, as desired.
A first order necessary optimality condition is obtained next. 
Proof. Let µ ∈ R r be as defined above and let p ∈ W 1,∞ (0, T ; R n ) denote the solution to the adjoint equation. Further h is defined in (3.7). Then (3.12)
where for simplicity we dropped the superscript * with x, u and γ and also suppressed their dependence on t on the right hand side equations. Similarly we find (3.13)
where ξ is given in (3.9). Integrating (3.12) over (0, T ) we find
and hence by (3.6)
With (3.3) this implies the last claim in (3.11). Similarly from (3.13)
and thus by (3.8)
The third claim in the optimality system now follow from (3.4).
Remark 3.1. Concerning (3.5) the proof reveals that if γ * j = 0 for some j then
The last equation in (3.11) can equivalently be expressed as
The next to the last equation in (3.11) can therefore be expressed as
For convenience we summarize the optimality system thus obtained:
To solve (3.18) projection methods could be applied. Here, however, our interest lies in the development of a higher order methods like Newton methods. For this purpose a regularization is introduced in the following section. As salient feature we look for a regularization that only changes the system "as little as possible" so that a semi-smooth Newton method becomes applicable. In particular, we do not regularize sgn by a C 2 − or even C ∞ − function, like − 2 π arctan(cx) for a large value of c.
Regularization
For ε > 0 consider the family of regularized problems
It is straightforward to argue that (P ε ) admits a solution (x ε , u ε , γ ε ) for each ε > 0. In the following result, the asymptotic behavior as ε → 0 is addressed. It will be convenient to introduce |u| Proof. Since the technique of proof is standard we only provide the essential steps. Let (γ * , u * ) denote an optimal solution of (P). Then for every ε > 0
Using (2.4) at x =x, we can pass to the limit, on a subsequence in d dt
. Moreoverx(0) = x 0 and g(x(T )) = 0. Passing to the limit in (4.1) we find that (γ,ū) is a solution to (P).
As a function of ε the solutions to (P ε ) satisfy the following monotonicity properties.
Proposition 4.2. Let
Proof. We have
and thus |u
and (4.2) follows. From (4.2) and (4.4)
which implies (4.3).
Using the techniques of proof for Theorem 3.1 we obtain the following optimality condition for (P ε ). 
The last two equations in (4.5) can be equivalently expressed as (4.6)
Semi-smooth Newton method
In this section we analyze a semi-smooth Newton method for solving iteratively the optimality system for the regularized problem. It will be convenient to rescale the controls by means of
Solving the optimality system (3.18) then amounts to finding a solution to
Here γ sgn ε denotes the vector with coordinates γ j (sgn ε ) j , analogously N in the last expression must be interpreted coordinate-wise, and the initial condition x(0) = x 0 is kept as explicit constraint. To solve (5.2) a semismooth Newton method will be used, i.e. we choose an initial condition (xwhere G F denotes a Newton derivative [IK1] . In the remainder of this section we assume that the control system is linear and we make a special choice for q.
This case contains many of the essential structural ingredients. For p ∈ W 1,2 (0, T ; R n ) we define
and χ I i is the characteristic function of the set I i . We shall argue in Theorem 5.2 below that (5.5)
The following result gives a sufficient condition for wellposedness of the Newton iteration (5.3). We require a controllability assumption involving the adjoint state 
For the proof of Theorem 5.1 we refer to the Appendix. The convergence analysis for the Newton algorithm to solve (5.2) relies on the concept of Newton differentiability, which we briefly recall below. For further discussion we refer to [IK1] .
Definition 5.1. The mapping f : D ⊂ X → Y is called Newton differentiable at x ∈ D, if there exists an open neighborhood N (x) ⊂ D and mappings
G : N (x) → L(X, Y ) such that lim |h|→0 |f (x + h) − f (x) − G(x + h)h| Y |h| X = 0.
The family {G(x) : x ∈ N (x)} is called a Newton map (or Newton derivative) of f at x.
To establish superlinear convergence the following result from [HK] will be useful. Proof. Since Theorem 5.1 implies that the inverses of G F (x, p, v, γ) are uniformly bounded if p is sufficiently close to p ε in W 1,2 (0, T ; R n ), it suffices to argue that G F is in fact a Newton derivative for F . The claim then follows from standard results on semi-smooth Newton algorithms, see e.g. [IK1] , page 268. To verify Newton differentiability of F it suffices to consider the third and the fifth coordinate of F . We recall at first thatF :
Lemma 5.1. Let f : Y → Z and g : X → Y be Newton differentiable in open sets V and U , respectively, with U ⊂ X , g(U ) ⊂ V ⊂ Y. Assume that g is locally Lipschitz continuous and that there exists a Newton map
with Newton derivative GF (φ) equal −1 respective 0 where φ < 0 respectively φ > 0, coordinate wise, and with arbitrary value for GF (φ) where φ = 0. The critical term in the third coordinate of F is given by
This mapping is Newton differentiable from
where the square operation acts coordinate-wise, is Newton differentiable from
This concludes the proof.
Remark 5.1. The constraint γ ≥ 0 can be incorporated by means of a complementarity system γ ≥ 0, µ ≤ 0, µ T γ = 0, with µ ∈ R m . This can equivalently be expressed as µ = min(0, µ+γ), where min operates coordinate-wise. Since the min operation is known to be Newton-differentiable in R m , [IK1] , Chapter 8.2, this equation can be added to the the optimality system (5.2)
Numerical results
In this section we describe the implementation of our proposed semi-smooth Newton method and present numerical results that demonstrate its feasibility.
We use the time discretization of (P ε ): Let ∆t = T N be a uniform stepsize and
and the target constraint g(x N ) = 0 and x 0 = x 0 . It is a combination of a second order time integration method (Crank-Nicholson scheme) for the dynamic constraint and a second order quadrature rule (mid-point rule) for the running cost. Let (x * , u * ) be a solution to (6.1)-(6.2). One can derive the necessary optimality condition
We apply the semi-smooth Newton method for the system (6.2)-(6.3) for (
The following control system is studied in [B, BCB] and is used for our numerical tests. We consider the single-axis slew maneuvers of a simple flexible spacecraft, consisting of a rigid hub and flexible appendages. In state space, with two modes (one rigid and one flexible), we consider the linear systemẋ = Ax + Bu with
where ω is the fundamental frequency. We consider rest-to-rest maneuvers. For this case, the initial condition is given by
and the target constraint x(T ) = 0. We use the following values: θ = 15, ω = 3.0904, g 0 = 0.0226 and g 1 = 0.00218. The algorithm is initialized by the solution to the L 2 -minimum norm problem. The L 2 -minimum norm control is unconstrained and its solution is given by (6.4)
In the linear case system (6.3) becomes (6.5)
Thus, one can eliminate (p k , u k , x k ) as a function of (γ, µ), i.e., p k is determined by solving the adjoint equation backward, knowing µ, u k is determined by the optimality condition, knowing γ and then the state x k is determined by the state equation. In this way system (6.5) can equivalently written as the following reduced equation for (γ, µ):
Here, the Newton derivative of F is 
The proposed algorithm can now be summarized:
Algorithm
• Initialize µ and γ = max(|u k |) by (6.4).
• Compute (p k , u k , x k ) by the last three equations of (6.5).
• Solve F (γ, µ)(δγ, δµ) + F (γ, µ) = 0 with (6.6).
• Update
) .
The step-size α = .25 is chosen up to 10 iterates, otherwise α = 1. For a fixed time horizon T = 2.5, Figure 1 shows the resulting trajectory and control. The resulting minimum efforts γ for different horizons T are shown in Table1. There that are three switches in the control. Figure 2 shows the resulting trajectory and control for the minimum effort problem.
In order to investigate the multiple control input case we include another control input which can control the first and third coordinates. The problem can be stated as
T here we set g 2 = 0.02, g 3 = 0.01. With the constrained control |u 1 (t)| ≤ 1, |u 2 (t)| ≤ 1, we consider the control problem of minimizing the cost functional
For fixed time horizon T = 2.5, the minimum control effort is given by 179.90 201.77 ) Figure 3 shows that the control u 1 has one switch while control u 2 has four switches.
Appendix
In this appendix we provide the proof of Theorem 5.1. We definê From the fourth equation in (7.1) we find
L(T − s)δγ sgn ε (B T p) ds]
and hence Similarly we obtain , where (7.6)
For (δp(T ), δγ) ∈ R n+m we find by (7.6) (M (p)(δp(T ), δγ), (δp(T ), δγ)) R n+m
see e.g. [HL] . Since p ε = e A T (T −t) p(T ) there exists η ∈ (0, ε) such that for a constant K M independent of p ∈ U (p * ). Estimate (5.6) follows from the definition of r 1 , r 2 , for δp(T ), δγ, from (7.2) for δp, from (7.1) for δv, and again from (7.2) for δx.
