We consider the design of power-adaptive systems for minimizing the average bit-error-rate over at fading channels. Channel state information, obtained through estimation at the receiver, is sent to the transmitter over a feedback channel, where it is used to optimally adapt the transmit power. We consider nite-state optimal policies to re ect the limitations of the feedback channel. We develop an iterative algorithm that determines the optimal nite-state power control policy given the probability density function of the fading. Next, we present a discretized formulation of the problem and obtain a suboptimal solution via standard dynamic programming techniques. The discretization of the problem enables us to obtain a suboptimal policy for arbitrary fading channels for which the analytic expression of the fading probability density function is not available. Simulation results are used to draw conclusions regarding the e ects of limited feedback channel capacity, delay and number of states on the bit-error-rate performance of the proposed policies under slow and moderate fading conditions.
I. Introduction
In many modern communication systems information is transmitted over channels whose timevarying behavior causes severe uctuations of the amplitude of the received signal. The uctuations of the received power, known as fading, can be the result of several distinct phenomena that characterize wireless channels, such as multipath transmission, Doppler spread and shadowing 1]. In general, fading manifests itself as distortion in the frequency domain and intersymbol interference at the receiver, in addition to the uctuations of its amplitude.
The simplest type of fading takes the form of time-varying channel gain which remains constant throughout the transmission of one symbol. This type of fading is termed appropriately at fading. A large number of wireless communication systems, including all narrowband systems, experience fading of the above type 2]. The at fading channel can be described by the input/output relationship r t = b t s t + n t ; (1) where s t is the input signal, r t is the output signal, n t is a white Gaussian noise process with spectral density N o =2, and b t is the time varying gain of the channel called fade depth.
Fading greatly increases the bit-error-rate (BER) of a particular signalling scheme. Furthermore, the error rates decrease algebraically with the average signal-to-noise ratio (SNR), a major deviation from the exponential decay of BER's in additive white Gaussian noise (AWGN) channels 3]. As the demand for inexpensive and reliable mobile communications has increased dramatically during the past few years, wireless channels have become the focus of an increasing e ort for the development of e cient communication systems for fading channels.
Several methods for designing convolutional codes for fading channels o ering signi cant improvements over traditional coding methods designed for memoryless AWGN channels have been proposed. The most promising of these methods are the parallel concatenated codes with iterative decoding, also known as \turbo" codes 4], 5]. The performances of the above coding schemes depend strongly on the interleaver that is used to decorrelate the fade depths \seen" by successive symbols. In fact, it can be shown 6] that for any trellis code, if the fading is su ciently slow, so that it can be assumed constant over a period corresponding to the minimum-distance error event path, the asymptotic rate of descent of the BER with the average SNR is at best inverse linear. For multipath fading channels, the depth of the interleaver required to disperse burst errors, and hence the delay it introduces, is inversely proportional to the vehicle speed 7] . In several cases the required delay exceeds 100 msec, a value that is unacceptable for many real-time twoway communication applications. This constraint limits the applications of interleaving-based approaches to su ciently fast fading channels. While, a more sophisticated joint design of the interleaver/code pair increases the e ective length of the interleaver 7], other approaches with minimum delay requirements are of interest.
An alternative approach to reliable communication over fading channels is achieved by a class of adaptive methods, which utilize information about the current state of the channel to adjust a set of transmission parameters in some optimal way. An obvious drawback of these methods is the requirement of a reliable feedback channel to convey information about the channel from the receiver to the transmitter. Their main advantage is that they allow transmission using traditional techniques, by essentially decomposing the time-varying channel into a number of time-invariant channels. This work is an in-depth look into power-adaptive transmission systems for fading channels, which match the transmit power to the current needs of the channel in order to minimize the average BER. We propose a methodology for designing such systems taking into account the limited feedback resources. We investigate such practical issues as unknown statistics of the fading, imperfect channel state information (CSI), feedback channel capacity requirements and the e ect of feedback delay on the system performance. Optimization of the transmit power for the Rayleigh channel rst appeared in the early work of Hayes 8] . More recently, Goldsmith and Varaiya 9], 10] investigated the similar problem of maximizing the capacity of fading channels with CSI at the transmitter, by adapting the power, signalling scheme and rate to the current values of the fading. In 11] power control was used jointly with variable rate channel codes to minimize the distortion of a binary source. In 12] the authors derive optimal policies for minimizing the BER subject to the additional peak-power constraint. They also attempt an investigation of the e ect of imperfect channel estimation.
Most of the above approaches consider solutions which vary continuously with the \state" of the channel, as de ned by the value of the fade depth. Furthermore, the exact value of the fade depth is assumed to be available at the transmitter instantaneously and in addition, the fading is assumed to follow a well-behaved and perfectly known distribution. However, in any practical communication system the above assumptions fail to hold. In the case of powercontrolled transmission a constraint on the power adaptation rate is imposed by the requirement for modulation with slowly changing envelope. Frequent and abrupt changes in the envelope of the signal necessitate the use of linear and less e cient ampli ers. Moreover, they may lead to increased adjacent channel interference 1]. Other constraints limit the amount of CSI that can be available at the transmitter. Such a constraint is imposed by the capacity of the feedback channel which, in general, is a limited resource. Also, the feedback channel may be available only periodically, e.g. during short time intervals preceding an information-carrying frame. Finally, in order to obtain an accurate estimate of the channel state, a set of measurements corresponding to several symbols may be required. The above introduce an inevitable delay which a ects the performance of the system. In general, the transmitter will have a coarsely quantized and delayed version of the CSI which will be updated periodically. In addition to the above, complexity constraints only allow the transmitter to operate in a nite number of di erent modes. Finally, the assumption for perfectly known statistics of the fading entails an approximation error which depends on the goodness of the model t and the robustness of the associated solution.
The above observations generated a growing interest in nite-state systems that switch between di erent modes according to some law determined by the short-term statistical behavior of the channel and/or the source. Hagenauer 13] , 14] introduced the rate-compatible punctured convolutional codes in an attempt to provide unequal error protection to the transmitted data using a single encoder/decoder pair. In 14] the source signi cance information (SSI) is being utilized along with the CSI by an adaptive source/channel coding scheme for speech. Adaptive transmission for nite-state channels (FSC's) was considered in 15], where the objective was to optimally allocate a xed bandwidth between the source and channel coders so as to minimize the end-to-end average source distortion. An earlier work 16] attacks the problem of joint source/channel coding for Rayleigh fading channels with state information at the encoder using FSC modeling of the channel, and iteratively optimizing the coder and the FSC model so as to minimize the average squared error distortion.
In this paper we address the problem of power control as a means of adaptive transmission for single-user wireless channels. We design a practical transmission scheme that minimizes the average BER, under average and peak-to-average transmit power constraints. In particular we investigate a number of practical issues of power control and formulate the problem accordingly. These issues include the e ect of using a nite number of discrete power levels as a result of the limited capacity of the feedback channel, the rate at which power is updated, the e ect of uncertainty in the statistics of the fading, and the delay of the feedback channel. A study of April 28, 1998 power control in view of the above-mentioned issues is necessary if such systems are to be of any practical use in wireless communications. Our formulation facilitates the design of a practical power-adaptive system, and allows us to determine the situations in which power control can be applied successfully by examining its performance. We achieve this by restricting ourselves to nite-state policies and by discretizing the continuous time optimization problem. By discretizing the problem we are enabled to derive an e cient power control policy for an arbitrary fading channel whose statistics are estimated online. The main practical requirement for our approach to be applicable is that the fading be su ciently slow, relative to the power adaptation rate and the feedback delay. Note, that this is in sharp contrast to interleaving-based methods, for which time-correlation of the fading is undesirable. The generality of the proposed design procedure extends the range of applications for which adaptive transmitters may prove useful.
The rest of the paper is organized as follows. In the next section we present a general framework for adaptive transmission systems for channels with memory and review some previous results pertaining to at fading channels. In Section III we formulate the problem of nite-state power control and derive a set of necessary conditions satis ed by the optimal policy. Section IV presents a discretized version of the nite-state power control problem. A dynamic programming solution based on the histogram of the fading is then derived. In Section V we apply the proposed schemes to a simulated slow fading channel and obtain numerical results of the performance of this system. Several scenarios for the delay, rate of CSI updates and speed of fading, re ecting practical situations of interest, are investigated. The conclusions of this work are summarized in Section VI, where we also point to some interesting related topics for future work.
II. An Overview of Adaptive Transmission Systems
In this section we develop a general framework for adaptive transmission systems with feedback, on which several special models studied in the literature can be projected. A model for a general communication system with feedback is shown in Figure 1 . The system consists of the forward channel, or just channel, the feedback channel, and the encoder and decoder. The channel is characterized by a time-varying behavior and the encoder can be adapted to the changing characteristics of the channel. The adaptation is based on information about the channel sent to the encoder via the feedback channel. As an example consider a at fading channel which is characterized by the value of the fade depth and a transmitter that can adapt its power to April 28, 1998 the value of the fade depth. It is convenient to use discrete time instead of continuous time 1 and we chose the time unit to be equal to the duration T s of one input symbol, i.e. we assume T s = 1. Furthermore, we assume that the channel doesn't change during the transmission of one symbol. We refer to the set of parameters that characterize the channel at time t as the channel state denoted by t . In many practical cases the channel state and the channel input are statistically independent. 2 Furthermore, the state at time t can be de ned in such a way that it captures all of the channel memory up to that time instant. Finally, we assume that the channel is non-anticipatory, i.e. given the current input and the input-output history of the channel, the current output is independent of future inputs 17]. A channel satisfying the above conditions can be described by the conditional distribution p(r t ; t+1 js t 0 ; t 0 ) = p(r t js t ; t )p( t+1 j t 0 ); (2) where r t is the received symbol at time t and s t 0 = (s 0 ; s 1 ; : : : ; s t ) and t 0 = ( 0 ; 1 ; : : : ; t ) are the current and past input symbols and channel states, respectively. Equation (2) de nes a class of channels with memory, which contains as a special case the family of nite-state channels.
The transmitter in Figure 1 can operate in a number of di erent transmission modes u t 2 U, selected periodically at time instants t = kT a ; k = 0; 1; : : :, where T a is a positive integer termed the adaptation period. The set of transmission modes U can be nite, countable or uncountable.
The quantity 1=T a , hereafter referred to as the adaptation rate, determines the frequency, with respect to the signalling rate, at which the system is allowed to adapt. The receiver obtains an estimate^ t of the channel state based on the past received observations r u ; u t. The estimated parameters are sent to the transmitter via the feedback channel which incurs a delay . In Section V, it will be seen that this parameter, along with the adaptation rate 1=T a , is critical to the performance of the adaptive system. The transmitter selects a new mode of operation u t based on the available estimate of the channel state and, possibly, its previous state, according to the law h( ), u t = h(u t?Ta ;^ t? ):
If the evolution of t in time obeys a known statistical model, then it is possible to replace the 1 The discretization of time merely amounts to selecting a particular signalling scheme and receiver, assuming the latter bases its decisions about the received symbol on a nite number of values which are functions of the received waveform, e.g. the output of a matched lter at the sampling time instants. 2 An example of a channel with this property is the at fading channel.
channel state estimator by a channel state predictor g( ) that produces an estimate^ t+ jt of the channel state t+ from the observations r u ; u t.
Given a family of transmitters T , the objective of the adaptive system is to minimize the average cost per time unit
subject to a set of constraints of the form
where C T (u t ; t ) is the cost associated with using mode u t while the channel is in state t , and f i (u t ) are the operational costs of mode u t of the transmitter. The limits in Equations (4) and (5) exist and are equal with probability one to the corresponding expectations on the right-hand side when the process f t g is stationary and ergodic 18]. The design of such a transmission system with feedback consists of selecting a family of transmitters T indexed by u 2 U, determining the mode-selection rule h( ) and designing the channel state estimator or predictor g( ). The most critical of the above tasks is to determine the mode-selection rule h( ) given the channel estimator. While the above model is not the most general that can be conceived, it is already rich enough for the purpose of studying most practical feedback transmission schemes. In the present work we will concentrate on a simpli ed version of the above model. The rst simpli cation is to determine the mode-selection rule h( ) assuming perfect channel state estimation and delayless feedback, i.e.^ t? = t . Furthermore, we assume maximum adaptation rate, i.e. T a = 1, so that the transmitter is allowed to select a new mode for each symbol it transmits.
The following discussion is con ned to the case of discrete-time at fading channels. A at fading channel is characterized by the time-varying value of the fade depth, and the noise level, which in many cases can be assumed xed and known to the receiver and transmitter. Thus, with reference to Equation (1), we can write t = (b t ; N o ). Since the noise level is assumed constant, the only parameter that needs to be sent over the feedback channel is the fade depth b t . For convenience, we use instead the parameter t = b b 2 t =E b 2 t ], where b = SE b 2 t ]=RN o is the average SNR at the receiver when the transmit power is equal to its average value, denoted by S, and R is the transmission rate in bits/sec. The above notation simpli es the expression for April 28, 1998 the SNR at the receiver S (r) ( ; u), when the channel is in state and the transmitter in state u, S (r) ( ; u) = S (u); (6) whereS(u) = S(u)=S denotes the normalized (with respect to the average) transmit power used while in state u.
There are several ways in which the transmitter can adapt itself to the changing characteristics of the channel. The parameters that can be adjusted include the transmit power, the modulation system, the type of channel encoding used and the allocation of bit rates between the source and channel encoders. While in this work we concentrate on the transmit power, the methodology can be applied to other forms of transmission adaptation.
Consider the family of transmitters that use a xed uncoded signalling scheme and arbitrary transmit power. Selecting a transmission mode in this case amounts to selecting a transmit power, a procedure also known as power control. The idea of using feedback with power control to minimize the average bit-error probability for fading channels goes back to the early work of 
where o is a constant chosen to satisfy the average power constraint E S BER ( )] = S. Note that, in the above expression, the optimal transmit power depends implicitly on the noise level N o through the term o .
A more general family of transmitters was considered by Goldsmith and Varaiya 9], 10]. In that family, not only the transmit power, but also the transmission rate can be adapted to the channel state. They consider adaptive transmission systems for Rayleigh and lognormal at fading channels with T a = 1 and^ t? = t under the assumption that the power can be varied continuously, i.e. the set of transmitter modes is uncountable. The assumption for continuous adaptation of the transmitter implies a very high capacity feedback channel to convey that information. In 10] Goldsmith reports simulation results for a discrete-power discrete-rate policy that results from a continuous-power discrete-rate policy. That policy however, is not designed to be optimal for the discrete case. In order to address the severe limitations of the feedback channel capacity, we propose the design of adaptive transmitters under constraints on the amount of feedback information. In the following section we formulate and solve a nite-state power control problem with limited feedback information.
III. Optimal Finite-State Power Control
The problem can be formulated as follows: Let K denote the number of available distinct power levels to be used by the transmitter. We seek the optimal power control policy that minimizes the BER for an uncoded binary DPSK modulation system, subject to an average transmit power constraint. The average BER for binary DPSK used over an AWGN channel is given by 3] BER = 1 2 e ? b ; (8) where b is the received SNR per bit. Let C = f? i ; i = 1; 2; : : : ; Kg be a partition of 0; 1), the range of . The transmit power function S( ) will have the form S( ) = S i S, if 2 ? i , where S i is de ned as the normalized transmit power in state i. In the notation de ned above, the constrained minimization problem can be expressed as
2 e ? S i d ; (9) subject to the constraint
In order to be able to obtain a solution to the above minimization problem we need to place some constraints on the form of ? i . We therefore limit ourselves to solutions for which the sets ? i 's are intervals. Let i , i = 0; 1; : : : ; K denote the intervals' endpoints, i.e.
? i = i?1 ; i ); i = 1; : : : ; K;
where 0 = 0 and K = 1. Then the minimization problem of Equation (9) can be expressed as
where is a Lagrange parameter determined by the power constraint. The minimization in (11) is over the K ?1 unknown interval endpoints i ; i = 1; 2; : : : ; K ?1, and the K unknown power levels S i ; i = 1; 2; : : : ; K. Clearly, the power levels S i are constrained to be positive.
A moment of re ection will reveal the similarities between the above formulation of the problem and that of scalar quantization of a source. Here, the source to be quantized is the fading April 28, 1998 parameter , the intervals ? i correspond to the quantization cells, and the power levels S i correspond to the quantized outputs. Therefore, the minimization in (11) can be achieved by following the standard approach to designing scalar quantizers 19] . Taking the derivatives of the expression to be minimized with respect to, S i , i = 1; 2; : : : ; K and setting them equal to zero yields the following set of equations 2 = Ef e ? S i j 2 ? i g; i = 1; 2; : : : ; K: (12) Similarly, by taking the derivatives with respect to i , i = 1; 2; : : : ; K ? 1, we obtain e ? i S i ? e ? i S i+1 = 2 (S i+1 ? S i ); i = 1; 2; : : : ; K ? 1: (13) Equations (12) and (13) together constitute a set of necessary conditions for an optimal solution to the minimization problem of Equation (11) . The parameter is implicitly determined by the average transmit power constraint. Solving the above equations speci es the intervals ? i and the corresponding transmit power levels S i , i = 1; 2; : : : ; K, thus yielding the optimal power control policy with K distinct power levels.
The well-known Lloyd algorithm 19] can be used to solve Equations (12) and (13) in an iterative fashion. We used the partition that results in equiprobable states as our starting point for the algorithm. 
In this case, Equation (12) 
Equations (13) and (15) form a set of necessary conditions that the optimal nite-state power control policy for the Rayleigh channel should satisfy.
B. Finite-State Power Control with Peak Power Constraints
A practical constraint on any transmitter is that the peak power cannot exceed a certain level, which may vary from system to system. This type of constraint, referred to as peak-power constraint, may be due to hardware limitations, human safety concerns, or both. As we show in the following, this constraint may impose severe limitations to the maximum gain (in terms of reduced BER) achievable by power control. Based on our numerical results, these limitations are more evident at high SNR's and large number of states of the power control policy, while at lower SNR's they may be absent altogether.
Let us call S max the maximum admissible normalized transmit power. We wish to design an optimal nite-state power control system minimizing the expression in (11) which is subject to the additional constraint S i S max . The solution still satis es Equations (12) and (13) for those states for which the peak-power constraint is inactive, and is equal to S max otherwise 20] . The Lagrange parameter is adjusted so that the nal solution satis es the average power constraint.
Numerical results of the performance of nite-state power control, with and without peak power constraints, will be presented in the next section.
C. Numerical Results
We obtained a number of numerical results in order to determine the performance of power control as a function of the number of channel states. The channel under consideration is that speci ed by Equation (1) with a Rayleigh distribution of the fade depth b t which is assumed to be known.
The simulation results presented here serve a twofold purpose. First, the BER performance of a power control policy for di erent number of states K provides a tool for determining the suitable number of distinct power levels required for e cient power control. In addition to this, a comparison between the BER resulting from the optimal K-state power control policy and that resulting from a simplistic power control policy which will be described later, demonstrate the bene ts of our approach. gure is the minimum BER that can be achieved by using the optimal power control policy with no constraints on the number of distinct power levels. As it is expected, the performance of the optimal K-state power control policy approaches that of the optimal system as K increases. The results of Figure 2 suggest that over a practical range of SNR's, a 32-state power control policy yields a BER that is practically indistinguishable from the minimum achieved by the optimum continuous power control policy. In fact, even an 8-state system is capable of achieving most of the gain that power control can achieve.
In Figure 3 we present the BER performance for a simplistic approach to nite-state power control derived from the optimal continuous power control policy in the following manner: First, the range of the received SNR is divided into K equiprobable intervals ? eq i that de ne the states of the model. Then, at each state we use the transmit power S eq i de ned by
where S BER ( ) is the optimal continuous power control policy de ned by Equation (7). The results in Figure 3 show this simplistic approach to nite-state power control can be very ine cient, especially at received SNR's higher than 15 dB.
The e ect of a peak power constraint on the optimal BER for nite-state power control is illustrated in Figures 4 and 5 . The peak power is constrained to be 10 (10 dB) and 100 (20 dB) times the average power, respectively. From these Figures, we see that the curves that correspond to small number of states are a ected little, or not at all, from the introduction of this additional constraint. This is due to the fact that systems with small number of states have also small to moderate peak power requirements, whereas systems with larger number of states generally require power levels that exceed the average power by 30 dB or more. Furthermore, it is also seen that there is practically nothing to be gained by using more than 4 states (8 states) when the peak power is not allowed to exceed the average power by 10 dB (20 dB).
C.1 Robustness of nite-state power control.
In obtaining the results of Figure 2 we assumed perfect knowledge of the statistics of the channel. In practice, the information about the channel state will never be perfect. Therefore, a degradation in the performance of these systems in practice is inevitable. As a simple case of imperfect knowledge consider the case of error in the estimate of the average SNR b . Table I shows the e ects of this estimation error on the performance of nite-state power control used over a Rayleigh channel with b =18 dB. The imperfect knowledge of the channel state a ects the system in two ways: First, since the system is not optimally designed for the actual SNR, the average BER is not minimized. Second, as it can be seen in Table I , depending on whether the system was designed for a lower or higher SNR than the actual one, the average transmit power is lower or higher than the desired value. Both of these e ects are undesirable and should be taken into account in designing a nite-state power control system. The results in Table I show that a system with fewer states is more robust in this respect.
IV. A Dynamic Programming Approach to
Power Control
The solution to the nite-state power control problem that was given in the previous section, although optimal, has limited practical applications. First, an analytic expression for the pdf of the fade depth is not always available, and therefore the necessary conditions for optimality will not always have an explicit algebraic expression. Second, the presence of the Lagrange multiplier increases the complexity of the method dramatically. This is because the value of that yields a solution that satis es the average transmit power constraint in not known beforehand, and can only be determined by repeatedly solving the equations for di erent values of and then checking the resulting average transmit power.
In this section, we formulate the problem as a discrete multi-stage allocation process, and obtain the optimal solution for the discretized version of the problem using dynamic programming techniques. The resulting solution will be an approximation to the solution of the original problem, and the approximation error depends on the price we are willing to pay in terms of complexity.
There exists a large class of optimization problems for which a strikingly simple recursive algorithm yields the global solution. The key idea behind dynamic programming lies in the Principle of Optimality according to which an optimal policy has the property that at any stage, the remaining decisions also form an optimal policy with respect to the corresponding state 21].
In order to illustrate the procedure of discretizing the original continuous optimization problem and rendering it suitable for dynamic programming approaches, we begin by formulating the simple case of unconstrained number of states. Finite-state power control is treated next using the de nitions and the methodology developed for the unconstrained problem.
A. Power control as a multi-stage allocation process
We begin this subsection by giving a number of de nitions that will be used in both formula- of the algorithm in the received SNR domain, and it is directly related to the approximation error between the solution of the discretized and the original problem. Our numerical results indicated that, typically, su ciently good approximation was achieved with N = 40. In the following we use the term elementary bin to refer to any of these intervals.
To simplify our notation we concentrate on normalized power, or equivalently, we let the average power to be equal to 1. To each one of the N elementary bins, we allocate power in integer multiples of a xed quantum of normalized power denoted by S. Let S = f0; 1; : : : ; Ag be the set of possible values of the normalized power, where A = bmin(N= S; S max = S)c, and S max is the peak-to-average power constraint. Since each elementary bin has probability 1=N, the term N= S is required in order to guarantee that the power allocated to each bin does not 
subject to the constraint
where Q = bN= Sc. It is readily veri ed that (18) is indeed the expression of the average power constraint in the discrete case.
In accordance with the terminology used in optimization theory, we employ the term power control policy, or simply policy, to refer to vector s. Let correspondence between a policy s and its state sequence e s . Therefore, we can de ne a state sequence to be optimal if it corresponds to a solution to the minimization problem of (17) and (18) . Let s be a solution to this minimization problem, and e s be its associated state sequence. , and assume that its corresponding power allocation fs n g n=1 is such that C(s; 1; ) < C(s ; 1; ). De ne a new state sequence fê n]g N n=1 to be the concatenation of fe s n]g n=1 and fe s n]g N n= +1 . Clearly, this is also an admissible sequence. Its corresponding power allocationŝ is the concatenation of fs n g n=1 and fs n g N n= +1 , and it yields a total cost of C(ŝ; 1; N) = C(s; 1; )+C(s ; +1; N) < C(s ; 1; N)
This contradicts the optimality of s .
Proposition 1 states that for the given minimization problem the Principle of Optimality holds. This fact suggests an algorithm for solving the optimization problem. We proceed to construct one such algorithm by determining the possible transitions between states in adjacent stages, as well as the cost associated with each transition. The procedure is similar in avor to the well known (and widely used) Viterbi (21) April 28, 1998
The accumulated cost associated with a path fe n]g m n=1 is given by In the Viterbi terminology, w(e; n) is the accumulated cost of the survivor path that leads to state e at stage n. Here, t(e; n) stores the value of the state of that path in the previous stage, and is used recursively to recover the survivor path.
One appealing feature of the above algorithm is the ease with which peak-to-average and average power constraints are tackled. As we will see in the following subsection, other constraints can be readily incorporated in a similar manner. The construction of the states and the resulting trellis, however, will have to be appropriately de ned. B. Finite-state discrete power control Let us now turn to the original problem of nite-state power control. The formulation of this problem di ers from the one of (17) and (18) in that the additional constraint that the solution consists of no more than K distinct power levels is imposed. Formally, this constraint can be April 28, 1998 expressed as N?1 X n=1 (s n+1 ? s n ) < K; (23) where is the unit sample function de ned as The above constraint, however, is not readily incorporated into a dynamic program that solves this minimization problem. One way to circumvent this di culty is to formulate the problem from a di erent perspective. To this end, we de ne n k and w k ; k = 1; 2; : : : ; K such that the kth state corresponds to the interval n k ; n k +w k ). Note that n k and w k are related in the following Note that in this case both power and elementary bins are treated as resources to be optimally allocated. In order to show that the Principle of Optimality holds for the above state sequence, we need a few more de nitions. In the following, when we refer to a state sequence f(e s k]; b s k])g K k=1 , we imply that it is a valid state sequence, i.e. there exists a policy f(s k ; w k )g K k=1 , with s k 2 S and w k 2 W = f1; 2; : : : ; Ng for k = 1; 2; : : : ; K, such that Equations (28) and (29) of an admissible state sequence of length K. As in the case of the unconstrained state power control problem, there is a one-to-one correspondence between a policy and its state sequence. Therefore, we de ne a state sequence to be optimal if its associated policy is optimal. Finally, the cost function of a policy subvector s n m in this case is given by C K (s n m ; m; n) = n X k=m P(s k ; n k ; w k ):
We are now in a position to state the Principle of Optimality for this problem. The algorithm follows easily and is omitted here. Note that both algorithms presented so far, implicitly incorporate the constraints 0 s k A by allowing only transitions that involve power allocations with s k 2 S. We next discuss the complexity issues associated with this algorithm. Note that the complexity gures of the two algorithms presented in this section describe the computational load required for obtaining the optimal power control policy. The actual application of power control during data transmission requires negligible complexity. Also note that, when the fading distribution is unknown, an estimate of the quantity P(s k ; k; 1), i.e. the contribution of the kth elementary bin to the probability of bit error, can be obtained through a training sequence of measurements of the fade depth. The algorithms can then be applied using the estimatesP (s k ; k; 1) in place of the true P(s k ; k; 1). The next section provides some numerical results based on simulations of Rayleigh fading channels.
V. Simulation and Numerical Results
In this section we present numerical results illustrating the performance of the proposed algorithm in the case of slow, at fading channels. The objective is to investigate the potential bene ts of the proposed power control scheme in practical situations. Clearly, power control can be useful only in su ciently slowly fading channels. The reason for this requirement is twofold. First, the feedback channel induces a delay , so that the transmitted signal sees a channel with di erent fade depth, or, in terms of the notation of Section II, t 6 =^ t? . If is large, the di erence in the fade depth values can be signi cant even for moderate fade rates, rendering the power control useless. Ideally, one needs to predict the fade depth of the channel at the time instant of the next transmission. In this case, a fading channel will be too fast for power control to be useful, if the prediction error^ tjt? ? t is too high.
The second reason for the requirement for slowly fading channels is the limited adaptation rate 1=T a . Recall that the constraints on 1=T a may be imposed by the limited feedback channel capacity as well as its limited availability. Depending on the number of levels used, a certain number of bits, carrying the channel state information, have to be sent to the transmitter over the feedback channel. In order to keep this ow of side information at low levels, we need to restrict not only the number of channel states but also the rate at which the transmitter is updated. Below, we give a description of the model used in our simulations.
A. Simulation model
Our simulation model for the Doppler fading is based on Clarke's model and the spectrum analysis developed by Gans 1] . The Doppler spread gives rise to a small-scale fading whose distribution approaches the Rayleigh distribution. This type of fading can be fast or slow depending on the speed of the mobile receiver relative to the transmitter, as well as the transmission rate. The model is simple to simulate and produces a time series of the fading values whose distribution is close to the Rayleigh distribution. Furthermore, the time-correlation of the process is easily determined by the maximum Doppler spread f m .
According to Gans, the power spectrum of a Doppler faded signal derived using Clarke's model, can be written The numerical results of this section were derived for binary DPSK modulation. However, the algorithm is easily applied to any other modulation scheme for which the bit-error probability as a function of the received SNR is known. If the bit-error probability function is not available in closed form, a tight bound or other numerical approximation may be used instead. Figure 7 shows the performance of the discretized power control algorithm. The pdf of the channel was estimated by computing the histogram from 10000 samples of the fading process. The discretized policy was then derived by using N = 40 elementary bins and S = 0:1. The results in Figure 7 correspond to the case f m T a = 0:01 and zero feedback channel delay .
The e ect of the power adaptation rate 1=T a on the performance of the system is examined next.
Here, for convenience, we chose to measure T a in sec instead of channel symbols. Simulations were performed for the values f m T a = 0:01, 0.02, 0.05, 0.1 and 0.15. Figure 8 shows the BER for a 2-state power control policy. For this system, it can be seen from Figure 8 that even for f m T a = 0:1, the gain of power control can exceed 2 dB. We found that the curve for f m T a = 0:01 essentially coincides with curves for f m T a < 0:01 indicating that higher adaptation rates are unnecessary. For this reason we only include here results for f m T a 0:01. Figure 9 shows the BER for a 4-state power control system with peak-to-average power limited to 10 dB. The results are similar to those in Figure 8 . We note that for relatively slow adaptation rates (f m T a = 0:15) the 4-state system maintains its advantage over the 2-state system. Figure 10 shows the performance of a 4-state power control system with peak-to-average power ratio 20 dB. A comparison of Figure 9 and Figure 10 shows that the system with higher peak-to-average power ratio is more sensitive to the adaptation rate 1=T a . Indeed, for f m T a = 0:01 the system with 10 dB peak-to-average power ratio slightly outperforms the system with 20 dB peak-toaverage power ratio. These results suggest that in selecting a nite-state power control system the adaptation rate must be taken into consideration.
As an example of how to interpret the results presented in this section, consider the case of Personal Access Communication Systems (PACS) 23], a standard originally proposed by Bellcore 1] that provides 1 bit every 2.5 msec for use with power control. This could be used by a 2-state policy with T a = 2:5 msec, or a 4-state policy with T a = 5 msec. Figures 8-10 show that for power control to achieve signi cant BER reductions we must have f m T a 0:1. Therefore, for the above-mentioned adaptation periods, the maximum Doppler shifts that the power control systems could handle would be f m = 40 Hz and f m = 20 Hz, respectively. Assuming a carrier frequency f c = 900 MHz, these values for the Doppler shift correspond to mobile speeds of approximately 30 mph and 15 mph. Beyond those speeds the fading rate becomes too fast relative to the adaptation rate and the nite-state power control becomes ine cient.
In the above we neglected the e ect of the feedback channel delay . However, it is expected that in practice is much smaller than T a , and therefore, it is not crucial to the performance of the system. In our simulations we have found that has quantitatively similar e ect on the system performance so that it can be incorporated into T a .
VI. Conclusions and Future Work
We have considered the problem of FSC modeling and power control for fading channels from a uni ed standpoint. Our goal was to determine the power control policy that minimizes the BER over a fading channel, using only a given nite number of distinct power levels. It was shown that the formulation resembles that of scalar quantization of a source, and the Lloyd algorithm can be employed to obtain a numerical solution to the problem. The results obtained for the case of Rayleigh fading illustrate the signi cance of the number of states of the power control policy. It was also shown that there is a signi cant gain in using this approach over simply de ning equiprobable states and averaging the optimal continuous power control over each of them. Furthermore, we demonstrated that the number of states required by a nite-state power control policy in order to achieve BER close to the minimum that can be achieved by continuous power control, depends on the average SNR and the peak power constraint. Our results also indicate that power control systems with fewer states are more robust against imperfect knowledge of the channel statistics.
The above approach requires perfect knowledge of the fading statistics, which in most cases is unrealistic. To overcome this di culty we discretized the problem and developed an algorithm that nds the solution for any distribution of the fading. The algorithm uses dynamic programming and was shown to be applicable even when no prior knowledge about the fading statistics is available. We investigated a number of di erent scenarios involving several di erent values of the Doppler spread, power adaptation rate, and number of states. The results suggest that under conditions of relatively slow fading with respect to the adaptation rate (f m T a 0:1), signi cant reductions of the average BER can be obtained using only a small number of states. At higher speeds of fading, the power adaptation rate becomes a crucial parameter of the system and sets limits to the range of channels for which power adaptation can be applied successfully.
This work can be extended in several di erent directions. The most interesting extension of this work is to consider stochastic power control to solve the optimization problem de ned by (4) and (5) of Section II. One possible approach is to assume a statistical model for the channel state process f t g and solve the problem by applying stochastic control techniques. This approach may be applied to obtain simulation results that can be used in the evaluation of other power control algorithms. However, it is not exible enough to be applicable in a realistic scenario where an accurate statistical channel model is not available. Of greater practical interest is the problem of nding an adaptive stochastic power control algorithm. The term adaptive is used to describe data-driven power control, as opposed to model-based power control. An adaptive power control policy will iteratively improve itself with each new estimate of the channel state. Research in this direction is currently underway. The ideas presented here can also be generalized to cover more general schemes of adaptive transmission such as adaptive rate or coding systems. 
