We discuss the problem of computing all the integer sequences obtained by rounding an input sequence of n real numbers such that the discrepancy between the input sequence and each output binary sequence is less than one. The problem arises in the design of digital halftoning methods in computer graphics. We show that the number of such roundings is at most n + 1 if we consider the discrepancy with respect to the set of all subintervals, and give an efficient algorithm to report all of them. Then, we give an optimal method to construct a compact graph to represent the set of global roundings satisfying a weaker discrepancy condition.
Introduction
For a given real number , its rounding is either or . Given a real sequence a = (a i ) 1 i n , its rounding is an integer sequence b = (b i ) 1 i n such that each entry b i is a rounding of a i . Without loss of generality, we can assume that each entry of a is in the closed interval [0, 1]. Thus, the rounding of a becomes a binary sequence.
In general there are 2 n possible roundings of a given a, and we would like to compute goodquality roundings with respect to a given criterion. The problem is not only combinatorially interesting but also related to coding theory, data compression, computer vision, operations research, and Monte Carlo simulation.
In order to give a criterion to determine quality of roundings, we define a distance in the space A of all sequences of n real numbers ∈ [0, 1]. For an element a ∈ A, let a(I ) = i∈I a i be the sum of the entries of a whose indices are located in an interval I ⊂ [1, n] . We fix a family F of intervals. The l ∞ distance between two elements a and a in A with respect to F is defined by In the rest of the paper we use Dist F instead of Dist F ∞ unless specified. Dist F (a, b) is the rounding error of a rounding b of a given sequence a of real numbers in [0, 1] measured by using the distance. The supremum of the optimal rounding error sup a∈A min b∈B Dist F ∞ (a, b) is called the inhomogeneous discrepancy of A with respect to the family F [5] . Here, B is the set of all binary sequences of length n. The most popular case is where F is the set I n of all integral subintervals of [1, n] , and the discrepancy with respect to I n is sometimes called the one-dimensional discrepancy in the literature.
Dist
Abusing the notation, we often call the error Dist F (a, b) the discrepancy between a and b with respect to F.
We say that a rounding b of a is an It is known that for any F, an F-global rounding exists. On the other hand, for any constant > 0, there exists an input a which has no rounding with a discrepancy less than 1 − even if we consider the family of all intervals of length 2 [3] .
There are two classical algorithms to compute an F-global rounding (the output sequences depend on the algorithms). One is the error-diffusion algorithm, and the other is Viterbi's decoding algorithm (outlines are given in Section 2.3). Moreover, Asano et al. [3] have recently shown that for any given input sequence a, a binary sequence b minimizing the discrepancy can be computed in time O( √ n|F| log 2 n), where |F| is the cardinality of F, and hence O(n 2 ).
A major defect of the above algorithms is that each of them outputs only one particular Fglobal rounding. This lack of flexibility causes some serious problems in some applications such as image processing. Therefore, it is desired to design efficient algorithms to output either (1) all F-global roundings or (2) a system so that one can efficiently select a given number of F-global roundings uniformly random from the set of all global roundings.
In this paper, we consider the family I k consisting of all intervals of length at most k in [1, n] . The family is natural and important in several applications. We first consider the special case where k = n, and show that we can report all I n -global roundings in O(n 2 ) time. This implies that the number of I n global roundings is bounded by a polynomial; indeed, it is at most n + 1, and exactly n + 1 under a non-degeneracy condition. Next, we give an O(nk) time algorithm to output an acyclic network with O(nk) nodes so that the set of all I k -global roundings equals the set of all directed s-t paths in the network. As byproducts, we show that several optimization rounding problems that can be solved in O(2 k qn) time by using Viterbi's dynamic programming algorithm can be solved in O(kqn) if we restrict the solution space to the set of I k global roundings. Here, q is the time to do some basic operations depending on problems. This includes an improved O(nk) time complexity of computing the rounding b minimizing Dist I k (a, b) .
The present paper mainly focuses on theoretical aspect of the problem; however, our motivation comes from digital halftoning, which is one of the most fundamental techniques in image processing. An intensity image can be considered as an n × n array A of real numbers in [0, 1] where each entry a i,j corresponds to a brightness level (gray level) of the (i, j ) pixel of the pixel grid. For a color image, we consider an overlay of three such matrices representing red, green, and blue color components, respectively. The digital halftoning is to compute a binary n × n array B "approximating" A. The intention of this method is to convert a given image which consists of several bits for brightness levels into a binary image having only black and white pixels. This kind of technique is indispensable to print an image on an output device that produces black dots only, such as facsimiles and laser printers. The problem is not easy; for example, neither simple rounding nor randomized rounding (round each entry a i,j to 1 with probability a i,j ) generates a good halftoning image.
Up to now, a large number of methods and algorithms for digital halftoning have been proposed (see, e.g., [7, [11] [12] [13] ). The ordered dither method [13] and the two-dimensional error-diffusion method [7] are quite popular methods. By the nature of the problem, we need the help of human decision to judge the quality of halftoning; however, a nice mathematical measurement for automatically evaluating the quality is desired. Discrepancy is a nice mathematical measurement for the halftoning [14] . However, the two-dimensional rounding problem minimizing the discrepancy is NP-hard, and even its approximation is theoretically difficult [3, 4] .
The concepts and algorithms for global roundings given in this paper will be useful tools for designing nice halftoning methods. Every I k -global rounding (for a suitable k) gives a good quality rounding for each row. However, if we further consider the side effect, it is not wise to round each row independently and combine them, since it often causes some systematic patterns (that do not exist in the input image) in the output image. Such a pattern is called a regular pattern created by a rounding.
We can avoid generating regular patterns if we have many candidate global roundings for each row and select a suitable one considering the relation to the neighbor rows. Even a random choice of a global rounding works well in our preliminary experiments: Compared to the randomized rounding, the method to choose a global rounding randomly in each row decreases the randomness, and hence tends to keep features of the original image better. Moreover, we can consider several bicriteria optimization problems to compute global a rounding of each row that simultaneously minimizes two-dimensional side effects.
Structure of the set of global roundings

Preliminaries
Let S(a, F) be the set of all F-global roundings of a, and let N(a, F) = |S(a, F)| be the number of different roundings. The discrepancy satisfies the monotonicity by definition, i.e., Dist We mainly consider prefix-complete families in this paper. Obviously, I k , which we focus on, is a prefix-complete family. The following lemma is trivial, but useful. 
Rounding graph
Definition 2.3.
A rounding graph of a with respect to F is a directed acyclic graph G with a source node such that each edge contains either 0 or 1 as a label, every path from its source to a sink gives a global rounding (if we read the labels at edges on the path sequentially) of a, and every global rounding appears as such a path.
There may be several different rounding graphs for a set of global roundings. We first consider one particular rounding graph (indeed, a binary tree) of an input sequence a with respect to a prefix-complete family F of intervals. The graph is often called the keyword tree in the literature [9] , if we consider the set of global roundings as a set of binary keywords. See Fig. 1 for an example.
The construction is as follows. We denote by b 
.T (a, F) is a binary directed tree rooted at v(∅) such that if we read the labels at edges on the path from v(∅) to a node v(c) sequentially, we have the binary string c.
The depth of the treeT (a, F) is n by the construction, and we ignore the leaves at shallower levels, if any. In precise, let T (a, F) be the induced subgraph ofT (a, F) consisting of nodes on the paths from leaves of level n towards the root. T (a, F) is a rounding graph, since the set of paths from the root to leaves of depth n is exactly the set of F-global roundings. Note that the size of the tree may be exponential in general.
Algorithms for computing a global rounding
We introduce two popular algorithms to compute F-global roundings for a given family of intervals F. In the sequel, we will make use of ideas in these algorithms.
Error-diffusion algorithm is a greedy algorithm to compute an F-global rounding. Let a = (a 1 , a 2 , . . . , a n ) be our input sequence such that 0 a j 1 for all j ∈ {1, 2, . . . , n}. Viterbi's decoding algorithm is a dynamic programming algorithm that computes a rounding b of a sequence a minimizing Dist F (a, b) for a given F ⊂ I k .
For each binary pattern P of length k, the algorithm computes real numbers m 0 (P , i) and m(P , i) for i = k, k + 1, . . . , n. The number m 0 (P , i) is the discrepancy (with respect to F) between P and the subsequence of a consisting of entries from a i−k+1 to a i .
We compute m(P , i) for all patterns P and all k i n by a dynamic programming procedure: As initialization, we consider the first k entries of a, and set m(P , k) = m 0 (P , k). Then, we sweep the sequence from left to right to update the rounding error by m(P , i) = max{m 0 (P , i), min{m(P + , i − 1), m(P − , i − 1)}}. Here, P + and P − are the patterns by removing the last (i.e., rightmost) bit and appending 1 and 0 to the left of P, respectively. It can be seen that min P {m(P , n)} attains the minimum of Dist F (a, b) over all binary sequences, and the sequence b can be computed by backtracking the dynamic programming process. The time complexity of this algorithm is O(2 k (|F| + n)).
We remark that the original Viterbi's decoding algorithm deals with the L 1 measure instead of the L ∞ measure.
Viterbi's algorithm has an exponential time complexity in k. The time complexity has been improved by using a network type algorithm. Asano et al. [3] applied the negative cycle detection algorithm [8] on a network to devise a polynomial time algorithm to compute the rounding sequence b minimizing Dist F (a, b) in O(min{k 2 n log n, n 2.5 log 2 n}) time, where k is the maximum length of the intervals of F.
I n -global roundings
Combinatorial results
We consider the case where F = I n . If N(a, F) is very large (say, exponential in n), we have no hope to report all the F-global roundings in polynomial time. Proof. We prove the lemma by induction on n. If n = 1, the lemma is trivial. Suppose that the statement holds for each sequence of length less than n. For each rounding b ∈ S(a, I n ),
. We claim that there is at most one prefix-sharing pair in S(a, I n ).
Assume that the claim is false. Thus, we have b, Note that the construction method of the rounding sequence b in the reverse order in the above proof is a variation of the error-diffusion algorithm (see Section 2.3).
These two lemmas imply that, if we apply a symbolic perturbation method to modify the input sequence a such that a(I ) is non-integral for every I, we can always have exactly n + 1 global roundings of a with respect to I n .
One natural question is whether we can obtain a polynomial bound of the number of binary sequences if we relax the discrepancy bound. The answer is negative: suppose that we consider the relaxed condition Dist I n (a, b) 1, instead of Dist I n (a, b) < 1. Consider the input sequence a of even length whose every entry is 0.5. Then, we can observe that every binary sequences satisfying that b 2i−1 + b 2i = 1 for i = 1, 2, . . . , n/2 are included in the solution set. There are 2 n/2 such sequences.
Algorithm for reporting all I n -global roundings
For the family I n of all intervals, we compute all n + 1 sequences. We indeed construct the rounding graph T = T (a, I n ) in O(n 2 ) time and O(n) working space (ignoring the space to store the tree). The tree T is a binary tree of height n with at most n + 1 leaves, and it has (n 2 ) nodes.
For simplicity, we simply call a global rounding for an I n -global rounding in this subsection. For each global rounding c of a prefix (say, a[1, i]) of a, let diff (c) = a([1, i] 
Starting from ∅, we construct the tree from top to bottom, increasing the depth one by one. The level which is under construction in the algorithm is called the current level. If the current level has a depth i, we construct nodes corresponding to global roundings of a[1, i]. We compute diff (c), maxdiff (c), and mindiff (c) for the nodes in the current level of the tree by using the information of the previous level. Note that maxdiff (c) < mindiff (c) + 2 holds.
Suppose that the current level is at depth i, and let v(c) be a node of T with depth i − 1 (the level with depth i − 1 has been already constructed). We want to decide whether c 
I k -global roundings
Compact rounding graph
In some applications, we do not care very long intervals. Hence, instead of I n , we would like to consider I k for k < n. Unfortunately, the number of I k -global roundings is ((k + 1) n/2k ), and hence exponential in n/2k. Therefore, it is too expensive to report all the I k -global roundings explicitly. Instead, we construct a rounding graph of size O(nk), so that we can generate global roundings in a uniformly random fashion.
Let us learn from the following simple example. Consider a fixed input a = (0.4, 0.4, . . . , 0.4) consisting of n entries with a value 0.4. A binary string is an I 2 -global rounding of a if and only if it contains no two consecutive entries 1, 1. Such binary sequences correspond to the vertices of the Fibonacci cube [10] , and the number of such sequences equals the (n+2)th Fibonacci number; Hence it is exponential. However, we have a compact rounding graph with 2n + 1 nodes, as illustrated in the left drawing of Fig. 3 . If we consider I 3 , we have a rounding graph in the right drawing. The rest of this subsection is devoted to the proof of the above theorem. The proof is constructive, and similar to the construction of a binary decision diagram (BDD) from a decision tree [6] . First, we consider the tree T =T (a, I k ) defined in the previous section. We fold the tree T to obtain a graph G(a, I k ) such that similar nodes are identified and unified into a single node of G (a, I k ) . The edges of T is also unified without causing conflict because of Claim A. Inherited from T, The graph G(a, I k ) is a layered directed acyclic graph with n + 1 layers. From the definition of similarity, the unified edges should have the same label. Due to Claim A, all the outgoing edge with a same label must be unified; thus, each node has at most two outgoing edges. Also, each edge has a label 0 or 1 inherited from T without causing any conflict.
From Lemma 3.1, there are at most k different binary sequences which is a global rounding of a subsequence a i , a i+1 , . . . , a i+k−2 with respect to I k−1 . Hence, at each layer of T, there are at most k different suffixes of the sequences associated to node in the layer. Hence, there are at most k nodes in each layer of G. We can also easily see that the first ith layer has at most i + 1 nodes for i k − 1. This proves the theorem.
Algorithm to compute a compact rounding graph
We want to compute G(a, I k ) efficiently. Since, I k is prefix complete, we can apply a similar sweeping strategy to the case of I n .
Each node of G(a, I k ) corresponds to an equivalence class of a prefix of a, and wrote as v(c), where c is the representative of the equivalence class, which is the lexicographically smallest member (in other words, the smallest member if we regard binary sequences as integers in binary forms) in the class.
Starting from ∅, we construct G(a, I k ) from the source to sinks, increasing the level (i.e., depth) one by one. If the current level has depth i, we construct vertices corresponding equivalence classes of the global roundings of a[1, i] . As we have shown in the previous subsection, there are at most k such equivalence classes. We maintain diff (c), maxdiff k (c), and mindiff k (c) for the representative c of the equivalence class corresponding to each node in the current level of the graph by using the information of the previous level. Let L(m) be the set of representatives of the equivalence classes corresponding to nodes of the mth level of G(a, I k ) .
Let m be the length of a sequence c. 1, 2, . . . , k) . In other words, it is the length of the longest common suffix between c and d.
We keep the pointers to the representatives in an array C in their reverse lexicographic order. The size of the array is k +1 because there are at most k +1 equivalent classes. We also keep the matching length between two representatives C[i] and C[i + 1] in the ith entry of an array L (i = 1, 2, . . . , k) . The algorithm to maintain the arrays C and L is as follows. Finally we remove at most one duplicate in C . The redundant representative is the one that has the matching length of k. Updating L after the removal is easy. Assume that Each representative can be represented by a circular buffer of length k, or a linked list with head and tail pointers. We can append a new digit at the tail of the representative, and remove the oldest digit from the head of it in constant time.
Operation (2) can be implemented in O(k log k) time by using a dynamic tree data structure. Instead, we do it in O(k) amortized time using a simple data structure. 1, diff (c[1, m + 1]) ) is inserted into the queue, the new element is compared with elements in the queue from the tail to the head, and elements whose errors are smaller than the error of the new elements are discarded. Furthermore, the head element will be removed if its index is smaller than m − k + 2. Then in each level m, the error in the head element of the queue is equal to maxdiff k (c [1, m] ). Concerning the time complexity, we have the following lemma. We can compute for every node v(c) of G(a, I k ) the number n(v(c) ) of global roundings of a that have c as their prefix. This can be done in O(nk) time by using a dynamic programming procedure. By using this information, we can generate global roundings uniformly random by walking on the directed acyclic graph G(a, I k ) (directed from the source to sinks) using n(v(c)) as the probability for choosing the next branch (i.e., next bit of the rounding).
Fast Viterbi-type algorithms and bicriteria optimization
Let us review the Viterbi's algorithm in a general form. For each integral subinterval Proof. We need to keep k + 1 binary sequences instead of 2 k sequences in the dynamic programming, because G(a, I k ) has at most k + 1 nodes in a level. Although a weighted l p distance is a nice measure of quality of a rounding if we choose suitable w and p, it is time consuming to compute the optimal rounding with respect to this measure [4] . However, if we restrict the solution space to the set of global roundings with respect to I k , we have the following: Corollary 5.3. Given any weight function w, the global rounding minimizing the weighted l p error with respect to I k can be computed in O(k 2 n) time.
Conclusions and remarks
We have shown properties of global roundings of real sequences and proposed efficient algorithms to compute all global roundings. We have shown that there are at most n + 1 I n -global roundings for a sequence of n real numbers in [0, 1], and they can be computed in O(n 2 ) time. We have also proposed a data structure to store all I k -global roundings implicitly and an algorithm to construct it in O(nk) time.
F can be considered as a hypergraph on n vertices for which hyperedges correspond to intervals. The notion of global roundings has been generalized for an arbitrary hypergraph H on n vertices [1, 2] , so that any hypergraph has an input which has at least n + 1 H-global roundings. It is a challenging open problem to determine the class of hypergraphs for which there are at most n + 1 H-global roundings. Some works have been done for the case where hyperedges of H correspond to paths (or shortest paths) of a weighted graph on n nodes [2, 16] .
From the viewpoint of practical applications, our main target is digital halftoning. We would like to approximate a matrix A of real numbers in [0, 1] with a binary matrix B. One natural formulation is that we define Dist F (A, B) = max R∈F |A(R) − B(R)| for a family F of subarrays, and find B minimizing this distance. However, this problem is NP-hard, and even an approximation algorithm with a provable constant approximation ratio is difficult to design [3] . Although a polynomial time algorithm has been proposed for a union of two laminar families [1] , the time complexity is still large.
One heuristics method is to round rows one by one, considering the relations to roundings of previous rows. Here, we must keep the rounding of the current row to be similar to the input sequence (the global rounding property certifies it) to reduce the side-effect of roundings of forthcoming rows, and also minimize the two-dimensional error effect in the part of the matrix rounded so far (together with the current row). For the purpose, the bicriteria method given in the preceding section will be suitable. Experimental results [15] shows that it is important for human eyes to minimize average regional error, which can be approximated by using the I k -global roundings.
