Abstract-In orthogonal frequency-division multiplexing (OFDM) systems, carrier and sampling frequency offsets (CFO and SFO, respectively) can destroy the orthogonality of the subcarriers and degrade the system performance. In this paper, we propose a new joint CFO and SFO maximum-likelihood (ML) estimation scheme extending Moose's CFO estimation scheme using two long training symbols in the frequency-domain (FD). In particular, we derive FD Cramér-Rao bounds (CRBs) for the mean square errors (MSEs) of the CFO and SFO estimation. Simulation results show that the proposed ML scheme exhibits better performance than the other existing methods.
frequency-division multiplexing (OFDM) has received considerable attention for its robustness against frequency-selective fading channels. OFDM techniques have been employed intensively in various broadband communications systems for IEEE 802.11a/g wireless LANs [1] , [2] , digital video broadcasting (DVB-T) [3] , and a digital radio mondiale (DRM) [4] . A well-known drawback of OFDM systems is their vulnerability to synchronization errors such as the carrier frequency offset (CFO) and the sampling frequency offset (SFO). Such errors cause intercarrier interference (ICI) and severely degrade the transmission performance [5] , [6] .
Many methods for ICI mitigation in OFDM systems have been developed. ICI self-cancellation methods were proposed to mitigate the ICI effects [7] [8] [9] [10] . However, this takes place at the expense of the bandwidth efficiency. Another approach is to estimate the synchronization errors first and then to correct them. Various schemes have been reported in the literature for the estimation of the fractional CFO [11] [12] [13] and the integer CFO [14] [15] [16] . Exploiting the phase shift between two identical training symbols, Moose devised a fractional CFO estimator on the basis of the maximum-likelihood (ML) criterion that is calculated in the frequency domain (FD) after taking a fast Fourier transform (FFT) [11] . To increase the acquisition range, a specifically designed training symbol [12] or repeated pseudonoise (PN) sequences [13] teger CFO, assuming that the fractional CFO had been perfectly estimated and corrected by a dedicated algorithm, Shim et al.
proposed estimation schemes for OFDM systems [14] and for cyclic delay diversity OFDM systems [16] , and Toumpakaris et al. proposed an approximate ML algorithm for OFDM systems [15] . Moreover, various SFO estimation schemes for OFDM systems have also been studied in [17] and [18] . Gault et al. analyzed the Cramér-Rao bounds (CRBs) and proposed joint ML and suboptimal methods for SFO and channel estimation [17] . A pilot-based SFO estimation scheme was proposed by exploiting the pilot patterns in the DRM standard [18] . The issue of the joint CFO and SFO estimation has also been highlighted in [19] [20] [21] . Speth et al. proposed a post-FFT estimation scheme for the fractional CFO and SFO, which employs correlation operations in the FD between two training symbols [19] . In [20] , the joint CFO, SFO, and channel impulse response (CIR) estimation scheme was proposed by using the time-domain (TD) version of the recovered signals. In order to reduce the complexity problem of the TD joint estimation approach in [20] , Nguyen-Le et al. proposed a recursive least-squares (RLS) estimation and tracking of the CFO, SFO, and CIR and an FD ML estimator using two training symbols for the coarse estimation of the initial CFO and SFO values [21] .
In this paper, we propose a FD joint ML estimation of the fractional CFO and SFO, which is an extension of Moose's ML estimation scheme for the fractional CFO. In our scheme, two identical training symbols are used, and the joint CFO and SFO estimates are obtained by exploiting the phase shift between the two training symbols in the FD. Moreover, we derive a closed form expression for the FD CRBs associated with the joint estimation of the fractional CFO and SFO. It is found by simulations that the proposed ML estimation scheme yields an estimation performance superior to that of the conventional schemes for the fractional CFO and SFO.
The rest of this paper is organized as follows: In Section II, we describe the to-be-considered OFDM system. In Section III, the joint ML estimation is proposed for the fractional CFO and SFO using two training symbols in the FD. Section IV presents the FD CRBs for the proposed joint CFO and SFO estimation as compared to the TD CRBs. The mean square error (MSE) performances of the proposed scheme as compared to those of the other schemes are discussed in Section V. Finally, the conclusions are provided in Section VI.
II. SYSTEM MODEL

Let
be the total number of subcarriers, the number of used subcarriers, and the length of the cyclic prefix (CP) (in the number of samples). Note that the direct current (DC) subcarrier and subcarriers at the edges of the spectrum are not used, and the used subcarriers can be indexed by
. At the receiver, the 0018-9316/$26.00 © 2011 IEEE mismatch between the local oscillators in the transceiver and Doppler shifts cause a CFO, , in Hz. The mismatch between the sampling clocks in the transceiver causes a SFO, . Therefore, the received signals are sampled at a rate of , where and is the sampling period at the transmitter. When the preamble signal is composed of long training symbols, the TD received signal on the th sample of the th OFDM training symbol becomes [21] (1) where ; ; ; is the normalized CFO; denotes the modulated symbol on the th subcarrier;
is the FD channel response; is the th tap of the CIR; is the number of channel taps; and is the additive white Gaussian noise (AWGN) with zero mean and variance . After the FFT, the resulting FD signal for from (1) is given as (2) where denotes the used subcarrier index set consisting of ; the ICI noise is defined as (3) and is the frequency response of . In (2) and (3), is a function of and and is given by (4) We can then rewrite (2) in a compact matrix format as follows:
where and denote the diagonal matrix with the main diagonal and the matrix transpose, respectively. Here, we define the ICI-plus-noise vector as . The vector can be approximated as a Gaussian-distributed vector with zero mean and covariance matrix [22] , where denotes the identity matrix.
III. JOINT CFO AND SFO ML ESTIMATION
Exploiting two training symbols, Nguyen-Le et al. proposed a simple ML estimator for the joint estimation of and [21] . The joint CFO and SFO ML estimator developed in [21] uses the known FD signals in (2) . Therefore, the estimates of and are given by [21] 
where stands for the argument of the minimum,
and is calculated by (8) , shown at bottom of the page. We can then rewrite (7) in a compact matrix format as follows:
Under the assumption that the error vector is a Gaussiandistributed vector with zero mean and covariance matrix [21] , we can express the likelihood function by (10) where and denotes a conjugate transpose. The above estimates of and in (6) are used as the initial estimates for the RLS-based iterative estimation of CFO, SFO, and CIR [21] .
In order to improve the estimation accuracy, we present a new joint ML estimation scheme to obtain and that maximize the (8) conditional probability density function (pdf) . The ML estimates of and can be obtained by (11) where stands for the argument of the maximum. Assuming that the training symbols are identical (that is, ) for easier synchronization [11] , we have (12) and (13) where . Using ( and give no information about ), we can reduce (11) to (14) where has a mean of and a covariance of . The likelihood function can be given by (15) Therefore, the proposed ML estimates, and , for the normalized CFO and SFO, respectively, can be obtained by (16) Under the assumption that the training symbols are identical, Nguyen-Le's ML estimates in (6) can be calculated as (17) When (17) is compared with (16), we find the difference that (17) has an additional weighted summation of , which is a weighting factor for . If the weighting factor for is independent of the subcarrier index , (16) and (17) are equivalent. However, the weighting factor in (17) has a relatively large value when the channel condition is worse, and it has a relatively small value when the channel condition is better. This observation provides an explanation as to why Nguyen-Le's ML scheme is inferior to the proposed ML scheme.
IV. CRBS FOR CFO AND SFO ESTIMATION
For CRBs in the CFO, SFO, and CIR estimation, Nguyen-Le et al. presented a calculation of the Fisher information matrix [21] . However, although Nguyen-Le's ML estimation uses FD signals, CRBs are calculated on the basis of the TD signals [21] . In this section, we review CRBs using the TD signals and derive CRBs on the basis of the FD signals for the CFO and SFO estimation.
A. TD CRBs
By discarding terms that are not dependent on and , we can obtain the log-likelihood function of the received signal as (18) By defining and , we can represent the Fisher information matrix as (19) where (20) (21) with (21a)
and (22) with (22a (28) and (29)] to (21a), (21b), and (22b), respectively. Then, the TD CRBs of the estimated parameters can be obtained by the inversion , which is given by (23) and (24)
B. FD CRBs
The FD CRBs of the CFO and SFO estimators are evaluated in this subsection. To convert (2) from a serial to a convenient matrix-vector form using two training symbols, we define a vector for the FD received signals as follows: 
V. SIMULATION RESULTS
We now investigate the performance of the proposed ML estimator by Monte Carlo simulations. In the simulations, QPSK-modulated training symbols are used. The OFDM system parameters are based on IEEE 802.11a uncoded systems [1] , where the FFT size , the number of modulated subcarriers , and the CP size are 64, 52, and 16, respectively. We consider frequency-selective fading channels with an exponential power delay profile given by , where and . Each multipath is modeled as a zero-mean complex Gaussian random variable so that its amplitude varies according to the Rayleigh distribution [21] . In order to calculate joint ML estimates, we perform exhaustive searches of (16) simulation runs. As shown in Fig. 1(a) , in (23) is superior to in (32) in all ranges of SNRs. Fig. 1(b) shows that in (24) and in (33) have a comparable performance. It should be noted that the joint CFO and SFO estimation in the TD has a higher complexity than that in the FD since the phase drift from SFO in (1) depends on the time index and frequency index , while the phase drift from SFO in (2) only depends on the frequency index [20] , [21] .
In Fig. 2 , the mean square error (MSE) performance of the proposed ML scheme is plotted versus SNR, where the MSEs of the normalized CFO and SFO estimates are defined as and , respectively. For the sake of comparison, Speth's scheme in [19] , Nguyen-Le's ML scheme in [21] , the minimum FD CRB and the maximum FD CRB for the joint CFO and SFO estimation and Moose's ML scheme in [11] for the CFO estimation are also presented. We can see from Fig. 2(a) that the proposed ML scheme outperforms Speth's scheme and Moose's ML scheme and is superior to Nguyen-Le's ML scheme in all ranges of SNRs. It is seen that, at high SNR values, the of the proposed ML scheme exhibits a floor as a consequence of the ICI term. At intermediate SNRs, the of the proposed ML scheme lies between the minimum FD CRB and the maximum FD CRB. As shown in Fig. 2(b) , the proposed ML scheme is superior to Speth's scheme and Nguyen-Le's ML scheme. As a consequence of the ICI term, the of the proposed ML scheme is close to the maximum FD CRB. Fig. 3 shows the MSEs and CRBs of the CFO estimation as a function of with at . It can be observed that the proposed ML scheme outperforms Nguyen-Le's ML scheme in all ranges of . It is also seen that the of the proposed ML scheme lies between the minimum FD CRB and the maximum FD CRB. When , the proposed ML scheme has a comparable performance with Moose's ML scheme and is slightly better than Speth's scheme. As becomes larger than 0.001, the proposed ML scheme exhibits better performance than Moose's ML scheme and Speth's scheme.
In Fig. 4 , we present the MSEs and CRBs of the CFO estimation according to the different values of with at . In all ranges of , the of the proposed ML scheme lies between the minimum FD CRB and the maximum FD CRB. When has values between and , the proposed ML scheme outperforms Speth's scheme, Moose's ML scheme, and Nguyen-Le's ML scheme.
In the SFO estimation, the of the proposed ML scheme and Nguyen-Le's ML scheme is independent of and in the simulation environments illustrated in Fig. 3 or 4 by using our simulations, which are not illustrated here because of space limitations.
VI. CONCLUSION
In this paper, we considered the issue of the combined CFO and SFO estimation for OFDM systems. Using two training symbols, we proposed a FD joint ML estimation scheme for CFO and SFO in OFDM systems. It was shown that the proposed ML scheme exhibits better performance than NguyenLe's ML scheme because the cost function of the latter uses weighting factors that degrade the performance of Nguyen-Le's ML scheme. The FD CRBs for the CFO and SFO estimation are derived in order to investigate the performance of the FD joint CFO and SFO estimators. The simulation results show that the proposed ML scheme for the joint CFO and SFO estimation is superior in performance to previous approaches.
