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The heart rate signal contains valuable information about cardiac health, which cannot be extracted without the use of ap-
propriate computerized methods. This paper presents an analysis of various electrocardiograms, the aim of which is to categorize
them into two distinct groups. Group A represents young male subjects with no prior occurrence of coronary disease events and
Group B represents middle-aged male subjects who have symptomatic coronary artery disease without myocardial infarction and
whose 12-lead ECGs do not contain any abnormalities, thus wrongly indicating a normal subject. Electrocardiographic recordings
are approximately 2 h in length and acquired under conditions that favor the stationarity of collected data. Linear and nonlinear
characteristics are studied by applying several techniques including Fourier analysis, Correlation Dimension Estimation, Ap-
proximate Entropy, and the Discrete Wavelet Transform. The small variations of the diagnostic information given by each one of
the methods as well as the slightly diﬀerent conclusions among similar studies indicate the necessity of further investigation,
combined use, and complementary application of diﬀerent approaches.
 2003 Elsevier Inc. All rights reserved.
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Heart rate variability (HRV) refers to the beat-to-beat
alterations in heart rate and a decrease in its value has
been used as a measure for predicting future coronary
events [1–3]. Abnormalities present in the time interval
between R-wave peaks in the ECG serve as a means for
exposing cardiac dysfunction. The main objective of re-
lated studies is to ﬁnd a reliable clinical method that
diﬀerentiates between patients that are likely to show a
decrease in HRV from those that are not.
Two of the nervous subsystems that comprise the
human nervous system are the Central Nervous System
and the Autonomic Nervous System. The central ner-* Corresponding author. Fax: +30-26-5109-8890.
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The autonomic nervous system, which functions at a
subconscious level, controls many functions of the in-
ternal organs, including the level of pumping activity by
the heart, movements of the gastrointestinal tract, and
glandular secretion [4]. The Autonomic Nervous System
is then further subdivided into the sympathetic and the
parasympathetic branches.
Physiological function and control of the entire body
is maintained by both the sympathetic and parasympa-
thetic sections, which act in opposite directions. An ex-
ample of this opposite control is the coordination of the
heart rate [5,6], which reﬂects the balance of the in-
stantaneous activity (tone) of the sympathetic and
parasympathetic nervous systems. During exercise,
the sympathetic nerves serve to quicken the rate of
the heartbeat, while during rest the vagus nerve of the
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tone in the arterial walls is aﬀected similarly. When the
parasympathetic system is activated, vessel walls are
relaxed and blood pressure drops, as opposed to the
sympathetic constricting of blood vessels and raising of
blood pressure [4,5].
The study of heart rate variability is important be-
cause it provides a means for observing the hearts
ability to respond to normal regulatory signals that af-
fect its rhythm. There are many inﬂuences on the regu-
lation of cardiac rhythm, since it is aﬀected by almost
every system that modulates the Autonomic Nervous
System. The analysis of HRV has proven useful in the
diagnosis and monitoring of a number of pathologies, in
predicting mortality after myocardial infarction [6], and
in estimating the risk of rejection after cardiac trans-
plantation [7]. Recent research has also suggested a
potential association between emotional states and
HRV in studies that have identiﬁed physiological ill-
nesses such as depression and panic disorders [8]. There
are also several prospective studies that have shown that
HRV independently predicts mortality within the initial
two years following a heart attack [8].
It is known throughout the medical community that
age and cardiac health aﬀect heart rate variability di-
rectly. In applications related to a range of medical
settings, ﬁndings [9–11] have associated sickness and
aging with more regular patterned sinus rhythm, re-
sulting in less complex signals and higher variability
than those of youth or cardiac robustness. It is thought
that HRV is the result of interaction among complex
feedback mechanisms in the cardiovascular system. In
this view, as these feedback mechanisms are degraded by
disease(s), HRV diminishes.
In this study, speciﬁc linear and nonlinear methods
are used in order to diﬀerentiate between two subject
categories. Category A (Group A), is composed of
young males with no coronary disease history. Category
B (Group B) subjects had angina pectoris or angina-
equivalent symptoms. It is important to note that the
electrocardiograms done on Group B subjects were
normal, showing no signs of coronary artery disease.
Since coronary patients had either angina or positive
myocardial scintigraphy with Th-201 for ischemia, they
all underwent coronary angiography.
A timeseries was extracted from the ECG ﬁles and the
Fourier Transform and Autocorrelation functions were
used to determine whether or not each series is linear.
The HRV is then analyzed using the well-known Delay
Times, Approximate Entropy, Signal Values Decom-
position, and the Discrete Wavelet Transform methods.
All of the selected methods are combined in an original
way with HRV analysis and it was found that by ap-
plying various methods to the same data sets, we could
scrutinize the validity of each method as well as com-
paring all of them to the extent that their intricaciesallow. The goal of this paper is not only to serve as a
report on an experiment, but also to contribute to ex-
isting methods for discriminating between the afore-
mentioned subject categories.
The paper is structured as follows. In the next section,
‘‘Background,’’ we brieﬂy describe the algorithms that
were compared in this study. Their main characteristics
as well as the reasons they were chosen are discussed.
The following section, ‘‘Methods,’’ describes the clinical
subjects, the methods of data acquisition, and how the
algorithms were applied to our data. The results are
presented in section four. The last two sections oﬀer a
discussion and some main conclusions of the experi-
mental analysis.2. Background
2.1. Linear methods
2.1.1. Fourier transforms
Spectral analysis is a widely used method for identi-
fying the most signiﬁcant HRV signal characteristics
and can also be used to determine whether they are
linear or nonlinear. According to Sayers et al. [12],
spontaneous ﬂuctuations in heart rate have been sepa-
rated into three spectral bands: Very Low Frequencies
(VLF: <0.05Hz), Low Frequencies (LF: 0.05–0.15Hz)
and High Frequencies (HF: >0.15Hz). The Power
Spectral Density of a normal heart rate timeseries ex-
hibits a continuous broadband spectrum with three
distinct peaks superimposed, respectively, in the VLF,
LF, and HF band. Chess et al. [13] found that the HF
band is mediated entirely by the parasympathetic divi-
sion of the central nervous system. Akselrod et al. [14]
found vagal modulation and heart rate oscillations be-
low 0.15Hz and established the importance of the
sympathetic division of the central nervous system in the
generation of LF oscillations.
In general, it is expected that normal ECGs, as more
irregular, will demonstrate more wide and overlapped
broadband frequency peaks in contrast to abnormal
ECGs, where the spectrum is expected to be thinner,
exposing a more regular behavior.
2.1.2. Autocorrelation
The Autocorrelation function of a signal can identify
and extract signal periodicities. Qualitatively, Autocor-
relation compares a signal with itself with respect to time,
thus providing information on whether this signal is pe-
riodic. This comparison is achieved by delaying its onset
by s, known as the time lag. Therefore the aim is to ﬁnd
how alike the signal X ðtÞ is with the signal X ðt  s).
In practice, this involves the computation of the Au-
tocorrelation function,RðsÞ, for various values of the time
lag, s, and the construction of the plot of RðsÞ vs s. Details
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function for a signal is included in Appendix A.1.
The Autocorrelation of a periodic signal is itself a
periodic function, while the Autocorrelation of a ran-
dom signal is a function which tends asymptotically to
zero. Aside from the ability to discern periodicities in a
signal, the Autocorrelation also provides an estimation
of the decorrelation time, which is the time lag for which
the Autocorrelation function begins to tend to zero. The
decorrelation time produces valuable information that is
used in nonlinear analysis of HRV, since it represents
the moment in time beyond which the signal no longer
exhibits periodicities. A random signal is expected to
produce decorrelation times that are very close to zero.
2.1.3. Discrete Wavelet Transform
Wavelet analysis provides a means for simultaneously
analyzing both the time and frequency characteristics of
a signal. It is well-suited to ECG analysis since is ana-
lyzes signals at multiple scales and is not aﬀected by the
presence of discontinuities.
The Discrete Wavelet Transform (DWT) is a linear
operation, which transforms a linear vector whose
length is originally a power of two, to another vector of
the same length [15].
Just as Fourier analysis breaks up a signal into sine
waves of various frequencies, wavelet analysis breaks up
a signal into various shifted and scaled version of the
original signal, termed the mother wavelet. Scaling sim-
ply implies stretching or compressing the signal, where
shifting denotes the delaying or hastening its onset.
There are many wavelet families that have been used the
simplest of which is the Haar wavelet, the mother
function of which is simply a step function. Its de-
scription is found in Appendix A.2.
The Discrete Wavelet Transform is applied to the
signal with the Haar wavelet as the mother function and
the result is two sets of coeﬃcients, the approximation
coeﬃcients, which are the high-scale (low frequency)
signal components and the detail coeﬃcients, which are
the low-scale (high frequency) components of the signal.
These sets of coeﬃcients are then downsampled (dyadic
decimation) that the resulting length of the signal, in-
corporating both the detail and approximation coeﬃ-
cients, is the same as the original signal length. Thus, the
ﬁrst scale of analysis is obtained. In order to compute
subsequent scales, the same process is applied but this
time only to the approximation coeﬃcients of each re-
spective previous scale. Essentially, the signal is con-
volved with a low-pass and a high-pass ﬁlter; the results
of both ﬁlters are downsampled. The downsampled,
low-passed output is then once again applied through
both types of ﬁlters and downsampled, until all that
remains (in the last scale) are detail coeﬃcients. Finally,
the standard deviation of the detail coeﬃcients of each
scale is computed and plotted.2.2. Non-linear methods
2.2.1. The delay times method
The Delay Times method is an important tool in
nonlinear analysis and gives both a qualitative and
quantitative measure of the complexity of the timeseries
under examination. It was ﬁrst established by Grassber-
ger and Procaccia [16] and is based on the Takens The-
orem [17]. A timeseries is constructed from a set of
successive and experimentally derived values. From the
original timeseries, we then construct a new series, which
in this case is composed of vectors. For the construction
of each of the vectors the estimation of two parameters,
the embedding dimension, m, and the time lag, s is re-
quired. The time lag represents the window that is used
for the computation of the coordinates of these vectors. It
is estimated from the decorrelation time, which, as men-
tioned earlier, is the window beyond which the signal
ceases to present periodicities. The decorrelation time is
calculated either from the ﬁrst zero-value of the Auto-
correlation function, or from the ﬁrst value of the mutual
information function [18] that is close to zero. Themutual
information function is a widely accepted method that
computes nonlinear and linear correlation of a signal.
The parameterm is assigned increasing integer values, in a
range that satisﬁes both the Takens criterion and the
maximum admitted window length, according to basic
nonlinear dynamics theory. Appendix A.2 includes ana-
lytical information on these parameters, as well as a de-
tailed description of the entire Delay Times method.
Once the above is completed, the correlation integral,
CðrÞ is computed for increasing values of r. This integral
basically computes how many of the above vectors have
a distance between them less than r, where r is a ray in the
vector space. We are then able to plot ln(C) vs. ln(r),
where ln is the natural logarithm function. From this
plot, we select a scaling region and compute the slope of
the curve in that region. This process is repeated for in-
creasing values of the embedding dimension, m, and if
the values of the slopes converge, then we have found the
Correlation Dimension of the timeseries X ðtÞ. The con-
vergence value of the slope is an estimation of the Cor-
relation Dimension. A timeseries that results from a
complex nonlinear dynamic system, yields a larger value
for the Correlation Dimension, as opposed to a time-
series which results from a regular and linear dynamic
system, lower Correlation Dimension values. Generally,
the Correlation Dimension represents the independent
degrees of freedom that are required for the proper de-
scription of a system or for the construction of its model.
2.2.2. Approximate Entropy
There are various deﬁnitions of entropy, most of
which usually arise from entropy computation such as
the Shannon entropy or the Kolmogorov–Sinai entropy.
From all known methods, Approximate Entropy
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quantiﬁcation of regularity in data and as the natural
information parameter for an approximating Markov
Chain to a process [11].
Given the original timeseries X ðtÞ, we construct a
series of vectors, and then we ﬁnd the heuristic estima-
tion of an integer parameter, m, which in this case rep-
resents a window size. We then, one again, heuristically
estimate a threshold, r, which arises from the product of
the standard deviation of the time series and an arbi-
trary constant form 0 to 1, which is kept the same for all
timeseries. We then apply an iterative procedure which
ﬁnally produces an approximation of ApEn(m; r).
Generally, random timeseries produce increasing values
of ApEn(m; r), compared to regular timeseries, a prop-
erty which we exploit here. More details as well as a
more analytical description of the method is included in
Appendix A.4.
2.2.3. The SVD Karhunen–Loeve algorithm
The Singular Values Decomposition (SVD) Karh-
unen–Loeve method is also mentioned in the literature
as Principal Component Analysis, Empirical Compo-
nent Analysis [19], Singular Values Decomposition, or
Empirical Eigenfunction Decomposition and is closely
related to Factor Analysis, which is used in psychology
and economics [19–22]. This method is used for the es-
timation of the complexity of a dynamic system.
Given the original timeseries, we once again construct
a series of vectors similar to that of the Delay Times
method, and estimate two parameters, m and s, which
are the embedding dimension and time lag, respectively.
This series is made up of a two-dimensional array, which
is termed A. The covariance of this array is computed,
serving a purpose much like the Autocorrelation of
signals as discussed in the previous section. We then
compute the eigenvalues of the Covariance array. In the
absence of noise, the rank (i.e., the number of non-zero
eigenvectors) of the covariance matrix is equal to the
number of non-zero eigenvalues. The number of eigen-
vectors produces the smallest space dimension that is
required to reconstruct the array A. The presence of
noise introduces inﬁnitesimal values to the normally
zero-valued eigenvalues. Therefore, this method is con-
strained to the use of large eigenvalues. Practically, it is
expected that random timeseries will produce a larger
number or eigenvalues compared to regular timeseries.
A more detailed description of the method is included in
Appendix A.5.
2.3. Discriminating chaotic process – the method of
surrogate data
The Surrogate Data algorithm [23] is used to ensure
that data complicating dynamics come out of a complex
dynamic process and not from randomness. Accordingto this method, each original HRV data ﬁle is sorted
based on its statistical priorities rather than its dynam-
ics, so that the resulting signal does not contain any
other dynamics thus yielding a random timeseries. In
this way, new timeseries are constructed from the ori-
ginal timeseries and are called Surrogate Data.
The same nonlinear methods described above are
applied to the Surrogate Data and if the same results are
obtained, then the original data do not contain any
dynamics and thus result from a stochastic process. On
the other hand, if the results of the Surrogates are dif-
ferent from those of the original set, then the presence of
system dynamics is conﬁrmed and the data result from a
chaotic process. The use of Surrogate Data is a statis-
tical hypothesis testing method that involves two in-
gredients, a null hypothesis against which observations
are tested, and a discriminating statistic. The null hy-
pothesis attempts to describe the data while the dis-
criminating statistic is a number that quantiﬁes some
aspects of the data. The discriminating statistic is a pa-
rameter that when used in combination with the Sur-
rogate Data method may result in values that are
diﬀerent from those using the original data. If this oc-
curs, then the null hypothesis is rejected.3. Methods
This section describes the selection of subjects, data
collection methodology, and details of the applications
of the aforementioned methods. Subjects were selected
by a cardiologist based on the medical record. The 10
Group A subjects were normal young males aged 25–29
yrs, with unremarkable medical histories and normal
physical examinations. All subjects belonging to Group
A were non-smokers, received no drugs and abstained
from caﬀeine for 24 hours prior to acquisition. The 10
Group B subjects were patients hospitalised with coro-
nary artery disease. All Group B subjects had 1 or 2
vessel coronary disease, which was angiographically
conﬁrmed, and normal left ventricular function (deﬁned
as an ejection fraction greater than or equal to 50%).
Subjects with a history of myocardial infarction, cor-
onary angioplasty or bypass grafting, cardiac rhythm
disturbances, left ventricular dysfunction (deﬁned as an
ejection fraction less than 50%), severe arterial hyper-
tension, and medical conditions aﬀecting heart rate vari-
ability (e.g., diabetes, mellitus, hormonal disturbances,
treatment with psychotropic drugs, and respiration dis-
eases) were excluded. All Group B subjects were under-
going treatment with nitrates, angiotensin converting
enzyme inhibitors, salicylics and calcium antagonists
(nifedipine 4 patients and nisoldipine 1 patient). No one
had a history of stroke, peripheral vascular disease or
clinically signiﬁcant valvular abnormalities. Their ages
were 42, 44 (4 pts), 49 (3 pts), 52 (2pts) years old.
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To guarantee that valid and precise data were ac-
quired, a cardiologist was present to ensure that all
preparation and procedure details during electrocar-
diogram acquisition were followed properly. All re-
cordings were performed in a quiet room, between the
hours of 15.00 and 17.00, in the supine position under
continuous monitoring by the cardiologist who con-
ﬁrmed the absence of any cardiac rhythm disturbances
throughout the recording. Subjects were told to breathe
normally and an attempt was made to maintain the re-
spiratory rate at around 12/min.
A signiﬁcant factor in ensuring the accuracy of the
recordings is the technical characteristics of the electro-
cardiograph. In this study, a 12-lead digital electrocar-
diograph (‘‘Cardioperfect’’) with 8 channels and 12-bits
quantization (satisfactory accuracy) was used. All re-
cordings averaged at 5000–6000 R–R intervals. By R–R
interval we mean the time elapsed between consecutive
R-peaks in the QRS complex. Data were acquired with a
sampling rate of 300Hz. The acquired signal was sent to
a PC via an RS232 port and stored on hard disk. Long
ECG recordings were preferred for more accurate anal-
ysis and since large amounts of data ensure higher pre-
cision of the results; especially in nonlinear methods, the
amount of data is a crucial issue. An alternative solution
would have been to concatenate short recordings, but
this would almost certainly produce inaccurate results.
By inclusion criteria, no subject, neither healthy nor
unhealthy, had cardiac rhythm disturbances. Through-
out ECG recordings, the procedure was closely super-
vised by a cardiologist who conﬁrmed that no rhythm or
conduction abnormalities had occurred. The appearance
of sporadic isolated atrial complexes was addressed us-
ing the following procedure: The sporadic ectopic sys-
toles were removed and replaced by the local-linear
approximation of the previous ﬁve samples. However,
this procedure had to be performed in only two of the
coronary subjects, who presented rare atrial premature
complexes (6 1/min).
The methods that we chose to use in this paper are
multi-parameter and sensitive to parameter selection.
The literature is still hazy on the identiﬁcation of those
parameters which are more suitable fort his type of re-
search. In this work, we present a set of parameter es-
timation approaches which, when applied, seems to
optimize the experimental results. The methods that
were applied to the acquired data are described in detail
below.
3.2. Timeseries construction
Using QRS detection algorithms, the R points of the
QRS complexes were extracted and the R–R interval
signals were stored in data ﬁles, ready for analysis.3.3. Proof of stationarity
Stationarity is an essential property of a timeseries
since it ensures that all statistical quantities of a process
are independent of absolute time and can be examined
by splitting the timeseries into subsets and comparing
critical statistics of these subsets with those of the entire
set. The term critical statistics refers to a selection of
magnitudes that describe basic statistical quantities of
the series. These include the Fourier Power Spectrum,
the mean, the standard deviation, etc. The issue of
ﬁnding methods that examine timeseries stationarity is
one of great discussion in relevant literature.
The stationarity of the data used in this study was
determined in two ways. In the ﬁrst, the Fourier spec-
trum of subparts of a timeseries was compared to that of
the entire series and in the second, the v2 test was
applied.
3.4. Identifying nonlinearity
The nature of the signals as linear or nonlinear is
identiﬁed with the application of linear methods such as
the Fourier Transform and the Autocorrelation func-
tion. Proof of linearity/nonlinearity in the signal helps
determine whether linear or nonlinear signal analysis
methods would best describe system behavior. The ap-
plication of the Fourier Transform produces a wide
spectrum of overlapped frequencies, proving the exis-
tence of nonlinear or stochastic dynamics in the signal.
The Autocorrelation function also reveals nonlinearity
or stochasticity in HRV signals since, after a small time
lag, it tends to zero.
3.5. Validity of acquired data
The validity of our acquired data was established
through the application of the Fourier Transform and
the Autocorrelation functions. The data sets were ana-
lyzed using linear methods both in the time and fre-
quency domains in order to draw general conclusions
about the condition of each subject. The Fast Fourier
Transform was applied to every timeseries and the
Power Spectrum and periodogram were calculated. The
Autocorrelation function was computed for time lags up
to 500 of the signals in order to ﬁnd domain periodicities
and decorrelation time lags. The results obtained using
our data sets proved analogous to those of similar
studies. This ensures that the cardiograms we acquired
are equivalent to those used by other researchers.
3.6. The discrete wavelet transform
In this study, an improvement of the known DWT
method was used, as described in [2]. This new method
led to a clearer separation between the two subject
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Fig. 1. The Power Spectrum of a Group A subject showing the three
distinct bands of frequencies.
S. Nikolopoulos et al. / Journal of Biomedical Informatics 36 (2003) 202–217 207groups over a larger number of scales of analysis and
includes a new way of evaluating of the detail coeﬃ-
cients and enhances the diagnostic accuracy. It intro-
duces the use of the mean length for the interval
analysis, which for two dimensions is deﬁned as:
L ¼ 1
n 1
Xn1
i¼1
wiþ1j  wij; ð1Þ
where n is the total number of R–R intervals analyzed
and w is the value of each R–R interval.
In the calculation of the mean length, neighboring
wavelet coeﬃcients are computed from neighboring
samples or sample areas. This results in higher accuracy,
since the standard deviation does not take advantage of
the order of the wavelet coeﬃcients, as opposed to the
mean length, which does.
3.7. Application of the delay times method
Through the use of the Autocorrelation and mutual
information functions, a value was determined for the
time lag, s, that is most suitable for this study and that
was s ¼ 5. The dimensions chosen for the phase space
reconstruction started at m ¼ 3 and went to m ¼ 20,
based on the fact that after several trials these values
yield the best reconstruction and thus lead to more ac-
curate results and subject discrimination.
The correlation integral was then calculated for an
extended range of r (up to 108, experimentally deter-
mined). This correlation integral was used to estimate
the Correlation Dimension values.
3.8. Approximate Entropy
The Approximate Entropy was computed for a va-
riety of r-values proposed by previous researchers and it
was found that the optimum value yielding clearest
discrimination was r ¼ 0:65STD, where STD is the
standard deviation of the timeseries.
3.9. Singular values decomposition
The SVD algorithm was applied to the data sets and
the largest eight eigenvalues were found for each set.
3.10. Surrogate data
Surrogate Data sets were produced from respective
timeseries. Three diﬀerent techniques were applied to all
signals: the Unwindowed Fourier Transform Algorithm,
the Windowed Fourier Transform, and the Amplitude
Adjusted Fourier Transform [11]. All of the above
methods were then applied to the Surrogate Data, in
order to ascertain whether cardiac function is the result
of a random mechanism. Surrogate time series were
produced for each HRV data ﬁle both of Group A andof Group B. The nonlinear methods were applied to
these Surrogate sets and a mean value was computed for
each of the parameters to be compared (Correlation
Dimension and Approximate Entropy). It is this average
that is illustrated in the ﬁgures so that it may be com-
pared to the original (that of the pure data sets).4. Results
4.1. Fourier transform
Fig. 1 illustrates a typical spectrum shape of a Group
A subject, while Fig. 2 depicts that of a Group B subject.
In the ﬁrst case, the three expected bands of frequencies
are easily identiﬁed. Careful observation of these two
ﬁgures indicates that in the case of the Group B subject,
the high frequencies are missing. Most of the ECG ﬁles
belonging to Group B demonstrated similar spectrum
characteristics. However, this form is not imperative for
all cardiac diseases and is not always clear as a dis-
crimination mechanism. Indeed there are some data sets
from Group B where this discrimination was not as
clear. Issues of linearity and nonlinearity are addressed
in the next paragraph.
4.2. Autocorrelation
Fig. 3 depicts the Autocorrelation function for two
data sets, one of a Group A and one of an Group B
subject. This ﬁgure conﬁrms that the Autocorrelation of
signals belonging to Group A steeply decreases and
tends to zero for short decorrelation times. In contrast,
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Fig. 3. Autocorrelation function of Group A (solid lines) and Group B
(dotted lines) subjects. The subjects of the ﬁrst group show a steeper
descent towards zero compared to those of the second.
Fig. 4. Discrete Wavelet Transform. Solid lines represent Group A
subjects, dotted lines represent Group B subjects. The separation
between the two groups of subjects is clear in scales 3–10.
Fig. 2. The Power Spectrum of an Group B subject. There is clearly a
lack of a distinct high frequency band.
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more regular and tends to zero much more slowly,
demonstrating increased decorrelation time lags. The
decorrelation time can be quite large, reaching up to
25% of the total length of the timeseries. This length
serves as the upper limit for a satisfactory estimation of
the Autocorrelation function. Both methods indicate
strong nonlinearity in Group A data sets, contrary to
the ones of Group B, where occasional periodicities are
found. Generally, the spectrum of a linear signal con-
tains isolated narrow bands and its Autocorrelation
does not tend to zero for short time lags. The decorre-lation time shown in the graphs resulting from the ap-
plication of the Autocorrelation function varies
depending on possible cardiac episodes that may have
occurred during recordings. There are also cases where
occasionally noisy recordings distort the ﬁgures, giving
them the appearance of stochastic signals. An inspection
of the results of the Fourier spectrums shows that they
exhibited a spread spectrum of overlapped frequencies
without any domain periodicities. In addition to this, the
Autocorrelation function plots indicate a steep descent.
The above outcomes denote nonlinear or random be-
havior, thus a nonlinear analysis is required.
4.3. Discrete Wavelet Transform
Fig. 4 presents the results for the application of the
DWT using the mean length as a measure of variability.
As shown in [2], the mean length shows a clear separa-
tion between the two groups over nine scales, as op-
posed to the more common standard deviation, in which
a clear separation between the two groups occurs at
scales four and ﬁve.
As shown in Fig. 4, the diﬀerentiation between the
two groups begins with the ﬁrst scale and is very clear up
to the ninth scale and even at the tenth. Similar ﬁgures
result with the use of either of the Haar or Daubechies
wavelet families. The separation between the two groups
is very distinct, occurs over nine scales for both families,
and begins at the ﬁrst, as opposed to that provided by
the standard deviation. The results of this method are
illustrated in Table 1. The last column of the table shows
the t-test statistical error probability, which represents
the probability of a false categorization.
Table 1
Mean values and standard deviation and statistical error probability
Group A Group B Statistical error probability
Mean STD Mean STD
Scale 1 1859.5 30.4 2168.5 1584.6 0.315
Scale 2 2328.0 1279.9 1538.0 852.8 0.107
Scale 3 2943.5 1915.6 1609.0 1446.7 0.0875
Scale 4 1953.5 1433.3 3813.0 3784.4 0.1361
Scale 5 4399.5 1014.7 959.5 299.1 3.72 107
Scale 6 6843.0 5185.9 1542.5 1132.1 0.0088
Scale 7 2674.0 715.6 1216.5 922.8 0.0011
Scale 8 3561.0 1383.1 413.0 48.1 2.74 105
Scale 9 1358.0 168.3 967.0 405.9 0.0145
Scale 10 2377.0 458.2 1384.5 1294.7 0.0378
Mean values and standard deviation and statistical error probability produced for each scale of analysis with Discrete Wavelet Transform.
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The distinction between the two groups of subjects is
clear, as shown in Fig. 5. The Group A (normal) signals
have higher Correlation Dimensions depicting a more
complicated dynamic system with more degrees of
freedom than the ones of Group B. This is expected,Table 2
Summarized results of nonlinear methods
Disease present Delay Times Method Approxima
Mean STD Mean
Yes 4.657146 0.827082 0.241085
No 7.865686 0.480169 1.220074
Statistical error
probability
1.94 108 9.11 1012 0.039
Summarized results of nonlinear methods. Methods depicted are the Dela
well as the statistical error probability.
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Fig. 5. Delay Times method for estimating the Correlation Dimension.
Solid lines represent Group A subjects, dotted lines represent Group B
subjects. The separation between the two groups of subjects is clear.according to our initial hypothesis. The dynamic system
of the subjects of Group B tends to behave more nor-
mally and linearly, represented by models with 4–5 de-
grees of freedom for non-severe cases or 3 to 4 for worse
ones. In contrast, the Group A signals depict a dynamic
system with strong nonlinearity, which requires 6 to 7
degrees of freedom for describing cardiac behavior. The
mean values for the estimated dimensions are: The mean
Correlation Dimension, D2 ¼ 7:865686 for Group A
subjects with standard deviation of 0.480169 and for
Group B subjects, D2 ¼ 4:657146 and STD¼ 0.827082.
The results of the Delay Times method are depicted in
Table 2. Once again, the last row of the table shows the
t-test statistical error probability, which represents the
probability of a false categorization.
Previous work that uses the Delay Times method can
be categorized into approaches that analyze only the
R–R intervals and those that examine the entire ECG.
Included in the latter is the work of Bezerianos et. al.
[24], which claims that 2 < D2 < 4 for subjects such as
those belonging to Group A and Bogaert et. al. [25],
which suggests slightly higher values of D2  5:78. The
research activities that belong to the ﬁrst category are
summarized in Table 3. The values of D2 shown in Table
3 range from 3.6 to 9.62, which indicates the necessity of
further investigation of the problem. Our contribution is
a vote to those that believe in high Correlation
Dimension values, especially for healthy subjects. A
physical explanation for the expected high Correlationte Entropy Singular Values Decomposition
STD Mean STD
0.091374 7.7176 3.35302
0.156503 10.4457 1.914205
y Times, the Approximate Entropy, Singular Values Decomposition as
Table 3
Delay Times method
Number of subjects Sampling
points
Duration Correlation Dimension D2
Group A Group B Group A Group B
Ganz and Lenz (1996) 79 1024 5.37–9.62
Guzzetti et al. (1996) 7 7 24 h 7
Otsuka et al. (1997) 116 4 h 5.52–7.49
Nashoni et al. (1998) 10 20min 3.29–5.16
Babloyantz and Destexhe [27] 4 — 4min 3.6–5.2
Fojt and Holcik (1998) 7 7 15,000 5.3–7.6 3.7–4.9
Our suggestion 10 10 6000 20min 7.87 4.66
Our Delay Times method results, along with those of previous researches.
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whose function is aﬀected by many diﬀerent and inde-
pendent factors including sympathetic-vagal balance,
respiration, hormones, blood pressure, posture andTable 4
Approximate Entropy
Subjects
Pincus 1991 Healthy
Pincus 1991 patient
Pincus et. al. 1993 normal SIDS infants
Pincus et. al. 1993 aborted SIDS infants
Makikallio ert. al. 2000 atrial ﬁbrillation episodes
Our suggestion Group A
Our suggestion Group B
Our Approximate Entropy method results, along with those of previous
Fig. 6. Approximate Entropy. Circles represent Group A subjects,
diamonds represent Group B subjects. The separation between the two
groups of subjects is clear.chemicals. The large number of contributing factors
clearly leads to a highly complex system.
4.5. Approximate Entropy
The results of applying the ApEn to the data sets are
presented in Fig. 6. The discrimination between the two
categories is evident. The Group A set presents in-
creased values for the ApEn as opposed to the decreased
values for the Group B set. As mentioned, the best
distinction is obtained with r ¼ 0:65STD. Over this
threshold the mean Approximate Entropy Value for
Group A is 1.220074, where for Group B it is 0.241085.
For ApEn< 1, there is evidence of regularity in the
Group B subject data set. This method produces the
clearest discrimination between the two categories as
compared to the other nonlinear methods discussed thus
far. The comparative results of the application of this
method are shown in Table 4.
If this application is based on the Pincus [11] prop-
osition, the Group A has an Approximate Entropy va-
lue of 2.730843 with a standard deviation of 0.30942 and
the Group B has a mean Approximate Entropy value of
0.721386 with a standard deviation of 0.237473. In
previous publications [26] the range of values starts at
0.8 and goes up to 1.2 for subjects with atrial ﬁbrillation
episodes, and in [11] the ApEn is found to be 0.742 for
aborted Sudden Infant Death Syndrome (SIDS) infants
and 1.457 for normal SIDS infants.Approximate Entropy
Mean STD
2.730843 0.30942
0.721386 0.237473
0.742
1.457
0.8–1.2
1.220074 0.156503
0.241085 0.091374
researches.
Fig. 8. Correlation Dimension increasing for the Surrogate Data. Solid
lines represent the Correlation Dimension values for the Surrogate
Data and dotted lines represents the same values for the original
signals.
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The results for the SVDmethod are depicted in Fig. 7.
The respective values of the results shown in the ﬁgure
are depicted in Table 2, which were found by taking the
sum of the three larger eigenvalues as a measure. In
Fig. 7, overlapping between the healthy and unhealthy
subject results is apparent, thus deeming the SVD
method as non-satisfactory. In addition, the standard
deviation of the values shown in Table 2 is too large and
confuses the SVD outcome.
4.7. Surrogate data
The Surrogate Data analysis was done using all
methods. Fig. 8 presents only the results of the Corre-
lation Dimension estimation, since it is suﬃcient enough
to discover any underlying dynamics. It is important to
note that each value that is presented with respect to
each Surrogate Data set is an average of closely com-
puted values which in turn corresponds to an original
HRV data set. It would be unnecessarily redundant to
include all data set outcomes, since this illustration is
representative of the kind of results obtained from all
the methods.
Fig. 8 clearly depicts an increase in the Correlation
Dimension values for the Surrogate Data sets compared
to those of the original signals. This increase declares the
presence of underlying dynamics in the data sets. If the
data were a noise bounded or purely stochastic pro-
cesses, then the Correlation Dimension estimation
would not have been increased, preserving all statistical
properties, as stated in the null hypothesis. Therefore the
application of the above nonlinear methods to the Sur-1 2 3
0
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Fig. 7. Single Value Decomposition. Solid lines represent Group A
subjects, dotted lines represent Group B subjects. The separation be-
tween the two groups of subjects is not clear.rogate Data classiﬁes the data sets correctly and indi-
cates that the signals do not come from a stochastic
process.5. Discussion
The most widely used method of those discussed
above is the Fourier Transform, which has even been
used widely in commercial systems. The Fourier
Transform is a linear method and fails to extract the
nonlinear dynamics of the heart or to provide any in-
formation on the nature of these dynamics. It is signif-
icantly aﬀected by noise and does not provide clear
quantitative categorization of the heart rate signals.
The Autocorrelation function is accepted as better
suited for drawing conclusions in medical applications
but also fails in the accurate classiﬁcation of the subjects
of this study. The Autocorrelation function and the
Fourier Transform are related through the Weiner-
Krintchine theorem, which states that the spectral den-
sity function of a signal can be expressed as the Fourier
Transform of the Autocorrelation function. Therefore,
information extracted from the signal using the Fourier
Transform is coherent to that obtained from the Auto-
correlation function, with the diﬀerence that it is in the
time domain. Thus, both methods may be used in
characterizing the signals for nonlinearity, but they
cannot be used alone for discerning stochastic or noisy
signals from chaotic ones.
Wavelet analysis is also a linear method. It performs
analysis in the time domain and clearly separates the two
groups of subjects. Contrary to the Fourier Transform, it
allows quantitative classiﬁcation of electrocardiograms
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something that has not been satisfactorily investigated
yet. When noise-free electrocardiograms are used, it
succeeds in discriminating between the two groups of
subjects with extremely high accuracy.
The Delay Times method clearly distinguishes Group
A from Group B and accurately describes the systems
stochasticity in conjunction with the Surrogate Data
method. Since it is a nonlinear dynamics method, it
provides accurate information about the signals nature
and its underlying dynamics. Indeed, in this study, a
high dimensional underlying dynamic system was ob-
tained for Group A, as opposed to the relatively low
dimensional system of Group B.
One point must be made clear, regarding the Delay
Times method. From its introduction and initial appli-
cation in 1987 by Babloyantz and Destexhe [27] and
Goldberger [28] until its last appearance in bibliography
[25,29], an apparent battle has broken out over whether
the cardiac dynamic system demonstrates the behavior
of chaotic dynamics or if it is completely stochastic.
Even those who denounce the methods discussed here
[29] are careful and thus they rule out only low dimen-
sional chaos in cardiac dynamics. Indeed it is diﬃcult to
compute a precise Correlation Dimension and it is
questionable if this would be very beneﬁcial. The value
of the application of this method lies precisely in the fact
that it produces a very clear diﬀerentiation between the
two subject groups. The Correlation Dimension 7.5309
does not yield as much information since it is only an
estimation, but it does provide a clear indication of high
dimensional dynamics. Another formulation for high
dimensional dynamics is complex dynamics, where
complexity does not necessarily imply chaotic. All of the
above arguments lead us to the use of complexity for
healthy subjects and the strong discrimination it pro-
vides. Non-linear methods are undoubtedly sensitive,
but when combined with other methods, they yield
useful results.
Approximate Entropy is even more accurate that all
those described and is also computationally simple.
Since the ApEn is a measure of regularity rather than a
magnitude statistic, its use is most eﬀective when applied
in conjunction with other methods or statistics and not
as a sole indicator of system characteristics. For exam-
ple, if the system contains large amounts of noise, then
the ApEn will shown an increase in irregularity, which is
an inaccurate dynamics characterization in this case.
This erroneous outcome can be corrected by using the
ApEn in combination with other methods, such as the
Delay Times method, and reinforcing the results with
Surrogate Data. Therefore, the use of ApEn is most
valuable when it is used along with other methods and
statistics.
Singular Values Decomposition lacks accuracy, since
the discrimination it provides is not so clear. However, itdoes allow for physical conclusions. Indeed, this method
gives information about the systems state space eigen-
values in relation to a time delay domain analysis.
All of the above indicate the necessity of using more
than one of these methods for classifying the electro-
cardiograms with high accuracy. A complementary
study and experimental analysis of all presented meth-
ods allow for more accurate discrimination and safer
conclusions.
It has been shown that the Wavelet Transform, they
Delay Times method and the Approximate Entropy
successfully provide a clear separation. It was therefore
of interest to group the results obtained from these
methods and apply them in a way that would produce a
procedure useful in the clinical setting. The conventional
approach is to introduce an index, using simple alge-
braic variable equations, which would result from the
application of these three methods. This approach is
outmoded and would also require a very large number
of samples for a proper statistical study, the results of
which would be used to construct the index. On the
other hand, the grouping of samples and their charac-
teristics belong to a diﬀerent logic than that of the
common approaches. A new, non-conventional scheme
for the evaluation of indices, based on more current
methods such as fuzzy logic or neural networks, is quite
possibly a better and simpler approach that the alge-
braic evaluation of method parameters. Therefore, we
used the simpler insertion of method results to an
Learning Vector Quantization (known as the LVQ)
neural network.
Training of this LVQ network was performed using
heuristic values that were chosen based on the inspection
of the results of the experimental analysis that were
deemed diﬃcult to classify. These were appen¼ [0.8, 2.1,
3, 1.1, 1.2, 0.3, 0.6, 0.7, 0.3, 0.75] with corresponding
Delay Times method¼ [8, 9, 10, 11, 12, 3, 5, 4.7, 4, 3.3]
and wavelets ¼ [38, 36, 37, 36.6, 35.6, 34, 31, 33.7, 33.8,
34.2]. The ﬁrst ﬁve values belonged to Group A while
the last ﬁve values to Group B. Once the network was
trained, the results of our methods were given to it as
input. In every case, the network made a correct clas-
siﬁcation, yielding 100% success. We also tried using
ﬁctional values as input, some of which were fuzzy. Once
again, the results were satisfactory, and these values
were also correctly classiﬁed. The LVQ network proves
successful in its use as a simple evaluator of the results of
our methods.6. Conclusions
We have studied several methods which have been
used for the categorization of two subject groups, one
which represents subjects with no prior occurrence of
coronary disease events and another group who have
S. Nikolopoulos et al. / Journal of Biomedical Informatics 36 (2003) 202–217 213had a coronary disease event but whos ECGs appear
normal.
The Fourier Transform and the Autocorrelation
function are linear methods and thus are fail to extract
nonlinear signal dynamics, which expose much infor-
mation that can be quite useful in signal processing
applications. Furthermore, these two methods are sen-
sitive to noise and thus cannot provide an accurate and
clear quantitative categorization between healthy and
unhealthy subject cardiograms, especially when the
ECGs of the latter group do not present any clear signs
of cardiac pathology.
Contrary to the Fourier and Autocorrelation func-
tions, it has been shown that wavelet analysis, the Delay
Times method and the computation of the Approximate
Entropy present coherent results and succeed in clearly
and accurately diﬀerentiating healthy subject ECGs
from those of unhealthy subjects and coronary patients.
The methods discussed in this paper are applied in or-
der to construct an automated tool utilizing an LVQ
neural network that is useful and reliable in clinical
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A.1. Autocorrelation function
The Autocorrelation function is primarily a result of
the correlation coeﬃcient. In general, the correlation
coeﬃcient of two arbitrary signals, X and Y , is deﬁned
as
r  CovðX ; Y Þ
VarðX Þ  VarðY Þf g1=2
ðA:1Þ
where CovðX ; Y Þ is the covariance of the signal
X with Y , and VarðX Þ, VarðY Þ is the variance of the
signals X and Y , respectively.
Autocorrelation coeﬃcient R is an adaptation of r,
which considers the signal Y as a time delay of the signal
X , so that Y ðiÞ ¼ X ðiþ sÞ, where s is the time lag and i is
the time for which the signal X or Y is considered. Here,
slag ¼ s  ss, where ss is the sampling time for the time-
series. After the timeseries has been extracted, s is the
number of points in the window ðiþ sÞ. Due to the
discrete nature of this signal, it suﬃces to use only s.If X is a discrete timeseries of size N , the Autocor-
relation function is computed as
RðsÞ
¼
PNs
i¼1 XiXiþs  1Ns
PNs
i¼1 Xiþs
PNs
i¼1 XiPNs
i¼1 X
2
i  1Ns
PNs
i¼1 Xi
 2h i1=2 PNs
i¼1 X
2
iþs  1Ns
PNs
i¼1 Xiþs
 2h i1=2 ;
ðA:2Þ
where Xi ¼ X ðiÞ for i ¼ 1; . . . ;N for and Xiþs ¼ X ðiþ sÞ
for s 2 N .
A.2. Wavelets
The wavelet application on which this section is based
is the Discrete Wavelet Transform (DWT). The DWT is
a linear operation, which transforms a linear vector
whose length is originally a power of 2, to another
vector of the same length [1,2]. Given a signal X of
length n (where n must be a power of 2), the DWT
consists of at most log2n stages (dlog2 ne  1, if N is not
a power of 2). The ﬁrst step produces, starting from X ,
two sets of coeﬃcients, the approximation coeﬃcients
(scaling coeﬃcients) and the detail coeﬃcients (wavelet
coeﬃcients). The vectors are obtained by convolving s
with a low-pass ﬁlter for approximation and a high-pass
ﬁlter for detail, followed by dyadic decimation. This
process is applied repeatedly only to the resulting ap-
proximation coeﬃcient vector, and then continues until
the log2 nth stage. The nature of the ﬁlters is dependent
upon the family of wavelets used.
For every signal processed, it is the scale-dependent
statistics of the detail coeﬃcients that provide the
graphical diagnostic output. Speciﬁcally, once the detail
coeﬃcient vector has been computed at each scale, its
standard deviation is calculated. The same is repeated
for every scale, until the log2 nth scale is reached. It is
important to note that with decrease in scale there is
subsequent increase in detail obtained from the Wavelet
Transform. The standard deviation vectors are dis-
played on the same graph so that separation may be
discerned.
In this case, the detail coeﬃcients of the Wavelet
Transform are calculated as in (A.3), while the ap-
proximation coeﬃcients may be calculated with (A.4),
W wavm;n ¼ 2ðm=2Þ
XM1
i¼0
Xiwmði n2mÞ; ðA:3Þ
Swavm;n ¼ 2ðm=2Þ
XM1
i¼0
Xiumði n2mÞ: ðA:4Þ
In both equations, m is the scale variable (m ¼ 1; 2; . . .)
and n is the shift variable (n ¼ . . . ;1; 0;þ1; . . .). In
(A.3), wmðiÞ is the discrete-time mother wavelet for the
mth scale in the calculation of the detail coeﬃcients and
in (A.4), umðiÞ is that for the calculation of the
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samples being analyzed. The m-scale DWT can be ob-
tained by applying the one-scale DWT m times subse-
quently to the approximation components. The
coeﬃcients that are statistically manipulated and
graphed are the detail coeﬃcients. The choice of wavelet
family applied to the signal through the DWT is usually
dependent upon the application. We chose the simplest
family, the Haar, since it is most eﬃcient and has been
proven as suﬃcient for the reliable classiﬁcation of
healthy and unhealthy subjects [2].
The discrete-time Haar wavelet is deﬁned as in (A.5)
and the discrete-time scaling function as in (A.6),
wðiÞ ¼
1 for i ¼ 0;
1 for i ¼ 0;
0; otherwise;
8<
: ðA:5Þ
/ðiÞ ¼ 1; i ¼ 0; 1;
0; otherwise:

ðA:6Þ
Therefore, the discrete time sequence obtained from
the original signal is transformed into a space of wavelet
coeﬃcients resulting in the creation of scale-dependent
statistics. Smaller scales correspond to more rapid
variations and therefore to higher frequencies [2], as
discussed in the analogous section of the paper.
A.3. Delay Times method
Given a timeseries, X ðtÞ, t is an integer, t 2 ð1;NÞ and
N is the total number of timeseries points. The Delay
Times method was ﬁrst established by Grassberger and
Procaccia [16] and based on the Takens Theorem [17].
According to this method, the timeseries xðtÞ is a mea-
sure of a single coordinate of an m-dimensional systems
underlying dynamics. Assuming m is the embedding
dimension (the dimension of space in which the assumed
systems trajectory is unfolded) and s is the time lag,
then phase space reconstruction (described below) is
performed with time delays and the following m-di-
mensional vectors are constructed:
~xðtÞ ¼ ½X ðtÞ;X ðt þ sÞ;X ðt þ 2sÞ; . . . ;X ðt þ ðm 1ÞsÞ:
ðA:7Þ
In this way, using the original timeseries, X ðtÞ, we are
able to construct a new vector timeseries, ~xðtÞ, which
represents the trajectory from ~xð0Þ up to and including
~xðtÞ within the reconstructed phase space.
These vectors are deﬁned in an m-dimensional phase
space and are used in constructing the trajectory of the
signal dynamics to this space. If the original phase space
of the dynamics produce the attractor A, then the re-
construction of the phase space with the Delay Times
method produces the reconstructed attractor, A0. If the
reconstruction is accurate, then A0 is the topological
conjugate of the original attractor, A. Consequently, alldynamic properties of A are projected to A0. The crite-
rion of the Takens Theorem [17,30] for a precise phase
space reconstruction of an experimental trajectory dic-
tates that m must be greater then [2mcþ 1], where mc is
the estimated dimension of the attractor.
According to the Takens Theorem, this is eﬃcient
when the number of points of the timeseries, N , is inﬁ-
nite, meaning that for an inﬁnite number of points, A
and A0 have the same properties. However, for most
experimental methods, N is a ﬁnite number and in many
cases is conﬁned to 3000–4000 points. Therefore, only A0
is estimated in the reconstructed space and retains only
some of the properties of A (not all). Essential to phase
space reconstruction, especially for the Delay Times
method, is the estimation of the time lag, s. There is a
range of methods for estimating s, the most popular
being the calculation of the decorrelation time.
The decorrelation time is calculated either from the
ﬁrst zero-value of the Autocorrelation function, or from
the ﬁrst minimum value of the mutual information
function. The Autocorrelation function has been de-
scribed in the previous section. The mutual information
method is widely accepted and it computes the nonlinear
and linear correlation of the Autocorrelation function.
Once the Autocorrelation function has been normalized,
the decorrelation time is found from the smallest time
lag for which the function tends to zero. Similarly, the
decorrelation time can also be found from the smallest
time lag for which the mutual information function
tends to zero.
According to [31–34] the results of a timeseries
analysis depends on the window length (m 1)s, which
incorporates both the embedding dimension m and the
time lag s. Therefore, the constraint to the above
methods is the limit on the size of the window, (m 1)s.
A proper value for the window size provides good phase
space reconstruction and ensures that all the points of
the reconstructed phase space come from the same tra-
jectory. As mentioned above, the Takens theorem dic-
tates that proper phase space reconstruction is achieved
when m is greater than [2mcþ 1]. This criterion is diﬃ-
cult to satisfy for increased values of s due to the sub-
sequently larger values of (m 1)s. A consistent window
arises from the decorrelation time, seen as the time
needed for the ﬁrst decay of the Autocorrelation
function. A time lag, s, is chosen and the reconstructed
dynamics are embedded in the m-dimensional phase
space.
After the phase space reconstruction of the systems
assumed dynamics, nonlinear dynamics algorithms are
developed for the experimental analysis of a timeseries.
The most popular algorithmic method is the Delay
Times method, also known as the Algorithm of Grass-
berger and Procaccia [16], which estimates the Correla-
tion Dimension from the computation of the correlation
integral.
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timeseries, X ðiÞ, which is a measure over time i of a
parameter of an m-dimensional dynamic system, for i in
[1]. The phase space reconstruction of this system is
done according to the Takens theorem. Once again, the
vector coordinates are constructed as in (A.7) and it is
assumed that this vector is the trajectory vector of the
ith time point of the reconstructed phase space of the
dynamic system. The whole trajectory is ~xð1Þ;~xð2Þ; . . . ;
~xðiÞ; . . . ;~xðqÞ where q ¼ N  ðm 1Þs. As mentioned
and according to the Takens theorem, A0 is the attractor
to the reconstructed system dynamics and the topolog-
ical conjugate to the original attractor A. Properties such
as the Correlation Dimension are maintained after the
projection of A to A0. The Correlation Dimension is
deﬁned as
D2 ¼ lim
N!1
logðCðm; r; sÞÞ
logðrÞ ; ðA:8Þ
where r is a distance radius in the reconstructed phase
space. The index 2 in D2 is used because the Correlation
Dimension is a special case of the generalized dimension
Dq where q integer. Cðm; r; sÞ is the correlation integral
and is deﬁned as
Cðm; r; sÞ ¼ 2
N  1
XN
i¼1
XN
j¼iþ1
H r
h
 ~xi
 ~xji; ðA:9Þ
where ~xi and ~xj are as in (A.7). H is the Heavyside
function:
HðiÞ ¼ 1 if iP 0;
0 if i < 0;

ðA:10Þ
The Euclidean norm used in the above equation
states that the diﬀerence between ~xi and ~xj is the maxi-
mum diﬀerence among their coordinates:
~xi
 ~xj¼ X ðiÞjn  X ðjÞj2þ X ðij þ sÞ X ðjþ sÞj2
þ þ X ðij þðm1ÞsÞ X ðjþðm1ÞsÞj2
o1=2
:
ðA:11Þ
The formula (A.9) simply says: for speciﬁc m, r, s ﬁnd
all pairs of~xi and~xj in the reconstructed timeseries~xðtÞ
for which the distance k~xi ~xjk is smaller than r.
According to this algorithm, if Cðm; r; sÞ conver-
gences, then increasing the dimension of the phase
space reconstruction, m, results in a scaling region for
log(Cðm; r; sÞ) versus log(r). Therefore, the scaling
region is found from
logðCðm; r; sÞÞ
logðrÞ  a ) C  r
a; ðA:12Þ
where a is an arbitrary constant real value, indicating
the linear connection of log(C) vs log(r) inside a
hypothesized scaling region of the log(C) vs log(r) plot.This means that D2  a, indicating an estimation of
the Correlation Dimension of A0 and thus of the original
system dynamics attractor, A.
A.4. Approximate Entropy
Given N data points, X ð1Þ;X ð2Þ;X ð3Þ; . . . ;X ðNÞ, the
ApEn(m; r;N ) is estimated, where r is a threshold and m
a window size. The vector sequences necessary for
phase space reconstruction, ~xðiÞ, are constructed with
~xðN  mþ 1Þ, deﬁned by~xðiÞ ¼ ½X ðiÞ; . . . ;X ðiþ m 1Þ.
These vectors represent m consecutive X values, using
the ith point as the starting point. The distance
k~xðiÞ;~xðjÞk is deﬁned between the vectors~xðiÞ and~xðjÞ as
the inﬁnity norm
X ðiÞk  X ðjÞk¼max X ðiÞjf  X ðjÞj; X ðij þ1Þ X ðjþ1Þj;
. . . ; X ðij þm1Þ X ðjþm1Þjg:
ðA:13Þ
The probability that jX ðiþ m 1Þ  X ðjþ m 1Þj6 r
given that jX ðiÞ  X ðjÞj6 r and jX ðiþ 1Þ  X ðjþ 1Þj6 r
and jX ðiþ 2Þ  X ðjþ 2Þj6 r and – is true is termed
Cmr ðiÞ, where, once again, r is the a threshold and m
the window size. For example, if m ¼ 2, C2r ðiÞ for
i ¼ 1; . . . ;N is the probability that jX ðiþ 1Þ
X ðjþ 1Þj6 r given that jX ðiÞ  X ðjÞj6 r.
The sequence in (A.13) is used to construct the Cmi ðrÞ
for each i6N  mþ 1 as in
Cmr ðiÞ
¼
no: of j6N  mþ 1; such that ~xðiÞ ~xðjÞ
 6 rh i
N  mþ 1 :
ðA:14Þ
UmðrÞ is deﬁned as
UmðrÞ ¼ 1
N  mþ 1
XNmþ1
i¼1
lnCmi ðrÞ; ðA:15Þ
where ln is the natural logarithm.
Then Approximate Entropy is deﬁned as
ApEnðm; rÞ ¼ lim
N!1
½UmðrÞ  Umþ1ðrÞ: ðA:16Þ
It is therefore found that ApEn ¼ Umþ1ðrÞ  UmðrÞ
and is equal to the average over i of the natural
log of the conditional probability that jX ðjþ mÞ
X ðiþ mÞj6 r, given that jX ðjþ kÞ  X ðiþ kÞj6 r, for
k ¼ 0; 1; 2; . . . ;m 1.
Several trials of this algorithm were run on the HRV
data and it was adjusted accordingly in order to obtain a
better distinction between the two subject groups. The
ﬁrst step in computing the Approximate Entropy is
ﬁnding the length vector for m ¼ 2, which is [X ðiÞ,
X ðiþ 1Þ], denoted~xðiÞ. All vectors that are close to~xðiÞ,
~xðjÞ ¼ ½X ðjÞ;X ðjþ 1Þ, are identiﬁed. As has already
been stated, the vector ~xðjÞ is close to ~xðiÞ if
k~xðiÞ;~xðjÞk6 r. This, by deﬁnition, means that both
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count of all the vectors ~xðjÞ close to ~xðiÞ is found and
called B. The next step is to compute the rest of the~xðjÞ
vectors for which jX ðiþ 2Þ  X ðjþ 2Þj6 r, and call it A.
The ratio of A=B represents the conditional probability
that X ðjþ 2Þ is close to X ðiþ 2Þ, given that the vector
~xðjÞ is close to~xðiÞ.
The above process is repeated for each length 2 vector
~xðiÞ, calculating the conditional probability. The ApEn
is found by calculating the average of the logarithm of
these conditional probabilities and taking its negative
(to make it positive), as seen in (A.17)
ApEn ¼ Umþ1r  Umr
¼ 1
N  m
XNm
i¼1
ln Cmþ1r ðiÞ
 " #
 1
N  m
XNmþ1
i¼1
ln Cmr ðiÞ
 " #
ﬃ 1
N  m
XNm
i¼1
ln Cmþ1r ðiÞ
   ln Cmr ðiÞ 
¼ 1
N  m
XNm
i¼1
ln Cmþ1r ðiÞ
 
ln Cmr ðiÞ
  : ðA:17Þ
The calculation of the conditional probabilities will
result in values between 0 and 1. If the timeseries is
regular, the values X ðiÞ, X ðiþ 1Þ, X ðiþ 2Þ are expected
to be close to each other, as are X ðjÞ, X ðjþ 1Þ, X ðjþ 2Þ.
Therefore, the diﬀerences jX ðiÞ  X ðjÞj, jX ðiþ 1Þ
X ðjþ 1Þj and jX ðiþ 2Þ  X ðjþ 2Þj will be close to each
other for many values of i, j. This means that the con-
ditional probabilities are expected to be closer to 1 for
timeseries coming from more regular processes. The
negative logarithm of such a value will be closer to 0.
Conversely, random processes will produce condi-
tional probabilities closer to 0, the negative logarithms of
which will be closer to 1. The comparison of subsequent
vectors in a random signal will result in diﬀerent values in
the successive vector distances. Thus, theApEn values for
signals coming from regular processes will be lower than
the ApEn values coming from random signals. In this
application, this implies that low ApEn values are to be
clinically associated with cardiac pathology, while high
values indicate a healthy and robust heart.
The previous algorithm calculates an estimation of
the value of the Approximate Entropy, which is equal to
the theoretical one, when the N tends to inﬁnity. An
examination of this algorithm reveals that it is analo-
gous to the Grassberger and Procaccia Algorithm (the
Delay Times method) for the Correlation Dimension
estimation. Theoretical calculations by Wolf et al. [35],
indicate that reasonable estimations are achieved with
an N value of at least 10m and preferably 30m. In the
experimental analysis, N ¼ 2000 and m ¼ 2 were used,
producing satisfactory statistical ApEn validity.However, the ApEn is a biased statistic. The expected
value of ApEn(m; r;N ) increases asymptotically with N
to ApEn(m; r) for all processes. The choice of window
for each vector ~x, is also important for the ApEn esti-
mation. However, the interest in this method is not in
the reconstructed space, but rather in having a suﬃcient
number of vectors in close proximity to each other, so
that accurate conditional probabilities can be found.
A.5. SVD
Once again, the phase space vectors are constructed
from the timeseries of R–R intervals, and then the tra-
jectory matrix is found. The eigenvalues of the trajectory
matrix are calculated from the covariance matrix, which,
given the fact that it is square, simpliﬁes their compu-
tation. Thus, the eigenvalues of the trajectory matrix are
mathematically related to the eigenvalues of the co-
variance matrix.
Assume that the timeseries, xðiÞ, where i ¼ 0; . . . ;N ,
has been constructed by sampling an ECG and ex-
tracting the R–R intervals. We construct the phase space
embedded vectors, ~xðiÞ ¼ ½xðiÞ; xðiþ sÞ; xðiþ 2sÞ; . . . ;
xðiþ ðm 1ÞsÞ, where m is the embedding dimension
and s is the time lag. Values of s and m are selected
experimentally, in a way similar as those selected for the
aforementioned algorithms. The trajectory matrix is
then constructed as a column of the m-dimensional
embedding vectors derived from the timeseries phase
space reconstruction. The deﬁnition of the trajectory
matrix is
A
$
¼ 1ﬃﬃﬃﬃ
N
p
~xð1Þ
~xð2Þ
..
.
~xðqÞ
2
6664
3
7775; where q ¼ N  ðm 1Þs: ðA:18Þ
The covariance matrix is deﬁned as
Ci;j ¼ 1N
X
k
xðk þ isÞ  xðk þ jsÞ
 ðA
$0
 A
$
Þi;j or C
$
¼ A
$0
 A
$
: ðA:19Þ
The covariance matrix can be transformed to a di-
agonal matrix U 0  C
$
 U ¼ Sc, where Sc is the matrix that
contains the eigenvalues of C
$
. The eigenvalues of the
two matrices are associated as: scðlÞ ¼ sðlÞ2, where sc are
the eigenvalues of C
$
and s are the eigenvalues of A
$
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