ABSTRACT: Papers dealing with precipitation scenarios for a potentially warmer climate have often ignored the relationship between precipitation and temperature. Although the atmosphere has a larger capacity to hold water vapour at higher temperatures, plots of the mean wet-day precipitation amounts versus temperature may not reveal a clear positive relationship. This phenomenon is studied in detail for Florence and Livorno (Italy). Vorticity and the difference between the land and sea surface temperatures are 2 important factors that determine precipitation at these sites. The wet-day precipitation amount is explored as a function of these 2 variables and temperature using an iterative smoothing technique. The estimated functions show a marked increase in the mean wet-day precipitation amount with increasing temperature (~6% °C -1 ). The differences between the smoothed relations for Florence and Livorno are small and the smooths for the winter and summer halves of the year are also quite similar. Besides the mean wet-day precipitation amounts, the mean wet-hour amounts (mean rainfall intensities) of each day with rain are also analysed. These show a much stronger increase with increasing temperature (~11% °C -1 ), which is partly due to a decrease of rainfall duration with increasing temperature.
INTRODUCTION
There is a link between the amount of precipitation and temperature. An important factor is the increase of the saturated vapour pressure with increasing temperature. Warm air can therefore contain more moisture than cold air. Mainly because of this temperature effect on atmospheric moisture, General Circulation Models (GCMs) predict that the global warming resulting from the increased atmospheric greenhouse gas concentrations will be accompanied by an increase in the global mean precipitation of 1.5 to 3% °C -1 (IPCC 1990 , 1992 , Boer 1993 , Hulme 1994 , Henderson-Sellers et al. 1995 , Hulme et al. 1998 . Besides the effect on the atmospheric water content, temperature also controls the strength of convection.
The dependence of precipitation on temperature is a somewhat neglected topic in the literature on climatechange scenarios. Various linkages between precipitation and the large-scale circulation have been proposed in the literature on statistical downscaling (Bár-dossy & Plate 1992 , Hughes et al. 1993 , von Storch et al. 1993 . There is, however, growing evidence that the circulation changes alone are insufficient to explain the changes in mean precipitation as simulated in climate model experiments with increased greenhouse gas concentrations (Matyasovszky et al. 1993 , Jones et al. 1997 , Wilby & Wigley 1997 .
The influence of temperature has been incorporated in an indirect, or sometimes a direct, way in a number of studies. In order to generate daily precipitation sequences for a doubled CO 2 climate, Matyasovszky et al. (1993) used the changes in the average height of the 500 hPa level in a climate model simulation experiment to perturb the parameters of their stochastic precipitation model. The changes in precipitation are then related to the higher temperatures in the lower atmosphere because of their influence on the height of the 500 hPa level. Schär et al. (1996) performed an experiment with a Regional Climate Model to explore the changes in precipitation within Europe resulting from a 2°C warming, keeping the relative humidity and circulation patterns unchanged. In a later version of that experiment (Frei et al. 1998) , particular attention was given to changes in heavy precipitation.
A number of authors have included 700 hPa temperatures (Cubasch et al. 1996) , 1000 -500 hPa thickness (Cavazos 1997) or specific humidity at pressure levels (Crane & Hewitson 1998) in their downscaling models. Wilby & Wigley (1997) observed that using 700 and 500 hPa temperatures as additional explanatory variables in an artificial neural network, relating observed precipitation and circulation variables, had little effect on the predicted changes between present and future climates. They suggested that the driving GCM had a stronger precipitation-temperature link than in the real world.
Klein Tank & Buishand (1993) examined the relationship between the mean wet-day precipitation amount and temperature at De Bilt, an inland station in The Netherlands. The relationship was used to obtain scenarios of daily precipitation for a doubled CO 2 climate. In a subsequent study (Brandsma & Buishand 1997) , their method was extended to Bern, Neuchâtel and Payerne in western Switzerland. The direction and strength of the atmospheric flow were included to account for the influence of orography on precipitation. The identification of a clear effect of the air temperature on precipitation can further be hampered at coastal sites, where precipitation is strongly controlled by the sea surface temperature. As an example, Fig. 1 shows the mean wet-day precipitation amount as a function of daily temperature for Durham (England) and Florence (Italy), where a day is considered to be wet if the amount of precipitation is 0.3 mm or more. There is little change in the mean wet-day precipitation amount in these diagrams, in particular for Durham. This is in contrast with similar diagrams for De Bilt in Buishand & Klein Tank (1996) and western Switzerland in Brandsma & Buishand (1997) . Obviously, a potential temperature effect at Durham and Florence is obscured by other factors. These factors have to be included in statistical models that describe the effect of temperature on precipitation.
In this paper, precipitation at Florence and Livorno in Italy (Fig. 2) is studied. Both daily and hourly precipitation amounts are analysed. Section 2 gives an outline of the statistical methods used. The results are presented in Section 3. Section 4 concludes the paper with a discussion.
STATISTICAL MODELLING
This section gives some background of the statistical linkage of precipitation to other variables. The wet-day precipitation amounts are considered first. The hourly precipitation amounts can be modelled in a similar way. A separate model for the rainfall duration is discussed at the end of this section.
2.1. Wet-day precipitation. The wet-day precipitation amounts, P, have a highly skewed distribution. Days with small amounts predominate. Further, the standard deviation of P depends on the predictor variable(s). An interesting point is that the change in the coefficient of variation, CV, for different values of the predictor variable(s) is generally much smaller than that in the standard deviation. In quite a number of cases CV is constant.
Data with a constant CV can be modelled in 2 different ways (McCullagh & Nelder 1989) . The most widespread method is to define a linear model for the logarithm of P. The model can be fitted by ordinary least squares. For the wet-day precipitation amounts, this approach meets, however, 2 difficulties. First, the logarithm is sensitive to roundings of small precipitation amounts, and, second, the assumption of a constant CV turns out to be crucial for the estimation of the mean of P from the fitted model (Klein Tank & Buishand 1993 ). The alternative is to describe the untransformed wetday precipitation amounts by a generalized linear and Florence (1935 Florence ( -1987 . The error bars give the SE of the mean precipitation within each class. The total number of wet days for the 2 stations are 10 128 and 4529, respectively model. Parameter estimation requires then an Iteratively Reweighted Least Squares (IRLS) technique. This method can easily be extended to cases where CV is not constant. The second approach is therefore preferred in this study. The linearity assumption is relaxed by modelling the regression surfaces as a sum of arbitrary smooth terms. First, the situation considered is that there is only 1 predictor variable, X, for P. For the statistical techniques in this study, it is useful to represent the relationship between P and X as
where g(X) is a function of X and ε is a random error with zero mean. The first term on the right-hand side gives the expected value µ of P:
The change of the mean precipitation amount with X is thus determined by the function g (X) . For the linear model
the mean increases exponentially with increasing X. An essential condition for the IRLS technique is that g(X) is linear in unknown regression coefficients like a and b.
Because of the exponential function in Eq. (1) the mean µ cannot be negative. Furthermore, a constant change, ∆X, of X leads to a relative change in the mean wet-day precipitation amount of exp[g(X + ∆X) -g(X)], which resembles the popular proportional adjustments of observed precipitation in climate-change scenarios.
ε is bounded by -µ because P must be positive. A more important aspect of parameter estimation is that the variance of ε depends on µ as well. For the case of a constant CV, var ε = c 2 µ 2 , where c is a constant. The IRLS technique can be applied both to the individual observations and to the mean wet-day precipitation amounts for various class intervals of the predictor variable, like the temperature classes in Fig. 1 (Buishand & Klein Tank 1996) . The latter is preferred here. The within-class variation of the individual wetday precipitation amounts provides a check on the constancy of CV.
The linear form of g(X) in Eq. (3) often turns out to be too restrictive. Cleveland's (1979) locally weighted running line or loess smoother was used here to visualise departures from linearity. Although that smoother was originally developed as a non-parametric regression technique for the case of constant error variance, it can be generalised to the situation where var ε depends on µ (Hastie & Tibshirani 1990) . The estimate ĝ (X 0 ) for X = X 0 is then based on a weighted IRLS fit of the linear model in Eq. (3), using only data (X k ,P k ) in a neighbourhood N(X 0 ) of X 0 , where the weight is large if X k is close to X 0 and small if it is not. The size of N(X 0 ) controls the smoothness of the fitted relationship. Small neighbourhoods result in a relatively rough curve. The fraction λ of points in N(X 0 ) is known as the span of the smoother. Further details about the application of the loess smoother to precipitation relationships can be found in Brandsma & Buishand (1997) .
When there are several predictor variables X 1 , X 2 , …, X p the model for the wet-day precipitation amounts may take the form
In this study g(X 1 , X 2 , …, X p ) is taken to be additive in the predictor effects:
Non-parametric smoothing assumes that the g i (X i ) are smooth functions, subject to the condition E[g i (X i )] = 0 to avoid free constants. The form of the functions g i (X i ) can be explored by the univariate loess smoother using the iterative backfitting algorithm (Hastie & Tibshirani 1990) . That algorithm also applies when the right-hand side of Eq. (5) avoided by analysing the mean wet-hour precipitation amount, H, on days with rain, i.e. the daily precipitation amount divided by the number of rain hours, instead of all hourly values. The variable H can be described by the same type of model as that for P. In order to compare the results for P and H, it is useful to consider the effect of the predictor variables on the number of rain hours. For the days with rain hours, the proportion F of these rain hours can be represented as
where the deterministic part is given by (7) and ε is random error with zero mean. The model defined by Eqs. (6) & (7) is known as the logistic model (Hastie & Tibshirani 1990) . Eq. (7) ensures that Π lies between 0 and 1. Although every continuous distribution function having support on the entire real axis can be used for this purpose, the logistic distribution is the most popular one. Alternatives were not considered here, particularly because of the large flexibility attained with the use of the non-specified functions g i (X i ). As in the model for the precipitation amounts, ε depends on the deterministic part. In particular its variance is modelled as
where σ 2 denotes the dispersion parameter (McCullagh & Nelder 1989) . For σ 2 = 1, Eq. (8) reduces to the binomial variance which applies to the situation in which rain occurrence is purely random. Because of the persistence of the weather, rain hours tend to occur in clusters. Rain days with a very large proportion of rain hours are therefore much more likely than in the case of pure random variation. For this reason, the variance of ε tends to be larger than the binomial variance and thus σ 2 > 1, which is known as over-dispersion.
DATA ANALYSIS
Florence and Livorno are both situated to the southwest of the Apennine mountain range in the northwestern part of Italy (Fig. 2) at an altitude of 76 and 3 m, respectively. Mean annual rainfall is about 800 mm at these sites. Daily precipitation and temperature data were obtained via Politecnico di Milano for the periods 1935 to 1987 for Florence and 1924 Florence and to 1941 Florence and and 1951 Florence and to 1979 for Livorno. Supplementary hourly data were provided for the period 1962 to 1986. These data were not adjusted to the daily data. Daily mean sea level pressure (MSLP) data on a 5°latitude by 10°l ongitude grid from the UK Meteorological Office were used to account for the effect of atmospheric flow. As in Brandsma & Buishand (1997) the grid was centred at 45°N, 5°E. Because of the vicinity of the Mediterranean Sea, the difference D between the land and sea surface temperatures was included in the statistical analysis:
where T is the local daily air temperature at Florence or Livorno and SST is the daily sea surface temperature for the area 40°-45°N, 5°-10°E. The latter was obtained from the monthly SST anomalies in the Jones data set (Jones et al. 1991 ) and the long-term mean SSTs in Bottomley et al. (1990) , using an iterative cubic spline interpolation procedure that preserves the monthly SSTs, as proposed by Harzallah & Sadourny (1995) . In general, a relatively warm sea (negative D) enhances precipitation, whilst a relatively cold sea (positive D) has the opposite effect. Although there is a rather strong positive correlation between D and T (correlation coefficient about 0.8 for the daily data considered here), it is shown later on that their effects on the wet-day precipitation amounts can be clearly distinguished.
Wet-day precipitation
Precipitation-temperature diagrams like those in Fig. 1 were plotted for different sectors of flow direction. Despite the barrier effect of the Alpine-Apennine range, these diagrams show little variation. Vorticity turned out to be a much more important factor than flow direction. For the wet-day precipitation amounts at Florence and Livorno, Eq. (5) therefore takes the form
where Z is an index of the total shear vorticity. Details about the calculation of Z from the gridded MSLP data can be found in Jones et al. (1993) . The variable Z is only weakly correlated with T and D.
The model was first fitted to all wet-day precipitation amounts and then to the amounts for the winter halfyear (October to March) and summer half-year (April to September) separately, in order to investigate seasonal variation in the effects of the predictor variables. For each fit the mean wet-day precipitation amounts for different categories of predictor variables were considered (~210 categories for the whole year, 170 for the winter half-year and 110 for the summer half-year).
The iterative estimation of g 1 (T), g 2 (D) and g 3 (Z) requires a description of CV. In this study, a simple linear relation was assumed:
The average CV ( ) and the estimates of α, β, γ and δ are presented in Table 1 . As in Brandsma & Buishand (1997) the coefficients were estimated by fitting Eq. (11) to the sample CVs of the categories of the predictor variables having 2 wet days or more (~140 categories for the whole year, 100 for the winter half-year and 80 for the summer half-year). The value of is the weighted average of these sample CVs (with weights inversely proportional to the number of wet days in the appropriate category). For all cases is about 1, which is comparable to the values given in Buishand & Klein Tank (1996) for The Netherlands and in Brandsma & Buishand (1997) for Switzerland. For Florence and Livorno, Table 1 further shows that in most cases T has a statistically significant influence on the CV of the wet-day precipitation amounts; for Florence there is a significant influence of Z if the whole year or the winter half-year is considered. Fig. 3 presents the estimates of the functions g 1 (T), g 2 (D) and g 3 (Z). Here no distinction is made between precipitation in the winter and summer halves of the year. The spans λ T , λ D and λ Z in the iterative smoothing procedure were all set equal to 0.5. The plots for Florence and Livorno are quite similar. Both g 1 (T) and g 3 (Z) are increasing functions, in accordance with the general expectation that P should be positively related to T and Z. The plot for g 2 (D) delineates a clearly negative relationship between P and D. The opposite effects of T and D on P, and the positive correlation between these 2 predictor variables, explains why the mean wet-day precipitation amounts show little variation with T in Fig. 1 . The sea tends to be relatively warm at low temperatures (negative D) and relatively Table 1 . Average coefficient of variation ( ) and estimates of the parameters α, β, γ and δ in Eq. (11). The given estimates are significant at the 5% level CV cold at high temperatures (positive D). The expected positive effect of a temperature increase on P is counterbalanced in Fig. 1 by the influence of the associated increase in D. For Florence, Fig. 4 shows the shapes of g 1 (T), g 2 (D) and g 3 (Z) from the separate fits to the wet-day precipitation amounts in the winter and summer halves of the year. As in Fig. 3 , the spans λ T , λ D and λ Z were set equal to 0.5. The plots for the 2 separate seasons look quite similar to those in Fig. 3 for the whole year. The almost parallel shift of g 1 (T) to the right for the summer half-year is due to the higher temperatures in summer. Such a shift does not influence the effect of a systematic temperature increase on precipitation, which is determined by the slope of g 1 (T). Similar results were obtained for Livorno. There was also high correspondence between the estimates of g 1 (T), g 2 (D) and g 3 (Z) in a separate analysis of the data from Florence for the first half (January to June) and the second half (July to December) of the year.
In order to obtain a rough quantitative estimate of the temperature effect on the mean wet-day precipitation amounts, the analysis was repeated with the model
The function g 1 (T) is thus taken to be linear. The departures from linearity in Figs. 3 & 4 are generally small. The linearity of g 1 (T) implies that an increase in T of 1°C leads to a relative change in the mean wet-day precipitation amounts of exp(b), assuming that D and Z remain unchanged. Table 2 presents the estimates of a and b together with their standard errors. The standard errors are quite large due to the positive correlation between T and D and because a large proportion of the wet-day precipitation variance is not explained by the model. For the parameter b, the relative standard error ranges between 10 and 20%. The estimates of that parameter in Table 2 imply a relative increase in the mean wet-day precipitation amounts of 4 to 8%°C ) and to that in the mean precipitation for the Mediterranean subdomain in the model experiment of Frei et al. (1998) with unchanged relative humidity and circulation patterns. It also reasonably agrees with the change in mean precipitable water for temperatures between 0 and 31°C given in Gaffen et al. (1992) for continental and island stations in the extratropics. These changes are, however, much larger than the values found for the global mean precipitation in GCM experiments (~1.5 to 3%°C -1 ) and the changes in the mean annual precipitation from the fitted statistical relationships for The Netherlands and western Switzerland, as reported in Buishand & Klein Tank (1996) and Brandsma & Buishand (1997) , respectively.
Reproduction of the annual cycle and interannual variability
The mean wet-day precipitation amounts at Florence and Livorno show a clear annual cycle with a maximum in September-October. The model may not reproduce this annual cycle, especially when the relationship between P and the predictor variables is assumed to be constant over the year, as in Fig. 3 . Therefore the observed monthly mean wet-day precipitation amounts were compared with those according to the constant relationship. The latter were obtained by replacing the observed precipitation amount of each wet day by its expected value from the model in Eq. (10). Fig. 5 shows that the observed annual cycle at Florence is reproduced well. There is a small under-estimation during the winter half-year and an over-estimation during the summer half-year. The inclusion of D appeared to be important to achieve a satisfactory reproduction of the monthly mean wet-day precipitation amounts (Brandsma & Buishand 1996) . The observed monthly mean wet-day precipitation amounts in Fig. 5 explain 2 .1% of the overall wet-day precipitation variance. For the fitted regression model the proportion of explained variance is 7.2%.
The quality of the model in Eq. (10) was checked further by reconstructing the time series of annual precipitation amounts. Fig. 6 shows that the variation of the estimated values for Florence is reasonably coherent with that of the observed annual precipitation amounts. The reconstructed annual precipitation amounts explain 57% of the variance. A large part of the explained variance is, however, due to the use of the observed sequence of wet and dry days in the reconstructed annual precipitation amounts. Replacing the observed precipitation amount of each wet day by the overall average wet-day precipitation amount 59 1940 1950 1960 1970 1980 1990 Precipitation ( 
Year

Hourly precipitation
Eq. (5) was also fitted to the mean wet-hour precipitation amounts, H, using the same spans λ T , λ D and λ Z as in the iterative smoothing procedure of the daily values. All hours with measurable rain were considered. The analysis here is restricted to Florence only. Fig. 7 presents the estimates of g 1 (T), g 2 (D) and g 3 (Z). Eq. (11) with α = 0, β = 0.054, γ = -0.054 and δ = 0 was used in this fit to describe the dependence of CV on the predictor variables ( = 0.937). As for the daily data, g 1 (T) is almost linear. The effect of a temperature increase is, however, much stronger for the mean wethour precipitation amounts. With b = 0.099 as the estimate of b in Eq. (12), it follows that the increase in the mean of H is about 10.4% °C -1 (was 6.0% °C -1 for the wet-day precipitation amounts P). This difference can partly be explained by analysing the effect of temperature on rainfall duration. Therefore the logistic model, with X 1 = T, X 2 = D and X 3 = Z in Eqs. (6) & (7), was fitted to the proportion F of rain hours. The expected value of F is then given by (13) Fig. 8 presents the shapes of g 1 (T), g 2 (D) and g 3 (Z) for the rain hours at Florence. The spans λ T , λ D and λ Z in the iterative smoothing procedure were again set equal to 0.5 here. From a comparison between the sample variances of the observed proportion of rain hours and the binomial variance for different categories of the predictor variables, the dispersion parameter σ 2 of these data was approximated as
where T is in °C (the average σ 2 is 3.67). g 1 (T) in , results in an increase of 7.9% °C -1 for P, which is still larger than the increase of 6.0% °C -1 from the direct fit to P. The relatively large variance of the esti- (10) for wet-hour precipitation amounts on days with rain at Florence. Dashed curves and vorticity units are explained in Fig. 3 legend mated regression coefficients, departures from model assumptions and the fact that a day with rain hours is not always a wet day (amount of precipitation 0.3 mm or more) are responsible for the difference between the 2 estimates. The differences between the functions g 2 (D) and g 3 (Z) for P in Fig. 3 and H in Fig. 7 can similarly be explained. For instance, there is a positive relationship between the proportion of rain hours and Z in Fig. 8 , which enhances the increase of H with increasing Z, leading to a rather steep slope of g 3 (Z) in Fig. 3 for the wet-day precipitation amounts.
DISCUSSION
Precipitation and temperature are physically related through the dependence of atmospheric moisture on temperature. The link between the amount of precipitation and temperature is, however, often masked in observed records because of the influence of other factors on precipitation. For climate-change scenario development it may be extremely useful to make the precipitation-temperature dependence visible. This requires a proper selection of predictor variables. For Florence and Livorno it turned out that the difference, D, between the land and sea surface temperatures should be taken into account. The precipitation-temperature dependence could also be unmasked for the Durham data in Fig. 1 using D as a predictor variable (Brandsma & Buishand 1996) . The statistical models used do not give more than a very simplified description of the effects of the land and sea surface temperatures and vorticity on precipitation. The estimated temperature effects on the amount of precipitation can therefore be biased. Another point is the rather strong correlation between T and D. This correlation inflates the standard errors of the predicted mean precipitation amounts in situations where the changes in T and D differ from those expected from the observed statistical relationship between T and D (Hocking & Pendleton 1983) , such as a positive change in T and no change in D. Rather long records are then required to keep these standard errors within reasonable limits.
A number of authors have used artificial neural networks to model the non-linear relationships between local precipitation and atmospheric variables (Cavazos 1997 , Crane & Hewitson 1998 . Non-parametric smoothing is more flexible regarding non-normality and variance heterogeneity, and the form of the relationships is clearly shown. However, the iterative backfitting algorithm in this technique requires that the predictor effects can be modelled as a sum of smooth terms. Inclusion of interaction between predictor effects is not straightforward.
The regression models used here explain only a small proportion of the wet-day precipitation variance. They are therefore unsuitable to predict the amount of precipitation of a particular wet day, but they may provide realistic estimates of the change in the long-term mean wet-day precipitation amounts. An important condition is that the fitted relationship holds for the altered climate as well. For the relationships presented in this study, it would also be useful to know more about potential changes in D. GCMs may not simulate this well in the Mediterranean region due to resolution and land/sea mask limitations.
In Buishand & Klein Tank (1996) and Brandsma & Buishand (1997) the model fitted to the wet-day precipitation amounts was used to derive a scenario of daily precipitation in the case of a homogeneous temperature rise, ∆T, over a large area by scaling the observed daily precipitation amounts with a temperature-dependent factor, ƒ. This factor becomes a constant, ƒ = exp(b∆T), if g 1 (T) = bT as in Eq. (12). The number of wet days remains unchanged in the resulting scenario. For the Italian data in this study, this is somewhat in conflict with the observed decrease in rainfall duration with increasing temperature in Fig. 8 , which will generally result in less wet days. A decrease in the number of wet days at middle latitudes has also been found in some GCM simulations with increased atmospheric greenhouse gas concentrations (Hennessy et al. 1997) . A systematic change in wet-day frequency will almost certainly occur if the temperature increase is accompanied by a change in the vorticity index, Z, or a change in D. A separate model that describes the dependence of daily rainfall occurrence on the predictor variables is then needed. Logistic regression can be used for that purpose (Klein Tank & Buishand 1995) . 
