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ABSTRACT: This paper presents a method of colorizing a black and white imagery 
based on the probabilistic relaxation algorithm.  Since the colorization is an ill-posed 
problem, a user specifies a suitable color on each isolated pixel of an image as a prior 
information in this paper.  Then other pixels in the image are colorized automatically. 
The colorizing process is done by assuming local Markov property on the images.  By 
minimizing a total of RGB pixel-wise differences, the problem can be considered as a 
combinatorial optimization problem and it is solved by using the probabilistic relaxation. 
The proposed algorithm works very well when a few percent color pixels are known 
with confidence. 
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1. INTRODUCTION 
Colorization is a computerized process that adds color to a black and white print, movie 
and TV program, supposedly invented by Wilson Markle.  It was initially used in 1970 
to add color to footage of the moon from the Apollo mission.  The demand of adding 
color to grayscale images such as BW movies and BW photos has been increasing.  
For example, in the amusement field, many movies and video clips have been colorized 
by human’s labor, and many grayscale images have been distributed as vivid images.  
In other fields such as archaeology dealing with historical grayscale data and security 
dealing with grayscale images by a crime prevention camera, we can imagine easily that 
colorization techniques are useful. 
In this paper, color images are expressed by RGB colorimetric system.  
Conversional techniques from RGB to other colorimetric systems have been known.  A 
luminance value of the grayscale image can be calculated uniquely by a linear 
combination of an RGB color vector.  However, searching for the RGB vector from a 
luminance value poses conversely an ill-posed problem, because there are several 
corresponding colors to one luminance value.  Due to these ambiguous, human 
interaction usually plays a large role in the colorization process.  The correspondence 
between a color and a luminance value is determined through common sense (green for 
grass, blue for the ocean) or by investigation.  Even in the case of pseudo-coloring [1], 
where the mapping of luminance values to an RGB vector is automatic, the choice of 
the color-map is purely subjective.  Since there are a few industrial software products, 
those technical algorithms are generally not available.  However, by operating those 
software products, it turns out that humans must meticulously hand-color each of the 
individual image subjectivity.  There also exist a few patents for colorization [2],[3].  
However, the technology in Ref.[2] is related with coloring of a motion film and key 
colorization depends on heavy human operation.  Reference[3] is related with coloring 
of a fractal image and the technique cannot apply to black and white imagery. 
  Welsh et al. proposed a coloring method using a source color image [4].  The 
concept of transferring color from one image to another image was inspired by work in 
Ref.[5].  In the Welsh’s method, the source image, which is the same kind of image as 
a grayscale image, is prepared and colorization is performed by color matching between 
both pictures.  Though this method is very interesting approach, a user has to select a 
suitable color image and prepares it.  Moreover, the user must specify a set of swatch 
regions for getting good results.   
  This paper proposes a new approach to the problem of colorizing grayscale images. 
This approach does not need any color source images.  A user gives suitable colors for 
some pixels as a prior information and colors of all other pixels are determined 
automatically by using the probabilistic relaxation [6].  In the accurate colorization, we 
may need to consider optical effects such as reflectance and illumination [7].  However, 
in this paper, we will make a very simple assumption and we will confirm the 
performance of the simple model.  So, Markov property is used as compatibility 
conditions of the relaxation algorithm. 
  The paper organized as follows: Section 2 presents a problem setting.  Section 3 
presents a new algorithm for colorization.  Section 4 demonstrates experiments on 
color estimation.  Finally, we conclude with a discussion in Section 5. 
 
2. PROBLEM SETTING 
Let consider 21 MM ×  image.  Let )1,1(, 21, MjMiN ji ≤≤≤≤  be an image 
coordinate ),( ji . Let jiI ,  be an RGB color vector ),,( ,,, jijiji BGR  and jiY ,  be a 
corresponding luminance value.  The element of jiI ,  and jiY ,  are quantized by 1L  
and 2L  bits, respectively. 
It is known that a color vector jiI ,  and the luminance value jiY ,  have the 
following relation: 
T
jiji IY ,, ]114.0,587.0,299.0[=                               (1) 
Here, symbol T  expresses tranposition of a matrix.  By Eq.(1), jiY ,  can be given 
uniquely from jiI , .  Meanwhile, jiI ,  cannot be given uniquely from jiY , .  A set of 
candidate colors for each jiY ,  exist on the same plane.  Figure 1 shows three sets of 
candidate colors in the case jiY , = 50,130 and 210, respectively.   It becomes the 
theme of this study how a suitable color is assigned to a luminance value out of each 
plane. 
 Fig.1 Three sets of candidate colors in the case jiY , = 50, 130 and 210, respectively. 
 
3. COLOROZATION ALGORITHM 
3.1  Restricting Condition 
The problem defined in Sec.2 was to derive a suitable RGB color jiI ,  
(three-dimensional vector) from a luminance value jiY ,  for each pixel uniquely. But, it 
is impossible to determine one color without any conditions theoretically.  Therefore 
we need to set a restricting condition. 
  According to Markov property on images, the color of a pixel can be determined by 
only adjacent pixels.  In our experience, the property seems to be right.  As a natural 
image becomes highly resolution, change of a color with adjacent pixels becomes 
smaller.  Of course, although a color difference becomes large around edges, it must be 
an appropriate assumption by considering the whole image.  Then, in this paper, an 
RGB pixel-wise difference give a restriction so that it may become small by total of the 
whole image, and it tries estimation of the RGB color vector for each pixel.  
Let jid ,  be a value of the RGB pixel-wise difference for a pixel jiN , .  Then the 
restricting condition becomes 
.min
,
, →∑
ji
jid ,                                               (2) 
and the colorization problem is equivalently represented by a problem to derive the 
optimum color vector ),,( *.
*
,
*
,
*
, jijijiji BGRI =  which satisfies Eq.(2) for each pixel.  Note 
that the optimum solution *, jiI  also satisfies Eq.(1) and this is an essential condition for 
a color changing steeply at edges. If 80, =jiY  and 1301, =−jiY , a corresponding RGB 
difference between them becomes at least 75 and it shows the Euclidean distance 
between both planes in Fig.1.  Therefore, an edge part on a grayscale image is not 
colorized smoothly even if smoothness is used as the restricting condition.  The final 
color at the edge part is also determined by satisfying in Eq.(2) using the probabilistic 
relaxation described in the next subsection. 
In this paper, adjacent pixels are defined as 4-connected pixels in vertical and 
horizontal directions. The color difference is defined using a square norm |||| •  
between both RGB color vectors “• ” so that conditions might become simple as much 
as possible.  That is, the value of the RGB pixel-wise color difference jid ,  is defined 
as 
.|||||||||||||||| 1,,,1,1,,,1,, ++−− −+−+−+−= jijijijijijijijiji IIIIIIIId           (3) 
 
 
3.2  Colorization by Probabilistic Relaxation 
By Sec.3.1, the ill-posed problem becomes a combinatorial optimization problem. The 
problem for finding the optimum color vector *, jiI  can be solved by round-robin 
method theoretically.  However, if the number of quantization bit of an image is 8 bits 
( 821 == LL ), the number of candidate colors is more than a hundred thousands as the 
maximum.  Since the maximum number of candidate colors exceeds more than 400 by 
the case 421 == LL , the combination of the ( 21 MM × )-th power of 400 has to be 
investigated.  Therefore, it is impossible to solve the problem in real-time even if 
421 == LL  by round-robin method.  Therefore, it is necessary to use a certain 
optimization technique for colorization. 
In this paper, a solution will be derived by using the probabilistic relaxation 
method [6].  The method is a technique mainly used in the various fields of image 
processing as the optimization technique for solving labelling problems [8].  By using 
the relaxation method, it is possible to evaluate the RGB difference by "compatibility 
coefficients" which will be defined in Eq.(6).  Furthermore, since the relaxation 
method derives a local optimum solution, it is expectable to make it converge on a 
suitable solution by setting suitable initial probabilities.  On the other hand, it is a 
problem that the relaxation method needs much calculation time.  Since, it has been 
studied for reducing calculation time by parallel architecture [9],[10], it must be 
possible to revise calculation speed by parallel processing.    
Let Q  be a set of candidate colors jiI ,  (it abbreviates to I  for convenience 
henceforth) for the luminance jiY ,  of a pixel jiN ,  (it abbreviates to N ).  The 
probabilistic relaxation gives candidates a probability ∑ =
I
ININ PP )1(, )()(  for each 
pixel and a candidate color *I  with the maximum probability is assigned as the final 
color for the pixel N .  In our colorization algorithm, at first, a user selects colors for 
arbitrary pixels subjectively/objectively as a prior information.  It seems to be better to 
select pixels for each region surrounded by edges.  The colors should be selected from 
candidate colors for each grayscale value.  If color *I  is given to a pixel N , the 
initial probability 1)0( *)( =INP , and initial probabilities for other candidates *IQ −  are 
set as 0.  For other pixels, an equivalent probability is assigned to all candidate colors 
as initial probabilities.  Then iterative processing starts and the probabilities updates to 
minimize the objective function in Eq.(2) by the following iterative equations: 
∑ ×
×=+
'
)(
)'(
)(
)'(
)(
)(
)(
)()1(
)(
I
t
IN
t
IN
t
IN
t
INt
IN qP
qP
P .                        (4) 
In this paper, the following compatibility function (CF) )( INq  is used: 
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Here, 'N  means an adjacent pixel of a pixel N , and 'I  means a candidate color of 
'N .  Symbol )'( IINNr ′  means compatibility coefficients.  The CF evaluates only a 
candidate color with maximum probability for each adjacent pixel. 
   The compatibility coefficients are formulated for evaluating RGB differences 
among adjacent pixels as follows: 
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In Eq.(6), the coefficient r  has the minimum value 2, when the RGB difference is 
zero.  If the color difference is the maximum, the coefficient r  has the minimum 
value 0, and it is formulated so that the coefficient may change linearly. 
 4. EXPERIMENTAL RESULTS 
In order to evaluate the proposed method, colorizing experiments using SIDBA 
standard image database were performed.  In the experiments, Milkdrop which has 
little change of colors among adjacent pixels, Parrots which includes various colors, 
and Lenna which is standard, are used in the database.  Those original images consist 
of 256x256 pixels and quantized by 8bits for each RGB.  Since there were restrictions 
of the memory of a computer, the images were reduced to 80x80 and they were 
quantized to 4bits ( 421 == LL ).  Figure 2 shows the color images.  Figure 3 shows 
the grayscale images converted from Fig.2 by using Eq.(1). 
A partial color is given to some pixels as a prior information by setting initial 
probability of a correct color for each pixel as 1.  In the experiments, the pixels with a 
prior information were selected by random number, and the colors were given by 
referring the original color image. 
 
   
(a)Milkdrop              (b)Parrots               (c)Lenna 
Fig.2 Original images used in the experiments. 
 
   
Fig.3 Grayscale images of Fig.2. 
 
Figure 4 shows the colorized result when a prior information was given to 3% of 
pixels.  The number of iteration in the relaxation process is 10.  Although purple 
color was appeared partially, almost the same color as the original image is colorized 
subjectively. 
 
   
Fig.4 Colorized images in the case that colors are given to 3% of pixels randomly. 
 
Figure 5 shows colorized images by giving a prior information from 1% to 10% of 
pixels. The number of iteration is also 10.  In order to verify the results objectively, 
PSNR graph between an original image and the colorized one is shown in Fig.6.  The 
definition of PSNR is as follows:  
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By giving a few percent prior information, the colorization with 26-28[dB] PSNR is 
possible. 
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Fig.5 Colorized images by giving a prior information partially. 
 
 Fig.6 PSNR vs rate of a prior information between original images and colorized 
ones. 
 
When colors are given to 3% of pixels as a prior information, colorized results for 
each iteration are shown in Fig.7.  Since something color needs to display when all 
candidates’ probability is equal, the color around blue has been displayed for 
convenience.  When there is little number of iteration, therefore, the whole is displayed 
blue. In order to verify the results objectively, PSNR defined in Eq.(7) is shown in 
Fig.8. The PSNR increases in monotone and converges gradually. 
 
 
 
 
     
t=1           t=2           t=3          t=4           t=5 
     
t=6            t=7           t=8          t=9          t=10 
Fig.7 Colorized process by giving colors to 3% of pixels. 
 
 
Fig.8 PSNR vs the number of iteration between original images and colorized ones. 
 
The processing speed for 10 iterations requires almost one day for one image using a 
standard PC without any parallel processors.  In this paper, all candidate colors are 
used to investigate the behaviour in detail.  In actually, we cannot distinct all colors.  
So, we need to carry out a color clustering and reduce candidate colors. 
 
5. CONCLUSION 
This paper developed a new colorization technique for grayscale images.  The 
proposed method works well when the color is known with confidence in a few percent 
of the image.  This can be useful in cases where the colors of objects in a picture are 
known, and instead of painting them manually, the user specifies isolated points in the 
picture. Application includes movie coloration, criminal identification and so on. 
 Since this study is just starting stage, many problems remain as follows: how to 
narrow down candidates and how to select colors as a prior information, etc.
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