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Let Q be an open subset of [WN, N 3 3, containing 0. We consider the solutions of 
-Au(x) +g(u(x)) =f(x) in Q-(O), where g is nondecreasing and f is bounded and 
we study the possible singularities at 0: when u(x) = o( 1x1 r -N) we prove that u is 
isotropic near 0 and show that either it is a C’ function in f2 (removable 
singularity) or )xIN-* u(x)+c, c#O (weak singularity) or Ix)“-~ [u(x)) + +co 
(strong singularity). We also characterize the g’s for which solutions with a weak 
singularity exist and improve a previous removability result of H. B&is and L. 
Veron (Arch. Rational Mech. Anal. 23 (1979), 153-166). 0 1985 Academic PI~SS. IX 
0. 1~TRoDucT10N 
Let Q be an open subset of RN, N> 3, containing 0, f a bounded 
measurable function defined in Sz and g a continuous nondecreasing 
function defined in IF!. We study the existence, removability and isotropy of 
singularities at 0 of the solutions u E C’(Q-(0)) of 
-Au +g(u) =f, (0.1) 
in the sense of distributions in Q-(O). In the particular case, where f =0 
and g(s) = 1~1~~ IS, i.e., 
-Au+ Iu1q-‘z4=0, (0.2) 
* Both authors have been supported by the Programs for Scientific Cooperation between 
France and Spain, 1982. 
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and (N + 1 )/(N-- 1) < q -C N/(N- 2), a complete description of the possible 
singularities at 0 was given by V&on [12]: 
(i) either IxI*‘(~-‘) u(x) converges to a constant which can take on 
only the two values + ((2/(q - 1))(2q/(q - 1) - N))‘/(q- ‘) as x tends to 0, 
(ii) or IxIN-* u(x) converges to a constant c which can take any value 
and u satisfies 
-Llu+lulq-'u=clSN-'I (N-2)6,, (0.3) 
in g’(9). 
As a consequence all the isolated singularities of the solutions of (0.2) are 
isotropic. The range of q’s is optimal: in fact if q > N/(N- 2) no solution 
with an isolated singularity exists, cf. [S], and for 1 < q < (N + l)/(N- 1) a 
class of solutions of (0.2) with a nonisotropic singularity is constructed in 
[12]. It is interesting to remark that for these solutions IxIN-’ u(x) is 
unbounded near 0. 
Our first result concerns the existence of isotropic solutions for (0.1): 
suppose that u~c’(Q-- (0)) . IS a solution of (0.1) in 9’(Q - (0)) satisfying 
lim IxIN- ’ u(x) = 0. 
X+0 
(0.4) 
Then 1x1 n-* u(x) admits a limit in [WV { + 00, - co}, as x tends to 0. Zf the 
limit is zero, then u is nonsingular at 0, i.e., u E C’(Q) is a solution of (0.1) in 
!a’(Q). 
We say that the singularity is weak if the limit is (nonzero) finite, 
otherwise we call it a strong singularity. 
Using Vazquez’s a priori estimate, (cf. [9], formulas (4’), (9)), it is not 
too difficult to see that (0.4) is satisfied for any solution of (0.1) in g’(Q- 
(0)) when g satisfies the following growth condition: (sg(s))-“* is 
integrable at + CC and 
lim rllCN- l) 
r-+ +m 
1: (sg(s))-‘/‘ds+~+,= (sg(s))-“*ds)=O. (0.5) 
r 
In particular (0.5) holds if lim,,,, +co Ig(r)l/(rl(N+l)‘(N~‘)= +-co, cf. also 
[15, Lemma 11. 
For N= 2 the analogous isotropy result has been proved by the authors 
in [11] and reads: if lim,,, xu(x) = 0, then u(x)/log( 1x1) admits a limit in 
R v ( + co, - co >; if the limit is zero the solution is nonsingular. 
We also consider the question of removability of singularities: Brezis and 
V&on [S] proved that if g satisfies 
,ym Fi Ig(r)l/(rlN’(N-2),0, (0.6) 
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then any solution UE C’(Q-(0)) of (0.1) in 9’(!2-(0)) can be extended into 
a C’ solution of (0.1) in g’(Q) (cf. [ 1 ] for a different proof). We improve 
this result to show that the conclusion holds under the weaker assumption 
liminf (g(r)/ log(lrl)/lrlN”N-2)>0. 
lrl - +m (0.7) 
The question remains open to find out the weakest assumption on g that 
guarantees that any isolated singularity of a nonnegative solution of (0.1) is 
removable. But we give a necessary and sufficient condition on g for the 
removability of weak positive (negative) singularities of solutions of (011): 
Therefore, (0.8) is a necessary condition for the removability of all the 
singularities. But we show that it is not a sufficient one: in fact if g satisfies 
(0.8) and 
s ,+m (sg(s))-“* ds= +a (1 
1: @g(s))-I” ds= +co 
1 
, (0.9) 
there exists no solution of (0.1) with a weak positive (negative) singularity 
but infinitely many with a strong positive (negative) singularity, and this 
result answers a question raised by Brkzis. We give examples of g’s satisfy- 
ing (0.8) and (0.9). This situation is in sharp contrast with the power-like 
case (0.2) where the solutions with a strong singularity are all obtained as 
limits of solutions with a weak singularity, cf. [12] and [16]. 
However, (0.8) is a necessary and sufficient condition of removability for 
the g’s satisfying a power-like growth condition in the sense that 
g(r)/r lrl’-’ remains bounded at infinity by two strictly positive constants. 
Our result (0.7) implies the same conclusion if r IrJ’-’ is replaced by 
r Irl”pl(loglrl)p and this result can be further extended (see Remark 3.1). 
The removability question for N = 2 was studied in [ 111. For (0.8) and 
N=2 see [lo]. 
The paper is organised as follows: Section 1 isotropic singularities, Sec- 
tion 2 weak and strong singularities, and Section 3 removable singularities. 
1. ISOTROPIC SINGULARITIES 
Let D be an open subset of IV, NB 3, containing 0, f a bounded 
measurable function defined in Q and g a continuous’ nondecreasing 
’ The assumption of continuity of g is made for simplicity, we could have assumed that g is 
a maximal monotone graph in R and the proof would go through with minor adaptions, 
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function defined in R. We set 9’ = Q - { 0) and we consider the following 
equation 
-Au + g(u) =j (1.1) 
Our main isotropy result is the following. 
THEOREM 1.1. Suppose UEC’(Q’) is a solution of(l.1) in 9’(Q) satisfy- 
ing 
lim (x(~-~u(x)=O. 
x-0 
(I.21 
Then 1x1 “-‘u(x) admits a limit in R u { - co, + CQ } as x tends to 0. Zf the 
limit is zero u can be extended in Sz as a C’ function satisfying (1.1) in 
~‘(52). 
Without any loss of generality we suppose IS I> {x: 1x16 11, we set (r, a) 
the spherical coordinates in RN(r 20, (T E SN- ‘) and A+, the 
Laplace-Beltrami operator on SN- ‘. From regularity results for elliptic 
equations Eq. (1.1) is satisfied almost everywhere in Q and we have 
a% N-iau i 
ar2+ 
--dr+;ZASN-iu=g(u)--f, 
a.e. in (0, l] x SN- I. We consider the change of variable and unknown 
r N-2 
S=m’ u(r, ~7) = r 2 -Nu(s, CT), f(r, aI= ds, 0). (1.4) 
The function v satisfies 
a% i 
s2-+ 
a? (N- 2)2 
ASH-IV = (N- 2) (4-N,,IN-21sN,iN~2,(g(~)-p), 
(1.5) 
a.e. in (0, l/(N- 2)] x SNel. The following result is the key-stone of the 
proof of Theorem 1.1. 
PROPOSITION 1.1. Under the hypotheses of Theorem 1.1 we have 
Ib’(s, ’ ) - fi(s)ll ~m(s”- 1) < cs, (1.6) 
on (0, l/(N- 2)], where U(s) is the aoerage of U(S, .) on SN-’ and C u 
positive constant. 
We first need the following L2 version of Proposition 1.1. 
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LEMMA 1.1. Under the hypotheses of Theorem 1.1, there exists a constant 
C such that 
IIu(s, .)--(S)IIL2(sN-,)6Cs(N-1)‘(N--), (1.7) 
on (0, l/(N-2)]. 
Proof. Let (p and g(u/s(N- 2)) be the respective averages of cp and 
g(v/s(N-2)) on P-l. We get from (1.5) 
* a20 1 
s asZ+(N-2)2 
A,~-,~=(N-2)(4-N)~(N-*)sN~(N--)(g(U/s(~-2))--~, 
a.e. in (0, l/(N- 2)] x SN- ‘. As g is nondecreasing and j+k(u - 6) da = 0, 
it follows that js~-,{ g(u/s(N-2))-g(v/s(N-2))}(u-0) da>O. Moreover 
js~-i A~I(v - U)(D - 6) do < -(N- 1) IS,+’ (u - I?)* do as N- 1 is the 
second eigenvalue of - As~-l, (cf. [3]), so we obtain 
S2 
(1.9) 
where M is a nonnegative constant. If we set X(s) = IIu(s, .) - V(s)11 L~Cs~-lj 
we have classically 
on the open set Z= {s E (0, l/(N- 2)): X(s) > 0}, which implies 
s ,d*X N-l 2-z x> -&NJ(N-2), 
ds (N-2) 
(1.10) 
(1.11) 
a.e. in I. For E > 0 we set 
Y,(~) = ES-‘l(N-*) + &N- 1MN--2) + /jsN/W22), (1.12) 
where/I= -M(N-2)2/(N+1)and~=(N-2)‘N-1)‘(N-2){X(1/(N-2))+ 
(M/(N+ 1))(N-2)(N-4)‘(N-2)}. It is easy to check that 
s2 d2 ye N-l 
ds* (N- 2)* 
y, = -M~NI(N- 2). (1.13) 
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From hypothesis (1.2) we have lim,,, s”(~-‘~ X(s) = 0. As Y,(s) > 0 in 
(0, l/(N-2)] and Y,(l/(N-2))> X(l/(N--2)), we deduce from the 
maximum principle that Y,(s) > X(s) for 0 <s < l/(N- 2). If we let E go to 
0 we obtain 
X(s) d as (N--~)I(N-~)+P~N/(N~~), (1.14) 
which implies (1.7). 1 
LEMMA 1.2. Suppose that 0 < p < z, a and fl belong to L2(SN-‘) and o is 
the solution of the Dirichlet problem 
,a2co 1 
s p+(N-2)24-lo=o in (p, T) x SN-‘, 
(1.15) 
h.h.)=a(*),dz, *)=B(.) in SN- ‘. 
Then there exists a constant C= C(N) such that the following estimate 
holds for any p <s < 7. 
Proof: Without loss of generality we can assume that a and /I are non- 
negative and so is CU. Let (T(t)),,, be the semigroup of contractions of 
L2( SN- ‘) generated by 
( 
1 112 - -(N- Lip-l +;I, ) 
(cf. [4] and [8]). It satisfies 
for any t > 0 and cp E L2(SN- ’ ). We set 
(1.17) 
forO<s<r, 
for s > p. 
(1.18) 
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As i?*T/at* = (- (l/(N- 2)*) dSN-, + aZd) T it is easy to check that 
,abl i 
s g+2 (N- 2) 
As~~,wl =0 in [0, r) x SN-‘, 
(1.19) 
W(? .)=P(.) in SN-‘, 
* a*w* 1 
s -p+2 
(N- 2) 
As~m~m2=0 in@, +co)xSN-l 
(1.20) 
f32b, .)=@(.I in SN ~ ‘, 
hold and from the positivity of oi (i = 1, 2) and the maximum principle we 
have 
4% a) 6 q(s, 0) + w*(s, a), qs, a) E [p, z] x SN- ‘. (1.21) 
Let H, be the subspace of L2(SN- ‘) of constant functions and H’ its 
orthogonal. We have the following hilbertian direct sum: 
L2(SN-‘) = H, @ H’ and both H, and H’ are invariant under (T(t)),,,. 
As js+,(-(l/(N-2)‘) AS~-~~+$~)uda3(N2/4(N-2)2) js~-j u*do for 
any u E H’, we have for any u E H’ (cf. [4]) and t > 0 
IIT(t)ullL~(S~-~)~ex~(-tN/(2N-4)) l141L2(s~-~). 
Moreover we have the following regularizing effect 
(1.22) 
II T(t) 41 L”(sN-1) <c 
1 (N-l)/* 
( ) 
1 +- 
t II4IL2(SN-+ 
(1.23) 
for any uoL2(SNP1) and t>O (cf. [14]). Combining (1.22) and (1.23) and 
using the semigroup property, we have for any UE H’, any t > 0 and any 
o<&<l: 
II T(t) 4 Lm(sN-l) < c exp(-t(1 -E) N/(2N-4)llullL~~s”-~,. 
(1.24) 
For yeL2(SN-‘) we write y=y+y’ with y=(l/JSN-‘I) js~-l y(a) dcrE H, 
and y’ E H’. We have 
T(t) y = exp( - t/2) 7 + T(t) y’. (1.25) 
Taking E = 2/N in (1.24) we get 
II T(t) Y II exp(-t/2) IIYIL~(~~-~,. (1.26) 
We finally obtain (1.16) from (1.18), (1.21) and (1.26). 1 
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~roofofProposz&n 1.1. SetO<p<r<l/(N-2)anda,bEIWandlety 
be the solution of the differential equation 
d’Y s’z=(N-2) (4--NMN-2Z)SN/(N-22) in (P, 4, 
Y(P) = a, y(z) = b. 
We set w = u - y, so that w satisfies 
2 a2w 1 
s as2+(N-2)2 
-d+,w=(N-2) (4-NN)I(N-22)SN/(N-22)(hW-(P), 
a.e. in (p, r) x SNP1 where h is the nonnegative function defined by 
j (g(u/s(N-2))-g(y/s(N-2)))l(u-y) ifufy, 
10 if u = y. 
Let o be the solution of 
(v(T, *)-b)+ for s=p and 
classical Dirichlet problem 
(1.27) 
(1.28) 
(1.29) 
(1.15) taking the values (u(p, .)-a)+ and 
s = r, respectively, and 8 the solution of the 
8 =o in SNP ‘. 
Set o* = o + 9. UP is nonnegative and satisfies 
,a2co* 1 
syp+ (N- 2)2 
dS~-,m* < (N-‘4(4-N)‘(N - 2),f”iCN-2@,,* - Icpl), 
a.e. in (p, r)x SNP1. From classical comparison results w < o* ir 
(p, r) x SN-‘. If we minorize w in the same way, use the fact that 101 <C. 
and (1.16), we deduce 
N-l xs > 
(1.301 
Ibh .) -Y(SNILysN-q G c {~+(l+&-JN-11’2 IIU(P, .)-ullLZ~SN~l) 
+f (1 +&yN-IV2 Ilu(~, +&qw,). (1.31 
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As y is spherically symmetric, (1.31) remains true if u(s, *) is replaced by 
D(s). If we take a = V(p) and b = V(t) we finally obtain 
(1.32) 
If we use (1.7) we get for some constant C1 
Ibh * ) - fi(s)ll Lm(SN-I)<C1 s+ 1 +- { ( log;s,p,)‘“- 11’2p’N- l)l(N--2) (1 33) 
. +s (1 +&y* T~q. 
If we let p go to 0 we get (1.6). m 
Remark 1.1. It is not difficult to check that if f= 0 (1.6) can be 
improved and replaced by 
IIu(s, .)- iqS)IILysN-,)< CS(N-1)‘(N-2). (1.34) 
The idea of estimating u-V in Loo(SN-‘) to prove isotropy results has 
been introduced with less sophistication in 1121. 
Proof of Theorem 1.1. We shall distinguish according {U(s)} is bounded 
or not near 0 and apply Proposition 1.1. 
First step. (U(s)} is b oun ed for O<s<l/(N-2). There exist a d 
sequence {sn} going to 0 and a real C such that lim,, +oo V(s,) = C. We 
claim that 
lim IIu(s, .)- CI(Lm(S~-~J =O. (1.35) 
s-0 
We first assume that C > 0 (the case C < 0 is similar). From (1.6) there 
exist no E N such that for any n 2 no and CJ E SN ~ ’ 
u(s,, 0) 2 c/2. (1.36) 
Let g(r) =g(r) -g(O) and v” be the solution of 
= (N-~)(~--N)I(N--Z)~NI(N--~)~ 
a(~,,,, .) = f and G(s,, in SNp ‘. 
in (s,, s,J x SN- ‘, 
(1.37) 
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From the maximum principle i? is nonnegative. If L is the solution of the 
Dirichlet problem 
,a3 i 
s as2+(N-2)2 
-/Jg,-,~= -(N-2)(4--)‘(N-2)SNI(N--)(1g(0)1+ Iv\) 
in (s,, s,J x SNP1, 
4S”O’ .)=O and A(s,, .)=O in SN- ‘, (1.38) 
then 120 and there exists a constant k independent of n such that 
l(s, u) d ks in [s,, s,,,] x SN-’ (by comparison with the solution of (1.38) 
with s, replaced by 0). As the function i?-- 1 satisfies 
3(N-2) (4-NMN--2) SNl(N-2) (g (-k& eq), (1.39) 
in [s,, s,J x SNP ‘, we deduce that u B v”- 1 in [s,, s,,,] x SNP ‘. If we let n 
go to + co we finally obtain 
u(s, a) 2 -ks in (0, s,,] x SN- I. (1.40) 
We now set uk(s, a) = D(S, a) + ks, zTk(s) the average of uk(s, a) on SN- l and 
gk(r)=g(r--k/(N--2))-g(-k/(N-2)). We have 
(1.41) 
As g/A~ddN- 2)) is nonnegative in (0, s,,,] x SN-’ we deduce that 
the function sH~k(S)+(~-22)(4-N)i(N--2)SsnS~u~~(~~2)-2(cp(a) _ 
g(--k/(N-2))) da dt is convex on (0, s,~] (a being a fixed real 
with 0 < a < l/(N - 2)). But lim n4 +m {u&J+ (N-2)(4-N)‘(N-2) 
~~~~~~rN~~“2!~~~u~*-g(-kl(N-2))) dodt} = C. Hence lim,,, (vJs) + 
n ’ 
cN’(N-2)-2 (q(o)-g( -k/(N-2)) dadt} = C, which 
implies (1.35). 
Zf C = 0, then lim, _ 0 U(s) = 0 otherwhise there would exist C’ # 0 and a 
sequence {sn,} going to 0 such that lim,“,,, ~(s,,) = C’ which would imply 
lim s-0 u(s, .) = C’ which would contradict limsn _ o $8,) = 0. Hence we get 
(1.35) with C=O. 
Second step. {v(s)} is unbounded for 0 < s < l/(N- 2). There exists a 
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sequence (sn} going to 0 such that lim,, +m u(s,) = +a (or -co in 
the same way). AS (1.40) still holds it implies as in the first step 
that the function SHU~(S)+(N-~)(~~~)‘(~-~)S~S;)~~‘(~-~)(V~(~)- 
firk/(ly - 2))) dodt is convex on (0, s,,,) for some 0 < .snO < l/(N- 2). As 
S” + 0 u(s,) = +co we deduce lim, +. U(s) = +c.o which implies 
lim u(s, fzr) = +co, (1.42) 
S-+0 
uniformly on SN- ‘. 
Third step. Suppose lim,,, IxINp2u(x)=0. For a>0 we set U, the 
solution of 
i 
-du,=E(N-2)ISN-1~60+(f-g(0))+ in G8’( B, ), 
u,(x) = u+(x) for (xl = 1, 
(1.43) 
where B, = {x: 1x1 < 1). U, is nonnegative and satisfies 
-dU,+g(u,)Bg(O)+(f-g(O))+, (1.44) 
a.e. in B,. As lim,,, IxINe2 u,(x) = E > 0 we deduce from classical com- 
parison theorems that U(X) d u,(x) for O< 1x1< 1. If we let E go to 0 we 
conclude that u is bounded above in B,. In the same way u is bounded 
below. Hence from classical results on elliptic equations (see Serrin 
[7, Theorem 1.11) u can be extended as a C’ function in Sz satisfying (1.1) 
in P(Q). 1 
Remark 1.2. We show here how (0.4) follows from (0.5). Without loss 
of generality we can assume g(0) = 0 and g( 1) > 0 if (sg(s))-‘I* is integrable 
at +co. Let j(s)=J;g(a)da. Since sg(s) aj(s) > s/2 g(s/2), the two 
integrals J: m (sg(s)))‘/’ ds and JToo (j(s)) - “* ds are simultaneously 
convergent.2 If we define the function r in [ 1, + co) by 
T(s)=[~+~ (j(a))-“*da (1.45) 
a decreasing diffeomorphism from 
~~~‘~j(~)))1/2 dg] and th 
[l, + co) onto (0, 
e 0 f 11 owing a priori estimate on any solution u of 
(1.1) in Q-(0} has been proved in [9] 
~(x)~c,z-‘(c*IxI)+c~, (1.46) 
for 0 < 1x1 GR, small enough, Cl, C,, C, being constants independent 
of 24 and x. If lim,, +m r l’(N-‘)j,?ao (sg(s))-1’2 ds = 0, then 
lim r- +cc y’l(N- 1) z(r) = 0. Setting C,p=z(r), pN-‘z-‘(C*p)= 
‘This seems to have been first noted by Evans and Knerr in 163. 
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C:-N(‘l’(N-ll)~(~))N-l. Hence lim,,,pN-’ r-‘(C,p)=O which implies 
with (1.46) 
lim sup 1x1 N- ’ U(X) < 0. (1.47) 
x-0 
The estimate from below is analogous. 
Remark 1.3. In [ll] we characterized a solution of (0.1) in Q-(O) c R2 
having a weak singularity (i.e., finite limit C#O) as the unique solution of 
the Dirichlet problem 
-‘4u + g(u) =f+ f&(x) (1.48) 
is any ball BR(0) c Q with a = 27~ and VI aB = ~1 aB. The same is true in 
dimension N > 3 with a = (N- 2)1 SNP ’ 1 C. Since the proof presents no 
essential novelties we omit it and refer the reader to [ 111 Theorem 1.5 and 
Appendix. See also Remark 2.1. 
2. WEAK AND STRONG SINGULARITIES 
Let Q be an open subset of lRN, N > 3, containing 0, 52’ = Q-(O) and g a 
nondecreasing real-valued function. For the sake of simplicity we assume 
that g(0) = 0 and we consider the following equation in Q’ 
-du+g(u)=O. (2.1) 
DEFINITION 2.1. Suppose u E C’(U) is a solution of (2.1) in 9’(Q) such 
that lxlN-* u(x) admits a limit in IR u { - co, + cc } as x tends to 0. We say 
that u admits a weak singularity (resp. a strong singularity) at 0 if the limit 
of Ix(N--2 U(X) is nonzero and finite (resp. infinite). 
The problem is to know under what condition on g there exist weak or 
strong singularities and what is the relationship between them. Without 
loss of generality we can assume that all the singularities are nonnegative. 
The following theorem characterizes the existence of weak singularities. 
THEOREM 2.1. Eq. (2.1) admits solutions with weak singularities if and 
only if g satisfies for some o! > 0 
i 
+a0 
g(s) s- *(N- l)l(N--Z)ds < +oo. (2.2) 
II 
Moreover, if g satisfies (2.2) and 
(2.3) 
Eq. (2.1) admits solutions with strong singularities. 
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Proof of Theorem 2.1. First step. We suppose that (2.2) holds. From a 
result of Benilan and B&is [a], for any c >O there exists a unique 
SE C’(K@‘-- {0))nMN’(N-22)(RN) with g(il)EL’(R?) satisfying 
-Azi +g(ii) = (N- 2) (sN-‘J cd,, (2.4) 
in 9’(P) where M N-2)(RN) is the classical Marcinkiewicz space or weak 
-LN’(N-2) space. Moreover ii is radially symmetric. Let u1 be the solution 
of 
-Au, = (N-2) (SN-‘1 cd, (2.5) 
in $Y(EP’) and u=fi--u,. Then Au = g(a) in RN-{ 0 > and u is radially sym- 
metric. Moreover, [grad ~1 E L~,,(lR”‘). We deduce from Green’s formula 
(which can be justified by regularization) 
~(r)=rl-NJrg(fi)sN-l ds. 
0 
(2.6) 
As g(E) is integrable in RN, we deduce from (2.6) that lim,,, rNp2 u(r) = 0. 
As lim,,, rN-’ ul(r) = c we get lim,,, rN-’ ii(r) = c, and the restriction u 
of ii to Q is a solution of (2.1) with a weak singularity. 
Second step. We suppose that (2.2) does not hold. We proceed by con- 
tradiction by assuming that there exists a solution u of (2.1) with a weak 
singularity, which means lim,,, _ o 1x1 NP 2 U(X) = c > 0. Set (r, 0) the 
spherical coordinates and U(r) the average of u(r, a) on SN-‘, we get 
lim F--r0 rN-’ G(r) = c and there exists R > 0 such that, for 0 < r < R, 
Integrating (2.7) yields 
-r”-l;(r)2 -RN-‘$(R)+/RsN-‘g(-&)ds. 
, 
But 
I 
(c/2r)‘l(N-2) 
X g(s) S-2(N-1)‘(N-2) ds. (c,2R),,,N~2’ 
(2.7) 
Hence lim, _ o( - rN- ’ (dii/dr)) = +co which implies lim,,, rNp2 U(r) = 
+ co, contradiction. 
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Third step. We assume that (2.2) and (2.3) hold. We have seen that (2.3) 
is equivalent to 
(2.8) 
wherej(s) = jS,g(o) do. Using again the result of [9], (2.8) implies that for 
any compact subset G c Q’ there exists a constant CG > 0 such that, for any 
UE C’(sZ’) solution of (2.1) we have 
4x) G co, VXEG. (2.9) 
For ~20 we call u, the solution of 
-du,+g(u,)=(N-2) ISN-llcSo, (2.10) 
in g’( RN). From the first step lim, j 0 Ix[~-~u,(x)=c; moreover CHU, is 
nondecreasing. As {a=}, (g(u,)}, and (da,} are locally uniformly bounded 
in Q’ (from (2.9)), u, converges to some ii: uniformly on any compact 
subset of Q’ and ii satisfies (2.1) in W( RN - (0) ). Moreover, as 
ii(x) = sup,,,, u,(x), lim,,, Ix(“-~ ii(x) = +co. From regularity results 
ii~ C1(iRN- (0)). If u is the restriction of ii to Q’ it is a solution of (2.1) in 
5@‘(sZ’) with a strong singularity at 0. 1 
Remark 2.1. Changing slightly the proof of Theorem 3.1 of [ll], for 
any cp EL’(X?) (52 being supposed bounded with C’ boundary) and any 
c > 0 there exists a unique UEL’(B) such that dg(u)EL’(Q) 
(d(. ) = dist( *, I%?)) satisfying 
/Q(-u.4~+g(u){)dx=(N-2) (,?‘I c{(O)--j;y(pzdo. (2.11: 
for any CE W2~~(!S)n W:“(Q). Moreover u satisfies (2.1) in W(Q). 
UE C’(Q-(0)) and lim,,, 1~1”~~ u(x)=c. As the a priori estimate (2.9: 
still holds, when c goes to + co u( = u,) converges to a solution of (2.1 
with a strong singularity at 0, taking the value cp on &2. 
The problem of uniqueness of solutions of (2.1) with strong singularities 
at 0 remains unsolved under assumptions (2.2) and (2.3) on g (see [12: 
and [ 161 for some particular cases). However, as we shall see it in the nex’ 
result, strong singularities are not necessarily obtained as limits of weal 
singularities. 
THEOREM 2.2. Suppose g satisfies 
(2.12 
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and for any a > 0 
s +m ds a z=+a. (2.13) 
Then Eq. (2.1) admits no solution with a weak singularity at 0 but infinitely 
many with a strong one. 
The proof is a consequence of the following continuation result 
LEMMA 2.1. Let a be a real number and f a continuous positive function 
defined on [a, + 00). Every nonnegative solution 8 of 
$=f(t)g(0 (2.14) 
defined in an interval [a, a*] to the right of a can be continued as a solution 
of (2.14) on [a, + 00) zfand only zfg satisfies (2.13). 
Proof First step. We assume that 6 is defined in a maximal interval 
[a, a*) with a* < +cc and prove that (2.13) cannot hold. Since 8 is con- 
vex, changing a if necessary we can assume that e(t) and g(e(t)) are 
positive increasing in [a, a*) and that lim d(t) = +cc as t t a*. Multiplying 
(2.14) by dtI/dt and integrating on [a, t], a < t <a*, give with 
F= lIfll~ya,u~~ 
Hence we get 
(2.15) 
(2.16) 
(2.17) 
so that for any a -C t < a* we have 
(2.18) 
Letting t t a* we have jGa0;1 ds/&< +co, i.e. 2.13) fails. 
Second step. Now we start with 1:” ds/ /- j(s) < +oo for some a > 0 
and claim that there exist solutions 0 of (2.14) on [a, a*) such that 
limtf.. O(t) = +co, for some a* > a. To see that we fix A > a. As f is con- 
505/60/3-3 
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tinuous and positive we have 0 c a <j(t) < b for a < t < A. Applying Vaz- 
quez’s a priori estimate [9] on (a, A), there exists a function y defined on 
(a, A) such that 
O(t) G Y(t), vt E (a, A), (2.19) 
for any solution 8 of (2.14) on (a, A). Moreover, we can suppose that y is 
convex and lim,t, r(t) = limtl, r(t) = +co. If 8 is a solution of (2.14) on 
[a,~+&) (s>O) such that O(u)>minn,,,.y(t), t?‘(u)>O, then 
0(t) > 0(u) + @(u)(t- a) and there must exist t* E (a, A) such that 
O(t) > y(t) for t > t *. Hence 8 can not be defined on the whole (a, A) and 
there must exist a* < A such that limlta* t?(r) = +co. 1 
Proof of Theorem 2.2. From Theorem 2.1 there exists no solution of 
(2.1) with a weak singularity at 0. For every solution u of (2.1) in 
{x:0< 1x1 < 1) (we can assume that ~=J{(x: 1x1 <l}) we define the 
function u by u(s, (T)=u(T, a) where .s=rZPN and (r, a)~(0, l] xSN-‘. 
Hence u satisfies 
2 d20 1 
s p+(N-2)2&-Iu= ;;r;):’ g(U), 
in [1, +co)xSNP1. We call u. the solution the Dirichlet problem 
-du,+g(u,)=O in {x: 1x1 < l}, 
240(x) = 1 for 1x1 = 1, 
(2.20) 
(2.21) 
and let uo(s) = uo(r) (both are radially symmetric). For fi> u&(l) the 
solution uB of the ordinary differential equation 
s 
2 d$ S-W-2J 
x= (N- 2)2 g(us) for s > 1, 
(2.22) 
qA1) = 1, 
is defined on whole [ 1, + co) from Lemma 2.1. As u. is the unique boun- 
ded solution of (2.20) taking the value 1 on 1x1 = 1, u8 is unbounded at 
infinity. As it is convex u&)/s admits a limit, finite or not, as s tends to 
+ 00. As (2.1) does not admit a solution with weak singularity at 0, we 
must have lim, _ +oo u~(s)/s= +oc or lim,,, Ix~~-~u~(IxI)= +cc if we 
set qA4 I= up(14 1/(2-N)). Hence uB is a solution of (2.1) with a strong 
singularity at 0. 1 
Remark 2.2. There really exist continuous nondecreasing functions g 
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satisfying (2.12) and (2.13); moreover, it is sufficient to construct a non- 
decreasing step function g from [ 0, + cc ) into R satisfying (2.12) and (2.13 )
(and then to modify it slightly on each step to get a continuous function 
still satisfying (2.12) and (2.13). We set LX, = 2(““(N-2))” for n E N; we define 
g to be a, + 1 = ~l,Nl(~-*) on (a,, a, + 1), and g linear on (0, a,,). We have +oO g(s) S-*(N- l)/(N-*) ds =F j~+‘g(s)s-*(N-l):(N-*)ds 
2!!2 T (1 - (.LJN-*))) 
N 
2/V-*)]MN-2))“) = +Go. 
On the other and 
s *+“&= 7 s”&)=2 $Y(l-(+y2), 
=2 y { 1 _ [2-‘I(N-*)](N/(N-2))“) = +oo 
0 
3. REMOVABLE SINGULARITIES 
We make the same hypotheses on Q as previously and we consider a 
continuous real valued function g defined in Q x R with the growth con- 
dition 
lim infg(x, r).(log r)/rN’(N-2) > 0, 
r- +‘x 
lim sup g(x, r).(log( -r))/( -r)N’(N-2) < 0, 
r--r- 
uniformly on 0. 
(3.1) 
We set Q’=sZ-(0) and we obtain the following improvement of the 
removability result of BrCzis and V&on [S] 
THEOREM 3.1. Suppose g satisfies (3.1) and UE C’(Q) is a solution of 
--du+g(., u)=O, (3.2) 
in 9(Q). Then u can be extended to Q as a C’function which satisfies (3.2) 
in Q’(Q). 
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Let for R > 0 B, = {x: 1x1~ R > and BR its closure. Without any loss of 
generality we can assume that Sz xB,. Theorem 3.1 is a consequence of 
LEMMA 3.1. Suppose UE C2(BR-(0)) is such that vae(N-2)‘N in BR-(0) 
and satisfies for some u > 0 
-Av+a 
UWN-2) 
-=o, 
log v (3.3) 
in BR-(0). Then UEL~(B,J. 
Proof: As u satisfies (3.3) it is classical that for any q< N/(N- 2) we 
have 
lim 1x1*/+ ‘) u(x) = 0, 
X-r0 
(see [9] or [15, Lemma 1)). We define oq in RN-CO) by 
~q(x)=(~~~~-::2)l’iq-1) ,x,-2/(@), 1 <,,A. 
It is easy to check that oq satisfies 
-Aw,iae(&--q)o:=O, 
(3.4) 
(3.5) 
(3.6) 
in RN-(O). For r >e (N-2)‘2 fixed the maximum of the function 
qH((N/(N-2))-q)r4 over ]l,i/(N-2)[ is achieved at q*= 
(iV/(N- 2)) - (l/log r), and ((N/(N- 2) - q*) r4* = rNIcN-*)/e log r. With 
y = max(e(N-2)/2 9 maxlx, = R V(X)) we have 
-A(w,+y)+a 
(w,+y)N’(N-2)>o 
he, + Y) ’ ’ 
(3.7) 
in BR-(0). As lim,,, I~l*‘(~-‘~(o~+y)(x)>O and rmrN’(N-2)/log r is 
increasing on [ eCN - *)lN, + co) we deduce from (3.3) and (3.4) that 
u(x) G wJ(x) + Y, VXE &-{O}. (3.8) 
As (3.8) holds for any 1~ q < N/(N- 2) we deduce as q tends to N/(N- 2): 
14-N+Y, VxEBR-{O}. (3.9) 
As v 2 dNe2)lN we deduce from (3.9) and Theorem 1.1 that (xlN-*u(x) 
converges to some 6 > 0 as x tends to 0. But from Theorem 2.1, the 
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equation (3.3) cannot admit a solution with a weak singularity at 0. Hence 
6 = 0 and u is uniformly bounded in B,. 1’ 
Proof of Theorem 3.1. From (3.1) there exist a > 0, j > 0 such that 
,.WN--2) 
g(x,r)aa-- log r 89 
V(x, r) ED x [e(N-2)‘N, + co). (3.10) 
We set 
,.WN- 2) 
g(r) = a - 
log r 
in [e (N-W, + oo), 
N 
a - e21Nr 
= N-2 
in (-a, e(N-2)/N]; 
g is continuous and increasing. Moreover g(O) = 0. For n E N* set u, the 
solution of 
in 
%(X) = ,Y”“R U’(Y) for (xl= R, 
u,(x) = ,yyf;, U+(Y) n 
for lx/=:. 
(3.11) 
From classical comparison results u, > 0 and from [ 151, Lemma 1, for any 
1 c q < N/(N - 2) there exists C, such that 
u,(x) < C,( 1x1 - R/n)-“+ *), VxEr,. (3.12) 
We set $ the solution of 
-A$=/l in B,, 
*(x)=0 for 1x1 = R, 
(3.13) 
and w,=u,+$+e . (N-2)‘N As $2 0, w, satisfies 
(3.14) 
in r,. Moreover, from Kato’s inequality, we have as in [S]: A(u - w,)+ 2 
sign’(u- w,) A(u- w,), in SY(f,J; as u satisfies 
(3.15) 
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for a.e. x E r, such that u(x) > e(“-2)/N, we get 
A(u-w,)‘>O in P( r,) (3.16) 
As (u - w,) + vanishes in some neighbourhood of ar,, (u - w,) + = 0 and 
u(x)< W”(X), vxfzr,. From (3.12) the sequence {u,}, ano remains 
uniformly bounded on any compact subset G of B, such that G c r,,, for 
any n, 2 1. As Au, remains uniformly bounded on G we deduce from the 
compact imbedding theorem that {u”} is relatively compact in C’(G). 
Using a diagonal sequence there exist a function u E C’(B,-(0)) and a sub- 
sequence { u,~ > such that for any compact subset of BR- (0) unk converges to 
u in C’(G). As u, satisfies (3.11), u satisfies in 9’(BR-(0)) 
-Au+g(u)=O. (3.17) 
Moreover, u is radially symmetric as u, is and we have 
u(x) < u(x) + tj(x) + ecNp2)12, VXE&-(0). (3.18) 
As u(x) depends only on 1x1 it is a monotonous function of 1x1 near 0 and 
there exists 6 = lim,,, u(x), 0 < f3 < +co. 
If 8< +co we deduce from (3.18) that u+ ELM. 
If 8= +CXJ, there exists PE (0, R] such that u(x) >e(N-2)‘N for 
0 < 1x1~ p and we have 
-Au+a 
uWN- 2) 
- = 0, 
log u 
vx, 0 < 1x1 < p. (3.19) 
We deduce from Lemma 3.1 that UEL~(B~) so that a+ EL”(B,). We 
proceed in the same way with u-. From classical regularity results on 
quasilinear equations and elliptic equations (see [7]) we deduce that u is 
C’ in 8 and satisfies (3.2) in S’(Q). 1 
Remark 3.1. Following the ideas in the proof of Theorem 3.1 we can 
improve the growth condition on g and replace (3.1) by 
!‘mf”m g(x, r) . log r * log(log r)/rN’CN- 2, > 0, 
lim sup g(x, r) * log( -r) * log(log( - r))/( - r)N’(N-2) < 0, (3.20) 
r+ --m 
uniformly on 52 
(and we can further iterate the function log). To prove it we have just to 
note that the function w, defined in B,-(O) by 
w,(x)= (~-2)(*+2)(N-2)/2 ,x,2-N(log($)(N-2)(a-1)/2, (3.21) 
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(a > 1) satisfies 
(WA NI(N- 2) 
-dw,+ (a- 1) (log wa)tl 20, (3.22) 
in B,-(O), for some p > 0 (independent of c1), to check that for I large 
enough 
a-l 
Y::(log= 
1 
4og rDmx r)l’ 
(3.23) 
and lirnal, w,(x)=(N-~)~(~~~)~~ 1x12-N, and to apply Theorems 1.1 
and 2.1. 
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