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0 Bilinear Hilbert Transforms and (Sub)Bilinear Maximal Functionsalong Convex Curves
Junfeng Li and Haixia Yu∗
Abstract In this paper, we determine the Lp(R) × Lq(R) → Lr(R) boundedness of the
bilinear Hilbert transform Hγ( f , g) along a convex curve γ
Hγ( f , g)(x) := p. v.
∫ ∞
−∞
f (x − t)g(x − γ(t)) dt
t
,
where p, q, and r satisfy 1
p
+
1
q
=
1
r
, and r > 1
2
, p > 1, and q > 1. Moreover, the same
Lp(R) × Lq(R) → Lr(R) boundedness property holds for the corresponding (sub)bilinear
maximal function Mγ( f , g) along a convex curve γ
Mγ( f , g)(x) := sup
ε>0
1
2ε
∫ ε
−ε
| f (x − t)g(x − γ(t))| dt.
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1 Introduction
1.1 Main problem and main result
The bilinear Hilbert transform Hγ( f , g) along a curve γ is defined as
Hγ( f , g)(x) := p. v.
∫ ∞
−∞
f (x − t)g(x − γ(t)) dt
t
for f and g in the Schwartz class S(R). The corresponding (sub)bilinear maximal function Mγ( f , g)
is defined as
Mγ( f , g)(x) := sup
ε>0
1
2ε
∫ ε
−ε
| f (x − t)g(x − γ(t))| dt.
The Lp(R) × Lq(R) → Lr(R) boundedness property for these two operators with some general
curves γ are of great interest to us. We start with a special case γ := P, a polynomial of degree
d with no linear term and constant term, where d ∈ N and d > 1. In [37], Li and Xiao set up the
Lp(R)×Lq(R) → Lr(R) boundedness for Hγ( f , g) and Mγ( f , g) where p, q, and r satisfy 1p + 1q = 1r ,
and r > d−1
d
, p > 1, and q > 1 . Moreover, they showed that r > d−1
d
is sharp up to the end point.
By replacing γ with a homogeneous curve td with d ∈ N, d > 1, the range of r was extended
by Li and Xiao to r > 1
2
. Furthermore, they believe that with some special conditions on γ, the
full range boundedness of Hγ( f , g) and Mγ( f , g) can be obtained. Here and hereafter, we omit the
relationship that p, q, and r satisfy 1
p
+
1
q
=
1
r
, p > 1, and q > 1 and the fact that d > 1 and d ∈ N.
We call the full range bounded if the range of r is (1
2
,∞). In this paper, we provide some sufficient
conditions of γ regarding this concern.
Theorem 1.1. Let γ ∈ C3(R) be either odd or even, with γ(0) = γ′(0) = 0, and convex on (0,∞).
If it satisfies the following conditions:
(i) there exists a positive constant C1 such that
γ′(2t)
γ′(t) ≤ C1 on (0,∞);
(ii) there exist positive constants C2 and C3 such that C2 ≤ tγ
′′(t)
γ′(t) ≤ C3 on (0,∞);
(iii) there exist positive constants C4 and C5 such that C4 ≤ ( γ
′
γ′′ )
′(t) ≤ C5 on (0,∞).
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Then, there exists a positive constant C such that∥∥∥Hγ( f , g)∥∥∥Lr(R) ≤ C‖ f ‖Lp(R)‖g‖Lq(R)
for any f ∈ Lp(R) and g ∈ Lq(R), where p, q, r satisfy 1
p
+
1
q
=
1
r
, and r > 1
2
, p > 1, q > 1.
Theorem 1.2. Under the same conditions of γ, we have∥∥∥Mγ( f , g)∥∥∥Lr(R) ≤ C‖ f ‖Lp(R)‖g‖Lq(R).
Remark 1.3. It is easy to see that Hγ( f , g) does not map L
∞(R)× L∞(R) into L∞(R). Moreover, it
is trivial that Mγ( f , g) is bounded from L
∞(R) × L∞(R) into L∞(R). Therefore, we can restrict the
range of r as (1
2
,∞) in the rest of the paper.
Remark 1.4. The following are some curves satisfying the conditions of Theorem 1.1; we here
write only the part for t ∈ [0,∞) based on its odd or even property:
(i) for any t ∈ [0,∞), γ1(t) := tα under α ∈ (1,∞);
(ii) for any t ∈ [0,∞), γ2(t) := tα log(1 + t) under α ∈ (1,∞);
(iii) for any t ∈ [0,∞), γ3(t) :=
∫ t
0
τα log(1 + τ) dτ under α ∈ (0,∞);
(iv) for any t ∈ [0,∞), γ4(t) :=
∫ t
0
τα arctan τ dτ under α ∈ (0,∞).
Remark 1.5. For a more general curve γ, Lie [39] introduced a setNF C and obtained the L2(R)×
L2(R) → L1(R) boundedness of Hγ( f , g) for γ ∈ NF C. Later, it was extended to the Lp(R) ×
Lq(R) → Lr(R) boundedness with r ≥ 1 in [40]. Furthermore, Gaitan and Lie [20] obtained the
same boundedness for Mγ( f , g). It is worth noting that these results are sharp in the sense that
we cannot take 1
2
< r < 1, since the polynomial P stated in [37] belongs to the set NF C . More
recently, Guo and Xiao [24] obtained the L2(R) × L2(R) → L1(R) boundedness of Hγ( f , g) and
Mγ( f , g), where γ ∈ F(−1, 1); the definition of the set F(−1, 1) can be found on P. 970 in [24].
The argument of this paper is based on the works of Guo and Xiao [24], Li [34], Li and Xiao
[37] and Lie [39, 40], but we also make several contributions:
⋆ Our conditions may be easier to check than NF C in Lie [39, 40] and F(−1, 1) in Guo and
Xiao [24]. Moreover, we require less regularity on γ than that in [39, 40, 24]. On the other
hand, we only require that the curve γ belongs to C3, but NF C ⊂ C4 and F(−1, 1) ⊂ C5.
⋆ We obtain the full range boundedness for Hγ( f , g) and Mγ( f , g). Therefore, our results ex-
tend the results of Li [34] and Li and Xiao [37, Theorem 3], which concern the homogeneous
curve γ(t) := td, to more general classes of curves.
⋆ The main difference between this paper and the abovementioned works is a partition of
unity. We split our multiplier by the following partition of unity; i.e.,
∑
m,n,k∈Z
φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
= 1,
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see (2.23), instead of
∑
m,n∈Z
φ
(
ξ
2m+ j
)
φ
(
ηγ′(2− j)
2n+ j
)
= 1,
where φ is a standard bump function supported on {t ∈ R : 1
2
≤ |t| ≤ 2} such that 0 ≤ φ(t) ≤ 1
and Σl∈Zφ(2−lt) = 1 for all t , 0. The aim of this partition of unity (2.23) is to avoid
using uniform paraproduct estimates at the low-frequency part. In [34], Li used a uniform
paraproduct estimate, i.e., [34, Theorem 4.1], to bound the low-frequency part. In this paper,
we present an easy way to dispose of the low-frequency part by using this partition of unity
and the Littlewood-Paley theory together with the uniform estimates (3.4) and (3.5).
1.2 Background and motivation
There are rich backgrounds from which to study the boundedness property of Hγ( f , g) and
Mγ( f , g).
♦ If we take γ(t) := t, the boundedness of these two operators is trivial. This follows from
the boundedness of the classical Hilbert transform, the Hardy-Littlewood maximal function
and the Ho¨lder inequality.
♦ If γ(t) := −t, these operators turn out to be the standard bilinear Hilbert transform and
the corresponding (sub)bilinear maximal function whose boundedness is not easy to obtain.
Lacey and Thiele [30, 31] obtained the boundedness with r > 2
3
for the standard bilinear
Hilbert transform. For the same boundedness of the corresponding maximal function, we
refer to Lacey [29]. In the same paper, a counterexample showed that if 1
2
< r < 2
3
the
boundedness fails for these operators.
♦ If we take γ(t) := td or γ := P or a more general curve γ, the boundedness of these two
operators has been stated at the beginning of this paper and in Remark 1.5, where P is a
polynomial of degree d with no linear term and constant term.
♦ There are some other types of bilinear Hilbert transforms. Let
Hα,β( f , g)(x) := p. v.
∫ ∞
−∞
f (x − αt)g(x − βt) dt
t
.
Grafakos and Li [23] set up the uniform boundedness for r > 1. Later, Li [35] extended the
index to r > 2
3
. Recently, Dong [12] considered the bilinear Hilbert transform HP,Q( f , g)
along two polynomials
HP,Q( f , g)(x) := p. v.
∫ ∞
−∞
f (x − P(t)) g (x − Q(t)) dt
t
and the corresponding maximal operator MP,Q( f , g)
MP,Q( f , g)(x) := sup
ε>0
1
2ε
∫ ε
−ε
| f (x − P(t)) g (x − Q(t)) | dt.
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Here, P and Q are polynomials with no constant term. Dong proved that these operators are
bounded for r > d
d+1
, where d is the correlation degree of these two polynomials P and Q.
For the definition of the correlation degree, we refer the reader to P. 2 in [12]. There are
many other related works; see, for example, [11, 13, 14, 15, 18, 32].
The study of the boundedness of Hγ( f , g) and Mγ( f , g) originated from Caldero´n [4] in or-
der to study the Cauchy transform along Lipschitz curves, but there have also been many other
motivations:
⊲ One of the motivations arises from ergodic theory. For instance, for n ∈ N, the Lr(R)-norm
convergence property of the non-conventional bilinear averages
1
N
N∑
n=1
f
(
T n
)
g
(
T n
2
)
as N tends to ∞. Here, T is an invertible and measure-preserving transformation of a finite
measure space. For more details, we refer to [10, 19, 27].
⊲ Another motivation is offered by number theory. There are many various nonlinear exten-
sions of Roth’s theorem for some sets with positive density; see, for example, [2, 3, 16].
⊲ There have also been many developments during the last few years regarding the Hilbert
transform Hγ f along the curve γ defined as
Hγ f (x1, x2) := p. v.
∫ ∞
−∞
f (x1 − t, x2 − γ(t))
dt
t
,
and the corresponding maximal function Mγ f along the curve γ defined as
Mγ f (x) := sup
ε>0
1
2ε
∫ ε
−ε
| f (x1 − t, x2 − γ(t))| dt.
These operators were initiated by Fabes and Rivie`re [17] and Jones [28] in order to under-
stand the behavior of the constant-coefficient parabolic differential operators. Later, Hγ f
and Mγ f were extended to cover more general classes of curves [5, 6, 7, 9, 41, 43]. Hγ( f , g)
is closely associated with Hγ f since they have the same multiplier. Indeed, we can rewrite
Hγ( f , g)(x) as ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηx
(
p. v.
∫ ∞
−∞
e−iξte−iηγ(t)
dt
t
)
dξ dη
and Hγ f (x1, x2) can be rewritten as∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ, η)eiξx1eiηx2
(
p. v.
∫ ∞
−∞
e−iξte−iηγ(t)
dt
t
)
dξ dη.
Therefore, we can find many similarities between the approaches of Hγ( f , g) and Hγ f .
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1.3 Organization and notations
We now present the structure of the rest of this paper.
• In Section 2, we give some preliminaries for our proof. Subsection 2.1 provides two inequal-
ities about the curve γ, which will be used repeatedly in our proof. Subsection 2.2 is devoted
to splitting Hγ( f , g) into the following three parts: the low-frequency part H
1
γ( f , g); the high-
frequency part away from the diagonal part H2γ( f , g) and the high-frequency part near the
diagonal part H3γ( f , g); see (2.30) and (2.31). At the same time, we split
1
t
=
∑
j∈Z 2 jρ(2 jt)
and set up a uniform boundedness for each Hγ, j( f , g), where the corresponding kernel is
2 jρ(2 jt). A similar decomposition of Mγ( f , g) can be found in Subsection 2.3: the low-
frequency part M1γ( f , g), the high-frequency part far from the diagonal part M
2
γ( f , g) and the
high-frequency part close to the diagonal part M3γ( f , g); see (2.40).
• In Section 3, we obtain the full range boundedness for H1γ( f , g) by using Taylor series ex-
pansion.
• In Section 4, we establish the full range boundedness for H2γ( f , g). To this aim, we consider
two cases according to the function that has the higher frequency.
• In Section 5, we prove the L2(R) × L2(R) → L1(R) boundedness of H3γ( f , g). To this aim,
we obtain a 2−ε0m decay for Hm( f , g) (see (6.2)) defined on the frequency piece along the
diagonal for some positive constants ε0. Here, we used the TT
∗ argument, Ho¨rmander’s
theorem [26, Theorem 1.1], the stationary phase method and σ-uniformity.
• In Section 6, we obtain the full range weak-Lp(R) × Lq(R) → Lr(R) boundedness for
Hm( f , g) with a bound m. By interpolation with the L
2(R)×L2(R)→ L1(R) estimate that has
a decay bound of 2−ε0m, we can finish our proof. To obtain the weak boundedness, we need
to split Hm( f , g) into the following three error terms: |H1m|( f , g), |H2m|( f , g) and |H3m|( f , g),
see (6.8), and the major term |H4m|( f , g) in (6.9). Subsection 6.1 describes the estimation
for these three error terms, and Subsection 6.2 is devoted to establishing the major term
|H4m|( f , g) by using the method of time frequency analysis, which is the most difficult part.
• In Section 7, we set up the full range boundedness of Mγ( f , g).
Throughout this paper, we denote by C a positive constant that is independent of the main pa-
rameters involved, whose exact value is allowed to change from line to line. The positive constants
with subscripts, C1, · · · ,C7, are fixed constants. The symbol a . b or b & ameans that there exists
a positive constant C such that a ≤ Cb. a ≈ b means a . b and b . a. We use S(R) to denote the
Schwartz class on R. Let Z− := Z\N with N := {0, 1, 2, · · · }. fˆ denotes the Fourier transform of
f , and fˇ is the inverse Fourier transform of f . For any 0 < p < ∞, we denote p′ as its conjugate
index if 1
p
+
1
p′ = 1. It is obvious that p
′ < 0 if 0 < p < 1. For any set E, we use χE to denote its
characteristic function. ♯E denotes the cardinality of it. E∁ indicates its complementary set.
Acknowledgments. The second author would like to thank his postdoctoral advisor Prof. Lixin
Yan for the many valuable comments and helpful discussions.
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2 Preliminaries
2.1 The curve γ
We first explain some simple properties of the curve γ in Theorem 1.1 which will be used in
this paper. Since γ ∈ C3(R), γ(0) = γ′(0) = 0 and γ is convex on (0,∞), we have γ′′ ≥ 0 on (0,∞).
By condition (iii), we obtain γ′′ , 0 on (0,∞) and thus γ′′ > 0 on (0,∞). Therefore, γ′ is strictly
increasing and γ′ > 0 on (0,∞). By the Cauchy mean value theorem, for any t ∈ (0,∞), there
exists τ1 ∈ (0, t) such that γ(2t)γ(t) =
γ(2t)−γ(0)
γ(t)−γ(0) =
2γ′(2τ1)
γ′(τ1) . This, combined with condition (i), implies
2 ≤ γ(2t)
γ(t)
≤ 2C1(2.1)
for all t ∈ (0,∞). On the other hand, since γ(0) = 0, by the Cauchy mean value theorem, for any
t ∈ (0,∞), there exists τ2 ∈ (0, t) such that
tγ′(t)
γ(t)
=
tγ′(t) − 0γ′(0)
γ(t) − γ(0) =
γ′(τ2) + τ2γ′′(τ2)
γ′(τ2)
.
Thus, by condition (ii), there exist C6 := C2 + 1 and C7 := C3 + 1 such that
C6 ≤
tγ′(t)
γ(t)
≤ C7(2.2)
for all t ∈ (0,∞). Furthermore, we have 1 < tγ′(t)γ(t) for all t ∈ (0,∞) since C2 > 0, which implies
that
γ(t)
t
is strictly increasing on (0,∞).
2.2 Decomposition of Hγ( f , g)
For Hγ( f , g), we rewrite it as
Hγ( f , g)(x) :=
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm(ξ, η) dξ dη,(2.3)
where
m(ξ, η) := p. v.
∫ ∞
−∞
e−iξte−iηγ(t)
dt
t
.(2.4)
Let ρ be an odd smooth function supported on {t ∈ R : 1
2
≤ |t| ≤ 2} such that 1
t
=
∑
j∈Z 2 jρ(2 jt).
Then,
m(ξ, η) =
∑
j∈Z
m j(ξ, η),(2.5)
where
m j(ξ, η) :=
∫ ∞
−∞
e−i2
− jξte−iηγ(2
− jt)ρ(t) dt.(2.6)
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Therefore, we split Hγ( f , g) as
Hγ( f , g)(x) =
∑
j∈Z
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm j(ξ, η) dξ dη =:
∑
j∈Z
Hγ, j( f , g)(x).
From Proposition 2.2 below, we need only to consider that | j| large enough. Before giving
Proposition 2.2, we first state the following lemma which can be found in [25, Lemma 4.7].
Lemma 2.1. Let I ⊂ R be an interval, k ∈ N, f ∈ Ck(I), and suppose that for some σ > 0,
| f (k)(x)| ≥ σ for all x ∈ I. Then there exists a positive constant C depending only on k such that
|{x ∈ I : | f (x)| ≤ ρ}| ≤ C
(
ρ
σ
) 1
k
for all ρ > 0.
Proposition 2.2. Let γ and p, q, r be the same as in Theorem 1.1. Then there exists a positive
constant C independent of j such that∥∥∥Hγ, j( f , g)∥∥∥Lr(R) ≤ C‖ f ‖Lp(R)‖g‖Lq(R)
for all f ∈ Lp(R) and g ∈ Lq(R).
Proof. For r ≥ 1, by the Minkowski inequality and Ho¨lder inequality, we have
∥∥∥Hγ, j( f , g)∥∥∥Lr(R) ≤
∫ ∞
−∞
∥∥∥| f (· − t)|r∥∥∥ 1r
L
p
r (R)
∥∥∥|g(· − γ(t))|r∥∥∥ 1r
L
q
r (R)
2 j|ρ(2 jt)| dt . ‖ f ‖Lp(R)‖g‖Lq(R).
For 1
2
< r < 1, we rewrite Hγ, j( f , g) as
Hγ, j( f , g)(x) =
∫ ∞
−∞
f (x − 2− jt)g(x − γ(2− jt))ρ(t) dt.
Let 
A1 := {2− jt : t ∈ supp ρ};
Aγ := {γ(2− jt) : t ∈ supp ρ};
Eλ := {t ∈ supp ρ : 2λ < 2− j|γ′(2− jt)| ≤ 2 · 2λ},
where λ ∈ Z. Furthermore, let A1(λ) := {2− jt : t ∈ Eλ} and Aγ(λ) := {γ(2− jt) : t ∈ Eλ}; we have
Hγ, j( f , g)(x) =
∑
λ∈Z
∫
Eλ
f (x − 2− jt)g(x − γ(2− jt))ρ(t) dt =:
∑
λ∈Z
Hλγ, j( f , g)(x).(2.7)
To estimate Hγ, j( f , g), we consider the following three cases:
2λ ≥ 2 · 2− j, 2λ ≤ 1
4
2− j and
1
2
2− j ≤ 2λ ≤ 2− j.
Case I: 2λ ≥ 2 · 2− j
Bilinear Hilbert Transforms and (Sub)BilinearMaximal Functions 9
We observe that
|A1(λ)| = 2− j |Eλ| ≤ 2λ|Eλ| and |Aγ(λ)| ≤ 2 · 2λ|Eλ|.
Without loss of generality, we may restrict x ∈ Iλ of length 2 · 2λ|Eλ|. By the Cauchy-Schwarz
inequality, we have
∥∥∥∥Hλγ, j( f , g)∥∥∥∥ 12L 12 (R) ≤ |Iλ| 12
(∫
Iλ
∫
Eλ
| f (x − 2− jt)g(x − γ(2− jt))| dt dx
) 1
2
.(2.8)
We change the variables u := x − 2− jt and v := x − γ(2− jt), and∣∣∣∣∣∂(u, v)∂(x, t)
∣∣∣∣∣ = |2− j − 2− jγ′(2− jt)| ≥ 2λ − 2λ2 = 2
λ
2
for all t ∈ Eλ. Note that |Iλ| = 2 · 2λ|Eλ|; we can control the last term in (2.8) by( |Iλ|
2λ
) 1
2 (
‖ f ‖L1(R)‖g‖L1(R)
) 1
2 ≈ |Eλ|
1
2
(
‖ f ‖L1(R)‖g‖L1(R)
) 1
2 .
Henceforth, in this case, ∥∥∥∥Hλγ, j( f , g)∥∥∥∥L 12 (R) . |Eλ| · ‖ f ‖L1(R)‖g‖L1(R).(2.9)
For Eλ, by condition (ii), we have
2−2 j |γ′′(2− jt)| = 2− j
∣∣∣∣∣∣2
− jtγ′′(2− jt)
γ′(2− jt)
∣∣∣∣∣∣ ·
∣∣∣∣∣∣γ
′(2− jt)
t
∣∣∣∣∣∣ & 2− jγ′
(
1
2
2− j
)
for t ∈ supp ρ. By Lemma 2.1, it implies
|Eλ| ≤
2λ
2− jγ′
(
1
2
2− j
) .(2.10)
On the other hand, since γ′ is strictly increasing on (0,∞), we have
2λ ≤ 2− jγ′(2 · 2− j).(2.11)
From (2.10), (2.11) and condition (i), we obtain
∑
λ∈Z: 2λ≥2·2− j
|Eλ|
1
2 ≤
 1
2− jγ′
(
1
2
2− j
)

1
2 ∑
λ∈Z: 2λ≤2− jγ′(2·2− j)
2
λ
2 .
2− jγ′(2 · 2− j)
2− jγ′
(
1
2
2− j
)

1
2
. 1.(2.12)
Therefore, from (2.9), (2.12), we have∥∥∥∥∥∥∥∥
∑
λ∈Z: 2λ≥2·2− j
Hλγ, j( f , g)
∥∥∥∥∥∥∥∥
L
1
2 (R)
. ‖ f ‖L1(R)‖g‖L1(R).(2.13)
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As in (2.12), we have
∑
λ∈Z: 2λ≥2·2− j |Eλ| . 1, by the Ho¨lder inequality, for all p > 1,∥∥∥∥∥∥∥∥
∑
λ∈Z: 2λ≥2·2− j
Hλγ, j( f , g)
∥∥∥∥∥∥∥∥
L1(R)
.
∑
λ∈Z: 2λ≥2·2− j
|Eλ| · ‖ f ‖Lp(R)‖g‖Lp′ (R) . ‖ f ‖Lp(R)‖g‖Lp′ (R).(2.14)
By interpolation between (2.13) and (2.14), for any 1
2
< r < 1, we obtain∥∥∥∥∥∥∥∥
∑
λ∈Z: 2λ≥2·2− j
Hλγ, j( f , g)
∥∥∥∥∥∥∥∥
Lr(R)
. ‖ f ‖Lp(R)‖g‖Lq(R).(2.15)
Case II: 2λ ≤ 1
4
2− j
Noting that
|Aγ(λ)| ≤ 2 · 2λ|Eλ| ≤
1
2
2− j|Eλ| =
1
2
|A1(λ)| ≤ 2− j|Eλ|,
we restrict x in an interval Iλ of length 2 · 2− j |Eλ|. On the other hand, we have∣∣∣∣∣∂(u, v)∂(x, t)
∣∣∣∣∣ = |2− j − 2− jγ′(2− jt)| ≥ 2− j − 2 · 2λ ≥ 122− j
for all t ∈ Eλ. As in Case I, we also have∥∥∥∥Hλγ, j( f , g)∥∥∥∥L 12 (R) . |Eλ| · ‖ f ‖L1(R)‖g‖L1(R).
Furthermore, ∥∥∥∥∥∥∥∥∥
∑
λ∈Z: 2λ≤ 1
4
2− j
Hλγ, j( f , g)
∥∥∥∥∥∥∥∥∥
Lr(R)
. ‖ f ‖Lp(R)‖g‖Lq(R)(2.16)
for all 1
2
< r < 1.
Case III: 1
2
2− j ≤ 2λ ≤ 2− j
We are free to assume that 2− jγ′(2− jt) > 0. Otherwise, it can be handled exactly in the same
way as Case II, since
|Aγ(λ)| ≤ 2 · 2− j|Eλ|, |A1(λ)| = 2− j|Eλ|
and ∣∣∣∣∣∂(u, v)∂(x, t)
∣∣∣∣∣ = |2− j − 2− jγ′(2− jt)| ≥ 2− j
for t ∈ Eλ. We now consider
Hγ, j( f , g)(x) :=
∫
Eγ
f (x − 2− jt)g(x − γ(2− jt))ρ(t) dt,
where Eγ := {t ∈ supp ρ : 12 < γ′(2− jt) ≤ 2}. Let Eγ(h) := {t ∈ Eγ : 2h < |γ′(2− jt) − 1| ≤ 2 · 2h}.
By simple calculation, we know that Eγ ⊂
⋃
h∈Z− Eγ(h). Let
H
h
γ, j( f , g)(x) :=
∫
Eγ(h)
f (x − 2− jt)g(x − γ(2− jt))ρ(t) dt.(2.17)
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Noting that |{2− jt : t ∈ Eγ(h)}| = 2− j|Eγ(h)| and |{γ(2− jt) : t ∈ Eγ(h)}| . 2− j|Eγ(h)|, without loss
of generality, we restrict x ∈ Ih of length 2− j |Eγ(h)|. By the Ho¨lder inequality, for all p > 1, we
can bound ‖Hhγ, j( f , g)‖L1(R) by∫
Ih
∣∣∣∣∣∣
∫
Eγ(h)
f (x − 2− jt)g(x − γ(2− jt))ρ(t) dt
∣∣∣∣∣∣ dx ≤ |Eγ(h)| · ‖ f ‖Lp(R)‖g‖Lp′ (R).(2.18)
The Cauchy-Schwarz inequality allows us to obtain
∥∥∥∥Hhγ, j( f , g)∥∥∥∥ 12L 12 (R) . |Ih| 12
∫
Ih
∫
Eγ(h)
| f (x − 2− jt)g(x − γ(2− jt))| dt dx

1
2
.(2.19)
Let u := x − 2− jt and v := x − γ(2− jt), noting that |∂(u,v)∂(x,t) | = |2− j − 2− jγ′(2− jt)| ≥ 2h2− j for all
t ∈ Eγ(h) and |Ih| = 2− j|Eγ(h)|, we control the last term in (2.19) by ( |Eγ(h)|2h )
1
2 (‖ f ‖L1(R)‖g‖L1(R))
1
2 .
Henceforth, in this case, ∥∥∥∥Hhγ, j( f , g)∥∥∥∥L 12 (R) . |Eγ(h)|2h ‖ f ‖L1(R)‖g‖L1(R).(2.20)
Noting that |Eγ(h)| ≤ 4, from (2.18) and (2.20), by interpolation, we obtain the boundedness of
H
h
γ, j( f , g) for all
1
2
< r < 1 for the case that h = −1. Noting that Eγ ⊂
⋃
h∈Z− Eγ(h), in what
follows, we will focus on the second case; i.e., h ∈ Z− and h < −1.
From the fact that γ′ is strictly increasing on (0,∞) and condition (ii), we have 2− j|γ′′(2− jt)| &
γ′(1
2
2− j) for t ∈ Eγ(h). By Lemma 2.1, we have |Eγ(h)| . 2hγ′( 1
2
2− j)
. Furthermore, we have
γ′(2 · 2− j) ≥ |γ′(2− jt)| = |γ′(2− jt) − 1 + 1| ≥ 1 − 2 · 2h ≥ 1
2
for t ∈ Eγ(h). Therefore, condition (i) implies |Eγ(h)| . 2hγ′(2·2− j)
γ′(2·2− j)
γ′( 1
2
2− j)
. 2h. By interpolation
(2.18) and (2.20), there exists a positive constant ǫ independent of j such that∥∥∥∥Hhγ, j( f , g)∥∥∥∥
Lr(R)
. 2ǫh‖ f ‖Lp(R)‖g‖Lq(R)(2.21)
for 1
2
< r < 1, which leads to∥∥∥∥∥∥∥∥
∑
h∈Z−: h<−1
H
h
γ, j( f , g)
∥∥∥∥∥∥∥∥
Lr(R)
. ‖ f ‖Lp(R)‖g‖Lq(R).(2.22)
Putting all the estimates together, we finish the proof of Proposition 2.2 
Let φ be a standard bump function supported on {t ∈ R : 1
2
≤ |t| ≤ 2} such that 0 ≤ φ(t) ≤ 1
and Σl∈Zφ(2−lt) = 1 for all t , 0. We decompose the unity as
∑
m,n,k∈Z
φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
= 1(2.23)
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for all ξ, η , 0. Let
m j,m,n,k(ξ, η) := m j(ξ, η)φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
.(2.24)
Then
m j(ξ, η) =
∑
m,n,k∈Z
m j,m,n,k(ξ, η).(2.25)
We denote the diagonal as
△ :=
{
(m, n) ∈ Z2 : m, n ≥ 0, |m − n| ≤ log2C1 + 1
}
,
and split m j as the following three parts:
m j(ξ, η) = m
1
j(ξ, η) + m
2
j(ξ, η) + m
3
j(ξ, η).(2.26)
Accordingly, the low-frequency part m1
j
is
m1j(ξ, η) :=
∑
(m,n)∈(Z−)2 ,k∈Z
m j,m,n,k(ξ, η).(2.27)
The high-frequency part away from the diagonal part m2
j
is
m2j(ξ, η) :=
∑
(m,n)∈Z2\((Z−)2
⋃△),k∈Z
m j,m,n,k(ξ, η).(2.28)
The high-frequency part near the diagonal part m3
j
is
m3j(ξ, η) :=
∑
(m,n)∈△,k∈Z
m j,m,n,k(ξ, η).(2.29)
Accordingly, we can split Hγ( f , g) into three parts:
Hγ( f , g)(x) = H
1
γ( f , g)(x) + H
2
γ( f , g)(x) + H
3
γ( f , g)(x),(2.30)
where

H1γ( f , g)(x) :=
∑
j∈Z
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)gˆ(η)e
iξxeiηxm1
j
(ξ, η) dξ dη;
H2γ( f , g)(x) :=
∑
j∈Z
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)gˆ(η)e
iξxeiηxm2
j
(ξ, η) dξ dη;
H3γ( f , g)(x) :=
∑
j∈Z
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)gˆ(η)e
iξxeiηxm3
j
(ξ, η) dξ dη.
(2.31)
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2.3 Decomposition of Mγ( f , g)
Mγ( f , g) is a positive operator, and we may assume that f and g are non-negative. By simple
calculation, we deduce that
Mγ( f , g)(x) ≤ sup
j∈Z
∫ ∞
−∞
f (x − t)g(x − γ(t))2 j |ρ(2 jt)| dt =: sup
j∈Z
M j,γ( f , g)(x).(2.32)
As in Proposition 2.2 above, we will focus on the case where | j| is large enough. We rewrite
M j,γ( f , g) as
M j,γ( f , g)(x) :=
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm˜ j(ξ, η) dξ dη,(2.33)
where
m˜ j(ξ, η) := p. v.
∫ ∞
−∞
e−i2
− jξte−iηγ(2
− j t)|ρ(t)| dt.(2.34)
As in (2.24), we define m˜ j,m,n,k as
m˜ j,m,n,k(ξ, η) := m˜ j(ξ, η)φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
,(2.35)
and split m˜ j as
m˜ j(ξ, η) = m˜
1
j(ξ, η) + m˜
2
j(ξ, η) + m˜
3
j(ξ, η).(2.36)
The low-frequency part m˜1
j
is
m˜1j(ξ, η) :=
∑
(m,n)∈(Z−)2 ,k∈Z
m˜ j,m,n,k(ξ, η).(2.37)
The high-frequency part away from the diagonal part m˜2
j
is
m˜2j(ξ, η) :=
∑
(m,n)∈Z2\((Z−)2
⋃△),k∈Z
m˜ j,m,n,k(ξ, η).(2.38)
The high-frequency part near the diagonal part m˜3
j
is
m˜3j(ξ, η) :=
∑
(m,n)∈△,k∈Z
m˜ j,m,n,k(ξ, η).(2.39)
Similarly,
Mγ( f , g)(x) ≤ M1γ( f , g)(x) + M2γ( f , g)(x) + M3γ( f , g)(x).(2.40)
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3 The boundedness of H1γ( f , g)
For m1
j
in (2.27), we employ the Taylor series expansion, i.e., e−i2
− jξt
=
∑
u∈N
(−i2− jξt)u
u!
and
e−iηγ(2
− jt)
=
∑
v∈N
(−iηγ(2− jt))v
v!
. Since φ is supported on {t ∈ R : 1
2
≤ |t| ≤ 2}, we have | ξ
2m+ j
| ≤ 2 and
|ηγ′(2− j)
2n+ j
| = | η
2k
| · |ηγ′(2− j)
2n+ j−k | ≤ 4. Noting that ρ is supported on {t ∈ R : 12 ≤ |t| ≤ 2} and m ∈ Z−, we
have |2− jξt| ≤ 4 · 2m ≤ 4. On the other hand, since γ is either odd or even and increasing on (0,∞)
and satisfies (2.1) and (2.2), and ρ is supported on {t ∈ R : 1
2
≤ |t| ≤ 2}, n ∈ Z−, we have
|ηγ(2− jt)| ≤ 2C1|ηγ(2− j)| ≤
2C1
C6
|η2− jγ′(2− j)| ≤ 8C1
C6
.
Furthermore, let
φ¯u(ξ) := ξ
uφ(ξ) and ψλ(ξ) := 2
λψ(2λξ),
where u, λ ∈ Z. Then, we can write m1
j
(ξ, η) as
∑
m,n∈Z−
∑
k∈Z
∑
u,v∈N
(−i)u+v2mu2nv
u!v!
φ¯u
(
ξ
2m+ j
)
φ¯v
(
η
2k
)
φ¯v
(
γ′(2− j)
2n+ j−k
) ∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt.
Therefore, H1γ( f , g)(x) can be rewritten as∑
j,k∈Z
∑
m,n∈Z−
∑
u,v∈N
(−i)u+v2mu2nv
u!v!
φ¯v
(
γ′(2− j)
2n+ j−k
) ∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt · ˇ¯φu,m+ j ∗ f (x) · ˇ¯φv,k ∗ g(x),
where ˇ¯φu,λ(ξ) := 2
λ ˇ¯φu(2
λξ) and ˇ¯φu means the inverse Fourier transform of φ¯u; by the Cauchy-
Schwarz inequality, we dominate H1γ( f , g)(x) by∑
m,n∈Z−
∑
u,v∈N
2mu2nv
u!v!
∣∣∣∣∣∣
∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt
∣∣∣∣∣∣(3.1)
×
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φu,m+ j ∗ f (x)∣∣∣∣2

1
2
·
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φv,k ∗ g(x)∣∣∣∣2

1
2
.
For r ≥ 1, by the triangle inequality and Ho¨lder inequality, the Lr(R) norm of H1γ( f , g) is at most∑
m,n∈Z−
∑
u,v∈N
2mu2nv
u!v!
∣∣∣∣∣∣
∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt
∣∣∣∣∣∣(3.2)
×
∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φu,m+ j ∗ f ∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φv,k ∗ g∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lq(R)
.
From (2.1) and (2.2), it is easy to see that∣∣∣∣∣∣
∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt
∣∣∣∣∣∣ . 1.(3.3)
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We claim that ∑
j∈Z
∣∣∣∣∣∣φ
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ . 1(3.4)
holds uniformly for n ∈ Z− and k ∈ Z. Since 0 ≤ φ ≤ 1, it is enough to show that the sum in
(3.4) has at most a finite number of terms and the number independent of n ∈ Z− and k ∈ Z.
Indeed, since φ is supported on {t ∈ R : 1
2
≤ |t| ≤ 2}, then, for the j-th term in (3.4), it implies
1
2
2 j
γ′(2− j) ≤ 12n−k ≤ 2 2
j
γ′(2− j) . For the j + K-th term in (3.4), it implies
1
2
2 j+K
γ′(2− j−K ) ≤ 12n−k ≤ 2 2
j+K
γ′(2− j−K ) ,
where K > 0. Therefore, it suffices to show that there exists a positive constant K that depends
only on γ such that 2 2
j
γ′(2− j) <
1
2
2 j+K
γ′(2− j−K ) . From (2.2), this is a direct consequence of
γ(2− j)
γ(2− j−K ) > 4C7.
From (2.1), we need only to take K that satisfies 2K > 4C7.
As in (3.4), we also have that ∑
k∈Z
∣∣∣∣∣∣φ
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ . 1(3.5)
holds uniformly for n ∈ Z− and j ∈ Z. (3.5) and the Littlewood-Paley theory implies∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φu,m+ j ∗ f ∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
.
∥∥∥∥∥∥∥∥∥
∑
j∈Z
∣∣∣∣ ˇ¯φu,m+ j ∗ f ∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
. ‖ f ‖Lp(R).(3.6)
From (3.4), as in (3.6), ∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φv,k ∗ g∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lq(R)
. ‖g‖Lq(R).(3.7)
From the fact that
∑
m,n∈Z−
∑
u,v∈N
2mu2nv
u!v!
. 1 and the estimates (3.2), (3.3), (3.6) and (3.7), we have∥∥∥H1γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(3.8)
For 1
2
< r < 1, from (3.1), we bound ‖H1γ( f , g)‖rLr(R) by∑
m,n∈Z−
∑
u,v∈N
(
2mu2nv
u!v!
)r ∣∣∣∣∣∣
∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
ρ(t) dt
∣∣∣∣∣∣
r
(3.9)
×
∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φu,m+ j ∗ f ∣∣∣∣2

1
2
·
∑
j,k∈Z
∣∣∣∣∣∣φ¯v
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φv,k ∗ g∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
r
Lr(R)
.
The fact
∑
m,n∈Z−
∑
u,v∈N
(
2mu2nv
u!v!
)r
. 1 for all 1
2
< r < 1 combining (3.3), (3.6), (3.7) and (3.9),
leads to ∥∥∥H1γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(3.10)
This is the desired estimate for the first item H1γ( f , g).
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4 The boundedness of H2γ( f , g)
Noting that
i
2− jξ + η2− jγ′(2− jt)
d
dt
e−i2
− jξt−iηγ(2− j t)
= e−i2
− jξt−iηγ(2− j t),
we split m j,m,n,k in (2.24) as the following two parts:
m j,m,n,k(ξ, η) = A j,m,n,k(ξ, η) + B j,m,n,k(ξ, η),(4.1)
where A j,m,n,k is defined as(∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t) −iρ′(t)
2− jξ + η2− jγ′(2− jt)
dt
)
φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
(4.2)
and B j,m,n,k is defined as(∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t) iη2
−2 jγ′′(2− jt)
(2− jξ + η2− jγ′(2− jt))2
ρ(t) dt
)
φ
(
ξ
2m+ j
)
φ
(
η
2k
)
φ
(
γ′(2− j)
2n+ j−k
)
.(4.3)
Based on this decomposition, we split H2γ( f , g) as follows:∑
j∈Z
∑
(m,n)∈Z2\((Z−)2
⋃△)
∑
k∈Z
Aγ, j,m,n,k( f , g)(x) +
∑
j∈Z
∑
(m,n)∈Z2\((Z−)2
⋃△)
∑
k∈Z
Bγ, j,m,n,k( f , g)(x)(4.4)
=:A2γ( f , g)(x) + B
2
γ( f , g)(x),
where Aγ, j,m,n,k( f , g)(x) :=
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)gˆ(η)e
iξxeiηxA j,m,n,k(ξ, η) dξ dη;
Bγ, j,m,n,k( f , g)(x) :=
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)gˆ(η)e
iξxeiηxB j,m,n,k(ξ, η) dξ dη.
(4.5)
Since (m, n) ∈ Z2\((Z−)2
⋃△), there are two cases: n > |m|+ log2C1+ 1 and m > |n|+ log2C1 + 1.
4.1 Case 1: n > |m| + log2C1 + 1
Applying the Taylor series expansion, we have
1
2− jξ + η2− jγ′(2− jt)
=
1
2n
1
ηγ′(2− j)
2n+ j
∑
l∈N
(−1)l
2l(n−m)

ξ
2m+ j
ηγ′(2− j)
2n+ j

l (
γ′(2− j)
γ′(2− jt)
)l+1
.(4.6)
Then, Aγ, j,m,n,k( f , g)(x) can be written as
−i
2n
∑
l∈N
(−1)l
2l(n−m)
φ¯−l−1
(
γ′(2− j)
2n+ j−k
)
ˇ¯φl,m+ j ∗ f (x) · ˇ¯φ−l−1,k ∗ g(x) ·
∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t)ρ′(t)
(
γ′(2− j)
γ′(2− jt)
)l+1
dt.
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Noting that γ is either odd or even, γ′ is increasing on (0,∞), ρ is supported on {t ∈ R : 1
2
≤ |t| ≤
2}, and by condition (i), we have∣∣∣∣∣∣∣
∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t)ρ′(t)
(
γ′(2− j)
γ′(2− jt)
)l+1
dt
∣∣∣∣∣∣∣ . Cl1.(4.7)
By the Cauchy-Schwarz inequality,
A2γ( f , g)(x) ≤
∑
(m,n)∈Z2\((Z−)2
⋃△)
1
2n
∑
l∈N
Cl
1
2l(n−m)
∑
j,k∈Z
∣∣∣∣∣∣φ¯−l−1
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φl,m+ j ∗ f (x)∣∣∣∣2

1
2
(4.8)
×
∑
j,k∈Z
∣∣∣∣∣∣φ¯−l−1
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φ−l−1,k ∗ g(x)∣∣∣∣2

1
2
.
For r ≥ 1, by the triangle inequality and Ho¨lder inequality, we bound ‖A2γ( f , g)‖Lr(R) by
∑
(m,n)∈Z2\((Z−)2
⋃△)
1
2n
∑
l∈N
Cl
1
2l(n−m)
∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯−l−1
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φl,m+ j ∗ f ∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
(4.9)
×
∥∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣∣φ¯−l−1
(
γ′(2− j)
2n+ j−k
)∣∣∣∣∣∣ ·
∣∣∣∣ ˇ¯φ−l−1,k ∗ g∣∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lq(R)
.
On the other hand, from n > |m|+log2C1+1, it implies
∑
l∈N
Cl
1
2l(n−m) . 1. From n > |m|+log2C1+1,
we have ∑
(m,n)∈Z2\((Z−)2
⋃△)
1
2n
.
∑
(m,n)∈Z2\((Z−)2
⋃△)
1
2
n
2
1
2
|m|
2
. 1.(4.10)
As in (3.5) and (3.6), we assert that∥∥∥A2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(4.11)
As in (3.9), it is easy to see that (4.11) also holds for 1
2
< r < 1.
Applying the Taylor series expansion again, we have
η2−2 jγ′′(2− jt)
(2− jξ + η2− jγ′(2− jt))2
=
1
2n
1
ξ
2m+ j
2− jγ′′(2− jt)
γ′(2− j)
∑
l∈N
(−1)l
2l(n−m)

ξ
2m+ j
ηγ′(2− j)
2n+ j

l+1 (
γ′(2− j)
γ′(2− jt)
)l+1
.(4.12)
We can then write Bγ, j,m,n( f , g)(x) as
i
2n
∑
l∈N
(−1)l
2l(n−m)
φ¯−l−1
(
γ′(2− j)
2n+ j−k
)
ˇ¯φl,m+ j ∗ f (x) · ˇ¯φ−l−1,k ∗ g(x)
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×
∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t) 2
− jγ′′(2− jt)
γ′(2− j)
(
γ′(2− j)
γ′(2− jt)
)l+1
ρ(t) dt.
Since γ is either odd or even, γ′ is increasing on (0,∞), ρ is supported on {t ∈ R : 1
2
≤ |t| ≤ 2},
and by condition (ii), it is easy to see that |2− jγ′′(2− jt)
γ′(2− j) | = |
2− jtγ′′(2− jt)
γ′(2− jt)
γ′(2− jt)
γ′(2− j)
1
t
| . 1. Thus∣∣∣∣∣∣∣
∫ ∞
−∞
e−i2
− jξt−iηγ(2− j t) 2
− jγ′′(2− jt)
γ′(2− j)
(
γ′(2− j)
γ′(2− jt)
)l+1
ρ(t) dt
∣∣∣∣∣∣∣ . Cl1.(4.13)
As in (4.9) and (4.10), for r > 1
2
, we assert that∥∥∥B2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(4.14)
4.2 Case 2: m > |n| + log2C1 + 1
By the Taylor series expansion, we have
1
2− jξ + η2− jγ′(2− jt)
=
1
2m
1
ξ
2m+ j
∑
l∈N
(−1)l
2l(m−n)

ηγ′(2− j)
2n+ j
ξ
2m+ j

l (
γ′(2− jt)
γ′(2− j)
)l
.(4.15)
As in case 1, we have ∥∥∥A2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R)(4.16)
for r > 1
2
. Furthermore,
η2−2 jγ′′(2− jt)
(2− jξ + η2− jγ′(2− jt))2
=
1
2m
1
ξ
2m+ j
2− jγ′′(2− jt)
γ′(2− jt)
∑
l∈N
(−1)l
2(l+1)(m−n)

ηγ′(2− j)
2n+ j
ξ
2m+ j

l+1 (
γ′(2− jt)
γ′(2− j)
)l+1
.(4.17)
As in case 1 , for r > 1
2
, again we have∥∥∥B2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(4.18)
From (4.4), (4.11), (4.14), (4.16) and (4.18), we may obtain∥∥∥H2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R)(4.19)
for r > 1
2
. This is the desired estimate for the second item H2γ( f , g).
5 The L2(R) × L2(R)→ L1(R) boundedness of H3γ( f , g)
Note that △ = {(m, n) ∈ Z2 : m, n ≥ 0, |m − n| ≤ log2C1 + 1} and m3j =
∑
(m,n)∈△,k∈Zm j,m,n,k;
without loss of generality, we may write that
m3j =
∑
m∈N
∑
k∈Z
m j,m,k(5.1)
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where m j,m,k := m j,m,m,k. Therefore, we rewrite H
3
γ( f , g) as
H3γ( f , g)(x) =
∑
j∈Z
∑
m∈N
∑
k∈Z
H j,m,k( f , g)(x).(5.2)
where
H j,m,k( f , g)(x) := φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm j(ξ, η)φ
(
ξ
2m+ j
)
φ
(
η
2k
)
dξ dη(5.3)
with m j as in (2.6).
We observe that in order to obtain∥∥∥H3γ( f , g)∥∥∥L1(R) . ‖ f ‖L2(R)‖g‖L2(R),(5.4)
it suffices to prove the following Proposition 5.1. Indeed, notice that φ is a standard bump function
supported on {t ∈ R : 1
2
≤ |t| ≤ 2}; let Φ be a bump function supported on {t ∈ R : 1
8
≤ |t| ≤ 8}
such that Φ(t) = 1 on {t ∈ R : 1
4
≤ |t| ≤ 4}; thus, it is safe to insert Φ into H j,m,k( f , g). In other
words, recall that ψλ(ξ) = 2
λψ(2λξ), we have
H j,m,k( f , g)(x) = Φ
(
γ′(2− j)
2m+ j−k
)
H j,m,k
(
Φˇm+ j ∗ f , Φˇk ∗ g
)
(x).(5.5)
By the triangle inequality, the Cauchy-Schwarz inequality and (5.6), it implies that ‖H3γ( f , g)‖L1(R)
can be bounded by
∑
m∈N
2−ε0m
∑
j,k∈Z
∣∣∣∣∣∣Φ
(
γ′(2− j)
2m+ j−k
)∣∣∣∣∣∣ · ∥∥∥Φˇm+ j ∗ f ∥∥∥2L2(R)

1
2
·
∑
j,k∈Z
∣∣∣∣∣∣Φ
(
γ′(2− j)
2m+ j−k
)∣∣∣∣∣∣ · ∥∥∥Φˇk ∗ g∥∥∥2L2(R)

1
2
.
By this estimate with (3.4), (3.5) and the Littlewood-Paley theory, we may obtain (5.4).
Proposition 5.1. There exist positive constants C and ε0 such that∥∥∥H j,m,k( f , g)∥∥∥L1(R) ≤ C2−ε0m‖ f ‖L2(R)‖g‖L2(R)(5.6)
holds uniformly for j, k ∈ Z.
As in [34], we define the bilinear operator B j,m,k( f , g)(x) as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
φˇ ∗ f
(
2m+ j−k x − 2mt
)
φˇ ∗ g
(
x − 2kγ(2− jt)
)
ρ(t) dt if j ≥ 0;(5.7)
and
2
k−m− j
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
φˇ ∗ f (x − 2mt) φˇ ∗ g (2k−m− jx − 2kγ(2− jt)) ρ(t) dt if j < 0.(5.8)
We observe that (5.6) is equivalent to∥∥∥B j,m,k( f , g)∥∥∥L1(R) . 2−ε0m‖ f ‖L2(R)‖g‖L2(R).(5.9)
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Indeed, let ξ := 2m+ jξ and η := 2kη; we then write H j,m,k( f , g)(x) as
2m+ j+kφ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (2m+ jξ)gˆ(2kη)ei2
m+ jξxei2
kηx
(∫ ∞
−∞
e−i2
mξte−i2
kηγ(2− jt)ρ(t) dt
)
φ(ξ)φ(η) dξ dη.
For j ≥ 0, let x := 2−kx; we may therefore write
2−kH j,m,k( f , g)
(
2−kx
)
=2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
2
m+ j
2 fˆ (2m+ jξ)2
k
2 gˆ(2kη)ei2
m+ j−kξxeiηx(5.10)
×
(∫ ∞
−∞
e−i2
mξte−i2
kηγ(2− jt)ρ(t) dt
)
φ(ξ)φ(η) dξ dη.
Note that ‖2m+ j2 fˆ (2m+ j·)‖L2(R) = ‖ fˆ ‖L2(R) and ‖2
k
2 gˆ(2k·)‖L2(R) = ‖gˆ‖L2(R); we conclude that (5.6) is
equivalent to (5.9), where B j,m,k( f , g) is defined in (5.7). For j < 0, the only difference is to make
the variable change x := x
2m+ j
, and we omit the details.
We now turn to the proof of (5.9). In what follows, we will only focus on the first case, i.e.,
j ≥ 0, since the second case, i.e., j < 0, is similar. From Proposition 2.2 and (5.9), we can assume
that j and m are sufficiently large.
Claim: (5.9) is equivalent to Proposition 5.2 below.
Proof of the Claim. This claim is essentially [34, Lemma 5.1]. As in [34], let ψ be a nonnegative
Schwartz function such that ψˆ is supported on {t ∈ R : |t| ≤ 1
100
} and satisfies ψˆ(0) = 1. Then,
B j,m,k( f , g)(x) can be written as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
)∑
N∈Z
∑
k1 ,k2∈Z
∫ ∞
−∞
(
χ[2m(N+k1),2m(N+k1+1)] ∗ ψ−m · φˇ ∗ f
) (
2m+ j−k x − 2mt
)
×
(
χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k · φˇ ∗ g
) (
x − 2kγ(2− jt)
)
· ρ(t) dt · χ[2k− jN,2k− j(N+1)](x).
We split
B j,m,k( f , g)(x) := B
I
j,m,k( f , g)(x) + B
II
j,m,k( f , g)(x),
where BI
j,m,k
( f , g) sums over A := {k1, k2 ∈ Z : max{|k1|, |k2|} ≥ Θ} and BIIj,m,k( f , g) sums over B :=
{k1, k2 ∈ Z : max{|k1|, |k2|} < Θ}, where Θ := 2
ε′
0
3
m is sufficiently large.
For BI
j,m,k
( f , g), we have |(χ[2m(N+k1),2m(N+k1+1)] ∗ ψ−m)(2m+ j−k x − 2mt)| . 1|k1 |3 . Note that
γ(t)
t
is
increasing on (0,∞); it implies 2 jγ(2− jt) is sufficiently small if j is sufficiently large, and we also
have |(χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k)(x − 2kγ(2− jt))| . 1|k2 |3 . Thus, B
I
j,m,k( f , g)(x) is bounded by
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
)∑
N∈Z
∑
k1 ,k2∈A
1
|k1|3
1
|k2|3
∫ ∞
−∞
∣∣∣∣φˇ ∗ f (2m+ j−k x − 2mt)∣∣∣∣(5.11)
×
∣∣∣∣φˇ ∗ g (x − 2kγ(2− jt))∣∣∣∣ · |ρ(t)| dt · χ[2k− jN,2k− j(N+1)](x)
.
1
Θ
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣φˇ ∗ f (2m+ j−kx − 2mt) φˇ ∗ g (x − 2kγ(2− jt))∣∣∣∣ · |ρ(t)| dt.
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The last inequality is a result of the fact that
∑
|k|≥Θ
1
|k|3 .
1
Θ
and
∑
k∈Z
1
|k|3 . 1. By the Ho¨lder and
Young inequalities, it now follows that∥∥∥∥BIj,m,k( f , g)∥∥∥∥L1(R) . 1Θ‖ f ‖L2(R)‖g‖L2(R).(5.12)
For BII
j,m,k( f , g), let j and m be sufficiently large; we have that
F
(
χ[2m(N+k1),2m(N+k1+1)] ∗ ψ−m · φˇ ∗ f
)
and F
(
χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k · φˇ ∗ g
)
are supported on {t ∈ R : 1
4
≤ |t| ≤ 4}, where F ( f ) means the Fourier transform of f . Then,
BII
j,m,k( f , g)(x) can be written as∑
N∈Z
∑
k1 ,k2∈B
B∗j,m,k
(
χ[2m(N+k1),2m(N+k1+1)] ∗ ψ−m · φˇ ∗ f , χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k · φˇ ∗ g
)
(x)
×χ[2k− jN,2k− j(N+1)](x).
The definition of B∗
j,m,k( f , g) will be given in Proposition 5.2. From
∑
N∈Z |χ[2m(N+k1),2m(N+k1+1)] ∗
ψ−m|2 . ‖ψ‖2L1(R) and
∑
N∈Z |χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k |2 . ‖ψ‖2L1(R), by the Cauchy-Schwarz
inequality and the Young inequality, (5.15), ‖BII
j,m,k( f , g)‖L1(R) can be bounded by
Θ
22−ε
′
0
m
∑
N∈Z
∥∥∥χ[2m(N+k1),2m(N+k1+1)] ∗ ψ−m · φˇ ∗ f ∥∥∥2L2(R)

1
2
(5.13)
×
∑
N∈Z
∥∥∥∥χ[2k− j(N+k2),2k− j(N+k2+1)] ∗ ψ j−k · φˇ ∗ g∥∥∥∥2L2(R)

1
2
. Θ22−ε
′
0
m‖ f ‖L2(R)‖g‖L2(R).
From (5.12) and (5.13), note that Θ = 2
ε′
0
3
m; we obtain
∥∥∥B j,m,k( f , g)∥∥∥L1(R) . 2− ε
′
0
3
m‖ f ‖L2(R)‖g‖L2(R).(5.14)
This is (5.9) if we let ε0 :=
ε′
0
3
. 
Proposition 5.2. There exist positive constants C and ε′
0
such that∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) ≤ C2−ε′0m‖ f ‖L2(R)‖g‖L2(R)(5.15)
holds uniformly for j ∈ Z and N ∈ Z, where B∗
j,m,k( f , g) is defined as
B∗j,m,k( f , g)(x) := 2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
Φˇ ∗ f
(
2m+ j−kx − 2mt
)
Φˇ ∗ g
(
x − 2kγ(2− jt)
)
ρ(t) dt
and Φ is the same bump function as in (5.5).
We will prove Proposition 5.2 in three steps.
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5.1 An estimate by using TT ∗ argument
In this subsection, we show that∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) . 2− 2m+ j−k6 ‖ f ‖L2(R)‖g‖L2(R).(5.16)
By the Ho¨lder inequality, it suffices to show that∥∥∥∥B∗j,m,k( f , g)∥∥∥∥L2(R) . 2− 2m+ j−k6 2 j−k2 ‖ f ‖L2(R)‖g‖L2(R).(5.17)
We rewrite B∗
j,m,k
( f , g)(x) as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)ei2
m+ j−kξxeiηxI j,m,k(ξ, η)Φ(ξ)Φ(η) dξ dη,(5.18)
where
I j,m,k(ξ, η) :=
∫ ∞
−∞
e−i2
mξte−i2
kηγ(2− jt)ρ(t) dt.(5.19)
Let
ϕ(t, ξ, η) := −ξt − 2k−mηγ(2− jt).(5.20)
We denote ϕ′
1
as the derivative of ϕ with respect to the first variable t. Then
ϕ′1(t, ξ, η) = −ξ − 2k−m− jγ′(2− jt)η and ϕ′′1 (t, ξ, η) = −2k−m−2 jγ′′(2− jt)η.(5.21)
We define t0(ξ, η) as
ϕ′1(t0(ξ, η), ξ, η) = 0.(5.22)
For simplicity, we may further assume that 1
2
≤ |t0(ξ, η)| ≤ 2. By the method of the stationary
phase, we assert that
I j,m,k(ξ, η) = e
i2mϕ(t0(ξ,η),ξ,η)
(
2π
−i2mϕ′′
1
(t0(ξ, η), ξ, η)
) 1
2
ρ(t0(ξ, η)) + O
(
2−
3
2
m
)
.(5.23)
For h ∈ L2(R), we have
∫ ∞
−∞ B
∗
j,m,k( f , g)(x)h(x) dx is equal to
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)Φ(ξ)gˆ(η)Φ(η)I j,m,k(ξ, η)hˇ
(
2m+ j−kξ + η
)
dξ dη.(5.24)
Based on (5.23), we estimate
∫ ∞
−∞ B
∗
j,m,k
( f , g)(x)h(x) dx by considering the following two parts:
Part A: O
(
2−
3
2
m
)
With some abuse of notation, we write
∫ ∞
−∞ B
∗
j,m,k( f , g)(x)h(x) dx as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)Φ(ξ)gˆ(η)Φ(η)hˇ
(
2m+ j−kξ + η
)
· O
(
2−
3
2m
)
dξ dη.
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Thus, by the Ho¨lder inequality and Plancherel’s formula, we bound |
∫ ∞
−∞ B
∗
j,m,k( f , g)(x)h(x) dx| by
2−
3
2
m2
m+ j−k
2
∫ ∞
−∞
| fˆ (ξ)Φ(ξ)|
∫ ∞
−∞
∣∣∣∣gˆ(η)Φ(η)hˇ (2m+ j−kξ + η)∣∣∣∣ dη dξ . 2− 32m2m+ j−k2 ‖ f ‖L2(R)‖g‖L2(R)‖h‖L2(R).
Furthermore, let h := sgn(B∗
j,m,k( f , g)) · χ[2k− jN,2k− j(N+1)]; we have∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) . 2−m‖ f ‖L2(R)‖g‖L2(R).
This is (5.15) as desired.
Part B: ei2
mϕ(t0(ξ,η),ξ,η)
(
2π
−i2mϕ′′
1
(t0(ξ,η),ξ,η)
) 1
2
ρ(t0(ξ, η))
From conditions (i) and (ii), we have |2− jγ′′(2− jt)
γ′(2− j) | = |
2− jtγ′′(2− jt)
γ′(2− jt)
γ′(2− jt)
γ′(2− j)
1
t
| ≈ 1. For simplicity, we
write
∫ ∞
−∞ B
∗
j,m,k( f , g)(x)h(x) dx as
2
j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)Φ(ξ)gˆ(η)Φ(η)ei2
mϕ(t0(ξ,η),ξ,η)hˇ
(
2m+ j−kξ + η
)
dξ dη.(5.25)
Changing variables ξ := ξ−η
2m+ j−k and η := 2
m+ j−kη, we have
2
j−k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
( fˆΦ)
(
ξ
2m+ j−k
− η
)
(gˆΦ)
(
2m+ j−kη
)
×ei2
mϕ
(
t0
(
ξ
2m+ j−k −η,2
m+ j−kη
)
,
ξ
2m+ j−k −η,2
m+ j−kη
)
hˇ(ξ) dξ dη.
From the Ho¨lder inequality and Plancherel formula, it can be bounded by 2
j−k
2 ‖T j,m,k( f , g)‖L2(R)‖h‖L2(R),
where T j,m,k( f , g)(ξ) is defined as
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
( fˆΦ)
(
ξ
2m+ j−k
− η
)
(gˆΦ)
(
2m+ j−kη
)
e
i2mϕ
(
t0
(
ξ
2m+ j−k −η,2
m+ j−kη
)
,
ξ
2m+ j−k −η,2
m+ j−kη
)
dη.
Therefore, (5.17) can be reduced to∥∥∥T j,m,k( f , g)∥∥∥L2(R) . 2− 2m+k+ j6 ‖ f ‖L2(R)‖g‖L2(R).(5.26)
By the TT ∗ argument, we obtain that ‖T j,m,k( f , g)‖2L2(R) equals to∫ ∞
−∞
[ ∫ ∞
−∞
∫ ∞
−∞
φ2
(
γ′(2− j)
2m+ j−k
)
F(ξ, η1, η2)G(ξ, η1, η2)e
i2mϕ
(
t0
(
ξ
2m+ j−k −η1,2
m+ j−kη1
)
,
ξ
2m+ j−k −η1,2
m+ j−kη1
)
×e−i2
mϕ
(
t0
(
ξ
2m+ j−k −η2 ,2
m+ j−kη2
)
,
ξ
2m+ j−k −η2,2
m+ j−kη2
)
dη1 dη2
]
dξ,
where F(ξ, η1, η2) := ( fˆΦ)
(
ξ
2m+ j−k − η1
)
( fˆΦ)
(
ξ
2m+ j−k − η2
)
;
G(ξ, η1, η2) := (gˆΦ)
(
2m+ j−kη1
)
(gˆΦ)
(
2m+ j−kη2
)
.
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Let η1 := η and η2 := η + τ; then, ‖T j,m,k( f , g)‖2L2(R) is equal to∫ ∞
−∞
[ ∫ ∞
−∞
∫ ∞
−∞
φ2
(
γ′(2− j)
2m+ j−k
)
Fτ
( ξ
2m+ j−k
− η
)
Gτ
(
2m+ j−kη
)
e
i2mϕ
(
t0
(
ξ
2m+ j−k −η,2
m+ j−kη
)
,
ξ
2m+ j−k −η,2
m+ j−kη
)
×e−i2
mϕ
(
t0
(
ξ
2m+ j−k −η−τ,2
m+ j−k(η+τ)
)
,
ξ
2m+ j−k −η−τ,2
m+ j−k(η+τ)
)
dξ dη
]
dτ,
where Fτ(·) := ( fˆΦ)(·)( fˆΦ)(· − τ) and Gτ(·) := (gˆΦ)(·)(gˆΦ)
(· + 2m+ j−kτ). Furthermore, let u :=
ξ
2m+ j−k − η and v := 2m+ j−kη; we have
∥∥∥T j,m,k( f , g)∥∥∥2L2(R) = φ2
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
(∫ ∞
−∞
∫ ∞
−∞
Fτ(u)Gτ(v)e
i2mQτ(u,v) du dv
)
dτ,(5.27)
where
Qτ(u, v) := ϕ(t0(u, v), u, v) − ϕ
(
t0
(
u − τ, v + 2m+ j−kτ
)
, u − τ, v + 2m+ j−kτ
)
.(5.28)
To estimate the bilinear operator T j,m,k( f , g) and obtain (5.26), we use the Ho¨rmander theorem on
the nondegenerate phase [26]. To this aim, we need to establish Proposition 5.3 below. Let us
postpone the proof of Proposition 5.3 for the moment. We now turn to ‖T j,m,k( f , g)‖2L2(R) in (5.27).
Let τ0 := 2
− 2m+ j−k
3 ; noting that Φ is supported on {t ∈ R : 1
8
≤ |t| ≤ 8}, we split it as
∥∥∥T j,m,k( f , g)∥∥∥2L2(R) =φ2
(
γ′(2− j)
2m+ j−k
) ∫
|τ|≤τ0
(∫ ∞
−∞
∫ ∞
−∞
Fτ(u)Gτ(v)e
i2mQτ(u,v) du dv
)
dτ(5.29)
+ φ2
(
γ′(2− j)
2m+ j−k
) ∫
τ0<|τ|≤16
(∫ ∞
−∞
∫ ∞
−∞
Fτ(u)Gτ(v)e
i2mQτ(u,v) du dv
)
dτ.
By the Ho¨lder inequality and Plancherel formula, it is easy to see that ‖Fτ‖L1(R) ≤ ‖ f ‖2L2(R) and
‖Gτ‖L1(R) ≤ ‖g‖2L2(R). On the other hand, we have(∫
τ0<|τ|≤16
‖Fτ‖2L2(R) dτ
) 1
2
=
(∫
τ0<|τ|≤16
∫ ∞
−∞
∣∣∣∣( fˆΦ)(x)( fˆΦ)(x − τ)∣∣∣∣2 dx dτ)
1
2
≤ ‖ f ‖2
L2(R)
,
and (
∫
τ0<|τ|≤16 ‖Gτ‖
2
L2(R)
dτ)
1
2 ≤ 2−m+ j−k2 ‖g‖2
L2(R)
. With all the estimates, from (5.31), by the Ho¨lder
inequality and Ho¨rmander [26, Theorem 1.1], we bound ‖T j,m,k( f , g)‖2L2(R) by∫
|τ|≤τ0
‖Fτ‖L1(R)‖Gτ‖L1(R) dτ +
∫
τ0<|τ|≤16
(
2m|τ0|
)− 1
2 ‖Fτ‖L2(R)‖Gτ‖L2(R) dτ.(5.30)
≤τ0‖ f ‖2L2(R)‖g‖2L2(R) +
(
2m|τ0|
)− 1
2
(∫
τ0<|τ|≤16
‖Fτ‖2L2(R) dτ
) 1
2
(∫
τ0<|τ|≤16
‖Gτ‖2L2(R) dτ
) 1
2
≤
(
τ0 +
(
2m|τ0|
)− 1
2 2−
m+ j−k
2
)
‖ f ‖2
L2(R)
‖g‖2
L2(R)
. 2−
2m+ j−k
3 ‖ f ‖2
L2(R)
‖g‖2
L2(R)
.
Thus, we obtain (5.26), which leads to (5.16).
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Proposition 5.3. Let u, v, u − τ, v + 2m+ j−kτ ∈ supp Φ. Then, there exists a positive constant C
such that ∣∣∣∣∣∣d
2Qτ
dudv
(u, v)
∣∣∣∣∣∣ ≥ C|τ|,(5.31)
where j is large enough.
Proof. Recall that
Qτ(u, v) = ϕ(t0(u, v), u, v) − ϕ
(
t0
(
u − τ, v + 2m+ j−kτ
)
, u − τ, v + 2m+ j−kτ
)
(5.32)
and
ϕ(t, u, v) = −ut − v2k−mγ(2− jt).(5.33)
Let Ψ(u, v) := ϕ(t0(u, v), u, v). Then
Ψ(u, v) = −ut0(u, v) − v2k−mγ(2− jt0(u, v)),(5.34)
where t0(u, v) satisfies ϕ
′
1
(t0(u, v), u, v) = 0. The definition of t0(u, v) leads to
−u − v2−m− j+kγ′(2− jt0(u, v)) = 0.(5.35)
Furthermore, we have
dt0
du
(u, v) = −1
v
2m+2 j−k
γ′′(2− jt0(u, v))
,(5.36)
and
dt0
dv
(u, v) = −1
v
γ′(2− jt0(u, v))
2− jγ′′(2− jt0(u, v))
=
u
v2
2m+2 j−k
γ′′(2− jt0(u, v))
.(5.37)
Therefore,
dΨ
dv
(u, v) = −2k−mγ(2− jt0(u, v))(5.38)
and from (5.35),
d2Ψ
dudv
(u, v) =
u
v
dt0
du
(u, v).(5.39)
Then
d3Ψ
d2udv
(u, v) =
1
v2
2m+2 j−k
γ′′(2− jt0(u, v))
(
γ′γ′′′ − (γ′′)2
(γ′′)2
) (
2− jt0(u, v)
)
.(5.40)
From condition (iii), we have ∣∣∣∣∣∣
(
γ′γ′′′ − (γ′′)2
(γ′′)2
) (
2− jt0(u, v)
)∣∣∣∣∣∣ ≈ 1.(5.41)
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From conditions (i) and (ii), note that γ is either odd or even, γ′ is increasing on (0,∞) and
γ′(2− j)
2m+ j−k ∈ supp φ; thus, we have∣∣∣∣∣∣ 2
m+2 j−k
γ′′(2− jt0(u, v))
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 2
m+ j−k
γ′(2− j)
γ′(2− j)t0(u, v)
γ′(2− jt0(u, v))
γ′(2− jt0(u, v))
2− jt0(u, v)γ′′(2− jt0(u, v))
∣∣∣∣∣∣ ≈ 1.(5.42)
Since v ∈ supp Ψ, from (5.41) and (5.42),∣∣∣∣∣∣ d
3
Ψ
d2udv
(u, v)
∣∣∣∣∣∣ ≈ 1.(5.43)
On the other hand, we write d
3
Ψ
dvdudv
(u, v) as
1
v2
γ′(2− jt0(u, v))
2− jγ′′(2− jt0(u, v))
(
γ′γ′′′ − (γ′′)2
(γ′′)2
) (
2− jt0(u, v)
)
− 1
v2
γ′(2− jt0(u, v))
2− jγ′′(2− jt0(u, v))
.(5.44)
As in (5.43), we have ∣∣∣∣∣∣ d
3
Ψ
dvdudv
(u, v)
∣∣∣∣∣∣ . 1.(5.45)
By the mean value theorem, we rewrite
d2Qτ
dudv
(u, v) as
d3Ψ
d2udv
(u − θ1τ, v) · τ −
d3Ψ
dvdudv
(
u − τ, v + θ22m+ j−kτ
)
· 2m+ j−kτ,
where θ1, θ2 ∈ [0, 1]. From (5.43),(5.45), and 2m+ j−k ≈ γ′(2− j) when j is large enough, we have∣∣∣∣∣∣d
2Qτ
dudv
(u, v)
∣∣∣∣∣∣ & (1 − 2m+ j−k)|τ| & |τ|.(5.46)
This finishes the proof of Proposition 5.3. 
5.2 Another estimate by σ-uniformity and the TT ∗ argument
In this subsection, we set up
∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) .
 2
− m
16 ‖ f ‖L2(R)‖g‖L2(R), if j − k + 2m ≤ 0,
Λ j,m,k‖ f ‖L2(R)‖g‖L2(R), if j − k + 2m > 0,
(5.47)
where Λ j,m,k := max{2 15m16 +
j
2
− k
2 , 2
m
16 (max{2m+ j−k, 2−m4 }) 12 }.
We start by quoting a lemma stated in [16, Lemma 4.4] or [24, Lemma 3.3], which is a slight
variant of [34, Theorem 7.1] and is called the σ-uniformity argument. Indeed, this argument can
be traced back to Christ et al. [8] and Gowers [21]. Let σ ∈ (0, 1], I ⊂ R be a fixed bounded
interval, and U(I) be a nontrivial subset of L2(I) with ‖u‖L2(I) ≤ C uniformly for every element of
u ∈ U(I). We say that a function f ∈ L2(I) is σ-uniform in U(I) if∣∣∣∣∣
∫
I
f (x)u(x) dx
∣∣∣∣∣ ≤ σ‖ f ‖L2(I)
for all u ∈ U(I).
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Lemma 5.4. [34, Theorem 7.1] Let L be a bounded sublinear functional from L2(I) to C, S σ be
the set of all functions that are σ-uniform in U(I),
Aσ := sup
f∈Sσ
|L( f )|
‖ f ‖L2(I)
and M := sup
u∈U(I)
|L(u)|.
Then, for all f ∈ L2(I), we have
|L( f )| ≤ max
{
Aσ, 2σ−1M
}
‖ f ‖L2(I).
We now turn to the proof of (5.47) by using Lemma 5.4. Let I := supp Φ, and for any given
g ∈ L2(R), let
L(χI fˆ ) :=
∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) .
Step 1: Estimates forAσ
We split the interval [2k− jN, 2k− j(N + 1)] as
⋃2m
w=1 Iw, where
Iw := [aw, aw+1] :=
[
2k− jN +
w − 1
2m+ j−k
, 2k− jN +
w
2m+ j−k
]
.
Furthermore, let us set
I′w :=
[
2k− jN +
w − 1
2m+ j−k
− 4C12m, 2k− jN +
w
2m+ j−k
+ 4C12
m
]
.
It is easy to see that x − 2kγ(2− jt) ∈ I′w if x ∈ Iw, since γ
′(2t)
γ′(t) ≤ C1 for all t ∈ supp ρ. We write
B∗
j,m,k( f , g)(x) · χ[2k− jN,2k− j(N+1)](x) as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) 2m∑
w=1
χIw(x)
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)Φ(ξ) ̂˙gw(η)ei2m+ j−kξxeiηxI j,m,k(ξ, η) dξ dη,
where I j,m,k can be found in (5.19) and g˙w := (χI′w · Φˇ ∗ g).
For h ∈ L2(R), based on ξ ∈ supp Φ and 2m+ j−k |x − aw| ≤ 1 for all x ∈ Iw, by Taylor’s theorem
ei2
m+ j−kξ(x−aw), it is safe to split
∫ ∞
−∞ B
∗
j,m,k( f , g)(x) ·χ[2k− jN,2k− j(N+1)](x)h(x) dx as the sum of I and II,
where
I := 2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
)∑2m
w=1
∑
l∈N
il
l!
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)Φ(ξ)e
i2m+ j−kξaw ̂˙gw(η)(1 − G(η))I j,m,k(ξ, η)ξl
×F −1
((
2m+ j−k(· − aw)
)l
χIw(·)h(·)
)
(η) dξ dη;
II := 2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
)∑2m
w=1
∑
l∈N
il
l!
∫ ∞
−∞
∫ ∞
−∞ fˆ (ξ)Φ(ξ)e
i2m+ j−kξaw ̂˙gw(η)G(η)I j,m,k(ξ, η)ξl
×F −1
((
2m+ j−k(· − aw)
)l
χIw(·)h(·)
)
(η) dξ dη,
G is a bump function supported on {t ∈ R : 1
64C1
≤ |t| ≤ 64C1} such that G(t) = 1 on {t ∈ R :
1
32C1
≤ |t| ≤ 32C1}, and F −1( f ) means the inverse Fourier transform of f .
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For I. First, we obtain that |I j,m,k | ≤ 2−m. Indeed, note that |η| ≤ 132C1 or |η| ≥ 32C1, and
ξ ∈ supp Φ, γ′(2− j)
2m+ j−k ∈ supp φ; we have |ϕ′1(t, ξ, η)| ≥ |ξ| − |2−m− j+kγ′(2− jt)η| ≥ 116 or |ϕ′1(t, ξ, η)| ≥
|2−m− j+kγ′(2− jt)η| − |ξ| ≥ 8. Note that ϕ′′
1
(t, ξ, η) = −2−m− j+k2− jγ′′(2− jt)η, by the Van der Corput
lemma, for example, see [42, P. 332, Proposition 2], we have |I j,m| ≤ 2−m. Therefore, by the Ho¨lder
inequality, Plancherel formula and Cauchy-Schwarz inequality, we bound |I| by
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) 2m∑
w=1
∑
l∈N
8l
l!
2−m
∥∥∥χI fˆ ∥∥∥L2(R) ‖g˙w‖L2(R)
∥∥∥∥∥(2m+ j−k(· − aw))l χIw(·)h(·)
∥∥∥∥∥
L2(R)
≤2m+ j−k2 φ
(
γ′(2− j)
2m+ j−k
)∑
l∈N
8l
l!
2−m
∥∥∥χI fˆ ∥∥∥L2(R)

2m∑
w=1
‖g˙w‖2L2(R)

1
2

2m∑
w=1
∥∥∥∥∥(2m+ j−k(· − aw))l χIw(·)h(·)
∥∥∥∥∥2
L2(R)

1
2
≤2 −m+ j−k2
∥∥∥χI fˆ ∥∥∥L2(R)

2m∑
w=1
‖g˙w‖2L2(R)

1
2
‖h‖L2(R),
where the last inequality is a result of the fact that 2m+ j−k |x − aw| ≤ 1 for all x ∈ Iw. Based on the
overlap property of {I′w}2
m
w=1
, we have

[∑2m
w=1 ‖g˙w‖2L2(R)
] 1
2
. ‖g‖L2(R), if j − k + 2m ≤ 0;[∑2m
w=1 ‖g˙w‖2L2(R)
] 1
2
. 2
2m+ j−k
2 ‖g‖L2(R), if j − k + 2m > 0.
Therefore,
|I| .

2−
m
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m ≤ 0,
2
m+ j−k
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m > 0.(5.48)
For II, we write II as II1 + II2 by using the decomposition in (5.23). As in I, it is easy to see that
|II1 | .

2−m
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m ≤ 0,
2
j−k
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m > 0.(5.49)
II2 can be written as
2
m+ j−k
2 φ
(
γ′(2− j)
2m+ j−k
) 2m∑
w=1
∑
l∈N
il
l!
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)Φ(ξ)ei2
m+ j−kξaw ̂˙gw(η)G(η)ei2mϕ(t0(ξ,η),ξ,η)(5.50)
×
(
2π
−i2mϕ′′
1
(t0(ξ, η), ξ, η)
) 1
2
ρ(t0(ξ, η))ξ
lF −1
((
2m+ j−k(· − aw)
)l
χIw(·)h(·)
)
(η) dξ dη
=:
(
2π
−i
) 1
2
2
j−k
2 φ
(
γ′(2− j)
2m+ j−k
) 2m∑
w=1
∑
l∈N
il
l!
∫ ∞
−∞
Υ(η) ̂˙gw(η)F −1 ((2m+ j−k(· − aw))l χIw(·)h(·)) (η) dη,
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where 
Υ(η) :=
∫
I
υ(ξ, η) fˆ (ξ)ei2
mϕ(t0(ξ,η),ξ,η)ei2
m+ j−kξaw dξ;
υ(ξ, η) := ρ(t0(ξ, η))
(
1
ϕ′′
1
(t0(ξ,η),ξ,η)
) 1
2 G(η)ξlΦ(ξ).
To apply Lemma 5.4, we first define
U(I) :=
{
uη,r(ξ) ∈ L2(I) : r ∈ R,
1
64C1
≤ |η| ≤ 64C1
}
,
where uη,r(ξ) := υ(ξ, η)e
−i2mϕ(t0(ξ,η),ξ,η)e−irξ. From condition (ii), (5.21) and γ
′(2− j)
2m+ j−k ∈ supp φ, it is
easy to see that ‖uη,r‖L2(I) ≤ C uniformly for every element of uη,r ∈ U(I). To estimate Aσ, we
first assume that χI fˆ ∈ L2(I) is σ-uniform in U(I), which further implies that
|Υ(η)| ≤ σ
∥∥∥χI fˆ ∥∥∥L2(R) .(5.51)
Regarding I, let σ := 2−
m
16 ; it is easy to see that
|II2 | .

2−
m
16
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m ≤ 0,
2
7m
16 2
m+ j−k
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m > 0.(5.52)
From (5.48), (5.49), and (5.52), |
∫ ∞
−∞ B
∗
j,m,k( f , g)(x) · χ[2k− jN,2k− j(N+1)](x)h(x) dx| can be bounded by
2−
m
16
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m ≤ 0,
2
7m
16 2
m+ j−k
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R)2 j−k2 ‖h‖L2(R), if j − k + 2m > 0.
Let h := sgn(B∗
j,m,k( f , g)) · χ[2k− jN,2k− j(N+1)]. ‖B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]‖L1(R) can be bounded by
2−
m
16
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R), if j − k + 2m ≤ 0,
2
7m
16 2
m+ j−k
2
∥∥∥χI fˆ ∥∥∥L2(R) ‖g‖L2(R), if j − k + 2m > 0.
It is easy to see that by the definition of L(χI fˆ ) that
Aσ .
 2
− m
16 ‖g‖L2(R), if j − k + 2m ≤ 0,
2
7m
16 2
m+ j−k
2 ‖g‖L2(R), if j − k + 2m > 0.
(5.53)
Step 2: Estimates forM
For̟ ∈ L∞(R), let x := 2k− jx + 2kγ(2− jt);
∫ ∞
−∞ B
∗
j,m,k( f , g)(x)̟(x) dx can be written as
2
m− j+k
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
Φˇ ∗ f
(
2mx + 2m+ jγ(2− jt) − 2mt
)
(5.54)
×Φˇ ∗ g
(
2k− jx
)
̟
(
2k− jx + 2kγ(2− jt)
)
ρ(t) dt dx.
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Therefore, ∣∣∣∣∣
∫ ∞
−∞
B∗j,m,k( f , g)(x)̟(x) dx
∣∣∣∣∣ ≤ ‖g‖L2(R)‖T (̟)‖L2(R),(5.55)
where T (̟)(x) is defined as
2
m
2 φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
Φˇ ∗ f
(
2mx + 2m+ jγ(2− jt) − 2mt
)
̟
(
2k− jx + 2kγ(2− jt)
)
ρ(t) dt.
Let χI(ξ) fˆ (ξ) := υ(ξ, η)e
−i2mϕ(t0(ξ,η),ξ,η)e−irξ and x := x + 2−mr, ‖T (̟)‖2
L2(R)
equals to
2mφ2
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣∣
∫ ∞
−∞
κ(x, t)̟
(
2k− jx + 2k− j−mr + 2kγ(2− jt)
)
ρ(t) dt
∣∣∣∣∣2 dx,(5.56)
where
κ(x, t) :=
∫ ∞
−∞
Φ(ξ)υ(ξ, η)ei2
m(xξ+2 jγ(2− jt)ξ−tξ−ϕ(t0 (ξ,η),ξ,η)) dξ.
Furthermore, let us set
K(ξ, x, t) := xξ + 2 jγ(2− jt)ξ − tξ − ϕ(t0(ξ, η), ξ, η),(5.57)
we have K′
1
(ξ, x, t) := x + 2 jγ(2− jt) − t + t0(ξ, η). There exists a positive constant δ such that
|2 jγ(2− jt) − t + t0(ξ, η)| ≤ δ4 for j large enough. Therefore, we can split (5.56) as
‖T (̟)‖2
L2(R)
=: ‖T (̟), a‖2
L2(R)
+ ‖T (̟), b‖2
L2(R)
(5.58)
by 1 = (1 − ∆(x)) + ∆(x) on the right-hand side of (5.56), where ∆ is a bump function supported
on {x ∈ R : |x| ≤ δ} such that ∆(x) = 1 on {x ∈ R : |x| ≤ δ
2
}. For ‖T (̟), a‖2
L2(R)
, we have
|K′
1
(ξ, x, t)| ≥ |x| − |2 jγ(2− jt) − t + t0(ξ, η)| ≥ |x| − δ4 ≥ |x|2 . Note that K′′1 (ξ, x, t) = − 1η 2
m+2 j−k
γ′′(2− jt0(ξ,η))
,
by the Van der Corput lemma, for example, see [42, P. 332, Proposition 2], we have that |κ(x, t)| ≤
2−m|x|−1. Then
‖T (̟), a‖2
L2(R)
. 2m
∫
|x|≥ δ
2
(2−m|x|−1)2 dx
 · ‖̟‖2L∞(R) . 2−m‖̟‖2L∞(R).(5.59)
We now turn to ‖T (̟), b‖2
L2(R)
; it has been defined as
2mφ2
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣∣
∫ ∞
−∞
κ(x, t)̟
(
2k− jx + 2k− j−mr + 2kγ(2− jt)
)
ρ(t) dt
∣∣∣∣∣2 ∆(x) dx.(5.60)
For κ(x, t), whose phase function is 2mK(ξ, x, t). Let ξ(x, t) satisfy K′
1
(ξ(x, t), x, t) = 0; in other
words,
x + 2 jγ(2− jt) − t + t0(ξ(x, t), η) = 0.(5.61)
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By the stationary phase method, we assert that
κ(x, t) = ei2
mK(ξ(x,t),x,t)
(
2π
−i2mK′′
1
(ξ(x, t), x, t)
) 1
2
Φ(ξ(x, t)) · υ(ξ(x, t), η) + O(2− 32m).(5.62)
From (5.62), we split ‖T (̟), b‖2
L2(R)
as
‖T (̟), b‖2
L2(R)
=: ‖T (̟), b, I‖2
L2(R)
+ ‖T (̟), b, II‖2
L2(R)
.(5.63)
Furthermore, it is easy to see that
‖T (̟), b, II‖2
L2(R)
. 2−2m‖̟‖2L∞(R).(5.64)
For ‖T (̟), b, I‖2
L2(R)
, which can be written as
φ2
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣∣∣
∫ ∞
−∞
ei2
mK(ξ(x,t),x,t)
(
1
K′′
1
(ξ(x, t), x, t)
) 1
2
Φ(ξ(x, t))(5.65)
×υ(ξ(x, t), η)̟
(
2k− jx + 2k− j−mr + 2kγ(2− jt)
)
ρ(t) dt
∣∣∣∣∣∣
2
∆(x) dx =: ‖T (̟)‖2
L2(R)
,
where T (̟)(x) is defined as
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
√
∆(x)ei2
mK(ξ(x,t),x,t)
(
1
K′′
1
(ξ(x, t), x, t)
) 1
2
Φ(ξ(x, t)) · υ(ξ(x, t), η)(5.66)
×̟
(
2k− jx + 2k− j−mr + 2kγ(2− jt)
)
ρ(t) dt.
Let
y(x, t) := x + 2 jγ(2− jt) − t.(5.67)
Note that from (5.20), (5.61), and (5.57), we have K(ξ(x, t), x, t) = 2k−mηγ(−2− jy(x, t)). Let
Q j(t) :=
2 jγ(2− jt)
γ′(2− j) and u := Q j(t). We rewrite T (̟)(x) as
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
√
∆(x)e
i2m2k−m− jγ′(2− j)ηQ j
(
−y
(
x,Q−1
j
(u)
))  1K′′
1
(
ξ
(
x,Q−1
j
(u)
)
, x,Q−1
j
(u)
)

1
2
×Φ
(
ξ
(
x,Q−1j (u)
))
· υ
(
ξ
(
x,Q−1j (u)
)
, η
)
̟
(
2k− jx + 2k−m− jr + 2m2k−m− jγ′(2− j)u
) ρ (Q−1j (u))
(Q j)′
(
Q−1
j
(u)
) du.
Furthermore, denote K(x, u) as
φ
(
γ′(2− j)
2m+ j−k
) √
∆(x)[
K′′
1
(
ξ
(
x,Q−1
j
(u)
)
, x,Q−1
j
(u)
)] 1
2
Φ
(
ξ
(
x,Q−1j (u)
))
· υ
(
ξ
(
x,Q−1j (u)
)
, η
) ρ (Q−1j (u))
(Q j)′
(
Q−1
j
(u)
) ,(5.68)
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T (̟)(x) can be written as∫ ∞
−∞
K(x, u)ei2m2k−m− jγ′(2− j)ηQ j
(
−y
(
x,Q−1
j
(u)
))
̟
(
2k− jx + 2k−m− jr + 2m2k−m− jγ′(2− j)u
)
du.(5.69)
By the TT ∗ argument, ‖T (̟)‖2
L2(R)
is equal to
∫ ∞
−∞
[ ∫ ∞
−∞
∫ ∞
−∞
K(x, u1)K(x, u2)
×̟
(
2k− jx + 2k−m− jr + 2m2k−m− jγ′(2− j)u1
)
̟
(
2k− jx + 2k−m− jr + 2m2k−m− jγ′(2− j)u2
)
×ei2m2k−m− jγ′(2− j)ηQ j
(
−y
(
x,Q−1
j
(u1)
))
e
−i2m2k−m− jγ′(2− j)ηQ j
(
−y
(
x,Q−1
j
(u2)
))
du1 du2
]
dx.
By changing the variables u1 := v + τ, u2 := v and x := x − γ′(2− j)v, which can be further written
as ∫ ∞
−∞
∫ ∞
−∞
Wτ(x)
(∫ ∞
−∞
Kτ,x(v)e
i2m2k−m− jγ′(2− j)ηPτ,x(v) dv
)
dx dτ,(5.70)
where 
Kτ,x(v) := K(x − γ′(2− j)v, v + τ) · K(x − γ′(2− j)v, v);
Wτ(x) := ̟
(
2k− jx + 2k−m− jr + 2m2k−m− jγ′(2− j)τ
)
·̟ (2k− jx + 2k−m− jr);
Pτ,x(v) := Q j
(
−y
(
x − γ′(2− j)v,Q−1
j
(v + τ)
))
− Q j
(
−y
(
x − γ′(2− j)v,Q−1
j
(v)
))
.
From the definition of y(x, t) in (5.67), we have −y(x − γ′(2− j)v,Q−1
j
(v)) = −x + Q−1
j
(v) and
−y(x−γ′(2− j)v,Q−1
j
(v+τ)) = −x−γ′(2− j)τ+Q−1
j
(v+τ). Furthermore, let P(x, v) := Q j(−x+Q−1j (v)).
Then
Pτ,x(v) = P(x + γ
′(2− j)τ, v + τ) − P(x, v).
We now turn to ‖T (̟)‖2
L2(R)
. Indeed, from the definition of K in (5.68), we have Q−1
j
(v) ∈
supp ρ, and |v| . 1 for j large enough. At the same time, we have |v + τ| . 1. Therefore, there
exists a positive constant ǫ0 > 1 such that
|τ| ≤ ǫ0.(5.71)
Furthermore, we also have |Kτ,x(v)| . 1, which leads to∣∣∣∣∣
∫ ∞
−∞
Kτ,x(v)e
i2m2k−m− jγ′(2− j)ηPτ,x(v) dv
∣∣∣∣∣ . 1.(5.72)
We now consider two cases, i.e.,
γ′(2− j)
|x| ≥ 12ǫ0 and
γ′(2− j)
|x| <
1
2ǫ0
. For the first case, note that
γ′(2− j)
2m+ j−k ∈ supp φ; it is easy to see that
‖T (̟)‖2
L2(R)
. 2m+ j−k‖̟‖2L∞(R).(5.73)
For the second case, i.e.,
γ′(2− j)
|x| <
1
2ǫ0
. We need the following Lemma 5.5 and Proposition 5.6.
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Lemma 5.5. [33, Lemma 2.1] Suppose φ is real-valued and smooth in (a, b) and that both |φ′(x)| ≥
σ1 and |φ′′(x)| ≤ σ2 for any x ∈ (a, b). Then,∣∣∣∣∣∣
∫ b
a
eiφ(t) dt
∣∣∣∣∣∣ ≤ 2σ1 + (b − a)σ2σ21 .
Proposition 5.6. Let all of the variables x, τ, v, and η be the same as in (5.70). If γ
′(2− j)
|x| <
1
2ǫ0
,
then there exists a positive constant C such that∣∣∣∣∣dPτ,xdv (v)
∣∣∣∣∣ ≥ C|x||τ| and
∣∣∣∣∣∣d
2Pτ,x
d2v
(v)
∣∣∣∣∣∣ ≤ C|x|(5.74)
where j is large enough and ǫ0 can be found in (5.71).
Let us postpone the proof of Proposition 5.6 for the moment. By Lemma 5.5, similar to the
Corollary on P. 334 in Stein’s book [42], with (5.74) in Proposition 5.6 and the fact that
γ′(2− j)
2m+ j−k ∈
supp φ and 1
64C1
≤ |η| ≤ 64C1, we have∣∣∣∣∣
∫ ∞
−∞
Kτ,x(v)e
i2m2k−m− jγ′(2− j)ηPτ,x(v) dv
∣∣∣∣∣ . 12m|x||τ| + 12m|x||τ|2 .(5.75)
From (5.72) and (5.75), we can estimate∣∣∣∣∣
∫ ∞
−∞
Kτ,x(v)e
i2m2k−m− jγ′(2− j)ηPτ,x(v) dv
∣∣∣∣∣ .
(
1
2m|x||τ|
) 1
4
+
(
1
2m|x||τ|2
) 1
4
.(5.76)
Note that |v| . 1, from the definition of K , we have |x| . 1 for j large enough. From (5.71) and
(5.76), we have
‖T (̟)‖2
L2(R)
.
∫
|τ|≤ǫ0
∫
|x|.1
(
1
2m|x||τ|
) 1
4
+
(
1
2m|x||τ|2
) 1
4
dx dτ · ‖̟‖2L∞(R) . 2−
m
4 ‖̟‖2L∞(R).(5.77)
By combining (5.73), (5.65), (5.63), (5.64), (5.58) and (5.59), we have
‖T (̟)‖2
L2(R)
.
(
2m+ j−k + 2−
m
4 + 2−2m + 2−m
)
‖̟‖2L∞(R).(5.78)
By (5.55), we have∣∣∣∣∣
∫ ∞
−∞
B∗j,m( f , g)(x)̟(x) dx
∣∣∣∣∣ ≤ (2m+ j−k + 2−m4 + 2−2m + 2−m) 12 ‖g‖L2(R)‖̟‖L∞(R).(5.79)
Let ̟ := sgn
(
B∗
j,m( f , g)
)
· χ[2k− jN,2k− j(N+1)]. We see that∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) ≤ (2m+ j−k + 2−m4 + 2−2m + 2−m)
1
2 ‖g‖L2(R).(5.80)
Furthermore, it is clear by the definition of L(χI fˆ ) that
M .

2−
m
8 ‖g‖L2(R), if j − k + 2m ≤ 0,(
max
{
2m+ j−k, 2−
m
4
}) 1
2 ‖g‖L2(R), if j − k + 2m > 0.
(5.81)
We now state the proof of Proposition 5.6.
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Proof. By simple calculation, we have
dP
dv
(x, v) = (Q j)
′ (Q−1j (v) − x) · (Q−1j )′(v) = (Q j)
′ (Q−1
j
(v) − x
)
(Q j)′
(
Q−1
j
(v)
) .(5.82)
Here, we used the fact that (Q−1
j
)′(v) · (Q j)′(Q−1j (v)) = 1. Furthermore, we have
d2P
dxdv
(x, v) = −
(Q j)
′′ (Q−1
j
(v) − x
)
(Q j)′
(
Q−1
j
(v)
) = −2− jγ′′
(
2− j
(
Q−1
j
(v) − x
))
γ′
(
2− jQ−1
j
(v)
) .(5.83)
From (5.61), we have Q−1
j
(v)− x = t0(ξ(x− γ′(2− j)v,Q−1j (v)), η), which implies that 12 ≤ |Q−1j (v)−
x| ≤ 2. It is also easy to see that 1
2
≤ |Q−1
j
(v)| ≤ 2. From conditions (i) and (ii), | d2P
dxdv
(x, v)| can be
bounded by∣∣∣∣∣∣∣∣
2− j
2− j
(
Q−1
j
(v) − x
) 2− j
(
Q−1
j
(v) − x
)
γ′′
(
2− j
(
Q−1
j
(v) − x
))
γ′
(
2− j
(
Q−1
j
(v) − x
)) γ′
(
2− j
(
Q−1
j
(v) − x
))
γ′
(
2− jQ−1
j
(v)
)
∣∣∣∣∣∣∣∣ . 1.(5.84)
On the other hand, by the mean value theorem,
d2P
d2v
(x, v) = −
γ′
(
2− j
(
Q−1
j
(v) − x
))
γ′(2− j)2− j(
γ′
(
2− jQ−1
j
(v)
))2
(
γ′′
γ′
)′ (
2− j
(
Q−1j (v) − ϑx
))
· 2− jx,(5.85)
where ϑ ∈ [0, 1]. Noting that (γ′′γ′ )′(t) = −(
γ′
γ′′ )
′(t)( tγ
′′ (t)
γ′(t) )
2 1
t2
, which, together with Theorem 1.1(i)
to Theorem 1.1(iii), shows that ∣∣∣∣∣∣d
2P
d2v
(x, v)
∣∣∣∣∣∣ ≈ |x|.(5.86)
By the mean value theorem, we write
dPτ,x
dv
(v) =
d2P
dxdv
(
x + ϑ1γ
′(2− j)τ, v + τ
)
· γ′(2− j)τ + d
2P
d2v
(x, v + ϑ2τ) · τ,
where ϑ1, ϑ2 ∈ [0, 1]. From (5.84) and (5.86), note that γ
′(2− j)
|x| <
1
2ǫ0
< 1
2
; it follows that∣∣∣∣∣dPτ,xdv (v)
∣∣∣∣∣ ≥
∣∣∣∣∣∣d
2P
d2v
(x, v + ϑ2τ)
∣∣∣∣∣∣ · |τ| −
∣∣∣∣∣∣ d
2P
dxdv
(
x + ϑ1γ
′(2− j)τ, v + τ
)∣∣∣∣∣∣ · γ′(2− j)|τ| & |x||τ|2 .(5.87)
This is the desired result regarding |dPτ,x
dv
(v)|. For |d2Pτ,x
d2v
(v)|, from (5.86) and γ′(2− j)|x| < 12 , |τ| . 1, it
implies ∣∣∣∣∣∣d
2Pτ,x
d2v
(v)
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣d
2P
d2v
(
x + γ′(2− j)τ, v + τ
)∣∣∣∣∣∣ +
∣∣∣∣∣∣d
2P
d2v
(x, v)
∣∣∣∣∣∣ . |x|.(5.88)
This finishes the proof of Proposition 5.6. 
Step 3: Estimates for (5.47)
From (5.53) and (5.81), note that σ = 2−
m
16 and ‖χI fˆ ‖L2(I) ≤ ‖ f ‖L2(R); by Lemma 5.4 and the
definition of L(χI fˆ ), for any χI fˆ ∈ L2(I), it is easy to obtain (5.47).
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5.3 Proof of proposition 5.2
In Subsection 5.1, we obtained (see (5.16))∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) . 2− 2m+ j−k6 ‖ f ‖L2(R)‖g‖L2(R).(5.89)
In Subsection 5.2, we bounded ‖B∗
j,m,k
( f , g) · χ[2k− jN,2k− j(N+1)]‖L1(R) (see (5.47)) by 2
− m
16 ‖ f ‖L2(R)‖g‖L2(R), if j − k + 2m ≤ 0,
Λ j,m,k‖ f ‖L2(R)‖g‖L2(R), if j − k + 2m > 0,
whereΛ j,m,k := max{2 15m16 +
j
2
− k
2 , 2
m
16 (max{2m+ j−k, 2−m4 }) 12 }. Our goal is to prove that (see Proposition
5.2, (5.15)) ∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) . 2−ε′0m‖ f ‖L2(R)‖g‖L2(R).(5.90)
Indeed, for the case that j−k+2m ≤ 0, (5.90) is true with ε′
0
:= 1
16
. For the case that j−k+2m > 0,
we have ∥∥∥∥B∗j,m,k( f , g) · χ[2k− jN,2k− j(N+1)]∥∥∥∥L1(R) . 2 15m16 + j2− k2 ‖ f ‖L2(R)‖g‖L2(R).(5.91)
Thus, combined with (5.89), we have ‖B∗
j,m( f , g) · χ( 2m
γ′(2− j)N,
2m
γ′(2− j) (N+1))
‖L1(R) is bounded by
(
2
15m
16
+
j
2
− k
2
) 1
4 ·
(
2−
2m+ j−k
6
) 3
4 ‖ f ‖L2(R)‖g‖L2(R) . 2−
m
64 ‖ f ‖L2(R)‖g‖L2(R).(5.92)
This is (5.90) with ε′
0
:= 1
64
. These are the proof of Proposition 5.2.
We obtain the L2(R) × L2(R) → L1(R) estimate for H3γ( f , g).
6 Weak-Lp(R) × Lq(R)→ Lr(R) boundedness of Hm( f , g)
We begin with a lemma which can be found in [1, Lemma 5.4]:
Lemma 6.1. [1, Lemma 5.4] Let 0 < p < ∞ and A > 0. Then, the following statements are
equivalent:
(i) ‖ f ‖Lp,∞(R) ≤ A.
(ii) For every Lebesgue measurable set E with 0 < |E| < ∞, there exists a subset E′ ⊂ E with
|E′| ≥ |E|
2
such that |〈 f , χE′〉| . A|E|
1
p′ .
Recall that ψλ(ξ) = 2
λψ(2λξ); we rewrite H3γ( f , g) as
H3γ( f , g)(x) =
∑
j∈Z
∑
m∈N
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
φˇm+ j ∗ f
(
x − 2− jt
)
φˇk ∗ g
(
x − γ(2− jt)
)
ρ(t) dt.(6.1)
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Let
Hm( f , g)(x) :=
∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
φˇm+ j ∗ f
(
x − 2− jt
)
φˇk ∗ g
(
x − γ(2− jt)
)
ρ(t) dt.(6.2)
In this section, we show that
‖Hm( f , g)‖Lr,∞(R) . m‖ f ‖Lp(R)‖g‖Lq(R)(6.3)
for r > 1
2
. We put the absolute value inside the integral and define
|Hm|( f , g)(x) :=
∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣φˇm+ j ∗ f (x − 2− jt) φˇk ∗ g (x − γ(2− jt)) ρ(t)∣∣∣∣ dt.(6.4)
Indeed, our goal is to obtain
‖|Hm|( f , g)‖Lr,∞ (R) . m‖ f ‖Lp(R)‖g‖Lq(R).(6.5)
The main tool is Lemma 6.1 above. Therefore, we may assume that f := χF1 and g := χF2
throughout this section, where F1 and F2 are a Lebesgue measurable set satisfying 0 < |F1|, |F2| <
∞. Furthermore, let us set F3 as a Lebesgue measurable set with 0 < |F3| < ∞ and define
Ω :=
{
x ∈ R : MχF1(x) > C
|F1|
|F3|
}⋃{
x ∈ R : MχF2(x) > C
|F2|
|F3|
}
,(6.6)
where M is the Hardy-Littlewood maximal function. From the weak-(1, 1) boundedness of the
uncentered Hardy-Littlewood maximal function M, we may assume that |Ω| < |F3 |
2
with C large
enough. Let F′
3
:= F3\Ω; we have |F′3| > |F3 |2 . By Lemma 6.1, for r > 12 , it suffices to prove
|〈|Hm|( f , g), χE′ 〉| . m|F1|
1
p |F2|
1
q |F3|
1
r′ .(6.7)
Recall that ψ is a nonnegative Schwartz function such that ψˆ is supported on {t ∈ R : |t| ≤ 1
100
}
and satisfies ψˆ(0) = 1, and ψλ(x) = 2
λψ(2λx). Furthermore, let Ωλ :=
{
x ∈ Ω : dist(x,Ω∁) ≥ 2−λ
}
and ψ˜λ := χ
Ω
∁
λ
∗ ψλ. Therefore, we may split φˇm+ j ∗ f as:
Fm, j(x, t) :=
(
ψ˜m+ j · φˇm+ j ∗ f
) (
x − 2− jt
)
and F
∁
m, j(x, t) :=
((
1 − ψ˜m+ j
)
· φˇm+ j ∗ f
) (
x − 2− jt
)
.
Similarly, we split φˇk ∗ g as:
Gk, j(x, t) :=
(
ψ˜k · φˇk ∗ g
) (
x − γ(2− jt)
)
and G
∁
k, j
(x, t) :=
((
1 − ψ˜k
)
· φˇk ∗ g
) (
x − γ(2− jt)
)
.
Then, |Hm|( f , g) can be split into three error terms:
|H1m|( f , g)(x) :=
∑
j∈Z
∑
k∈Z φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣F∁m, j(x, t)Gk, j(x, t)ρ(t)∣∣∣∣ dt;
|H2m|( f , g)(x) :=
∑
j∈Z
∑
k∈Z φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣F∁m, j(x, t)G∁k, j(x, t)ρ(t)∣∣∣∣ dt;
|H3m|( f , g)(x) :=
∑
j∈Z
∑
k∈Z φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣Fm, j(x, t)G∁k, j(x, t)ρ(t)∣∣∣∣ dt,
(6.8)
and a major term:
|H4m|( f , g)(x) :=
∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣Fm, j(x, t)Gk, j(x, t)ρ(t)∣∣∣ dt.(6.9)
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6.1 Error terms |H1m|( f , g), |H2m|( f , g), |H3m|( f , g)
In this subsection, we want to prove that
|〈|Him|( f , g), χE′〉| . m|F1|
1
p |F2|
1
q |F3|
1
r′(6.10)
for all i ∈ {1, 2, 3} and r > 1
2
.
We will set up (6.10) for |H1m|( f , g). The proofs for |H2m|( f , g) and |H3m|( f , g) are similar. Let
K ∈ N be large enough; for any x, y ∈ R and any Lebesgue measurable set E ⊂ R, define
δ j,K(x, y) :=
1(
1 + 2 j+m|x − y|)K and δ j,K(x, E) :=
1(
1 + 2 j+mdist(x, E)
)K .
Noting that ψ˜m+ j(x − 2− jt) =
∫
Ω
∁
j+m
2 j+mψ(2 j+m(x − 2− jt − y)) dy and
∫
Ω
∁
j+m
⋃
Ω j+m
2 j+mψ(2 j+m(x −
2− jt−y)) dy = 1 since ψˆ(0) = 1, we have (1−ψ˜m+ j)(x−2− jt) =
∫
Ω j+m
2 j+mψ(2 j+m(x−2− jt−y)) dy .∫
Ω j+m
2 j+mδ j,K(x − 2− jt, y) dy. Therefore, |〈|H1m|( f , g), χE′ 〉| can be bounded by
∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫
Ω∁
∫ ∞
−∞
∫
Ω j+m
2 j+mδ j,K(x − 2− jt, y)(6.11)
×
∣∣∣∣φˇm+ j ∗ f (x − 2− jt) φˇk ∗ g (x − γ(2− jt)) ρ(t)∣∣∣∣ dy dt dx.
There are two cases: x − 2− jt ∈ Ω∁ and x − 2− jt ∈ Ω.
Case I: x − 2− jt ∈ Ω∁
It is easy to see that M f (x) = MχF1(x) ≤ 1 for all x ∈ R; from the definition of Ω, it implies
|φˇm+ j ∗ f (x − 2− jt)| .
( |F1|
|F3|
) 1
p
.
Furthermore, let us set tr j(t) := 2
− jt − γ(2− jt) and u := x− 2− jt for any given t, then x− γ(2− jt) =
u + tr j(t). We also have
φˇk ∗ g . MχF2 and δ j,K(x − 2− jt, y) ≤ δ j, K
2
(y,Ω∁) · δ j, K
2
(u, y).
Therefore, (6.11) is dominated by
( |F1|
|F3|
) 1
p ∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫
Ω j+m
δ j, K
2
(y,Ω∁)
∫
Ω∁
2 j+mδ j, K
2
(u, y)
(∫ ∞
−∞
MχF2
(
u + tr j(t)
)
|ρ(t)| dt
)
du dy.
For any given u ∈ Ω∁, let τ := u + tr j(t). Then, for j > 0 large enough, we have
dt ≤ dτ
2− j − 2− jγ′(2 · 2− j) . 2
j dτ.
On the other hand, note that γ(t) and
γ(t)
t
are increasing on (0,∞) and (2.1); we have
|2− jt − γ(2− jt)| ≤ 2 · 2− j + 2C1γ(2− j) . 2− j.
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Therefore, by the fact that
(
MχF2
) 1
q is an A1 weight, we conclude that
∫ ∞
−∞
MχF2
(
u + tr j(t)
)
|ρ(t)| dt . 2 j
∫ u+2− j
u−2− j
(
MχF2 (τ)
) 1
q dτ .
(
MχF2(u)
) 1
q .(6.12)
Note that u ∈ Ω∁, which further implies that
∫ ∞
−∞
MχF2 (u + tr j(t))|ρ(t)| dt .
( |F2|
|F3|
) 1
q
.
Then, (6.11) can be bounded by
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q ∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫
Ω j+m
δ j, K
2
(y,Ω∁)
∫
Ω∁
2 j+mδ j, K
2
(u, y) du dy.(6.13)
When j < 0 and | j| are large enough, note that γ(t)
t
is strictly increasing on (0,∞) and γ′(0) = 0;
we have
γ(2− j)
2− j >
γ(J0)
J0
with
γ(J0)
J0
> 4C1
C6
for | j| large enough. From (2.1) and (2.2), we have
dt ≤ dτ∣∣∣∣2− jtγ′(2− jt)γ(2− jt) · γ(2− jt)t ∣∣∣∣ − 2− j ≤
dτ
C6γ(2− j)
4C1
− J0γ(2− j)γ(J0)
.
dτ
γ(2− j)
.
It is also easy to see that |2− jt − γ(2− jt)| . γ(2− j). Therefore, we can control (6.11) by (6.13), as
in the case j > 0.
As in (3.5) and noting that
∫
Ω∁
2 j+m
(1+2 j+m |u−y|) K2
du . 1, (6.13) can be bounded by
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q ∑
j∈Z
∫
Ω j+m
1(
1 + 2 j+mdist(y,Ω∁)
) K
2
∫
Ω∁
2 j+m(
1 + 2 j+m|u − y|) K2 du dy
≤
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q ∑
j∈Z
∫
Ω j+m
1(
1 + 2 j+mdist(y,Ω∁)
) K
2
dy ≤
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q
|Ω|.
This is the desired estimate, since |Ω| < |F3 |
2
. The last inequality above follows from the fact
∑
j∈Z
∫
Ω j+m
1(
1 + 2 j+mdist(y,Ω∁)
) K
2
dy ≤
∫
Ω
∑
l∈N
∑
j∈Z: 2− j−m+l≤dist(y,Ω∁)≤2− j−m+l+1
1(
1 + 2 j+mdist(y,Ω∁)
) K
2
dy
.|Ω|
∑
l∈N
1(
1 + 2l
) K
2
. |Ω|.
Here, we used the fact that ♯
{
j ∈ Z : 2− j−m+l ≤ dist(y,Ω∁) ≤ 2− j−m+l+1
}
. 1 for any given y ∈ Ω
and l,m ∈ N.
Case II: x − 2− jt ∈ Ω
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In this case, we use the Whitney decomposition theorem to the open set Ω (see, for example,
[22, P. 609]). Let F be a collection of pairwise disjoint dyadic interval J’s such that Ω = ⋃J∈F J,
Then, for each J ∈ F , we have |J| ≤ dist(J,Ω∁) ≤ 4|J|; thus, 10J meets Ω∁. Furthermore, for each
J ∈ F and i ∈ {1, 2}, we have
1
|10J|
∫
10J
χFi (x) dx .
|Fi|
|F3|
.
We now introduce the following two lemmas which can be found in [37]:
Lemma 6.2. [37, Lemma 8.1] Let I1, I2 be two intervals in F . Suppose that a ∈ I1 and b ∈ I2. If
dist(I1, I2) ≥ 100min{|I1|, |I2 |}, then
δ j,K(a, b) . δ j, K
2
(a,Ω∁) · δ j, K
2
(b,Ω∁).
Lemma 6.3. [37, Lemma 8.2] Let I1, I2 be two intervals in F . Suppose that dist(I1, I2) ≤
100min{|I1|, |I2|}, then |I2|
2000
≤ |I1| ≤ 2000|I2 |.
We now turn to (6.11); we rewrite it as∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∑
I1,I2∈F
∫
Ω∁
∫ ∞
−∞
∫
Ω j+m
2 j+mχI1 (y)χI2 (x − 2− jt)δ j,K(x − 2− jt, y)(6.14)
×
∣∣∣∣φˇm+ j ∗ f (x − 2− jt) φˇk ∗ g (x − γ(2− jt)) ρ(t)∣∣∣∣ dy dt dx.
Case IIa: dist(I1, I2) ≥ 100min{|I1|, |I2|}
In this case, by Lemma 6.2, we have δ j,K(x − 2− jt, y) . δ j, K
2
(x − 2− jt,Ω∁) · δ j, K
2
(y,Ω∁). Then,
(6.14) can be bounded by∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∑
I1,I2∈F
∫
Ω∁
∫ ∞
−∞
∫
Ω j+m
2 j+mχI1(y)δ j, K2
(y,Ω∁) dy
(6.15)
×χI2(x − 2− jt) · δ j, K
2
(x − 2− jt,Ω∁)
∣∣∣∣φˇm+ j ∗ f (x − 2− jt) φˇk ∗ g (x − γ(2− jt)) ρ(t)∣∣∣∣ dt dx.
For each x−2− jt ∈ I2, we choose z ∈ Ω∁ such that dist(x−2− jt,Ω∁) ≈ |x−2− jt− z|. The definition
of Ω implies that δ j, K
2
(x − 2− jt,Ω∁) · |φˇm+ j ∗ f (x − 2− jt)| can be bounded by∫ ∞
−∞
f (w)
2 j+m(
1 + 2 j+m|x − 2− jt − w|) K2 dw ·
1(
1 + 2 j+m |x − 2− jt − z|) K2(6.16)
.
∫ ∞
−∞
f (w)
2 j+m(
1 + 2 j+m|z − w|) K2 dw . M f (z) .
( |F1|
|F3|
) 1
p
.
Furthermore, let u := x − 2− jt; we have x − γ(2− jt) = u + tr j(t). Note that φˇk ∗ g . MχF2 ; we can
bound (6.15) by( |F1|
|F3|
) 1
p ∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∑
I1,I2∈F
∫ ∞
−∞
∫ ∞
−∞
∫
Ω j+m
2 j+mχI1 (y)δ j, K
2
(y,Ω∁) dy
(6.17)
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×χI2(u) · MχF2
(
u + tr j(t)
)
|ρ(t)| dt du.
Note that (6.12) holds for all j ∈ Z; we have∑
I2∈F
∫ ∞
−∞
∫ ∞
−∞
χI2(u) · MχF2
(
u + tr j(t)
)
|ρ(t)| dt du(6.18)
.
∑
I2∈F
|10I2 | inf
w∈10I2
M
((
MχF2
) 1
q
)
(w) .
∑
I2∈F
|10I2 | inf
w∈10I2
(
MχF2
) 1
q (w) . |Ω|
( |F2|
|F3|
) 1
q
.
On the other hand, |I1| ≤ dist(I1,Ω∁) ≤ 4|I1 | implies that |I1| ≤ dist(y,Ω∁) ≤ 5|I1| for all y ∈ I1.
Combining it with the fact that ♯
{
j ∈ Z : 2− j−m+l ≤ dist(y,Ω∁) ≤ 2− j−m+l+1
}
. 1 and I1 is a dyadic
interval, we obtain∑
j∈Z
∑
I1∈F
∫
Ω j+m
2 j+mχI1(y) · δ j, K
2
(y,Ω∁) dy(6.19)
.
∑
I1∈F
∫
I1
∑
l∈N
∑
j∈Z: 2− j−m+l≤dist(y,Ω∁)≤2− j−m+l+1
1(
1 + 2 j+m · 2− j−m+l) K4
2 j+m(
1 + 2 j+m |I1|
) K
4
dy
.
∑
l∈N
1(
1 + 2l
) K
4
∑
j∈Z: ♯{ j}.1
∑
I1∈F
2 j+m|I1|(
1 + 2 j+m|I1 |
) K
4
. 1.
Therefore, for this case, we also have
|〈|H1m|( f , g), χE′ 〉| .
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q
|Ω|.
Case IIb: dist(I1, I2) ≤ 100min{|I1|, |I2|}
By Lemma 6.3, we have
|I2 |
2000
≤ |I1| ≤ 2000|I2 | in this case. We may assume that max{|I1|, |I2|} ≤
2502− j. Otherwise, we have |I2| ≥ 282− j. Since x − 2− jt ∈ I2 and x ∈ Ω∁, we have
dist(x, I2) ≤ |x − (x − 2− jt)| ≤ 2 · 2− j ≤
|I2|
27
which further implies that dist(Ω∁, I2) ≤ |I2 |27 . This is a contradiction from I2 ∈ F .
On the other hand, we may also assume that |I1| ≥ 2−102− j−m. If not, y ∈ I1
⋂
Ω j+m implies that
2− j−m ≤ dist(y,Ω∁) ≤ 4|I1 | ≤ 2−82− j−m. It is a contradiction. Therefore, for any I1 ∈ F , we have
1
2m+10 |I1|
≤ 2 j ≤ 2
50
|I1|
.(6.20)
Then, for any given I1 ∈ F , there are at most 10m many j’s when m is large enough.
Furthermore, for any given I1 ∈ F , from |I2 |2000 ≤ |I1| ≤ 2000|I2 |, the number of interval I2’s with
dist(I1, I2) ≤ 100min{|I1|, |I2 |} is finite and independent of m. Let u := x − 2− jt, then x − γ(2− jt) =
u + tr j(t). Without loss of generality, (6.14) can be controlled by∑
I1∈F
∑
j∈Z: 1
2m+10 |I1 |
≤2 j≤ 250|I1 |
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∫
Ω j+m
2 j+mχI1(y)χI1 (u)χΩ∁ (u + 2
− jt)(6.21)
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×δ j,K(u, y)
∣∣∣∣φˇm+ j ∗ f (u) · φˇk ∗ g (u + tr j(t)) ρ(t)∣∣∣∣ dy dt du.
As in (6.16), we have δ j, K
2
(u, y) · |φˇm+ j ∗ f (u)| . (MχF1 )
1
p (y). Noting that φˇk ∗ g . (MχF2 )
1
q and
(3.5), we bound (6.21) by∑
I1∈F
∑
j∈Z: 1
2m+10 |I1 |
≤2 j≤ 250|I1 |
∫ ∞
−∞
∫ ∞
−∞
∫
Ω j+m
2 j+mχI1(y)χI1 (u)χΩ∁ (u + 2
− jt)(6.22)
×δ j, K2 (u, y) · (MχF1 )
1
p (y) · (MχF2) 1q (u + tr j(t)) · |ρ(t)| dy dt du.
As in (6.12), by the fact that 2− jt . 2− j for j > 0 and 2− jt . γ(2− j) for j ≤ 0, it is easy to see that∫ ∞
−∞
χ
Ω∁
(u + 2− jt) · (MχF2 )
1
q (u + tr j(t)) · |ρ(t)| dt . (MχF2 )
1
q (w)
for some w ∈ Ω∁. From the definition of Ω, it implies that∫ ∞
−∞
χ
Ω∁
(u + 2− jt) · (MχF2 )
1
q (u + tr j(t)) · |ρ(t)| dt .
( |F2|
|F3|
) 1
q
.
We also have ∫ ∞
−∞
2 j+mχI1 (u) · δ j, K
2
(u, y) du . MχI1(y) . 1.
Therefore, as in (6.18), we bound (6.22) by( |F2|
|F3|
) 1
q ∑
I1∈F
∑
j∈Z: 1
2m+10 |I1 |
≤2 j≤ 250|I1 |
∫
Ω j+m
χI1(y)(MχF1 )
1
p (y) dy
≤m
( |F2|
|F3|
) 1
q ∑
I1∈F
|10I1 |
1
|10I1 |
∫
10I1
(MχF1)
1
p (y) dy ≤ m|Ω|
( |F1|
|F3|
) 1
p
( |F2|
|F3|
) 1
q
.
This is the desired estimate, since |Ω| < |F3 |
2
. Therefore, we obtain (6.10).
6.2 Major term |H4m|( f , g)
In this subsection, we want to prove that
|〈|H4m|( f , g), χE′〉| . m|F1|
1
p |F2|
1
q |F3|
1
r′(6.23)
for r > 1
2
. It is easy to see that |〈|H4m|( f , g), χE′〉| can be bounded by∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣(ψ˜m+ j · φˇm+ j ∗ f ) (x − 2− jt) (ψ˜k · φˇk ∗ g) (x − γ(2− jt)) ρ(t)∣∣∣∣ dt dx.
It will be bounded by m|F1|
1
p |F2|
1
q |F3|
1
r′ . In what follows, we give the proof for the case j > 0. The
case j ≤ 0 can be handled similarly. According to the value range of r, we consider the following
two cases: r ≥ 1 and 1
2
< r < 1. The case r ≥ 1 follows from the following proposition.
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Proposition 6.4. There exists a positive constant C such that
|〈|H4m|( f , g), χE′ 〉| ≤ C|F1|
1
p |F2|
1
q |F3|
1
r′
holds for 1
p
+
1
q
=
1
r
, and r ≥ 1, p > 1, q > 1.
Proof. Let u := x − γ(2− jt); then x − 2− jt = u − tr j(t). We can bound |〈|H4m|( f , g), χE′〉| by
∑
j∈Z
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣(ψ˜m+ j · φˇm+ j ∗ f ) (u − tr j(t)) (ψ˜k · φˇk ∗ g) (u)ρ(t)∣∣∣∣ dt du.
Noting that |tr j(t)| . |t|, we have∫ ∞
−∞
|(ψ˜m+ j · φˇm+ j ∗ f )(u − tr j(t))ρ(t)| dt . M(ψ˜m+ j · φˇm+ j ∗ f )(u).
By the Cauchy-Schwarz inequality, |〈|H4m|( f , g), χE′ 〉| can be bounded by
∫ ∞
−∞
∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣M (ψ˜m+ j · φˇm+ j ∗ f ) (u)∣∣∣∣2

1
2
·
∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣(ψ˜k · φˇk ∗ g) (u)∣∣∣∣2

1
2
du.
Furthermore, we also have |ψ˜m+ j(u)| . supk∈Z |ψ˜k(u)| . M(χΩ)(u) ≤ 1. By the Ho¨lder inequality,
then |〈|H4m|( f , g), χE′ 〉| is controlled by∥∥∥∥∥∥∥∥∥
∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣M(φˇm+ j ∗ f )∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
∥∥∥∥∥∥∥∥∥
∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣φˇk ∗ g∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lq(R)
‖M(χΩ)‖Lr′ (R),
which can be further bounded by ‖ f ‖Lp(R)‖g‖Lq(R)‖M(χΩ)‖Lr′ (R) by the Fefferman-Stein inequality,
the Littlewood-Paley Theory, (3.4) and (3.5). Noting that f = χF1 , g = χF2 (x) and |Ω| < |F3 |2 ,
from the Lr
′
(R) boundedness of M for all 1 < r′ ≤ ∞, |〈|H4m|( f , g), χE′ 〉| can be bounded by
|F1|
1
p |F2|
1
q |F3|
1
r′ . Therefore, we complete the proof of Proposition 6.4. 
The rest of this subsection is devoted to the case 1
2
< r < 1. Let θ be a nonnegative Schwartz
function such that θˆ is supported on {t ∈ R : |t| ≤ 2−10} and θˆ(0) = 1, θλ(x) := 2λθ(2λx), λ ∈ Z.
Let In, j := [
n
2 j
, n+1
2 j
] and χ∗
In, j
:= χIn, j ∗ θ j+m. We can make a partition of unity 1 =
∑
n∈Z χ∗In, j (x).
Denote
Fn,m, j(x, t) := (χ
∗
In, j
· ψ˜m+ j · φˇm+ j ∗ f )(x−2− jt) and Gn,m, j,k(x, t) := (χ∗In, j · ψ˜k · φˇk ∗g)(x−γ(2− jt)),
and define
Tm( f , g)(x) :=
∑
j∈N
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∣∣∣∣∣∣∣
∑
n∈Z
Fn,m, j(x, t)
 ·
∑
n∈Z
Gn,m, j,k(x, t)
 · ρ(t)
∣∣∣∣∣∣∣ dt.(6.24)
Next, we introduce the definition of a tree.
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Definition 6.5. Let S ⊂ S 0 := {( j, n); j ∈ N, n ∈ Z}. A subset T ⊂ S is called a tree of S with top
( j0, n0) ∈ S if In, j ⊂ In0 , j0 for all ( j, n) ∈ T . T is called a maximal tree with top ( j0, n0) in S if there
is no tree in T ′ ⊂ S with the same top but strictly containing T .
We still need several notations. For any fixed set S ⊂ S 0, we abuse the notation j ∈ S if and
only if ( j, n) ∈ S . For any j ∈ S , we denote S j := {n ∈ Z : ( j, n) ∈ S }. An operator ΛS [ f , g] based
on the set S is defined as
∑
j∈S
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈S j
Fn,m, j(x, t)
 ·
∑
n∈S j
Gn,m, j,k(x, t)
 · ρ(t)
∣∣∣∣∣∣∣∣ dt dx.(6.25)
We can use this philosophy to define other operators based on any set U ⊂ S 0. Then, our aim is to
show that
ΛS 0[ f , g] . m|F1|
1
p |F2|
1
q |F3|
1
r′ .(6.26)
Let T be a tree; we rewrite ΛT [ f , g] as
∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈T j
fn,m, j
(
u − tr j(t)
) ·
∑
n∈T j
gn,m, j,k(u)
 · ρ(t)
∣∣∣∣∣∣∣∣ dt du.
where fn,m, j := χ
∗
In, j
· ψ˜m+ j · φˇm+ j ∗ f and gn,m, j,k := χ∗In, j · ψ˜k · φˇk ∗ g. Noting that |tr j(t)| . |t|, we
have ∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈T j
fn,m, j(u − tr j(t))
 ρ(t)
∣∣∣∣∣∣∣∣ dt . M
∑
n∈T j
fn,m, j
 (u).
By the Cauchy-Schwarz inequality and Ho¨lder inequality, it is bounded by∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣M
∑
n∈T j
fn,m, j

∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq
′
(R)
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
gn,m,k, j
∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
.
By the Fefferman-Stein inequality and (3.5), it is controlled by∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
fn,m, j
∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq
′
(R)
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
gn,m,k, j
∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
(6.27)
=:‖S 1,T ( f )‖Lq′ (R)‖S 2,T (g)‖Lq(R),
where we have defined S 1,T ( f ) and S 2,T (g) by, respectively,
S 1,T ( f )(x) :=
[∑
j∈T
∣∣∣∑n∈T j fn,m, j(x)∣∣∣2] 12 ;
S 2,T (g)(x) :=
[∑
j∈T
∑
k∈Z φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∑n∈T j gn,m,k, j(x)∣∣∣2] 12 .
(6.28)
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6.2.1 Sizes and BMO estimates
For any positive integer K large enough, we have
χ∗In, j (x) .
∫
In, j
2 j+m
(1 + 2 j+m |x − y|)K dy =: χ
∗∗
In, j
(x) and χ∗In, j (x) .
1(
1 + 2 j+mdist(x, In, j)
)K .
Definition 6.6. Let T ⊂ S be a tree, IT be the time interval of the top of tree T , and D f be the
derivative of f . We define the following 1-size(T ) and 2-size(T ) as
1-size(T ) := |IT |−
1
p
{ ∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · φˇm+ j ∗ f
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
(6.29)
+
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · (Dφˇ)m+ j ∗ f
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
+
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ (Dψ)m+ j · φˇm+ j ∗ f
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
}
,
2-size(T ) := |IT |−
1
q
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · ψ˜k · φˇk ∗ g
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
.(6.30)
Definition 6.7. For any subset U ⊂ S 0 and i ∈ {1, 2}, the sizei(U) is defined as
sizei(U) := sup
T⊂U
|i-size(T )|,(6.31)
where T ⊂ U is a tree.
Lemma 6.8. Let ρ ∈ (1,∞), Mρ f := (M(| f |ρ))
1
ρ . Then, for any tree T ⊂ S , there exists a positive
constant C such that
1-size(T ) ≤ C inf
x∈IT
Mp(M f )(x) and 2-size(T ) ≤ C inf
x∈IT
Mq(Mg)(x).(6.32)
Proof. By the Littlewood-Paley theory,
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · φˇm+ j ∗ f
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
.
∥∥∥∥∥∥∥∥∥
∑
j∈T
∣∣∣φˇm+ j ∗ f ∣∣∣2

1
2
∥∥∥∥∥∥∥∥∥
Lp(R)
. ‖ f ‖Lp(R).(6.33)
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For the first part of (6.32), we split f into fχ2IT and fχ(2IT )∁ . It is easy to see that
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · φˇm+ j ∗ ( fχ2IT )
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
. ‖ fχ2IT ‖Lp(R) . |IT |
1
p inf
x∈IT
Mp f (x),
(6.34)
and ∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · φˇm+ j ∗ ( fχ(2IT )∁)
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(R)
(6.35)
.
∑
j∈T
∑
n∈T j
∥∥∥∥∥χ∗∗In, j · χΩ∁
m+ j
∗ ψm+ j · φˇm+ j ∗ ( fχ(2IT )∁)
∥∥∥∥∥
Lp(R)
.
On the other hand, (χ∗∗
In, j
· χ
Ω
∁
m+ j
∗ ψm+ j · φˇm+ j ∗ ( fχ(2IT )∁))(x) can be bounded by
1
(1 + 2 j+mdist(x, In, j))
K
2
1
(1 + 2 j+mdist(In, j, (2IT )∁))
K
2
M f (x).
(6.35) is bounded by
∑
j∈T
∑
n∈T j

∫ ∞
−∞
1(
1 + 2 j+mdist(x, In, j)
) pK
2
1(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
(M f )p(x) dx

1
p
.(6.36)
For the integral in the square bracket above, which is further bounded by the sum of∫
IT
1(
1 + 2 j+mdist(x, In, j)
) pK
2
1(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
(M f )p(x) dx =: Θ
and∑
l∈N
∫
2l+1IT \2l IT
1(
1 + 2 j+mdist(x, In, j)
) pK
2
1(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
(M f )p(x) dx =:
∑
l∈N
Θl.
Therefore, (6.36) is bounded by
∑
j∈T
∑
n∈T j
Θ
1
p +
∑
j∈T
∑
n∈T j
∑
l∈N
Θl

1
p
.(6.37)
For the first part in (6.37), we have
|IT |
|In, j |(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
4
≤
|IT |
|In, j |(
1 +
|IT |
|In, j |
) pK
4
. 1 and
1
|IT |
∫
IT
(M f )p(x) dx . inf
x⊆IT
(Mp(M f ))
p(x).
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Thus
Θ ≤ |In, j|(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
|IT |
|In, j|
1
|IT |
∫
IT
(M f )p(x) dx
.
|In, j|(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
4
inf
x⊆IT
(Mp(M f ))
p(x).
Furthermore, we have
∑
j∈T
∑
n∈T j
Θ
1
p .
∑
j∈T
∑
n∈T j
|In, j|
1
p(
1 + 2 j+mdist(In, j, (2IT )∁)
) K
4
inf
x⊆IT
Mp(M f )(x).
It suffices to show that
∑
j∈T
∑
n∈T j
|In, j|
1
p(
1 + 2 j+mdist(In, j, (2IT )∁)
) K
4
. |IT |
1
p .(6.38)
Indeed, note that dist(In, j, (2IT )
∁) & |IT |; the left-hand side of (6.38) is bounded by
∑
j∈T
∑
n∈T j
|In, j|
1
p(
1 +
|IT |
|In, j |
) K
4
.
∑
l∈Z−
∑
In, j: 2l |IT |≤|In, j |≤2l+1 |IT |
(2l+1 |IT |)
1
p(
1 +
|IT |
2l+1 |IT |
) K
4
. |IT |
1
p
∑
l∈Z−
2−l
(2l+1)
1
p(
1 + 1
2l+1
) K
4
. |IT |
1
p .
This is the desired estimate.
For the second part in (6.37), note that
∑
l∈N
(
1 +
2l |IT |
|In, j |
)− pK
2
2l+1
|IT |
|In, j | . 1;
1
2l+1 |IT |
∫
2l+1IT \2lIT (M f )
p(x) dx . infx⊆2l+1 IT (Mp(M f ))
p(x) . infx⊆IT (Mp(M f ))
p(x).
Then,
∑
l∈N Θl can be bounded by
|In, j|(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
∑
l∈N
(
1 +
2l|IT |
|In, j |
)− pK
2
2l+1
|IT |
|In, j|
1
2l+1|IT |
∫
2l+1IT \2l IT
(M f )p(x) dx
.
|In, j|(
1 + 2 j+mdist(In, j, (2IT )∁)
) pK
2
inf
x⊆IT
(Mp(M f ))
p(x).
As in the first part in (6.37), we can obtain (6.32).
We now turn to the second part of (6.32). From (3.4) and the Littlewood-Paley theory
∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · ψ˜k · φˇk ∗ g
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
.
∥∥∥∥∥∥∥∥∥
∑
k∈Z
(
φˇk ∗ g
)2
1
2
∥∥∥∥∥∥∥∥∥
Lq(R)
. ‖g‖Lq(R).
(6.39)
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We also split g into gχ2IT and gχ(2IT )∁ . As in (6.34),∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · ψ˜k · φˇk ∗ (gχ2IT )
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
. |IT |
1
q inf
x∈IT
Mq(Mg)(x).
For the gχ(2IT )∁ part, from the fact that
γ′(2− j)
2m+ j−k ∈ supp φ, γ′ is strictly increasing on (0,∞), j > 0. it
implies that 1
2
≤ γ′(2− j)
2m+ j−k ≤
γ′(1)
2m+ j−k , which further implies that 2
m+ j . 2k. Therefore,
(
χ∗∗In, j · ψ˜k · φˇk ∗ (gχ(2IT )∁)
)
(x) .
1(
1 + 2 j+mdist(x, In, j)
) K
2
1(
1 + 2 j+mdist(In, j, (2IT )∁)
) K
2
Mg(x).
As in (3.5), we also have
∑
k∈Z |φ
1
2 (
γ′(2− j)
2n+ j−k )| . 1. As in (6.36), we have∥∥∥∥∥∥∥∥∥∥

∑
j∈T
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗∗In, j · ψ˜k · φˇk ∗ (gχ(2IT )∁)
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lq(R)
. |IT |
1
q inf
x∈IT
Mq(Mg)(x).
Therefore, we obtain (6.32). Hence, we complete the proof of Lemma 6.8. 
Lemma 6.9. For the general subset U of S 0 and p ∈ (1,∞), there exists a positive constant C
such that
‖S 1,U( f )‖BMO ≤ Cmin
{
1,
|F1|
|F3|
} 1
p
.(6.40)
Proof. Let J be a dyadic interval of length 2−J . It suffices to bound the following formula:
inf
c∈R
∫
J
∣∣∣∣∣∣∣∣∣∣

∑
j∈U
∣∣∣∣∣∣∣∣
∑
n∈U j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣∣∣∣
2
1
2
− c
∣∣∣∣∣∣∣∣∣∣ dx,(6.41)
which further is bounded by a sum of the following two parts:
J1 :=
∫
J
[∑
j∈U: J≤ j+m
∣∣∣∣∣∑n∈U j (χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣2
] 1
2
dx;
J2 := infc∈R
∫
J
∣∣∣∣∣∣∣∣
[∑
j∈U: J> j+m
∣∣∣∣∣∑n∈U j (χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣2
] 1
2
− c
∣∣∣∣∣∣∣∣ dx.
(6.42)
For J1 in (6.42), we bound it by J1,1 + J1,2, where
J1,1 :=
∫
J
[∑
j∈U: J≤ j+m
∣∣∣∣∣∑n∈U j (χ∗In, j · ψ˜m+ j · φˇm+ j ∗ ( fχ2J)
)
(x)
∣∣∣∣∣2
] 1
2
dx;
J1,2 :=
∫
J
[∑
j∈U: J≤ j+m
∣∣∣∣∣∑n∈U j (χ∗In, j · ψ˜m+ j · φˇm+ j ∗ ( fχ(2J)∁)
)
(x)
∣∣∣∣∣2
] 1
2
dx.
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For J1,1, by the Ho¨lder inequality, which is bounded by
|J| 1p′
∥∥∥∥∥∥∥∥∥∥

∑
j∈U: J≤ j+m
∣∣∣∣∣∣∣∣
∑
n∈U j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ ( fχ2J)
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(J)
.
As in (6.33), the above expression is bounded by
|J| 1p′ ‖ fχ2J‖Lp(R) sup
j∈U: J≤ j+m
‖ψ˜m+ j‖L∞(J).(6.43)
Let s ∈ N be the least integer such that 2sJ⋂Ω∁ , ∅, where 2sJ denotes the interval of length
2s|J| whose center is the same as that of J, then
|J|− 1p ‖ fχ2J‖Lp(R) . 2
s
p inf
x∈2sJ
Mp f (x) . 2
s
p min
{
1,
|F1|
|F3|
} 1
p
.(6.44)
On the other hand, |J| = 2−J ≥ 2− j−m; it implies
sup
j∈U: J≤ j+m
‖ψ˜m+ j‖L∞(J) . sup
j∈U: J≤ j+m
1(
1 + 2 j+mdist(x,Ω∁
j+m
)
)K . 1(
1 + 2 j+m2s|J|)K . 2−Ks.(6.45)
From (6.43), (6.44) and (6.45), we have
J1,1 . |J|min
{
1,
|F1|
|F3|
} 1
p
.(6.46)
For J1,2, for each x ∈ J, we choose z ∈ Ω∁ such dist(x,Ω∁) ≈ |x − z|. It implies that φˇm+ j ∗
( fχ(2J)∁)(x) can be bounded by
∫
(2J)∁
| f (y)|2 j+mδ j,K(x, y) dy ≤
∫
(2J)∁
| f (y)|
δ j, K
2
(z, y)
δ j, K
2
(z, x) · δ j, K
2
(x, y)
2 j+mδ j,K(x, y) dy.
On the other hand, for each x ∈ J and y ∈ (2J)∁, it implies that |x − y| ≥ 2−J−1. Furthermore,
φˇm+ j ∗
(
fχ(2J)∁
)
(x) ≤ M f (z)
(
1 + 2 j+mdist(x,Ω∁)
) K
2
(1 + 2 j+m |x − y|) K2
≤ M f (z)
(
1 + 2 j+mdist(x,Ω∁)
) K
2
(1 + 2 j+m−J−1)
K
2
.
Note that M f (z) . min{1, |F1 ||F3 | }
1
p and ψ˜m+ j(x)(1 + 2
j+mdist(x,Ω∁))
K
2 . 1; we have
J1,2 . min
{
1,
|F1|
|F3|
} 1
p
·
∫
J
 ∑
j∈U: J≤ j+m
∣∣∣∣∣∣ 1(1 + 2 j+m−J−1) K2
∣∣∣∣∣∣
2

1
2
dx . |J|min
{
1,
|F1|
|F3|
} 1
p
.(6.47)
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By the Ho¨lder inequality and Poincare´ inequality, J2 in (6.42) is bounded by
|J| 12 inf
c∈R

∫
J
∣∣∣∣∣∣∣∣∣∣

∑
j∈U: J> j+m
∣∣∣∣∣∣∣∣
∑
n∈U j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣∣∣∣
2
1
2
− c
∣∣∣∣∣∣∣∣∣∣
2
dx

1
2
(6.48)
.|J|

∫
J
∣∣∣∣∣∣∣∣D

∑
j∈U: J> j+m
∑
n∈U j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
2
 (x)
∣∣∣∣∣∣∣∣ dx

1
2
.
Note that |D[∑n∈U j(χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f )]2(x)| can be written as 2|∑n∈U j(χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f )(x)| ·
|∑n∈U j D(χ∗In, j ·ψ˜m+ j·φˇm+ j∗ f )(x)|. Regarding J1,2, we have φˇm+ j∗ f (x) . M f (z) (1 + 2 j+mdist(x,Ω∁)) K2 ,
where z ∈ Ω∁, which further implies that |∑n∈U j(χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f )(x)| . M f (z) . min{1, |F1 ||F3 | }.
At the same time, we also have that |∑n∈U j D(χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f )(x)| . 2 j+m min{1, |F1 ||F3 | }. There-
fore, from (6.48),
J2 . |J|

∫
J
∑
j∈U: J> j+m
2 j+m
(
min
{
1,
|F1|
|F3|
})2
dx

1
2
. |J|min
{
1,
|F1|
|F3|
} 1
p
.(6.49)
From (6.46), (6.47) and (6.49), we obtain (6.40). 
Lemma 6.10. There exists a positive constant C such that∥∥∥∥χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ∥∥∥∥BMO ≤ C2msize1(In, j).(6.50)
Proof. Let J be a dyadic interval. It suffices to bound the following formula:
inf
c∈R
∫
J
∣∣∣∣(χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ) (x) − c∣∣∣∣ dx.(6.51)
If |In, j| ≤ |J|, by the Ho¨lder inequality, we have
inf
c∈R
∫
J
∣∣∣∣(χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ) (x) − c∣∣∣∣ dx ≤ ∥∥∥∥χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ∥∥∥∥Lp(R) |J| 1p′ ≤ |J|size1(In, j).
If |In, j| > |J|, by the Poincare´ inequality, we have
inf
c∈R
∫
J
∣∣∣∣(χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ) (x) − c∣∣∣∣ dx ≤ |J|
∫
J
∣∣∣∣D (χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ) (x)∣∣∣∣ dx.(6.52)
By the Ho¨lder inequality, without loss of generality, the right-hand side of (6.52) can be bounded
by
|J|2 j+m |In, j|−
1
p
∥∥∥∥χ∗∗In, j · ψ˜m+ j · (Dφˇ)m+ j ∗ f ∥∥∥∥Lp(R) |J| 1p′ |In, j| 1p ≤ |J|2msize1(In, j).
Therefore, we obtain (6.50). 
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Lemma 6.11. Let T ⊂ S 0 be a tree; then there exists a positive constant C such that
‖S 1,T ( f )‖BMO ≤ C2msize1(T ).(6.53)
Proof. Let J be a dyadic interval and TJ :=
{
( j, n) ∈ T : In, j ⊂ 3J
}
. It suffices to bound the fol-
lowing formula:
inf
c∈R
∫
J
∣∣∣∣∣∣∣∣∣∣

∑
j∈T
∣∣∣∣∣∣∣∣
∑
n∈T j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣∣∣∣
2
1
2
− c
∣∣∣∣∣∣∣∣∣∣ dx.(6.54)
Furthermore, let
T 1J :=
{
( j, n) ∈ T\TJ : |In, j| ≤ |J|
}
and T 2J :=
{
( j, n) ∈ T\TJ : |In, j| > |J|
}
.
Then, (6.54) can be bounded by a sum of the following three parts:
J1 :=
∫
J
[∑
j∈TJ
∣∣∣∣∣∑n∈TJ, j (χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣2
] 1
2
dx;
J2 :=
∫
J
[∑
j∈T 1
J
∣∣∣∣∣∑n∈T 1J, j
(
χ∗
In, j
· ψ˜m+ j · φˇm+ j ∗ f
)
(x)
∣∣∣∣∣2
] 1
2
dx;
J3 := infc∈R
∫
J
∣∣∣∣∣∣∣
[∑
j∈T 2
J
(∑
n∈T 2
J, j
(
χ∗
In, j
· ψ˜m+ j · φˇm+ j ∗ f
)
(x)
)2] 12
− c
∣∣∣∣∣∣∣ dx.
By the Ho¨lder inequality, J1 can be bounded by∥∥∥∥∥∥∥∥∥∥

∑
j∈TJ
∣∣∣∣∣∣∣∣
∑
n∈TJ, j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥
Lp(J)
|J| 1p′ ≤ size1(T )|J|
1
p |J| 1p′ = size1(T )|J|.
By the Ho¨lder inequality, J2 can be bounded by∥∥∥∥∥∥∥∥∥∥∥

∑
j∈T 1
J
∣∣∣∣∣∣∣∣∣
∑
n∈T 1
J, j
(
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f
)∣∣∣∣∣∣∣∣∣
2
1
2
∥∥∥∥∥∥∥∥∥∥∥
Lp(J)
|J| 1p′
≤size1(T )
∑
j∈T 1
J
∑
n∈T 1
J, j
|In, j|
1
p(
1 + 2 j+mdist(J, In, j)
)K |J| 1p′ . size1(T )|J|.
By the Ho¨lder inequality and Poincare´ inequality, as in (6.48), we bound J3 by
|J|

∫
J
∣∣∣∣∣∣∣∣∣∣D

∑
j∈T 2
J

∑
n∈T 2
J, j
χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f

2 (x)
∣∣∣∣∣∣∣∣∣∣ dx

1
2
.(6.55)
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Without loss of generality, by the Cauchy-Schwarz inequality, D[
∑
n∈T 2
J, j
(χ∗
In, j
· ψ˜m+ j · φˇm+ j ∗ f )]2
can be bounded by the sum of
(6.56) 2
m
2 |J|

∫
J
∑
j∈T 2
J

∑
n∈T 2
J, j
1
|In, j| 12
|χ∗In, j · ψ˜m+ j · φˇm+ j ∗ f (x)|

2
dx

1
2
and
(6.57) 2
m
2 |J|

∫
J
∑
j∈T 2
J

∑
n∈T 2
J, j
1
|In, j| 12
|χ∗In, j · ψ˜m+ j · (Dφˇ)m+ j ∗ f (x)|

2
dx

1
2
.
It is suffices to bound (6.56). Note that∥∥∥∥χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ∥∥∥∥Lp(R) ≤ |In, j | 1p size1(In, j)
and (6.50), by interpolating, we obtain∥∥∥∥χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ∥∥∥∥L2p(R) ≤ 2m2 |In, j| 12p size1(In, j).
By the Ho¨lder inequality, (6.56) can be bounded by
2
m
2 |J|
∑
j∈T 2
J
∑
n∈T 2
J, j
1
|In, j| 12
∥∥∥∥χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f
∥∥∥∥
L2p(J)
|J| 12− 12p(
1 + 2 j+mdist(J, In, j)
)K
≤2m2 |J|
∑
j∈T 2
J
∑
n∈T 2
J, j
1
|In, j| 12
2
m
2 |In, j|
1
2p size1(In, j)|J|
1
2
− 1
2p(
1 + 2 j+mdist(J, In, j)
)K . 2m|J|size1(T ).
The last inequality follows from
∑
j∈T 2
J
∑
n∈T 2
J, j
|In, j|
1
2p
− 1
2 |J| 12− 12p(
1 + 2 j+mdist(J, In, j)
)K . 1,(6.58)
which can be found in Li [36]. Hence, we complete the proof of Lemma 6.11. 
From (6.28) to (6.31), we have
‖S 1,T ( f )‖Lp(R) ≤ size1(T ) · |IT |
1
p and ‖S 2,T ( f )‖Lq(R) ≤ size2(T ) · |IT |
1
q .(6.59)
From (6.40) in Lemma 6.9 and (6.53) Lemma 6.11, by interpolation with (6.59), respectively, we
obtain ‖S 1,T ( f )‖Lq′ (R) . |IT |
1
q′ size1(T )
p
q′ min
{
1, |F1 ||F3 |
} 1
p
− 1
q′ ;
‖S 1,T ( f )‖Lq′ (R) . |IT |
1
q′ size1(T )2
m(1− p
q′ ).
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Furthermore, we have
‖S 1,T ( f )‖Lq′ (R) . |IT |
1
q′ size∗1(T ),(6.60)
where size∗1(T ) := min{size1(T )
p
q′ min{1, |F1 ||F3 | }
1
p
− 1
q′ , size1(T )2
m(1− p
q′ )}.
6.2.2 The estimates for |H4m|( f , g)
For S ⊂ S 0, we rewrite ΛS [ f , g] as
∑
j∈S
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈S j
fn,m, j(x − tr j(t))
 ·
∑
n∈S j
gn,m, j,k(x)
 · ρ(t)
∣∣∣∣∣∣∣∣ dx dt.(6.61)
Lemma 6.12. Let T ⊂ S 0 be a tree and P ⊂ S 0 be a subset; if T ∩ P = ∅ and T is a maximal tree
in P ∪ T, then there exists a positive constant C such that
|ΛP⋃ T [ f , g] − ΛP[ f , g] − ΛT [ f , g]| ≤ Csize∗1(P ∪ T )size2(P ∪ T )|IT |,(6.62)
where size∗1(P ∪ T ) is defined naturally as size∗1(T ).
Proof. We begin our proof by a definition and a lemma. Let
d j(S 1, S 2) :=
(
1 + 2 j+mdist(S 1, S 2)
)−K
for any S 1, S 2 ⊂ S 0,
where S 1 and S 2 are defined as the union of all intervals In, j with ( j, n) ∈ S 1 and ( j, n) ∈ S 2,
respectively. As in [37, Lemma 10.1], if T ∩ P = ∅, we have
∑
j∈N
∑
I: |I|=2− j |I|d j(5I, T j)d j(I, P j) . |IT |;∑
j∈N
∑
I: |I|=2− j |I|d j(5I, P j)d j(I, T j) . |IT |.
(6.63)
Since T is a maximal tree in P ∪ T , then the left hand side of (6.62) can be bounded by
A + B :=
∑
j∈N
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈P j
fn,m, j
(
x − tr j(t)
) ·
∑
n∈T j
gn,m, j,k(x)
 · ρ(t)
∣∣∣∣∣∣∣∣ dx dt
+
∑
j∈N
∑
k∈Z
φ
(
γ′(2− j)
2m+ j−k
) ∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈T j
fn,m, j
(
x − tr j(t)
) ·
∑
n∈P j
gn,m, j,k(x)
 · ρ(t)
∣∣∣∣∣∣∣∣ dx dt.
We here give the estimate of A; B can be handled similarly. From the Ho¨lder inequality, A is
bounded by
∑
j∈N
∑
k∈Z
φ
1
2
(
γ′(2− j)
2m+ j−k
) ∑
I: |I|=2− j
∥∥∥∥∥∥∥∥
∫ ∞
−∞
∣∣∣∣∣∣∣∣
∑
n∈P j
fn,m, j(· − tr j(t)) · ρ(t)
∣∣∣∣∣∣∣∣ dt
∥∥∥∥∥∥∥∥
Lq
′
(I)
∥∥∥∥∥∥∥∥φ
1
2
(
γ′(2− j)
2m+ j−k
)
·
∑
n∈T j
gn,m, j,k
∥∥∥∥∥∥∥∥
Lq(I)
.
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For x ∈ I, note that tr j(t) . 2− j; without loss of generality, we may write χ∗In, j (x − tr j(t)) .
d j(5I, In, j) · χ∗∗In, j (x − tr j(t)). From (6.60), ‖
∫ ∞
−∞ |
∑
n∈P j fn,m, j(· − tr j(t)) · ρ(t)| dt‖Lq′ (I) is controlled
by
∑
n∈P j
d j(5I, In, j)
∥∥∥∥∥
∫ ∞
−∞
∣∣∣∣(χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f ) (· − tr j(t)) · ρ(t)∣∣∣∣ dt
∥∥∥∥∥
Lq
′
(I)
(6.64)
≤
∑
n∈P j
d j(5I, In, j)
∥∥∥∥M (χ∗∗In, j · ψ˜m+ j · φˇm+ j ∗ f )∥∥∥∥Lq′ (R) ≤ d j(5I, P j)|I| 1q′ size∗1(P ∪ T ).
It is easy to see that∥∥∥∥∥∥∥∥φ
1
2
(
γ′(2− j)
2m+ j−k
)
·
∑
n∈T j
gn,m, j,k
∥∥∥∥∥∥∥∥
Lq(I)
. d j(I, T j)|I|
1
q size2(P ∪ T ).(6.65)
As in (3.5), we have
∑
k∈Z φ
1
2
(
γ′(2− j)
2m+ j−k
)
. 1. This, combined with (6.64), (6.65) and (6.63), implies
that Part A can be bounded by∑
j∈N
∑
I: |I|=2− j
|I|d j(5I, P j)d j(I, T j)size∗1(P ∪ T )size2(P ∪ T ) . size∗1(P ∪ T )size2(P ∪ T )|IT |.
Hence, we complete the proof of Lemma 6.12. 
For any S ⊂ S 0, k ∈ {1, 2}, as in [37, Lemma 6.12], by (6.32) in Lemma 6.8, we can always
split S into S 1 and S 2:
(i) S 1 :=
⋃
T∈F T with
⋃
T∈F |IT | . |F1 |size1(S )p and
⋃
T∈F |IT | . |F2 |size2(S )q , where T is maximal tree;
(ii) S 2 := S \S 1 with size1(S 2) ≤ (12 )
1
p size1(S ) and size2(S 2) ≤ (12 )
1
q size2(S ),
which further implies that we can write S 0 as
S 0 =
⋃
σ≤1
S σ,(6.66)
where σ ranges over positive dyadic numbers, and S σ is a union of maximal trees such that for
each T ∈ S σ, we have
size1(T ) ≤ σ
1
p
( |F1|
|F3|
) 1
p
and size2(T ) ≤ σ
1
q
( |F2|
|F3|
) 1
q
,(6.67)
and
size1(T ) ≥
(
σ
2
) 1
p
( |F1|
|F3|
) 1
p
or size2(T ) ≥
(
σ
2
) 1
q
( |F2|
|F3|
) 1
q
.(6.68)
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We now turn to the proof of (6.26). Indeed, it is easy to see that
∑
T∈Sσ
|IT | .
|F1|((
σ
2
) 1
p
( |F1 |
|F3 |
) 1
p
)p + |F2|((
σ
2
) 1
q
( |F2 |
|F3 |
) 1
q
)q . |F3|σ .(6.69)
Furthermore, the fact that ΛT [ f , g] is bounded by (6.27), combined with the second part in (6.59)
and (6.60), gives
ΛT [ f , g] . |IT |size∗1(T )size2(T ).(6.70)
From Lemma 6.12, (6.66) and (6.70), we conclude
ΛS 0[ f , g] .
∑
σ≤1
∑
T∈Sσ
|IT |size∗1(T )size2(T ).(6.71)
From the definition of size∗1(T ), (6.67) and (6.69), the above expression can be bounded by
|F1|
1
p |F2|
1
q |F3|
1
r′
∑
σ≤1
σ
1
q
−1
min
{
2
m(1− p
q′ )σ
1
p , σ
1
q′
}
. m|F1|
1
p |F2|
1
q |F3|
1
r′ .
This is the desired estimate.
7 The boundedness of Mγ( f , g)
For M1γ( f , g), as H
1
γ( f , g), we write m˜
1
j
(ξ, η) as
∑
m,n∈Z−
∑
k∈Z
∑
u,v∈N
(−i)u+v2mu2nv
u!v!
φ¯u
(
ξ
2m+ j
)
φ¯v
(
η
2k
)
φ¯v
(
γ′(2− j)
2n+ j−k
) ∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
|ρ(t)| dt.
Furthermore, M1γ( f , g) can be written as
M1γ( f , g)(x) = sup
j∈Z
∣∣∣∣∣∣
∑
m,n∈Z−
∑
k∈Z
∑
u,v∈N
(−i)u+v2mu2nv
u!v!
φ¯v
(
γ′(2− j)
2n+ j−k
)
×
(∫ ∞
−∞
tu
(
2 jγ(2− jt)
γ′(2− j)
)v
|ρ(t)| dt
)
ˇ¯φu,m+ j ∗ f (x) · ˇ¯φv,k ∗ g(x)
∣∣∣∣∣∣.
From [42, P. 24 Proposition], there exists a positive constant C such that sup j∈Z | ˇ¯φu,m+ j∗ f | . CuM f
and | ˇ¯φv,k∗g| . CvMg. As in (3.3) and (3.5), combining with the fact that
∑
m,n∈Z−
∑
u,v∈N
Cu2muCv2nv
u!v!
.
1, we conclude that
M1γ( f , g)(x) . M f (x)Mg(x).
For r > 1
2
, by the Ho¨lder inequality, it leads to∥∥∥M1γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(7.1)
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For M2γ( f , g), as in M
1
γ( f , g), we also have M
2
γ( f , g)(x) . M f (x)Mg(x). Therefore, for all r >
1
2
,∥∥∥M2γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R).(7.2)
For M3γ( f , g), without loss of generality, we may assume that m = n. Therefore, we rewrite
M3γ( f , g) as
M3γ( f , g)(x) = sup
j∈Z
∣∣∣∣∣
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm˜3j(ξ, η) dξ dη
∣∣∣∣∣ ,(7.3)
where m˜3
j
(ξ, η) :=
∑
m∈N,k∈Z m˜ j,m,m,k(ξ, η). Then (7.3) can be bounded by
∑
m∈N
∑
j,k∈Z
∣∣∣∣∣
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm˜ j,m,m,k(ξ, η) dξ dη
∣∣∣∣∣ .(7.4)
As in (5.5) and (5.6), we have that there exists a positive constant ε0 such that∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm˜ j,m,m,k(ξ, η) dξ dη
∣∣∣∣∣
∥∥∥∥∥∥∥∥
L1(R)
. 2−ε0m‖ f ‖L2(R)‖g‖L2(R)(7.5)
holds uniformly for j, k ∈ Z. As in (6.3), we have∥∥∥∥∥∥∥∥
∑
j,k∈Z
∣∣∣∣∣
∫ ∞
−∞
∫ ∞
−∞
fˆ (ξ)gˆ(η)eiξxeiηxm˜ j,m,m,k(ξ, η) dξ dη
∣∣∣∣∣
∥∥∥∥∥∥∥∥
Lr,∞(R)
. m‖ f ‖Lp(R)‖g‖Lq(R)(7.6)
holds uniformly for j, k ∈ Z. By interpolating between (7.5) and (7.6), we conclude that∥∥∥M3γ( f , g)∥∥∥Lr(R) . ‖ f ‖Lp(R)‖g‖Lq(R)(7.7)
for r > 1
2
. From (7.1), (7.2) and (7.7), we obtain the Lp(R) × Lq(R) → Lr(R) boundedness for the
(sub)bilinear maximal function Mγ( f , g) for r >
1
2
.
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