Adaptive backstepping control for optimal descent with embedded autonomy by Li, Maodeng et al.
Strathprints Institutional Repository
Li, Maodeng and Jing, Wuxing and Macdonald, Malcolm and McInnes, Colin (2011) Adaptive
backstepping control for optimal descent with embedded autonomy. Aerospace Science and
Technology, 15 (7). pp. 1396-1411. ISSN 1270-9638
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
Adaptive Backstepping Control for Optimal Descent
with Embedded Autonomy
Maodeng Li, Wuxing Jing
Department of Aerospace Engineering, Harbin Institute of Technology, Harbin,
Heilongjiang, 150001, China
Malcolm Macdonald, Colin R McInnes
Advance Space Concepts Laboratory,University of Strathclyde, Glasgow, Scotland, G1
1XJ, E.U.
Abstract
Using Lyapunov stability theory, an adaptive backstepping controller is pre-
sented in this paper for optimal descent tracking. Unlike the traditional ap-
proach, the proposed control law can cope with input saturation and failure
which enables the embedded autonomy of lander system. In addition, this
control law can also restrain the unknown bounded terms (i.e., disturbance).
To show the controller's performance in the presence of input saturation,
input failure and bounded external disturbance, simulation was carried out
under a lunar landing scenario
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1. Introduction
Over the past four decades, many studies on the guidance of planetary
descent have been extensively reported in the literature [1{6]. Among those
approaches, the tangent optimal guidance law [4, 5, 7{9] has been investi-
gated widely. The advantage of this steering law is that it is derived from
optimal control theory, therefore it can achieve fuel optimal (suboptimal).
In general, a closed form solution for this guidance law cannot be found for
the full model [5]. An eective method to approach the optimal solution
is restricting the acceleration prole in a polynomial function in each axis
[4, 5, 7], the analytic equations of velocity and position can be integrated
from the acceleration prole. Therefore, the guidance acceleration can be
solved from boundary conditions. Another method is developing a closed
form solution for the simplied model of the full model initially, and then
designing a control law to track the developed closed form solution [8, 9].
However, much of above-mentioned works assume the actuator to work
perfectly. In fact, the actuator is often subjected to saturation, while actuator
failure may also occur. Therefore, the derivation of a controller for planetary
optimal descent in the presence of input saturation and failure is an important
issue.
To connect the theory studies and engineering practice, this paper pro-
poses an adaptive backstepping control law to track the optimal descent orbit
and attitude trajectories. It is shown that this control law is robust against
the input saturation and unknown bounded disturbance. Such a control
law enables the concept of embedded autonomy within lander system as it is
able to cope with thruster failures without requiring the on-board monitoring
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systems.
The rest of this paper is organized as follows: In Section 2, the dynamics
of the descent are presented. In addition, the optimal linear tangent law and
a closed form solution based on a simplied model are also introduced in
Section 2. Section 3 develops an adaptive backstepping controller for a class
of nonlinear system with multiple input in the presence of input saturation
and failure. Thereafter, the optimal descent control law is illustrated in
Section 4. Section 5 shows the simulation results and discussion. Finally,
conclusions are provided in Section 6.
2. Optimal Descent
The dynamics of descent can be described as follows [4],
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_ =
1
r
u (1b)
_ =
1
r cos
v (1c)
_u =  v
2
r
tan+
uw
r
+
Tx
m
(1d)
_v =
uv
r
tan+
vw
r
+
Ty
m
(1e)
_w =  u
2 + v2
r
+

r2
+
Tz
m
(1f)
_m =  T=(IspgE) (1g)
where,  is the planetary gravitational constant, [r; ; ]> describes the lan-
der's position with the polar form, V = [u; v; w]> describes the lander's
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velocity in vehicle carried local vertical frame FH [9],26664
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B sin B
 T sinB
37775 (2)
is the thrust vector expressed in FH , T is the thrust vector magnitude,  B is
lander's yaw angle, B is lander's pitch angle, m is the lander's mass, Eq. 1g
is the mass ow equation with Isp the lander's specic impulse (impulse per
unit weight-on-Earth of propellant) and gE the gravitational acceleration on
the Earth's surface.
For a landing mission in which boundary height and velocity are specied,
it is well known that the tangents of the optimal attitude angles are linear
functions of time which can be described as follows [4, 5],
tan B = a1 (3a)
tanB = a2t+ a3 (3b)
where, ai (i = 1; 2; 3) are unknown constants to be solved.
Neglecting small terms v2=r tan, uw=r, uv=r tan, and uw=r in Eq. (1)
which are high-order terms in the normalized form, expanding the dimen-
sionless thrust acceleration and gravitational acceleration, and the cosine
of attitude vertical angle to a high-order polynomial, the optimal landing
4
trajectory can be solved as a closed form [9],
ud(t) =
nX
i=0
uit
i (4a)
vd(t) = a ud(t) (4b)
wd(t) =
n 1X
i=0
wit
i (4c)
hd(t) =
nX
i=0
hit
i (4d)
where ui, wi, and hi are functions of unknown constants ai (i = 1; 2; 3), and
subscript d indicates desired values. Therefore, the unknown constants ai
(i = 1; 2; 3) can be solved from boundary conditions of height and velocity
and the closed form guidance trajectory can be solved as well.
3. Adaptive Backstepping Control
The backstepping control law is well suited to spacecraft slew control [10{
12]. However, few of them addressed the problem of input saturation and
failure. In [13], an adaptive backstepping control was developed to cope
with input saturation. But it is only for a single input system which limits
its application. In this section, a general adaptive backstepping control law
for a class of system with multiple input is introduced using matrix theory
and Lasalle-Yoshizawa theorem, especially for the orbit and attitude tracking
of the landing system. It will be shown that this control law can be used
for descent guidance and control which enables the concept of embedded
autonomy to cope with input saturation and failure. In addition, it will be
also shown that this control law can restrain the unknown bounded external
disturbance by updating its gain to estimate the disturbance's bound.
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Consider a class of dynamic systems with the form of
_x1 = f1(x1)x2 (5a)
_x2 = f2(x1; x2) + d+B0u (5b)
where x1 2 Rn1 and x2 2 Rn2 are the state variables, f1 2 Rn1n2 is a
matrix of continuously dierentiable nonlinear functions, f2 2 Rn2 is a known
smooth nonlinear function, d is a unknown bounded time-varying disturbance
or an uncertain term, u 2 Rm is the actual control input and B0 is the
coecient matrix of control input.
In practice, if the control input is subjected to saturation and control
failure may occur, the actual input u can be written as
u = fa(sat(uc)) (6)
where uc is the command input, sat() is the saturation function and fa
describes the failure mode.
A control law is now required with the property that all states of the
system in Eq. (5) are bounded and stable at x1; x2 = 0, i.e., x1; x2 ! 0 as
t!1.
It will be shown that the control law for command input
uc =  By0(F2(x2   p) + f>1 x1 + f2   _p+
d20ez2
kz2kd0e + f3kz2k2
) (7)
possesses these properties, where By0 is the Moore-Penrose pseudoinverse of
B0 ( The denition of Moore-Penrose pseudoinverse can be found in Ref. [14]
), F2 is a positive denite matrix, 0 < f3 < f2 and f2 > 1=2 is the minimum
eigenvalue of F2, p =  K1f>1 x1 and F1 := f1K1f>1 is a positive denite
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matrix, d0e is an estimate of kdk which is obtained from
_d0e = qkz2k (8)
where q > 0.
Next the derivation of the control law will be given. The following trans-
formation is introduced to compensate the eect of input saturation and
failure:
z1 = x1   1 (9a)
z2 = x2   2   p (9b)
where 1 and 2 are virtual states, p is the virtual control, which is designed
as,
p =  K1f>1 x1 (10)
and K1 is chosen that F1 := f1K1f
>
1 is a positive denite matrix.
The virtual states 1 and 2 are chosen to satisfy the following equations:
_1 =  F11 + f12 (11a)
_2 =  F22   f>1 1 +B0u (11b)
where u = u  uc and F2 is a positive matrix. The initial values of 1 and
2 are chosen as 1(0) = 0; 2(0) = 0.
The candidate of Lyapunov function is chosen as,
V2 =
1
2
z>1 z1 +
1
2
z>2 z2 +
1
2q
d^20 (12)
7
where d^0 = d0e   kdk.
Substituting Eq. (10), Eq. (8), Eq. (11) and control law Eq. (7) into the
derivation of V2 along with z system, the following inequality is derived,
_V2   z>1 F1z1   z>2 F2z2 + f3kz2k2
   f1kz1k2   ( f2   f3)kz2k2 (13)
where f1 > 0 is the minimum eigenvalue of F1. To use LaSalle-Yoshizawa
Theorem [13], the designed parameters f2 and f3 are chosen as f2 > f3 > 0.
Using LaSalle-Yoshizawa Theorem, it is shown that
lim
t!1
z1 = lim
t!1
(x1   1) = 0 (14a)
lim
t!1
z2 = lim
t!1
(x2   p  2) = 0 (14b)
To see the convergence of x1; x2, the candidate of Lyapunov function of i(i =
1; 2) system is chosen as,
V =
1
2
>1 1 +
1
2
>2 2 (15)
Then, the derivative of V along Eq. (11) can be given by
_V =  >1 F11   >2 F22 + >2 B0u (16)
If no input saturation and failure occur, u = 0. Using LaSalle-Yoshizawa
Theorem, it is shown that limt!1 1 = 0 and limt!1 2 = 0. Then, from
Eq. (14a) it is seen that limt!1 x1 = 0. Thereafter, from Eq. (10) it is seen
that limt!1 p = 0. Then from Eq. (14b), it is shown that limt!1 x2 = 0
since p; 2 ! 0 as t!1. Therefore, the asymptotic tracking is assured.
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If input saturation and failure occur, u 6= 0. To show boundedness of
1 and 2, Eq. (16) can be written as,
_V =  >1 F11   >2 F22 + >2 B0u (17a)
   f1>1 1   ( f2   0:5)>2 2 +
1
2
(B0u)
>B0u (17b)
To use Lasalle-Yoshizawa Theorem, the design parameter f2 is chosen as
f2 > 0:5 such that the second term of the above equation is negative.
Integrating Eq. (17), the following equation is given
k1k2  1p
2 f1
kB0uk (18a)
k2k2  1p
2 f2   1
kB0uk (18b)
From Eq. (13), it is shown that
kz1k22 =
Z 1
0
z>1 z1 dt 
1
f1
V2(0) (19a)
kz2k22 =
Z 1
0
z>2 z2 dt 
1
f2
V2(0) (19b)
where
V2(0) =
1
2
z1(0)
>z1(0) +
1
2
z2(0)
>z2(0) (20)
with z1(0) = x1(0), and z2(0) = x2(0)  A1f>1 x1(0).
From Eq. (18) and Eq. (19), the bounds of the transient tracking errors
can be written as
kx1k2  1p
2 f1
(
p
2V2(0) + kB0uk) (21a)
kx2k2  1p f2
p
V2(0) +
1p
2c2
kB0uk+ kA1f>1 kkx1k (21b)
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Figure 1: Flow chart of the implementation of the controller
Furthermore, the performance of control can be improved by increasing the
parameters f1 and f2. For suciently large f1 and f2, then x1; x2 ! 0 as
t!1.
The ow chart of the implementation of the controller is shown in Fig. 1.
Firstly, the values i (i=1,2) are integrated from Eq.(11). The values of p
and _p are calculated from Eq. (10) and Eq. (5). Thereafter, the values of
zi (i=1,2) and d0e can be calculated from Eq. (9) and Eq. (8), respectively.
Therefore the controller Eq. (7) can be implemented. The robustness against
bounded external disturbance in the controller design can be seen in Eq. (7)
and Eq. (8). As seen from Eq. (7), the bound of the disturbance (kdk) is an
estimated parameter in the controller, and the implementation of controller
does not depend on the exact value of kdk but its estimation kd0ek. The
proposed controller can cope with the bounded time-varying external dis-
turbance by updating the parameter kd0ek from Eq. (8) although the exact
value of kdk is unknown.
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4. Optimal Descent Control Law
Now that the general control law has been presented, an adaptive back-
stepping control law is developed. The design of navigation system is not
considered in this paper. It is assumed that the values of states can be ob-
tained from the inertial navigation system and the control law is to track the
predened prole in Eq. (4).
For the orbit tracking, a height error and velocity error are dened as
eh(t) = h(t)   hd(t) and ev(t) = V (t)   Vd(t), respectively. Then the error
equation of height and velocity can be written as,
_eh(t) = ahev(t) (22a)
_ev = do   1=m uo (22b)
where ah = [0; 0; 1], do is nonlinear terms, and
uo =
26664
T cosB cos B   Td cosBd cos Bd
T cosB sin B   Td cosBd sin Bd
T sinB   Td sinBd
37775 (23)
The saturation function can be written as
sat(uco) =
8<: (uco + unorm)Tmax=T   unorm juco + unormj  Tmaxuco juco + unormj < Tmax (24)
where uco is the command input for orbit tracking, Tmax is the saturation
level of thrust and unorm is the nominal control input which can be described
as follows,
unorm =
26664
Td cosBd cos Bd
Td cosBd sin Bd
Td sinBd
37775 (25)
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Furthermore, if 30% of thrust is assumed to fail at the midpoint of descent,
the actual thrust level equals command thrust level when t  tf=2 and the
actual thrust level is 70% of the command thrust when tf=2 < t  tf .
Using the special continues function tan 1 to approach this characteristic,
the failure mode can be written as [3],
fa =
1 + Ta
2
(1  2

1  Ta
1 + Ta
tan 1(2t  tf ))(uco + unorm)  unorm (26)
where Ta = 0:7.
It is shown that Eq. (22) is of the form of Eq. (5) with x1 = eh, x2 = ev,
f1 = ah, f2 = 0, d = do and B0 =  1=m. Then the controller Eq. (7) and
update law Eq. (8) can be implemented directly.
For the numerical simplicity of the on-board real time computations,
quaternion is used for the attitude tracking. The quaternion from FH to
body frame FB [9] is dened as Q = [q0; q>]>, where q0 is a scalar part
of the quaternion, and q = [q1; q2; q3]
> is the vector part. The reference
frame of attitude corresponding to the commanded motion is denoted by
FBd and its attitude with respect to FH is specied by the unit quaternion
Qd = [q0d; q
>
d ]
> which is transformed from the Euler angles derived from
orbit tracking system using Eq. (5.13) and Eq. (5.38) in Ref. [15]. The
error of quaternion eQ := [eq0; e
>
q ]
> and angular velocity of lander are then
dened as [10] eQ = Qd 
 Q and e! = !   L(eQ)!d, respectively, where
Qd = [q0d; q>d ]> is the inverse of Qd and L(eQ) is the rotation matrix from
FBd to FB. The attitude tracking control objectives are limt!1 e! = 0 and
limt!1 eQ = [1; 0; 0; 0]>. It is noted that the error quaternion should be of
unit length. Therefore the attitude tracking objectives can be simplied as
limt!1[eq; e!] = 0. Using the similar approach of [16], the error attitude
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dynamics and kinematics can be expressed as,
_eq =
1
2
[eq0I3 + S(eq)]e! (27a)
_e! =  J 1(Cr! + nr)  ndo + J 1M + J 1dM (27b)
where, J is the inertia matrix of lander, S() is cross-product operator [10],
M is the control torque,
Cr(!) = JS(LBH!
H
HP )  S(J(! + LBH!HHP )) + S(LBH!HHP )J
nr(!) = S(LBH!
H
HP )J(LBH!
H
HP ) + JLBH
d!HHP
dt
+ _J(! + LBH!
H
HP )
ndo = S(e!)L(eQ)!d + L(eQ) _!d
with LBH the rotation matrix from FH to FB and !HHP = [ _ cos;  _;  _ sin]>
the angular velocity of FH with respect to planetary xed frame FP [9]
expressed in FH , dM is the bounded external disturbance torque. If the
J = J0 + J , where J0 and J are the certain term and uncertain term of
J , respectively, then the term in Eq. (27) can be also treated as unknown
bounded disturbance.
If each axis of torque is subjected to saturation, the saturation function
can be written as
sat(Mc)(i) =
8<: sign(Mc(i))Mmax jMc(i)j MmaxMc(i) jMc(i)j < Mmax (28)
where i = x; y; z, Mc is the command control torque and Mmax is the satu-
ration value of torque.
It can be seen that Eq. (27) is of the form of Eq. (5) with x1 = eq, x2 = e!,
f1 = 1=2[eq0I + S(eq)], f2 =  J 1(Cr! + nr)   ndo, B0 = J 1, u = M , and
d = J 1dM . The controller can be implemented directly as well.
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5. Results and Discussion
In this section, a numerical simulation of a sample lunar soft landing
scenario is given to demonstrate the proposed control law. Nominal initial
conditions of optimal descent are h0 = 15 km and V0 = [1609:08; 100; 0] m/s.
The initial height error is set to be 100 m and initial velocity error is set to
[2; 3; 5]> m/s. Since the terminal guidance will be used following the optimal
guidance, the terminal height of optimal descent is specied as hf = 100 m
to allow for a further study of terminal descent and the terminal velocity is
specied as Vf = [0; 0; 0] m/s. The assumed initial mass is 5156 kg, the nom-
inal level of orbit thrust is 24 kN. In addition, the failure mode in Eq. (26) is
adopted in numerical simulation. To compensate the thrust failures, a certain
of redundancy is necessary [17]. Therefore, the saturation level of orbit thrust
is chosen as 34 kN. The specic impulse of orbit thrust is Isp = 315 s. The
moment of inertia matrix is J = diag[2:865; 1:826; 1:826]103 kgm2. For the
attitude tracking, the initial quaternion is chosen as Q0 = [
p
0:8;
p
0:2; 0; 0]>
and the initial angular velocity is chosen as !0 = [0; 0; 0]
>. The saturation
level of control torque and the external disturbance torque are chosen as
200 Nm and 20[cos t; sin t; cos 2t]> Nm, respectively. The control parameters
for orbit tracking are chosen as K1 = diag[0:1; 0:1; 0:1], F2 = diag[1; 1; 20],
f3 = 0:25, d0e(0) = 0, and q = 0:01. The control parameters for atti-
tude tracking are chosen as K1 = diag[1; 1; 1], F2 = diag[5; 5; 5], f3 = 0:1,
d0e(0) = 0, and q = 0:01. The height and velocity trajectories are shown in
Fig. 2. The desired trajectories and actual trajectories with adaptive back-
stepping control are illustrated with the dashed line and the dashdot line,
respectively. Figure 3(a) shows the time history of error quaternion. The
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solid line represents the scalar part of the error quaternion and the dashed,
dashdot, dotted line represents the vector part of the error quaternion. It can
be seen that the initial state error is removed by throttling down the orbit
thrusters and adjusting the values of control torques. Figure 3(b) shows the
time history of the orbit thrust level. As seen from Fig. 3(b), the control law
can adjust the orbit thrust level automatically after the orbit thrust failure
occurs. The time history of the control torque is shown in Fig. 3(c), where
the dashdot, dotted, and solid line represent the control torque in the direc-
tion of x-axis, y-axis, and z-axis, respectively. As seen from Fig. 3(c), since
the control torques are mainly used to reject bounded external disturbance
after transient response, the estimation of kdk is about 20 N.m which is the
exact value of kdk. Therefore, the control torques can cope with bounded
external time-varying disturbance. It is also shown that the the orbit thrust
saturation doesn't occur since enough redundancy is supplied to compensate
the thruster failure where the control torque saturation occurs initially. How-
ever, the performance of tracking is assured since the control law can cope
with thruster failure and saturation. Thus, the proposed controller enables
embedded autonomy as it provides a robust approach to deal with failures
without requiring the traditional Fault Detection, Isolation, and Recovery
(FDIR) system.
6. Conclusions
An adaptive backstepping controller for optimal descent is presented
which is shown to be robust to compensate the input saturation and bounded
time varying external disturbance. For practical implementation, the states
15
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Figure 2: Numerical results of height trajectory and velocity trajectory (--, required prole;
-., Adaptive backstepping Control)
can be obtained from inertial navigation system via Inertial Measurement
Unit (IMU) and the estimation of the bound of disturbance and virtual state
can be updated on real-time. Therefore, the proposed controller can be im-
plemented. Such a control law is able to compensate for thruster failures
without requiring the on-board monitoring systems. It oers an alternative
which negates the need for the traditional Fault Detection, Isolation, and Re-
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Figure 3: Numerical results of error quaternion and control input
covery (FDIR) approach through embedded autonomy. It should be noted
that the proposed controller is still a theory, but one which should be better
suited to implementation as it is closer to the what the system will require.
It is also worth noting that by using the embedded autonomy that the real-
world system is actually not that dierent to an ideal one as the control must
autonomously correct for the ideal worlds lack of perturbations as much as
it should for the real-world perturbations. The future work would focus on a
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hardware-in-the-loop simulation, i.e. to run the algorithms on an actual ight
processor, and perhaps in a high-delity simulations environment capable of
performing monte-carlo campaigns.
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