Abstract-In this paper, we present a new algorithm for learning oblique decision trees. Most of the current decision tree algorithms rely on impurity measures to assess the goodness of hyperplanes at each node while learning a decision tree in top-down fashion. These impurity measures do not properly capture the geometric structures in the data. Motivated by this, our algorithm uses a strategy for assessing the hyperplanes in such a way that the geometric structure in the data is taken into account. At each node of the decision tree, we find the clustering hyperplanes for both the classes and use their angle bisectors as the split rule at that node. We show through empirical studies that this idea leads to small decision trees and better performance. We also present some analysis to show that the angle bisectors of clustering hyperplanes that we use as the split rules at each node are solutions of an interesting optimization problem and hence argue that this is a principled method of learning a decision tree.
I. INTRODUCTION
T HE DECISION tree is a well-known and widely used method for classification. The popularity of the decision tree is because of its simplicity and easy interpretability as a classification rule. In a decision tree classifier, each nonleaf node is associated with a so-called split rule or a decision function, which is a function of the feature vector and is often binary valued. Each leaf node in the tree is associated with a class label. To classify a feature vector using a decision tree, at every nonleaf node that we encounter (starting with the root node), we branch to one of the children of that node based on the value assumed by the split rule of that node on the given feature vector. This process follows a path in the tree, and when we reach a leaf, the class label of the leaf is what is assigned to that feature vector. In this paper, we address the problem of learning an oblique decision tree, given a set of labeled training samples. We present a novel algorithm that attempts to build the tree by capturing the geometric structure of the class regions.
Decision trees can be broadly classified into two types, i.e., axis parallel and oblique [1] . In an axis-parallel decision tree, the split rule at each node is a function of only one of the components of the feature vector. Axis-parallel decision trees are particularly attractive when all features are nominal; in such cases, we can have a nonbinary tree where, at each node, we test one feature value, and the node can have as many children as the values assumed by that feature [2] . However, in more general situations, we have to approximate even arbitrary linear segments in the class boundary with many axis-parallel pieces; hence, the size of the resulting tree becomes large. The oblique decision trees, on the other hand, use a decision function that depends on a linear combination of all feature components. Thus, an oblique decision tree is a binary tree where we associate a hyperplane with each node. To classify a pattern, we follow a path in the tree by taking the left or right child at each node based on which side of the hyperplane (of that node) the feature vector falls in. Oblique decision trees represent the class boundary as a general piecewise linear surface. Oblique decision trees are more versatile (and hence are more popular) when features are real valued.
The approaches for learning oblique decision trees can be classified into two broad categories. In one set of approaches, the structure of the tree is fixed beforehand, and we try to learn the optimal tree with this fixed structure. This methodology has been adopted by several researchers, and different optimization algorithms have been proposed [3] - [8] . The problem with these approaches is that they are applicable only in situations where we know the structure of the tree a priori, which is often not the case. The other class of approaches learns the tree in a topdown manner. Top-down approaches have been more popular because of their versatility.
Top-down approaches are recursive algorithms for building the tree in a top-down fashion. We start with the given training data and decide on the "best" hyperplane, which is assigned to the root of the tree. Then, we partition the training examples into two sets that go to the left child and the right child of the root node using this hyperplane. Then, at each of the two child nodes, we repeat the same procedure (using the appropriate subset of the training data). The recursion stops when the set of training examples that come to a node is pure, that is, all these training patterns are of the same class. Then, we make it a leaf node and assign that class to the leaf node. (We can also have other stopping criteria such as we make a node a leaf node if, for example, 95% of the training examples reaching that node belongs to one class.) A detailed survey of top-down decision tree algorithms is available in [9] . There are two main issues in top-down decision tree learning algorithms: 1) given the training examples at a node, how to rate different hyperplanes that can be associated with this node and, 2) given a rating function, how to find the optimal hyperplane at each node.
One way of rating hyperplanes is to look for hyperplanes that are reasonably good classifiers for the training data at that node. In [10] , two parallel hyperplanes are learned at each node such that one side of each hyperplane contains points of only one class and the space between these two hyperplanes contains the points that are not separable. A slight variant of the aforementioned algorithm is proposed in [11] , where only one hyperplane is learned at each decision node in such a way that one side of the hyperplane contains points of only one class. However, in many cases, such approaches produce very large trees that have poor generalization performance. Another approach is to learn a good linear classifier (e.g., least mean square error classifier) at each node (see, e.g., [12] ). Decision tree learning for multiclass classification problems using linearclassifier-based approaches is discussed in [13] , [14] . Instead of finding a linear classifier at each node, Cline [15] , which is a family of decision tree algorithms, uses various heuristics to determine hyperplanes at each node. However, they do not provide any results to show why these heuristics help or how one chooses a method. A Fisher-linear-discriminant-based decision tree algorithm is proposed in [16] . All the previously discussed approaches produce crisp decision boundaries. The decision tree approach giving probabilistic decision boundary is discussed in [17] . Its fuzzy variants are discussed in [18] and [19] .
In a decision tree, each hyperplane at a nonleaf node should split the data in such a way that it aids further classification; the hyperplane itself need not be a good classifier at that stage. In view of this, many classical top-down decision tree learning algorithms are based on rating hyperplanes using the so-called impurity measures. The main idea is given as follows: Given the set of training patterns at a node and a hyperplane, we know the set of patterns that go into the left and right children of this node. If each of these two sets of patterns have predominance of one class over others, then, presumably, the hyperplane can be considered to have contributed positively to further classification. At any stage in the learning process, the level of purity of a node is some measure of how skewed is the distribution of different classes in the set of patterns landing at that node. If the class distribution is nearly uniform, then the node is highly impure; if the number of patterns of one class is much larger than that of all others, then the purity of the node is high. The impurity measures used in the algorithms give higher rating to a hyperplane, which results in higher purity of child nodes. The Gini index, entropy, and twoing rule are some of the frequently used impurity measures [9] . A slightly different measure is the area under the ROC curve [20] , which is also called AUCsplit and is related inversely to the Gini index. Some of the popular algorithms that learn oblique decision trees by optimizing some impurity measures are discussed in [9] . Many of the impurity measures are not differentiable with respect to the hyperplane parameters. Thus, the algorithms for decision tree learning using impurity measures need to use some search techniques for finding the best hyperplane at each node. For example, CART-LC [1] uses a deterministic hill-climbing algorithm; OC1 [21] uses a randomized search. Both of these approaches search in one dimension at a time, which becomes computationally cumbersome in high-dimensional feature spaces. In contrast to these approaches, evolutionary approaches are able to optimize in all dimensions simultaneously. Some examples of decision tree algorithms in which the rating function is optimized using evolutionary approaches are in [18] , [22] , and [23] . Evolutionary approaches are tolerant to noisy evaluations of the rating function and also facilitate optimizing multiple rating functions simultaneously [24] , [25] .
A problem with all impurity measures is that they depend only on the number of (training) patterns of different classes on either side of the hyperplane. Thus, if we change the class regions without changing the effective areas of class regions on either side of a hyperplane, the impurity measure of the hyperplane will not change. Thus, the impurity measures do not really capture the geometric structure of class regions.
In [26] , a different approach is suggested, where the function for rating hyperplanes gives high values to hyperplanes, which promote the "degree of linear separability" of the set of patterns landing at the child nodes. It has been found experimentally that the decision trees learned using this criterion are more compact than those using impurity measures. In [26] , a simple heuristic is used to define what is meant by "degree of linear separability." This function also does not try to capture the geometry of pattern classes. Again, the cost function is not differentiable with respect to the parameters of the hyperplanes, and the method uses a stochastic search technique called Alopex [27] to find the optimal hyperplane at each node.
In this paper, we present a new decision tree learning algorithm, which is based on the idea of capturing, to some extent, the geometric structure of the underlying class regions. For this, we borrow ideas from some recent variants of the support vector machine (SVM) method, which are quite good at capturing the (linear) geometric structure of the data.
For a two-class classification problem, the multisurface proximal SVM (GEPSVM) algorithm [28] finds two clustering hyperplanes, i.e., one for each class. Each hyperplane is close to patterns of one class while being far from patterns of the other class. Then, new patterns are classified based on the nearness to the hyperplanes. In problems where one pair of hyperplanes like this does not give sufficient accuracy, Mangasarian and Wild [28] suggests the idea of using the kernel trick of (effectively) learning the pair of hyperplanes in a high-dimensional space to which the patterns are transformed. Motivated by GEPSVM, we derive our decision tree approach as follows: At each node of the tree, we find the clustering hyperplanes as in GEPSVM. After finding these hyperplanes, we choose the split rule at this node as the angle bisectors of the two hyperplanes. Then, we split the data based on the angle bisector and recursively learn the left and right subtrees of this node. Since, in general, there will be two angle bisectors, we select that which is better based on an impurity measure. Thus, the algorithm combines the ideas of linear tendencies in data and purity of nodes to find better decision trees. We also present some analysis to bring out some interesting properties of our angle bisectors that can explain why this may be a good technique to learn decision trees.
The rest of this paper is organized as follows: 1 We describe our algorithm in Section II. Section III presents some analysis that brings out some properties of the angle bisectors of the clustering hyperplanes. Based on these results, we argue that our angle bisectors are a good choice for split rule at a node while learning the decision tree. Experimental results are given in Section IV. We conclude this paper in Section V. 
II. GEOMETRIC DECISION TREE
The performance of any top-down decision tree algorithm depends on the measure used to rate different hyperplanes at each node. The issue of having a suitable algorithm to find the hyperplane that optimizes the chosen rating function is also important. For example, for all impurity measures, the optimization is difficult because finding the gradient of the impurity function with respect to the parameters of the hyperplane is not possible. Motivated by these considerations, here, we propose a new criterion function to assess the suitability of a hyperplane at a node that can capture the geometric structure of the class regions. For our criterion function, the optimization problem can also be solved more easily.
We first explain our method by considering a two-class problem. Given the set of training patterns at a node, we first find two hyperplanes, i.e., one for each class. Each hyperplane is such that it is closest to all patterns of one class and is farthest from all patterns of the other class. We call these hyperplanes as the clustering hyperplanes (for the two classes). Because of the way they are defined, these clustering hyperplanes capture the dominant linear tendencies in the examples of each class that are useful for discriminating between the classes. Hence, a hyperplane that passes in between them could be good for splitting the feature space. Thus, we take the hyperplane that bisects the angle between the clustering hyperplanes as the split rule at this node. Since, in general, there would be two angle bisectors, we choose the bisector that is better, based on an impurity measure, i.e., the Gini index. If the two clustering hyperplanes happen to be parallel to each other, then we take a hyperplane midway between the two as the split rule. Before presenting the full algorithm, we illustrate it through an example.
Consider the 2-D classification problem shown in Fig. 1 , where the two classes are not linearly separable. The hyperplane learned at the root node using OC1, which is an oblique decision tree algorithm that uses the impurity measure of Gini index, is shown in Fig. 1(a) . As can be seen, although this hyperplane promotes the (average) purity of child nodes, it does not really simplify the classification problem; it does not capture the symmetric distribution of class regions in this problem. Fig. 1(b) shows the two clustering hyperplanes for the two classes and the two angle bisectors, obtained through our algorithm, at the root node on this problem. As can be seen, choosing any of the angle bisectors as the hyperplane at the root node to split the data results into linearly separable classification problems at both child nodes. Thus, we see here that our idea of using angle bisectors of two clustering hyperplanes actually captures the right geometry of the classification problem. This is the reason we call our approach "geometric decision tree (GDT)."
We also note here that neither of our angle bisectors scores high on any impurity based measure; if we use either of these hyperplane as the split rule at the root, both child nodes would contain roughly equal number of patterns of each class. This example is only for explaining the motivation behind our approach. Not all classification problems have such a nice symmetric structure in class regions. However, in most problems, our approach seems to be able to capture the geometric structure well, as seen from the results in Section IV.
A. GDT Algorithm: Two-Class Case
. .n}, be the training data set. Let C + be the set of points for which y i = 1. In addition, let C − be the set of points for which
For an oblique decision tree learning algorithm, the main computational task is given as follows: Given a set of data points at a node, find the best hyperplane to split the data. Let S t be the set of points at node t. Let n t + and n t − denote the number of patterns of the two classes at that node. Let A ∈ n t + ×d be the matrix containing points of class C + at node t as rows. 2 Similarly, let B ∈ Similarly, hyperplane h 2 is to be closest to all points of class C − and farthest from points of class C + . To find the clustering hyperplanes, we use the idea as in GEPSVM [28] . The nearness of a set of points to a hyperplane is represented by the average of squared distances. The average of squared distances of points of class C + from a hyperplane
Note that, by the definition of matrix A, we have
, where e n t + is an n t + -dimensional column vector 3 of ones. Now, D + (w, b) can be further simplified as
Similarly, the average of the squared distances of points of class
] and e n t − is the n t − -dimensional vector of ones. To find each clustering hyperplane, we need to find h such that one of D + or D − is maximized while minimizing the other. Hence, the two clustering hyperplanes, which are specified byw 1 = [ w
T , can be formalized as the solution of optimization problems as follows:
It can easily be verified that
) symmetric positive semidefinite matrix. G is strictly positive definite when matrix A has full column rank. Similarly, matrix H is also a positive semidefinite matrix, and it is strictly positive definite when matrix B has full column rank. The problems given by (1) and (2) are standard optimization problems, and their solutions essentially involve solving the following generalized eigenvalue problem [30] :
It can be shown [30] that anyw that is a local solution of the optimization problems given by (1) and (2) will satisfy (3) and the value of the corresponding objective functions is given by eigenvalue λ. Thus, the problem of finding parameters (w 1 , b 1 )
3 Unless stated otherwise all vectors are assumed to be column vectors.
and (w 2 , b 2 ) of two clustering hyperplanes gets reduced to finding eigenvectors corresponding to the maximum and minimum eigenvalues of the generalized eigenvalue problem described by (3) . It is easy to see that, ifw 1 is a solution of problem (3), kw 1 also happens to be a solution for any k. Here, for our purpose, we choose k = 1/ w 1 . That is, the clustering hyperplanes [obtained as the eigenvectors corresponding to the maximum and minimum eigenvalues of the generalized eigenvalue
T , and they are scaled such that w 1 = w 2 = 1. We solve this generalized eigenvalue value problem using the standard LU-decomposition-based method [30] in the following way: Let matrix G have full rank. Let G = F F T , which can be done using LU factorization. Now, from (3), we get the following: Assuming w 1 = w 2 , it is easily shown that (note thatw 1 ,w 2 are such that w 1 = w 2 = 1)
As we mentioned earlier, we choose the angle bisector that has a lower value of the Gini index. Letw t be a hyperplane that is used for dividing the set of patterns S t in two parts S t l and S t r . Let n t l + and n t l − denote the number of patterns of the two classes in set S t l , and let n t r + and n t r − denote the number of patterns of the two classes in set S t r . Then, the Gini index of hyperplanẽ w t is given by [1] Gini(w t ) = n
where n t = n t + + n t − is the number of points in S t . In addition,
− is the number of points falling in set S t l , and
− is the number of points falling in set S t r . We choosew 3 orw 4 to be the split rule for S t based on which of the two gives lesser value of the Gini index.
When the clustering hyperplanes are parallel (that is, when w 1 = w 2 ), we choose a hyperplane given byw = (w, b) = (w 1 , (b 1 + b 2 )/2) as the splitting hyperplane.
As is easy to see, in our method, the optimization problem of finding the best hyperplane at each node is solved exactly rather than by relying on a search technique. The clustering hyperplanes are obtained by solving the eigenvalue problem. After that, to find the hyperplane at the node, we need to compare only two hyperplanes based on the Gini index.
The complete algorithm for learning the decision tree is given as follows: At any given node, given the set of patterns S t , we find the two clustering hyperplanes (by solving the generalized eigenvalue value problem) and choose one of the two angle bisectors, based on the Gini index, as the hyperplane to be associated with this node. We then use this hyperplane to split S t into two sets, i.e., those that go into the left and right child nodes of this node. We then recursively do the same at the two child nodes. The recursion stops when the set of patterns at a node are such that the fraction of patterns belonging to the minority class of this set are below a user-specified threshold or the depth of the tree reaches a prespecified maximum limit.
B. Handling the Small-Sample-Size Problem
In our method, we solve the generalized eigenvalue value problem using the standard LU-decomposition-based technique. In the optimization problem (1), the LU-decompositionbased method is applicable only when matrix G has full rank (which happens when matrix A has full column rank). In general, if there are a large number of examples, then (under the usual assumption that no feature is a linear combination of others) we would have full column rank for A. (This is the case, for example, in the proximal SVM method [28] , which also finds the clustering hyperplanes like this.) However, in our decision tree algorithm, as we go down in the tree, the number of points falling at nonleaf nodes will keep decreasing. Hence, there might be cases where matrix G becomes rank deficient. We describe a method of handling this problem of small sample size by adopting the technique presented in [31] .
Suppose that matrix G has rank r < d + 1. Let N be the null space of G. Let Q = [α 1 . . . α d+1−r ] be the matrix whose columns are an orthonormal basis for N . According to the method given in [31] , we first project all the points in class C − to the null space of G. Every vectorx belonging to class C − after projection will become QQ
Tx
. Let the matrix corresponding to H after projection beH. Then,
T would be zero because columns of Q span the null space of G. Now, the eigenvector corresponding to the largest eigenvalue ofH is selected as the desired vector (clustering hyperplane).
We now explain how this approach works. The whole analysis is based on the following result:
Theorem 1 [31] : Suppose that R is a set in the d-dimensional space and ∀x ∈ R, f (x) ≥ 0, g(x) ≥ 0, and g(x) ). Then, h 1 (x) has a maximum (including positive infinity) at point x 0 in R if h 2 (x) has a maximum at point x 0 .
Using [31] . Selectingw ∈ N enforcesG = 0. 
Algorithm 1: Multiclass GDT
Get a node t l , and make t l a leaf node; Assign the class label associated to the majority class to t l ; Make t l the left child of t; else if (η 1 (S t l ) > 1 − 1 ) then Get a node t l , and make t l a leaf node; Assign the class label associated to the majority class in set S t l to t l ; Make t l the left child of t; else t l = GrowTreeMulticlass(S t l ); Make t l the left child of t; end if (T ree-Depth = Max-Depth) then Get a node t r , and make t r a leaf node; Assign the class label associated to the majority class to t r ; Make t l the right child of t; else if (η 1 (S t r ) > 1 − 1 ) then Get a node t r , and make t r a leaf node; Assign the class label associated to the majority class in the set S t r to t r ;
Make t l the right child of t; else t r = GrowTreeMulticlass(S t r ); Make t r the right child of t; end return t end To summarize, when matrix G becomes rank deficient, we find the null space of it and project all the feature vectors of class C − on to this null space. The clustering hyperplane for class C + is chosen as the principal eigen vector of matrixH described earlier. The small-sample-size problem can occur only when matrix G becomes rank deficient. The rank deficiency of matrix H does not affect the solution of the optimization problem given by (1).
C. GDT for Multiclass Classification
The algorithm presented in the previous section can be easily generalized to handle the case when we have more than two classes. Let S = {(x i , y i ) :
, . . . , K} i = 1 . . . n} be the training data set, where K is the number of classes. At a node t of the tree, we divide the set of points S t at that node in two subsets, i.e., S t + and S t − . S t + contains points of the majority class in S t , whereas S t − contains the rest of the points. We learn the tree as in the binary case discussed earlier. The only difference here is that we use the fraction of the points of the majority class to decide whether a given node is a leaf node or not. A complete description of the decision tree method for multiclass classification is given in Algorithm 1. Algorithm 1 recursively calls the procedure GrowTreeMulticlass(S t ), which will learn a split rule for node t and return a subtree at that node.
III. ANALYSIS
In this section, we present some analysis of our algorithm. We consider only the binary classification problem. We prove some interesting properties of the angle bisector hyperplanes to indicate why angle bisectors may be a good choice (in a decision tree) for the split rule at a node.
Let S be a set of n patterns (feature vectors) of which n + are of class C + and n − are of class C − . Recall that, as per our notation, A is a matrix whose rows are feature vectors of class C + and B is a matrix whose rows are feature vectors of class C − . Let μ + , μ − ∈ d be the sample means. Let Σ + , Σ − be the sample covariance matrices. Then, we have
where e n + is an n + -dimensional vector having all elements one. Similarly, we will have
Case 1: (Σ + = Σ − = Σ) We have the following result: Theorem 2: Let S be a set of feature vectors with equal sample covariance matrices of the two classes. Then, the angle bisector of two clustering hyperplanes will have the same orientation as the Fisher linear discriminant hyperplane.
Proof: Given any arbitrary w ∈ d , b ∈ , we can show 4 through simple algebra that b 2 ) be the objective functions of optimization problems (1) and (2), respectively. Then, we have
where σ 
The preceding set of equations will give us
where α 1 and α 2 are some scalars. This means that both clustering hyperplanes are parallel to each other and (w 3 , b 3 ) is such that w 3 ∝ Σ −1 (μ + − μ − ). This is the same as the Fisher linear discriminant, thus proving the theorem.
Case 2: (μ + = μ − = μ) Next, we discuss the case of the data distribution, where both classes have the same mean.
Theorem 3: If the sample mean of two classes are the same, then the clustering hyperplane found by solving optimization problems (1) and (2) will pass through the common mean.
Proof: Optimization problem (1), which finds the clustering hyperplane for C + , is
This problem can be equivalently written as a constrained optimization problem in the following way:
Equating the derivative of the Lagrangian of the preceding problem, with respect to b to zero, we get (with λ as the Lagrange multiplier)
This means that the clustering hyperplane for class C + passes through the common mean. Similarly, we can show that the clustering hyperplane for class C − also passes through the common mean. When μ + = μ − = μ, Theorem 3 says that b = −w T μ. Now, putting this value of b in (8), we get the optimization problem for finding w as
Hence, w 1 and w 2 will be the eigenvectors corresponding to the maximum and minimum eigenvalues of the generalized eigenvalue problem Σ − w = λΣ + w, respectively. Since the eigenvector can be determined only up to a scale factor, under our notation, we take w 1 = w 2 = 1. Since the ratio w T Σ − w/w T Σ + w is invariant to the scaling of vector w, we can maximize or minimize the ratio by constraining the denominator to have any constant value β. Thus, we can write w 1 and w 2 as
where the value of β can be chosen, so that it is consistent with our scaling of w 1 and w 2 . Now, the parameters of the two angle bisectors can be written as (
We show that the pair of vectors w 3 and w 4 are the solution to the following optimization problem:
Consider the possible solution to the optimization problem (11) given by w a = w 1 + w 2 and w b = w 1 − w 2 . We know that w 1 and w 2 are feasible solutions to problems (9) and (10), respectively. In addition, because w 1 and w 2 are eigenvectors corresponding to the maximum and minimum eigenvalues of the generalized eigen value problem Σ − w = λΣ + w, they satisfy w T 1 Σ + w 2 = 0. Thus, we see that the pair of vectors w a = w 1 + w 2 and w b = w 1 − w 2 satisfies all the constraints of the optimization problem (11) and hence is a feasible solution. We can rewrite the objective function of problem (11) as
The difference above will be maximum when the first term is maximized and the second term is minimized. For any real symmetric matrices Σ and Σ , if we want to maximize w T Σw subject to the constraint w T Σ w = constant, the solution is the eigenvector corresponding to the maximum eigenvalue of the generalized eigenvalue problem Σw = λΣ w. Similarly, to minimize w T Σw subject to the same constraint, the solution is the eigenvector corresponding to the minimum eigenvalue. Hence, the optimal solution to (11) is obtained when (w a + w b ) is the eigenvector corresponding to the maximum eigenvalue and (w a − w b ) is the eigenvector corresponding to the minimum eigenvalue of the generalized eigenvalue problem Σ − w = λΣ + w. Thus, w a = w 1 + w 2 and w b = w 1 − w 2 constitute the solution to optimization problem (11) . Now, we try to interpret this optimization problem to argue that this is a good optimization problem to solve when we want to find the best hyperplane to split the data at a node while learning a decision tree. Let X and Y be random variables denoting the feature vectors from classes C + and C − , respectively. Define new random variablesX a ,
Now, let us assume that we have enough samples from both classes, so that we can assume that the empirical averages are close to the expectations. We can rewrite the objective function in the optimization problem given by (11) as
Similarly, we can rewrite the constraints of that problem as
Hence, the angle bisectors, which are the solution of (11), would be the solution of the optimization problem given as
This optimization problem seeks to find w a and w b (which would be our angle bisectors) such that the covariance between Y a andŶ b is maximized while keepingX a andX b uncorrelated. (The constraints on the variances are needed only to ensure that the optimization problem has a bounded solution.) Y a andŶ b represent random variables that are projections of a class C − feature vector onto w a and w b , respectively, andX a andX b are projections of the class C + feature vector on w a and w b . Thus, we are looking for two directions such that one class pattern becomes uncorrelated when projected onto these two directions, whereas the correlation between projections of the other class feature vector becomes maximum. Thus, our angle bisectors give us directions that are good for discriminating between two classes; hence, we feel that our choice of the angle bisectors as split rule is a sound choice while learning a decision tree. Case 3: (Σ + = Σ − and μ + = μ − ) We next consider the general case of different covariance matrices and different means of two classes. Recall that the parameters of the two clustering hyperplanes arew 1 andw 2 , which are eigenvectors corresponding to the maximum and minimum eigenvalues of the generalized eigenvalue problem Hw = λGw. Then, using similar arguments as in case 2, one can show that the angle bisectors are the solution of the following optimization problem:
Again, consider X as a random feature vector coming from class C + and Y as a random feature vector coming from class
As earlier, we assume that there are enough examples from both the classes, so that the empirical averages can be replaced by expectations. Then, as in the earlier case, we can rewrite the optimization problem given by (13) as
This is very similar to the optimization problem we derived in the previous case, with the only difference being that the covariances are replaced by cross expectation or correlation. Thus, finding the two angle bisector hyperplanes is the same as finding two vectorsw a andw b in d+1 such that the cross expectation of the projection of class C − points on these vectors is maximized while keeping the cross expectation of the projection of class C + points on these vectors at zero. Again,
a ] are kept constant to ensure that the solutions of the optimization problem are bounded. Once again, we feel that the preceding discussion shows that the angle bisectors are a good choice as the split rule at a node in the decision tree.
IV. EXPERIMENTS
In this section, we present empirical results to show the effectiveness of our decision tree learning algorithm. We test the performance of our algorithm on several synthetic and real data sets. We compare our approach with OC1 [21] and CART-LC [1] , which are among the best state-of-art oblique decision tree algorithms. We also compare our approach with the recently proposed linear-discriminant-analysis-based decision tree (LDDT) [15] and with the SVM classifier, which is among the best generic classifiers today. We also compare our approach with GEPSVM [28] on binary classification problems. The experimental comparisons are presented on four synthetic data sets and ten "real" data sets from the UCI ML repository [33] .
Data Set Description: We generated four synthetic data sets in different dimensions, which are described here. 
]
T , where e 50 is a 50- dimensional TABLE II  COMPARISON RESULTS BETWEEN GEOMETRIC DECISION TREE  AND OTHER DECISION TREE APPROACHES vector, whose elements are all 1. Now, the points are labeled as follows:
Out of 2000 sampled points, 862 points are labeled +1, and 1138 points are labeled −1. Apart from these four data sets, we also tested the GDT on several benchmark data sets downloaded from the UCI ML repository [33] . The ten data sets that we used are described in Table I . The U.S. Congressional Votes data set available on the UCI ML repository has many observations with the missing values of some features. For our experiments, we choose only those observations for which there are no missing values for any feature. We also do not use all the observations in the Magic data set. It has a total of 19 020 samples of both classes. However, for our experiments, we randomly choose total 6000 points, with 3000 from each class.
Experimental Setup: We implemented GDT and LDDT in MATLAB. For OC1 and CART-LC, we have used the downloadable package available on Internet [34] . To learn SVM classifiers, we use the libsvm [35] code. Libsvm-2.84 [35] uses the one-versus-rest approach for multiclass classification. We have implemented GEPSVM in MATLAB.
GDT has only one user-defined parameter, which is 1 (the threshold on a fraction of the points to decide on any node being a leaf node). For all our experiments, we have chosen 1 using tenfold cross validation. SVM has two user-defined parameters, i.e., penalty parameter C and the width parameter σ for Gaussian kernel. The best values for these parameters are found using fivefold cross validation, and the results reported are with these parameters. Both OC1 and CART use 90% of the total number of points for training and 10% points for pruning. OC1 needs two more user-defined parameters. These parameters are the number of restarts R and the number of random jumps J. For our experiments, we have set R = 20 and J = 5, which are the default values suggested in the package. For the cases where we use GEPSVM with the Gaussian kernel, we found the best width parameter σ using fivefold cross validation.
Simulation Results: We now discuss the performance of GDT in comparison with other approaches on different data sets. The results provided are based on ten repetitions of tenfold cross validation. We show the average values and standard deviation (computed over the ten repetitions). Table II shows the comparison results of GDT with other decision tree approaches. In the table, we show the average and standard deviation 5 for the accuracy, size, and depth of tree and the time taken for each of the algorithms on each of the problems. We can intuitively take the confidence interval of the estimated accuracy of an algorithm to be one standard deviation on either side of the average. Then, we can say that, on a problem, one algorithm has significantly better accuracy than another if the confidence interval for the accuracy of the first is completely to the right of that of the second.
From Table II , we see that the average accuracy of GDT is better than all the other decision tree algorithms, except for the Wine, Votes, and Heart data sets, where LDDT has the same or better average accuracy. In terms of the confidence interval of the average accuracy, the performance of GDT is comparable to the best of other decision tree algorithms on the Breast Cancer, Bupa Liver, Magic, Heart, Votes, and Wine data sets. On the remaining eight data sets, the performance of GDT is significantly better than all the other decision tree approaches. Thus, overall, in terms of accuracy, the performance of the GDT is quiet good. In majority of the cases, GDT generates trees with smaller depth with lesser number of leaves, compared with other decision tree approaches. This supports the idea that our algorithm better exploits the geometric structure of the data set while generating decision trees.
Timewise GDT algorithm is much faster than OC1 and CART, as can be seen from the results in the table. In most cases, the time taken by GDT is less by at least a factor of ten. We feel that this is because the problem of obtaining the best split rule at each node is solved using an efficient linear algebra algorithm in case of GDT, whereas these other approaches have to resort to search techniques because optimizing impuritybased measures is tough. In all cases, the time taken by GDT is comparable to that of LDDT. This is also to be expected because LDDT uses similar computational strategies. We next consider comparisons of the GDT algorithm with SVM and GEPSVM. Table III shows these comparison results. GEPSVM with linear kernel performs the same as GDT for the 2 × 2 checkerboard problem because, for this problem, the two approaches work in a similar way. However, when there are more than two hyperplanes required, GEPSVM with Gaussian kernel performs worse than our decision tree approach. Moreover, with Gaussian kernel, GEPSVM solves the generalized eigenvalue problem of the size of the number of points, whereas our decision tree solves the generalized eigenvalue problem of the dimension of the data at each node (which is the case with GEPSVM only when it uses the linear kernel). This gives us an extra advantage in computational cost over GEPSVM. For all binary classification problems, GDT outperforms GEPSVM.
The performance of GDT is comparable to that of SVM in terms of accuracy. GDT performs significantly better than SVM on 10 and 100-dimensional synthetic data sets and the Balance Scale data set. GDT performs comparable to SVM on the 2 × 2 checkerboard, Bupa Liver, Pima Indian, Magic, Heart, and Votes data sets. GDT performs worse than SVM on the 4 × 4 checkerboard and the Breast Cancer, Vehicle, and Waveforms data sets.
In terms of the time taken to learn the classifier, GDT is faster than SVM on majority of the cases. At every node of the tree, we are solving a generalized eigenvalue problem that takes time on the order of (d + 1)
3 , where d is the dimension of the feature space. On the other hand, SVM solves a quadratic program whose time complexity is O(n k ), where k is between 2 and 3 and n is the number of points. Thus, in general, when the number of points is large compared to the dimension of the feature space, GDT learns the classifier faster than SVM.
Finally, in Fig. 2 , we show the effectiveness of our algorithm in terms of capturing the geometric structure of the classification problem. We show the first two hyperplanes learned by our approach and OC1 for 4 × 4 checkerboard data. We see that our approach learns the correct geometric structure of the classification boundary, whereas the OC1, which uses the Gini index as impurity measure, does not capture that.
Although GDT gets the correct decision boundary for the 4 × 4 chessboard data set, as shown in Fig. 2 , its crossvalidation accuracy is lesser than that of SVM. This may be because the data here are dense, and hence, numerical round-off errors can affect the classification of points near the boundary. On the other hand, if we allow some margin between the data points and the decision boundary (by ensuring that all the sampled points are at least 0.05 distance away from the decision boundary), then we observed that SVM and GDT both achieve 99.8% cross-validation accuracy.
In the GDT algorithm described in Section II, 1 is a parameter. If more than (1 − 1 ) fraction of the points fall into the majority class, then we declare that node as a leaf node and assign the class label of the majority class to that node. As we increase 1 , chances of any node to become a leaf node will increase. This leads to smaller sized decision trees, and the learning time also decreases. However, the accuracy will suffer.
To understand the robustness of our algorithm with respect to this parameter, we show, in Fig. 3 , variation in crossvalidation accuracy and the average number of leaves with 1 . The range of values of 1 is chosen to be 0.05-0. 35 . We see that the cross-validation accuracy does not change too much with 1 . However, with increasing 1 , the average number of leaves decrease. Thus, even though the tree size decreases with 1 , the cross-validation accuracy remains in a small interval. This happens because, for most of the points, the decision is governed by nodes closer to the root node. Few remaining examples, which are tough to classify, lead the decision tree to grow further. However, as the value of 1 increases, only nodes containing these tough-to-classify points become leaf nodes. From the results in Fig. 3 , we can say that 1 in the range of 0.1-0.3 would be appropriate for all data sets.
V. CONCLUSION
In this paper, we have presented a new algorithm for learning oblique decision trees. The novelty is in learning hyperplanes that captures the geometric structure of the class regions. At each node, we have found the two clustering hyperplanes and chosen one of the angle bisectors as the split rule. We have presented some analysis to derive the optimization problem for which the angle bisectors are the solution. Based on this, we argued that our method of choosing the hyperplane at each node is sound. Through extensive empirical studies, we showed that the method performs better than the other decision tree approaches in terms of accuracy, size of the tree, and time. We have also shown that the classifier obtained with GDT is as good as that with SVM, whereas it is faster than SVM. Thus, overall, the algorithm presented here is a good and novel classification method.
