A multi-disciplinary understanding of the concepts of identity, agency, relationships, interactions, and information could help us develop mitigation strategies for responsible humanalgorithmic systems in the field of AI. It is imperative for us to question the use of the Terms of Service (ToS) agreements model in the context of algorithmic systems, specifically AI systems that make decisions which affect people and their livelihoods. In this position paper, we identify five areas of concern in traditional ToS agreements by drawing on studies of sociotechnical systems in Science and Technology Studies: accommodating and enabling change, coconstitution, reflective directionality, friction, and generativity. We aim to address these ToS shortcomings and propose components of a novel Dynamic Algorithmic Service Agreements (DASA) framework. The DASA could be employed as a self-regulation framework while also enabling additional feedback loops between people and algorithmic systems. Rich interaction frameworks could enable us to better negotiate and cooperate with AI systems towards accomplishing the real-world goals we use them for. We illustrate the DASA framework in the context of a Recommender System used in the curation of real and synthetic data. We do not intend for the DASA framework to replace the ToS model, but instead think it will provide practitioners with an alternative point of view for the design of dynamic interaction interfaces for AI systems that account for human identity and agency.
Introduction
Self-determination theory considers the innate psychological needs of humans for competence, autonomy, and relatedness (Deci and Ryan 2004) . When designing algorithmic sociotechnical systems, maintaining a reasonable degree of human autonomy is critical to protecting the rights and liberties of the human actors who enter into interactions with them. Human autonomy is a key component of any human-in-theloop system. Algorithms increasingly play a critical role in curating information and automating decision-making that affects humans in a variety of sociotechnical systems, ranging from healthcare, finance, housing, employment, entertainment, and others. However, increasingly algorithms operate in relatively closed-loop systems that lack transparency to the users they affect (Ajunwa and Greene 2019;  Copyright c 2020, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved. Sharone 2017; Schor and Attwood-Charles 2017) . Furthermore, there are few recourse for humans to offer feedback in the systems that make recommendations and often time irreversible decisions for and about them.
Responsible AI considers human values and ethics along the whole pipeline of design, development, evaluation, and deployment of algorithmic systems (Cowls and Floridi 2018; Schrader and Ghosh 2018; Askell, Brundage, and Hadfield 2019) . One key outcome of the use of Responsible AI frameworks aims to be the improved alignment of the impacts of technology and innovation with societal demands and values. Having legally binding DASAs that can accommodate for human autonomy while reflecting societal values, could enable us to empower the human actors entangled within the algorithmic sociotechnical systems we are part of (Latour 2014; Bruni and Teli 2007) .
The main contribution of our work is to (1) outline five types of sociotechnical concerns of traditional ToS agreements in the context of AI Systems, (2) propose a Dynamic Algorithmic Service (DAS) Agreements framework, and (3) demonstrate how it could be applied in the context of a Recommender System AI models used in entertainment, advertising, and other media contexts.
Related Work
User rights such as the right to be forgotten (Wolford, B. 2018), right to identity (McCombs and Gonzlez 2007) , right to reasonable inference (Wachter and Mittelstadt 2019) , right to explanation (Wachter, Mittelstadt, and Floridi 2017) , and others, have been explored in the context of algorithmic systems. We build on that work in the context of end-user and source code license agreements that operate on the level of human-algorithmic interactions. One such agreement is the Terms of Service agreement.
Algorithmic Contracts as well as Algorithmic Social Contracts (Rahwan 2017) have previously been proposed by legal, computer science, and other scholars. Furthermore, we see a need for the development of contracts which operate on the level of interactions between individuals and algorithmic systems. Such finer-grained contracts could then be adopted as part of a society-in-the-loop social contract (Rahwan 2017), however they may also exist as stand-alone agreements which are adopted within a specific community, collective, population, etc. The work on human-in-the-loop system design within Human Factors and Ergonomics has had significant impact on the developments in the field of Human-Computer Interaction. The concept of human-inthe-loop systems has emerged through the field of Human Supervisory Control as a process by which "one or more human operators are intermittently programming and continually receiving information from a computer that itself closes an autonomous control loop through artificial effectors to the controlled process or task environment" (Sheridan 1992) . As explored by Sheridan, some of the potential societal negatives of AI technology could be summarized with a single word: alienation (Sheridan 2006) . We go on to pose the question of, what would it look like to employ a design framework incorporating a community-in-the-loop approach that goes beyond the limitations of the power imbalance between a human and an algorithmic system (Elish 2019; . In what follows, we demonstrate the need and the opportunity to go beyond the strive towards generalization of AI systems. Instead, different communities could have the opportunity to integrate AI Systems in their collective livelihood in ways which are aligned, sustainable, and not necessarily generalizable to Society as a whole.
To look for regulatory strategies, we take inspiration from Social Science and the field of Action Research -the iterative process of collaboration with community partners in order to deeply understand the local context of existing problems, perspectives, and challenges. The goal is not necessarily to create a generalized solution but instead to create sustainable change through the design of sociotechnical interventions that are conducted collaboratively with all involved stakeholders (Hayes 2011; Gaffney 2008) . We build on the work of scholars in the Action Research field to propose a dynamic evaluation approach, where different levels of collectives of people have the agency to participate in the way AI Systems are being evaluated.
Drawing from the fields of Critical Algorithm Studies, Science and Technology Studies, as well as the Fairness, Accountability, and Transparency of ML community, we aim to evolve prior analysis of data and algorithmic impact assessments (Gebru et al. 2018; Stark and Hoffmann 2019; Seaver 2017; Selbst et al. 2019; Mitchell et al. 2019; Just and Latzer 2017; Reisman et al. 2018 ; Hoffmann 2019) by introducing an algorithmic service agreement framework. Similarly, we build on prior work developed by the Canadian Government -an Algorithmic Impact Assessment questionnaire (Treasury Board Canada Secretariat 2018) designed to assess and mitigate the risks associated with deploying an automated decision system. The assessment provides transparency into the process since it is freely available for everyone to see and reuse in other contexts. Learning from this work, we aim to demonstrate the value of dynamic algorithmic assessments in addition to qualitative questionnaires.
Our interactions with algorithmic systems lead us to develop relationships which extend beyond the digital realms. Inevitably, they would also have first and second order implications on our innate sense of agency, autonomy, and identity. We build on prior work on self-sovereignty and generative identity (Sheldrake 2019; Immorlica, Jackson, and Weyl 2019; Zittrain 2005) in order to develop a framework which encompasses algorithmic inferences.
A critical look at ToS Agreements
We start by outlining five kinds of sociotechnical concerns of ToS agreements related to AI systems used in the context of collecting and processing data as well as the production of algorithmic outcomes which are then interpreted within a social context.
Accommodating and enabling change
We argue that ToS agreements need to allow for mutability. From a Social Science perspective, mutability is closely connected to our ability to change, our dynamic and multifaceted human preferences, as well as multiplicity of identities (Rakova and Chowdhury 2019). AI system creators need to be cognizant of the mutability of the data variables which are used in the algorithmic decision-making process and allow for that change to happen. Furthermore, ToS agreements as well as the evaluation frameworks which are employed by AI System creators, need to be able to adapt to the dynamic nature of human identities.
Co-constitution
Currently, ToS agreements do not encompass humanalgorithmic interactions nor are they designed for end-user feedback. The challenge is to adequately define an agreement ex-ante without knowing what the outcome is going to be. For example, a person may not know they are discriminated against by an algorithmic system unless it has already happened.
Reflexive directionality
ToS agreements fail to capture the social relationship between data and algorithmic outcomes. How does certain data lead to specific outcomes? Given the algorithmic outcome is it possible to reconstruct the input data? The fields of explainability and interpretability in AI are going to help enable such reflexive directionality, however from the perspective of a licensing framework, we may not need to understand a black-box system in order to set up a methodology which protects the rights and liberties of the users of the black-box system. Similarly to the way we don't need a neuroscience degree in order to develop a trust relationship, through understanding the mental models and decision making processes of a worker in a grocery store, when we had asked them for their help with finding a specific item.
Allow for friction
Similarly to mutability, currently ToS agreements do not allow for friction. Users of a certain platform are not always notified when a change in the ToS has happened. Even if users receive notifications of changes in the ToS, often times they don't have any opportunity to express their preferences to the ToS on a more granular level. Furthermore, they do not have a way to internalize what could be the impact of such change and often do not have the autonomy to act upon it, outside of choosing to completely opt out of the platform. What if the platform allowed us to separate the claims we make about ourselves from the claims other human and algorithmic actors have made about us?
Generativity
Currently ToS agreements may differ from one country to another but they often fail to address the unique needs of cities, collectives, and individual communities. We define communities broadly as "an umbrella term [defined] ... in geographic terms... as a neighborhood or town (place-based or communities of place definitions); or in social terms, such as a group of people sharing common chat rooms on the internet, a national professional association, or a labor union (communities of interest definitions)" (Phillips and Pittman 2015) .
Through addressing these five sociotechical concerns, we hope that our work will positively contribute towards Responsible AI systems which are better aligned with the values of individuals and communities.
A Dynamic Framework
The framework proposed here aims to address the concerns outlined in the previous section. Acknowledging the complexity of this topic, we highlight that this perspective is work in progress which we hope will spark meaningful and tangible discussions. We pose that, the DASA model could be used as a regulatory framework while also serving as a way for people to provide additional feedback to an algorithmic system. DASA-enabled feedback loops may enable users to negotiate and cooperate with an AI system through intentionally nudging it into a better alignment with their respective multi-faceted human identity (Matias 2017a; Matias 2017b ).
The DASA is a set of code scripts which are hosted on an open source platform. Each script takes as its input the output of an algorithmic system and is designed to verify certain properties of the algorithmic outcome. The concrete properties we aim to verify will depend on the concrete use-case, however the general scope of the verification aims to make sure that we have algorithmic procedures which can address the sociotechnical concerns described in the previous section. The DASA scripts for a particular AI system could be created by the organization which is designing, developing, and deploying the AI system itself as well as by third party groups or organizations. The work on creating verification scripts could become a requirement or a social norm in the development of Machine Learning algorithms, similarly to the way testing has become an inseparable part of software development.
Traditionally, in Machine Learning research, there's a difference between testing and verification. Testing refers to evaluating the system in concrete conditions and making sure that it behaves as expected. Testing has evolved to be a major part of software development ever since its early developments in the 1950s (Juran and Godfrey 1999; Myers, Sandler, and Badgett 2011) . Verification has been defined by ML researchers as "producing a compelling argument that the system will not misbehave under a broad range of circumstances" (Goodfellow, McDaniel, : Outline of a traditional interaction between a user and an AI system (a) vs (b) the proposed dynamic algorithmic service agreement process diagram. In (b) users are able to select from a list of dynamic algorithmic service agreements and modify their parameters, etc. The DASA scripts are executed on each algorithmic outcome provided by the AI system. Ultimately, we highlight the need for user interfaces which allow for verification and negotiation. pernot 2018). Goodfellow et al. discuss the limitation of existing testing paradigms, highlighting the need for verification frameworks for ML systems as well as the challenges in purely theoretical verification (Goodfellow, McDaniel, and Papernot 2018) . We build on their work and propose that verification frameworks need to be able to accommodate the concerns of a broader kinds of actors while also being dynamic. Instead of static code which is evaluated before the system is deployed they need to be able to change and accommodate a dynamic sociotechnical context. The verification scripts which are part of the DAS agreement may be executed at a user endpoint at the same time as they are receiving the algorithmic outcome from a ML system, ensuring that the latest verification script is used.
Cryptography methods such as the Zero-Knowledge algorithm, non-interactive zero-knowledge proofs (Blum, Feldman, and Micali 1988) , and other privacy-preserving methods, could be utilized in the verification procedures (Narula, Vasquez, and Virza 2018; Katz et al. 1996) .
A DASA for a concrete AI model
Here we develop a DAS agreement for an AI model which is employed in the creation or curation of real and synthetic text, image, video or audio data for the purposes of entertainment, advertising, propaganda or education and the algorithmic targeting of people with this content. For the purposes of the DAS, we assume a scenario where a single user is interacting with an AI model. The model is a Recommender System collaborative filtering model. At each time step, the model aims to show the user a list of recommended items which she might want to engage with (for example reading a news article, watching a movie, acting on a post in social media, etc).
• Accommodating and enabling change Ultimately, the target AI system is trying to model human preferences. A DASA script could employ evaluation metrics which operate on the level of human-algorithmic interactions and measure quantities such as the speed of degeneration of feedback loops (Jiang et al. 2019) or the barrier-to-exit metric (Rakova and Chowdhury 2019). Further development and adoption of such metrics could provide practitioners with "a proxy to the amount of effort a user needs to expend in order for the system to recognize their change in preference" (Rakova and Chowdhury 2019). For example, if the barrier-to-exit score goes above a user-defined or predefined threshold the DAS agreement may alarm the user about the observed behavior. This could be an indication of the early formation of effects such as filter bubbles or echo-chambers. • Co-constitution We argue that the DASA could be a way for different stakeholders to cooperate on identifying and addressing the ethical challenges of RSs (Milano, Taddeo, and Floridi 2019 properly de-identified when it was used within the AI model. To do that, the verification script could use the algorithmic output and try to restore the identity of the user who is receiving the recommendation. The script is being executed at the user endpoint and therefore has the ground truth data of the actual user identity. Recent research and law suits in the healthcare space have shown that it is not always straightforward what de-identification means in certain contexts (Rajkomar et al. 2018; Wakabayashi 2019) . Therefore we see an urgent need for broader multistakeholder verification frameworks such as the DASA proposal. • Allow for friction A DASA script could provide an explanation of the algorithmic outcome. The design interface could allow the user to explore why did the system generate a specific recommendation vs another. Given that the DASA script is being developed by the RS creator, it could include a feedback loop which allows users to ask and act on questions such as: Could I correct the course of the algorithm by nudging it into the right direction, most aligned with my true human preferences?
• Generativity For example, a DASA script written by a school board could have additional verification checks, ensuring that a RS content used in educational contexts is aligned with the age group of their students. The DAS agreement is a set of verification scripts which are modular in nature. Therefore, they could be easily combined and recombined in multiple ways accommodating the specific needs of individuals as well as different communities such as cities, neighbourhoods, communities of common interests, and others. Which scripts are being included in the DASA could be part of the user interface between people and AI systems and in this way be fully transparent.
The goal is to provide means for different levels of verification and negotiation between people and AI systems. Users may choose to explore and interact with the DASA scripts at their own will. For example, a user of the RS model may engage and customize the DASA when they are not satisfied with the recommendations being made to them and they are curious to figure out why. On the other hand, users may choose to proactively make sure the RS is aligned with their human preferences before deciding to interact with it.
Conclusion and Future Work
We hope that our proposal on the importance of introducing a Dynamic Algorithmic Service Agreement framework in the context of AI Systems, will inspire tangible discussions and further exploration of how such frameworks could improve the human-algorithmic interactions while upholding societal values for the individual. Future work will develop prototypes in simulated and real-world settings as well as conduct research exploring how could DASAs be practically implemented at scale given the variety of AI models and organizations building and using third party algorithmic models. Future research directions will also include discussions on oversight and how such agreements might fit into existing and future legal frameworks.
