[1] Efforts to understand and model the dynamics of the upper ocean would be significantly advanced given the ability to rapidly determine mixed layer depths (MLDs) over large regions. Remote sensing technologies are an ideal choice for achieving this goal. This study addresses the feasibility of estimating MLDs from optical properties. These properties are strongly influenced by suspended particle concentrations, which generally reach a maximum at pycnoclines. The premise therefore is to use a gradient in beam attenuation at 660 nm (c660) as a proxy for the depth of a particle-scattering layer. Using a global data set collected during World Ocean Circulation Experiment cruises from 1988-1997, six algorithms were employed to compute MLDs from either density or temperature profiles. Given the absence of published optically based MLD algorithms, two new methods were developed that use c660 profiles to estimate the MLD. Intercomparison of the six hydrographically based algorithms revealed some significant disparities among the resulting MLD values. Comparisons between the hydrographical and optical approaches indicated a first-order agreement between the MLDs based on the depths of gradient maxima for density and c660. When comparing various hydrographically based algorithms, other investigators reported that inherent fluctuations of the mixed layer depth limit the accuracy of its determination to 20 m. Using this benchmark, we found a $70% agreement between the best hydrographical-optical algorithm pairings.
Introduction
[2] Created by the confluence of atmospheric and radiational forces, the oceanic upper mixed layer is of importance to many oceanographic disciplines. Defined as being quasihomogeneous in salinity and temperature [Kara et al., 2000; Price et al., 1986] , this layer plays an integral part in air-sea interactions through the storage and exchange of heat, gases, momentum, and freshwater [Ali and Sharma, 1994; Kraus and Businger, 1994] . Oscillations in the depth of this layer, that is, the mixed layer depth (MLD), influence the vertical distribution of biological, chemical, and particulate components in surface waters . In addition, biological productivity is proportional to the MLD [Behrenfeld and Falkowski, 1997] .
[3] Given its importance, measuring the MLD on basinwide scales would be of great value to oceanographic and atmospheric scientists. Configuring an airborne or spaceborne remote sensing platform is a natural choice. A few studies have addressed the potential of this approach. They include the use of airborne light detection and ranging (lidar) systems [Hoge et al., 1988; Lee et al., 2002] , the Advanced Very High Resolution Radiometer (AVHRR) satellite [Yan et al., 1990] , the GEOSAT satellite altimeter [Ali and Sharma, 1994] , and an assimilative technique combining sea surface height, salinity, and temperature [Durand et al., 2003] . Implicit in each of these techniques is the derivation of mixed layer depths from a remotely detectable parameter, such as the depth of subsurface particle-scattering layers (lidar), sea surface temperature (AVHRR), or changes in sea level (GEO-SAT) . Because these techniques are based on different parameters, the identification and quantification of the MLD are highly method dependent. Additional uncertainty arises from the absence of a standardized, precise definition of the MLD.
[4] One faces the same challenges even when using in situ data. Numerous algorithms exist for determining the MLD from hydrographical measurements. The most commonly used algorithms require vertical profiles of either temperature or density. Several authors provide discussions and examples of the various MLD definitions [Brainerd and Gregg, 1995; Kara et al., 2000; Lukas and Lindstrom, 1991] . As this study demonstrates, predicted MLD values can differ by an order of magnitude.
[5] Our objective is to investigate the feasibility of using an optical technique for estimating the mixed layer depth. The reason why we expect optical properties to be correlated with the mixed layer depth pertains to the particle distribution in the upper ocean. The vertical structure of particulates is the result of many processes. Some of these are purely physical, such as advection and mixing, while others are biological, such as phytoplankton-related processes (e.g., growth, swimming, and sinking). Processes indirectly affecting particle distributions include the advection and mixing of nutrients and the vertical structure of irradiance, which depends on the nature and the distribution of the particulates and dissolved materials, which in turn depend on the processes mentioned above. The activity of predators is difficult to estimate a priori. The timescales for the biological and physical processes are different as well. In general, the biogeochemical and physical forcing functions in the mixed layer are different from those deeper in the ocean. We therefore anticipate a difference in biogeochemical parameters above and below the pycnocline. Since these differences manifest themselves as differences in optical parameters, we expect to see differences in optical properties above and below the pycnocline.
[6] To achieve global coverage, we used hydrographic and optical property profiles that were collected as part of the World Ocean Circulation Experiment (WOCE, see http://whpo.ucsd.edu/) from 1988 -1997. MLDs were computed from either temperature or density profiles by six algorithms and compared to MLDs derived only from optical data. Since there are no published algorithms for calculating mixed layer depths from inherent optical properties of seawater, two of the hydrographic methods were adapted for this purpose. Comparisons were made to determine the highest correlation between a hydrographically based and optically based algorithm. We note that while an extensive data set was used, it is limited in both geographical and seasonal coverage.
Methods
[7] All of the algorithms discussed below were implemented in MATLAB TM version 5.2.1 on an Apple Macintosh with a 450 MHz PowerPC G3 CPU.
WOCE Data Set
[8] Data sets from 1988 -1997 are available that contain both CTD and beam transmissometer measurements (CTD data are available on the Web at http://whpo.ucsd. edu/; transmissometer data are available at http://oceanography.tamu.edu/%7Epdgroup/DataDir/SMP-data.html). Data from 2,085 sampling stations spanning the world ocean ( Figure 1 ) were analyzed in this study. Each record includes vertical profiles of temperature, salinity, and beam transmission measured at 2 m intervals. Sampling was performed evenly in terms of time of day. On a seasonal basis, however, data collection primarily took place between the months of February and August (Figure 2) . Most of the samples were collected between 1992-1995. [9] The beam transmission values were measured at 660 nm and converted to the total beam attenuation coefficient (c) according to the expression
where c is the total beam attenuation coefficient (m À1 ), T is the transmission (%), and z is the beam path length (m). We used total beam attenuation coefficient at 660 nm (c660) instead of beam transmission because c660 is more relevant to the issue of remotely measuring mixed layer depths. Ideally, one would use the backscattering coefficient (b b ). However, the WOCE data set only provides profiles of c. Fortunately, the total beam attenuation coefficient at 660 nm is an excellent proxy for particle concentration [Pak et al., 1988] . The total beam attenuation coefficient represents the summation of the beam attenuation coefficients for seawater (c w ), dissolved organic matter or ''yellow matter'' (c y ), and particles (c p ). Mathematically, this is expressed as
Since c w may be regarded as a constant and c y (660) is negligible, except in turbid waters, changes in c are largely attributable to changes in particle concentration. Particulate beam attenuation is dominated by scattering, but absorption also plays a role. In mathematical terms,
where a p denotes absorption by particles and b p corresponds total scattering, which has both forward (b p f ) and backward (b p b ) components. For determining mixed layer depths by optical means, particulate backscattering (b p b ) is the component of interest. Although absorption by phytoplankton will affect c p , at 660 nm scattering dominates absorption, often by a factor of 2 -3. To a first order, variability in c660 is a measure of variability in particulate scattering. Hence we expect a gradient in c660 to manifest itself as a gradient in b p b (660) as well.
Algorithms for Computing MLD on the Basis of Hydrographic Data
[10] Numerous algorithms exist for computing mixed layer depths from temperature or density profiles. Most of these methods use criteria based on either a fixed difference from the surface value or a gradient in excess of a specific value to determine the MLD [Lukas and Lindstrom, 1991; Brainerd and Gregg, 1995; Kara et al., 2000] . Temperaturebased techniques have been used most frequently, owing to the ease of reliably measuring temperature. For regions with weak haloclines, both the temperature-and density-based techniques produce nearly equivalent results [Brainerd and Gregg, 1995] . However, density-based methods are more reliable for regions subject to intense freshwater input or where salinity is important for stabilizing the upper water column, such as in the sub-Arctic [Brainerd and Gregg, 1995; Levitus, 1982; Lukas and Lindstrom, 1991] or where evaporation can destabilize the mixed layer [Lee et al., 2000; Gardner et al., 1999] . Kara et al. [2000] found their density-based technique consistently better at predicting MLD than their temperature-based analog. In this study, MLDs were computed using one temperature-based and five density-based algorithms. An overview of each method is presented below. Details may be found in the cited references. To avoid any possible bias due to short-term surface effects, such as diurnal heating, profile data above a 10 m depth were omitted from analysis. 2.2.1. Method 1: Kara Isothermal Layer Depth (ILD)
[11] This method belongs to the temperature difference category. Unlike similar approaches, Kara et al. [2000] provide quantitative analysis justifying the selection of an optimal DT criterion of 0.8°C. Starting with the reference temperature at 10 m, T ref , adjacent temperatures in the profile are compared until a difference >0.1DT is found. T ref is then set to the temperature at the shallower of the two depths. The ILD is determined to be the depth at which the temperature has changed by an absolute value of DT from the updated T ref . If no depth range is found within which the temperature change is >0.1DT, the profile is searched again, looking for a temperature change of DT relative to the temperature at 10 m. If found, the ILD is set to this depth, otherwise, it is set to the depth at the bottom of the profile. 2.2.2. Method 2: Kara Density Difference (Kara) [12] This method follows an analogous procedure to that of method 1. A density profile is generated from the WOCE temperature and salinity data, using the equation of state for seawater developed by Millero and Poisson [1981] . The density variation, Ds t , is determined from the temperature change, DT, in the equation of state
where S is salinity and P is the pressure, which is set to zero. For convenience, density (r) is expressed as s t = r À 1000 (kg m
À3
). As with the ILD, DT was set to 0.8°C. 2.2.3. Method 3: Lukas-Lindstrom Fixed Density Gradient (fxGrad)
[13] Lukas and Lindstrom [1991] use a density gradient criterion of 0.01 kg m À4 to define the MLD. Starting with ''surface'' (i.e., 10 m) values, the density profiles computed as part of method 2 were searched until the gradient criterion was exceeded between adjacent 2-m data points. The MLD was taken to be the shallower of the two depths in the interval. 2.2.4. Method 4: Levitus Density Difference (Lev) [14] Levitus [1982] defines the MLD to be the depth at which Ds t = 0.125 kg m
, relative to the surface density, that is, the density at 10 m.
Method 5: Maximum Density Gradient (Grad)
[15] The WOCE temperature and salinity data were used to generate a corresponding density profile, according to the equation of state for seawater [Millero and Poisson, 1981] . This profile was smoothed with a five-point moving average and used to compute the density gradient. The depth of the maximum absolute gradient magnitude, max jDs t /Dzj, was considered to be the MLD. While this is not a standard hydrographic definition, oceanic particle distribution is often closely related to the density structure. Therefore this definition was added to the suite of MLD algorithms. 2.2.6. Method 6: Steyn Ideal Fit (Steyn) [16] This algorithm was developed to detect atmospheric mixed layer structures from lidar backscattering profiles [Steyn et al., 1999] . In lieu of backscattering data, this technique has been adapted to utilize density profiles and c660 profiles. The strategy is to fit an idealized profile, r(z), to an observed profile, r obs (z), by minimizing an error condition or cost function. One might argue that such a procedure presupposes the existence of an idealized profile. However, Steyn et al. state that the method will only detect mixed layers in profiles resembling the chosen ideal. As will be shown with examples, the formulation of the idealized profile is sufficiently robust to cope with extreme profile shapes.
[17] The equation for the idealized profile used in this study is
where r mixed and r deep are the densities within the mixed layer and deep water portions of the profile, respectively, and h is proportional to the thickness of the transition zone between the mixed layer and deep water ( Figure 3 ). The error function, erf(), dictates the density gradient in the transition zone between the mixed upper layer and stratified deeper water. Values of the four idealized parameters (r mixed , r deep , MLD, and h) are determined through an iterative process that minimizes the difference between r(z) and r obs (z) in accordance with a sequential similarity detection algorithm. This metric is based upon the sum of absolute differences and was used instead of a root-meansquare deviation because of its computational efficiency and robustness [Barnea and Silverman, 1972] .
[18] As in the work by Steyn et al. [1999] , the multidimensional minimization was achieved with a simulated annealing algorithm [Press et al., 1992] . Kirkpatrick et al. [1983] present a detailed explanation of the simulated annealing concept and Press et al. [1992] provide computer code for implementing the algorithm. In general terms, simulated annealing is a stochastic search technique for locating the global extremum of a function space. A cost function dictates whether the process seeks a minimum or maximum value. The simulated annealing algorithm is particularly good at escaping local minima and maxima.
[19] To start the simulated annealing process, an initial search space is defined that is sufficiently large. As described by Press et al. [1992] , the search space for a function of N variables has N + 1 vertices. In the present case, there are four variables (r mixed , r deep , MLD, and h), so the search space will have five vertices, each of which represents a unique evaluation of the idealized profile (equation (5)). To create a large initial space, four of the vertices were set to extreme values that correspond to each of the variables (Figure 4a ). The fifth vertex was dynamically determined for each observed profile in the WOCE data set. Specifically, r mixed and r deep were set to the densities at the top and bottom of the profile, respectively, MLD was set to the depth of the maximum absolute density gradient, and h was set to a depth range ±2.0% of the MLD value.
[20] The cost function used to find the parameter values is defined as
which represents the difference between the observed density profile, r obs (z), and the idealized profile, r(z), on a per depth basis. Upon completion of the simulated annealing process, r mixed , r deep , MLD, and h will be set to values that correspond to the global minimum of equation (6), that is, to values that yield the best fit of the idealized profile to the observed one. To demonstrate the robustness of this technique, samples from each major ocean basin are plotted in Figure 5a .
[21] For convenience, the above methods are referred to as hydrographical methods, even though the Steyn algorithm was adapted from atmospheric mixed layer studies.
Algorithms for Computing MLD on the Basis of Optical Data
[22] Since no published methods for determining MLDs or scattering layer depth from profiles of beam attenuation were found, two of the above hydrographical techniques were adapted for use with these data. 2.3.1. Method 1: Maximum Beam Attenuation Gradient (OGrad)
[23] The WOCE beam attenuation profile was smoothed with a five-point moving average and used to compute the gradient. The depth of the maximum absolute gradient magnitude, max jDc/Dzj, was considered to be the MLD. This method is the same as hydrographic method 5, but applied to optical data.
Method 2: Steyn Ideal Fit (OSteyn)
[24] This procedure is essentially the same as Steyn above, but with beam attenuation used instead of density. The idealized profile is a function of the four parameters c mixed , c deep , MLD, and h, where c mixed and c deep represent the beam attenuation at the top and bottom of the profile, respectively. The initial search space (Figure 4b ) was created in a similar manner. A cost function in the form of equation (6) was used, but with beam attenuation substituted for density. Examples of these idealized fits are shown in Figure 5b .
[25] Both of these definitions are gradient based. The application of a fixed difference method to the c660 profiles is not practical because of the large range of possible values. Beam attenuation in the ocean can vary by three orders of magnitude, so it is not reasonable to apply an absolute Dc criterion. For example, Barnard et al. [1998] show a range of 0.02 to 1.66 m À1 for c660 for a global data set that excluded estuarine waters but not shelf waters.
Algorithm Comparisons
[26] The MLDs from each algorithm were compared using descriptive statistical quantities and numerical differences. The descriptive statistical measures include the mean, standard deviation, and the coefficient of variation (CV). Defined as the ratio of the standard deviation to the mean [Zar, 1999] , the CV is a dimensionless, relative measure of dispersion, indicating the consistency of values in a series. The magnitude of the standard deviation tends to increase or decrease proportionately with similar changes in the mean. Normalizing the standard deviation by the mean removes its impact on the variability.
[27] The uncertainty between two different algorithm MLD values was expressed in two ways. The first method used the numerical difference. The MLD uncertainty (in meters) between algorithms A1 and A2 is expressed as
where i refers to a given sample in the WOCE data set. Using this metric, intercomparisons were made between each of the six hydrographically based MLD algorithms to assess the degree of consistency amongst them. These comparisons also serve as a reference for evaluating the optically derived MLDs. In a similar fashion, differences were computed for all twelve unique pairings of hydrographic and optical algorithms, with the convention that algorithm A1 always referred to one of the optical methods. Second, a percent difference was defined as 
Because there is no correct value, the mean between two MLDs being compared was used as the ''correct'' MLD value. Percent differences were computed for all unique pairings of hydrographic-hydrographic and hydrographicoptical algorithms.
[28] A final set of algorithm comparisons was made on the basis of linear least squares analysis of subsets of MLD values. The subdivisions correspond to five difference criteria (<5 m, <10 m, <20 m, <50 m, and <200 m) for each of two seasonal designations (summer and winter). The best and worst hydrographical-hydrographical and hydrographical-optical algorithm pairings were determined by ranking the product of the least squares coefficient of determination (r 2 ) and the percentage of MLD values satisfying a given difference criterion. The r 2 values were weighted in this manner to strike a balance between instances with a high r 2 involving a small number of MLDs and those with a low r 2 encompassing a larger percentage of MLD values.
Filtering of MLD Values
[29] Among the sampling stations, profile depths ranged from 84 -200 m, with 1,798 (86%) extending to 200 m. For each of these stations, 8 mixed layer depths were computed using the 6 hydrographically based methods and 2 optically based methods. To avoid biasing the distribution of MLD values, if any of the 8 values was equal to the profile depth, all data associated with that sampling station were omitted from the analysis. This filtering step reduced the number of sampling stations from 2,085 to 1,803.
[30] For seasonal analysis, summer was defined as JuneAugust in the northern hemisphere and December -February in the southern hemisphere. Winter was defined as December -February in the northern hemisphere and June-August in the southern hemisphere. As a result of these assignments, 814 of the 1,803 (45%) available stations were sampled in summer and 297 (16%) were sampled in winter.
Results
[31] After filtering according to season, the mean, median, and standard deviation were computed for the MLDs derived from each of the six hydrographic algorithms (Table 1) and both optical algorithms (Table 2) . When plotted, these descriptive statistics reveal several patterns The numerical differences between MLDs associated with pairs of algorithms were computed and grouped according to hemispherically corrected season (summer and winter). Only MLDs that were less than the corresponding profile depth were used in the difference calculations. Data in columns labeled Percent <5, 10, 20, and 50 refer to the percentage of MLD values that differed by less than 5, 10, 20, and 50 m, respectively. The value in parentheses is the average percent difference, which indicates the degree of dissimilarity between the MLDs from two algorithms. Smaller percentages are better. Algorithm pairings are sorted according to the <20 m difference criterion.
( Figure 6 ). Because of stronger mixing, MLDs are consistently deeper in winter than summer. In general, fxGrad and Lev produced the shallowest MLDs, irrespective of season, while Grad, Steyn and the two optical methods tended to yield deeper MLDs. ILD and Kara values lie in between these bounds. These groupings reflect the similarities and differences among the different algorithmic definitions of the mixed layer depth. For example, the behavior of the Steyn algorithms is attributable to the chosen parameterization of the idealized profile. Defining the MLD to be at the top of the transition zone (Figure 3) would probably improve the correlation between Steyn/OSteyn and the other methods. Also noteworthy is the fact that the Steyn algorithms focus on fitting the overall shape of a profile, at the expense of finer-scale features (Figures 5a and 5b) .
[32] Another way to view the differences between algorithms is to consider the percentage of MLD points that satisfy a given difference criterion. Taking the seasonal analysis further, hydrographic-hydrographic and hydrographic-optical algorithm comparisons were made on the basis of difference criteria of <5 m, <10 m, <20 m, and <50 m (Tables 1 and 2 ). In general, the top five pairings are reasonably consistent for all difference criteria, regardless of season. The interhydrographic results reveal slightly stronger agreement in summer, while the converse is true for the hydrographic-optical algorithms.
[33] Among the hydrographic-hydrographic pairings, Lev-fxGrad and Lev-Kara exhibit the smallest differences in both summer and winter. Of the two, Lev-Kara has the smallest percent difference (typically <6%) for all tested criteria, except for differences <50 m in winter. Combinations involving optical algorithms, however, show seasonal dependencies. OGrad paired with either Grad or ILD produced the best results in summer, while OSteyn teamed with either Grad or ILD yielded the smallest differences in winter. Note that the top performing hydrographic algorithms are the same in both instances. Results for Grad coupled with OGrad (summer) or OSteyn (winter) generally have the smallest percent differences, ranging from 1.48% to 12.77%, depending on the difference criterion. The coefficients of variation are disappointingly large in all instances (>100%). This statistic is a relative measure of dispersion that reflects the inconsistency of values in a series. The effect of these CVs is evident in the variability among MLD algorithms as plotted in Figure 6 .
[34] Considering the top five interhydrographical pairings (Table 1) , MLDs agree to within 50 m nearly 100% of the time, irrespective of season. Better than 90% of MLDs in summer and 80% in winter satisfy the <20 m difference criterion. As for the top five hydrographical-optical pairings (Table 2) , nearly 90% of the MLDs lie within 50 m and better than 60% are within 20 m of one another, regardless of season. The hydrographical-optical results are particularly encouraging given that both optical MLD definitions (1) are based on a gradient criterion for beam attenuation profiles and (2) tend to produce larger depths.
[35] A final series of comparisons was made by performing a linear least squares fit on subsets of MLD values corresponding to the same difference criteria and seasonal designations. For the hydrographical-hydrographical pairings (Table 3) , the best summer results have r 2 values ! 0.9 and usually involve the Lev-fxGrad algorithm. The worst The numerical differences between MLDs associated with pairs of algorithms were computed and grouped according to hemispherically corrected season (summer and winter). Only MLDs that were less than the corresponding profile depth were used in the difference calculations. Data in columns labeled Percent <5, 10, 20, and 50 refer to the percentage of MLD values that differed by less than 5, 10, 20, and 50 m, respectively. The value in parentheses is the average percent difference, which indicates the degree of dissimilarity between the MLDs from two algorithms. Smaller percentages are better. Algorithm pairings are sorted according to the <20 m difference criterion.
pairings consist of Steyn coupled with either fxGrad or Kara. In winter, Lev-fxGrad is typically the best pairing and r 2 values are also ! 0.9. The worst winter pairings consist of Steyn and either fxGrad or Kara.
[36] Regarding the hydrographical-optical algorithm pairings (Table 4) , optimal combinations for summer data are either Grad-OGrad or ILD-OGrad, having r 2 values >0.9 for difference criteria as large as 20 m. The corresponding worst pairing is always fxGrad-OSteyn. In winter, the best results are associated with either ILD-OGrad or ILDOSteyn. For difference criteria as large as 20 m, r 2 values range from 0.87 to 0.98. Again, fxGrad-OSteyn tends to be the worst pairing.
[37] The degree of correlation between the pairings is more easily interpreted graphically. For example, consider the best and worst hydrographical-hydrographical pairs (Table 3 ) and the best hydrographical-optical pair (Table 4) satisfying the <20 m difference criterion for both summer and winter. All MLD values derived from these algorithms are plotted (Figures 7 and 8) to illustrate the spread in the data. Dashed lines delineate the 20 m accuracy limit asserted by Kara et al. [2000] . Points between these lines represent MLDs that differ by less than 20 m. Data lying outside of the dashed lines were excluded from the least squares analysis. Although not as strongly correlated, the best hydrographical-optical pairings fall within the extremes of the interhydrographic combinations. This pattern is also evident in Tables 1 -4 .
Discussion
[38] The goal of this study was to investigate the potential for determining oceanic mixed layer depths from profiles of total beam attenuation at 660 nm, c660. Two different gradient-based algorithms were developed to derive MLDs from the c660 profiles. To evaluate the merit of these approaches, the optically derived MLDs were compared to MLDs computed with more ''conventional'' algorithms utilizing temperature or density profiles.
[39] For all scenarios pertaining to the hydrographical intercomparisons, the best pairings involved two fixed difference algorithms (Table 3) , indicating the consistency of MLDs derived from them. In fact, the Lev-fxGrad combination is the strongest pairing. This result does not imply that these two algorithms are more accurate or superior to the others, but rather that Lev and fxGrad are more strongly correlated than all other unique hydrographical-hydrographical combinations. All of the worst pairings consisted of Steyn with either fxGrad or Kara, which is attributable to their different approaches in computing the mixed layer depth, that is, ideal fit versus fixed difference. The hydrographical-optical results were similarly dominated by a few pairings (Table 4) . Grad-OGrad produced the best results for the majority of cases, which is not surprising given that both represent gradient-based algorithms. What was unexpected, however, is how favorably ILD compared to OGrad and OSteyn, since these pairs represent fixed difference to gradient-based algorithm combinations. Notwithstanding these two pairings, combinations between algorithms based on fundamentally different strategies generally yielded the poorest results. Of these types of pairings, fxGrad-OSteyn faired the worst in the majority of cases.
[40] The quality of the algorithm pairings is more apparent when the data are presented graphically. Plots corresponding to the best hydrographical-hydrographical pairs in both summer and winter (Figures 7 and 8, respectively) show that the MLDs are more tightly clustered than those for the best hydrographical-optical pair. This pattern is indicative of the higher r 2 values associated with the hydrographical-hydrographical pairings (Tables 3 and 4) . Plots of the worst hydrographical-hydrographical pairs clearly show how large the disparity can be between the various algorithms. Also evident is the tendency of the Steyn algorithm to produce deeper MLDs, a propensity also present in the global, seasonal MLD plots (Figure 6 ). Finally, there does not appear to be any ocean basin clustering. For a given season, MLDs from each ocean basin generally span a similar range.
[41] Several factors account for much of the disparity between the hydrographical and optical MLD algorithms. First, the inherent fluctuations of the mixed layer depth limit the accuracy of its determination to 20 m for 85% of possible instances, regardless of the algorithm used [Kara et al., 2000] . The results of this study support this level of accuracy. We obtained median differences of approximately 6 m and 11 m for the best interhydrographical and hydrographical-optical pairs, respectively, for both seasons. Also adding to the variability are different mathematical formulations, most notably, fixed difference methods versus gradient methods. A third issue is the susceptibility of optical parameters to biological influences. The optical algorithms are based on profiles of beam attenuation at 660 nm which, in the open ocean, are largely attributable to the concentration of suspended particles, both alive and inanimate [Pak et al., 1988] . The effects of biological processes (e.g., primary production, grazing, sinking, swimming, aggregation, and photoadaptation) can impact c660 profiles in ways that are only indirectly related to physical forcing. Growth and predation can occur even when the hydrographical parameters are constant in time. A final contributing factor to the discrepancies pertains to the parameters used to estimate the mixed layer depth. In the hydrographic case, the physical parameters directly influence the dynamics associated with the MLD (e.g., lateral restratification). The optical parameters, on the other hand, are largely passive, being advected with the flow [Chang and Dickey, 2004] . [42] In spite of these differences, the optical algorithms are in first-order agreement with the conventional hydrographical methods. Higher correlation between the hydrographical and optical techniques may be possible at certain times of day, such as early morning hours, when the upper water column is well mixed and phytoplankton photosynthesis is not operating at peak levels. Siegel et al. [1989] , Gardner et al. [1993 Gardner et al. [ , 1995 , and Walsh et al. [1995] , among others, have shown that the diel signal can be strong. In this study, the use of archived data precluded the optimization of sampling times. Future experiments should pay close attention to the periods during which growth and predation are minimal, so that the biooptical and physical structures are driven by the same forcing factors.
[43] Of the two optical techniques, OGrad was more strongly correlated with the conventional methods, in particular Grad (Tables 2 and 4 ). This result suggests that, to a large extent, the vertical distribution of particles is governed by density structure or by parameters that are indirectly associated with it, such as nutrients. Optimizing the algorithms for regional conditions by means of simultaneously obtained hydrographic and attenuation profiles collected at specific times of the diel cycle would potentially increase the correlation between hydrographically and optically derived MLDs.
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