If H is a quasi-Hopf algebra and B is a right H-comodule algebra such that there exists v : H → B a morphism of right H-comodule algebras, we prove that there exists a left Hmodule algebra A such that B ≃ A#H. The main difference comparing to the Hopf case is that, from the multiplication of B, which is associative, we have to obtain the multiplication of A, which in general is not; for this we use a canonical projection E arising from the fact that B becomes a quasi-Hopf H-bimodule.
Introduction
If H is a Hopf algebra and B is a right H-comodule algebra with the property that there exists a morphism v : H → B of right H-comodule algebras, then it is well-known that B is isomorphic as a right H-comodule algebra to a smash product A#H, where A is obtained as A = B co(H) and its multiplication is the restriction of the multiplication of B.
On the other hand, if H is a quasi-bialgebra and A is a left H-module algebra, then the smash product A#H introduced in [1] becomes a right H-comodule algebra and the map j : H → A#H, j(h) = 1#h, is a morphism of right H-comodule algebras. This raises the natural problem of checking whether, for a quasi-Hopf algebra H and a right H-comodule algebra B such that there exists a morphism v : H → B of right H-comodule algebras, there exists a left H-module algebra A such that B ≃ A#H as right H-comodule algebras. It is likely that A appears as some sort of coinvariants of B, but it is clear that its multiplication cannot be obtained as the restriction of the one of B (since B is associative while in general A is not), hence we need a different approach than in the Hopf case. We first prove that B becomes an object in the category H M H H of quasi-Hopf H-bimodules as introduced in [5] . An object M in H M H H is endowed with a projection E : M → M and a concept of coinvariants, M co(H) = E(M ); applying this to B, we obtain a projection E : B → B and a subspace B co(H) = E(B). Now we define the vector space A = B co(H) , with a multiplication defined by a * a ′ = E(aa ′ ), for all a, a ′ ∈ A. The isomorphism B ≃ A#H follows from the structure theorem for quasi-Hopf H-bimodules, cf. [5] , and we only have to prove that it is a morphism of right H-comodule algebras. An application of our structure theorem is that, if we have a smash product A#H for a quasiHopf algebra H, it provides a method to get A back from A#H, as A ≃ (A#H) co(H) .
Preliminaries
We work over a field k. All algebras, linear spaces etc. will be over k; unadorned ⊗ means ⊗ k . Following Drinfeld [2] , a quasi-bialgebra is a fourtuple (H, ∆, ε, Φ), where H is an associative algebra with unit, Φ is an invertible element in H ⊗ H ⊗ H, and ∆ : H → H ⊗ H and ε : H → k are algebra homomorphisms satisfying the identities
for all h ∈ H, and Φ has to be a normalized 3-cocycle, in the sense that
The identities (1.2), (1.3) and (1.4) also imply that
The map ∆ is called the coproduct or the comultiplication, ε the counit and Φ the reassociator. We will use the version of Sweedler's sigma notation: ∆(h) = h 1 ⊗ h 2 , and since ∆ is only quasi-coassociative we adopt the further convention
for all h ∈ H. We will denote the tensor components of Φ by capital letters, and those of Φ −1 by small letters, namely
The quasi-bialgebra H is called a quasi-Hopf algebra if there exists an anti-automorphism S of the algebra H and elements α, β ∈ H such that, for all h ∈ H, we have:
The axioms for a quasi-Hopf algebra imply that ε(α)ε(β) = 1, so, by rescaling α and β, we may assume without loss of generality that ε(α) = ε(β) = 1 and ε • S = ε. If H is a quasi-Hopf algebra, following [3] , [4] we may define the elements
satisfying the relations (for all h ∈ H):
Let us record the following easy consequence of (1.7) (for q = q R = q 1 ⊗ q 2 ):
Recall from [3] the notion of comodule algebra over a quasi-bialgebra. 
The first example of a right H-comodule algebra is H itself, with ρ = ∆ and Φ ρ = Φ. For a right
The category H M of left H-modules becomes a monoidal category (see [6] , [7] for the terminology) with tensor product ⊗ given via ∆, associativity constraints a U,V,W , unit k as a trivial H-module and the usual left and right unit constraints. Let again H be a quasi-bialgebra. We say that a k-vector space A is a left H-module algebra if it is an algebra in the monoidal category H M, that is A has a multiplication and a usual unit 1 A satisfying the following conditions:
for all a, a ′ , a ′′ ∈ A and h ∈ H, where h⊗a → h·a is the left H-module structure of A. Following [1] we define the smash product A#H as follows: as vector space A#H is A ⊗ H (elements a ⊗ h will be written a#h) with multiplication given by
for all a, a ′ ∈ A, h, h ′ ∈ H. Then A#H is an associative algebra with unit 1 A #1. Moreover, by [1] , (A#H, ρ, Φ ρ ) becomes a right H-comodule algebra, with ρ :
Also, it is easy to see that the map j : H → A#H, j(h) = 1#h, is a morphism of right H-comodule algebras. If A, A ′ are left H-module algebras, a map f : A → A ′ is a morphism of left H-module algebras if it is multiplicative, unital and a morphism of left H-modules. If H is a quasi-Hopf algebra, B an associative algebra and v : H → B an algebra map, then, following [1] , we can introduce on the vector space B a left H-module algebra structure, denoted by B v in what follows, for which the multiplication, unit and left H-action are:
(
If H is a quasi-Hopf algebra and A is a left H-module algebra, define the map
where p = p R = p 1 ⊗ p 2 is given by (1.8). Then, by [1] , i 0 becomes a morphism of left H-module algebras from A to (A#H) j .
The structure theorem
We start with a lemma which is of independent interest.
Lemma 2.1 Let H be a quasi-bialgebra and A a left H-module with a multiplication. Define a multiplication on
for all a, a ′ ∈ A and h, h ′ ∈ H, and assume that this multiplication is associative. Then: (i) The multiplication of A satisfies the condition
(ii) If moreover A has a usual unit
for all h ∈ H and a, b ∈ A, that is A is a left H-module algebra, so the multiplication (2.1) is just the one of the smash product A#H.
Proof. (i) Let a, b, c ∈ A; then one can easily compute that in A ⊗ H we have:
Since A ⊗ H is associative, these are equal; by applying ε on the second position, we obtain (ab)c = (
(ii) Let a, b ∈ A and h ∈ H; write that (
The main ingredient for proving our structure theorem for quasi-Hopf comodule algebras will be the structure theorem for quasi-Hopf bimodules, so we recall first some facts from [5] . Let H be a quasi-bialgebra and M an H-bimodule together with an H-bimodule map ρ :
3)
The category of right quasi-Hopf H-bimodules will be denoted by H M H H (the morphisms in the category are the H-bimodule maps intertwining the H-coactions). If (V, ⊲) is a left H-module, then V ⊗ H becomes a right quasi-Hopf H-bimodule with structure:
for all a, b, h ∈ H and v ∈ V . Suppose now that H is a quasi-Hopf algebra and (M, ρ) is a right quasi-Hopf H-bimodule. Define the map E : M → M , by
where q = q R = q 1 ⊗ q 2 is given by (1.8). Also, for h ∈ H and m ∈ M , define
Some properties of E and ⊲ are collected in [5] , Proposition 3.4, for instance (for h, h ′ ∈ H and m ∈ M ):
Because of these properties, the following notions of coinvariants all coincide:
From the above properties it follows that (M co(H) , ⊲) is a left H-module.
Another description of M co(H) is ( [5] , Corollary 3.9):
We can state now the structure theorem for quasi-Hopf H-bimodules. .7), and V ⊗H as a right quasi-Hopf H-bimodule as above. Then the map
provides an isomorphism of right quasi-Hopf H-bimodules, with inverse
From now on, we fix a quasi-Hopf algebra H and a right H-comodule algebra (B, ρ, Φ ρ ), with notation ρ(b) = b (0) ⊗ b (1) ∈ B ⊗ H, such that there exists v : H → B a morphism of right H-comodule algebras (in particular, this implies ρ(v(h)) = v(h 1 ) ⊗ h 2 , for all h ∈ H, and
. We prove now that ρ : B → B ⊗ H is an H-bimodule map. We compute:
Obviously we have (id
Finally, it is easy to see that
because this is exactly the condition
from the definition of a right H-comodule algebra, due to the fact that Φ ρ = v(X 1 ) ⊗ X 2 ⊗ X 3 . Hence (B, ρ) is indeed a right quasi-Hopf H-bimodule.
Since B is an object in H M H H , we can consider the map E : B → B, which is given by
where q = q R = q 1 ⊗ q 2 is given by (1.8), and we can take the coinvariants
The H-module algebra A we are looking for will be, as a vector space, A = B co(H) . We have the H-action on B given by h ⊲ b = E(v(h)b), which gives a left H-module structure on A. Let us note that, because of (1.11), we have E(1) = 1, hence 1 ∈ A. By the structure theorem for quasi-Hopf H-bimodules, we know that the map
is an isomorphism in H M H H (the left H-module structure of A is ⊲), with inverse
Our aim will be to introduce a new multiplication on A, denoted by * , such that (A, * , 1, ⊲) becomes a left H-module algebra and Ψ becomes an isomorphism of right H-comodule algebras between A#H and B (note that Ψ has the property that Ψ • j = v, where j is the canonical map H → A#H). We will define actually a new multiplication * on the whole B, and will take its restriction to A. Namely, for all b, b ′ ∈ B, define
(2.14)
Since A = E(B), * restricts to a multiplication on A. Since for a ∈ A we have E(a) = a, we obtain a * 1 = 1 * a = E(a) = a, hence 1 is a unit for (A, * ). Let now h ∈ H; we compute:
In view of Lemma 2.1, in order to get that (A, * , 1, ⊲) is a left H-module algebra, it is enough to prove that the multiplication defined on A ⊗ H by
is associative. Since Ψ : A ⊗ H → B is bijective and B is associative, it is enough to prove that Ψ is multiplicative, that is, for all a, a ′ ∈ A and h, h ′ ∈ H:
We prove first a relation that will be used in the proof of the multiplicativity of Ψ.
Lemma 2.4
Let H be a quasi-Hopf algebra; then we have:
where q = q R = q 1 ⊗ q 2 is given by (1.8) .
Proof. We will use also the element p = p R = p 1 ⊗ p 2 given by (1.8). We compute:
and the relation is proved.
We will need two of the general properties of the map E on a right quasi-Hopf H-bimodule M recalled before, which for M = B become:
We need also a more explicit formula for a * a ′ , if a, a ′ ∈ A. We can write:
We can finally prove that Ψ is multiplicative. We compute (for a, a ′ ∈ A and h, h ′ ∈ H):
Since obviously we have Ψ(1⊗1) = 1, now we have that (A, * , 1, ⊲) is a left H-module algebra and Ψ : A#H → B is an algebra isomorphism. Using (2.17), the fact that ρ(v(h)) = v(h 1 ) ⊗ h 2 and the formula ρ A#H (a#h) = ( Let now H, B and v : H → B be as above. Since B is an associative algebra and v is an algebra map, we can consider the left H-module algebra B v as in the Preliminaries.
Proposition 2.6 With notation as above, the map
where p = p R = p 1 ⊗ p 2 is given by (1.8) , is an injective morphism of left H-module algebras.
Proof. Since Ψ : A#H → B is an algebra map satisfying Ψ • j = v, by [8] , Lemma 4.1. it follows that Ψ : (A#H) j → B v is a morphism of left H-module algebras. We know from the Preliminaries that the map i 0 : A → (A#H) j , i 0 (a) = p 1 ⊲ a ⊗ p 2 , is also a morphism of left H-module algebras, and one can see that actually θ = Ψ • i 0 , hence θ is indeed a morphism of left H-module algebras, and it is injective since i 0 is injective and Ψ is bijective. Note that in the Hopf case θ is simply the inclusion of A into B v .
Remark 2.7
Let H be a quasi-Hopf algebra, A a left H-module algebra and B = A#H; then, for this B together with the canonical map j : H → A#H, one can show that the map E is given by E(a#h) = ε(h)(a#1), and so B co(H) = A#1, with multiplication and H-action:
(a#1) * (a ′ #1) = aa ′ #1, ∀ a, a ′ ∈ A, h ⊲ (a#1) = h · a#1, ∀ h ∈ H and a ∈ A, that is B co(H) ≃ A as left H-module algebras. Hence, the structure theorem allows to recover the structure of A from the one of A#H.
