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Increasing numbers of museums and cultural institutions are using 3D scanning 
techniques to preserve cultural artefacts as 3D digital models and to provide curators, 
scholars and the general public with a richer experience when accessing online 
exhibitions. However there are a number of challenges associated with the 
development, maintenance and curation of 3D digital collections. In particular, 
museums are keen to explore how they might exploit Web 2.0 social tagging services to 
harness community effort and knowledge. Existing 3D tagging services are limited in 
that they are designed for specific disciplines, are not Web-based and depend on 
proprietary software and formats. The majority also only support the attachment of 
tags/annotations to whole objects—not points, 3D surface regions or 3D segments. To 
fill this gap, we have developed the 3DSA (3D Semantic Annotation) system that 
enables users to attach tags and annotations to points, surface regions or segments of 3D 
digital artefacts. Moreover, by basing the 3DSA system on the Open Annotation 
Collaboration (OAC) data model, we enable annotations to be re-used, exchanged and 
shared as Linked Data - across annotation clients and across different 3D and 2.5D 
digital representations of a single artefact. In addition, the provision of ontology-based 
tags facilitates further semantic annotation and reasoning across digital heritage 
collections. This paper describes the design and functionality of the 3DSA system and 
evaluates it in terms of its flexibility, extensibility, interoperability and usability by 
audiences with wide-ranging IT skills, computer capabilities and network speeds. 
 
1. Objectives 
Advances in 3D data acquisition, processing and visualization technologies are 
providing museums and cultural institutions with new methods for preserving cultural 
heritage and making it more accessible to scholars, traditional owners and the public, 
via online search interfaces. Increasing numbers of museums are using 3D laser 
scanning techniques to overcome the limitations of 2D representations and to improve 
access to high quality surrogates of fragile and valuable artefacts via the Internet 
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(Hunter et al. 2004, Ikeuchi Lab 2002, Rowe and Razdan 2003, Isler et al. 2006). This 
trend towards 3D is expected to accelerate in the future as faster, simpler, more accurate 
3D scanning methods become available. New emerging techniques include the 
TriDimensional smart phone app that supports 3D scanning1 and the 3D version of 
Microsoft’s Photosynth2 that is being deployed to smart phones to enable real time 3D 
object generation. Such approaches will make it faster and easier for museums, scholars 
or the general public to generate 3D representations of real world objects. 
However there are a number of challenges that come with building and 
supporting online collections of 3D museum objects. Firstly, there is a lack of standards 
(data formats, metadata schemas, ontologies) and a lack of standardised streamlined 
procedures that museums can adopt for building and describing collections of 3D 
museum artefacts. Secondly, the file size of the 3D digital objects can be very large. 
Museums need to consider the storage, network, and computational loads that such 
collections will place on their infrastructure. These issues are also a challenge for many 
potential users who are unable to quickly and easily download and render the objects 
due to limited bandwidth, CPU, graphics cards or the need for specific 3D rendering 
software. Thirdly, as the size of online collections of 3D artefacts grows, the ability to 
search and browse across these distributed repositories becomes more difficult. 
Museums are finding the cost of providing metadata and rich contextual information for 
their collections prohibitive and are keen to explore how they might harness community 
effort through online social tagging and annotation services.  
The Steve.Museum project has been investigating social tagging for 2D images 
of museum artefacts and has identified the substantial benefits that this approach can 
generate for museums (Chun et al. 2006). These include: enhanced access to online 
collections; user tags that offer multiple perspectives; supplementary and 
complementary documentation about the objects that bridges the gap between 
professional and public discourse. The folksonomy derived from users’ tags augments 
existing description and indexing tools, and broadens the scope of the indexing 
vocabulary beyond that of professional cataloguers or indexers. However, the 
Steve.Museum project also identified the problem issue of the dubious quality of tags 
                                                
1 http://www.trimensional.com/ 
2 http://www.ingool.com/now-your-cell-phone-as-a-3d-scanner/ 
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being created by the untrained public. They recommend that community-generated tags 
be reviewed by museum professionals (Trant 2009) prior to publishing, to reduce 
inconsistency and ambiguity. However, inspecting large quantities of tags on museum 
collections is a time consuming task and reviewing tags on parts of 3D objects is 
particularly challenging due to the large size of the complex polygonal meshes that 
represent the tagged segments. Downloading and rendering the annotations on such 
segments can be very slow, particularly for users with limited bandwidth. Similarly, 
uploading and storing the corrected tags/annotations after review can cause further 
network delays. Hence a further objective of the 3DSA system is to enable fast, easy 
review of community-generated tags by museum staff, by improving the efficiency of 
storing, retrieving, rendering and correcting tags attached to points, surface regions or 
segments of 3D digital objects. 
High quality tags and annotations—attached to both the complete object as well 
as to specific segments or features via hyperlinks—have the potential to significantly 
improve the relevance of retrieved search results. Although there already exist some 
annotation services for 3D objects, they are designed for specific disciplines or depend 
on proprietary software and formats. The majority also only support the attachment of 
annotations to the whole objects—not to 3D points, surface regions (e.g., surface 
decoration), 3D parts or volumetric segments (e.g., the handle on a pot). So a key 
objective is to support tagging and annotation of interactively defined points, surface 
regions or volumetric segments that are part of digitised 3D objects. Figure 1 illustrates 
the difference between these three types of annotations and how they might be applied, 
in the context of Greek pottery. 
Another key objective of 3DSA is to maximise the sharing, interoperability, re-
use and inferencing of the tags/annotations. There are a number of compelling reasons 
to support interoperability. Firstly, if museums want to make the annotations available 
to as wide an audience as possible, then they need to make the objects available in 
multiple 3D formats and in a range of different resolutions, depending on the platform 
and capabilities of the end user/client. The rendering software will vary depending on 
the 3D format, so the annotations will need to be easily interpreted, migrated and 
displayed across the different 3D clients. Secondly, the aim is to harvest annotations 
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from multiple sources, aggregate them via a common data model and share and re-use 
them between museums, scholarly communities, and the general public. 
 
 
Figure 1: The difference between point, surface region and 
segment annotations (Image courtesy of the University of 
Queensland R. D. Milns Antiquities Museum) 
 
To achieve this interoperability objective, the 3DSA system adopts a Semantic 
Web/Linked Data approach—annotations/tags are represented in RDF, stored separate 
to the 3D models but linked to them via fragment identifiers and published to the Web 
via a HTTP URI. In addition, we have chosen to base the 3DSA system on the Open 
Annotation Collaboration (OAC) data model3. OAC has been developed specifically to 
facilitate the reuse and interoperability of annotations across the boundaries of 
annotation clients, annotation servers and content collections in a Web and resource-
centric environment. However, we will have to extend the OAC data model for 3D 
objects, by enabling annotations to be attached to 3D fragments that are identified using 
the Web3D Consortium’s X3D standard4.  
 
 
                                                
3 http://www.openannotation.org/spec/ 
4 http://www.web3d.org/x3d/ 
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The work described here aims to develop services to support the following: 
• The streamlined generation of multiple alternative digital representations (high 
resolution, medium resolution and low resolution) of each 3D museum object in 
high-quality, standardised and widely used formats. 
• Web-based, easy-to-use, 3D tagging/annotation tools that support the attachment 
of annotations to points, surface regions or 3D segments (i.e. meaningful parts or 
features) on a 3D model. The difficulty lies in specifying the particular feature of 
interest via simple drawing, selection and segmentation tools. For example, 
drawing the boundary of a 3D surface feature or a 3D segment can be very 
difficult and time consuming, using the traditional keyboard and mouse to 
interact with a 3D object projected onto a 2D screen.  
• Tagging and annotation tools that enable annotations/tags to be automatically 
attached to, migrated between and displayed for, different digital versions of each 
museum artefact (e.g., high, medium and low resolution versions). 
• Semantic annotation tools—that support both folksonomic and controlled 
vocabulary/ontology-based tags. Folksonomic tags are valuable because they 
provide an alternative and complementary perspective to professional curatorial 
metadata. Ontology-based annotations are valuable because, in addition to 
providing validation and quality control, they allow reasoning about the 
annotated resources, enabling them to become part of the larger Linked 
Data/Semantic Web environment. Our aim is to support tags from the CIDOC-
CRM5 ontology (which has been designed specifically for the museum 
community) but to extend it with discipline-specific sub-ontologies (e.g. Greek 
Pottery). 
• A common model for attaching annotations to 3D artefacts regardless of their 
format. Such a model also enables re-use and display of annotations across 
different annotation clients. Our aim is to extend, apply and evaluate the Open 
Annotations Collaboration (OAC) model6 for supporting the migration of 
annotations between multiple versions (high resolution, medium resolution and 
low resolution) of each 3D object and their corresponding annotation clients. 
                                                
5 http://cidoc.ics.forth.gr/ 
6 http://www.openannotation.org/spec/ 
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• Fast, simple, efficient mechanisms for capturing, uploading, storing, retrieving, 
rendering, reviewing and correcting tags attached to points, surface regions or 
segments of 3D digital objects, via a Web interface. 
 
2. Related Work 
A recent survey (Spagnuolo and Falcidieno 2009) reveals that because 3D annotation is 
a relatively new topic, only a small number of prototypes with limited functionality 
currently exist. Most prior work in the field of 3D annotations has focused on the 
annotation of discipline-specific objects—for example, architectural and engineering 
CAD drawings (Jung et al. 1999, 2002), 3D crystallography models (Hunter et al. 
2007) and 3D scenes (Kadobayashi et al. 2006). All of these systems enable users to 
attach annotations to 3D models and to browse annotations added by others, 
asynchronously. However they are all limited to the discipline-specific format of the 
target objects.  
The latest Adobe Reader X (Adobe 2011) provides a user interface that allows 
annotation of 3D CAD models or U3D objects stored in PDF, using proprietary tools. 
Moreover Adobe Reader’s 3D comment tool only supports the attachment of 
annotations to a single point and the annotations are embedded in the PDF document 
preventing reuse by other non-Adobe formats.  
A further limitation of these existing systems is that they only support tagging of 
whole objects, points, pre-defined segments (not freely or interactively defined by 
users) (Attene et al. 2007) or simple primitive shapes (e.g. boxes, ellipsoids and planes 
with sketches) (Chun et al. 2006, Jung et al. 1999, 2002). For example, ShapeAnnotator 
(Attene et al. 2007) enables the attachment of semantic tags (drawn from an ontology) 
to automatically segmented parts. However, ShapeAnnotator is not Web-based and it 
does not enable users to interactively select the sub-parts to be annotated—only 
predetermined, automatically-generated segments can be tagged. The Arrigo project 
(Havemann et al. 2008) has developed an interactive 3D museum exhibition that 
enables visitors to explore 3D models of statues and discover detailed information via 
annotations attached to specific locations on the 3D models. Annotations are stored in 
TEI/XML using CIDOC/CRM model and the target objects are represented using the 
Sustainable Data from Digital Research 
 
 
143 
Collada XML format. However, the Arrigo project only supports regions of interest that 
are spherical. 
The ability to attach semantic tags to interactively-defined sub-parts of 3D 
museum objects is in demand for a number of reasons. Museum curators, conservators 
and scholars of museum artefacts frequently want to highlight and annotate specific 
features of significance that relate to the provenance or authenticity of the object. It is 
often the case that the identification and authentication of an artefact’s provenance 
relies on the existence of a combination of low-level features that may be both 
manually and automatically annotated. Moreover, in some cases, the availability of 
low-level semantic tags, together with (SWRL) semantic inferencing rules defined by 
domain-experts, may enable us to automatically infer high-level semantic tags—or ‘fill 
the semantic gap’ for museum artefacts. Hence a key objective of the 3DSA system is 
to provide an easy-to-use annotation service that allows users to attach tags to 
interactively selected sub-parts on 3D museum objects. 
Projects such as SCULPTEUR (Addis et al. 2005), the Princeton 3D search 
engine7 and Columbia Shape Search (Goldfelder and Allen 2008) use a combination of 
machine learning (to extract colour, pattern and shape) and application semantics (who, 
what, where, when etc.) to automatically cluster 3D objects. However these projects fail 
to take advantage of community-generated tags and annotations drawn from ontology-
directed folksonomies. Hunter et al. (Hollick et al. 2005, Hunter and Little 2005, Little 
and Hunter 2004) have previously applied semantic inferencing rules to enable the 
automated high-level semantic annotation of 2D images from low-level automatically-
extracted features—and demonstrated improvements in concept-based search 
performance. They have also developed annotation tools for 3D museum artefacts, 
based on the Annotea model (Schroeter et al. 2006). But this previous work has only 
enabled the attachment of tags and comments to 3D points and/or views of the complete 
object—not surface regions or volumetric segments.  
As far as we are aware, there are currently no open-source tools that enable Web-
based semantic annotation of 3D museum objects, that support both free text 
folksonomic tags and ontology-based tags, or that enable easy tagging of user-defined 
points, surface regions or segments on a 3D digital object. Finally we are unaware of 
                                                
7 http://shape.cs.princeton.edu/search.html 
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any system that enables the easy migration of tags/annotations between different digital 
versions of the one 3D object—a critical requirement if museums are going to engage 
with users from a range of different communities and with access to variable computer 
capabilities. 
 
2.1. Extending the Open Annotations Collaboration (OAC) Data Model to 3D 
The lack of robust interoperable tools that support annotation across heterogeneous 
collections and the sharing of annotations between users and clients is hindering the 
exploitation of digital resources by many scholars. Hence the Open Annotations 
Collaboration (OAC) was established to facilitate the emergence of a Web and resource-
centric interoperable annotation environment that allows leveraging annotations across 
the boundaries of annotation clients, annotation servers, and content collections. To this 
end, an annotation interoperability specification consisting of an Annotation Data Model 
(Figure 2) has been developed. Fundamental principles adopted by the OAC include: 
• The core entities of an annotation (Annotation, Body, Target) are independent 
Web resources that are URI-addressable and hence discoverable and re-usable; 
• The Annotation Target (the object being annotated) and the Annotation Body (the 
content of the annotation) can each be any media type; 
• Annotation Targets and Bodies are frequently segments of Web resources;  
• The Body of a single annotation may apply to multiple Targets or multiple 
annotation Bodies may apply to a single Target; 
• Annotations can themselves be the Target of further Annotations. 
 
Figure 2: The Alpha OAC Data Model8 
                                                
8 http://www.openannotation.org/spec/ 
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Figure 2 illustrates the basic OAC model with additional properties. The OAC ontology 
defines the following classes and relationships: 
oac:Annotation (A-1) : A resource identified by an HTTP URI that describes, at least, 
the Body and Target resources involved in the annotation. 
oac:Body (B-1): The body of the annotation. The Body is information about the Target 
resource and annotates the Target. 
oac:Target (T-1): The resource that is being annotated. 
oac:hasBody: The relationship between Annotation and Body. 
oac:hasTarget: The relationship between Annotation and Target. 
oac:annotates: The relationship between the Body and the Target. 
Additional properties and relationships illustrated in (Figure 2) include: 
dcterms:created: the date/time that the annotation was created. 
dcterms:creator: a reference to the foaf:Agent that created the annotation. 
The attachment of tags/annotations to 3D digital objects requires a number of 
extensions to the OAC model. The OAC specification recommends an approach for 
recording the annotation of regions within 2D images using oac:constrains on the 
Target object and SVG (Scalable Vector Graphics) to define the region boundary—but 
does not provide any recommendations on the best approach for annotations on 3D 
fragments. Both SVG and X3D are XML-based formats—so it is relatively easy to 
adapt the 2D/SVG case to support annotations on 3D fragments using X3D. Figure 3 
demonstrates how the OAC model can be extended to annotate a 3D fragment of a file 
of XML MIME type model/x3d+xml. The X3D segment is given a unique identifier 
(URI) at the time of creation, and HTTP GET can then be used to retrieve the segment 
data and associated annotation. 
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Figure 3: Extending the OAC model to support annotations attached to 3D segments 
 
3. Implementation 
3.1. Generating the 3D Models 
The first phase of the project involved generating a collection of 3D digital objects to be 
used as a testbed for the 3D tagging and annotation services. The scanning process was 
performed using a Konica Minolta Vivid9i non-contact 3D laser scanner and GeoMagic 
software to generate a high resolution 3D digital model of archival quality. Each 
museum artefact is initially scanned into a VRML format and converted into .PLY 
(polygon) format using the open source MeshLab software9. Following the generation 
of the polygonal mesh models, high resolution images of the models are texture-
mapped onto the models to generate photo-realistic 3D digital models. 
A high quality 3D digital model for a cultural heritage artefact contains 50-200 
MB of data and between 500,000-2 million polygons. However, many users don’t have 
the bandwidth, computational power or graphics cards capable of downloading and 
rendering such objects in a timely fashion—or enabling real-time interaction (panning, 
rotating, zooming) with the 3D models. In order to support users with limited 
computation power or bandwidth, we generate three different representations of each 
artefact: 
• Archival version (Raw 3D data) - for storage purposes only, not accessible 
online. 
• High quality version - for users who have standard CPU and internet speed. 
                                                
9 http://meshlab.sourceforge.net/ 
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• Medium quality 3D model - compressed version for users with limited CPU, 
graphics card or slow internet. 
 
 Archival 
Version 
High 
Quality 
Version 
Med. 
Quality 
Version 
Format VRML 
.wrl 
PLY .ply PLY .ply 
File Size 50-200MB 8-12 MB 1-2 MB 
Polygon Count 2mill-500k 100k-500k 40k-65k 
Texture Format BMP JPEG JPEG 
Texture Resolution 4096x4096 2048x2048 2048x2048 
Texture File Size 4-6MB 200-600KB 200-
600KB 
Table 1: Comparison of file sizes for different versions of 3D 
digitised artefacts 
 
To date, the project has scanned a collection of 12 artefacts from both the 
University of Queensland Anthropology and Antiquities Museums. We will continue to 
scan more artefacts from a variety of backgrounds and materials, in the future to more 
fully evaluate the search and indexing features. 
 
3.2. System Design and Functionality 
Using the 3D objects generated via the scanning and conversion process described 
above, we developed a Web interface to the gallery of objects. Users can search and 
browse the gallery of 3D objects via thumbnails, a tag cloud and keyword search. The 
3DSA annotation prototype (shown in Figure 5) is also accessible via a link from the 
project website’s 3D gallery10. A high-level view of the system architecture is shown 
below in Figure 4.  
 
                                                
10 http://www.itee.uq.edu.au/~eresearch/projects/3dsa 
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Figure 4: Screen-shot of the Web-based 3D 
Annotation prototype 3DSA 
The Annotation prototype was developed using a combination of Web 2.0 
technologies and third party services. The three main components are: 
• 3D Viewer—this was implemented using HTML5, WebGL and the O3D-
WebGL Framework. WebGL is a cross-platform, royalty-free Web standard for a 
low-level 3D graphics API. It enables the accelerated display of interactive 3D 
graphics through a Web Browser11. The O3D-WebGL Framework provides a 
plugin that is distributed as an open source Javascript library for WebGL12. 
• Annotation storage—this is implemented using AJAX and Danno, an HTTP-
based repository that provides APIs for creating, updating, deleting and querying 
annotations and replies, and for bulk upload and harvesting of annotations13. 
• Web Browser user interface—this was developed using HTML5, PHP and 
jQuery, a JavaScript Library that simplifies HTML document traversing, event 
handling, and interactions for rapid web development14. 
Figure 5 shows a screen shot of the prototype in use. On the lower right hand 
side, are the different versions of the artefact to be annotated—users can choose the 
most appropriate for their environment (either High or Medium resolution). In the 
center is the display panel showing the currently selected 3D object and attached 
                                                
11 http://www.khronos.org/webgl/ 
12 http://code.google.com/p/o3d/ 
13 http://metadata.net/sites/danno/index.html 
14 http://jquery.com/ 
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annotations. On the right hand side is the annotation search and browse panel. Clicking 
on the ‘New Annotation’ button displays a new panel that enables users to enter the 
contextType of the annotation (whole object, point, region, segment), the type of 
annotation (tag, comment, query, feedback) and the body of the annotation. The creator 
and date/time information is also captured. 
 
 
Figure 5: Screen shot of the 3DSA Annotation 
Prototype  
 
After the user enters the annotation body (either a controlled tag or free text), 
they can interactively specify the context/point, surface region or volumetric segment of 
the object to which it is attached, through the use of the drawing tools, that enable users 
to select/deselect polygons inside the specified polygonal region.  
After saving the annotation, the system then determines if there are other 
representations of this same artefact available. If there are, then the system 
automatically calculates the relevant attachment points/region boundaries/segment 
boundaries for the other formats (e.g., high-resolution, medium resolution and low 
resolution) and records these additional targets for the newly created annotation.  
 
4. Evaluation and Feedback 
4.1. Usability Studies 
Usability studies of the 3DSA system were carried out with the assistance of eight test 
users (comprising museum staff and research higher degree students from both the 
School of ITEE and the Arts Faculty at the University of Queensland). 
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There were two primary goals associated with the usability tests: 
1. To compare the performance and usability of attaching an annotation to a point 
on a given 3D object, using both 3DSA and Adobe Reader X. 
2. To compare the performance and usability of attaching an annotation to a surface 
region or segment on a given 3D object, using both 3DSA and the 
ShapeAnnotator (Attene et al. 2007). 
The process for evaluating the point annotation functionality of 3DSA involved 
the following steps: 
• Each pair of test users was given a short tutorial showing them how to attach an 
annotation to a point on a 3D object using both 3DSA and Adobe Reader X. 
• They were then given a task sheet explaining the set of tasks they needed to 
complete. For the evaluation of point annotations, users had to tag the ‘left eye’, 
‘right ear’, ‘nose’, ‘mouth’, ‘chin’ and ‘hair’ on a stone head from Palmyra 
provided by the UQ Antiquities Museum (see Figure 6). Users had to save their 
annotations and share them with their colleague, who was performing the same 
tasks using the alternative tool. Users then had to download and display their 
colleague’s annotations. Two pairs of users did this for a high resolution 3D 
object and two pairs for a low resolution 3D object. 
  
 
Figure 6: User Interface using 3DSA to tag points on a stone head from Palmyra 
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• Each test user was observed, timed and their keyboard and mouse actions 
captured using the Freez screen capture software. 
• The test users were then asked to complete a survey/questionnaire designed to 
capture user feedback on the usability of the two tools. 
 
The process for evaluating the segment annotation functionality of 3DSA 
involved the following steps: 
• Each pair of test users was given a short tutorial showing them how to attach an 
annotation to a segment on a 3D object using both 3DSA and the 
ShapeAnnotator; 
• They were then given a task sheet explaining the set of tasks they needed to 
complete. For the evaluation of region and segment annotations, they had to tag 
the ‘left arm’, ‘face’, ‘left lower leg’ and ‘right lower leg’ for two different 
objects - a Roman statuette of Apollo (2nd century AD) provided by the UQ 
Antiquities Museum (see Figure 7) and a female model provided as a sample 
object by the ShapeAnnotator developers. Users had to save their annotations and 
share them with their colleague who was performing the same tasks using the 
alternative tool. They then had to download and display their colleague’s 
annotations. 
 
Figure 7: User Interface when tagging the face of the Apollo statuette 
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• Each test user was observed, timed and their keyboard and mouse actions 
captured using the Freez screen capture software. 
• The test users were then asked to complete a survey/questionnaire designed to 
acquire user feedback on the usability of the two tools. 
 
4.2. Analysis of Test Results 
Figure 8 below compares the performance of the 3DSA and Adobe Reader X systems 
when carrying out point annotation. It shows that there was very little difference in 
performance times. Surprisingly, tagging the low quality object using 3DSA appeared 
to be slower than tagging the high quality version of the same object. Reviewing the 
corresponding video showed that this lag was due to the time taken to correct typing 
errors made by test users, rather than additional time associated with loading or 
attaching tags. 
 
 
Figure 8: Comparison of times taken to perform point annotations 
 
Figure 9 illustrates the total time taken to attach the point annotations and then to 
retrieve the shared annotations from the other test user. It is apparent that although both 
systems enabled test users to quickly create and attach tags, the retrieval of annotations 
was much slower using Adobe Reader X than 3DSA. This is because 3DSA stores the 
annotations as Web resources on an annotation server separate from the 3D objects, but 
related via hyperlinks. When the user refreshes the 3DSA plugin, the new annotations 
are listed and can be retrieved and displayed without downloading and re-rendering the 
3D object. Adobe Reader X, on the other hand, embeds the annotations in the same 
PDF file that contains the 3D object. To display new annotations, Adobe Reader X 
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needs to download and re-render the whole PDF file and contained 3D object again. In 
addition, the tests that took longer than 8 minutes to complete were due to Adobe X 
hanging. This occurred if users interrupted Adobe Reader X when it was in the process 
of loading the large files associated with the 3D objects (due to the long time it took to 
load the files). 
 
 
Figure 9: Comparison of total time to complete both point annotation and retrieval tests 
 
An analysis of the user feedback from the questionnaires revealed that the 
majority of test users found the 3DSA system was easy to learn, easier to use and had a 
more intuitive user interface than the Adobe Reader X tool. None of the test users 
needed to use the instruction manual for 3DSA during the user tests. They did use the 
manual for Adobe Reader X because of the system crashes. Suggested improvements to 
3DSA included providing default values in the text boxes when creating a new 
annotation, rather than leaving them blank, so they act as a guide to users.  
The second component of the usability tests involved comparing 3DSA with the 
ShapeAnnotator tool in the context of attaching tags to surface regions or volumetric 
segments. The results of these tests indicated that there was no difference in the time to 
enter, save or retrieve annotations—but there was a significant difference in the 
approach and performance of the region or segment specification step. 3DSA supports 
manual interactive selection by the user of the region/segment to be annotated, whereas 
the ShapeAnnotator supports only automatic segmentation. As Figure 10 shows, 
interactive, manual selection of the region or segment to be annotated was significantly 
faster. It was also more accurate than automated segmentation. 
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Figure 10: Comparison of time taken to generate segments for 3DSA and ShapeAnnotator 
 
Feedback from the questionnaires comparing 3DSA and ShapeAnnotator, 
showed that users overwhelmingly preferred to specify regions and segments (to be 
annotated) interactively using the 3DSA tool, rather than relying on an automated 
process (ShapeAnnotator) over which they had no control. The feedback also revealed 
that novices were capable of performing manual segmentation more efficiently and 
accurately than they were able to perform the automatic segmentation. Users felt that 
automatic segmentation (prior to annotation) would be useful, if the algorithms were 
more accurate and the users were able to quickly and easily edit or refine the results 
manually.  
Comprehensive usability tests of the annotation prototype identified a number of 
small improvements to the user interface, but generally indicated that 3DSA enables 
faster, more accurate capture, storage, retrieval and display of tags and annotations on 
3D digital objects, than its closest competitor software products (Adobe Reader X and 
the ShapeAnnotator). 
 
5. Future Work and Conclusions 
 Having enabled the capture of semantic tags describing low-level features associated 
with regions or segments of 3D objects, we are now in a position to develop more 
sophisticated automatic inferencing rules that can infer high level semantic descriptors 
for the objects. For example, consider the vase shown in Figure 1. By tagging the 
surface of the vase with tags such as: ‘Erotes’, ‘lotus’, ‘saltire cross’, ‘draped woman’ 
and ‘pelikai’, it is possible to infer that this is an ‘Apulian vase’, used in marriage 
Sustainable Data from Digital Research 
 
 
155 
ceremonies and painted by the Darius Painters. Our future plan is to work with students 
and staff from the Antiquities Museum and from the Classics and Ancient History 
Department at the University of Queensland. We plan to select a testbed set of Greek 
pottery from the UQ Antiquities Museum and students will use the 3DSA tool to tag the 
artefacts (using a controlled vocabulary) and to assess their knowledge of Greek 
pottery. We will also work with staff to define, apply and evaluate inferencing rules, 
with the aim of automatically inferring accurate high level semantic descriptions of the 
artefacts from the low-level tags attached by the students.  
Finally, we have begun experimenting with the QR codes15 to enable museum visitors 
to retrieve community-generated annotations via their iPhones. QR codes (small 
printable tags) can be generated from the 3DSA web pages, and attached to the physical 
museum artefacts in the exhibition. This enables museum visitors with the QR code app 
on their iPhone, to retrieve the related 3DSA web page that displays the 3D digital 
version with aggregated annotations. This is a very exciting development with 
significant potential that will also require further testing and evaluation. 
To conclude, the 3DSA system and the OAC+X3D extensions described in this 
paper deliver an easy-to-use Web-based 3D semantic annotation service that will 
benefit both cultural heritage institutions and the general social tagging community. It 
enables faster, more efficient capture of rich semantic metadata for describing and 
discovering 3D collections, whilst simultaneously enhancing the preservation, capture, 
dissemination and re-use of knowledge about cultural heritage. Feedback from museum 
curators on the 3DSA system has been positive. They are very interested in the added 
dimensions and rich details that 3D scanning can offer but they also realise that there 
remain a number of barriers preventing wide-spread adoption of 3D digital formats in 
online museum collections. 
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