Introduction
There are many authors in today's world. This count keeps growing day by day. It is estimated that there are more than 20 Billion authors. Anyone who writes some content which may be a book or blog post or a blog comment is considered as an author.
With the growing authors and post or books, it is being increasingly difficult to track authors identity. Even now there are millions of documents without a recognized author. It is important to know the true identity of the author so that you might want to read more of his documents. With the increasing access to internet, it is very easy to duplicate particular content and hide the real author. There are many plagiarism software's available in the market but they can say if the content is original, they don't have the capability to identify author. There is really a necessity to have a model which tells the author. Our model should be able to identify author of the document.
The main basis to identify the pattern of the author is very different from other types of mining.
For many types of data mining, we eliminate most of the stop words and special characters to make a sense out of data. For recognizing authors writing pattern we have to consider stop words and special characters, helps identify sentences. This can be achieved using many hashing algorithms of Locality Sensitive Hashing [1] [2] and using Stochastic Finite Automata Technique (Alergia Algorithm).
Locality Sensitive Hashing
Locality Sensitive Hashing [2] reduces dimensionality of high-dimensional data. It has a hashing method which has high probability of mapping similar items to same buckets i.e., the total number of input items are much higher than the no. of buckets. This hashing is different from conventional hash functions and cryptographic hash functions coz it aims to maximize the possibility of likeitems-collision. This Hashing is commonly used in data clustering and nearest neighbor search.
Definition
Locality Sensitive Hashing family [5] [6] [7] F is defined for metric space M, an approximate factor C and a threshold R.
M = (M, d), R > 0, C>1
The F is a family of functions h : M => S which maps to the elements of M to a bucket s ϵ S.
Locality Sensitive Hashing family satisfies below conditions for p, q ϵ M, using h ϵ F
 If d(p,q) ≤ R, then h(q) equals h(p)
i.e.., p and q collides with probability > P1
 If d(p,q) ≥ CR, then h(q) equals h(p)
i.e.., p and q collides with probability < P2
A family when P1 > P2. Then this F is called (R, cR, P1, P2) LSH is defined with universe U with a similarity function ꬾ : U X U -> [0, 1].
This locality sensitive hashing scheme is a family of H which are paired with probability 
MinHash
MinHash [16] hashing scheme is a technique to estimating similarity between two sets. MinHash is also known as Min-Wise Independent permutations of Locality Sensitive Hashing. Andrei Broder invented MinHash scheme. In the early stages of search engine, this scheme was used in AltaVista search engine to detecting duplicate web pages. MinHash has its application in largest-scale clustering documents or problems.
Jaccard Similarity and minimum hash values
The Jaccard similarity coefficient [16] is also called Jaccard index. This is used to indicate similarity of two sets.
Let us consider 2 sets A and B.
A ∩ B => intersection of 2 sets A U B => union of 2 sets.
Jaccard similarity coefficient can be defined as ratio of intersection and union of sets.
The value of Jaccard similarity coefficient is strictly between 0 and 1. Let us assume a hash function h. Let this map X and Y to distinct integers. Set Z defines hmin(Z)
to be least member of Z with regards to h i.e.., the member n of Z with least value of h(x). If hmin is applied to X and Y, it can be observed that they get same values when elements of (X U Y) with a minimum hash value which resides in (X ∩ Y). 
Stochastic Finite Automata
In computer science and mathematics, the Probabilistic Automation(P) is generalization of non-deterministic finite automaton. This also includes converting probability of any given transition into a transition function. This turns into a stochastic or transition matrix. So, the probabilistic automaton generalizes concept of sub-shift of finite type or Markov chain. Thus, these languages are known as stochastic languages.
Finite automaton A = (S, P, i, δ, T) where P: finite input alphabet δ : is a function: δ : S x A -> S. This is known as transition function.
S: is a finite set known as set of states.
T: is subset of S known as terminal state.
Non-Deterministic Finite Automata(NDFA):
This type of automata has multiple acceptance state at any instance of time. Transition from one state to another state is possible in many number of states.
Deterministic Finite Automata Vs Non-Deterministic Finite Automata [13] : [14] [15] . We use Alergia Algorithm for our author pattern recognition. Below is the algorithm.
Function Words
Function words [8] are words that have lexical meaning, which serves to express grammatical relationships with different words in a sentence, or specify mood or attitude of a speaker. In some cases, function words might also have ambiguous meaning.
In the phase of the project, the functional words are stop words. There are 261 function words which have been categorized into 7 different types by Stanford. These serve the purpose for differentiating among various stop words and for easy computation. Below is the list of function words with their equivalent weight. Below are the sentences with the application of function words Examples:
Sentence: "Function words [8] 3. This list is used to identify authors pattern. The dots in both the documents represent statements in the document. This statements are represented by functional words. A data pre-processing step is involved before generating document trees. After this, the documents are verified to check for common statements among the documents. Below is the figure that represents common statements between different documents. 
Conclusion:
From the above test cases, we can say that Test case 2 doesn't make much sense for converting whole sentence into a paragraph and considering all the possible words. But Test case 1 and 3 does make sense as we shorten the paragraph by function words and which gives good results in identifying documents written by similar author.
Future Work
I would like to test this in cloud environment implementing the concept of computing grids or in big data environment. Also including various text processing techniques like stemming and lemmatization. I would also like to test this application with other algorithms like Alergia. This application might also be helpful to identify plagiarism.
Conclusion
Automata with Alergia builds a transition tree which represents the writing pattern of an author.
This mechanism helps to identify the similarity between the documents. Based on this similarity we can determine the original author of a document with the % match. If the document size is too small the results may not be accurate but, as the document size increases there is high possibility that automata will give accurate result. Furthermore, this algorithm also helps to determine plagiarized content of a document. Using this algorithm, we were able to determine that harry potter author was recognized and the % match with the document is high. So, use of Alergia algorithm does a good job of recognizing author of the document by developing the author writing pattern.
Where as in the experiment 2 using Jaccard similarity, which doesn't develop author writing pattern, but it does a good job of calculating distance between sentences. According to the initial ideology and assumptions, this result was supposed to show good match with similarity author.
But, the results where negative based on the calculating distance between the sentences.
So, based on the above conclusion we can derive that experiment 2 using Jaccard Similarity can't be used for recognizing authors pattern and Automata with Alergia can be used for recognizing similarity between the documents and author.
