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On properties of a class of strong limits for
supercritical superprocesses
Yan-Xia Ren∗ Renming Song† and Rui Zhang‡
Abstract
Suppose that X = {Xt, t ≥ 0;Pµ} is a supercritical superprocess in a locally
compact separable metric space E. Let φ0 be a positive eigenfunction correspond-
ing to the first eigenvalue λ0 of the generator of the mean semigroup of X. Then
Mt := e
−λ0t〈φ0,Xt〉 is a positive martingale. Let M∞ be the limit of Mt. It is known
that M∞ is non-degenerate iff the L logL condition is satisfied. When the L logL con-
dition may not be satisfied, we recently proved in (arXiv:1708.04422) that there exist
a non-negative function γt on [0,∞) and a non-degenerate random variable W such
that for any finite nonzero Borel measure µ on E,
lim
t→∞
γt〈φ0,Xt〉 =W, a.s.-Pµ.
In this paper, we mainly investigate properties of W . We prove that W has strictly
positive density on (0,∞). We also investigate the small value probability and tail
probability problems of W .
AMS 2010 Mathematics Subject Classification: Primary 60J68
Keywords and Phrases: superprocesses; non-degenerate strong limit; absolute continuity;
small value probability; tail probability.
1 Background and our model
Consider a supercritical Galton-Watson process {Zn, n ≥ 0} with offspring distribution {pn :
n ≥ 0}. In 1968, Seneta [20] proved that there exists a sequence of positive numbers
{cn, n ≥ 1} such that cnZn converges in distribution to a non-degenerate random variable
W ; then Heyde [9] strengthened this convergence to almost sure convergence. Since then,
the problem of finding {cn, n ≥ 1} such that cnZn converges to a non-degenerate limit is
called the Seneta-Heyde norming problem, {cn, n ≥ 1} are called the norming constants.
∗The research of this author is supported by NSFC (Grant No. 11671017 and 11731009).
†Research supported in part by a grant from the Simons Foundation (#429343, Renming Song).
‡Research supported in part by NSFC (Grant No. 11601354). Corresponding author.
1
Harris [7] proved that, when {pn : n ≥ 0} has a finite second moment, the distribution
of W , restricted to (0,∞), is absolutely continuous; then Stigum [22] extended this to the
case when {pn : n ≥ 0} satisfies the L logL condition. Finally, Athreya [1] proved that the
same conclusion holds for all supercritical Galton-Watson processes. As for other properties
of W , [14] discussed the small value probability problem for W , i.e., the rate at which the
probability P (0 < W ≤ r) tends to 0 as r → 0; [2] studied the tail probability problem for
W , i.e., the rate at which P (W > r) tends to 0 as r →∞, under the assumption that there
exists N > 0 such that pn = 0 for all n ≥ N .
For supercritical multitype Galton-Watson process, Jones [10] studied the corresponding
small value probability problem and tail probability problem. Hering [8] established the
corresponding results for supercritical branching Markov processes. In the recent paper [18],
we studied the Seneta-Heyde type limit problem for supercritical superprocesses: Suppose
{Xt, t ≥ 0;Pµ} is a supercritical superprocess on E, we proved that, under certain conditions,
there exist a non-negative function γt on [0,∞) and a non-degenerate random variable W
such that for all finite Borel measure µ on E,
lim
t→∞
γt〈φ0, Xt〉 =W, a.s.-Pµ,
where φ0 is a positive eigenfunction of the infinitesimal generator of the mean semigroup of
X corresponding to the first eigenvalue λ0. The main goals of this paper are to study the
absolute continuity ofW , when restricted to (0,∞), and to study the small value probability
problem and tail probability problem for W .
1.1 Superprocesses
We first introduce the setup of this paper. Suppose that E is a locally compact separable
metric space, and ∂ is a separate point not contained in E. We will use E∂ to denote
E ∪ {∂}. Suppose that m is a σ-finite Borel measure on E with full support. We will use
B(E) (B+(E)) to denote the family of (non-negative) Borel functions on E, Bb(E) (B
+
b (E))
to denote the family of (non-negative) bounded Borel functions on E, and C(E) to denote
the family of continuous functions on E. We assume that ξ = {Ω0,H,Ht, ξt,Πx, ζ} is a Hunt
process on E, where {Ht : t ≥ 0} is the minimal filtration of ξ satisfying the usual conditions
and ζ := inf{t > 0 : ξt = ∂} is the lifetime of ξ. We will use {Pt : t ≥ 0} to denote the
semigroup of ξ.
The superprocess X = {Xt : t ≥ 0} we are going to work with is determined by two
parameters: a spatial motion ξ = {ξt,Πx} on E which is a Hunt process, and a branching
mechanism ϕ of the form
ϕ(x, s) = −α(x)s + β(x)s2 +
∫
(0,+∞)
(e−sr − 1 + sr)n(x, dr), x ∈ E, s ≥ 0, (1.1)
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where α ∈ Bb(E), β ∈ B
+
b (E) and n is a kernel from E to (0,∞) satisfying
sup
x∈E
∫
(0,+∞)
(r ∧ r2)n(x, dr) <∞. (1.2)
It follows from the above assumptions that there exists M > 0 such that
|α(x)|+ β(x) +
∫
(0,+∞)
(r ∧ r2)n(x, dr) ≤M. (1.3)
Let MF (E) be the space of finite measures on E, equipped with the topology of weak
convergence. The superprocess X with spatial motion ξ and branching mechanism ϕ is
a Markov process taking values in MF (E). The existence of such superprocesses is well-
known, see [12] or [6], for instance. For any µ ∈MF (E), we denote the law of X with initial
configuration µ by Pµ. As usual, 〈f, µ〉 :=
∫
E
f(x)µ(dx) and ‖µ‖ := 〈1, µ〉. Throughout
this paper, a real-valued function u(t, x) on [0,∞) × E∂ is said to be locally bounded if,
for any t > 0, sups∈[0,t],x∈E∂ |u(s, x)| < ∞. Any function f on E is automatically extended
to E∂ by setting f(∂) = 0. According to [12, Theorem 5.12], there is a Hunt process X =
{Ω,G,Gt, Xt,Pµ} taking values in MF (E) such that for every f ∈ B
+
b (E) and µ ∈MF (E),
− logPµ
(
e−〈f,Xt〉
)
= 〈Vtf, µ〉, (1.4)
where Vtf(x) is the unique locally bounded non-negative solution to the equation
Vtf(x) + Πx
∫ t
0
ϕ(ξs, Vt−sf(ξs))ds = Πxf(ξt), x ∈ E∂ , (1.5)
where we use the convention that ϕ(∂, r) = 0 for all r ≥ 0. Since f(∂) = 0, we have
Vtf(∂) = 0 for any t ≥ 0. In this paper, the superprocess we deal with is always this Hunt
realization.
For any f ∈ Bb(E) and (t, x) ∈ (0,∞)×E, we define
Ttf(x) := Πx
[
e
∫ t
0
α(ξs)dsf(ξt)
]
. (1.6)
It is well known that Ttf(x) = Pδx〈f,Xt〉 for every x ∈ E.
We will always assume that there exists a family of continuous and strictly positive
functions {p(t, x, y) : t > 0} on E × E such that for any t > 0 and non-negative function f
on E, Ptf(x) =
∫
E
p(t, x, y)f(y)m(dy). Define
at(x) :=
∫
E
p(t, x, y)2m(dy), aˆt(x) :=
∫
E
p(t, y, x)2m(dy).
Our first assumption is
Assumption 1 (i) For any t > 0,
∫
E
p(t, x, y)m(dx) ≤ 1.
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(ii) For any t > 0, we have∫
E
at(x)m(dx) =
∫
E
aˆt(x)m(dx) =
∫
E
∫
E
p(t, x, y)2m(dy)m(dx) <∞. (1.7)
Moreover, the functions x→ at(x) and x→ aˆt(x) are continuous on E.
Note that, in Assumption 1(i), the integration is with respect to the first space variable.
This implies that the dual semigroup {P̂t : t ≥ 0} of {Pt : t ≥ 0} with respect to m is
sub-Markovian. By Ho¨lder’s inequality, we have
p(t + s, x, y) =
∫
E
p(t, x, z)p(s, z, y)m(dz) ≤ (at(x))
1/2(aˆs(y))
1/2. (1.8)
{Pt : t ≥ 0} and {P̂t : t ≥ 0} are both strongly continuous contraction semigroups on
L2(E,m), see [16] for a proof. We will use 〈·, ·〉m to denote the inner product in L
2(E,m).
Since p(t, x, y) is continuous in (x, y), by (1.8), Assumption 1(ii) and the dominated conver-
gence theorem, we have that, for any f ∈ L2(E,m), Ptf and P̂tf are continuous.
It follows from Assumption 1(ii) that, for each t > 0, {Pt} and {P̂t} are compact operators
on L2(E,m). Let L˜ and
̂˜
L be the infinitesimal generators of the semigroups {Pt} and {P̂t} in
L2(E,m) respectively. Define λ˜0 := supℜ(σ(L˜)) = supℜ(σ(
̂˜
L)), where ℜ stand for the real
part of a complex number. By Jentzsch’s theorem ([19, Theorem V.6.6]), λ˜0 is an eigenvalue
of multiplicity 1 for both L˜ and
̂˜
L. Let φ˜0 and ψ˜0 be, respectively, eigenfunctions of L˜ and̂˜
L corresponding to λ˜0. φ˜0 and ψ˜0 can be chosen be strictly positive m-almost everywhere
with ‖φ˜0‖2 = 1 and 〈φ˜0, ψ˜0〉m = 1. Thus for m-almost every x ∈ E,
eλ˜0φ˜0(x) = P1φ˜0(x), e
λ˜0ψ˜0(x) = P̂1ψ˜0(x).
Hence, by the continuity of P1φ˜0 and P̂1ψ˜0, φ˜0 and ψ˜0 can be chosen to be continuous and
strictly positive everywhere on E.
Our second assumption is that {Pt : t ≥ 0} and {P̂t : t ≥ 0} are intrinsically ultracon-
tractive.
Assumption 2 (i) φ˜0 is bounded.
(ii) The semigroups {Pt, t ≥ 0} and {P̂t : t ≥ 0} are intrinsically ultracontractive, that is,
there exists ct > 0 such that
p(t, x, y) ≤ ctφ˜0(x)ψ˜0(y). (1.9)
In [16], we have given many examples of Hunt processes satisfying Assumptions 1–2. For
example, if E be a bounded Lipschitz domain, and ξ is the subprocess of a diffusion process
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whose generator is a uniformly elliptic second order differential operator, then ξ satisfies
Assumptions 1–2, see [4].
By using the boundedness of α and assumptions on ξ, we have proved in [15, Lemma 2.1]
that the semigroup {Tt} has a continuous and strictly positive density q(t, x, y) with respect
to the measure m, that is, for any f ∈ Bb(E),
Ttf(x) =
∫
E
q(t, x, y)f(y)m(dy).
and, for any t > 0, q(t, x, y) is continuous in (x, y), and
e−Mtp(t, x, y) ≤ q(t, x, y) ≤ eMtp(t, x, y), (t, x, y) ∈ (0,∞)× E × E, (1.10)
Let {T̂t, t > 0} be the dual semigroup of {Tt, t > 0} in L
2(E,m), that is, for any
f, g ∈ L2(E,m),
T̂tf(x) =
∫
E
q(t, y, x)f(y)m(dy).
It follows from Assumption 1(ii) and (1.10) that∫
E
∫
E
q2(t, x, y)m(x)m(dy) ≤ e2Mt
∫
E
∫
E
p2(t, x, y)m(x)m(dy) <∞.
Thus using the same analysis as that used before Assumption 2 we can get the following
conclusion: for any t > 0, Tt and T̂t are compact operators on L
2(E,m). Let L and L̂
be the infinitesimal generators of {Tt} and {T̂t} in L
2(E,m) respectively. Define λ0 :=
supℜ(σ(L)) = supℜ(σ(L̂)). λ0 is an eigenvalue of multiplicity one for both L and L̂. Let
φ0 and ψ0 be, respectively, eigenfunctions of L and L̂ corresponding to λ0. φ0 and ψ0 can be
chosen to be continuous and strictly positive everywhere with ‖φ0‖2 = 1, 〈φ0, ψ0〉m = 1.
Using Assumption 2, the boundedness of α and an argument similar to that used in the
proof of [4, Theorem 3.4], one can show the following:
(i) φ0 is bounded.
(ii) The semigroup {Tt, t ≥ 0} and {T̂t, t > 0} are intrinsically ultracontractive, that is,
there exists ct > 0 such that
q(t, x, y) ≤ ctφ0(x)ψ0(y). (1.11)
Define qt(x) := Pδx(‖Xt‖ = 0) and E := {∃t > 0, ‖Xt‖ = 0}. Note that qt(x) is non-
decreasing in t. Thus the limit
q(x) := lim
t→∞
qt(x) = Pδx(E)
exist. We call q(x) the extinction probability of the superprocess. Let v(x) := − log q(x).
It follows from the branching property of X that Pµ(E) = e
−〈v,µ〉. The main interest of this
paper is on supercritical superprocesses, so we assume that
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Assumption 3 λ0 > 0.
We also assume that
Assumption 4 There exists t0 > 0 such that
inf
x∈E
qt0(x) > 0. (1.12)
Assumption 4 guarantees that ‖v‖∞ ≤ supx∈E(− log qt0(x)) < ∞, thus v is a bounded
function. In [15, Section 2.2], we gave a sufficient condition for Assumption 4. In particular,
if infx∈E β(x) > 0, then Assumption 4 holds. Under Assumptions 1–4, we have proven in
[18, Lemma 3.1] that q(x) < 1, for all x ∈ E, which is a reflection of supercriticality.
1.2 Main results
Define
Mt := e
−λ0t〈φ0, Xt〉, t ≥ 0.
It follows from the Markov property that, for every µ ∈MF (E), {Mt, t ≥ 0} is a non-negative
Pµ-martingale. Thus {Mt, t ≥ 0} has a Pµ-a.s. finite limit denoted as M∞. According to
[13], M∞ is non-degenerate if and only if the L logL condition holds. When M∞ is a non-
degenerate random variable, Xt grows exponentially and the growth rate is e
λ0t. When M∞
is a degenerate random variable, eλ0t is no longer the growth rate of Xt. In [18], we proved
that, when the L logL condition may not be satisfied, the growth rate of Xt is e
λ0tL(t),
where L(t) is a slowly varying function after some transform. Now we state the main results
of [18].
In [18], we proved that there exists a family of non-negative functions {ηt(x), t ≥ 0},
satisfying 0 ≤ ηt(x) ≤ v(x), such that
ηt(x) = Vs(ηt+s)(x), t, s ≥ 0, x ∈ E.
Furthermore, η0 is not identically 0, is also not identically equal to v. Let γt = 〈ηt, ψ0〉m,
then
lim
t→∞
γt
γt+s
= eλ0s, ∀s ≥ 0,
and the following assertions are valid.
Theorem 1.1 [18, Theorem 1.2]. There exists a non-degenerate random variable W such
that for all µ ∈MF (E),
lim
t→∞
γt〈φ0, Xt〉 = W, a.s.-Pµ
and
Pµ(W = 0) = e
−〈v,µ〉, Pµ(W <∞) = 1.
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Define a new measure nφ0(x, dr) by∫ ∞
0
f(r)nφ0(x, dr) =
∫ ∞
0
f(rφ0(x))n(x, dr).
Let l(x) :=
∫∞
1
r ln r nφ0(x, dr). Necessary and sufficient conditions for M∞ to be non-
degenerate are as follows:
Theorem 1.2 [18, Theorem1.3]. The following are equivalent:
(1) for some µ ∈MF (E), M∞ is a non-degenerate random variable under Pµ;
(2) for every non-zero µ ∈MF (E), M∞ is a non-degenerate random variable under Pµ;
(3) l0 := limt→∞ e
λ0tγt <∞;
(4) (L logL criterion:)
∫
E
ψ0(x)l(x)m(dx) <∞;
(5) for some non-zero µ ∈MF (E), PµW <∞;
(6) for every non-zero µ ∈MF (E), PµW <∞.
It follows from [18, Remark 1.1] that,
∫
E
ψ0(x)l(x)m(dx) <∞ if and only if∫
E
φ0(x)ψ0(x)m(dx)
∫ ∞
1
(r ln r)n(x, dr) <∞. (1.13)
The main purpose of this paper is to further study properties of W : including whether
W has a density function, the small value probability problem and the tail problem for W .
The main results of this paper are as follows.
Theorem 1.3 For any non-zero µ ∈ MF (E), under Pµ, the restriction of the random
variable W on (0,∞) has a strictly positive density.
In Subsection 3.1, we will introduce another semigroup {T ∗t } with largest eigenvalue
λ∗0 < 0. Define
ǫ0 :=
−λ∗0
λ0
.
Let
L(t) = e−λ0tγt, (1.14)
then
lim
t→∞
L(t + s)
L(t)
= 1.
Define
L˜(θ) := L(log θ/λ0), θ ≥ 1, (1.15)
then L˜ is a slowly varying function at ∞.
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Theorem 1.4 For any non-zero µ ∈MF (E),
lim
r→0
r−ǫ0Pµ(0 < W ≤ r) = e
−〈v, µ〉A(ψ(1))〈vφ∗0, µ〉/Γ(ǫ0 + 1),
where Γ(·) is the usual Γ function, φ∗0 is an egenfunction of T
∗
t corresponding to the eigenvalue
eλ
∗
0t, the operator A is defined in (3.16). Furthermore
lim
r→∞
rL˜(r)−1Pµ(W > r) = 0.
Remark 1.5 For a Galton-Watson process, the small value probability problem of W can
be divided into two cases: the Schro¨der case and Bo¨ttcher case, see [10, 14]. Suppose
{Zn, n ≥ 0} is a Galton-Watson process with offspring distribution {pn, n ≥ 0}. Let q be its
extinction probability, f(s) be the probability generating function of {pn, n ≥ 0}, and m > 1
be the mean of the offspring distribution. Let γ = f ′(q).
(1) If p0+ p1 > 0, then F (s) := limn→∞ γ
−n(fn(s)− q) exists, and F satisfies the Schro¨der
equation: F (f(s)) = γf(s). Let ǫ = − log γ/ logm, then
P (W ≤ r) ≍ r−ǫ.
(2) If p0+p1 = 0, then λ = min{n : pn > 0} ≥ 2. In this caseG(s) := limn→∞−λ
−n log fn(s)
exists, and the function G = e−G satisfies the Bo¨ttcher equation G(f) = G
λ
. Let
β = log λ/ logm, then one can obtain
− logP (W ≤ r) ≍ r−β/(1−β).
For the branching Markov process in [8] and the superprocess in this paper, the small
value probability problem of the strong limit W has only one case, the Schro¨der case. In
fact, for the branching Markov process {Zt, t ≥ 0} in [8], when the extinction probability is
0, one can show that limt→∞ e
−λ∗0tF tf exists, where F tf := Pδx(e
〈log f,Zt〉).
Suppose that there exists N > 0 such that the offspring distribution {pn} of the Galton-
Watson process satisfies pn = 0 for all n ≥ N , then [2] obtained the rate at which the tail
probability of W tends to 0. For results on the rate at which tail probability of W tends to 0
for multitype Galton-Watson processes, see [10]. For superprocesses, under some condition,
the rate at which tail probability of W tends to 0 is determined by the skeleton process
(a branching Markov process) of X . When the branching mechanisms n(x, dr) is not 0,
the offspring distribution {pn} (see (2.12) and (2.13)) of the skeleton process of X does not
satisfy this condition, thus we could not get the rate at which the tail probability Pµ(W > r)
tends to 0 as r →∞. We only obtain a weaker result.
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In Section 2, we will prove that W is a compound Poisson random variable of the form
W =
∑N
n=1 Yn, where N is a Poisson random variable, Yj, j ≥ 1 is a sequence of independent
and identically distributed random variables independent of N . We will also prove that the
distribution of Y1 is the distribution of the corresponding strong limit of some branching
Markov process. In Section 3, we will analyze and estimate the Laplace transform and
characteristic function of Y1, and show that Y1 restricted to (0,∞) has a density function,
thus proving 1.3. By using the Tauberian theorem, we can prove Theorem 1.4.
2 Compound Poisson random variable and branching
Markov process
2.1 Compound Poisson random variable
The Laplace exponent of W is defined as
Φ(θ, x) := − log Pδx exp{−θW}. (2.1)
Using the Markov property and the branching property, we have shown in [18, (5.3)] that
Φ(θ, x) = Vt(Φ(θe
−λ0t, ·))(x). (2.2)
Lemma 2.1 For any x ∈ E, there exists a finite measure π(x, dr) on (0,∞) such that
π(x, (0,∞)) = v(x), and
Φ(θ, x) =
∫
(0,∞)
(
1− e−θr
)
π(x, dr).
Proof: Since
Pµ
[
e−θW
]
=
(
Pµ/n
[
e−θW
])n
,
the distribution of the random variable W under Pµ is infinitely divisible. Since W is non-
negative, there exist a non-negative function a(x) and a σ-finite measure π(x, dr) satisfying
the condition ∫ ∞
0
(1 ∧ r)π(x, dr) <∞
such that
Φ(θ, x) = a(x)θ +
∫
(0,∞)
(
1− e−θr
)
π(x, dr). (2.3)
It follows from [18, Theorem 1.2] that
Φ(∞, x) = − log Pδx(W = 0) = v(x).
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From this one gets a(x) = 0 and
π(x, (0,∞)) = v(x).
The assertion of the lemma follows immediately. ✷
It follows from Lemma 2.1 that, under Pµ, W is a compound Poisson random variable,
that is,
W =
N∑
n=1
Yn,
where N is a Poisson random variable with parameter 〈v, µ〉, {Yj, j ≥ 1} is a sequence of inde-
pendent and identically distributed random variables with common distribution
∫
E
π(x,dy)µ(dx)
〈v,µ〉
and independent of N . From now on, we assume that Y is a random variable with distribu-
tion
∫
E
π(x,dy)µ(dx)
〈v,µ〉
.
Lemma 2.2 For any non-zero µ ∈MF (E), under Pµ, the random variable W restricted to
(0,∞) has a density if and only if the random variable Y has a density. Furthermore, if the
density of Y is gµ(y), then for any 0 < a < b,
Pµ(W ∈ (a, b)) =
∫ b
a
fµ(y) dy,
where
fµ(y) =
∞∑
k=1
g∗kµ (y)
〈v, µ〉k
k!
e−〈v,µ〉. (2.4)
Remark 2.3 If for every x ∈ E, Y has a density function g(x, y) under Pδx, then
π(x, dy) = v(x)g(x, y)dy.
Thus for every µ ∈MF (E), Y has a density function under Pµ:
gµ(y) =
∫
E
v(x)g(x, y)µ(dx)
〈v, µ〉
, y > 0.
It follows from Lemma 2.2, it suffices to prove that the random variable Y has a density
function. For this we will analyze the Laplace transform and characteristic function of Y .
Define
ψ(θ, x) :=
v(x)− Φ(θ, x)
v(x)
= v(x)−1
∫
(0,∞)
e−θrπ(x, dr), θ ≥ 0.
Thus
Pµ
(
e−θY
)
=
〈vψ(θ, ·), µ〉
〈v, µ〉
, θ ≥ 0.
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Note that ψ(θ, x) is the Laplace transform of the distribution v(x)−1π(x, dr). For any x ∈ E,
θ ≥ 0, ψ(θ, x) ∈ [0, 1].
Similarly, we define
ψ(iθ, x) := Pδx
(
e−iθY
)
= v(x)−1
∫
(0,∞)
e−iθrπ(x, dr), θ ∈ R.
For any a > 0, let Da := {f ∈ B(E) : 0 ≤ f(x) ≤ a, x ∈ E}. Define an operator
V t : D1 → D1 by
V tf(x) :=
v(x)− Vt(v(1− f))(x)
v(x)
, f ∈ D1. (2.5)
It follows from (2.2) that, for all θ ≥ 0,
ψ(θ, x) = V t(ψ(θe
−λ0t, ·))(x). (2.6)
Obviously, we can extend the definition of V t to the space of all complex-valued functions
on E with sup norm less than or equal to 1.
In the next subsection, we will show that V t is the Laplace functional of some branching
Markov process. A skeleton decomposition of superprocesses was established under some
conditions in [3, 5]. When the conditions of [3, 5] are satisfied, the branching Markov process
we are going to introduce below is just the skeleton process of the (ξ, ϕ)-superprocess. [5]
dealt with the skeleton decomposition of super-diffusions, while [3] dealt with the skeleton
decomposition of superprocesses with a symmetric spatial motion. [3, 5] can not completely
cover the superprocesses dealt with in this paper. In this paper we do not use the skeleton
decomposition of superprocesses. We start with that W is a compound Poisson random
variable, and introduce the corresponding branching Markov process.
2.2 Branching Markov processes
Define
Nt :=
v(ξt)
v(ξ0)
exp
{
−
∫ t
0
ϕ(ξs, v(ξs))
v(ξs)
ds
}
.
Lemma 2.4 Under Πx, {Nt : t ≥ 0} is a non-negative martingale with respect to the filtra-
tion {Ht, t ≥ 0}, and Πx(Nt) = 1.
Proof: It follows from the Markov property and the branching property that, for any t > 0,
v(x) = Vtv(x). Thus
v(x) + Πx
∫ t
0
ϕ(ξs, v(ξs))ds = Πxv(ξt). (2.7)
It is easy to see that
|ϕ(x, z)| ≤ 2M(z + z2), z ≥ 0,
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Thus
|ϕ(x, v(x))|
v(x)
≤ 2M(1 + v(x)) ≤ 2M(1 + ‖v‖∞). (2.8)
Hence it follows from the Feynman-Kac formula that
v(x) = Πx
[
exp
{
−
∫ t
0
ϕ(ξs, v(ξs))
v(ξs)
ds
}
v(ξt)
]
. (2.9)
It follows immediately from the Markov property and (2.9) that
Πx(Nt+s|Ht) =v(ξ0)
−1 exp
{
−
∫ t
0
ϕ(ξs, v(ξs))
v(ξs)
ds
}
× Πξt
[
v(ξs) exp
{
−
∫ s
0
ϕ(ξs, v(ξs))
v(ξs)
ds
}
= Nt.
Thus {Nt : t ≥ 0} is a non-negative martingale. ✷
We use the martingale {Nt} to define a new probability measure Πx:
dΠx
dΠx
∣∣∣
Ht
= Nt, t ≥ 0.
Proposition 2.5 For f ∈ D1,
V tf(x) = Πx
∫ t
0
ϕ∗(ξs, V t−sf(ξs))ds+Πxf(ξt), (2.10)
where
ϕ∗(x, λ) :=
ϕ(x, v(x)(1− λ))− ϕ(x, v(x))(1− λ)
v(x)
, λ ∈ [0, 1].
Proof: It follows from (1.5) that for f ∈ D1,
Vt(v(1− f))(x) + Πx
∫ t
0
ϕ(ξs, Vt−s(v(1− f))(ξs))ds = Πxv(ξt)(1− f(ξt)).
Thus by (2.7), we have
v(x)V tf(x) + Πx
∫ t
0
ϕ(ξs, v(ξs))− ϕ(ξs, v(ξs)(1− V t−sf(ξs)))ds = Πxv(ξt)f(ξt).
Hence
v(x)V tf(x) =Πx
∫ t
0
v(ξs)ϕ
∗(ξs, V t−sf(ξs))ds
− Πx
∫ t
0
ϕ(ξs, v(ξs))
v(ξs)
v(ξs)V t−sf(ξs)ds+Πxv(ξt)f(ξt).
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It follows from the Feynman-Kac formula that
v(x)V tf(x) = Πx
∫ t
0
e−
∫ s
0
ϕ(ξu,v(ξu))
v(ξu)
duv(ξs)ϕ
∗(ξs, V t−sf(ξs))ds+Πx
[
e−
∫ t
0
ϕ(ξs,v(ξs))
v(ξs)
dsv(ξt)f(ξt)
]
,
from which (2.10) follows immediately ✷
With the preparation above, we now introduce a branching Markov process corresponding
to V t. By the definition of ϕ
∗(x, λ), we have
ϕ∗(x, λ) =
ϕ(x, v(x)(1− λ))− ϕ(x, v(x))(1− λ)
v(x)
=β(x)v(x)(λ2 − λ) + v(x)−1
∫ ∞
0
(
(erλv(x) − 1 + λ)e−rv(x) − λ
)
n(x, dr)
=β(x)v(x)λ2 +
∞∑
n=2
∫ ∞
0
v(x)n−1(rλ)n
n!
e−rv(x) n(x, dr)
− λ
(
β(x)v(x) + v(x)−1
∫ ∞
0
(erv(x) − 1− rv(x))e−rv(x) n(x, dr)
)
.
Thus we have
ϕ∗(x, λ) = b(x)
( ∞∑
n=2
λnpn(x)− λ
)
, (2.11)
where
b(x) = β(x)v(x) + v(x)−1
∫ ∞
0
(erv(x) − 1− rv(x))e−rv(x) n(x, dr);
p2(x) =
v(x)
b(x)
(
β(x) +
1
2
∫ ∞
0
r2e−v(x)rn(x, dr)
)
; (2.12)
pn(x) =
vn−1(x)
n!b(x)
∫ ∞
0
rne−v(x)rn(x, dr), n > 2. (2.13)
It is easy to verify that
∑∞
n=2 pn(x) = 1 and b(x) is a bounded non-negative function. In
fact,
b(x) ≤β(x)v(x) + v(x)−1
∫ ∞
0
((rv(x)) ∧ (rv(x))2)n(x, dr)
≤β(x)v(x) + v(x)
∫ 1
0
r2 n(x, dr) +
∫ ∞
1
r n(x, dr) ≤M‖v‖∞ +M.
It is also easy to see that b(x) > 0.
Consider a branching Markov process {Zt, t ≥ 0;Pν} with spatial motion {ξt, t ≥ 0; Πx},
branching rate function b(x) and spatially dependent offspring distribution {pn(x) : n ≥ 2}.
Then for any g ∈ B+b (E),
Pδx(e
−〈g,Zt〉) = V t(e
−g)(x),
13
and
Qtg(x) := Pδx(〈g, Zt〉) = Πx
(
exp
{∫ t
0
∂
∂λ
ϕ∗(ξs, 1) ds
}
g(ξt)
)
= v(x)−1Tt(vg)(x), (2.14)
where the last equality follows from the definitions of ϕ∗ and Πx. Hence the first eigenvalue
of the infinitesimal generator of the semigroup {Qt} is λ0, and v(x)
−1φ0(x) is the corre-
sponding eigenfunction. It follows from the boundedness of v that {Qt} is also intrinsically
untracontractive, and thus condition (M) in [8] holds. Hence it follows from [8, Proposition
3.6] that there exist a non-negative function γt and a non-degenerate random variable W
Z
such that
γt〈v
−1φ0, Zt〉 →W
Z , Pν-a.s.,
and the Laplace transform of WZ , defined by
ψZ(θ, x) := Pδx
(
e−θW
Z
)
, θ ∈ R,
is a solution of (2.6). We already know that the Laplace transform ψ(θ, x) of Y is also
a solution of (2.6), thus it follows from [8, Proposition 3.8] that there exists a ∈ (0,∞)
such that (Y,Pδx) and (aW
Z , Pδx) have the same distribution. Since p0(x) = p1(x) = 0, the
extinction probability of Z is 0. Using the assertions about WZ in [8, Propositions 5.1, 5.10
and 5.11], one can deduce the corresponding properties of (Y,Pδx), and thus obtaining the
proofs of Theorem 1.3 and Theorem 1.4.
In Theorem 1.4, the semigroup {T ∗t } (see Subsection 3.1), especially the first eigenvalue
λ∗0 of its infinitesimal generator and its corresponding eigenfunction, play very important
roles. Theorem 1.4 contains another important operator A, which is determined by the limit
of e−λ
∗
0tV tf(x), see (3.16). The semigroup {δF¯t(0), t ≥ 0} in [8] coincides with the semigroup
{T ∗t } of this paper, and the operator Q there coincides with our operator A, but [8] did not
give explicit expressions for these two quantities. For completeness, we do not quote the
conclusions of [8] directly. In Subsection 3.1, we will give the definitions of {T ∗t } and A. In
Subsections 3.2 and 3.3, we will give the proofs of Theorem 1.3 and Theorem 1.4. The main
ideas are similar to that of [8].
3 Proofs of Main Results
3.1 Estimates on the operator V t
In this subsection, we will give some estimates on the operator V t. We then use these
estimates and (2.6) to obtain some estimates on the Laplace transform ψ(θ, x). In the proof
below, C stands for a constant whose value might change from one appearance to another.
We first list some estimates from [18] that we will use in this paper.
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(1) Estimates on the semigroup {Tt}: It follows from [11, Theorem 2.7] that, under
Assumptions 1–2, for any δ > 0, there exist constants γ = γ(δ) > 0 and c = c(δ) > 0
such that for all (t, x, y) ∈ [δ,∞)×E × E, we have∣∣e−λ0tq(t, x, y)− φ0(x)ψ0(y)∣∣ ≤ ce−γtφ0(x)ψ0(y). (3.1)
Take t large enough so that ce−γt < 1
2
, then
e−λ0tq(t, x, y) ≥
1
2
φ0(x)ψ0(y).
Since q(t, x, ·) ∈ L1(E,m), we have ψ0 ∈ L
1(E,m). Thus for any f ∈ B+b (E), we have
〈f, ψ0〉m <∞. Consequently, for any f ∈ B
+
b (E)(t, x) ∈ [δ,∞)× E, we have∣∣e−λ0tTtf(x)− 〈f, ψ0〉mφ0(x)∣∣ ≤ ce−γt〈|f |, ψ0〉mφ0(x) (3.2)
and
(1− ce−γt)〈|f |, ψ0〉mφ0(x) ≤ e
−λ0tTt|f |(x) ≤ (1 + c)〈|f |, ψ0〉mφ0(x). (3.3)
(2) v and φ0 are comparable: It follows from [18, Lemma 4.4] that
v(x) = V1(v)(x) ≥ CT1(v)(x) ≥ Cφ0(x). (3.4)
Furthermore,
v(x) = V1v(x) ≤ T1v(x) ≤ Cφ0(x). (3.5)
(3) It follows from [18, Proposition 5.3 and Lemma 4.6] that
γt = 〈Φ(e
−λ0t), ψ0〉m,
Φ(e−λ0t, x) = (1 + ht(x))e
−λ0tL(t)φ0(x), (3.6)
where limt→∞ ‖ht‖∞ = 0.
Define a semigroup P ϕ
′
t by
P ϕ
′
t f(x) := Πx
(
f(ξt)e
−
∫ t
0 ∂λϕ(ξs,v(ξs)) ds
)
. (3.7)
It follows from (1.3) and the boundedness of v that ∂λϕ(x, v(x)) is bounded. By using
the same argument as in the paragraph above (1.11), one can show that the semigroup
(P ϕ
′
t ) is also intrinsically ultracontractive. Let λ
∗
0 be the largest (simple) eigenvalue of
the infinitesimal generator of (P ϕ
′
t ), let φ0 and ψ0 be, respectively, eigenfunctions of the
infinitesimal generators of (P ϕ
′
t ) and its dual semigroup corresponding to λ
∗
0. φ0 and ψ0
can be chosen to be strictly positive continuous functions on E and satisfy ‖φ0‖2 = 1,
〈φ0, ψ0〉m = 1. Furthermore, φ0 is a bounded function, and ψ0 ∈ L
1(E,m).
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It follows from [11, Theorem 2.7] that, under Assumptions 1–2, for any δ > 0, there exist
constants γ = γ(δ) > 0 and c = c(δ) > 0 such that for all (t, x, y) ∈ [δ,∞)×E ×E, we have∣∣∣e−λ∗0tP ϕ′t f(x)− 〈f, ψ0〉mφ0(x)∣∣∣ ≤ ce−γt〈|f |, ψ0〉mφ0(x). (3.8)
Based on this, we define another semigroup
T ∗t f(x) := v(x)
−1P ϕ
′
t (vf)(x) = v(x)
−1Πx
(
(vf)(ξt)e
−
∫ t
0 ∂λϕ(ξs,v(ξs)) ds
)
= Πx(f(ξt)e
−
∫ t
0 b(ξs) ds).
Let φ∗0(x) := v(x)
−1φ0(x) and ψ
∗
0(x) := v(x)ψ0(x). It follows from (3.8) that∣∣e−λ∗0tT ∗t f(x)− 〈f, ψ∗0〉mφ∗0(x)∣∣ ≤ ce−γt〈|f |, ψ∗0〉mφ∗0(x). (3.9)
Note that ∂λϕ(x, λ) ≥ −α(x). Hence
φ0(x) = e
λ∗0P ϕ
′
1 (φ0)(x) ≤ CT1(φ0)(x) ≤ Cφ0(x).
Using (3.4) we see that ‖φ∗0‖∞ <∞. It is also easy to see that ψ
∗
0 ∈ L
1(E,m).
It can be shown that the semigroup {T ∗t , t ≥ 0} defined above coincides with the semi-
group {δF¯t(0)} defined in [8], where {δF¯t(0)} is defined via a Fre´chet derivative.
Lemma 3.1
λ∗0 < 0.
Proof: It follows from Vtv(x) = v(x) and [17, Lemma 4.1] that
Pδx
(
〈f,Xt〉e
−〈v,Xt〉
)
= Πx
(
f(ξt)e
−
∫ t
0 ∂zϕ(ξs,v(ξs)) ds
)
e−v(x).
Thus,
T ∗t f(x) = v(x)
−1ev(x)Pδx
(
〈vf,Xt〉e
−〈v,Xt〉
)
. (3.10)
By [18, Lemma 3.2], we have
Pδx( lim
t→∞
〈v,Xt〉 = 0) = 1− Pδx( lim
t→∞
〈v,Xt〉 =∞) = e
−v(x).
Hence by the dominated convergence theorem, we have
lim
t→∞
T ∗t 1(x) = 0.
Combining with (3.9), we immediately get λ∗0 < 0. ✷
Lemma 3.2 For any a ∈ [0, 1), there exists a constant c(a) > 0 such that for t ≥ 1,
V tf(x) ≤ c(a)e
λ∗0(1−a)tφ∗0(x)
1−a, ∀f ∈ Da.
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Proof: Note that
sup
0≤λ≤a
ϕ∗(x, λ)
λ
= sup
0≤λ≤a
b(x)(
∞∑
n=2
pn(x)λ
n−1 − 1) ≤ b(x)(a− 1).
Since ϕ∗(x, λ) ≤ 0 for all λ ∈ [0, 1], it follows from (2.10) that for any f ∈ D1,
V tf(x) ≤ Πxf(x) ≤ ‖f‖∞. (3.11)
Thus for f ∈ Da,
ϕ∗(x, V t−sf(x)) ≤ b(x)(a− 1)V t−sf(x). (3.12)
It follows from (2.10) and the Feynman-Kac formula that, for t ≥ 1,
V tf(x) =Πx
∫ t
0
e−(1−a)
∫ s
0
b(ξu) du
[
ϕ∗(ξs, V t−sf(ξs)) + (1− a)b(ξs)V t−sf(ξs)
]
ds
+Πx
[
e−(1−a)
∫ t
0
b(ξs) dsf(ξt)
]
≤aΠx
[
e−(1−a)
∫ t
0
b(ξs) ds
]
≤ a
[
Πx
[
e−
∫ t
0
b(ξs) ds
]]1−a
=a [T ∗t 1(x)]
1−a ≤ a(1 + c)eλ
∗
0(1−a)t〈1, ψ∗0〉
1−a
m φ
∗
0(x)
1−a,
where the last inequality follows from (3.9). ✷
Lemma 3.3 For any f ∈ D1,
T ∗t f(x) ≤ V tf(x) ≤ (1 + ‖f‖∞e
‖b‖∞t)T ∗t f(x).
Proof: It follows from (3.11) that
V tf(x) ≤ Πxf(x) ≤ e
‖b‖∞tT ∗t f(x). (3.13)
Using (2.10) and the Feynman-Kac formula, we can get
V tf(x) =
∫ t
0
T ∗s [ϕ
∗
0(·, V t−sf)](x)ds + T
∗
t (f)(x), (3.14)
where ϕ∗0(x, λ) = ϕ
∗(x, λ) + b(x)λ ≥ 0. Hence V tf(x) ≥ T
∗
t f(x). Note that
ϕ∗0(x, λ) ≤ b(x)λ
2, 0 ≤ λ ≤ 1. (3.15)
Combining (3.11) and (3.13), we get
ϕ∗0(x, V t−sf(x)) ≤ b(x)V t−sf(x)
2 ≤ ‖f‖∞‖b‖∞e
‖b‖∞(t−s)T ∗t−sf(x).
Hence,∫ t
0
T ∗s [ϕ
∗
0(·, V t−sf)](x)ds ≤ ‖f‖∞
∫ t
0
‖b‖∞e
‖b‖∞(t−s)dsT ∗t f(x) ≤ ‖f‖∞e
‖b‖∞tT ∗t f(x).
17
Summarizing the above, we get
T ∗t f(x) ≤ V tf(x) ≤ (1 + ‖f‖∞e
‖b‖∞t)T ∗t f(x).
✷
For any f ∈ D1, define
A(f) :=
∫ ∞
0
e−λ
∗
0s〈ϕ∗0(·, V sf), ψ
∗
0〉mds + 〈f, ψ
∗
0〉m. (3.16)
Lemma 3.4 For any a ∈ [0, 1) and f ∈ Da,
sup
t>0
e−λ
∗
0t‖V tf‖∞ <∞.
Furthermore,
lim
t→∞
e−λ
∗
0tV tf(x) = A(f)φ
∗
0(x),
where A(f)is defined in (3.16).
Proof: Note that φ∗0(x) is bounded. It follows from Lemma 3.2 that there exists s0 > 1 such
that
V s0f(x) ≤ 1/4, ∀f ∈ Da.
Using this and Lemma 3.2 we obtain that, for any s > s0 + 1,
V sf(x) = V s−s0(V s0f)(x) ≤ V s−s0(1/4)(x) ≤ Ce
3λ∗0s/4φ∗0(x)
3/4. (3.17)
It follows from (3.14) that for any t > s0 + 1,
e−λ
∗
0tV tf(x) =
∫ t
0
e−λ
∗
0se−λ
∗
0(t−s)T ∗t−s[ϕ
∗
0(·, V sf)](x)ds+ e
−λ∗0tT ∗t (f)(x)
=
(∫ s0+1
0
+
∫ t
s0+1
)
e−λ
∗
0se−λ
∗
0(t−s)T ∗t−s[ϕ
∗
0(·, V sf)](x)ds+ e
−λ∗0tT ∗t (f)(x)
=:J1(t, x) + J2(t, x) + J3(t, x). (3.18)
For J3, using (3.9) we can easily get J3(t, x) ≤ C〈f, ψ
∗
0〉mφ
∗
0(x) and
lim
t→∞
J3(t, x) = 〈f, ψ
∗
0〉mφ
∗
0(x).
For J2(t, x), we can use (3.17) and (3.15) to get that, for any t > s > s0 + 1,
e−λ
∗
0(t−s)|T ∗t−s[ϕ
∗
0(·, V sf)](x)| ≤ Ce
3λ∗0s/2e−λ
∗
0(t−s)T ∗t−s[(φ
∗
0)
3/2](x) ≤ Ce3λ
∗
0s/2φ∗0(x).
Hence,
|J2(t, x)| ≤ C
∫ t
s0+1
eλ
∗
0s/2dsφ∗0(x) ≤ Cφ
∗
0(x).
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It follows from the dominated convergence theorem that
lim
t→∞
J2(t, x) =
∫ ∞
s0+1
e−λ
∗
0s〈ϕ∗0(·, V sf), ψ
∗
0〉mdsφ
∗
0(x).
Finally, we deal with J1(t, x). Since V sf(x) ≤ 1, we have ϕ
∗
0(x, V sf(x)) ≤ ‖b‖∞. Thus
for t− s > t− s0 > 1, we have
e−λ
∗
0(t−s)|T ∗t−s[ϕ
∗
0(·, V sf)](x)| ≤ Ce
−λ∗0(t−s)T ∗t−s1(x) ≤ Cφ
∗
0(x).
Hence
J1(t, x) < Cφ
∗
0(x),
and it follows from the dominated convergence theorem that
lim
t→∞
J1(t, x) =
∫ s0+1
0
e−λ
∗
0s〈ϕ∗0(·, V sf), ψ
∗
0〉mdsφ
∗
0(x).
Summarizing, we get the conclusion of the lemma. ✷
3.2 Proof of Theorem 1.3
It follows from Lemma 2.2 that to prove Theorem 1.3, it suffices to show that Y has a density
gµ(y) and that, for any y > 0, gµ(y) > 0. In this subsection, we will show that Y has a
density function by analyzing the properties of the characteristic function of Y . By (2.6),
we have
ψ(iθ, x) = V t(ψ(iθe
−λ0t, ·))(x), θ ∈ R. (3.19)
For simplicity, for any θ ∈ R, we write ψ(iθ, ·) as ψ(iθ); similarly, for any θ > 0, we write
ψ(θ, ·) as ψ(θ).
Lemma 3.5 For any bounded closed interval I not containing 0, we have
sup
θ∈I
‖ψ(iθ)‖∞ < 1.
Proof: It is easy to see that
|‖ψ(iθ)‖∞ − ‖ψ(i(θ + ǫ))‖∞| ≤ ‖ψ(iθ)− ψ(i(θ + ǫ))‖∞
= ‖V 1(ψ(iθe
−λ0))− V 1(ψ(i(θ + ǫ)e
−λ0))‖∞.
It is well known that, for any |xj | ≤ 1, |yj| ≤ 1, it holds that
|
n∏
j=1
xj −
n∏
j=1
yj| ≤
n∑
j=1
|xj − yj|.
19
For any complex-valued function f on E with sup norm less or equal to 1, we have
V tf(x) = Pδx
∏
u∈Lt
f(ξt(u)),
where Lt is the collection of particles of the branching Markov process Z which are alive at
time t, ξt(u) stands for the position of particle u at time t. Thus,
|V 1(ψ(iθe
−λ0))(x)− V 1(ψ(i(θ + ǫ)e
−λ0))(x)|
≤Pδx〈|ψ(iθe
−λ0)− ψ(i(θ + ǫ)e−λ0)|, Z1〉
=v(x)−1T1(v|ψ(iθe
−λ0))− ψ(i(θ + ǫ)e−λ0))|)(x)
≤C〈|ψ(iθe−λ0))− ψ(i(θ + ǫ)e−λ0))|, ψ0〉m → 0, ǫ→ 0.
The equality above is due to (2.14), the last inequality is due to (3.13) and (3.4), and the last
limit is due to the continuity of the characteristic function and the dominated convergence
theorem. Thus ‖ψ(iθ)‖∞ is continuous in θ. Now, we only need to show that, for any θ 6= 0,
‖ψ(iθ)‖∞ < 1.
We use contradiction. Suppose that for all θ ∈ R and x ∈ E, |ψ(iθ, x)| = 1. Then by the
uniqueness of characteristic functions, there exists a positive-valued function c(x) such that
Pδx(Y = c(x)) = 1, that is, ψ(θ, x) = e
−θc(x). Using (2.6) (with θ replaced by θeλ0t),
exp{−θeλ0tc(x)} = Pδx(e
−θ〈c,Zt〉),
that is, the Laplace transform of the random variable 〈c, Zt〉 is the same as e
λ0tc(x), thus
Pδx(〈c, Zt〉 = e
λ0tc(x)) = 1. By the definition of branching Markov processes, we know that
〈c, Zt〉 can not be concentrated at one point, a contradiction! Thus there exist θ0 ∈ R and
x0 ∈ E such that |ψ(iθ0, x0)| < 1. Hence there exists δ = δ(x0) > 0, such that |ψ(iθ, x0)| < 1
for all |θ| ∈ (0, δ). Since x→ ψ(iθ, x) is a continuous function, for all |θ| ∈ (0, δ), we have
m(y ∈ E : |ψ(iθ, y)| < 1) > 0.
For any complex-valued function f on E with sup norm less or equal to 1,
|V tf(x)| = |Pδx
∏
u∈Lt
f(ξt(u))| ≤ Pδx
∏
u∈Lt
|f |(ξt(u)) = V t|f |(x).
Thus by (3.13), we have
1− |ψ(iθeλ0t, x)| ≥ 1− V t(|ψ(iθ)|)(x) ≥ Πx(1− |ψ(iθ, ξt)|).
Note that
ϕ(x, v(x))
v(x)
≤ −α(x)+β(x)v(x)+
1
2
v(x)
∫ 1
0
r2n(x, dr)+
∫ ∞
1
rn(x, dr) ≤ −α(x)+M(‖v‖∞+1).
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Suppose that c and γ are the constants from (3.3). For t large enough, we have 1−ce−γt > 0,
hence by the definition of Πx,
Πx(1− |ψ(iθ, ξt)|) ≥ v(x)
−1e−M(‖v‖∞+1)tTt(v(1− |ψ(iθ)|))(x)
≥e−M(‖v‖∞+1)t(1− ce−γt)eλ0t〈v(1− |ψ(iθ)|), ψ0〉m
φ0(x)
v(x)
,
where the last inequality is due to (3.3).
It follows from (3.5) that, for |θ| ∈ (0, δ) and t sufficiently large, ‖ψ(iθeλ0t)‖∞ < 1. Thus
for all θ 6= 0, ‖ψ(iθ)‖∞ < 1.
Summarizing, we get the conclusion of the lemma. ✷
Lemma 3.6 For any δ ∈ (0,−
λ∗0
λ0
), there exists a constant C > 0, such that for |θ| sufficiently
large,
‖ψ(iθ)‖∞ ≤ C|θ|
−δ.
Proof: For any δ ∈ (0,−
λ∗0
λ0
), there exists ǫ ∈ (0, 1) such that
(1 + ǫ)eλ
∗
0 ≤ e−λ0δ. (3.20)
It follows from Lemma 3.2 and Lemma 3.5 that there exists j ≥ 1 such that for all k ≥ j,
sup
θ∈[1,eλ0 ]
‖V k(|ψ(iθ)|)‖∞ ≤ ǫe
−‖b‖∞ . (3.21)
Thus by 3.3 we get that, for all θ ∈ [1, eλ0 ] and n ≥ 1,
|V n+j(ψ(iθ))(x)| ≤V n+j(|ψ(iθ)|)(x) = V 1V n+j−1(|ψ(iθ)|)(x)
≤(1 + ǫ)T ∗1 (V n+j−1(|ψ(iθ)|))(x).
By iteration and (3.9) we get that, for θ ∈ [1, eλ0 ], we can use (3.20) to get that
|V n+j(ψ(iθ))(x)| ≤(1 + ǫ)
nT ∗n(V j(|ψ(iθ)|))(x)
≤(1 + ǫ)nT ∗n(1)(x) ≤ (1 + c)(1 + ǫ)
neλ
∗
0n〈1, ψ∗0〉m‖φ
∗
0‖∞
≤(1 + c)〈1, ψ∗0〉m‖φ
∗
0‖∞e
λ0δ(j+1)e−λ0δ(n+j)θ−δ.
Since ψ(iθeλ0(n+j))(x) = V n+j(ψ(iθ))(x), we have
‖ψ(iθ)‖∞ ≤ C|θ|
−δ, θ ≥ eλ0j.
Using ψ(−iθ)(x) = ψ(iθ)(x), we get
‖ψ(iθ)‖∞ ≤ C|θ|
−δ, θ ≤ −eλ0j.
Summarizing, we get the conclusion of the lemma. ✷
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Proposition 3.7 For any non-zero µ ∈ MF (E), under Pµ, Y is an absolutely continuous
random variable, that is, it has a density function gµ(y).
Proof: By Remark 2.3, it suffices to prove that the conclusion holds when µ = δx. It follows
from ψ(θ, x) = V t(ψ(θe
−λ0t))(x) that
Y =d e−λ0t
∑
u∈Lt
Y u,
where Lt is the collection of particles of the branching Markov process Z which are alive
at time t. Given Zt, {Y
u, u ∈ Lt} is a family of independent random varaibles with Y
u =d
(Y,Pδξt(u)).
Take δ ∈ (0,−
λ∗0
λ0
) and K > 0 such that Kδ > 1. For any Lebesgue null set B ⊂ (0,∞),
we have
Pδx(Y ∈ B) ≤ Pδx(‖Zt‖ ≤ K) +
∞∑
n=K+1
Pδx(‖Zt‖ = n, e
−λ0t
∑
u∈Lt
Y u ∈ B).
Given Zt and ‖Zt‖ = n > K, for |θ| sufficiently large, we have∣∣∣Pδx(eiθ∑u∈Lt Y u |Zt)∣∣∣ 1‖Zt‖=n ≤ Cn|θ|−δn,
implying that the characteristic function of
∑
u∈Lt
Y u is L1 integrable. Thus
∑
u∈Lt
Y u has
a density function, and hence
Pδx(‖Zt‖ = n, e
−λ0t
∑
u∈Lt
Y u ∈ B) = 0.
Summarizing the above, we have
Pδx(Y ∈ B) ≤ Pδx(‖Zt‖ ≤ K).
Letting t → ∞, we immediately get Pδx(Y ∈ B) = 0, that is, the distribution of Y is
absolutely continuous with respect to the Lebesgue measure, and thus has a density function.
✷
Proposition 3.8 For any non-zero µ ∈ MF (E), under Pµ, the density function of Y is
strictly positive on (0,∞).
Proof: Note that {Y,Pδx} and {aW
Z , Pδx} have the same distribution, where a > 0 is a
constant. By Remark 2.3, it suffices to show that, under Pδx , the density function of W
Z is
strictly positive on (0,∞).
It has been proven in [8, Proposition 5.6] that, for branching Markov processes satisfying
certain conditions, the density function ofWZ is strictly positive on (0,∞). For the branching
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Markov process {Zt} of this paper, we can use the same argument to show that the same
conclusion holds. We omit the details. ✷
Proof of Theorem 1.3: Combining Lemma 2.2, Proposition 3.7 and Proposition 3.8, we
immediately get that, under Pµ, the distribution of W is absolutely continuous on (0,∞)
with density function fµ satisfying that, for all y > 0,
fµ(y) ≥ gµ(y)〈v, µ〉e
−〈v,µ〉 > 0.
✷
3.3 Proof of Theorem 1.4
Recall that
ǫ0 =
−λ∗0
λ0
.
Proof of Theorem 1.4 First, we deal with the small value probability problem.
It follows from Lemma 3.4 that
e−λ
∗
0tψ(eλ0t, x) = e−λ
∗
0tV t(ψ(1))(x)→ A(ψ(1))φ
∗
0(x),
that is,
lim
θ→∞
θǫ0ψ(θ, x) = A(ψ(1))φ∗0(x).
Simple calculations give that, as θ →∞,
Pµ(e
−θW |W > 0) =
1
1− e−〈v, µ〉
(
e−〈Φ(θ),µ〉 − e−〈v, µ〉
)
=
1
e〈v, µ〉 − 1
(
e〈ψ(θ)v,µ〉 − 1
)
∼
1
e〈v, µ〉 − 1
〈ψ(θ)v, µ〉.
Summarizing the above, we get
lim
θ→∞
θǫ0Pµ(e
−θW |W > 0) =
1
e〈v, µ〉 − 1
lim
θ→∞
θǫ0〈ψ(θ)v, µ〉 =
1
e〈v, µ〉 − 1
A(ψ(1))〈vφ∗0, µ〉.
It follows from the Tauberian theorem that
lim
r→0
r−ǫ0Pµ(W ≤ r|W > 0) =
1
e〈v, µ〉 − 1
A(ψ(1))〈vφ∗0, µ〉/Γ(ǫ0 + 1).
Thus
lim
r→0
r−ǫ0Pµ(0 < W ≤ r) = e
−〈v, µ〉A(ψ(1))〈vφ∗0, µ〉/Γ(ǫ0 + 1).
Now we deal with the tail probability problem. Let
G(s) :=
∫ s
0
Pµ(W > r) dr.
23
Then the Laplace transform of G is∫ ∞
0
e−θr dG(r) =
∫ ∞
0
e−θrPµ(W > r) dr
=θ−1
(
1− θ
∫ ∞
0
e−θrPµ(W ≤ r) dr
)
=θ−1
(
1− Pµ(e
−θW )
)
=θ−1(1− e−〈Φ(θ),µ〉).
It follows from (3.6) that
lim
θ→0
θ−1L˜(θ−1)−1Φ(θ, x) = lim
t→∞
eλ0tL(t)−1Φ(e−λ0t, x) = φ0(x),
where L(t) are L˜ are defined in (1.14) and (1.15). Hence,
lim
θ→0
L˜(θ−1)−1
∫ ∞
0
e−θr dG(r) = lim
θ→0
θ−1L˜(θ−1)−1〈Φ(θ), µ〉 = 〈φ0, µ〉.
It follows from the Tauberian theorem that
lim
r→∞
L˜(r)−1G(r) = 〈φ0, µ〉.
Therefore, by [21], we have
lim
r→∞
rL˜(r)−1Pµ(W > r) = 0.
✷
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