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Abstract
We define a new class of generalized oscillatory matrices, shortly GO-matrices, over a
noncommutative ring with identity and a positive part. Similarly to the classical case, this
class consists of square generalized totally nonnegative matrices (GTN-matrices) of which
some power is generalized totally positive. Using the previously defined ordering of invertible
GTN-matrices, we study, in particular, so called basic GO-matrices which form, in a sense,
atoms of this ordering.
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1. Introduction
The present paper is essentially a continuation of the paper [7] of a series of
papers of which the main idea was to extend the factorization theorems on totally
nonnegative matrices to the block case.
∗Corresponding author.
E-mail addresses: fideler@math.cas.cz (M. Fiedler).
1 Research is supported in part by an NSERC Research grant.
2 Research supported by grant A1030003.
0024-3795/02/$ - see front matter  2002 Elsevier Science Inc. All rights reserved.
PII: S0024 -3795(02)00436-6
80 S.M. Fallat et al. / Linear Algebra and its Applications 359 (2003) 79–90
In papers [4,5] we used only the notion of a (noncommutative) ring with identity,
whereas in [6,7] we turned to a special kind of ring which we called a ring with a
positive part. We proved there analogous theorems on products and factorizations
known from Gantmacher and Krein [10], Cryer [2], Ando [1], Gasca and Peña [11],
etc.
We shall use the same notation that we adopted in [4]–[7].
First, let R be a noncommutative ring with identity 1, and let R+ denote its pos-
itive part which has the property that if a and b are in R+, then a + b and a · b are
in R+. If a ∈ R+, then a is invertible and a−1 is again in R+. We write a > 0 if
a ∈ R+.
Also, again we use the notation for normalized bidiagonal matrices as in [6] and
[7]. As usual, Eij denotes the matrix which has 1 in its (i, j) position and zeros
elsewhere.
Let us recall the basic definitions and previous results.
We defined (over R) an LB-matrix, resp. UB-matrix, as a square bidiagonal ma-
trix the diagonal entries of which are either 1, or 0, and the subdiagonal resp.,
superdiagonal entries are either zero, or positive. A B-matrix is either a k × (k +
1) matrix the diagonal entries of which are 1 or 0 and the entries in the parallel
second diagonal are either zero, or positive entries in R, or a transpose of such
matrix. Finally, a D-matrix is a diagonal matrix the diagonal entries of which are
either positive, or zero, and a PD-matrix is a D-matrix with all diagonal entries
positive.
A generalized totally nonnegative matrix (even rectangular), shortly GTN-matrix,
over R is a matrix which is a product of LB-, UB-, B- and D-matrices in any order.
Then:
Theorem A. Every submatrix of a GTN-matrix is again a GTN-matrix. The product
of GTN-matrices (which can be multiplied) is also a GTN-matrix.
Further, we defined a generalized invertible totally nonnegative matrix (shortly
GITN-matrix) as any finite product of invertible LB-, UB-, and PD-matrices (of the
same size) in any order. Thus, the product of GITN-matrices is again a GITN-matrix
and every GITN-matrix is a GTN-matrix.
Analogously to the classical (commutative) case, we proved:
Theorem B. Every GITN-matrix has the form BDC, where B is a lower triangular
matrix which is a product of invertible LB-matrices only, D is a PD-matrix, and C
is an upper triangular matrix which is a product of invertible UB-matrices.
Further, we denoted by Lk the class of n× n matrices over R with all diagonal
entries positive and all off-diagonal entries zero except the entry (n− k + 1, n− k)
which is also positive. However, we include inLk the case that the matrix is diagonal.
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In such case, we denote this as L0k . To include both cases, we write L
ε
k , where ε is
either one, or zero.
Similarly, we denoted by Uk (resp., U0k ) the analogously defined class of matrices
the transpose of which is Lk , eventually L0k .
Thus, both L0k and U
0
k coincide with the class of all n× n PD-matrices.
Theorem C. Every GITN-matrix can be written in the standard form
A = BDC, (1)
where B = B1 · · ·Bn−1, D = diag{d1, . . . , dn}, C = Cn−1 · · ·C1,
Bi =↘


× 1
0 1
...
...
0 1
bn−i+1,1 1
...
...
bni 1


, Ci =↘


1 0
...
...
1 0
1 c1,n−i+1
...
...
1 cin
1 ×


, i = 1, . . . , n− 1;
here, all entries di, i = 1, . . . , n, are positive, and each of the entries bij , n  i 
j  1, cij , 1  i  j  n, is either positive, or zero.
The numbers bij , cij and di were called parameters of the GITN-matrix. In the
case that all these parameters are positive, the matrix is generalized totally positive,
or shortly GTP-matrix.
Corollary D. Every n× n GITN-matrix belongs to a class
L
ε.
1 (L
ε.
2 L
ε.
1 ) · · · (Lε.n−1Lε.n−2 · · ·Lε.1 )(Uε.1 Uε.2 · · ·Uε.n−1) · · · (Uε.1 Uε.2 )Uε.1 (2)
for some exponents ε.∈ {0, 1}.
The standard form of such matrix need not be unique and we did not investigate
the problem of uniqueness.
Theorem E. Among the classes Li, Uj , the following hold:
1. LpLq = LqLp if |p − q| > 1.
2. LpLp = Lp for all p.
3. LpL0q = Lp, L0pLq = Lq for all p, q.
4. Lk+1LkLk+1 = LkLk+1Lk for all k ∈ {1, . . . , n− 1}.
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Analogous formulae hold for upper triangular matrices Uj , and, in addition, we
have the formula
5. LpUq = UqLp for all p, q.
Theorem F. Let A be a GITN-matrix. Then:
1. JAJ is also a GITN-matrix; here, J is the counteridentity matrix, i.e. the permu-
tation matrix having ones on the skew diagonal.
2. SA−1S is also an GITN-matrix,where S is the diagonal matrix diag{1,−1, 1, . . .}
of the same size.
Theorem G. Let A be a GITN-matrix. Then every principal submatrix of A which is
formed by consecutive rows is also a GITN-matrix.
Theorem H. Let A be a GITN-matrix, let M be a complement of a set of consec-
utive row indices. Then the Schur complement of A(M|M) in A is also a GITN-
matrix.
Theorem I. Let A be a GITN-matrix. Then every principal submatrix of A is also a
GITN-matrix.
We then introduced an ordering in the class of GITN-matrices. First, we said that
a (lower, resp. upper) bidiagonal matrix B1 is majorized by a (lower, resp. upper)
bidiagonal matrix B2 if in every position of B1 with a positive entry, B2 has also
a positive entry. We then write B1 ≺ B2. In addition, a PD-matrix is majorized by
every invertible bidiagonal matrix.
More generally, we said that a GITN-matrix A1 is majorized by a GITN-matrix
A2, written A1 ≺ A2, if for some ordered factorizations A1 =∏Ni=1 Pi and A2 =∏N
i=1 Qi with the same number of factors and Pj , Qj bidiagonal or PD-, Pj ≺ Qj
for all j. If A1 ≺ A2 and A2 ≺ A1, we write A1 ∼ A2 and say that A1 and A2 are
equivalent.
We proved:
Theorem J. If A1 and A2, are GITN- matrices, then A1 ≺ A2, if and only if A1 and
A2 have standard forms in which every parameter positive for A1 is also positive for
A2.
It is clear that this majorization corresponds also to majorization among the classes
of equivalence, and the product of two classes is again a class. The minimal class
consists of positive diagonal matrices, and the maximal class is the class of square
GTP-matrices [6] since all entries in the standard form are positive.
In addition, if A1 ≺ A2, then A1 can be obtained from A2 by reduction in the
sense that in some product form of the Li’s and Uj ’s we replace some exponents one
by zero.
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Theorem K. If A1 ≺ A2, then also JA1J ≺ JA2J and SA−11 S ≺ SA−12 S.
Theorem L. Let A1, A2 be GITN-matrices for which A1 ≺ A2. If B1, B2 are prin-
cipal submatrices of A1, A2, respectively with the same sets of rows and columns,
then the (smaller) GITN-matrices B1 and B2 satisfy B1 ≺ B2.
In addition, if the sets of rows and columns of B1 and B2 are consecutive, then a
product form of the class (in the corresponding smaller-dimensional matrix set) to
which B1 (B2, resp.) belongs is obtained from a product form of A1 (A2, resp.) by
deleting all terms Lk and Uk for k not belonging to the remaining set of indices.
2. Results
Analogously to the classical definition, we say that a square matrix over R is
generalized oscillatory if it is generalized totally nonnegative and some power of it
is generalized totally positive.
We first define as a BGO-matrix (basic generalized oscillatory matrix; they will
be, in a moment, discovered as generalized oscillatory) a GITN-matrix which has a
standard form (2) containing for each k ∈ {1, . . . , n− 1} exactly one Lk and exactly
one Uk with exponent 1 (all the remaining being zero).
BGO-matrices can be easily described in the form (1):
Theorem 2.2. An n× n matrix A is BGO if and only if there exist sequences of in-
tegers 0 = k0 < k1 < k2 < · · · < ks = n− 1 and 0 = !0 < !1 < !2 < · · · < !t =
n− 1 for some s and t and positive numbers b1, . . . , bn−1, c1, . . . , cn−1, and d1, . . . ,
dn, such that
A = BDC, (3)
where B = Bk1 · · ·Bks , D = diag{d1, . . . , dn}, C = C!t · · ·C!1 ,
Bki =↘


× 1
0 1
...
...
0 1
bki 1
...
...
bki−1+1 1
0 1
...
...
0 1


, C!j =↘


1 0
...
...
1 0
1 c!j
...
...
1 c!j−1+1
1 0
...
...
1 ×


,
i = 1, . . . , s, j = 1, . . . , t. (Here, bm is located in the position (n−m+ 1,
n−m), cm in the position (n−m, n−m+ 1).)
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Proof. The class of such a BGO-matrix has by definition the form
Ls1Ls2 · · ·Lsn−1Ut1Ut2 · · ·Utn−1
where s1, . . . , sn−1 as well as t1, . . . , tn−1 are permutations of the numbers 1, . . . ,
n− 1.
In the product of the Li’s, move L1 as far to the left as possible. Then either
it can be moved into the first position, or it will be stopped by meeting L2. In
this second case, move the pair L2L1 as far to the left as possible, either into the
first two places, or up to L3, etc. then we take the smallest index which has not
yet been used, move it again to the left, etc. Continuing this procedure, we arrive at
(Lk1Lk1−1 · · ·L1)(Lk2Lk2−1 · · ·Lk1+1) · · · (Ln−1Ln−2 · · ·Lks−1+1)wherek1 < k2 <· · · < ks−1 < ks = n− 1 is an increasing sequence of positive integers ending by
n− 1. A similar reverse ordering can be done with the Ui’s. The corresponding
matrix has then the form in the theorem. 
Remark 2.3. Thus an n× n BGO-matrix is (in fact, uniquely) determined by
3n− 2 positive parameters and two increasing sequences of positive integers ending
by n− 1.
Remark 2.4. The concept of reducibility has meaning for GITN-matrices over a
ring R with positive part R+. As in the classical case, if a zero appears below the
diagonal, then there is a block of zeros extending down and to the left of the matrix.
Similarly, if a zero appears above the diagonal, then there is a block of zeros extend-
ing up and to the right of the matrix. Hence an n× n matrix A which is GITN is
called reducible if A has a zero-block of size k × j with k + j = n, where the row
indices and column indices are contiguous, and the row indices either start with 1 or
end in n. If such matrix is not reducible, then we say it is irreducible over R.
Let us add some properties of BGO-matrices.
Theorem 2.5. Every BGO-matrix is a generalized oscillatory matrix.
Proof. Let n be the order of a BGO-matrix A. Let N = (n−12 ), and let A = LU .
Then AN is a GTP-matrix since the class of AN is the same as the class of LNUN
and LN certainly majorizes the product L1(L2L1) · · · (Ln−1Ln−2 · · ·L1) by simple
reduction one term after another; similarly for UN . 
The following two theorems follow immediately from Theorems K and L.
Theorem 2.6. Let A be a BGO-matrix. Then both matrices JAJ and SA−1S are also
BGO-matrices.
Theorem 2.7. Every principal submatrix of a BGO-matrix consisting of consecutive
rows (and columns) is a BGO-matrix.
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In the following theorem, subdiagonal (resp., superdiagonal) rank of a square
matrix (in the commutative case, cf. [3]) is the maximum rank of submatrices which
have all entries in the subdiagonal (resp., superdiagonal) part of the matrix.
Theorem 2.8. Every BGO-matrix has both subdiagonal and superdiagonal rank
one.
Proof. It is easy to show that in a GTN-matrix as defined in [7], every entry is either
zero, or positive. In addition, the condition that its 2 × 2 submatrix has rank one,
reduces to two cases: either one row or one column of the submatrix(
aik ai!
ajk aj!
)
(4)
consists of zeros (and some entry is positive), or all entries are positive and ajk =
aj!a
−1
i! aik .
Thus in our case, A has subdiagonal rank one if and only if for every 2 × 2 sub-
matrix in the above notation for k < ! < i < j , one of the mentioned cases occurs.
Similarly, A has superdiagonal rank one if the cases occur whenever i < j < k < !.
To prove the theorem, we use induction w.r. to s in the matrix B in the factorization
(3). The assertion is clearly true for s = 1. Let s > 1 and suppose the assertion true
for s − 1.
The product B2 · · ·Bs has the block form(
Bˆ 0
0 I
)
,
where Bˆ is (n− k1)× (n− k1), B1 the block form(
I 0
X Bˆ1
)
,
where X is a k1 × (n− k1) matrix with a single non-zero entry bk1 in the upper-right
corner and Bˆ1 is a lower bidiagonal k1 × k1 matrix.
Thus
B =
(
Bˆ 0
XBˆ Bˆ1
)
.
Clearly, XBˆ has only the first row non-zero, equal to the multiple of the last row
in Bˆ.
Let now i, j, k and ! satisfy k < ! < i < j . If j  n− k1, the 2 × 2 submatrix
of B analogous to (4) is not invertible by the induction hypothesis since Bˆ has sub-
diagonal rank one. If n− k1 < k, the same follows since Bˆ1 has subdiagonal rank
one. The only remaining nontrivial case is that i  n− k1 and j = n− k1 + 1. The
corresponding submatrix is then obtained from the already settled non-invertible sub-
matrix for j = n− k1 by premultiplication of the second row by bk1 and is thus also
non-invertible. We proved that Bˆ has subdiagonal rank equal to 1.
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Analogously, C has superdiagonal rank one. Together, A has both subdiagonal and
superdiagonal ranks one. 
Remark 2.9. One can show that a BGO-matrix has even the “enlarged” subdiagonal
rank one, where by enlarged we understand including in the subdiagonal part the di-
agonal entries in the positions (n− kj , n− kj ), j = 1, . . . , s − 1, and similarly the
diagonal entries in the positions (n− !j , n− !j ), j = 1, . . . , t for the superdiagonal
part.
We are now able to state and prove the main theorem.
Theorem 2.10. Let A be an n× n matrix. Then the following are equivalent:
1. A is generalized oscillatory.
2. A is a GITN-matrix and in some its product form, for each k of the indices
1, 2, . . . , n− 1, there appears at least one Lk and at least one Uk .
3. A is a GITN-matrix and in some of its standard forms (2), for each k of the indices
1, 2, . . . , n− 1, there appears at least one Lk and at least one Uk .
4. A is a GITN-matrix and majorizes at least one BGO-matrix.
5. A is a GITN-matrix and An−1 is generalized totally positive.
6. A is a GITN-matrix and all its entries (A)k,k+1 and (A)k+1,k, k = 1, . . . , n− 1
are positive.
7. A is a GITN-matrix and is irreducible.
Proof. 1.→ 2. Suppose that A is a GTN-matrix in some of whose product expression
Lk is completely missing. By the rules in Theorem E, no power can be transformed
into a standard form which would contain Lk . Thus no power is a GTP-matrix. The
same is true for Uk .
2. → 3. The same argument as in the previous implication.
3. → 4. Proof by reduction.
4. → 5. Let us denote, for p = 1, . . . , n− 1, by Wp the product
Wp = LpLp−1 · · ·L1.
Also, we use the general notation for the class of an n× n BGO-matrix B = LU ,
L = '1'2 · · ·'s, (5)
where for 0 = k0 < k1 < · · · < ks = n− 1, and j = 1, . . . , s
'j = Lkj Lkj−1 · · ·Lkj−1+1.
Observation 1. We have
'1('2'1)
k2−k1−1  Wk1Wk1+1 · · ·Wk2−1.
S.M. Fallat et al. / Linear Algebra and its Applications 359 (2003) 79–90 87
Proof. For k2 = k1 + 1, the assertion is immediate since '1 = Wk1 . For k2 > k1 +
1, use reduction in the product '2'1.
Observation 2. We have
Ln−k1  Wk1Wk1+1 · · ·Wn−1.
Proof. We use induction w.r.t. s. For s = 1, the assertion is correct. Let s > 1 and
suppose the assertion is true if the number of factors is s − 1.
Write now
Ln−k1 = '1('2'3 · · ·'s'1)n−k1−1'2 · · ·'s
 '1('2'1'3'4 · · ·'s)n−k1−1
 '1('2'1)k2−k1−1('2'1'3 · · ·'s)n−k2
 Wk1Wk1+1 · · ·Wk2−1Wk2Wk2+1 · · ·Wn−1
by Observation 1 and the induction hypothesis since '2'1 = Wk2 behaves like one
term in (1).
Lemma. In the previous notation,
Ln−1  W1W2 · · ·Wn−1.
Proof. For k1 = 1, the assertion is true by Observation 2. Let thus k1 > 1. Then
Ln−1'k1−11 Ln−k1
W1 · · ·Wk1−1Wk1Wk1+1 · · ·Wn−1
by reduction in 'k1−11 and Observation 2.
The implication now follows from the formula (LU)k = LkUk .
5. → 1. Trivial.
4. → 6. For a BGO-matrix A, the entries (A)k,k+1 as well as (A)k+1,k are all
positive for k = 1, . . . , n− 1.
6. → 3. Suppose that in some standard form of A, Lk is missing for some k. If
k = 1 or k = n− 1, (A)21 or (A)n−1,n would be zero. Let now 1 < k < n− 1. Then
in the product form, one can separate the Li’s for i < k from those Li’s with i > k
and A would be reducible. Similarly for Uk .
6. → 7. Trivial by Remark 2.4.
7. → 6. By Remark 2.4. 
In [8, Theorem. 2.19] Vavrˇín and the second author proved that in the commuta-
tive case, an n× n matrix A = (aij ) is a product of n− 1 lower bidiagonal matrices
(in our terminology) belonging to mutually distinct classes Li and an upper trian-
gular nonsingular matrix if and only if it is strongly nonsingular (i.e., all upper-left-
corner principal minors are non-zero), has all entries ak,k−1, k = 2, . . . , n, different
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from zero and its subdiagonal rank is one, even if we extend the subdiagonal structure
by those diagonal positions (k, k) for which ak+1,k−1 is different from zero. It is not
difficult to extend this result to the noncommutative case, thus obtaining:
Theorem 2.11. A GITN-matrix A = (aij ) is a BGO-matrix if and only if it has all
entries ak,k−1 as well as all entries ak−1,k positive, its subdiagonal rank is one, even
if we extend the subdiagonal structure by the diagonal positions (k, k) whenever the
entry ak+1,k−1 is positive, and its superdiagonal rank is one, even if we extend the
superdiagonal structure by the diagonal entries (!, !) whenever the entry a!−1,!+1
is positive.
Remark 2.12. It was also shown in [8] that the inverse of the matrix described above
enjoys same properties and in addition, the set of diagonal positions needed for the
extension of the rank for the inverse is the complement of the original set in the set
of indices {2, 3, . . . , n− 1}. The same then holds for the case of BGO-matrices, in
both subdiagonal and superdiagonal parts.
The next result establishes a connection between GTP-matrices and (possibly re-
ducible) tridiagonal GITN-matrices, which are of course majorized by tridiagonal
BGO-matrices.
Proposition 2.13. Suppose A is an n× n GTP-matrix. Then A can be written as
A = T1T2 · · · Tn−1, where each Ti is a tridiagonal GITN-matrix.
Proof. By Theorem C, A can be factored as
A = B1 · · ·Bn−1DCn−1 · · ·C1,
where D and each Bi , Ci are GITN. Applying property 5 of Theorem E, we can
reorder the above factors into a product A = T1T2 · · · Tn−1, where each Ti is a prod-
uct of an invertible LB- and an invertible UB-matrix. Hence each Ti is a tridiagonal
GITN-matrix. 
The converse to the above proposition is not true in general, as the order of the
tridiagonal GITN-matrices is essential. For example, the product A = T1T2 · · · Tn−1
need not be irreducible in general.
Before we discuss a partial converse to Proposition 2.11, we make the following
remarks. It is worth noting that the notion of majorization defined here is a purely
combinatorial or qualitative one. As a result any proof which relies only on major-
ization (e.g. item 5 of Theorem 2.10) is also combinatorial in nature. Thus, in some
cases, even more can be proved than what is claimed in the statement of the result.
An example of this is the following result, which also represents a partial converse
to Proposition 2.13.
Proposition 2.14. Let T1, . . . , Tn−1 be n− 1 n× n tridiagonal BGO-matrices. Then
the product T1T2 · · · Tn−1, is a GTP-matrix.
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Proof. From a qualitative viewpoint the product T1T2 · · · Tn−1 is equivalent to T n−1,
where T is a tridiagonal BGO-matrix. By Theorem 2.10, item 5, such a product is
GTP. Hence the product T1T2 · · · Tn−1 is a GTP-matrix. 
Using the qualitative nature of majorization and the bidiagonal factorizations in
(1) or (2), we could incorporate the wiring diagrams (see [9], for example) that usu-
ally accompany these types of factorizations even in this generalized case. Although
in the case these diagrams could not be used to compute determinants of submatrices
because of the noncommutative ring setting. However, they could be used to verify
properties like majorization, and hence can be employed to verify item 5 in Theorem
2.10.
We conclude this section with an example illustrating some of the results dis-
cussed here.
Example 2.15. Let R be the set of all real n× n matrices with constant row sums
(i.e., A ∈ R if Ae = re, where e is the vector of all ones and r some number). Then
it is easy to verify that R is a ring with identity. Furthermore, the product of any two
matrices in R, and the inverse of a matrix in R (if it exists) are in turn members of
R. We define the following positive set in R. Fix a diagonalizable matrix A in R with
constant positive row sums such that SAS−1 is a positive diagonal matrix, for the
fixed invertible matrix S. Consider the set:
R+ = {B ∈ R : SBS−1 is a positive diagonal matrix}.
Then R+ is a subset of R. Moreover, if B,C ∈ R+, then B and C are simultaneously
diagonalizable by the matrix S, which implies both B + C and BC are diagonalizable
by S and have positive real eigenvalues. In particular, both B + C and BC are in R+.
Similarly, if B ∈ R+, then B is invertible and B−1 is in R+. Hence R+ a positive set
in R. For an explicit example, choose a row sum constant positive definite matrix,
call it A, and let
T =

I A 0A I + A2 A
0 A I + A2

 .
Then T is a 3 × 3 BGO-matrix, and hence T 2 is a GTP-matrix.
3. Concluding remarks
In view of Theorem 2.10, 5., we initially conjectured that every BGO-matrix of
order n had an exponent of positivity (i.e. smallest exponent k so that Ak is GTP) of
n− 1. However, we discovered the following BGO-matrix of order 4 with exponent
of positivity 2.
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Let A belong to the class L2L1L3U3U1U2. Then A2 is equivalent to
(L2L1L3)
2(U3U1U2)
2∼L2L1L3L2L3L1(U3U1U2)2
∼L2L1L2L3L2L1U1U2U3U2U1U2
∼L1L2L1L3L2L1U1U2U3U1U2U1,
which is the standard form L1(L2L1)(L3L2L1)(U1U2U3)(U1U2)U1 of the 4 × 4
GTP-matrix.
We conclude with the following problem and a comment.
Problem 3.1. Characterize those n× n BGO-matrices which have exponent of po-
sitivity n− 1.
Theorem 2.8 suggests that there might be a deeper connection between the sub-
diagonal rank and the maximum number of appearances of the factors Lk in the
standard form (and similarly for the superdiagonal rank).
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