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Abstract Understanding and characterizing the process deriving the creation
and dissolution of social interactions is a fundamental challenge for social net-
work analysis. In the dynamic setting, it is essential to be able to, given the
collection of link states of the network in a certain period, accurately predict
the link and unlink states of the network in a future time. Addressing this task
is more complicated compared to its static counterpart especially for increas-
ingly large networks due to the prohibitive expensiveness of computational
complexity. Consequently, mainstreams of current researches in unsupervised
settings ignore the temporal information. Additionally, only a few approaches
study on unlink prediction, which is also important to understand the evolu-
tion of social networks.
In this work, we address such mining tasks by unsupervised learning, and
propose a model for link and unlink prediction with temporal information
(LUPT). Given a sequence of snapshots of network over time, LUPT utilizes
the spectral diffusion by variants of local random walks to calculate the prob-
ability vector started from each node at each snapshot. Then, it calculates the
similarity score for each of the nodes by the probability vectors of all the pre-
vious snapshots. Finally, LUPT predicts the link and unlink states by ranking
the similarity scores according to the link and unlink tasks, respectively. Ex-
periments on real-world networks demonstrate that LUPT provides superior
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results compared to the baseline methods in both link and unlink prediction
tasks.
Keywords Dynamic network · Link prediction · Unlink prediction · Spectral
diffusion
1 Introduction
Link prediction is one of the fundamental problems that predicts whether two
disconnected nodes in a network are likely to have a link (Liben-Nowell and
Kleinberg, 2007). It is useful in a wide variety of applications, such as recom-
mendation (Koren et al., 2009), network reconstruction (Nickel et al., 2016),
and protein-protein interaction (Kovács et al., 2019). These networks always
have dynamic nature, indicating that nodes and links can be added or removed
with the evolution of networks (Aggarwal and Subbian, 2014). It is inspiring
and, in some respects, difficult to study networks at the level of individual
edge formation or removal, especially in the dynamic scenario. Consequently,
it still needs to be further studied on understanding the mechanisms by which
such networks evolve at the level of individual edges.
Link prediction has been studied extensively in recent years (Mart́ınez
et al., 2017; Wang et al., 2015). There are two primary independent scenarios
for predicting unknown links in social networks, forecasting of missing rela-
tionships and projection of future relationships (Liben-Nowell and Kleinberg,
2007). The former tries to predict missing links from a static network where
only one point of time is studied, while the latter tries to predict links in future
states using temporal information from several previous snapshots of dynamic
networks. However, with the fast growth of the network scale, most of the ap-
proaches predict future links from only a single graph due to the prohibitively
expensive computation, causing the ignore of temporal information.
Additionally, several studies (Kwak et al., 2011; Quercia et al., 2012; Kivran-
Swaine et al., 2011) reveal the probability of relationship to persist or to-be
formed increases, if a node pair has a high number of common neighbors as
well as high transitivity through third parties. Furthermore, they also divulge
the probability of an edge to befall occurs between edges with low resemblance,
less number of communal neighbors, and typically of low transitivity. These
findings illustrate that the processes guiding link creations are negatively cor-
related with those guiding link removals, hence signifies the importance of
unlink prediction tasks. However, the link prediction problem has been heav-
ily studied (Liben-Nowell and Kleinberg, 2007; Eyal et al., 2014; Zhou et al.,
2009), while its counterpart, unlink prediction problem, although reporting a
high proportion of link changes (Myers and Leskovec, 2014), is rarely studied
(de Oliveira et al., 2014).
In this paper, we address both the link and unlink prediction tasks, and
propose LUPT, a model for link and unlink prediction with temporal informa-
tion. Assuming that the dynamic network is considered as a series of snapshots,
LUPT predicts link and unlink states of future network in an unsupervised
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setting. The rationale is to use the spectral diffusion starting from each node
to calculate the probability vector at each snapshot of the network. Then, we
calculate the similarity score for each pair of nodes by the weighted average
probability vectors of all the previous snapshots. Finally, LUPT predicts link
and unlink states by ranking the similarity scores according to the link and
unlink tasks, respectively. The main advantages include: 1) LUPT is a simple,
unsupervised method that can be easily performed on any kind of networks;
2) LUPT applies variants of local random walks based on different transition
matrices that has great interpretability and controllability; 3) LUPT exhibits
excellent performance on both link and unlink prediction tasks.
2 Related Work
Link prediction techniques can be classified into two categories, learning-based
approaches and similarity-based approaches. Some learning-based approaches
(Taskar et al., 2003; Wang et al., 2007) employ probabilistic models by Markov
chain to predict the link formation. Embedding-based approaches (Grover and
Leskovec, 2016; Chen et al., 2018) factorize the matrix representations of net-
work to learn a low-dimensional embedding for each node. There are also some
learning-based methods (De et al., 2013; Lichtenwalter et al., 2010) that train
a classifier based on features to judge whether the link exists. Although these
approaches have generated improved performance, they suffer from class im-
balance and have difficulty in feature selection.
Similarity-based methods utilize the node attribute or network topology
to calculate the similarity score for the node pairs. However, the attribute
information of users is often concealed and difficult to obtain. Therefore, the
mainstream of similarity-based approaches are based on the topological net-
work structure. Common neighbors (CN) (Newman, 2001), Resource Alloca-
tion (RA) (Zhou et al., 2009), Adamic-Adar (AA) (Adamic and Adar, 2003),
and Preferential Attachment (PA) (Newman, 2001) measure the similarity be-
tween nodes based on their local neighborhood information. Katz index (Katz,
1953) sums the effect of all possible paths between the node pairs and incre-
mentally penalize larger paths by a factor parameter. In addition, there are
also some random walk based methods that calculates the probability of ex-
isting link between two nodes, such as SimRank (Jeh and Widom, 2002) and
Random Walk with Restart (RWR) (Brin and Page, 1998).
Recently, a plethora of techniques has been established to take the advan-
tages of dynamic network information for link prediction. (Wang et al., 2017)
uses the evolution of the popularity of a node in combination with other at-
tractiveness measures to predict more likely added links in dynamic networks.
(Rahman and Hasan, 2016) proposed to capture the topology of dynamic net-
works by graphlets, where graphlet transitions between different timestamps
are coded in a feature vector and can be used by supervised learning. ARIMA
(İsmail Güneş et al., 2016) uses a series of node proximity scores from a tem-
poral network for link prediction, but its main drawback is the inability to
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capture signals from the neighborhood topology (Rahman and Hasan, 2016).
(Choudhury and Uddin, 2017) introduces two metrics for the link prediction
in dynamic networks. These metrics consider the similarity between network
structure and neighbourhood changes over the time incident to non-linked
node pairs. Features for these metrics are then used in supervised model to
decide future connections for the node pairs.
To examine the effectiveness that leads to structural changes in real-world
networks, the prediction of link removal is also of significant concern. For
example, some temporary relationships among researchers in an online so-
cial network that are formed during a conference, although interact several
times during the conference, is likely to decay or even disappear in the future.
(Preusse et al., 2013) uses various network structural features extracted from a
knowledge network to predict the disappearance of links. In (de Oliveira et al.,
2014), the method combining both the graph topology characteristics and the
information about individuals (semantic metrics) on evolving networks is used
to predict the disappearance of links. To represent semantic-based features,
a probabilistic description logic called CredalALC is employed. This method
requires prior definition of disappeared link distribution which is problematic
for dynamic networks. In this work, we address the unlink prediction task us-
ing variants of local random walks with temporal information to predict links
that are more likely to disappear in the near future.
3 Preliminaries
3.1 Problem definition
Consider an undirected graph G = (V,E), where V and E denote the set of
observed nodes and edges, respectively. Let A ∈ [0, 1]|V |×|V | be the associated
adjacency matrix, D denotes the diagonal matrix of node degrees, and I rep-
resents the identity matrix. A dynamic network is represented as a sequence of
snapshots of graph G = {G1, G2, · · · , GT }, where T is the final timestamp. We
denote Gt = (Vt, Et) as the graph at timestamp t (1 ≤ t ≤ T ). For simplicity,
we assume the set of nodes do not change over snapshots, i.e., Vti = Vtj , for
any ti, tj ∈ {1, ..., T}, indicating we ignore newly added and removed nodes.
However, edges do appear and disappear in snapshots over the timestamps.
Our goal is to predict the edges that will be removed or added in GT+1 based
on the previous observed snapshots G.
Definition 1 (Dynamic Link Prediction) Given a sequence of snapshots
of graph G = {G1, G2, · · · , GT }, where T is the final timestamp, all the snap-
shots are with the same set of nodes but some edges may emerge or disappear
along the sequence. For any pair of unconnected nodes u and v in GT , the
link prediction task on dynamic network aims to predict whether u and v will
have a link in GT+1.
Definition 2 (Dynamic Unlink Prediction) Given a sequence of snap-
shots of graph G = {G1, G2, · · · , GT }, where T is the final timestamp, all the
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Fig. 1 Link and unlink prediction tasks.
snapshots are with the same set of nodes but some edges may emerge or dis-
appear along the sequence. For any edge (u, v) ∈ ET , the unlink prediction
task on dynamic network aims to predict whether edge (u, v) will disappear
in GT+1.
For example, as shown in Figure 1, given a network and its two snapshots
at t = 1 and t = 2, we know all the changes of edges in both snapshots. For
instance, nodes v and w are unconnected at time t = 1 and then get linked at
time t = 2, while the edge between u and v presented at time t = 1 disappears
at time t = 2. Then, we aim to predict all the to-be formed links (e.g., between
m and w) and to-be removed links (e.g., between u and m) at time t = 3 by
using the link states at previous timestamps.
3.2 Evaluation metrics
We employ two standard metrics, area under the receiver operating charac-
teristic curve (AUC) (A and JMcneil, 1982) and precision (Herlocker et al.,
2004), for evaluating the accuracy of our methods. The AUC for link predic-
tion is described as the likelihood that the randomly selected actual link is
assigned a higher score than a randomly selected non-existing link. For unlink
prediction problem, it can be understood as the randomly selected conserved
link (in this case link that existed up to GT ) is given a higher score than a
randomly selected disappeared link. Formally, if among k comparisons, there
are k′ times the removed/disappeared link or non-observed link has a lower
score than the existing link or conserved link and k′′ times they have the same
scores, the AUC score is given as:
AUC =
k′ + 0.5 ∗ k′′
k
.
Note that, an algorithm has a better performance than pure chance when the
value of AUC is bigger than 0.5.
In general, the precision is described as the ratio of true positive samples
to the sum of true positive samples and false positive samples. For the link
prediction problem, all non-observed links are sorted based on their increased
score determined by the algorithm. While for the link removal prediction,
all removed/disappeared links are sorted based on the decreased score which
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is determined by the algorithm. Let TP denote the number of true positive
samples and NT the number of test samples. The precision is defined as TPNT ,
and a higher precision indicates a higher prediction accuracy. In this paper,
we set NT = 100 for both the link and unlink prediction tasks.
4 The Proposed Method
We propose an efficient algorithm to implement LUPT, which contains three
main steps. First, we pick each node at each snapshot of the dynamic graphs,
and perform k-steps of local random walk to calculate the probability feature
vector for each snapshot. Second, for each random walk we count the average
probability vector based on all the snapshots by delayed weights. Finally, we
calculate the similarity scores between all the node pairs, and then ranks the
similarity scores for link prediction and unlink prediction tasks.
4.1 Local random walks
we first describe the process of local random walks in detail. We adopt three
random walk variants as in (He et al., 2019) and design two more random
walk variants. The key motivation behind the design of the two random walk
variants is to also take into consideration low degree nodes during the random
walk diffusion process. It is clear that random walk approach visits nodes with
higher degree more often than lower degree nodes, thus we expect the ranking
score of the nodes to be biased more to higher degree nodes.
Let Nrw denote the transition matrix, we adopt the following variants of
spectral diffusion based on different transition matrices for local random walks.
(1) Standard Random Walk (SRW). Nrw is given as
Nrw = D
−1A.
(2) Light Lazy Random Walk (LLRW). This strategy retains some probability
at the current node for the random walks. Nrw is given as
Nrw = (D + αI)
−1(αI + A),
where α ∈ N0+. α = 0 degenerates to the SRW and α = 1, 2, · · · correspond
to a random walk in the modified graph with 1, 2, · · · loops at each node,
respectively.
(3) Lazy Random Walk (LRW). Nrw is defined by
Nrw = (D + αD)







where α ∈ [0, 1]. For instance, if α = 0.1, the random walk retains 0.21+0.2
probability on the current node during the diffusion process. LRW degen-
erates to SRW when α = 0.
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(4) Modified Lazy Random Walk (MLRW).










where S is the diagonal matrix with degree centrality similarity between
every node in the network and the starting node. The difference between
MLRW and LRW is that a walker performs a lazy walk to one of the
neighbors of the current node with probability (1 − β), and jump to any
other node in the network based on the similarity S with probability β.
MLRW degenerates to LRW when β = 0.
(5) Modified Light Lazy Random Walk (MLLRW).
Nrw = βS + (1− β)
(
D + αI)−1(αI + A
)
,
where S is the diagonal matrix with degree centrality similarity between
every node in the network and the starting node. The difference between
MLLRW and LLRW is that a walker performs a light lazy walk to one of
the neighbors of the current node with probability (1 − β), and jump to
any other node in the network based on the similarity S with probability
β. MLLRW degenerates to LLRW when β = 0.
Then, at each snapshot, one step of random walk is defined by NTrwp0,
where p0 is the initial probability vector, the probability vector for a local







4.2 The LUPT algorithm
The overall LUPT algorithm is presented in Algorithm 1. Here Spair is used
to store the similarity scores calculated by the probability vectors of all the
snapshots, and P stores the probability vectors of all the snapshots. At each
iteration (lines 4 to 8), the algorithm picks each node v at each snapshot Gt
(line 4), and initializes a one-hot vector p
(t)
0 as the starting vector (line 5).
Then, the algorithm performs k-steps of random walk on p
(t)
0 (line 6), and
adds the result to P (line 7).
After calculating the probability vectors for all the snapshots at each k-
steps, we count the weighted average probability vector pavg (line 10), where
wt =
1
T−t+1 . The similarity score for every node pair is calculated by score(u, v) =
pavg(u) + pavg(v), where (u, v) is any pair of nodes and pavg(u) denotes the
u-th entry in pavg, then add the similarity score into Spair (line 11).
Finally, the algorithm ranks Spair for link prediction and unlink prediction,
respectively. For the link prediction task, the scores for all non-connected node
pairs are ranked in decreasing order, and the top-ranked ones are selected as
new predicted links. While for the unlink prediction problem, the bottom-
ranked ones are predicted to disappear in the near future.
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Algorithm 1 The LUPT Algorithm
Input: Sequences of snapshots G = {G1, G2, · · · , GT }, steps of random walk k
Output: Ranked similarity scores Slink and Sunlink
1: Spair = ∅
2: P = ∅
3: for each Gt ∈ G do
4: for each v ∈ V in Gt do
5: Initialize p
(t)
0 to one-hot with the shape of |V | × 1 and the v(t)-th element to 1














k , for p
(t)
k ∈ P
11: Calculate similarity score for each node pair by pavg and add to Spair
12: Slink = rank Spair in decreasing order
13: return top Slink for link prediction, and bottom Slink for unlink prediction
5 Data Preparation
5.1 Datasets
We consider four real-world datasets, namely, Enron, Radoslaw, Facebook,
and Catalano. The first three are retrieved from Network repository website1,
and Catalano social network is retrieved from VASTchallenge website2. Table
1 summarizes the detailed basic information and basic characteristics of the
aggregated datasets we used for experiments.
- Enron: Enron network is an email communication network between the
employees of Enron from 1999 to 2002. It is manually divided into 8 snap-
shots each spanning two months.
- Radoslaw: Radoslaw network is an email communication network be-
tween employees of mid-sized manufacturing network from January 2010
to September 2010. It is manually divided monthly into 9 snapshots.
- Facebook: Facebook forum network is on private message exchanges by
Facebook users between May and October 2004. This network is manually
divided monthly into 6 snapshots.
- Catalano: Catalano social network is a phone call record network where
edges reflect proximity. This network is manually divided into 5 snapshots
each spanning two days.
5.2 Snapshot partition
For each dataset, we divide it into snapshots following similar procedure in
(Winter et al., 2018). For each dataset, we build a graph Gt = (Vt, Et) with
1 http://networkrepository.com
2 http://www.cs.umd.edu/hcil/VASTchallenge08/
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Table 1 Statistics of the datasets.
Enron Radoslaw Facebook Catalano
Number of nodes 151 157 899 400
Number of edges 1612 3251 7046 916
Average degree 21.35 38.92 15.68 4.58
Density 0.14234 0.23454 0.01745 0.01148
Average shortest-path distance 2.111 1.9674 2.832 3.615
Number of snapshots 8 9 6 5
Vt and Et being the set of nodes and edges for each timestamp t ∈ [1, T ],
respectively. In addition, the decision about the time length for each snapshot
depends on the characteristics of the networks. Using too short time length will
almost result in a very sparse network, losing the cross-link dependency. While
using too long time length, more data is aggregated at each timestamp, hence
details of the network evolution might be lost. Therefore, in this paper, we use
different spans of timestamp based on each network’s ideal characteristics.
5.3 Train and test partition
We then partition each dataset to the training data and test data. We generate
training samples and test samples for each dataset. We use the snapshots
[G1, · · · , GT−1] as the training data, and the last snapshot GT as the test
data. Moreover, the test data is further divided into positive test samples and
negative test samples. For link prediction problem, the positive test set consists
of non-observed edges in GT , while the negative test set consists of observed
edges in GT . For unlink prediction problem, the positive test set consists of
all the links appeared in GT−1 and disappears in GT , while the negative test
set consists of the links existed up to GT .
Furthermore, considering that the links for test should not be trained be-
fore prediction, the test edges have to be removed from the graphs of training
datasets. Therefore, we remove the edges which ever present in snapshots
[G1, · · · , GT−1] and we do some post-process to ensure that the network we
use for training is still connected. If the training network is disconnected, the
largest connected component is extracted. In the end, we have fully adjusted
graphs [G1, · · · , GT−1] as the inputs for the link and unlink prediction prob-
lems.
6 Experimental results
In this section, we compare the performance of our methods with five lo-
cal similarity-based approaches, namely, CN (Liben-Nowell and Kleinberg,
2007), AA (Adamic and Adar, 2003), PA (Barabasi and Albert, 1999), and RA
(Zhou et al., 2009), and two global similarity-based approaches, namely, Katz
(Katz, 1953) and RWR (Liben-Nowell and Kleinberg, 2007), as well as the
Growth/decay metric based method (Preusse et al., 2013). We also adopt the
static methods (i.e., CN, AA, PA, RWR, and Katz) for the dynamic network
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Table 2 Link and unlink prediction results in terms of the AUC score. For static network,
each score is obtained after averaging 10 independent realizations. The best random walk
step for each of our variants is indicated in the brackets. For each dataset, the highest
prediction results are in bold.
Dataset Enron Radoslaw
Task
Link Unlink Link Unlink
prediction prediction prediction prediction
Method Static Dynamic Dynamic Static Dynamic Dynamic
Ours
LRW - 0.9164(2) 0.8368(2) - 0.9866(2) 0.9185(2)
LLRW - 0.9204(2) 0.8870(2) - 0.9906(2) 0.9190(2)
SRW - 0.9142(2) 0.8623(2) - 0.9816(2) 0.9170(2)
MLRW - 0.9061(2) 0.8603(2) - 0.9800(2) 0.9192(2)
MLLRW - 0.9078(2) 0.8605(2) - 0.9897(2) 0.9590(2)
Others
CN 0.6609 0.9122 0.8144 0.9143 0.9417 0.9140
RA 0.6701 0.9159 0.8148 0.9202 0.9536 0.9140
PA 0.4653 0.7409 0.7106 0.9075 0.9780 0.8974
AA 0.6669 0.9162 0.8145 0.9163 0.9520 0.9140
RWR 0.4610 0.7483 0.7208 0.9003 0.9627 0.8984
Katz 0.6042 0.8079 0.5603 0.9131 0.9903 0.9026
Growth/decay - - 0.5192 - - 0.5018
Dataset Facebook Catalano
Ours
LRW - 0.7508(3) 0.7275(3) - 0.6428(4) 0.6481(4)
LLRW - 0.7503(3) 0.7276(3) - 0.6456(4) 0.6483(4)
SRW - 0.7567(3) 0.7290(3) - 0.6450(4) 0.6482(4)
MLRW - 0.7484(3) 0.7272(3) - 0.6441(4) 0.6450(4)
MLLRW - 0.7503(3) 0.7800(3) - 0.6441(4) 0.6430(4)
Others
CN 0.5437 0.7082 0.6886 0.5079 0.6376 0.6327
RA 0.5441 0.7085 0.6888 0.5081 0.6376 0.6327
PA 0.4765 0.6243 0.5079 0.4902 0.6310 0.6330
AA 0.5428 0.7085 0.6887 0.5081 0.6377 0.6327
RWR 0.5410 0.6247 0.5786 0.5070 0.6310 0.6329
Katz 0.4564 0.6359 0.5804 0.4837 0.6301 0.6304
Growth/decay - - 0.5308 - - 0.5068
setting by taking the delayed average of the feature values at different times-
tamps as well. We run at most k = 10 steps of random walks in all datasets
because the proximity score is too low and loses comparable value when the
number of steps in a random walk is greater than 10. We do parameter study
and find that the best k is between 2 to 4 for the datsets we test. In the follow-
ing, we first show parameter study on the spectral diffusion parameters and
random walk steps, then we show the final results and comparisons on link pre-
diction task and unlink prediction task. The final obtained AUC scores of all
methods are presented and compared in Table 2. The corresponding precision
comparisons are presented in Figure 2 and Figure 3, respectively.
6.1 Parameter setup
6.1.1 On spectral diffusion parameters
We perform thoroughly analysis of various spectral diffusion techniques on all
datasets on link prediction task, as shown in Figure 4. Here the step of random
walks is fixed to k = 2 for Enron and Radoslaw, k = 3 for Facebook, and
k = 4 for Catalonia. For MLRW and MLLRW, we fix α for different values of
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(a) Enron (b) Radoslaw
(c) Facebook (d) Catalano
Fig. 2 Precision scores of link prediction for each dataset.
Fig. 3 Precision scores of unlink prediction for each dataset.
β, where α = 0.1 and α = 1, respectively. The findings show that for different
values of parameters α and β, our methods are robust. In particular, MLRW
and MLLRW decline significantly when α = 1, as all probability returns to
the original seed set based on the degree centrality similarity. Note that, for
each prediction task, the optimal results for our methods are obtained using
a small value of parameters α and β. In detail, we use α = 0.1 and β = 0.1
for MLRW, and α = 1 and β = 0.1 for MLLRW.
6.1.2 On random walk steps
We then analyze various diffusion methods on random walk steps on all datasets
on the link prediction task, as shown in Figure 5. The values of α and β are
set as the same with that of previous experiment for MLRW and MLLRW.
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(a) LRW (b) LLRW
(c) MLRW (d) MLLRW
Fig. 4 Analysis of various diffusion parameters α and β on all datasets.
Results show that random walk steps positively correlate with the average
shortest distance of the networks. This reminds us of the small world phe-
nomenon and “six degrees of separation” where most similar people are at
most two or three steps away from each other. Thus, we choose k = 2 for
Enron and Radoslaw, and k = 3 for Facebook and k = 4 for Catalonia.
6.2 Link prediction
The AUC results in Table 2 reveal that our methods are robust for link predic-
tion and unlink prediction tasks. In most datasets, our approaches outperform
other methods, with their best walking steps positively correlate with the av-
erage shortest distance of the networks. In general, the five variants of our
approach yield similar results, and LLRW yields slightly higher accuracy on
link prediction. Besides the accuracy, the computational complexity is another
important criteria that make our approaches more prominent than the global
approaches (i.e., Katz and RWR), particularly for large graphs (see survey
(Mart́ınez et al., 2017)).
In addition, the effect of dynamic snapshots is more apparent in smaller
graphs with higher density than larger graphs with lower density. Recently,
(Winter et al., 2018) addresses the link prediction problem in dynamic set-
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(a) Enron (b) Radoslaw
(c) Facebook (d) Catalonia
Fig. 5 Evaluation of diffusion methods on random walk steps k on all datasets for link
prediction.
ting, and their results report the same finding. Furthermore, the precision
results, as shown in Figure 2, also reveal a similar trend in most networks. On
average, our methods yield significantly higher precision accuracy than the
baseline methods. Precisely, LLRW has shown an impressive performance on
Catalano network. The reason could be that LLRW always maintains a small
amount of probability to the current node during the diffusion process, and
more of the probability is spread to the neighbor nodes. Such process keeps the
observed structure local, and at the same time it influences the node similarity
score, improving the robustness even on a very sparse network like Catalano.
The utilization of temporal information on our methods truly enhances the
prediction accuracy.
6.3 Unlink prediction
We then investigate the robustness of our methods for unlink prediction task.
In Table 2, the AUC scores show that our methods significantly outperform the
baseline methods, and in general, MLLRW and LLRW perform better among
all the methods. Precisely, MLLRW have shown an impressive performance on
both Facebook and Radoslaw networks. The reasons could be that while the
random walk progresses, MLLRW always maintains a small ratio of probability
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on current nodes and shrink some of the probability to the seed set based on
the similarity between the current nodes and seed set, such process increases
the chance of low degree nodes to be included during the diffusion process,
making it more stable for high and low density networks. Additionally, as
illustrated in Figure 3, our methods also outperform the baselines in almost
all datasets. This implies that the proposed methods are robust for unlink
prediction task.
7 Conclusion
In this paper, we propose a new approach for link and unlink prediction with
temporal information, called LUPT, by using variants of local random walks
with temporal information to predict whether links are likely to be formed or
removed in the near future. Three random walk variants and two new random
walk variants that we defined are used for LUPT. Experiments on real-world
networks demonstrate that our methods provide superior results compared to
local neighborhood approaches in both the link and unlink prediction tasks. In
addition, our methods also provide superior results with lower computational
complexity comparing with global approaches.
This work offers different perspectives for further research. First, we adopt
local random walk methods for link and unlink prediction problems in dynamic
scenario under the unsupervised setting. Second, the proposed methods exhibit
great scalability that the best possible setting of the defined methods can
also be researched to obtain even higher performance. Last but not least, the
evaluation of the proposed methods under different learning environments is
promising.
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