Poincare Invariance of Hamiltonian Semiclassical Field Theory by Shvedov, Oleg
ar
X
iv
:h
ep
-th
/0
10
30
76
v1
  1
0 
M
ar
 2
00
1
POINCARE INVARIANCE OF HAMILTONIAN SEMICLASSICAL
FIELD THEORY
O.Yu.Shvedov
Sub-Dept. of Quantum Statistics and Field Theory,
Dept. of Physics, Moscow State University,
119899, Moscow, Vorobievy Gory, Russia
hep-th/0103076
Abstract
Semiclassical Hamiltonian field theory is investigated from the axiomatic point of view. A notion of a
semiclassical state is introduced. An ”elementary” semiclassical state is specified by a set of classical
field configuration and quantum state in this external field. ”Composed” semiclassical states viewed
as formal superpositions of ”elementary” states are nontrivial only if the Maslov isotropic condition
is satisfied; the inner product of ”composed” semiclassical states is degenerate. The mathematical
proof of Poincare invariance of semiclassical field theory is obtained for ”elementary” and ”composed”
semiclassical states. The notion of semiclassical field is introduced; its Poincare invariance is also
mathematically proved.
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1 Introduction
Different approaches to semiclassical field theory have been developed. Most of them were based on
the functional integral technique: physical quantities were expressed via functional integrals which were
evaluated with the help of saddle-point or stationary-phase technique. Since energy spectrum and S-
matrix elements can be found from the functional integral [1, 2], this approach appeared to be useful
for the soliton quantization theory [1, 2, 3, 4, 5].
Another important partial case of the semiclassical field theory is the theory of quantization in a
strong external background classical field [6] or in curved space-time [7]: one decomposes the field as a
sum of a classical c-number component and a quantum component. Then the theory is quantized.
The one-loop approximation [8, 9, 10, 11], the time-dependent Hartree-Fock approximation [8, 9,
12, 13] and the Gaussian approximation developed in [14, 15, 16, 17] may be also viewed as examples
of applications of semiclassical conceptions.
On the other hand, the axiomatic field theory [18, 19, 20] tells us that main objects of QFT are
states and observables. The Poincare group is represented in the Hilbert state space, so that evolution,
boosts and other Poincare transformations are viewed as unitary operators.
The purpose of this paper is to introduce the semiclassical analogs of such QFT notions as states,
fields and Poincare transformations. The analogs of Wightman Poincare invariance and field axioms
for the semiclassical field theory are to be formulated and checked.
Unfortunately, ”exact” QFT is mathematically constructed for a restricted class of models only (see,
for example, [21, 22, 23, 24]). Therefore, formal approximate methods such as perturbation theory seem
to be ways to quantize the field theory rather than to construct approximations for the exact solutions
of QFT equations. The conception of field quantization within the perturbation framework is popular
[25, 26]. One can expect that the semiclassical approximation plays an analogous role.
To construct the semiclassical formalism based on the notion of a state, one should use the equation-
of-motion formulation of QFT rather than the usual S-matrix formulation. It is well-known that
additional difficulties such as Stueckelberg divergences [27] and problems associated with the Haag
theorem [28, 19, 20] arise in the equation-of-motion approach. There are some ways to overcome them.
The vacuum divergences can be eliminated in the perturbation theory with the help of the Faddeev
transformation [29]. Stueckelberg divergences can be treated analogously [30] (exactly solvable models
with Stueckelberg divergences have been suggested recently [31, 32]). These investigations are important
for the semiclassical Hamiltonian field theory [33].
The semiclassical approaches are formally applicable to the quantum field theory models if the
Lagrangian depends on the fields ϕ and the small parameter λ as follows (see, for example, [4]):
L = 1
2
∂µϕ∂µϕ− m
2
2
ϕ2 − 1
λ
V (
√
λϕ), (1.1)
where V is an interaction potential. To illustrate the formal semiclassical ansatz for the state vector, use
the functional Schrodinger representation (see, for example, [12, 13, 16, 17]). States at fixed moment of
time are represented as functionals Ψ[ϕ(·)] depending on fields ϕ(x), x ∈ Rd, the field operator ϕˆ(x) is
the operator of multiplication by ϕ(x), while the canonically conjugated momentum πˆ(x) is represented
as a differentiation operator −iδ/δϕ(x). The functional Schrodinger equation reads
i
dψt
dt
= Hψt, (1.2)
where
H =
∫
dx
[
−1
2
δ2
δϕ(x)δϕ(x)
+
1
2
(∇ϕ)2(x) + m
2
2
ϕ2(x) +
1
λ
V (
√
λϕ(x))
]
The simplest semiclassical state corresponds to the Maslov theory of complex germ in a point [34, 35, 36].
It depends on the small parameter λ as
ψt[ϕ(·)] = e iλSte iλ
∫
dxΠt(x)[ϕ(x)
√
λ−Φt(x)]f t
(
ϕ(·)− Φ
t(·)√
λ
)
≡ (KSt,Πt,Φtf t)[ϕ(·)], (1.3)
1
where St, Πt(x), Φt(x), t ∈ R, x ∈ Rd are smooth real functions which rapidly damp with all their
derivatives as x→∞, f t[φ(·)] is a t-dependent functional.
As λ→ 0, the substitution (1.3) satisfies eq.(1.2) in the leading order in λ if the following relations
are obeyed. First, for the ”action” St one finds,
dSt
dt
=
∫
dx[Πt(x)Φ˙t(x)− 1
2
(Πt(x))2 − 1
2
(∇Φt(x))2 − m
2
2
(Φt(x))2 − V (Φt(x))], (1.4)
Second, Πt, Φt obeys the classical Hamiltonian system
Φ˙t = Πt,−Π˙t = (−∆+m2)Φt + V ′(Φt), (1.5)
Finally, the functional f t satisfies the functional Schrodinger equation with the quadratic Hamiltonian
if˙ t[φ(·)] =
∫
dx
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ(x))2 + m
2
2
φ2(x) +
1
2
V ′′(Φt(x))φ2(x)
]
f t[φ(·)]. (1.6)
There are more complicated semiclassical states that also approximately satisfy the functional
Schrodinger equation (1.2). These ansatzes correspond to the Maslov theory of Lagrangian manifolds
with complex germs [34, 35, 36]. They are discussed in section 5.
However, the QFT divergences lead to the following difficulties.
It is not evident how one should specify the class of possible functionals f and introduce the inner
product on such a space via functional integral. This class was constructed in [33]. In particular, it was
found when the Gaussian functional
f [φ(·)] = const exp( i
2
∫
dxdyφ(x)φ(y)R(x,y)) (1.7)
belongs to this class. The condition on the quadratic form R which was obtained in [33] depends on Φ,
Π and differs from the analogous condition in the free theory. This is in agreement with the statement of
[37, 38] that nonequivalent representations of the canonical commutation relations at different moments
of time should be considered if QFT in the strong external field is investigated in the leading order
in λ. However, this does not lead to non-unitarity of the exact theory: the simple example has been
presented in [32].
Another problem is to formulate the semiclassical theory in terms of the axiomatic field theory.
Section 2 deals with formulation of axioms of relativistic invariance and field for the semiclassical
theory. Section 3 is devoted to construction of Poincare transformations. In section 4 the notion of
semiclassical field is investigated. More complicated semiclassical states are constructed in section 5.
Section 6 contains concluding remarks.
2 Axioms of semiclassical field theory
In the Wightman axiomatic approach the main object of QFT is a notion of a state space [18, 19, 20].
Formula (1.3) shows us that in the semiclassical field theory a state at fixed moment of time should
be viewed as a set (S,Π(·),Φ(·), f [φ(·)]) of a real number S, real functions Π(x), Φ(x), x ∈ Rd and a
functional f [φ(·)] from some class. This class depends on Π and Φ. Superposition of semiclassical states
(S1,Π1,Φ1, f1) and (S2,Π2,Φ2, f2) is of the semiclassical type (1.3) if and only if S1 = S2, Φ1 = Φ2,
Π1 = Π2.
Thus, one introduces [39, 40] the structure of a vector bundle (called as a ”semiclassical bundle”
in [40]) on the set of semiclassical states of the type (1.3). The base of the bundle being a space of
sets (S,Π,Φ) (”extended phase space” [39]) will be denoted as X . The fibers are classes of functionals
which depend on Φ and Π. Making use of the result concerning the class of functionals [33], one makes
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the bundle trivial as follows. Consider the Φ, Π- dependent mapping V which defines a correspondence
between functionals f and elements of the Fock space F :
V : Ψ 7→ f, Ψ ∈ F , f = f [φ(·)].
as follows. Let R˜(x,y) be an Φ, Π - dependent symmetric function such that its imaginary part is a
kernel of a positively definite operator and the condition of ref. [33] (see eq.(3.73) of subsection 3.6) is
satisfied. . By Rˆ we denote the operator with kernel R˜, while Γˆ has a kernel i−1(R˜−R˜∗). The vacuum
vector of the Fock space corresponds to the Gaussian functional (1.7). The operator V is uniquely
defined from the relations
V −1φ(x)V = i(Γˆ−1/2(A+ − A−))(x),
V −1 1
i
δ
δφ(x)
V = i(RˆΓˆ−1/2A+ − Rˆ∗Γˆ−1/2A−)(x). (2.1)
Here A±(x) are creation and annihilation operators in the Fock space.
Definition 2.1. A semiclassical state is a point on the trivial bundle X × F → X .
An important postulate of QFT is Poincare invariance. This means that a representation of the
Poincare group in the state space should be specified. For each Poincare transformation of the form
x′µ = Λµνx
ν + aµ, µ, ν = 0, d (2.2)
which is denoted as (a,Λ), the unitary operator Ua,Λ should be specified. The group property
U(a1,Λ1)U(a2,Λ2) = U(a1,Λ1)(a2,Λ2)
with
(a1,Λ1)(a2,Λ2) = (a1 + Λ1a2,Λ1Λ2).
should be satisfied.
Formulate an analog of the Poincare invariance axiom for the semiclassical theory. Suppose that the
Poincare transformation Ua,Λ takes any semiclassical state (X, f) to a semiclassical state (X˜, f˜) in the
leading order in λ1/2. Denote X˜ = ua,ΛX , f˜ = U(ua,ΛX ← X)f .
Axiom 1 (Poincare invariance)
() the mappings ua,Λ : X → X are specified, the group properties for them ua1,Λ1ua2,Λ2 = u(a1,Λ1)(a2,Λ2)
are satisfied;
() for all X ∈ X the unitary operators Ua,Λ(ua,ΛX ← X) : F → F , obeying the group property
Ua1,Λ1(u(a1,Λ1)(a2,Λ2)X ← u(a2,Λ2)X)Ua2,Λ2(u(a2,Λ2)X ← X) =
U(a1,Λ1)(a2,Λ2)(u(a1,Λ1)(a2,Λ2)X ← X)
are specified.
An important feature of QFT is the notion of a field: it is assumed that an operator distribution
ϕˆ(x, t) is specified. Investigate it in the semiclassical theory. Applying the operator ϕ(x) to the
semiclassical state (1.3), we obtain an analogous state:
e
i
λ
Ste
i
λ
∫
dxΠt(x)[ϕ(x)
√
λ−Φt(x)]f˜ t(ϕ(·)− Φ
t(·)√
λ
),
where
f˜ t[φ(·)] = (λ−1/2Φt(x) + φ(x))f t[φ(·)]
As λ→ 0, one has
ϕˆ(x, t) = λ−1/2Φt(x) + φˆ(x, t : X),
where φˆ(x, t : X) is a Π,Φ-dependent operator in F , Φt(x) ≡ Φ(x : X) is a solution to the Cauchy
problem for eq.(1.5). The field axiom can be reformulated as follows.
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Axiom 2. For each X ∈ X the operator distribution φ(x, t;X) : F → F is specified.
An important feature of the relativistic quantum field theory is the property of Poincare invariance
of fields. The operator distribution ϕˆ(x, t) should obey the following property
Ua,Λϕˆ(x) = ϕˆ(Λx+ a)Ua,Λ.
Apply this identity to a semiclassical state (X, f). In leading orders in λ1/2, one obtains:
λ−1/2Φ(x : X)(ua,ΛX,Ua,Λ(ua,ΛX ← X)f) + (ua,ΛX,Ua,Λ(ua,ΛX ← X)φˆ(x : X)f) =
λ−1/2Φ(Λx+ a : ua,ΛX)(ua,ΛX,Ua,Λ(ua,ΛX ← X)f)
+(ua,ΛX, φˆ(Λx+ a : ua,ΛX)Ua,Λ(ua,ΛX ← X)f).
Therefore, we formulate the following axiom.
Axiom 3. (Poincare invariance of fields). The following properties are satisfied:
Φ(x : X) = Φ(Λx+ a : ua,ΛX); (2.3)
φˆ(Λx+ a : ua,ΛX)Ua,Λ(ua,ΛX ← X) = Ua,Λ(ua,ΛX ← X)φˆ(x : X). (2.4)
3 Construction of the Poincare transformations
This section is devoted to the problem of relativistic invariance of the semiclassical field theory. The
axiom 1 will be checked. The mappings ua,Λ and unitary operators Ua,Λ are to be specified, the group
property is to be justified.
3.1 Heuristic definition
Consider some special cases of Poincare transformations (a,Λ). The transformation (a, 1) is called
translation. If a0 = 0, this is a spatial translation, while the a = 0-case corresponds to the time
translation or evolution. The transformation (0,Λ) ≡ Λ is called as a Lorentz transformation. If
Λ = Λτ ,
Λτ =

 cosh τ − sinh τ− sinh τ cosh τ 0
0 1

 (3.1)
the Lorentz transformation is called as x1-boost. If
Λ =
(
1 0
0 L
)
the Lorentz transformation is called as a spatial rotation. Let Ln be such a spatial rotation that
Lnn = e1, (3.2)
where e1 is a spatial vector of the form (1, 0, 0, ...). The transformation
Λφn = L
−1
n ΛφLn (3.3)
will be called as n-boost. It does not depend on choice of Ln. Namely, let L
(1)
n and L
(2)
n be spatial ro-
tations obeying eq.(3.2). Then L(1)n (L
(2)
n )
−1e1 = e1. Therefore, the transformations Λφ and L(1)n (L
(2)
n )
−1
commute. Thus, (L(1)n )
−1ΛφL(1)n = (L
(2)
n )
−1ΛφL(2)n .
4
Lemma 3.1. [20] Let (a,Λ) be a Poincare transformation. It is uniquely presented as
(a,Λ) = (a, 1)Λ~φL,
where Λ~φ is a boost, L is a spatial rotation.
Proof. It follows from (2.2) that (a,Λ) = (a, 1)Λ. Let us show that Λ = Λ~φL and this decomposition
is unique. Consider the transformation x′ = Λx:
x
′0 = ax0 + βix
i,
x
′i = γix0 + Λikx
k.
Let L(1) be such a rotation that L(1)~γ = ||~γ||e1. Consider the transformation y′i = (L(1))ijx′j , y′0 = x′0.
One has
y
′0 = ax0 + βix
i;
y
′1 = ||~γ||x0 + A1kxk;
y
′β = Aβρx
ρ.
where β, ρ = 2, d, i, k = 1, d. Since a2 − ||~γ||2 = 1, set a = coshφ, ||~γ|| = sinhφ. Denote z′ = Λ−1φ y′.
One has
z
′0 = x0 + β˜ix
i,
z
′i = Bijx
j .
Therefore, β˜i = 0. This is a rotation L
(2) then. Thus, Λ = (L(1))−1ΛφL(1)(L(1))−1L(2) = ΛφnL with
n = ~γ/||~γ||. This decomposition is unique. Lemma 3.1 is proved.
To construct mappings ua,Λ and operators Ua,Λ, one may consider first the partial cases (time
evolution, spatial translations, x1 or n-boost, spatial rotations) and then use the group property.
First of all, let us consider the representation of the Poincare group U˜a,Λ in the functional Schrodinger
representation. Formally, they are related with Ua,Λ by the relation
U˜a,Λ(ua,ΛX ← X) = Vua,ΛXUa,Λ(ua,ΛX ← X)V −1X . (3.4)
To construct operators U˜a,Λ and mappings ua,Λ, let us use formal expressions for the Poincare transfor-
mations in the ”exact” field theory. Namely, the (formally) unitary operator Ua,Λ corresponding to the
Poincare transformation
(a,Λ) = (a0, 0)(a, 0) exp(αkl0k) exp(
1
2
θsml
sm)
where θsm = −thetams,
(lλµ)αβ = −gλαδµβ + gµαδλβ ,
has the form
Ua,Λ = exp[iP0a0] exp[−iPjaj ] exp[iαkM0k] exp[ i
2
Mlmθlm]. (3.5)
The momentum and angular momentum operators entering to formula (3.5) have the well-known form
(see, for example, [25])
Pµ =
∫
dxT µ0(x), Mµλ =
∫
dx[xµT λ0(x)− xλT µ0(x)], (3.6)
where formally
T 00 =
1
2
πˆ2 +
1
2
∂iϕˆ∂iϕˆ+
m2
2
ϕˆ2 +
1
λ
V (
√
λϕˆ), T k0 = −∂kϕˆπˆ.
We are going to apply the operator (3.5) to the semiclassical state (1.3). Note that the operators Pµ
and Mµν (3.6) depend on field ϕˆ and momentum πˆ semiclassically,
Pµ = 1
λ
P µ(
√
λπˆ(·),
√
λϕˆ(·)), Mµν = 1
λ
Mµν(
√
λπˆ(·),
√
λϕˆ(·)),
5
It is convenient to consider the more general problem (cf.[35]).Let us find as λ→ 0 the state
exp(−iA)KS0,Π0,Φ0f 0, (3.7)
where KS,Π,Φ has the form (1.3),
A = 1
λ
A(
√
λπˆ(·),
√
λϕˆ(·)).
Note that the state functional (3.7) may be viewed as a solution to the Cauchy problem of the form
i∂Ψ
τ
∂τ
= 1
λ
A(
√
λ
i
δ
δϕ(·) ,
√
λϕ(·))Ψτ ,
Ψ0[ϕ(·)] = (KS0,Π0,Φ0f 0)[ϕ(·)]
(3.8)
at τ = 1. Let us look for the asymptotic solution to eq.(3.8) in the following form:
Ψτ [ϕ(·)] = (KSτ ,Πτ ,Φτf τ )[ϕ(·)]. (3.9)
Substitution of functional (3.9) to eq.(3.8) gives us the following relation:
[− 1
λ
(S˙τ − ∫ dxΠτ (x)Φ˙τ (x))− 1√
λ
∫
dx(Π˙τ (x)φ(x) + Φ˙τ (x)i δ
δφ(x)
) + i ∂
∂τ
]f τ [φ(·)] =
1
λ
A(Πτ (·)− i√λ δ
δφ(·) ,Φ
τ (·) +√λφ(·))f τ [φ(·)]. (3.10)
Considering the terms of the orders O(λ−1), O(λ−1/2) and O(1) in eq.(3.10), we obtain
S˙τ =
∫
dxΠτ (x)Φ˙τ (x)− A(Πτ (·),Φτ (·)), (3.11)
Φ˙τ (x) =
δA(Πτ (·),Φτ (·))
δΠ(x)
, Π˙τ (x) = −δA(Π
τ (·),Φτ (·))
δΦ(x)
, (3.12)
i∂f
τ [φ(·)]
∂τ
=
(∫
dxdy
[
1
2
1
i
δ
δφ(x)
δ2A
δΠ(x)δΠ(y)
1
i
δ
δφ(y)
+
φ(x) δ
2A
δΦ(x)δΠ(y)
1
i
δ
δφ(y)
+ 1
2
φ(x) δ
2A
δΦ(x)δΦ(y)
φ(y)
]
+ A1
)
f τ [φ(·)]. (3.13)
Here A1 is a c-number quantity which depends on the ordering of the operators ϕˆ and πˆ and is relevant
to the renormalization problem.
We see that for the cases A = −P0a0, A = Pjaj, A = −αkM0k, A = 1
2
θsmMsm the mapping ua,Λ
takes the initial condition for the system (3.11), (3.12) to the solution of the Cauchy problem for this
system at τ = 1. The operators U˜a,Λ transforms the initial condition for eq.(3.13) to the solution at
τ = 1.
3.2 Poincare invariance of the classical theory
The purpose of this subsection is to find explicit forms of mappings ua,Λ. Consider some special cases.
3.2.1 Spatial rotations
For this case, a = 0, Λ = L = exp(1
2
lsmθsm), so that L
k
l = (exp θ)
k
l , where θ is an antisymmetric matrix
with elements θkl. One has A = −12θsmMsm, so that
A[Π,Φ] =
1
2
∫
dxΠ(x)θsm(x
s∂m − xm∂s)Φ(x) (3.14)
with ∂m ≡ ∂∂xm . System (3.11), (3.12) takes the form
Φ˙τ (x) = 1
2
θsm(x
s∂m − xm∂s)Φτ (x),
Π˙τ (x) = 1
2
θsm(x
s∂m − xm∂s)Πτ (x),
S˙τ = 0.
(3.15)
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Eqs.(3.15) can be represented as
∂
∂τ
Φτ (exp(
τ
2
θsml
sm)x) = 0,
∂
∂τ
Πτ (exp(
τ
2
θsml
sm)x) = 0.
Therefore, Φ1(Lx) = Φ0(x), Π1(Lx) = Π0(x), so that
Φ1(x) = Φ0(L−1x), Π1(x) = Π0(L−1x), S1 = S0. (3.16)
3.2.2 Spatial translations
For this case, a0 = 0, Λ = 1, so that A = Pjaj and
A[Π,Φ] = −
∫
dxak∂kΦ(x)Π(x). (3.17)
System (3.11), (3.12) takes the form
Φ˙τ (x) = −ak∂kΦτ (x), Π˙τ (x) = −ak∂kΠτ (x), S˙τ = 0. (3.18)
Therefore,
Φτ (x) = Φ(x− aτ), Πτ (x) = Π(x− aτ), Sτ = S0. (3.19)
3.2.3 Evolution transformation
Let a0 = −t, a = 0, Λ = 1. Then A[Π,Φ] is a classical Hamiltonian, so that u−t,0,1 is a mapping taking
the initial condition for system (1.4), (1.5) to the solution of the corresponding Cauchy problem.
3.2.4 The n-boost
Let Λ = Λτn have the form (3.3), a = 0. Then A = nkMk0, so that
A[Π,Φ] =
∫
dxnkxk[
1
2
Π2(x) +
1
2
(∇Φ)2(x) + m
2
2
Φ2(x) + Vi(Φ(x))] (3.20)
System (3.11), (3.12) takes the form:
Φ˙τ (x) = nkxkΠτ (x),
−Π˙τ (x) = −∇xknk∇Φτ (x) + xknk(m2Φτ (x) + Vi′(Φτ (x))),
S˙τ =
∫
dx[Πτ (x)Φ˙τ (x)− xknk[1
2
(Πτ (x))2 + 1
2
(∇Φτ (x))2 + m2
2
(Φτ (x))2 + V (Φτ (x))].
(3.21)
3.2.5 General formulas
Let (a,Λ)be an arbitrary Poincare transformation. It happens that the mapping ua,Λ : (S,Π,Φ) 7→
(S˜, Π˜, Φ˜) has the following form. Let Φ(x, t) ≡ Φ(x) be a solution of the Cauchy problem
∂µ∂
µΦ(x) +m2Φ(x) + Vi
′(Φ(x)) = 0,
Φ(x, 0) = Φ(x), ∂
∂t
Φ(x, t)|t=0 = Π(x). (3.22)
Denote
Φ˘(x) = Φ(Λ−1(x− a)).
It appears that
Φ˜(x) = Φ˘(x, 0), Π˜(x) = ∂
∂t
Φ˘(x, t)|t=0,
S˜ = S +
∫
dx[θ(x0)θ(−(Λx+ a)0)− θ(−x0)θ((Λx+ a)0)]
×[1
2
∂µΦ(x)∂
µΦ(x)− m2
2
Φ2(x)− Vi(Φ(x)).
(3.23)
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First of all, show that eqs.(3.23) are correct for the partial cases mentioned above. For spatial trans-
lations and rotations formulas (3.23) give S˜ = S, Φ˜(x) = Φ(L−1(x − a)), Π˜(x) = Π(L−1(x − a)).
This coincides with eqs.(3.16), (3.19). For evolution transformation, eqs.(3.23) are in agreement with
eqs.(1.4), (1.5). Let us check formulas (3.23) for the x1-boost, Λ = Λτ . One has
Φ˜τ (x) = Φ(x
1 cosh τ + x0 sinh τ, x2, ..., xd, x0 cosh τ + x1 sinh τ)|x0=0,
Π˜τ (x) =
∂
∂x0
Φ(x1 cosh τ + x0 sinh τ, x2, ..., xd, x0 cosh τ + x1 sinh τ)|x0=0,
The functions Φτ , Πτ obey system (3.21). For the integral for S˜, consider the substitution x
0 = y1 sinh τ˜ ,
x1 = y1 cosh τ˜ , x2 = y2,..., xd = yd. One finds
S˜τ = S +
∫ τ
0
dτ˜y1dy[
1
2
(Π˜τ (y))
2 − 1
2
(∇Φ˜τ (y))2 − m
2
2
Φ˜2τ (y)− V (Φ˜τ (y))]
This agrees with (3.21).
Any Poincare transformation can be obtained as a composition of considered partial cases. To check
formulas (3.23) for the general case, it is sufficient to prove the following lemma.
Lemma 3.2. For transformation (3.23), the group property is satisfied.
Proof. Let ua1,Λ1, ua2,Λ2 be Poincare transformations. Show that u(a1,Λ1)(a2,Λ2) = ua1,Λ1ua2,Λ2. Let
u(a2,Λ2)(S,Π,Φ) = (S˜, Π˜, Φ˜), u(a1,Λ1)(S˜, Π˜, Φ˜) = (S,Π,Φ), u(a1,Λ1)(a2,Λ2)(S,Π,Φ) = (S,Π,Φ). One has
Φ˜(x) = Φ(Λ−12 (x − a2)) because of Poincare invariance of (3.22). Therefore, ˘˜Φ(x) = Φ(Λ−12 (Λ−11 (x −
a1)− a2)) = Φ((Λ1Λ2)−1(x− a1 − Λ1a2)). We see that Π(x) = Π(x), Φ(x) = Φ(x). Lemma is proved.
We obtain the following corollaries.
Corollary 1. For arbitrary Poincare transformation, ua,Λ(S,Π,Φ) = (S˜, Π˜, Φ˜), where (S˜, Π˜, Φ˜) has
the form (3.23).
Corollary 2. Property (2.3) is satisfied.
Let us make more precise the definition of the space X .
Definition 3.1. X is a space of sets (S,Π,Φ) of a number S and functions Π,Φ ∈ S(Rd) such that
there exists a unique solution of the Cauchy problem (3.22) such that the functions Φ(Λx+ a)|x0=0 and
∂µΦ(Λx+ a)|x0=0 are of the class S(Rd) for all a.Λ.
We see that the transformation ua,Λ : X → X is defined.
3.2.6 Infinitesimal properties
According to formula (A.2) of Appendix A, one can introduce the operators δ[A] on the space of
differentiable functionals F of S, Π, Φ for each element A of the Poincare algebra. This operator plays
an important role in analysis of algebraic properties of the representation Ua,Λ.
Elements of Lie algebra of the Poincare group can be identified with sets (bµ, θµν), θνµ = −θµν . The
curve on the Poincare group with the tangent vector (b, θ) can be chosen to be
(a(τ),Λ(τ)) = (τb, exp(τθ0kl0k) exp(
τ
2
θkmlkm)).
The operator δ[(b, θ)] is a linear combination of b, θ:
δ[(b, θ)] =
1
2
θlmδ
lm
M − bkδkP − θ0mδmB + b0δH .
Let us find the coefficients from eqs.(3.15), (3.19), (1.5), (3.21). Let F be a differentiable functional of
S, Π, Φ.
1. Let θ = 0, b0 = 0, b 6= 0. Then
−bkδkPF = −bk
∫
dx
(
δF
δΦ(x)
∂kΦ(x) +
δF
δΠ(x)
∂kΠ(x)
)
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2. For θ0k = 0, b = 0, one has
1
2
θlmδ
lm
M F =
1
2
θlm
∫
dx((xl∂m − xm∂l)Φ(x) δF
δΦ(x)
+ (xl∂m − xm∂l)Π(x) δF
δΠ(x)
).
3. For b0 6= 0, b = 0, θ = 0
b0δHF = −b0
∫
dx
[
Π(x) δF
δΦ(x)
− (−∆Φ(x) +m2Φ(x) + V ′(Φ(x))) δF
δΠ(x)
]
−
b0 ∂F
∂S
∫
dx[1
2
Π2(x)− 1
2
(∇Φ(x))2 − m2
2
Φ2(x)− V (Φ(x))].
4. For boost transformation θ0k 6= 0, θlm = 0, b = 0 and
−θ0mδmBF = θ0m
∫
dx[xmΠ(x) δF
δΦ(x)
− (−∂ixm∂iΦ(x) + xmm2Φ(x) + xmV ′(Φ(x))) δFδΠ(x) ]+
θ0m
∂F
∂S
∫
dxxm[1
2
Π2(x)− 1
2
(∇Φ(x))2 − m2
2
Φ2(x)− V (Φ(x))].
The introduced operators obey usual properties of the Poincare algebra (A.5):
[iδkP , iδH ] = 0; [iδ
lm
M , iδ
s
P ] = i(g
msiδlP − glsiδmP ); [iδkP , iδlP ] = 0.
[iδklM , iδH ] = 0; [iδ
k
B , iδ
s
P ] = −igksiδH ;
[iδlmM , iδ
rs
M ] = −i(glriδmsM − gmriδlsM + gmsiδlrM − glsiδmrM );
[iδlmM , iδ
k
B] = −i(glkiδmB − gmkiδlB);
[iδkB , iδH ] = −δkP , [iδkB , iδlB] = δklM .
3.3 Semiclassical Poincare transformations in the functional representa-
tion
We have formally found the operators U˜a,Λ. However, it is not easy to check the group property.
Therefore, construct the representation of the Poincare algebra according to Appendix A. Then we will
check the algebraic property. The group property will be a corollary of the results of Appendix A.
Let us construct the operators H˜((b, θ) : S,Π,Φ) (A.7) for elements of the Poincare algebra:
H˜((b, θ) : S,Π,Φ) = −1
2
θlmM˜
lm + bkP˜ k + θ0mB˜
m − b0H.
Consider some cases.
3.3.1 Spatial rotations
For this case, a = 0, Λ = L = exp( τ
2
θsml
sm), A = −1
2
θsmMsm, A has the form (3.14). Therefore,
eq.(3.13) takes the form
if˙ τ =
1
2
θsm
∫
dx(xs∂m − xm∂s)φ(x)1
i
δ
δφ(x)
f τ .
It follows from eq.(A.7) that
M˜sm = −
∫
dx[(xs∂m − xm∂s)φ(x)]1
i
δ
δφ(x)
. (3.24)
9
3.3.2 Spatial translations
Let a0 = 0, a = bτ , Λ = 1. Then A = Pkak, A has the form (3.17). Eq.(3.13) takes the form
if˙ τ = −bk
∫
dx∂kφ(x)
1
i
δ
δφ(x)
f τ .
Therefore,
P˜ k = −
∫
dx∂kφ(x)
1
i
δ
δφ(x)
. (3.25)
3.3.3 Evolution transformation
Let a0 = −τ , a = 0, Λ = 1. Then A is a classical Hamiltonian, eq.(3.13) takes the form (1.6). H˜ takes
the form
H˜ =
∫
dx
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ)2(x) + m
2
2
φ2(x) +
1
2
V ′′(Φ(x))φ2(x).
]
(3.26)
3.3.4 The n-boost
Let a = 0, Λ = Λτn have the form (3.3), so that θk0 = −nk = −θ0k. Then A = nkMk0, A has the form
(3.20), so that eq.(3.13) takes the form:
if˙ τ =
∫
dxnkxk
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ)2(x) + m
2
2
φ2(x) +
1
2
V ′′(Φ(x))φ2(x)
]
f τ .
Therefore,
B˜m =
∫
dxxm
[
−1
2
δ2
δφ(x)δφ(x)
+
1
2
(∇φ)2(x) + m
2
2
φ2(x) +
1
2
V ′′(Φ(x))φ2(x)
]
. (3.27)
Note that the divergences in these operators are to be eliminated by adding c-number quantities to
them.
3.3.5 Properties of infinitesimal transformations
For operators
˘˜M
ms
= M˜ms + iδmsM ,
˘˜P
m
= P˜m + iδmP ,
˘˜P
0
= H˜m + iδH ,
˘˜M
k0
= B˜k + iδkB
the commutation relations of the Poincare algebra
[ ˘˜P
λ
, ˘˜P
µ
] = 0; [ ˘˜M
λµ
, ˘˜P
σ
] = i(gµσ ˘˜P
λ
− gλσ ˘˜P
µ
)
[M˘λµ, M˘ρσ] = −i(gλρM˘µσ − gµρM˘λσ + gµσM˘λρ − gλσM˘µρ). (3.28)
should be satisfied (eq.(A.11)). The formal check of these relations is straightforward. However, the
functional representation is ill-defined, so that one should use the Fock representations and perform a
renormalization.
Find a relationship between operators H(A : X) and H˜(A : X) being generators of representation
Ua,Λ in Fock and Schrodinger pictures. Let g(τ) be a curve on the Poincare group with tangent vector
A. Eq.(3.4) implies
U˜g(τ)[X ] = Vug(τ)XUg(τ)[X ]V
−1
X .
Differentiating this relation by τ at τ = 0, we find
−iH˜(A : X) = δ[A]VXV −1X − iVXH(A : X)V −1X .
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Therefore,
H(A : X)− iδ[A] = V −1X (H˜(A : X)− iδ[A])VX .
We see that operators
H˘(A : X) ≡ H(A : X)− iδ[A] = −1
2
θlmM˘
lm + bkP˘ k + θ0mB˘
m − b0H˘
with
M˘ms = V −1X (M˜
ms + iδmsM )VX , P˘
m = V −1X (P˜
m + iδmP )VX ,
P˘ 0 = V −1X (H˜
m + iδH)VX , M˘
k0 = V −1X (B˜
k + iδkB)VX
formally obey commutation relations (3.28). However, the divergences and renormalization problem
should be taken into account.
3.4 Poincare transformations in the Fock representation
The purpose of this subsection is to construct Poincare transformations Ua,Λ(ua,ΛX ← X) in the Fock
space. First of all, we calculate the explicit form of generators. Then we will renormalize the obtained
expressions and check the conditions of Appendix A. Then we will construct operators Ua,Λ and check
the group property.
First of all, investigate some properties of the operator VX .
3.4.1 Some properties of the operator V
Remind that the operator V taking the Fock space vector Ψ ∈ F to the functional f [φ(·)] is defined
from the relation
V : |0 > 7→ c exp[ i
2
∫
dxdyR˜(x,y)φ(x)φ(y)] (3.29)
and from formulas (2.1) which can be rewritten as
V A+(x)V −1 = A+(x) ≡ (Γˆ−1/2Rˆ∗φ− Γˆ−1/2 1
i
δ
δφ
)(x),
V A−(x)V −1 = A−(x) ≡ (Γˆ−1/2Rˆφ− Γˆ−1/2 1
i
δ
δφ
)(x).
(3.30)
|c| can be formally found from the normalization condition
|c|2
∫
Dφ| exp[ i
2
∫
dxdyφ(x)R˜(x,y)φ(y)]|2 = 1 (3.31)
The argument can be chosen to be arbitrary, for example,
Argc = 0. (3.32)
Proposition 3.3. The operator V is defined form the relations (3.29) - (3.32) uniquely.
Namely, any element of the Fock space can be presented [41] via its components, vacuum state an
creation operators as
Ψ =
∞∑
n=0
1√
n!
∫
dx1...dxnΨn(x1, ...,xn)A
+(x1)...A
+(xn)|0 >
Specify 1
VΨ =
∞∑
n=0
1√
n!
∫
dx1...dxnΨn(x1, ...,xn)A+(x1)...A+(xn)V |0 > .
1The problem of divergence of the series is related with the problem of correctness of the functional Schrodinger
representation. It is not investigated here
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Since the operators A±(x) satisfy usual canonical commutation relations and A−(x)|0 >= 0, we
obtain V A±(x) = A±(x)V .
The operator V depend on R. It is useful to find an explicit form of the operator V −1δV .
Proposition 4.4. The following property is satisfied:
V −1δV = − i
2
A+Γˆ−1/2δRˆΓˆ−1/2A+ − i
2
A−Γˆ−1/2δRˆ∗Γˆ−1/2A−+
A+[Γˆ1/2δΓˆ−1/2 + iΓˆ−1/2δRˆ∗Γˆ−1/2]A− + i
4
Tr[δ(Rˆ+ Rˆ∗)Γˆ−1] (3.33)
The notations of the type A+BˆA− are used for the operators like ∫ dxdyA+(x)B˜(x,y)A−(y), where
B˜(x,y) is a kernel of the operator Bˆ.
To check formula (3.33), consider the variation of the formula (2.1) if R is varied:
[A±(x);V −1δV ] = (Γˆ1/2δΓˆ−1/2A±)(x)
−i(Γˆ−1/2δRˆΓˆ−1/2A+)(x) + i(Γˆ−1/2δRˆ∗Γˆ−1/2A−)(x).
Therefore, formula (3.33) is correct up to an additive constant. To find it, note that
δV |0 >= [ i
2
∫
dxdyφ(x)δR˜(x,y)φ(y) + δlnc]V |0 > .
This relation and formula (2.1) imply
< 0|V −1δV |0 >= i
2
Tr(δRˆΓˆ−1) + δlnc.
It follows from the normalization conditions (3.31) and (3.32) that c = (detΓˆ)1/4. Therefore, δlnc =
1
4
TrδΓˆΓˆ−1. Thus, < 0|V −1δV |0 >= i
4
Trδ(Rˆ+ Rˆ∗)Γ−1. Formula (3.33) is checked.
3.4.2 Explicit forms of Poincare generators
Proposition 3.4 allows us to find an explicit forms of Poincare generators. For the simplicity, we consider
the case when the quadratic form R is invariant under spatial translations and rotations:
R˜(x,y : u(a,L)X) = R˜(L−1(x− a), L−1(y− a) : X). (3.34)
This property implies that
[∂k; Rˆ] = δkP Rˆ; [∂k; Γˆ1/2] = δkP Γˆ1/2;
[(xk∂l − xl∂k); Rˆ] = δklMRˆ; [(xk∂l − xl∂k); Γˆ1/2] = δklM Γˆ1/2. (3.35)
1. Spatial translations and rotations.
Eqs.(3.35), proposition 3.4 and relation (2.1) imply that formally
P˘ k = −iA+∂kA− + iδkP ; M˘kl = −iA+(xk∂l − xl∂k)A− + iδklM . (3.36)
These operators do not contain any divergences.
2. Time evolution.
Proposition 3.4 and eqs.(2.1) imply that the operator H˘(X) is also quadratic with respect to creation
and annihilation operators,
H˘(X) = iδH +
1
2
A−H−−(X)A− + A+(ωˆ +H(X))A− + 1
2
A+H++(X)A+ +H.
Here H±±(X) and H(X) are the following operators:
H++(X) = Γˆ−1/2[δHRˆ − RˆRˆ − (−∆+m2 + V ′′(Φ(x))]Γˆ−1/2; H−−(X) = (H++)+;
H(X) = Γˆ−1/2(RˆRˆ∗ + (−∆+m2 + V ′′(Φ(x))− 1
2
δH(Rˆ+ Rˆ∗) + i2 [δHΓˆ1/2; Γˆ1/2])Γˆ−1/2 − ωˆ
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while
ωˆ =
√
−∆+m2
is a (Π,Φ)-independent self-adjoint operator.
The divergent number H is formally equal to
H =
1
2
Tr[Γˆ−1/2(RˆRˆ∗ + (−∆+m2 + V ′′(Φ(x))− 1
2
δH(Rˆ+ Rˆ∗))Γˆ−1/2]. (3.37)
3. The n-boost
For boost transformation, we obtain that
B˘k(X) = iδkB +
1
2
A−Bk−−(X)A− + A+(Lk + Bk(X))A− + 1
2
A+Bk++(X)A+ +Bk.
Here
Bk++(X) = Γˆ−1/2[δBk Rˆ − RˆxkRˆ − (−∂ixk∂i + xkm2 + xkV ′′(Φ(x)))]Γˆ−1/2;
Bk−− = (Bk++)+;
Bk = Γˆ−1/2[RˆxkRˆ∗ + (−∂ixk∂i + xkm2 + xkV ′′(Φ(x)))− 12δkB(Rˆ+ Rˆ∗)+
i
2
[δBk Γˆ
1/2, Γˆ1/2]]Γˆ−1/2 − Lk,
(3.38)
while
Lk =
1
2
ωˆ−1/2[ωˆxkωˆ + (−∂ixk∂i + xkm2)]ωˆ−1/2
is a boost generator in the free theory which is a self-adjoint operator.
The divergent term is
Bk =
1
2
TrΓˆ−1[RˆxkRˆ∗ + (−∂ixk∂i + xkm2 + xkV ′′(Φ(x)))− 1
2
δkB(Rˆ+ Rˆ∗)] (3.39)
3.4.3 Check of algebraic conditions and renormalization
Let us write down the requirements which are sufficient for satisfying the properties H1-H6 of the
Appendix A. Since the Poincare generators are quadratic with respect to creation and annihilation
operators, we will use the results of Appendix B.
1. Let
Kˆ = ωˆ−1/4(x2 + 1)−1ωˆ−1/4.
This is a bounded self-adjoint operator without zero eigenvalues. Therefore, Kˆ−1 ≡ T 1/2 is a (non-
bounded) self-adjoint operator and
T = ωˆ1/4(x2 + 1)ωˆ1/2(x2 + 1)ωˆ1/4.
By D ⊂ F we denote the domain {ψ ∈ F|||ψ||T1 <∞}.
Lemma 3.5. For self-adjoint operators
Ak = Lk, Ad+k = −i∂k, A2d+kd+l = −i(xk∂l − xl∂k), A2d+d2+1 = ωˆ
the following properties are satisfied: 1. ||T−1/2AjT−1/2|| <∞, ||AjT−1|| <∞.
2. ||T 1/2eiAjtT−1/2|| ≤ C, ||Te−iAjtT−1|| ≤ C, t ∈ [0, t1].
Proof. The first part of lemma is justified as follows. One should check that the following norms
are finite:
||ωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||ωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆxsωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||ωˆ−1/4(x2 + 1)−1ωˆ−1/4(kˆjxs − kˆsxj)ωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||ωˆ−1/4(x2 + 1)−1ωˆ−1/4kˆjωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||ωˆωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||ωˆxsωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||(kˆjxs − kˆsxj)ωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆ−1/4(x2 + 1)−1ωˆ−1/4||;
||kˆjωˆ−1/4(x2 + 1)−1ωˆ−1/4ωˆ−1/4(x2 + 1)−1ωˆ−1/4||,
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where kˆj = −i∂/∂xj . This statement is a corollary of the following lemma.
Lemma 3.6. The operators
[ωˆα; (x2 + 1)−1]; [ωˆα; xs(x2 + 1)−1]; [ωˆα; xlxs(x2 + 1)−1]
are bounded if α ≤ 1.
This lemma is a corollary of Lemma C.29 of Appendix C.
To prove the second statement of lemma 3.5, represent it in the following form:
||eiAjtT 1/2e−iAjtT−1/2|| ≡ ||T 1/2j (t)T−1/2|| ≤ C; ||Tj(t)T−1|| ≤ C. (3.40)
It is necessary to investigate the Poincare transformation properties of the operators xˆj and kˆj .
Lemma 3.7. The following relations are satisfied:
eiωˆtxˆle−iωˆt = xˆl + kˆlωˆ−1t, eiωˆtkˆle−iωˆt = kˆl;
eikˆ
sasxˆle−ikˆ
sas = xˆl + al; eikˆ
sas kˆle−ikˆ
sas = kˆl;
e
iτ
2
θms(xˆmkˆs−xˆskˆm)xˆle−
iτ
2
θms(xˆmkˆs−xˆskˆm) = (e−τθxˆ)l;
e
iτ
2
θms(xˆmkˆs−xˆskˆm)kˆle−
iτ
2
θms(xˆmkˆs−xˆskˆm) = (e−τθkˆ)l;
eiL
1τ kˆle−iL
1τ = kˆl, l ≥ 2; eiL1τ kˆ1e−iL1τ = kˆ1 cosh τ − ωˆ sinh τ.
The operators Xˆ l(τ) = eiL
1τ xˆle−iL
1τ have the following Weyl symbols:
X1 =
ωk
ωk cosh τ − k1 sinh τ x
1; Xα = xα +
kα sinh τx1
ωk cosh τ − k1 sinh τ
To check the properties, it is sufficient to show that they are satisfied at τ = 0 and show that the
derivatives of left-hand and right-hand sides of these relations coincide.
Making use of commutation relations [xs, f(kˆ)] = i ∂f
∂ks
(kˆ) and result of lemma 3.6, we find that
operators (3.40) are bounded uniformly with respect to t ∈ [0, t1]. Lemma 3.5 is proved.
Let the following conditions on R be imposed.
Let h(α) be an arbitrary smooth curve on the Poincare group.
P1, The property (3.34) is satisfied.
P2. The α-dependent operator functions TBk++(uh(α)X) and TH++(uh(α)X) are continuous in the
Hilbert-Schmidt topology || · ||2.
P3. The α-dependent operator functions Bk++(uh(α)X) and H++(uh(α)X) are continuously differen-
tiable with respect to α in the Hilbert-Schmidt topology.
P4. The α-dependent
operator functions Bk(uh(α)X), H(uh(α)X), TBk(uh(α)X)T−1, T 1/2Bk(uh(α)X)T−1/2, TH(uh(α)X)T−1,
T 1/2H(uh(α)X)T−1/2 are strongly continuous.
P5. The α-dependent operator functions T−1/2H(uh(α)X)T−1/2, T−1/2Bk(uh(α)X)T−1/2,
H(uh(α)X)T−1, Bk(uh(α)X)T−1 are continuously differentiable with respect to α in the operator norm
|| · || topology.
P6. The functions H(uh(α)X) and Bk(uh(α)X) are continuous.
Lemma 3.6. Let the properties P1-P6 be satisfied. Then properties H1, H2, H4-H6 are also satisfied.
Proof. Property H1 is a corollary of estimations performed in lemmas B.1, B.2, B.3 of Appendix
B. Property H4 is a corollary of theorem B.15. Properties H2 and H5 are obtained from lemma B.4.
Making use of the results of lemmas B.1, B.2, B.3 and property ||U τBΨ − Ψ||T1 →τ→0 0 obtained in
theorem B.15, we find that property H6 is satisfied. Lemma is proved.
2. Let us check the commutation relations (A.9), i.e. property H3. Note that the divergences arise
in terms Bk and H only, so that we suppose them to be arbitrary and then find the conditions that
provide Poincare invariance.
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Let
H˘k =
1
2
A+H++k A+ + A+H+−A− +
1
2
A−H−−A− +Hk + iδk
be arbitrary quadratic Hamiltonians. Then the property [H˘1, H˘2] = H˘3 under condition [iδ1, iδ2] = iδ3
means that
H++3 = −i[H+−1 H++2 +H++2 (H+−1 )∗ −H++1 (H+−2 )∗ −H+−2 H++1 ] + δ1H++2 − δ2H++1 . (3.41)
H+−3 = −i{H++2 (H++1 )∗ −H++1 (H++2 )∗ + [H+−1 ; (H+−2 )∗]}+ δ1H+−2 − δ2H+−1 , (3.42)
H3 = − i
2
Tr[H++2 (H++1 )∗ −H++1 (H++2 )∗] + δ1H2 − δ2H1. (3.43)
Relations (3.41), (3.42), (3.43) are treated in sense of bilinear forms on D(T ).
Consider now the commutation relations.
1. The relations
[P˘ k, P˘ l] = 0, [M˘ lm, P˘ s] = i(gmsP˘ l − glsP˘m]
are satisfied automatically since
[∂k, ∂l] = 0, −[xl∂m − xm∂l, ∂s] = gms∂l − gls∂m.
2. The relation
[M˘ lm, M˘ rs] = −i(glrM˘ms − gmrM˘ ls + gmsM˘ lr − glsM˘mr)
is also satisfied.
3. For the relation
[P˘ k, P˘ 0] = 0
eqs (3.41)- (3.43) takes the form
δkPH++ − [∂k;H++] = 0, δkPH+− − [∂k;H+−] = 0, (3.44)
δkPH = 0. (3.45)
4. For the relation
[M˘kl, P˘ 0] = 0,
eqs.(3.41) - (3.43) are written as
δklMH++ − [xk∂l − xl∂k;H++] = 0; δklMH+− − [xk∂l − xl∂k;H+−] = 0; (3.46)
δklMH = 0. (3.47)
5. Consider the relation
[M˘k0, P˘ s] = −igksP˘ 0.
We write eqs.(3.41) - (3.43) as follows:
[∂s,Bk++]− δsPBk++ = −gksH++, [∂s,Bk+−]− δsPBk+− = −gksH+−, (3.48)
δsPB
k = gksH. (3.49)
6. The commutation relation
[M˘ lm, M˘k0] = −i(glkM˘m0 − gmkM˘ l0)
is equivalent to
[xl∂m − xm∂l;Bk++]− δlmM Bk++ = glkBm++ − gmkBl++,
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[xl∂m − xm∂l;Bk+−]− δlmM Bk+− = glkBm+− − gmkBl+−, (3.50)
−δklMBk = glkBm − gmkBl. (3.51)
7. The most nontrivial commutation relations are
[M˘k0; P˘ 0] = iP˘ k, [M˘k0; M˘ l0] = −iM˘kl
They can be rewritten as follows:
0 = −i{Bk+−H++ +H++(Bk+−)∗ − Bk++(H+−)∗ −H+−(Bk++)}+ δkBH++ − δHBk++;
−i∂k = −i{H++Bk++ − Bk++(H++)∗ + [Bk+−;H+−]}+ δkBH+− − δHBk+−; (3.52)
0 = − i
2
Tr[H++(Bk++)∗ − Bk++(H++)∗] + δkBH − δHBk (3.53)
and
0 = −i{Bk+−Bl++ + Bl++(Bk+−)∗ − Bk++(Bl+−)∗ − Bl+−(Bk++)}+ δkBBl++ − δlBBk++;
i(xk∂l − xl∂k) = −i{Bl++Bk++ − Bk++(Bl++)∗ + [Bk+−;Bl+−]}+ δkBBl+− − δlBBk+−; (3.54)
0 = − i
2
Tr[Bl++(Bk++)∗ − Bk++(Bl++)∗] + δkBBl − δlBBk. (3.55)
3. Properties (3.44), (3.46), (3.48), (3.50) are obvious corollaries of relations (3.35). Properties
(3.52) and (3.54) are checked by nontrivial but also direct computations.
To justify the properties (3.45), (3.47), (3.49), (3.51), (3.53), (3.55), let us extract divergences from
H and Bk. Notice that formally
H = Hreg +
1
4
TrΓˆ, Bk = Bkreg +
1
4
TrxkΓˆ
with
Hreg = −1
4
Tr[H++ +H−−], Bkreg = −1
4
Tr[Bk++ + Bk−−]. (3.56)
Expressions (3.56) are well-defined if we impose the following additional condition.
P7. The operators Bk++ and H++ are of the trace class and TrBk++(uh(α)X) and TrH++(uh(α)X)
are continuous functions of α.
To perform a renormalization of the semiclassical theory, one should substitute the divergent terms
TrΓˆ and TrxkΓˆ by finite terms which will be denoted as TrRΓˆ and TrRx
kΓˆ,
H = Hreg +
1
4
TrRΓˆ, Bk = Bkreg +
1
4
TrRx
kΓˆ.
Relations (3.45), (3.47), (3.49), (3.51), (3.53), (3.55) are straightforwardly checked under the following
condition.
P8. The quantities TrRΓˆ and TrRx
kΓˆ obey the following properties:
δPk TrRΓˆ = 0; δ
M
kl TrRΓˆ = 0;
δPl TrRx
kΓˆ = −δklTrRΓˆ; δMkl TrRxkΓˆ = δklTrRxmΓˆ− δmkTrRxlΓˆ;
Tr[xl(δBk Γˆ− AˆxkΓˆ− ΓˆxkAˆ)− xk(δBl Γˆ− AˆxlΓˆ− ΓˆxlAˆ)] + δBl TrRxkΓˆ− δBk TrRxlΓˆ = 0;
Tr[xl(δHΓˆ− AˆΓˆ− ΓˆAˆ)− (δBl Γˆ− AˆxlΓˆ− ΓˆxlAˆ)] + δBl TrRΓˆ− δHTrRxlΓˆ = 0,
where Aˆ = 1
2
(Rˆ+ Rˆ∗).
Note also that property P6 can be substituted by the following property.
P9. The functions TrRΓ(uh(α)X) and TrRx
kΓ(uh(α)X) are continuous.
Thus, we have formulated the conditions of invariance of the semiclassical field theory under Poincare
algebra.
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3.5 Construction of Poincare transformations
Let us construct now the operators Ua,Λ.
1. First of all, consider the case of spatial rotations, a = 0, Λ = L. Denote U0,L ≡ VL for this case.
Let L(τ) = exp( τ
2
θsml
sm). Then the operator VL(τ) transforms the initial condition for the equation
iΨ˙τ =
i
2
θsmA
+(xs∂m − xm∂s)A−Ψτ , Ψτ ∈ D (3.57)
to the solution. The operator VL(τ) is uniquely defined from the relations
VL|0 >= |0 >, VLA±(x)V−1L = A±(Lx). (3.58)
The group property for operators VL is obviously satisfied.
2. Let (a,Λ) is an x1-boost: a = 0, Λ = Λτ has the form (3.1). Then the operator U0,Λτ ≡ Wτ takes
the initial condition for the Cauchy problem for the equation
iΨ˙τ = B1(Sτ ,Φτ ,Πτ )Ψτ (3.59)
to the solution of this Cauchy problem. Here Sτ ,Φτ ,Πτ are obtained from system (3.21).
3. Let L be such a rotation that Le1 = e1. Then there exists a matrix smooth function L(t) such
that L(0) = 1, L(1) = L, L(t)e1 = e1. One has L(t)ΛtτL(τ)
−1Λ−1tτ = 1 for all τ ∈ R, so that condition
(A.17) of lemma A.8 is satisfied. Therefore,
WτVL = VLWτ , (3.60)
provided that Le1 = e1.
4. Let |n| = 1, Ln be such a spatial rotation that Lnn = e1. Introduce the operator Wφn as follows,
Wφn = V−1L WφVL. (3.61)
It corresponds to the Lorentz transformation
Λφn = L
−1
n ΛφLn.
Show that definition (3.61) is correct. Let L(1)n n = e1, L
(2)
n n = e1. One has L
(1)
n (L
(2)
n )
−1e1 = e1, so that
formula (3.60) implies that
(V(1)L )−1WφV(1)L = (V(2)L )−1WφV(2)L .
Note that the following property is satisfied.
Let L be a spatial rotation. Then
LΛ~φL
−1 = ΛL~φ, VLW~φV−1L =WL~φ, (3.62)
Namely, let Ln be such a rotation that Lnn = e1, where n = ~φ/||~φ||. Then
LΛ~φL
−1 = LL−1n ΛφLnL
−1 = ΛL~φ,
VLW~φV−1L = VLV−1LnW~φVLnV−1L =WL~φ.
5. Let Λ be an arbitrary Lorentz transformation. Lemma 3.1 implies that it can be uniquely
decomposed as follows, Λ = Λ~φL. Set
UΛ = W~φVL. (3.63)
Let us check the group property. Let
Λ1 = Λ~φ1L1, Λ2 = Λ~φ′2
L2
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be Lorentz transformations. Then
Λ1Λ2 = Λ~φ1ΛL1~φ′2
L1L2 = Λ~φ3(~φ1,L1~φ′2)
L(~φ1, L1~φ
′
2)L1L2,
where ~φ3 and L are defined from the construction of proof of lemma 3.1. One should check that
UΛ1UΛ2 = UΛ1Λ2,
i.e.
W~φ1W~φ2 = W~φ3(~φ1,~φ2)VL(~φ1,~φ2), (3.64)
where ~φ2 = L1~φ
′
2,
Λ~φ1Λ~φ2 = Λ~φ3(~φ1,~φ2)L(
~φ1, ~φ2) (3.65)
Consider the functions α~φ1 and α~φ2 instead of fixed vectors ~φ1 and ~φ2. Then
Λα~φ1Λα~φ2Λ
−1
~φ3(α~φ1,α~φ2)
L(α~φ1, α~φ2)
−1
= 1 (3.66)
so that we can apply the result of lemma A8:
Wα~φ1Wα~φ2W
−1
~φ3(α~φ1,α~φ2)
V−1
L(α~φ1,α~φ2)
= 1.
Thus, eq.(3.64) is satisfied. We have checked the group property for the Lorentz transformations.
6. Consider the spatial translations, a0 = 0, Λ = 1, a 6= 0. Then the operator U0,a,1 takes the initial
condition for the equation
iΨ˙τ = akA+(−i∂k)A−Ψτ , Ψτ ∈ D (3.67)
to the solution of this equation at τ = 1. Thus, the operator U0,a,1 is uniquely defined from the relations
U0,a,1|0 >= |0 >, U−10,a,1A±(x)U0,a,1 = A±(x + a). (3.68)
7. For the evolution transformation, a0 = −t, a = 0, Λ = 1, the operator U−t,0,1 takes the initial
condition for the equation
iΨ˙τ = H(St,Φt,Πt)Ψt, Ψt ∈ D (3.69)
to the solution of the Cauchy problem. Here St, Φt, Πt obey system (1.4), (1.5).
8. Consider an arbitrary space-time translation (a, 1). Set
U(a,1) ≡ Ua0,0,1U0,a,1. (3.70)
The group property is a corollary of the relation
U0,τa,1Uτa0,0,1 = Uτa0,0,1U0,τa,1
which is correct because of lemma A.8.
9. Consider an arbitrary Poincare transformation (a,Λ). Set
U(a,Λ) ≡ U(a,1)U(0,Λ). (3.71)
One should check the group property
U(a1+Λ1a2,Λ1Λ2) = U(a1,Λ1)U(a2,Λ2)
or
U(a1,1)U(Λ1a2,1)U(0,Λ1)U(0,Λ2) = U(a1,1)U(0,Λ1)U(a2,1)U(0,Λ2)
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since the group properties for translations and Lorentz transformations have been already checked. We
see that it is sufficient to justify the property
U(Λa,1) = U(0,Λ)U(a,1)U
−1
(0,Λ) (3.72)
Since the operator U(0,Λ) was defined as
U(0,Λ) = VL1WφVL2
if Λ = L1ΛφL2, where L1, L2 are rotations, while
U(a,1) = U(a0,0,1)U(0,a,1),
it is sufficient to check eq.(3.72) for the following cases:
1. a0 = 0, Λ = L;
2. a = 0, Λ = L,
3. a0 = 0, Λ = Λτ ;
4. a = 0, Λ = Λτ .
Lemma A.8 imply all these properties.
Therefore, we have proved the following statement.
Theorem 3.6. Let conditions H1-H5, H7-H9 be satisfied. Then the operators U(a,Λ)(ua,ΛX ←
X)defined by eqs. (3.71), (3.70), (3.63) are unitary and satisfy the group property.
3.6 Choice of the operator R
Let us choose operator R in order to satisfy properties P1-P5, P7. We will use the notions of Appendix
C (subsection C.5). First, we construct such an asymptotic expansion of a Weyl symbol RN that for
R = RN
deg[δlBR−R ∗ xl ∗ R− xl(ω2k + V ′′(Φ(x)))] > max{d/2, d− 1};
deg[δHR−R ∗R− (ω2k + V ′′(Φ(x)))] > max{d/2, d− 1}. (3.73)
Next, we will construct another asymptotic expansion of a Weyl symbol R which obeys the condition
ImR > 0 and approximately equals to RN at large |k|, so that eqs.(3.73) are satisfied.
This will imply that properties P1-P5, P7 are satisfied.
Let us define the expansions RN with the help of the following recursive relations. Set
R0 = iωk;
Sn = −δHRn +Rn ∗ Rn + ω2k + V ′′(Φ(x));
Rn+1 = Rn + i2ωkSn.
(3.74)
Lemma 3.9. The following relation is satisfied:
degSn = n.
Proof. For n = 0, S0 = V ′′(Φ(x)), so that statement of lemma is satisfied. Suppose that statement
of lemma is justified for n < N . Check it for n = N . One has
SN = SN−1 +RN ∗
(
i
2ωk
SN−1
)
+
(
i
2ωk
SN−1
)
∗ RN +
(
i
2ωk
SN−1
)
∗
(
i
2ωk
SN−1
)
− i
2ωk
δHSN−1.
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Since
deg
[(
i
2ωk
SN−1
)
∗
(
i
2ωk
SN−1
)
− i
2ωk
δHSN−1
]
≥ degSN−1 + 1 = N
and
SN = SN−1 +RN ∗
(
i
2ωk
SN−1
)
+
(
i
2ωk
SN−1
)
∗ RN ≃
SN−1 +RN
(
i
2ωk
SN−1
)
+
(
i
2ωk
SN−1
)
RN = 0
up to terms of the degree N , one finds
degSN = N.
Lemma 3.9 is proved.
Denote
X ln = −δlBRn +Rn ∗ xl ∗ Rn + xl(ω2k + V ′′(Φ(x))).
Lemma 3.10. The following property is obeyed:
δlBSn − δHX ln = −X ln ∗ Rn −Rn ∗X ln + Sn ∗ xl ∗ Rn +Rn ∗ xl ∗ Sn. (3.75)
Proof. Denote
F ln = δ
l
BSn − δHX ln +X ln ∗ Rn +Rn ∗X ln − Sn ∗ xl ∗ Rn −Rn ∗ xl ∗ Sn.
One has
F ln = (δ
l
B − xlδH)V ′′(Φ(x)) + [δH ; δlB]Rn − [xl(ω2k+
V ′′(Φ(x))− (ω2k + V ′′(Φ(x)) ∗ xl] ∗ Rn +Rn ∗ [xl(ω2k + V ′′(Φ(x))− xl ∗ (ω2k + V ′′(Φ(x))]
It follows from the definition of the Weyl symbol that
xl ∗ f(x, k) = (xl + i
2
∂
∂kl
)f(x, k)
One also has
(δlB − xlδH)V ′′(Φ(x)) = 0.
Thus,
F ln = [δH ; δ
l
B]Rn + ikl ∗ Rn −Rn ∗ ikl =
∂Rn
∂xl
− δlPRn.
However, the property
∂Rn
∂xl
= δlPRn
which means that eq.(3.34) is satisfied is checked by induction. Lemma 3.10 is proved.
Lemma 3.11. The following properties are satisfied:
1. degX ln = n.
2. deg(X ln − xlSn) ≥ n+ 1.
Proof. It follows from the results of Appendix C that X ln is an asymptotic expansion of a Weyl
symbol. Let degX ln = α.
Suppose that α < n. Then the left-hand side of eqs.(3.75) is of the degree α, the degree of the right-
hand side of eq.(3.75) is greater than or equal to α − 1. In the leading order in 1/|k| the right-hand
side has the form one has (−2iωkX ln) and its degree should be greater than or equal to α . Therefore,
degX ln ≥ α + 1. We obtain a contradiction.
Suppose α > n. Then the left-hand side of eq.(3.75) is of the degree n, the right-hand side in the
leading order in 1/|k| has the form 2iωkxlSn. so that degSn should obey the inequality degSn ≥ n+1.
We also obtain a contradiction.
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Thus, α = n. In the leading order in 1/|k| one has
0 ≃ −2iωk(X ln − xlSn)
up to terms of the degree n, so that deg(X ln − xlSn) ≥ n+ 1. Lemma 3.11 is proved.
We see that for N ≥ max{d/2, d− 1} the properties (3.73) are satisfied.
Lemma 3.12. Let R(1) and R(2) be asymptotic expansions of Weyl symbols, degR(1) = degR(2) =
−1 and deg(R(1) −R(2)) = N + 1. Then
deg(X(1)l −X(2)l) = N
and
deg(S(1) − S(2)) = N.
Proof. Denote R(1) −R(2) = D. Then
X(1)l −X(2)l = −δlBD +R(1) ∗ xl ∗D +D ∗ xl ∗ R(1) +D ∗D ∗ xl ∗D.
We see that deg(X(1)l − X(2)l) = N . The second statement is checked analogously. Lemma 3.12 is
proved.
Let us construct such an asymptotic expansion R that deg(R−RN) = N + 1 and ImR > 0. We
will look for R as follows (cf. [36]),
R = A+ iω1/4k ∗ expB ∗ ω1/4k ∗ expB ∗ ω1/4k ,
where A and B are real asymptotic expansions. Then
Γ1/2 = ω
1/4
k ∗ expB ∗ ω1/4k ;
Γ−1/2 = ω−1/4k ∗ exp(−B) ∗ ω−1/4k
are also asymptotic expansions of Weyl symbols. Choose A and B to be polynomials,
A =
S1∑
s=1
As(x,k/ωk)
ω2sk
, B =
S2∑
s=1
Bs(x,k/ωk)
ω2sk
,
where S1 = [N/2], S2 = [
N+1
2
].
Lemma 3.13. There exists unique functions A1, ..., AS1, B1, ..., BS2 such that deg(R − RN) =
N + 1.
Proof. It follows from recursive relations (3.74) that
ReRN =
∑∞
s=1
AN,s(x,k/ωk)
ω2s
k
,
ImRN = ωk +
∑∞
s=1
CN,s(x,k/ωk)
ω2s
k
.
Therefore, As = AN,s, so that A is uniquely defined. Denote
Bs = Bs(x,k/ωk)
ω2sk
.
Show that Bs is uniquely defined. In the leading order in 1/|k|, one has
ImR ≃ ωk + 2B1ωk,
so that B1 = CN,1/2. Suppose that one can choose B1, ..., Bs−1 in such a way that the degree of the
asymptotic expansion of a Weyl symbol
FN,s = ImRN − ω1/4k ∗ exp(B1 + ... + Bs−1) ∗ ω1/2k ∗ exp(B1 + ... + Bs−1) ∗ ω1/4k
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satisfies the inequality
degFN,s ≥ 2s− 1.
Choose Bs in such a way that degFN,s ≥ 2s− 1. One has
FN,s+1 = ImRN − ω1/4k ∗
∞∑
l1=0
(B1 + ...+ Bs−1 + Bs)l1
l1!
∗ ω1/2k ∗
∞∑
l2=0
(B1 + ... + Bs−1 + Bs)l2
l2!
∗ ω1/4k .
Up to terms of the degree 2s+ 1, one has
FN,s+1 ≃ ImRN − ω1/4k ∗ (
∑∞
l1=0
(B1+...+Bs−1)l1
l1!
+ Bs) ∗ ω1/2k ∗ (
∑∞
l2=0
(B1+...+Bs−1)l2
l2!
+ Bs) ∗ ω1/4k
≃ FN,s − 2Bsωk.
Since
FN,s =
1
ω2s−1k
∞∑
l=0
FN,s,l(x,k/ωk)
ωlk
,
one finds that
Bs = 1
2ω2sk
FN,s,0(x,k/ωk)
is uniquely defined. Lemma 3.13 is proved.
Thus, we have constructed the operator R such that properties (3.73) are satisfied. We obtain the
following theorem.
Theorem 3.14. Properties P1-P5, P7 are satisfied.
This theorem is a direct corollary of the results of Appendix C. Property P1 is satisfied because of
construction of the operator R. Properties P2-P5, P7 are corollaries of Theorems C.31, C.32, C.33,
properties (3.73) and lemmas C.8, C.9, C.19.
3.7 Regularization and renormalization of a trace
The purpose of this subsection is to specify functionals TrRΓ and TrRx
kΓ of arguments Φ, Π in order
to satisfy properties P8,P9. We want the renormalized trace to satisfy properties like these:
(i) TrRAˆ = TrAˆ if Aˆ is of the trace class;
(ii) TrR(Aˆ+ λBˆ) = TrRAˆ + λTrRBˆ;
(iii) TrR[Aˆ; Bˆ] = 0;
(iv) TrRAˆn → 0 if An → 0
for such class of operators that is as wide as possible. Under these conditions, properties P8 and P9
are satisfied. However, one cannot specify such a renormalized trace. Namely, one should have
TrR[xˆj ;W( kj
ωlk
f(x))] = 0, (3.76)
where f ∈ S(Rd). W(A) is a Weyl quantization of the function A (see appendix C). Property (3.76)
means that
TrRW(i ∂
∂ki
kj
ωlk
f(x)) = 0.
Therefore,
δijTrRW(f(x)
ωlk
)− lT rRW( kikj
ωl+2k
f(x)) = 0. (3.77)
Choose l = d. Consider i = j in eq.(3.77) and perform the summation over i. Making use of the relation
ω2k − kiki = m2, we find
TrRW(m2ω−d−2k f(x)) = 0.
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However, the operator with Weyl symbolm2f(x)ω−d−2k is of the trace class. Its trace is nonzero, provided
that
∫
dxf(x) 6= 0.
However, we can introduce a notion of a trace for asymptotic expansions of Weyl symbols. The trace
will be specified not only by operator but also by its asymptotic expansion which is not unique (see
remark after definition C.6).
Let A = (A, Aˇ) be asymptotic expansion of a Weyl symbol. Suppose that the coefficients Al of the
formal asymptotic expansion
Aˇ ≡
∞∑
l=0
ω−α−lk Al(x,k/ωk)
are polynomial in k/ωk. One formally has
TrRA =
l0∑
l=0
∫
dkdx
(2π)d
1
ωα+lk
Al(x,k/ωk) +
∫
dkdx
(2π)d
(A(x,k)−
l0∑
l=0
1
ωα+lk
Al(x,k/ωk)). (3.78)
For α+ l0 + 1 > d, the last integral in the right-hand side of eq.(3.78) converges. To specify trace, it is
sufficient then to specify values of integrals
Is,ni1...in =
∫ dk
ωsk
ki1
ωk
...
kin
ωk
(3.79)
for s ≤ d which are divergent. We will define the quantities (3.79), making use of the following
argumentation.
1. We are going to specify to specify trace in such a way that
TrR
∂
∂ki
A = 0. (3.80)
Let
A =
1
ωs−1k
kj1
ωk
...
kjn+1
ωk
property (3.80) implies the following recursive relations
n+1∑
s=1
δijsI
s,n
j1...js−1js+1...jn+1 = (s+ n)I
s,n+2
ij1...jn+1. (3.81)
Therefore, Is,n = 0 for odd n, while for even n Is,n is defined from eqs.(3.81), for example, Is,2ij =
1
s
δijI
s,0.
Therefore, it is sufficient to define integrals
Is,0 =
∫
dkω−sk . (3.82)
Let us use the approach based on the dimensional regularization [43, 44]. It is based on considering
integrals (3.82) at arbitrary dimensionality of space-time. Expression (3.82) appears to be a meromor-
phic function of d. Substracting the poles corresponding to sufficiently small positive integer values of
d, we obtain a finite expression.
Formally, one has
Is,0 =
1
Γ(s/2)
∫ ∞
0
dααs/2−1
∫
dke−α(k
2+m2) =
πd/2
Γ(s/2)
Γ( s−d
2
)
ms−d
.
If s−d
2
= −N is a nonpositive integer number, one should modify the definition of Is,0. Change d→ d−2ε.
One finds:
Is,0 = π
d/2
Γ(s/2)ms−d
Γ(1+ε)(πm2)−ε
(−N+ε)...(−1+ε)ε
≃ πd/2(−1)N
Γ(s/2)ms−dN !ε(1 + ε(−ln(πm2) + Γ′(1) + 1 + ... +N−1)) +O(ε).
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In the MS renormalization scheme [44], one should omit the term O(ε−1). There is also an MS
renormalization scheme in which one omits also a fixed term of order O(1). Let us omit the term
−ln(πm2) + Γ′(1). We obtain the following renormalized value of the integral:
Is,0ren =
πd/2
Γ(s/2)ms−d
(−1)N
N !
(1 + ...+ 1/N),
provided that N = d−s
2
is a nonnegative integer number.
Therefore, we have defined the renormalized trace of an asymptotic expansion of a Weyl symbol by
formaula (3.78), provided that the coefficient functions are polynomials in k/ωk.
Let us investigate properties of the renormalized trace. Some properties are direct corollaries of
definition (3.78).
Lemma 3.15. The following properties are satisfied:
(i) TrR(A+ λB) = 0;
(ii) TrR
∂A
∂ki
= 0; TrR
∂A
∂xi
= 0;
(ii) Let E − limn→∞An = A. Then limn→∞ TrRAn = TrRA.
(iv) Let degA > d. Then TrRA = TrA.
Corollary. The property AP9 is satisfied.
Let us check that TrR(A ∗B − B ∗ A) = 0. First of all, prove the following statement.
Lemma 3.16. TrRA ∗B = TrRAB.
Proof. Making use of eq.(C.8), we find
(A ∗B)(x,k)− (AB)(x,k) =∫ dp1dp2dy1dy2
(2π)2d
∫ 1
0 dα
∂
∂α
[A(x+ y1;k+ α
p2
2
)B(x + y2,k2 − αp12 )]e−ip1y1−ip2y2 =
− i
2
∫ dp1dp2dy1dy2
(2π)2d
∫ 1
0 dα
[
∂
∂ki
A(x+ y1;k+ α
p2
2
) ∂
∂xi
B(x+ y2,k2 − αp12 )−
∂
∂xi
A(x + y1;k+ α
p2
2
) ∂
∂ki
B(x + y2,k2 − αp12 )
]
e−ip1y1−ip2y2 = − i
2
∂Ci(x,k)
∂ki
with
C i(x,k) =
∫ dp1dp2dy1dy2
(2π)2d
∫ 1
0 dα
[
A(x + y1;k+ α
p2
2
) ∂
∂xi
B(x+ y2,k2 − αp12 )−
B(x+ y2,k2 − α ∂∂xiA(x+ y1;k+ αp22 )p12 )
]
e−ip1y1−ip2y2.
One also has
Aˇ ∗ Bˇ − AˇBˇ = − i
2
∂Cˇj
∂kj
with
Cˇj(x,k) =
∑∞
s=0
∑
l1l2≥0;l1+l2=s
(−i)l1
2l1 l1!
il2
2l2 l2!
1
l1+l2+1
[
∂l1+l2Aˇ
∂ki1 ...∂k
il1 ∂xj1 ...∂x
jl2
∂
∂xi
∂l1+l2Bˇ
∂kj1 ...∂k
jl2 ∂xi1 ...∂x
il1
− ∂l1+l2Bˇ
∂kj1 ...∂k
jl2 ∂xi1 ...∂x
il1
∂
∂xi
∂l1+l2Aˇ
∂ki1 ...∂k
il1 ∂xj1 ...∂x
jl2
.
]
Analogously to Appendix C, one finds that (Cj, Cˇj) ≡ Cj is an asymptotic expansion of a Weyl symbol.
It follows from lemma 3.15 that TrR
∂Cj
∂kj
= 0. We obtain statement of lemma 3.16.
Lemma 3.17. For degB ≥ 2, TrRxkωk ∗B = TrRxkωkB and TrRωk ∗B = TrRωkB.
The proof is analogous.
Corollary 1. The following relations are satisfied:
1. TrR(A ∗B − B ∗ A) = 0;
2. TrR(x
kωk ∗B −B ∗ xkωk) = 0;
3. TrR(ωk ∗B −B ∗ ωk) = 0.
Corollary 2. Property P8 is satisfied.
Thus, we have constructed functionals TrRx
kΓˆ ≡ TrRxkΓ and TrRΓˆ ≡ TrRΓ such that properties
P8 and P9 are satisfied.
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Note that the ”finite renormalization” [25] can be also be made. One can add quantities ∆TrRx
kΓˆ
and ∆TrRΓˆ to renormalized traces in such a way that
δPk ∆TrRΓˆ = 0; δ
M
kl∆TrRΓˆ = 0;
δPl ∆TrRx
kΓˆ = −δkl∆TrRΓˆ; δMkl∆TrRxkΓˆ = δkl∆TrRxmΓˆ− δmk∆TrRxlΓˆ;
δBl ∆TrRx
kΓˆ− δBk ∆TrRxlΓˆ = 0;
δBl ∆TrRΓˆ− δH∆TrRxlΓˆ = 0.
This corresponds to the possibility of adding the finite one-loop counterterm to the Lagrangian.
4 Semiclassical field
An important feature of QFT is a notion of field. In this section we introduce the notion of a semiclassical
field and check its Poincare invariance.
4.1 Definition of semiclassical field
First of all, introduce the notion of a semiclassical field φ˜(x, t : X) in the functional Schrodinger
representation. At t = 0, this is the operator of multiplication by φ(x). For arbitrary t, one has
φ˜(x, t : X) = U˜−t(X ← utX)φ(x)U˜t(utX ← X),
where U˜t(utX ← X) is the operator transforming the initial condition for the Cauchy problem for
eq.(1.6) to the solution to the Cauchy problem.
The field operator in the Fock representation is related with φ˜ by the transformation (2.1),
φˆ(x, t : X) = V −1X φ˜(x, t : X)VX .
Making use of eq.(3.4), one finds
φˆ(x, t : X) = (U tH(X))
−1φˆ(x, utX)U tH(X) (4.1)
Here φˆ(x : X) = i(Γ−1/2(A+ − A−))(x), while
U tH(X) ≡ Ua,Λ(ua,ΛX ← X), Λ = 1, a = 0, a0 = −t.
Let us define φˆ mathematically as an operator distribution.
Let S(Rd) be a space of complex smooth functions u : Rd → C such that
||u||l,m = max
α1+...+αd≤l
sup
x∈Rd
(1 + |x|)m| ∂
α1+...+αd
∂xα1 ...∂xαdu(x)
| →k→∞ 0.
We say that the sequence {uk} ∈ S(Rn), k = 1,∞ tends to zero if ||uk||l,m →k→∞ 0 for all l, m.
Definition 4.1. (cf.[20]). 1. An operator distribution φ defined on D ∈ F is a linear mapping
taking functions f ∈ S(Rd) to the linear operator φ[f ] : D → F ,
φ : f ∈ S(Rd) 7→ φ[f ] : D → F ,
such that ||φ[fn]Φ|| →n→∞ 0 if fn →n→∞ 0.
2. A sequence of operator distributions φn is called convergent to the operator distribtion φ if
||φn[f ]Φ− φ[f ]Φ|| →n→∞ 0
for all Φ ∈ D, f ∈ S(Rd).
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We will write
φ[f ] ≡
∫
dxφ(x)f(x), x ∈ Rd.
Consider the mapping f 7→ φt{f}, f ∈ S(Rd) of the form
φt{f : X} =
∫
dxφˆ(x, t : X)f(x).
Lemma 4.1. φt is an operator distribution being continous with respect to t.
Proof. One has
φt{f : X} = (U tH(X))−1i
∫
dx(A+(x)(Γˆ−1/2f)(x)− A−(x)(Γˆ−1/2f)(x))U tH(X).
It follows from lemma B.3 and theorem B.15 that this operator distribution is defined on
D = {Ψ ∈ F| ||Ψ||1T <∞}
and continous with respect to t. Lemma 4.1 is proved.
Consider the mapping f 7→ φ[f ], f ∈ S(Rd+1) of the foem
φ[f : X ] =
∫
dtφt{f(·, t) : X}.
Lemma 4.2. φ is an operator distribution.
The proof is analogous to lemma 4.1.
4.2 Poincare invariance of the semiclassical field
4.2.1 Algebraic properties
To check the property of Poincare invariance, notice that it is sufficient to check it for partial cases:
spatial translations, rotations, evolution, boost, since any Poincare transformation can be presented
as a composition of these transformations. Let gB(τ) = (a(τ),Λ(τ)) be a one-parametric subgroup
of Poincare group corresponding to the element B of the Poincare algebra. The Poincare invariance
property can be rewritten as
φˆ[f : X ] = (U τB(X))
+φ[vgB(τ)F : UgB(τ)X ]U
τ
B[X ], (4.2)
where
(vgB(τ)f)(x) = f(Λ
−1(τ)(x− a(τ))).
Obviously, vg1vg2 = vg1g2.
Let us check relation (4.2). It is convenient to reduce the group property to an algebraic property.
The formal derivative with respect to τ of the right-hand side of eq.(4.2) is
(U
|tau
B (X))
+{i[H(B : ugB(τ)X);φ[vgB(τ)f : ugB(τ)X ]] +
∂
∂τ
φ[vgB(τ)f : ugB(τ)X ]}U τB(X) (4.3)
If the quantity (4.3) vanishes, the property (4.2) will be satisfied since it is obeyed at τ = 0. Making use
of the group property gB(τ + δτ) = gB(δτ)gB(τ), we find that vanishing of expression (4.3) is equivalent
to the property:
∂
∂τ
|τ=0φ[vgB(τ)f : ugB(τ)X ]− i[φ[f : X ];H(B : X)] = 0. (4.4)
We obtain the following lemma.
Lemma 4.3. Let the bilinear form (4.4) vanish on D. Then the property (4.2) is satisfied on D.
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Proof. Consider the matrix element
χτ = (U τB(X)Ψ1, φ[vgB(τ)f : ugB(τ)X ]U
τ
B(X)Ψ2)− (Ψ1, φˆ[f : X ]Ψ2),
where Ψ1,Ψ2 ∈ D. Show it to be differentiable with respect to τ . Let us use an auxiliary lemma.
Lemma 4.4. Let Ψ ∈ D. Then the vector φ[vgB(τ)f : ugB(τ)X ]Ψ is strongly continously differentiable
with respect to τ .
Proof. One has:
φ[vgB(τ+δτ)f :ugB(τ+δτ)X]−φ[vgB(τ)f :ugB(τ)X]
δτ
Ψ = φ[
vgB(δτ)−1
δτ
vgB(τ)f : ugB(τ+δτ)X ]Ψ+
φ[vgB(τ)f :ugB(δτ)gB(τ)X]−φ[vgB(τ)f :ugB(τ)X]
δτ
Ψ.
The first term tends to φ[ ∂
∂t
|t=0vgB(t)vgB(τ)f : ugB(τ)X ]Ψ because of estimations of lemma B.3. The
second term tends to δ[B]φ[vgB(τ)f : ugB(τ)X ]Ψ because of construction of operator Γˆ
−1/2 and formula
(A.15) of Appendix A. Lemma 4.4 is proved.
To prove lemma 4.3, notice that
χτ+δτ−χτ
δτ
= (φ[vgB(τ+δτ)f : ugB(τ+δτ)X ]U
τ+δτ
B (X)Ψ1;
Uτ+δτ
B
(X)−UτB
δτ
Ψ2)
+(U τ+δτB (X)Ψ1; (φ[vgB(τ+δτ)f : ugB(τ+δτ)X ]− φ[vgB(τ)f : ugB(τ)X ])U τB(X)Ψ2)
+((U τ+δτB (X)− U τB(X))Ψ1;φ[vgB(τ)f : ugB(τ)X ]U τB(X)Ψ2).
This quantity tends as δτ → 0 to the matrix element of the bilinear form (4.3) and vanishes under
condition (4.4). Lemma 4.3 is proved.
4.2.2 Check of invariance
One should check property (4.2) for spatial translations and rotations, evolution and boost transforma-
tions.
For spatial translations and rotations, property (4.2) reads:
φˆ(x, t : X) = U−10,a,Lφˆ(Lx+ a, t : u0,a,LX)U0,a,L (4.5)
It follows from commutativity of U0,a,L and Ut and eqs.(3.68), (3.58), (3.34) that property (4.5) is
satisfied.
For evolution operator, property (4.2) is rewritten as:
φˆ(x, t : X) = (U τH(X))
−1φˆ(x, t− τ : uτX)U τH(X) (4.6)
Relation (4.6) is a direct corollary of definition (4.1) and group property for evolution operators.
Consider now the n-boost transformation. Check property (4.4). It can be presented as
[B˘k; φˆ(x, t;X)] = −i(xk ∂
∂t
+ t
∂
∂xk
)φˆ(x, t : X)
or
[Bk(X); (U tH(X))
−1φ(x : utX)U tH(X)] + iδ
k
B{(U tH(X))−1φ(x : utX)U tH(X)} =
−i(xk ∂
∂t
+ t ∂
∂xk
)(U tH(X))
−1φ(x : utX)U tH(X)
(4.7)
Let us make use of property (A.13). For partial case it can be presented as
Bk(X)(U tH(X))
−1 = i(U tH(X))
−1(δkBU
t
H)(X)(U
t
H(X))
−1 + (U tH(X))
−1[Bk(utX)− tP k(utX)] (4.8)
or
U tH(X)B
k(X) = i(δkBU
t
H)(X) + [B
k(utX)− tP k(utX)]U tH(X). (4.9)
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Making use of relations (4.8), (4.9), we take relation (4.7) to the form
[B˘k(Y )− P˘ k(Y )t;φ(x : Y )] = xk[H˘(Y );φ(x : Y )]− it∂φ(x : Y )
∂xk
,
where Y = utX . The property
i
∂φ(x : Y )
∂xk
= [P˘ k(Y );φ(x : Y )]
is a corollary of relation (3.35). The relation
[B˘k(Y )− xkH˘(Y );φ(x : Y )] = 0
is also checked by direct calculation.
Thus, we have obtained the following result.
Theorem 4.5. The invariance property (2.4) is satisfied.
5 Composed semiclassical states
5.1 Semiclassical states in quantum mechanics
The most famous semiclassical approach to quantum mechanics is the WKB-approach. It is the follow-
ing. One investigates the behavior of solutions of semiclassical equation of the form
iε
∂ψt(x)
∂t
= Ht(
ω
x,
ω
−iε ∂
∂x
)ψt(x), t ∈ R, x ∈ Rd (5.1)
as ε→ 0. Here the Weyl quantization is considered. The initial condition is chosen to be
ψ0(x) = ϕ0(x)e
i
ε
S0(x) (5.2)
where S0 is a real function. The WKB-result [34] is that the solution of eq.(5.1) at time moment t has
the same form (5.2) up to O(ε),
||ψt − ϕte iεSt || = O(ε),
provided that St(x) is a solution to the Cauchy problem for the Hamilton-Jacobi equation
∂St
∂t
+Ht(x,
∂S
∂x
) = 0,
while ϕt(x) obeys the transport equation
∂ϕt(x)
∂t
+
∂Ht
∂pi
(x,
∂St
∂x
)
∂ϕt(x)
∂xi
+
1
2
∂
∂xi
{∂Ht
∂pi
(x,
∂St
∂x
)}ϕt(x) = 0
and initial condition ϕ0.
However, we are not obliged to choose the initial condition for eq.(5.1) in a form (5.2). There are
other substitutions to eq.(5.1) that conserve their forms under time evolution as ε → 0. For example,
the wave function
ψt(x) = e
i
ε
Ste
i
ε
Pt(x−Qt)ft(
x−Qt√
ε
) ≡ (KεSt,Pt,Qtft)(x), ft ∈ S(Rd) (5.3)
used in the Maslov complex-WKB theory [34, 35] also approximately satisfies eq.(5.1) if
S˙t = PtQ˙t −Ht(Qt, Pt), Q˙t = ∂H∂P , −P˙t = ∂H∂Q ,
if˙t(ξ) =
[
1
2
1
i
∂
∂ξi
∂2H
∂Pi∂Pj
1
i
∂
∂ξj
+ 1
2
∂2H
∂Qi∂Pj
(ξi
1
i
∂
∂ξj
+ 1
i
∂
∂ξj
ξi) +
1
2
∂2H
∂Qi∂Qj
ξiξj
]
ft(ξ).
(5.4)
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Therefore, for the initial condition KεS0,P0,Q0f0 the solution for the Cauchy problem for eq.(5.1) will be
asymptotically equal to KεSt,Pt,Qtft up to terms of the order O(
√
ε).
The wave function (5.2) rapidly oscillates with respect to all variables. The wave function (5.3)
rapidly damps at x − Qt >> O(
√
ε). One should come to the conclusion that there exists a wave
function asymptotically satisfying eq.(5.1) which oscillates with respect to one group of variables and
damps with respect to other variables. The construction of such states is given in the Maslov theory of
Lagrangian manifolds with comples germ [34, 35]. Let α ∈ Rk, (P (α), Q(α)) ∈ R2d be a k-dimensional
surface in the 2d-dimensional phase space, S(α) be a real function, f(α, ξ), ξ ∈ Rd is a smooth function.
Set ψ(x) to be not exponentially amall if and only if the distance between point x and surface Q(α) is
of the order ≤ O(√ε). Otherwise, set ψ(x) ≃ 0. If minα |x−Q(α)| = |x−Q(α)| = O(
√
ε), set
ψ(x) = cεe
i
ε
S(α)e
i
ε
P (α)(x−Q(α))f(α,
x−Q(α)√
ε
). (5.5)
One can note that wave functions (5.2) and (5.3) are partial cases of the wave function (5.5). Namely,
for k = 0 the manifold (P (α), Q(α) is a point, so that the functions (5.5) coincide with (5.3). Let k = n.
If the surface (P (α), Q(α) is in the general position, for x in some domain one has x = Q(α) for some
α. Therefore,
ψ(x) = cεe
i
ε
S(α)f(α, 0).
We obtain the WKB-wave function. Thus, WKB and wave-packet asymptotic formulas (5.2) and (5.3)
are partial cases of the wave function (5.5) appeared in the theory of Lagrangian manifolds with complex
germ.
The lack of formula (5.5) is that the dependence on α on x is implicit and too complicated. However,
under certain conditions formula (5.5) is invariant if α is shifted by a quantity of the order O(
√
ε). In
this case, the point α can be chosen in arbitrary way such that the distance of x and Q(α) is of the
order O(
√
ε).
Namely,
e
i
ε
S(α+
√
εβ)e
i
ε
P (α+
√
εβ)(x−Q(α+√εβ))f(α+
√
εβ, x−Q(α+
√
εβ)√
ε
)
≃ e iεS(α)e iεP (α)(x−Q(α))f(α, x−Q(α)√
ε
)
(5.6)
if
∂S
∂αi
= P
∂Q
∂αi
(5.7)
eiβ(ξ
∂P
∂α
− 1
i
∂
∂ξ
∂P
∂α
)f = f (5.8)
To obtain eqs.(5.7) and (5.8), one should expand left-hand side of eq.(5.6). Considering rapidly oscil-
lating factors, we obtain eq.(5.7). To obtain eq.(5.8), it is sufficient to consider the limit ε→ 0.
Conditions (5.7), (5.8) simplify the check [34] that the wave function (5.5) approximately satisfies
eq.(5.1) if the functions S, P,Q, f are time-dependent. They should satisfy eqs.(5.4). One can show
that conditions (5.7), (5.8) are invariant under time evolution.
The form (5.5) of the semiclassical state appeared in the theory of Lagrangian manifolds with
complex germ is not convenient for generalization to systems of infinite number of degrees of freedom.
It is much more convenient to consider to consider wave function (5.3) as an ”elementary” semiclassical
state and wave function (5.5) as a ”composed” semiclassical state presented as a superposition of
elementary semiclassical states:
ψ(x) = Cε
∫
dαe
i
ε
S(α)e
i
ε
P (α)(x−Q(α))g(α,
x−Q(α)√
ε
), (5.9)
where g(α, ξ) is a rapidly damping function as ξ → ∞. Superpositions of such type were considered
in [45, 46, 47]; the general case was investigated in [36, 48]. The composed semiclassical states for the
abstract semiclassical theory were studied in [40].
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To show that expression (5.9) is in agreement with formula (5.5), notice that the wave function
(5.9) is exponentially small if the distance between x and the surface Q(α) is of order > O(
√
ε). Let
minα|x−Q(α)| = O(
√
ε) and |x−Q(α)| = O(√ε). Consider the substitution α = α +√εβ. We find
ψ(x) = Cεε
k/2
∫
dβe
i
ε
S(α+β
√
ε)e
i
ε
P (α+β
√
ε)(x−Q(α+β√ε))g(α+ β
√
ε,
x−Q(α + β√ε)√
ε
)
If the condition (5.7) is not satisfied, this is an integral of a rapidly oscillating function. It is expo-
nentially small. Under condition (5.7) one can consider a limit ε → 0 and obtain the expression (5.5),
provided that
cε = Cεε
k/2
and
f(α, ξ) =
∫
dβeiβs(
∂Pm
∂αs
ξm− ∂Qm∂αs
1
i
∂
∂ξm
)g(α, ξ) =
(2π)k
∏k
s=1 δ(
∂Pm
∂αs
ξm − ∂Qm∂αs 1i ∂∂ξm )g(α, ξ).
(5.10)
Integral representation (5.9) simplifies substitution of the wave function to eq.(5.1) and estimation of
accuracy. Namely, the integrand entering to eq.(5.9) is an asymptotic solution to eq.(5.1), provided that
eqs,(5.4) are satisfied. Using the linearity property, we obtain that the wave function (5.9) approximately
satisfies eq.(5.1) [36]. Properties (5.7), (5.10) are shown to be invariant under time evolution [36].
It follows from eq.(5.10) that the function f is invariant under the following change of the function
g (”gauge transformation”):
g(α, ξ)→ g(α, ξ) + (∂Pm
∂αs
ξm − ∂Qm
∂αs
1
i
∂
∂ξm
)χs(α, ξ). (5.11)
Thus, the semiclassical state is specified at fixed S(α), P (α), Q(α) not by the function g but by the
class of equivalence of functions g: two functions are equivalent if they are related by the transformation
(5.11).
This fact can be also illustrated if we evaluate the inner product ||ψ||2 as ε→ 0:
||ψ||2 = C2ε
∫
dαdγ
∫
dxe−
i
ε
S(α)e−
i
ε
P (α)(x−Q(α)g∗(α, x−Q(α)√
ε
)
e
i
ε
S(γ)e
i
ε
P (γ)(x−Q(γ))g(γ, x−Q(γ)√
ε
),
The integral over x is not exponentially small if α − γ = O(√ε). After substitution γ = α + β√ε,
x−Q(α) = ξ√ε and considering the limit ε→ 0, we find
||ψ||2 ≃ C2ε ε
k+n
2
∫
dα(g(α, ·),
k∏
s=1
2πδ(
∂Pm
∂αs
ξm − ∂Qm
∂αs
1
i
∂
∂ξs
)g(α, ·)). (5.12)
The k-dimensional surface {(S(α), P (α), Q(α))} (”isotropic manifols”) in the extended phase
space has the following physical meaning. Consider the average value of a semiclassical observable
A(x,−iε∂/∂x). As ε→ 0, one has
(ψ,A(x,−iε∂/∂x)ψ) ≃ C2ε ε
k+n
2
∫
dαA(Q(α), P (α))(g(α, ·),∏k
s=1 2πδ(
∂Pm
∂αs
ξm − ∂Qm∂αs 1i ∂∂ξs )g(α, ·)).
We see that only values of the corresponding classical observable on the surface {(Q(α), P (α))} are
relevant for calculations fo average values as ε → 0. This means that the Blokhintsev-Wigner density
function (Weyl symbol of the density matrix) corresponding to the composed semiclassical state is
proportional to the delta function on the manifold {(Q(α), P (α))}.
Therefore, elementary semiclassical states describe evolution of a point particle, while composed
semiclassical states (including WKB-states) describe evolution of the more complicated objects -
isotropic manifolds.
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5.2 Composed semiclassical states in quantum field theory
5.2.1 Construction of semiclassical states
Analogously to qunatum mechanical formula (5.9), consider the superposition of the ”elementary”
quantum field semiclassical states (1.3) of the form
ψ[ϕ(·)] =
∫ dα
λk/4
e
i
λ
S(α)e
i
λ
Π(α;x)[ϕ(x)
√
λ−Φ(α,x)]g(α, ϕ(·)− Φ(α, ·)√
λ
) (5.13)
where α ∈ Rk, S(α), Π(α;x), Φ(α;x) are smooth functions. Calculate (formally) the functional integral
for (ψ, ψ):
(ψ, ψ) =
∫ dαdγ
λk/2
∫
Dϕe−
i
λ
S(α)e−
i
λ
Π(α;x)[ϕ(x)
√
λ−Φ(α,x)]g∗(α, ϕ(·)− Φ(α,·)√
λ
)
e
i
λ
S(γ)e
i
λ
Π(γ;x)[ϕ(x)
√
λ−Φ(γ,x)]g(γ, ϕ(·)− Φ(γ,·)√
λ
)
After substitution γ = α+
√
λβ, ϕ(·) = Φ(α,·)√
λ
+ φ(·) we obtain as λ→ 0:
(ψ, ψ) ≃ ∫ dαdβe i√λβs( ∂S∂αs−∫ dxΠ(α,x)∂Φ(α,x)∂αs )e i2βs ∂∂αs ( ∂S∂αl−∫ dxΠ(α,x)∂Φ(α,x)∂αl )βl∫
Dφg∗(α, φ(·))eiβl
∫
dx(
∂Π(α,x)
∂αl
φ(x)− ∂Φ(α,x)
∂αl
1
i
δ
δφ(x)
)
g(α, φ(·))
(5.14)
The condition
∂S
∂αs
=
∫
dxΠ(α,x)
∂Φ(α,x)
∂αs
(5.15)
should be satisfied. Otherwise, the integral (5.14) will be exponentially small as λ → 0, so that state
(5.13) will be trivial. Under condition (5.15), one has
(ψ, ψ)→λ→0
∫
dαdβ
∫
Dφg∗(α, φ(·))eiβl
∫
dx(
∂Π(α,x)
∂αl
φ(x)− ∂Φ(α,x)
∂αl
1
i
δ
δφ(x)
)
g(α, φ(·)) (5.16)
To specify the composed semiclassical state in the functional representation, one should:
(i) specify the smooth functions (S(α),Π(α,x),Φ(α,x)) ≡ X(α) obeying eq.(5.15) (determine the
k-dimensional isotropic manifold in the extended phase space X );
(ii) specify the α-dependent functional g(α, φ(·)).
The inner product of composed semiclassical states is given by expression (5.16).
Since the inner product (5.16) may vanish for nonzero g, one should factorize the space of composed
semiclassical states. Such functionals g that obey the property
∫
dα(g∗(α, ·)∏
l
δ[
∫
dx(
∂Π(α,x)
∂αl
φ(x)− ∂Φ(α,x)
∂αl
1
i
δ
δφ(x)
)]g(α, ·) = 0 (5.17)
should be set to be equal to zero, g ∼ 0.
One can define the Poincare tarnsformation of the composed semiclassical state as follows. The
transformation of (S(α),Π(α, ·),Φ(α, ·)) is ua,Λ(S(α),Π(α, ·),Φ(α, ·)). The transformation of g(α, φ(·))
is
U˜a,Λ(ua,Λ(S,Π,Φ)← (S,Π,Φ))g(α, φ(·)).
One should check that the inner product entering to eq.(5.17) is invariant under Poincare transforma-
tions. This will also imply that equivalent states are taken to equivalent.
Since the functional Schrodinger representation is not well-defined, let us consider the Fock rep-
resentation. One should then specify the α-dependent Fock vector Y (α) = V −1g(α, ·) instead of the
α-dependent functional g(α, φ(·). Making use of formulas (2.1), we find that the inner product (5.16)
takes the form((
Λk
Y (·)
)
,
(
Λk
Y (·)
))
=
∫
dαdβ(Y (α), eβs
∫
dx(Bs(α,x)A+(x)−B∗s (α,x)A−s (x))Y (α)) (5.18)
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where
Bs(α, ·) = Γˆ−1/2(Rˆ∂Φ(α, ·)
∂αs
− ∂Π(α, ·)
∂αs
), (5.19)
Γˆ = Γˆ(Φ(α, ·),Π(α, ·)), Rˆ = Rˆ(Φ(α, ·),Π(α, ·)). If the isotropic manifold (Φ(α, ·),Π(α, ·)) is non-
degenerate, the functions Bs(α,x) are linearly independent.
The Poincare
transformation of the composed semiclassical state
( {X(α)}
Y (·)
)
is
( {ua,ΛX(α)}
Ua,Λ(ua,ΛX(α)← X(α))Y (·)
)
Let us investigate some properties of the inner product (5.18) in order to check its invariance under
Poincare transformations.
5.2.2 Constrained Fock space
The purpose of this subsection is to investigate the properties of the inner product
< Y1, Y2 >=
∫
dβ(Y1, exp[
k∑
s=1
βs
∫
dx(Bs(x)A
+(x)− B∗s (x)A−s (x))]Y2) (5.20)
for the fock vectors Y1, Y2. Suppose the functions B1, ..., Bk to be linearly independent. Since the inner
product (5.20) resembles the inner products for constrained systems [49], we will call the space under
construction as a constrained Fock space.
First of all, investigate the problem of convergence of the integral (5.20). Note that the operator
U [B] = exp[
∫
dx(B(x)A+(x)− B∗(x)A−(x))]
is a well-defined unitary operator [41], provided that B ∈ L2(Rd), and obey the relations
A−(x)U [B] = U [B](A−(x) +B(x));
A+(x)U [B] = U [B](A+(x) +B∗(x)).
Lemma 5.1. (cf. [36]). The following estimation is satisfied:
||B||m|(Y1, U [B]Y2)| ≤
m∑
k=0
m!
k!(m− k)! ||Y1||k/2||Y2||(m−k)/2. (5.21)
Proof. One has
[
∫
dxB∗(x)A−(x);U [B]] = ||B||2U [B],
so that
||B||2(Y1, U [B]Y2) = (
∫
dxB(x)A+(x)Y1, U [B]Y2)− (Y1, U [B]
∫
dxB∗(x)A−(x)Y2).
Applying this identity m times, we obtain:
||B||2m(Y1, U [B]Y2) = ∑mk=0(−1)m−k m!k!(m−k)!((∫ dxB(x)A+(x))kY1,
U [B](
∫
dxB∗(x)A−(x))m−kY2).
Making use of the result of lemma B.3,
||
∫
dxB(x)A±(x)Y ||l ≤ ||B||||Y ||l+1/2,
we find:
||B||2m|(Y1, U [B]Y2)| ≤
m∑
s=0
m!
s!(m− s)! ||B||
m||Y1||s/2||Y2||(m−s)/2.
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Lemma 5.1 is proved.
Corollary 1. Let B1, ..., Bk be linearly independent functions. Then for some constant C1 > 0 the
following estimation is satisfied:
|β|m|(Y1, U [
∑
s
βsBs]Y2)| ≤ Cm1 ||Y1||m/2||Y2||m/2.
Proof. It is sufficient to notice that for linearly independent B1, ..., Bk the matrix (Bm, Bs) is not
degenerate, so that ||1
2
∑
m βmBm||2 ≥ C−11 |β|2 for some C1. Applying the property ||Y ||s/2 ≤ ||Y ||m/2
for s ≤ m, making use of eq.(5.21), we prove corollary 1.
Corollary 2. Let ||Y1||m/2 < ∞, ||Y2||m/2 < ∞ for some m > k, Then the integrand entering to
eq.(5.20) obeys the relation
|(Y1, U [
∑
s
βsBs]Y2)| ≤ const
(|β|+ 1)m (5.22)
and integral (5.20) converges.
Corollary 3. Let Y1,n, Y2,n be such sequences of Fock vectors that ||Y1, n||m/2 →n→∞ 0, ||Y2, n||m/2 ≤
C for some m > k. Then < Y1, Y2 >→n→∞ 0.
Let us investigate the property of nonnegative definiteness of the inner product (5.20).
Lemma 5.2. Let ||Y ||m <∞ for some m > k and Im(Bs, Bl) = 0. Then < Y, Y >≥ 0.
Proof. Introduce the following ”regularized” inner product
< Y, Y >ε=
∫
dβe−ε|β|
2
(Y, U [
∑
s
βsBs]Y ).
It follows form estimation (5.22) and the Lesbegue theorem [52] that
< Y, Y >ε→ε→0 0.
It is sufficient then to prove that < Y, Y >ε≥ 0. One has:
e−ε|β|
2
= (4πε)k/2
∫
dβ ′e−2ε|β−β
′|2−2ε|β′|2
Therefore,
< Y, Y >ε=
∫
dβ ′dβ ′′(4πε)k/2e−2ε(|β
′|2+|β′′|2(U [
∑
s
β ′′sBs]Y, U [
∑
s
β ′sBs]Y ), (5.23)
here the shift of variable β = β ′ − β ′′ is made. We have also taken into account that
U [
∑
s
β ′sBs]U [−
∑
s
β ′′sBs] = U [
∑
s
(β ′s − β ′′s )Bs],
provided that the operators ∫
dx(Bs(x)A
+(x)− B∗s (x)A−(x)]
commute (i.e. Im(Bs, Bl) = 0). Formula (5.23) is taken to the form
< Y, Y >ε= ||
∫
dβ(4πε)k/4e−2ε|β|
2
U [
∑
s
βsBs]Y ||2 ≥ 0.
Lemma 5.2 is proved.
The expression (5.20) depends on k functions B1, ..., Bk. However, one may perform linear substi-
tutions of variables β, so that only the subspace span{B1, ..., Bk} is essential.
Definition 5.1. A k-dimensional subspace Lk ∈ L2(Rd) is called as a k-dimensional isotropic plane
if Im(B′, B′′) = 0 for all B′, B′′ ∈ Lk.
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Let Lk be a k-dimensional isotropic plane with an invariant under shifts measure dσ. Let B1, ..., Bk
be a basis on Lk. One can assign then coordinates β1, ..., βn to any element B ∈ Lk according to the
formula B =
∑
s βsBs. The measure dσ is presented as dσ = adβ1...dβk for some constant a. Consider
the inner product
< Y1, Y2 >Lk= a
∫
dβ(Y1, U [
∑
s
βsBs]Y2) =
∫
dσ(Y1, U [B]Y2), (5.24)
||Y1,2||[k/2+1] ≤ ∞. This definition is invariant under change of basis.
By F[k/2+1] we denote space of such Fock vectors Y that ||Y ||[k/2+1] < ∞. We say that Y Lk∼ 0 if
< Y, Y >Lk= 0. Thus, the space F[k/2+1] is divided into equivalence classes. Introduce the following
inner product on the factor-space F[k/2+1]/ ∼:
< [Y1], [Y2] >
Lk=< Y1, Y2 >Lk (5.25)
for all Y1 ∈ [Y1], Y2 ∈ [Y2]. This definition is correct because of the following statement.
Lemma 5.3. Let < Y, Y >Lk= 0. Then < Y, Y
′ >Lk= 0 for all Y
′.
The proof is standard (cf,, forexample, [52]). One has
0 ≤< Y ′ + σY, Y ′ + σY >Lk=< Y ′, Y ′ >Lk +σ∗ < Y, Y ′ >Lk +σ < Y ′, Y >Lk
for all σ ∈ C, so that < Y, Y ′ >Lk= 0.
Definition 5.2. A constrained Fock space F(Lk, dσ) is the completeness of the factor-space
F[k/2+1]/ ∼ with respect to the inner product (5.25),
F(Lk) = F[k/2+1]/ ∼.
5.2.3 Transformations of constrained Fock vectors
Let us investigate evolution of constrained Fock vectors. Consider the Cauchy problem for eq.(B.3)
(Appendix B):
iΨ˙t =
[
1
2
A+H++t A+A+H+−t A− +
1
2
A−H−−t A− +Ht
]
Ψt. (5.26)
Lemma 5.4. Let Ψ0 ∈ Fm. Then Ψt ∈ Fm.
Proof. Analogously to proof of lemma B.11, one has
||UtΨ0|| = ||U−1t (A+A− + 1)mUtΨ0|| = ||(1 + (A+GTt + A−F+t )(FtA+ +G∗tA−))mΨ0||
It follows from Lemmas B.2, B.3 that
||(1 + (A+GTt + A−F+t )(FtA+ +G∗tA−))Ψ||l ≤
||Ψ||l + ||Ft||22||Ψ||l +
√
2||GTt Ft||2||Ψ||l+1 + ||F Tt F ∗t +GTt G∗t ||||Ψ||l+1 + ||F+t G∗t ||2||Ψ||l+1
≤ C||Ψ||l+1
with
C = 1 + ||Ft||22 +
√
2||GTt Ft||2 + ||F Tt F ∗t +GTt G∗t ||+ ||F+t G∗t ||2.
Applying this estimation, we obtain by induction:
||UtΨ0||m ≤ Cm||Ψ0||m.
Lemma is proved.
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Let Lk be a k-dimensional isotropic plane with invariant measure dσ. Define its evolution transfor-
mation Ltk as follows. Let (B1, ..., Bk) be a basis on Lk. Let B
t
s be solutions to the Cauchy problems
iB˙ts = H+−t Bts +H++t (Bts)∗;
−iB˙t∗s = H−+t Bt∗s +H−−t Bts;
B0s = Bs;B
0∗
s = B
∗
s .
(5.27)
they can be expressed as
Bts = FtB
∗
s +G
∗
tBs;
Bt∗s = F
∗
t Bs +GtB
∗
s .
(5.28)
Lemma 5.5. Let Im(Bi, Bj) = 0. Then Im(B
t
i , B
t
j) = 0.
Proof. One has:
2iIm(Bti , B
t
j) = (B
t
i , B
t
j)− (Btj , Bti) =
(FtB
∗
i +GtBi, FtB
∗
j +GtBj)− (FtB∗j +GtBj, FtB∗i +GtBi) =
(Bi, Bj)− (Bj , Bi) = 0.
because of relations (B.22) of Appendix B.
Therefore, Ltk is also an isotropic plane. Define the measure dσ
t on Ltk as follows. For the choice of
coordinates β1, .., βk on L
t
k according to the formula B =
∑
s βsB
t
s, set dσ = adβ1...dβk, where a does
not depend on t.
Lemma 5.6. The inner product < ·, · >Lt
k
is invariant under time evolution:
< Ψt,Ψt >Lt
k
=< Ψ0,Ψ0 >Lk .
Proof. By definition, one has
< Ψt,Ψt >Lt
k
= a
∫
dβ(Ψt, U [
∑
s
βsB
t
s]Ψt) = a
∫
dβ(Ψ0, U
+
t U [
∑
s
βsB
T
s ]UtΨ0).
Eq.(5.28) implies that
U [
∑
s
βsB
t
s] = exp
∑
s
βsdx(A
+
t
(x)Bs(x)− A−t (x)B∗s (x)).
Making use of the relation
U+t A
±
t (x)Ut = A
±(x),
we obtain statement of lemma 5.6.
It follows from lemma 5.6 that operator Ut takes equivalent states to equivalent. Therefore, it can
be reduced to the factorspace F[k/2+1]/ ∼. Since it is unitary, it can be extended to F(Lk).
5.2.4 Definition of composed semiclassical state and its Poincare transformation
Let us formulate a definition of a composed semiclassical state.
Let Λk be a smooth k-dimensional manifold (S(α) < Π(α, ·),Φ(α, ·)) in the extended phase space
with measure dΣ such that the property (5.15) is satisfied. Such manifolds are called isotropic.
Specify an isotropic plane Lk(α) ≡ Lk(α : Λk) as follows. Let Bs have the form (5.19). The subspace
span{B1, ..., Bk} does not depend on particular choice of coordinates α1, ..., αk. Consider the quantity
(Bs, Bl)− (Bl, Bs) = ( ∂Φ∂αs ), (Rˆ∗ − Rˆ)Γˆ−1 ∂Π∂αl )− ( ∂Φ∂αl , (Rˆ∗ − Rˆ)Γˆ−1 ∂Π∂αs ) =
i
∫
dx
(
∂Φ(α,x)
∂αl
∂Π(α,x)
∂αs
− ∂Φ(α,x)
∂αs
∂Π(α,x)
∂αl
)
.
(5.29)
Differentiating (5.15) with respect to αl, we obtain that quantity (5.29) vanishes. Thus, plane Lk(α) is
isotropic.
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Introduce the following measure dσ(α) on Lk(α):
dσ(α) =
DΣ(α)
Dα
(α)dβ1...dβk, (5.30)
where β1, ..., βk are coordinates on Lk(α) which are determined as B =
∑
s βsBs.
Definition (5.30) is invariant under change of coordinates. Namely, let (α′1, ..., α
′
k) be another set of
local coordinates chosen instead of (α1, ..., αk). Then
B′l =
k∑
s=1
∂αs
∂α′l
Bs,
so that property
∑
l β
′
lB
′
l =
∑
s βsBs implies that coordinate sets β and β
′ should be related as follows:
βs =
∑
l
∂αs
∂α′l
β ′l.
Therefore, for the choice of coordinates α′ one has
dσ′ =
DΣ
Dα′
dβ ′1...dβ
′
k =
DΣ
Dα′
Dα′
Dα
dβ1...dβk = dσ.
The invariance property is checked.
Introduce the vector (Hilbert) bundle πΛk as follows. The base of the bundle is the isotropic manifold
Λk. The fibre that corresponds to the point α ∈ Λk is Hτ = F(Lk(α)). Composed semiclassical states
are introduced as sections of bundle πΛk .
Definition 5.2. A composed semiclassical state is a set of isotropic manifold Λk and section Z of
the bundle πΛk , such that the inner product
< (Λk, Z), (Λk, Z) >=
∫
Λk
dΣ(Z(α), Z(α))F(Lk(α))
converges.
Poincare transformation of isotropic manifold Λk = {X(α)} is determined as
ua,Λ{X(α)} = {ua,ΛX(α)}.
Section {Z(α)} is transformed as follows. Let Z(α) = [Y (α)]. define Ua,ΛZ(α) = [Ua,ΛY (α)]. This
definition is correct because of the resulta of previous subsubsection, provided that
Lk(α : ua,ΛΛ
k) = Ua,ΛLk(α : Λ
k). (5.31)
It is sufficient to prove property (5.31) for partial cases: spatial translations and rotations, time evolution
and x1-boost.
1. Spatial translations.
The functions Φ,Π obey eqs.(3.18), while eq.(5.26) has the form (3.67). Eqs.(5.27) for Bts take the
form
B˙τs = −ak∂kBτs .
This equation is satisfied because of eqs.(3.18), (5.19) and property (3.35).
2. Spatial rotations.
The functions Φ,Π obey eqs.(3.15), while eq.(5.26) has the forem (5.22). Eqs.(5.27) take the form
B˙τi =
1
2
θsm(x
s∂m − xm∂s)Bτi .
This equation is satisfied because of eqs.(3.15), (5.19) and property (3.35).
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3. Time evolution.
The functions Φ,Π obey eq.(1.5), while eq.(5.26) has the form (3.69). Eq.(5.27) takes teh form:
iB˙tj = (H + ωˆ)Btj +H++Bt∗j ,
where H and H++ have the form (3.69). It is satisfied because of eqs.(1.5) and (5.19).
4. The x1-boost.
The functions Φ,Π obey eq.(5.13) with n = (1, 0, ..., 0), while eq.(5.26) has the form (3.59). Eq.(5.27)
has the form
iB˙tj = (Lk + Bk)Btj + Bk++Bt∗j ,
where Bk and Bk++ have the form (3.38). It is satisfied because of eqs.(3.21) and (5.19).
Thus, the composed semiclassical states and their Poincare transformations are introduced.
6 Conclusions
In this paper a notion of a semiclassical state is introduced. ”Elementary” semiclassical state are
specified by a set (X,Ψ) of classical field configuration X (point on the infinite-dimensional manifold
X , see section 2 and subsection 3.2) and element Ψ of the space F . Set of all ”elementary” semiclassical
states may be viewed as a semiclassical bundle.
The physical meaning of classical field X is evident. Discuss the role of Ψ. In the soliton quantization
language [1, 2] Ψ specifies whether the quantum soliton is in the ground or excited state. For the
Gaussian approach [14, 15, 16, 17], Ψ specifies the form of the Gaussian functional, while for QFT in
the strong external classical field [6, 7] Ψ is a state of a quantum field in the classical background.
The ”composed” semiclassical states have been also introduced (section 5). They can be viewed
as superpositions of ”elementary” semiclassical states and are specified by the functions (X(τ),Ψ(τ))
defined on some domain of Rk with values on the semiclassical bundle.
Not arbitrary superposition of elementary semiclassical states is nontrivial. The isotropic condition
(5.15) should be satisfied. Moreover, the inner product of the ”composed” semiclassical states (eq.(5.18))
is degenerate, so that there is a ”gauge freedom” (5.17) in specifying composed semiclassical states.
The composed semiclassical states are used [36] in soliton quantization, since there are translation
zero modes and solitons can be shifted. They are useful if there are conserved integrals of motion like
charges. The correspondence between composed and elementary semiclassical states in QFT resembles
the relationship between WKB and wave packet approximations in quantum mechanics.
An important feature of QFT is the property of Poincare invariance. In this paper an explicit check
of this property is presented for semiclassical QFT. The Poincare transformations of elementary and
composed semiclassical states have been constructed as follows. First, the simplest Poincare transfor-
mations like spatial translations and rotations, evolution and boost are considered. The infinitesimal
transformations are investigated, the Lie algebraic commutation relations have been checked and the
group properties have been justified.
For the ”composed” states, conservation of the degenerate inner product and isotropic condition
under Poincare transformation have been checked.
An important feature of QFT is a notion of field. In this paper this notion is introduced for
semiclassical QFT. The property of Poincare invariance of semiclassical field is checked.
This work was supported by the Russian Foundation for Basic Research, project 99-01-01198.
A Symmetries of the semiclassical theory under Lie groups
Let the semiclassical field theory be symmetric under Lie group transformations. Let G be a Lie group.
Let X be a smooth (maybe, infinite-dimensional) manifold, H be a Hilbert space. Suppose that
() a smooth mapping u : G × X → X is specified; the smooth mappings ug : X → X associated with
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the mapping u of the form ugX = u(g,X) satisfy the group property ug1ug2 = ug1g2 ;
() for each X ∈ X unitary operators Ug[X ] ≡ Ug(ugX ← X) : F → F are specified; the group property
Ug1(ug1g2X ← ug2X)Ug2(ug2X ← X) = Ug1g2(ug1g2X ← X) (A.1)
are satisfied.
Let us investigate the properties of infinitesimal transformations.
By TeG we denote the tangent space to the Lie group G at g = e. Let A ∈ TeG, g(τ) be a smooth
curve on the group G with the tangent vector A at the point g(0) = e. Introduce the differenial operator
δ[A] on the space of differentiable functionals F on X :
(δ[A]F )(X) =
d
dτ
|τ=0F (ug(τ)X). (A.2)
Lemma A.1 1. The quantity (A.2) does not depend on the choice of the curve g(τ) with the tangent
vector A.
2. The following property
δ[A1 + αA2] = δ[A1] + αδ[A2], α ∈ R, A1, A2 ∈ TeG
is satisfied.
Proof. Let g1(τ) and g2(τ) be smooth curves on the Lie group G such that g1(0) = e, g2(0) = e.
One has
d
dτ
|τ=0F (ug1(τ)g2(τ)X) =
d
dτ
|τ=0F (ug1(τ)X)
d
dτ
|τ=0F (ug2(τ)X). (A.3)
since
F (ug1(τ)g2(τ)X
dτ
|τ=0 =
∫
dξ
∂
∂τ˜
F (ug1(τ˜ )ug2(τ)X)|τ˜=ξτ +
F (ug2(τ)X)− F (X)
τ
.
Let g(τ) and g˜(τ) be curves on G with the tangent vector A. Choose g1(τ) = g(τ), g2(τ) = g−1(τ)g˜(τ).
Since g2(τ) − e = O(τ 2), ddτ |τ=0F (ug2(τ)X) = 0. It follows from eq(A.3) that ddτ |τ=0F (ug(τ)X) =
d
dτ
|τ=0F (ug˜(τ)X). Thus, definition (A.2) is correct.
Let g1(τ), g2(τ) be curves with tangent vectors A and B correspondingly. Then g1(τ)g2(τ) is a curve
with the tangent vector A +B. Eq.(A.3) implies that
δ[A +B] = δ[A] + δ[B].
Finally, consider a curve g(τ) with the tangent vector A and teh curve g˜(τ) = g(ατ) with the tangent
vector αA. One has
d
dτ
|τ=0F (ug˜(τ)X) = α d
dτ
|τ=0F (ug(τ)X).
Thus, δ[αA] = αδ[A]. Lemma A.1 is proved.
Let g ∈ G, A ∈ TeG, h(τ) be a curve on G with tangent vector B at h(0) = e. Then the tangent
vector for the curve g(τ)h(τ)g−1(τ) at h(0) = e does not depend on the choice of the curve h(τ). Denote
it by gBg−1.
Define the operator Wg on the space of functionals F as WgF [X ] = F [ug−1X ].
Lemma A.2. The following property is satisfied:
Wgδ[B]Wg−1F = δ[gBg
−1]F. (A.4)
The proof is straightforward.
Let g = g(τ) be a curve with the tangent vector A at g(0) = e. Differentiating expression (A.4) by
τ at τ = 0, we obtain:
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Lemma A.3. The following relation is satisfied:
([δ[A], δ[B]] + δ([A,B]))F = 0. (A.5)
Here [A,B] is the Lie-algrbra commutator for the group G.
Proof. Let g(τ) be a smooth curve on the Lie group G with tangent vector A at g(0) = e. Make
use of the property (A.4):
Wg(τ)δ[B]Wg−1(τ) = δ[g(τ)Bg
−1(τ)]F, (A.6)
rewrite definition (A.2) as
δ[A] =
d
dτ
|τ=0Wg−1(τ),
remember that the Lie commutator can be defined as
[A;B] ≡ d
dτ
|τ=0g(τ)Bg−1(τ).
Consider the derivatives of sides of eq.(A.6) at τ = 0. We obtain property (A.5). Lemma A.3 is proved.
Consider now the infinitesimal properties of the transformation U . Suppose that on some dense
subset D of F the vector functions Ug[X ]Ψ (Ψ ∈ D) are strongly continously differentiable with respect
to g and smooth with respect to X . Define operators
H(A : X)Ψ = i
d
dτ
|τ=0Ug(τ)[X ]Ψ, (A.7)
where g(τ) is a curve on the group G with the tangent vector A at g(0) = e.
Lemma A.4. 1. The operator H(A : X) does not depend on the choice of the curve g(τ) with the
tangent vector A.
2. The following property is satisfied:
H(A1 + αA2 : X) = H(A1 : X) + αH(A2 : X).
The proof is analogous to lemma A.1.
Let h(τ) be a curve with the tangent vector B at h(0) = e. Eq.(A.1) implies:
Ug[uh(τ)X ]Uh(τ)[X ]U
−1
g [X ]Ψ = Ugh(τ)g−1 [ugX ]Ψ, Ψ ∈ D
Differentiating this identity by τ at τ = 0, we obtain:
Lemma A.5. For Ψ ∈ D
−iUg[X ]H(B : X)U−1g [X ]Ψ + (δ[B]Ug)[X ]U−1g [X ]Ψ = −iH(gBg−1; ugX)Ψ. (A.8)
Let g = g(t) be a curve with the tangent vector A at g(0) = e. Differentiating eq.(A.8) by t in a
weak sense, we obtain:
Lemma A.6. On the subset D the following bilinear form vanishes:
−[H(A;X) : H(B;X)]− iδ[B]H(A : X) + iδ[A]H(B : X) + iH([A;B] : X) = 0. (A.9)
Renark. Introduce the operator
H˘(A : X) = H(A : X)− iδ[A] (A.10)
on the space of smooth sections of the bundle X ×D → X . The property (A.9) can be rewritten as
[H˘(A;X); H˘(B;X)] = iH˘([A,B];X). (A.11)
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Note that the operator (A.10) is an analog of the covariant differentiation operator in the theory of
bundles (see, for example, [42]).
Thus, the group property (A.1) is reformulated in terms of Lie algebras.
Investigate now the problem of reconstructing the group representation if the algebra representation
is known. Our purpose is to prove some lemmas which are useful in constructing the representation of
the Poincare group.
Impose the following conditions on the operators H(A : X), A ∈ TeG, X ∈ X .
H1. Hermitian operators H(A : X) are defined on a common domain D which is dense in F .
H2. For each smooth curve h(α) on G and each Ψ ∈ D the vector function H(A : uh(α)X)Ψ is
strongly continously differentiable with respect to α.
H3. The bilinear form (A.9) vanshes on D.
Let Z ∈ TeG be a subset of the Lie algebra of the group G. Let B ∈ Z, while gB(t) is a one-
parametric subgroup of the Lie group G with the tangent vector B at t = 0, gB(0) = e. Denote by
U tB(X) the operator taking the initial condition Ψ0 ∈ D of the Cauchy problem for the equation
i
∂Ψt
∂t
= H(B : ugB(t)X)Ψt (A.12)
(∂Ψt/∂t is a strong derivative) to the solution Ψt ∈ D of the Cauchy problem, Ψt = U tB(X)Ψ0. This
definition is correct under the following condition.
H4. Let B ∈ Z. If Ψ0 ∈ D, there exists a solution of the Cauchy problem for eq.(A.12).
Uniqueness of the solution is a corollary of the property ||Ψt|| = ||Ψ0|| which is checked directly
by differentiation. The isometric operator U tB(X) can be expanded then from D to F . It satisfies the
property
U t1B (ugB(t2)X)U
t2
B (X) = U
t1+t2
B (X).
Therefore, it is invertible and unitary.
Impose also the following conditions.
H5. Let B ∈ Z. For each smooth curve h(α) on G and each Ψ0 ∈ D the quantity || ∂∂αH(A :
uh(α)X)Ψt|| is bounded uniformly with respect to α, t ∈ [α1, α2]× [t1, t2] for any finite α1, α2, t1, t2.
H6. For ψ ∈ D, B ∈ Z, A ∈ TeG, the following property is satisfied:
||H(gB(τ)Ag−1B (τ) : ugB(τ)X)[U τB(X)Ψ−Ψ]|| →τ→0 0.
Under these conditions, we obtain:
Lemma A.7. Let B ∈ Z, A ∈ TeG, The following property is satisfied on the domain D:
H(A : X) + i(U tB(X))
−1(δ[A]U tB)(X)− (U tB(X))−1H(gB(t)AgB(t)−1 : ugB(t)X)U tB(X) = 0. (A.13)
Proof. Let us check that under these conditions the operator (δ[A]U tB)(X) is correctly defined, i.e.
the strong derivative
(δ[A]U tB)(X)Ψ =
d
dα
|α=0U tB(uh(α)X)Ψ (A.14)
exists for all Ψ ∈ D, where h(α) is a curve on G with tangent vector A.
Denote
Ψα,t = U
t
B(uh(α)X)Ψ.
This vector obeys the equation
i
∂
∂t
Ψα,t = H(B : ugB(t)h(α)X)Ψα,t,
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so that
i ∂
∂t
(Ψα+δα,t −Ψα,t) = H(B : ugB(t)h(α+δα)X)(Ψα+δα,t −Ψα,t)
+(H(B : ugB(t)h(α+δα)X)−H(B : ugB(t)X))Ψα,t.
Since Ψα,0 = Ψα+δα,0 = Ψ, we have
Ψα+δα,t −Ψα,t = −i
∫ t
0
dτU t−τB (ugB(τ)h(α+δα)X)(H(B : ugB(τ)h(α+δα)X)−H(B : ugB(τ)X))Ψα,τ .
Because of unitarity of the operators U tB, the following estimation takes place:
||Ψα+δα,t −Ψα,t|| ≤
∫ t
0
dτ ||(H(B : ugB(τ)h(α+δα)X)−H(B : ugB(τ)X))Ψα,τ ||.
Making use of the Lesbegue theorem [52] and condition H5, we find that ||Ψα+δα,t −Ψα,t|| →δα=0 0, so
that the operator U tB(uh(α)X) is strongly continous with respect to α.
Furthermore,
Ψα+δα,t −Ψα,t
δα
= −i
∫ τ
0
∫ 1
0
dγU t−τB (ugB(τ)h(α+δα)X)
(
∂
∂α
H(B : ugB(τ)h(α+γδα)X)
)
Ψα,τ
Denote
∂Ψα,t
∂α
≡ −i
∫ t
0
dτU t−τB (ugB(τ)h(α+δα)X)
(
∂
∂α
H(B : ugB(τ)h(α)X)
)
Ψα,τ . (A.15)
The following estimation takes place:
||Ψα+δα,t−Ψα,t
δα
− ∂Ψα,t
∂α
|| ≤ ∫ t0 dτ ∫ 10 dγ (||U t−τB (ugB(τ)h(α+δα)X)||
×||
[
∂H
∂α
(B : ugB(τ)h(α+γδα)X)− ∂H∂α (B : ugB(τ)h(α)X)
]
Ψα,τ ||+
||(U t−τB (ugB(τ)h(α+δα)X)− U t−τB (ugB(τ)h(α)X))∂H∂α (B : ugB(τ)h(α)X)Ψα,τ
) (A.16)
Making use of the Lesbegue theorem, conditions H2,H5, we find that the quantity (A.16) tends to zero
as δα→ 0. Thus, the vector (A.14) is correctly defined.
It follows from the expression (A.15) that
∂
∂τ
∂
∂α
U tB(uh(α)X)− iH(B : ugB(t)h(α)X)
∂U tB(uh(α)X)
∂α
in a strong sense.
Let us prove now property (A.13). At t = 0 the property (A.13) is satisfied. The derivative with
respect to t of any matrix element of the operator (A.13) under conditions H1-H6 vanishes. Therefore,
equality (A.13) viewed in terms of bilinear forms is satisfied on D. Since the left-hand side of eq.(A.13)
is defined on D, it also vanshes on D.
To construct the representation of the Poincare group, the following statement is used in this paper.
Let the property
gBn(tn(α))...gB1(t1(α)) = e, (A.17)
be satisfy for α ∈ [0, α0] and B1, ..., Bn ∈ Z. Here tk(α) are smooth functions. Denote hk(α) =
gBk(tk(α)), sk(α) = hk(α)...h1(α).
Lemma A.8. Under condition (A.17) the operator
U
tn(α)
Bn (usn−1(α)X)...U
t1(α)
B1
(X) (A.18)
is α-independent.
To prove lemma, denote Uk ≡ Uk(usk−1(α)X) ≡ U tk(α)Bk (usk−1(α)X). Let us use the following lemma.
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Lemma A.9. Let s(α) be a smooth curve on the group G, t(α) is a smooth real function, B ∈ TeG.
Then the operator function U
t(α)
B (us(α)X) is strongly differentiable with respect to α on D and
∂
∂α
U
t(α)
B (us(α)X) = −i
dt
dα
H(B : ugB(t(α))s(α)X)U
t(α)
B (us(α)X) + (δ[
ds
dα
s−1]U t(α)B )(us(α)X), (A.19)
where ds
dα
s−1 is a tangent vector to the curve s(α + τ)s−1(α) at τ = 0.
Proof. Let Ψ ∈ D. One has
1
δα
(U
t(α+δα)
B (us(α+δα)X)− U t(α)B (us(α)X)Ψ =
1
δα
(U
t(α+δα)
B (us(α)X)− U t(α)B (us(α)X)Ψ + 1δα(U t(α+δα)B (us(α+δα)X)− U t(α+δα)B (us(α)X)Ψ.
(A.20)
The first term in the right-hand side of eq.(A.20) tends to
−i dt
dα
H(B : ugB(t(α))s(α)X)Ψ
by definition of the operator U tB(X). Consider the second term. It can be represented as∫ 1
0
dγ
∂
∂α
U
t(α)
B (us(α+γδα)X)|α=α+δαΨ.
Making use of eq. (A.15), we take this term to the form
−i
∫ 1
0
dγ
∫ t(α+δα)
0
dτU
t(α+δα)−τ
B (ugB(τ)s(α+γδα)X)
∂
∂α
H(B : ugB(τ)s(α+γδαX)U
τ
B(us(α+γδα)X)Ψ. (A.21)
Making use of the Lesbegue theorem and property H6, we see that the vector (A.21) is strongly continous
as δα→ 0, so that it is equal to
∂
∂α
U
t(α)
B (us(α)X)|α=αΨ = ((δ[
ds
dα
s−1]U t(α)B )(us(α)X)Ψ.
We obtain formula (A.19).
Let us return to proof of lemma A.8. To check formula (A.18), let us obtain that
d
dα
(Un...U1)(Un...U1)
−1 = 0 (A.22)
on D (the derivative is viewed in the strong sense). The property (A.22) is equivalent to the folowing
relation:
n∑
k=1
Un...Uk+1
∂Uk
∂α
U−1k ...U
−1
n = 0. (A.23)
Making use of eq.(A.19), we take eq.(A.23) to the form∑n
k=1Un...Uk+1H(−idtkdαBk : uskX)U−1k+1...U−1n +∑n
k=1Un...Uk+1(δ[
dsk−1
dα
s−1k−1]Uk)(usk−1X)U
−1
k ...U
−1
n = 0.
(A.24)
Applying properties (A.13) n− k times, we obtain
−iH(∑nk=1 dtkdα hn...hk+1Bkh−1k+1...h−1n : X) +∑nl=1 Un...Ul+1(δ[dsl−1dα s−1l−1]Ul)(usl−1X)U−1l ...U−1n
−∑nk=1∑nl=k+1Un...Ul+1 dtkdα δ[hl−1...hk+1Bkh−1k+1...h−1l−1]Ul)(usl−1X)U−1l ...U−1n . (A.25)
Eq.(A.17) implies that ∑n
k=1
dtk
dα
hn...hk+1Bkh
−1
k+1...h
−1
n = 0;
dsl−1
dα
s−1l−1 −
∑l−1
k=1 hl−1...hk+1Bkh
−1
k+1...h
−1
l−1 = 0.
Lemma A.8 is proved.
Corollary. Let tk(0) = e. Then
U
tn(α)
Bn (usn−1(α)X)...U
t1(α)
B1 (X) = 1
under conditions of lemma A.8.
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B Some properties of quadratic Hamiltonians in the Fock
space
The purpose of this appendix is to introduce some notations and check some properties of operators in
Fock space.
Remind that the Fock space F(L2(Rd)) is defined as a space of sets
Ψ = (Ψ0,Ψ1(x1), ...,Ψn(x1, ...,xn), ...)
of symmetric with respect to x1, ..., xn symmetric functions Ψn such that ||Ψ||2 = ∑∞n=0 |Ψn||2 < ∞.
By A±(x) we denote, as usual, the creation and annihilation operator distributions:
(
∫
dxA+(x)f(x)ψ)n(x1, ...,xn) =
1√
n
∑n
l=1 f(xj)ψn−1(x1, ...,xj−1,xj+1, ...,xn);
(
∫
dxA−(x)f ∗(x)ψ)n−1(x1, ...,xn−1) =
√
n
∫
dxf ∗(x)ψn(x,x1, ...,xn−1).
By |0 > we denote, as usual, the vacuum vector of the form (1, 0, 0, ...). Arbitrary vector of the Fock
space can be presented via the creation operators and vacuum vector as follows [41]
Ψ =
∞∑
n=0
1√
n!
∫
dx1...dxnΨn(x1, ...,xn)A
+(x1)...A
+(xn)|0 > .
Introduce the operator of number of particles nˆ as (nˆψ)n = nψn. Let T be a nonbounded self-adjoint
operator in L2(Rd) such that T − 1 ≥ 0. By A+TA− we denote the operator of the form
(A+TA−ψ)n =
n∑
j=1
1⊗j−1 ⊗ T ⊗ 1⊗n−jψn.
Introduce also the following norms in the Fock space:
||ψ||m = ||(nˆ+ 1)mψ||, ||ψ||Tm = ||(A+TA− + 1)mψ||.
Lemma B.1. Let ||ψ||Tm <∞. Then ||ψ||m ≤ ||ψ||Tm.
Proof. It is sufficient to check that
(ψn, (
n∑
j=1
1⊗j−1 ⊗ T ⊗ 1⊗n−j + 1)2mψn) ≥ (ψn, (
n∑
j=1
1 + 1)2mψn).
This relation is a corollary of the formula
(ψn, T
2l1 ⊗ ...⊗ T 2lnψn) ≥ (ψn, ψn)
for all l1, ..., ln ≥ 0. The latter formula is obtained from the relation ||T−l1 ⊗ ... ⊗ T−ln || ≤ 1. Lemma
B.1 is proved.
Let H+− be a nonbounded operator in L2(Rd) such that operators T−1/2H+−T−1/2 and H+−T−1
are bounded.
Lemma B.2. The following estimation is satisfied:
||A+H+−A−ψ|| ≤ C||ψ||T1
with C = max(||T−1/2H+−T−1/2||, ||H+−T−1||).
Proof. One should check
(ψn,H+−i H+−j ψn) ≤ C(ψn, TiTjψn) (B.1)
with H+−i = 1i−1 ⊗H+− ⊗ 1n−i, Ti = 1i−1 ⊗ T ⊗ 1n−i. Denote T 1/2i T 1/2j ψn = φn. Inequality (B.1) takes
the form
(φn, T
−1/2
i T
−1/2
j H+−i H+−j T−1/2i T−1/2j φn) ≤ C2(φn, φn). (B.2)
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For i 6= j, property (B.2) is satisfied if C = ||T−1/2H+−T−1/2|| as a corollary of the Cauchy-Bunyakovski-
Schwartz inequality. For i = j, property (B.2) is satisfied if C = ||H±T−1||. Lemma B.2 is proved.
Lemma B.3. Consider the operator
ϕˆ =
∫
dx1...dxmdy1...dykϕ(x1, ...,xn,y1, ...,yk)A
+(x1)...A
+(xm)A
−(y1)...A−(yk)
with ϕ ∈ L2(Rd(m+k)). Let Ψ ∈ F and ||Ψ||l+ k+m
2
<∞. Then
||ϕˆΨ||l ≤ C||ϕ||L2||Ψ||l+ k+m
2
,
where C2 = max{1, (m− k)!(m− k)2l}.
Proof. One has
(ϕˆΨ)n(z1, ..., zn) =
√
(n−m+k)!
(n−m)!
√
n!
(n−m)!Sym
∫
dy1...dykϕ(z1, ..., zm,y1, ...,yk)
×Ψn−m+k(y1, ...,yk, zm+1, ..., zn)
where Sym is a symmetrization operator. Since ||SymΦn|| ≤ ||Φn|| and
||
∫
dyϕ(z,y)Ψ(y, z′)|| ≤ ||ϕ||||Ψ||,
one has
||(ϕˆΨ)n|| ≤
√√√√(n−m+ k)!
(n−m)!
√
n!
(n−m)! ||ϕ||||Ψn−m+k||.
Therefore,
||ϕˆΨ||2l =
∑∞
n=0(n + 1)
2l (n−m+k)!
(n−m)!
n!
(n−m)! ||ϕ||2||Ψn−m+k||2
=
∑∞
s=0
(s+m−k)2l(s−k+1)...s(s−k+1)...(s−k+m)
(s+1)2l+k+m
||ϕ||||Ψs||2(s+ 1)2l+k+m
≤ C2|ϕ||2||Ψ||2
l+ k+m
2
,
where s = m− n+ k. Lemma is proved.
Corollary.
||1
2
A±H±±A±Ψ|| ≤ 1√
2
||H±±||2||Ψ||1,
Here || · ||2 is a Hilbert-Schmidt norm ||A||2 =
√
TrA+A.
Consider the quadratic Hamiltonian
H =
1
2
A+H++A− + A+H+−A− + 1
2
A−H−−A− +H.
Let H , H++, H+−, H−−, H++ be α-dependent, α ∈ R, and (H++)+ = H−−, (H+−)+ = H+−.
Lemma B.4. Let Hα be a continuously differentiable function, H++α be a continously differentiable
Hilbert-Schmidt operator in the norm || · ||2, while T−1/2H+−α T−1/2 and H+−α T−1 are operator functions
being continuously differentiable in the operator norm. Let ψ ∈ F , ||ψ||T1 <∞. Then the vector function
Hαψ is continously differentiable in the strong topology.
Proof. One has from lemmas B.2 and B.3 that
||(Hα+δα−Hα
δα
− dH
dα
)ψ|| ≤ √2||H
++
α+δα
−H++α
δα
− d
dα
H++α ||2||ψ||1+
max
(
||T−1/2
[
H++
α+δα
−H++α
δα
− d
dα
H++α
]
T−1/2||, ||
[
H++
α+δα
−H++α
δα
− d
dα
H++α
]
T−1||
)
||ψ||T1+∣∣∣∣Hα+δα−Hαδα − ddαHα
∣∣∣∣→δα→0 0.
The fact that d
dα
Hαψ is continuous is checked analogously. Lemma B.4 is proved.
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Consider now the Cauchy problem for the equation
idΨt
dt
= HtΨt,
Ht =
1
2
A+H++t A− + A+H+−t A− + 12A−H−−t A− +Ht.
(B.3)
on the Fock vector Ψt; the strong derivative enters to eq.(B.3).
Formally, the solution for the initial condition
Ψ0 =
∞∑
n=0
1√
n!
∫
dx1...dxnA
+(x1)...A
+(xn)Ψ0,n(x1, ...,xn)|0 > (B.4)
is looked for in the following form [41, 50]
Ψt =
∞∑
n=0
1√
n!
∫
dx1...dxnA
+
t (x1)...A
+
t (xn)Ψ0,n(x1, ...,xn)|0 >t (B.5)
with
|0 >t= ct exp[1
2
∫
dxdyM t(x,y)A+(x)A+(y)]|0 > . (B.6)
while operators A+t (x) are chosen to be
A+t (x) =
∫
dy[A+(y)G∗t (y,x)− A−(y)A∗t (y,x)].
Namely, the Gaussian ansatz (B.6) formally satisfies eq.(B.3) if
idc
t
dt
= 1
2
TrH−−t M tct +Htct,
idM
t
dt
= H++t +H+−t Mt +MtH−+t +MtH−−t Mt.
(B.7)
Here Mt is the operator with kernel M
t(x,y), H−+t = (H+−t )∗. The operators A+t (x) commute with
i d
dt
−Ht if
idF
t
dt
= H+−t Ft +H++t Gt, −idGtdt = H−+t Gt +H−−t Ft. (B.8)
Here Ft, Gt are operators with kernels Ft(x,y) and Gt(x,y). Note that the operator Mt = FtG
−1
t
formally satisfies eq.(B.7). Initial conditions (B.4) are satisfied if F0 = 0, G0 = 1.
Let us check that eq.(B.3) is satisfied in a strong sense.
First of all, let us present some auxiliary lemmas.
Lemma B.5. Let M be a Hilbert-Schmidt operator and ||M || < 1. Then
exp[
1
2
A+MA+]|0 > (B.9)
The proof is presented in [41].
Corollary. For the state (B.9), the estimation
||ψn|| ≤ Ae−αn (B.10)
is satisfied under conditions of lemma B.5 for some A and 0 < α ≤ −1
2
log||M ||.
Proof. Since ||M || < 1, ||e2αM || < 1. Since expression ψ˜ = exp[1
2
e2αA+MA+]|0 > specifies a Fock
space vector, ||ψ˜2n|| = ||e2αnψ2n|| ≤ A. Corollary is proved.
Lemma B.6. Let M , δM be Hilbert-Schmidt operators, ||M || ≤ 1, ||M + δM || ≤ 1 and
||δM ||2 ≤ 1
4
log ||M ||−1||M ||−3/8.
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Then
exp[
1
2
A+(M + δM)A+]|0 >=
∞∑
k=0
1
k!
[
1
2
A+δMA+]k exp[
1
2
A+MA+]|0 >
Proof. One should check that
s− limN→∞∑k,l,k+l≤N 12kk!(A+δMA+)k 12ll!(A+MA+)l|0 >=
s− limN→∞∑Nk=0 12kk!(A+δMA+)ke 12A+MA+|0 > (B.11)
Since the strong limit in the left-hand side of equality (B.11) exists, eq.(B.11) can be presemted as
N∑
k=0
∞∑
l=N−k+1
ψk,l →N→∞ 0 (B.12)
with
ψk,l =
1
2kk!
(A+δMA+)k
1
2ll!
(A+MA+)l|0 > .
Since
([A+δMA+]ψ)n(x1, ...,xn) = Sym
√
n(n− 1)δM(x1,x2)ψn−2(x3, ...,xn),
one has
||([A+δMA+]ψ)n|| ≤
√
n(n− 1)||δM ||2||ψ||n−2.
By induction, one obtains:
||[A+δMA+]kψn−2k|| ≤
√
n!
(n− 2k)! ||δM ||
k
2||ψn−2k||.
It follows from the extimation (B.10) that
||ψk,l|| ≤
√
(l+2k)!
k!
||δM ||k2
2kk!
Ae−αl/2e−αl/2
≤ maxl(l + 2k)ke−α(l+2k)/2Ae−αl/2 (||δM ||2eα)k2kk! = Ae−αl/2 k
k
k!ek
( ||δM ||2eα
α
)k
Since k! ∼ (k/e)k√2πk as k →∞, one has e−kkk/k! ≤ A1. Therefore,
||ψk,l|| ≤ AA1e−αl/2bk (B.13)
with b = ||δM ||2eα/α. Therefore,
N∑
k=0
∞∑
l=N−k+1
||ψk,l|| =
N∑
k=0
AA1b
ke−
α
2
(N−k+1) 1
1− e−α/2 ≤ AA1
e−α(N+1)/2
(1− e−α/2)(1− be−α/2) .
Therefore, for ||δM ||2e3α/2 ≤ α property (B.12) is satisfied. Choosing α = −14 log||M ||, we obtain
statement of lemma.
Lemma B.7. Let Mt, t ∈ [t1, t2] be a differentiable operator function, ||Mt||2 <∞,
||Mt+δt −Mt
δt
− dMt
dt
||2 →δt→0 0. (B.14)
Then
||e
1
2
A+Mt+δtA
+ |0 > −e 12A+MtA+ |0 >
δt
− 1
2
A+
dMt
dt
A+e
1
2
A+MtA+ |0 > ||m →δt→0 0. (B.15)
Proof. Denote δM ≡ δMt,δt =Mt+δt −Mt. It is sufficient to check the following formulas:
||e
1
2
A+Mt+δtA
+ |0 > −1 − 1
2
A+MtA
+|0 >
δt
e
1
2
A+MtA+ |0 > ||m →δt→0 0; (B.16)
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||A+ δM
δt
− dM
dt
)A+e
1
2
A+MtA+|0 > ||m →δt→0 0. (B.17)
The latter formula is a direct corollary of lemma B.3, property ||e 12A+Mt+δtA+ |0 > ||m+1 < ∞ following
from formula (B.10) and relation || δM
δt
− dM
dt
||2 →δt→0 0. Formula (3.30) is a corollary of the relation
∞∑
k=2
∞∑
l=0
1
δt
(2k + 1 + l)m||ψk,l|| →δt→0 0. (B.18)
Makibg use of the estimation (B.13) and formula ||δM ||22/δt→δt→0 0, we prove relation (B.18). Lemma
B.7 is proved.
Lemma B.8. Let T be such nonbounded self-adjoint operator in L2(Rd) that T − 1 > 0, D(T ) ⊂
D(H+−), H+−t T−1 be uniformly bpinded operator. Let the initial condition for eq.(B.3) be of the form
(B.4), where Ψ0,n = 0 as n ≥ N0,
Ψ0,n(x1, ...,xn) =
J0∑
j=1
f 1j (x1)...f
n
j (xn), f
s
j ∈ D(T ). (B.19)
Let Hilbert-Schmidt operator Mt satisfy eq.(B.7) (the derivative is defined in the Hilbert-Schmidt sense
(B.14)) and initial condition M0 = 0, , ct obey eq.(B.7), Ft and Gt be uniformly bounded operators
Ft : D(T ) → D(T ), Gt : D(T ) → D(T ) satisfying eq.(B.8) in the strong sense on D(T ), F0 = 0,
G0 = 1. Then the Fock vector (B.5) obeys eq.(B.3) in the strong sense.
Proof. It is sufficient to prove lemma for the initial condition
Ψ0 =
1√
n!
A+[f 1]...A+[fn]|0 >
where A+[f ] =
∫
dxf(x)A+(x). Let us show that the Fock vector
Ψt =
1√
n!
A+t [f
1]...A+t [f
n]|0 >t
with
A+t [f ] =
∫
dy[A+(y)(G∗tf)(y)−A−(y)(F ∗t f)(y)]
satisfies eq.(B.3). Let
Ψ˙t ≡ 1√
n!
(
n∑
j=1
A+t [f
1]...A˙+t [f
j ]...A+t [f
n]|0 >t +A+t [f 1]...A+t [f j ]...A+t [fn]
d
dt
|0 >t
with
A˙+t [f ] =
∫
dy[A+(y) d
dt
(G∗tf)(y)− A−(y) ddt(F ∗t f)(y)],
d
dt
|0 >t≡ dctdt e
1
2
A+MtA+ |0 > +ct 1
2
A+ dMt
dt
A+e
1
2
A+MtA+ |0 > .
One has
Ψt+δt−Ψt
δt
− Ψ˙t = 1√n!A+t+δt[f 1]...A+t+δt[fn]
( |0>t+δt−|0>t
δt
− d
dt
|0 >t
)
+
1√
n!
[A+t+δt[f
1]...A+t+δt[f
n]−A+t [f 1]...A+t [fn]] ddt |0 >t +∑n
j=1A
+
t+δt[f
1]...A+t+δt[f
j−1][
A+
t+δt
[fj ]−A+t [fj ]
δt
− A˙+t [f j ]]A+t [f j+1]...A+t [fn]|0 >t +∑n
j=1
1√
n!
(A+t+δt[f
1]...A+t+δt[f
j−1]−A+t [f 1]...A+t [f j−1]]A˙+t [f j]A+t [f j+1]...A+t [fn]|0 >t .
It follows from lemmas B.3, B.7 and conditions of lemma B.8 that
||Ψt+δt −Ψt
δt
− Ψ˙t|| →δt→0 0.
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Eqs.(B.7), (B.8) imply that Ψ˙t = −iHtΨt. Lemma B.8 is proved.
Denote by D1 ⊂ F the set of all Fock vectors Ψ ∈ F such that Ψn vanish at n ≥ N0 and have
the form (B.19) as n < N0. Lemma B.8 allows us to construct the mapping Ut : D1 → F of the form
UtΨ0 = Ψt. Note that the domain D1 is dense in F .
Denote
A−t [f ] ≡ (A+t [f ])+ ≡
∫
dy[A−(y)(Gtf)(y)− A+(y)(Ftf)(y)].
Lemma B.9. 1. The operators A±t [f ] obey the commutation relations
[A−t [f ], A
+
t [g]] = (f, g), [A
±
t [f ], A
±
t [g]] = 0. (B.20)
2. The following property is satisfied:
A−t [f ]|0 >t= 0. (B.21)
3. The operator Ut is isometric.
Proof. The commutation relations (B.20) are rewritten as
(Gtf,Gtg)− (Ftf, Ftg) = (f, g);
(F ∗t f,Gtg)− (G∗tf, Ftg) = 0. (B.22)
They are satisfied at t = 0. The time derivatives of the left-hand sides of eqs.(B.22) vanish because of
eqs.(B.8). Statement 1 is proved.
The fact that Ut is an isometric operator is a corollary of the property
d
dt
(Ψt,Ψt) = 0.
Analogously to lemma B.8, we find that the vector Ψ˜t = A
−
t [f ]|0 >t obeys eq.(B.3) in the strong
sense. Since Ψ0 = 0 and ||Ψt|| = ||Ψ0||, one has Ψt = 0. Property (B.21) is proved. Note that it means
that
MtGt = Ft. (B.23)
Lemma B.9 is proved.
Therefore, the operator Ut can be extended to the whole space F , Ut : F → F .
Lemma B.10. Let the operator (
G+ −F+
−F T GT
)
be invertible. Then the following relation is satisfied on D1:
U−1t A
+TA−UtΨ0 = (A+GTt + A
−F+)T (FA+ +G∗A−)Ψ0 (B.24)
Proof. It follows from lemma B.9 that(
G+ −F+
−F T GT
)(
G F ∗
F G∗
)
= 1
Therefore, (
G+ −F+
−F T GT
)−1
=
(
G F ∗
F G∗
)
and
A−(y) =
∫
dz(Ft(y, z)A
+
t (z) +G
∗
t (y, z)A
−
t (z)),
A+(y) =
∫
dz(F ∗t (y, z)A
−
t (z) +Gt(y, z)A
+
t (z)).
Identity (B.24) is then a corollary of definition of the operator Ut.
By D ∈ F we denote set of such Fock vectors Ψ that ||Ψ||T1 <∞.
Lemma B.11. Let Ψ0 ∈ D. Suppose that TFt and H++ are continuous operator functions in the
|| · ||2-norm, Gt, T 1/2GtT−1/2, TGtT−1, T−1/2H+−t T−1/2, H+−T−1 are continous operator functions in
the || · ||-norm. Then the following statements are satisfied.
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1. Ψt ≡ UtΨ0 ∈ D.
2. Ψt obeys eq.(B.3) in the strong sense.
3.
||Ψt −Ψ0||T1 →t→0 0. (B.25)
Proof. Let Ψ0 ∈ D1. For ||UtΨ0||T1 , one has the following estimation:
||UtΨ0||T1 = ||U−1t (Tˆ + 1)UtΨ0|| ≤ ||Ψ0||+ ||(A+GT + A−F+)T (FA+ +G∗A−)Ψ0|| ≤
(1 + ||F+||2||TF ||2)||Ψ0||+ (
√
2||GTTF ||2 + ||F+TF ||+ ||F+TG||2)||Ψ0||
+(||T−1/2GTTG∗T−1/2||+ ||ATTA∗T−1||)||Ψ0||T1 ≤ const||Ψ||T1
at t ∈ [0, t1]. Therefore,the operator Ut is bounded in norm || · ||T1 . The extension of the operator Ut to
D is then also a bounded operator in || · ||T1 norm. One therefore has Ψt ∈ D.
The fact that ||UtΨ0 − Ψ0||T1 →t→0 0 if Ψ0 ∈ D1 is justified analogously to lemma B.8. Since the
operator Ut : D → D is uniformly bounded at t ∈ [0, t1] in || · ||T1 -norm, the Banach-Steinhaus theorem
(see, for example, [51]) implies relation (B.25).
To check the second statement, note that lemma B.8 imply that
Ut+δt − Ut
δt
→δt→0 dUt
dt
(B.26)
in the strong sense on D1. For showing that relation (B.26) is satisfied in the strong sense on D, it is
sufficient to show that the operator
δU
δt
: D → F
is uniformly bounded,
||δU
δt
Ψ|| ≤ C||Ψ||T1 .
One has
|| δU
δt
Ψ|| = || ∫ 10 dsU˙t+sδtΨ|| = || ∫ 10 dsHt+sδtUt+sδt|| ≤
maxs∈[0,1][
√
2||H++t+sδt||2 + ||T−1/2H+−ts+δtT−1/2||+ ||H+−ts+δtT−1||]||Ut+sδtΨ||T1 .
Lemma B.11 is proved.
Let us now check properties of operators Ft, Ft, Mt.
First of all, consider the Cauchy problem
if˙t = Ytft + Ztgt,
−ig˙t = Z∗t ft + Y ∗t gt,
f0 = 0, g0 = 1,
(B.27)
where gt is a bounded operator functions, ft is a Hilbert-Schmidt operator function. The derivatives in
(B.27) are understood as
||(gt+δt − gt
δt
− g˙t)ϕ|| →δt→0 0, ||ft+δt − ft
δt
− f˙t||2 →δt→0 0. (B.28)
Lemma B.12. Let Yt be a strongly continous operator function, while ||Zt+τ − Zt||2 →τ→0 0,
||TZt||2 ≤ at1, ||TYtT−1|| ≤ at2, ||T 1/2YtT−1|| ≤ at3 for smooth functions atk. Then there exist a solution
to the Cauchy problem (B.27) such that
||Tft||2 ≤ at4, ||T 1/2gtT−1/2|| ≤ at5, ||TgtT−1|| ≤ at6, ||gt|| ≤ at7 (B.29)
for smooth functions atk.
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Proof (cf.[50]). Let us look for the solution to the Cauchy problem in the following form:
ft =
∞∑
n=0
fnt , gt =
∞∑
n=0
gnt . (B.30)
where f 0t = 0, g
0
t = 1,
fn+1t = −i
∫ t
0 dτ(Yτf
n
τ + Zτg
n
τ ),
gn+1t = −i
∫ t
0 dτ(Y
∗
τ g
n
τ + Z
∗
τ f
n
τ ).
(B.31)
By induction we find that ||fnt ||2 ≤ C1tn/n!, ||gt||2 ≤ C1tn/n! for t ∈ [0, t1]. Here C1 is a constant.
Therefore, the series (B.30) converge. ft is a Hilbert-Schmidt operator, while gt is a bounded
operator. Analogously, we show
||Tfnt ||2 ≤
C2t
n
n!
, ||Tgnt T−1|| ≤
C2t
n
n!
, ||T 1/2gnt T−1/2|| ≤
C2t
n
n!
,
where t ∈ [0, t1]. Therefore, properties (B.29) are satisfied.
To check relations (B.28), note that
ft = −i
∫ t
0 dτ(Yτfτ + Zτgτ ),
gt = i
∫ t
0 dτ(Z
∗
τ fτ + Y
∗
τ gτ ).
(B.32)
Eqs.(B.32) imply that the operator functions ft, gt obey properties
||T (ft+δt − ft)||2 →δt→0 0, ||(gt+δt − gt)|| →δt→0 0,
Therefore,
||ift+δt−ft
δt
− Ytft − Ztgt||2 ≤
∫ 1
0 ds||Yt+sδtft+sδt + Zt+sδtgt+sδt − Ytft − Ztgt||2,
||(−igt+δt−gt
δt
− Z∗t ft − Y ∗t gt)ϕt|| ≤
∫ 1
0 ds||(Z∗t+sδtft+sδt + Y ∗t+sδtgt+sδt − Z∗t ft − Y ∗t gt)ϕt||.
Since the integrands are uniformly bounded functions, the Lesbegue theorem (see, for example, [52])
tells us that it is sufficient to check that
||Yt+τft+τ − Ytft||2 →δt→0 0, ||Zt+τgt+τ − Ztgt||2 →δt→0 0,
s− limτ→0Z∗t+τft+τ = Z∗t ft,
s− limτ→0 Y ∗t+τgt+τ = Y ∗t gt.
These relations are corollaries of conditions of lemma B.12 and formulas (B.31).
Lemma B.13. Let H+−t = L +Ht, Ht, T 1/2HT−1/2, THT−1 be strongly continous operator func-
tions, ||H++t+δt −H++t ||2 →δt→0 0, L be a t-independent (maybe nonbounded) self-adjoint operator, such
that ||LT−1|| < ∞, while ||T 1/2e−iLtT−1/2|| < ∞, ||Te−iLtT−1|| < ∞. Then there exists a solution to
the Cauchy problem for system (B.8) for the initial condition F0 = 0, G0 = 1:
||iFt+δt−Ft
δt
−H++t Ft −H+−t Gt||2 →δt→0 0,
||(−iGt+δt−Gt
δt
−H−−t Gt −H−+t Ft)ϕ|| →δt→0 0, ϕ ∈ D(T ).
(B.33)
Moreover,
||TFt||2 ≤ b(t), ||TGtT−1|| ≤ b(t), ||T 1/2GtT−1/2|| ≤ b(t), ||Gt|| ≤ b(t) (B.34)
for some smooth function b(t) on t ∈ [0, t1]. The properties (B.23) are also satisfied.
Proof. Consider the operator functions
Ft = e
−iLtft, Gt = eiL
∗tgt,
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where (ft, gt) is a solution to the Cauchy problem (B.27) with Yt = e
iLtHte−iLt, Zt = eiLtH++t eiL∗t,
f0 = 0, g0 = 1. Check of properties (B.34) is straightforward. Let us prove relations (B.33). One has
iFt+δt−Ft
δt
− (L+Ht)Ft −H++t Gt = (ie−iLδt−1δt T−1 − LT−1)TFt + ie−iLt(ft+δt−ftδt − f˙t),
−iGt+δt−Gt
δt
− (L∗ +H∗t )Gt −H−−t Ft = (−ie
−iL∗δt−1
δt
T−1 − L∗T−1)TFt + ie−iL∗t( gt+δt−gtδt − g˙t).
Since
||(ie
−iLτ − 1
τ
T−1 − LT−1)ϕ|| ≤
∫ 1
0
ds||(e−iLτs − 1)LT−1ϕ|| →τ→0 0,
we obtain relations (B.33).
Property (B.23) is proved analogously to [50]: one should consider the convergent in || · ||-norm series
(
G F ∗
F G∗
)−1
=
∞∑
n=0
(
G
(−n)
t F
(−n)∗
t
F
(−n)
t G
(−n)∗
t
)(
eiL
∗t 0
0 e−iLt
)
with (
G
(−n)
t F
(−n)∗
t
F
(−n)
t G
(−n)∗
t
)
= i
∫ t
0
dτ
(
G(−n+1)τ F
(−n+1)∗
τ
F (−n+1)τ G
(−n+1)∗
τ
)(
Yτ Zτ
−Z∗τ −Y ∗τ
)
Lemma B.13 is proved.
Lemma B.14. Under conditions of lemma B.13 there exists a solution to the Cauchy problem for
eq.(B.7) with the initial condition M0 = 0.
Proof. It follows from [41] that the matrix G is invertible and ||G−1|| < 1. Consider the operator
Mt = FtG
−1
t . Note that ||TMt||2 <∞, ||LMt|| <∞. One has
Mt+δt −Mt =Mt+δt(Gt −Gt+δt)G−1t + (Ft+δt − Ft)G−1t ,
so that ||T (Mt+δt −Mt)||2 →δt→0 0. Therefore,
Mt+δt−Mt
δt
− F˙tG−1t + FTG−1t G˙tG−1t =
Mt+δtTT
−1(Gt−Gt+δt
δt
− G˙t)G−1t + (Mt+δt −Mt)TT−1G˙tG−1t + (Ft+δt−Ftδt − F˙t)G−1t .
Ananlogously to lemmas B.12, B.13, one finds
||(G
+
t+δt −G+t
δt
− G˙+t )T−1ϕ|| →δt→0 0.
Therefore,
||Mt+δt −Mt
δt
− M˙t||2 →δt→0 0.
Lemma B.14 is proved.
Therefore, we have proved the following theorem.
Theorem B.15. Let T , L be self-adjoint operators in L2(Rd) such that
||T−1/2LT−1/2|| <∞, ||LT−1|| <∞, ||T 1/2e−iLtT−1/2|| ≤ C,
||Te−iLtT−1|| ≤ C, t ∈ [0, t1].
Let T − c be positively definite for some positive constant c, H+−t = L + Ht, H++ be operator-valued
functions such that ||T (H++t+δt − H++t )||2 →δt→0 0, Ht, THtT−1, T 1/2HtT−1/2 are strongly continous
operator functions, Ht be a continous function. Then there exists a unique solution Ψt to the Cauchy
problem (B.3), provided that Ψ0 ∈ D ≡ {Ψ ∈ F|||Ψ||T1 < ∞} It satisfies the properties Ψt ∈ D and
||Ψt −Ψ0||T1 →δ→0 0.
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C Some properties of the Weyl symbol
The purpose of this appendix is to investigate some properties of Weyl symbols of operators which are
useful in justification of properties H1-H6 of Appendix A.
C.1 Definition of Weyl symbol
Firs of all, remind the definition of Weyl symbol of operator (see, for example, [34, 53]). Let
A(x, k), x, k ∈ Rd be a classical observable depending on coordinates x = (x1, ..., xd) and momenta
k = (k1, ..., kd). To specify the corresponding quantum observable Aˆ (to ”quantize” the observable A),
one should substitute the coordinates xi by operators xˆi of multiplication by xi, while the momenta kj
should be substituted by the operators kˆj = −i∂/∂kj . However, it is not easy to determine the oper-
ator A(xˆ, kˆ) for arbitrary function A, since the coordinate and momenta operators do not commute.
Different ways of ordering operators xˆ and kˆ are known. In the Weyl approach, one first considers the
partial case
A = eiαk+iβx (C.1)
and sets
Aˆ = eiαkˆ+iβxˆ (C.2)
The operator (C.2) can be defined as a transformation taking the initial condition f 0(x) for the Cauchy
problem for the equation
−i∂f
t
∂t
= (αkˆ + βxˆ)f t(x) (C.3)
to the solution f 1(x) to the Cauchy problem at t = 1. Eq.(C.3) is exactly solvable:
f t(x) = eiβxte
i
2
αβt2f 0(x+ αt),
so that
(eiαkˆ+iβxˆf)(x) = eiβxe
i
2
αβf(x+ α). (C.4)
One finds
eiαkˆ+iβxˆ = eiβxˆeiαkˆe
i
2
αβ .
For an arbitrary function A, one presents it as a superposition of exponents (C.1),
A(x, k) =
∫
dαdβA˜(α, β)eiαk+iβx
one sets
Aˆ =
∫
dαdβA˜(α, β)eiαkˆ+iβxˆ
Applying the formula for inverse Fourier transformation and making use of formula (C.4), we find
(Aˆf)(x) =
∫
dαdp
(2π)d
A(x+
α
2
; p)e−iαpf(x+ α). (C.5)
We denote the operatoe Aˆ of the form (C.5) as Aˆ =W(A). We will also write A =W(Aˆ) if Aˆ =W(A).
Definition C.1. The operator W(A) is called a Weyl quantization of the function A. The function
W(Aˆ) is called as a Weyl symbol of the operator Aˆ.
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C.2 Some calsses of Weyl symbols
C.2.1 Classes AN and BN
For investigations of QFT ultraviolet divergences, we are interested in behavior of Weyl symbols of
operators at large values of momenta. Let us introduce some important spaces. Let ωk =
√
k2 +m2 for
some m.
Definition C.2. 1. We say that a smooth function A(x, k) is of the class BN if and only if the
functions
ωN+sk
∂sA
∂ki1 ...∂kis
(C.6)
are bounded for all s, i1, ..., is.
2. Let An ∈ BN , n = 1,∞, A ∈ BN . We say that BN − limn→∞An = A if and only if
lim
n→∞maxk,x
ωN+sk
∂s(An − A)
∂ki1 ...∂kis
= 0
for all s, i1, ..., is.
3. We say that a function A ∈ BN is of the class AN if and only if
xj1 ...xjR
∂
∂xs1
...
∂
∂xsP
A ∈ BN
for all R, P , j1, ..., jR, s1, ..., sP .
4. Let An ∈ AN , A ∈ AN . We say that AN − limn→∞An = A if and only if
BN − lim
n→∞xj1 ...xjR
∂
∂xs1
...
∂
∂xsP
(An −A) = 0
for all R, P , j1, ..., jR, s1, ..., sP .
Let us investigate some properties of introduced classes AN and BN .
Lemma C.1. 1. AN+R ⊆ A, BN+R ⊆ B for R ≥ 0.
2. Let AN+R − limn→∞An = A and R ≥ 0. Then AN − limn→∞An = A.
3. Let BN+R − limn→∞An = A and R ≥ 0. Then BN − limn→∞An = A.
The proof is obvious: it is sufficient to notice that ω−Rk is a bounded function.
Lemma C.2. 1. Let A ∈ BN . Then ∂∂kiA ∈ BN+1.
2. Let A ∈ AN . Then xiA ∈ AN , ∂A∂xi ∈ AN , ∂∂kiA ∈ AN+1, f(x)A ∈ AN for smooth bounded function
f(x).
3. Let BN − limn→∞An = A. Then BN+1 − limn→∞ ∂∂kiAn = ∂∂kiA.
4. Let AN − limn→∞An = A. Then AN − limn→∞ xiAN = xiA, AN − limn→∞ ∂An∂xi = ∂A∂xi ,
AN+1 − limn→∞ ∂∂kiAn = ∂∂kiA, AN − limn→∞ f(x)An = f(x)A for smooth bounded function f(x).
The proof is also obvious.
Lemma C.3. Let A1 ∈ BN1, A2 ∈ BN2. Then A1A2 ∈ BN1+N2.
Proof. It is sufficient to check that the expression
ωN1k ω
N2
k ω
s
k
∂s
∂ki1 ...∂kis
(A1A2)
is bounded. This statement is a corollary of properties A1 ∈ BN1 , A2 ∈ BN2 and formula
∂
∂ki
(fg) =
∂
∂ki
f · g + f · ∂
∂ki
g.
Lemma C.3 is proved.
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Lemma C.4. The following properties are satisfied: ki ∈ B−1, ωαk ∈ B−α.
Proof. Since |ki/ωk| < 1, we obtain the property ki ∈ B−1. For the function ωαk , one has
∂
∂ki1
...
∂
∂kis
ωαk = ω
α
kP(ki/ωk) (C.7)
where P is a polynomial in ki/ωk. Property (C.7) is checked by induction. Therefore, functions (C.6)
are bounded for N = 1. Lemma C.4 is proved.
Lemma C.5. 1. Let A ∈ BN . Then
kiA ∈ BN−1, ω−αk A ∈ BN+α,
∂A
∂ki
∈ BN+1.
2. Let A ∈ AN . Then
kiA ∈ AN−1, ω−αk A ∈ AN+α,
∂A
∂ki
∈ AN+1.
Proof. Property 1 is a corollary of lemmas C.2 and C.4. Property 1 implies property 2. Lemma is
proved.
Lemma C.6. 1. Let BN − limn→∞An = A. Then
BN−1 − lim
n→∞ kiAn = kiA, BN+α − limn→∞ω
−α
k An = ω
−α
k A, BN+1 − limn→∞
∂An
∂ki
=
∂A
∂ki
2. Let AN − limn→∞An = A. Then
AN−1 − lim
n→∞ kiAn = kiA, AN+α − limn→∞ω
−α
k An = ω
−α
k A, AN+1 − limn→∞
∂An
∂ki
=
∂A
∂ki
.
The proof is analogous to the proof of lemma C.3.
Lemma C.7. 1. Let A1 ∈ AN1, A2 ∈ AN2. Then A1A2 ∈ AN1+N2.
2. Let AN1 − limn→∞A1,n = A1, AN2 − limn→∞A2,n = A2. Then AN1+N2 − limn→∞A1,nA2,n = A1A2.
The proof is analogous to lemma C.3.
C.2.2 Properties of operators and symbols
Lemma C.8. 1. Let A ∈ A0. Then the operator W(A) (C.5) is bounded.
2. Let A0 − limn→∞An = 0. Then limn→∞ ||W(An)|| = 0.
Proof (cf. [36]). Let us obtain an estimation for the norm ||Aˆ||. One has
Aˆ =
∫
dβeiβxˆ
∫
dαeiα(kˆ+β/2)A˜(α, β).
The estimation || ∫ dβFˆ (β)|| ≤ ∫ dβ||Fˆ (β)|| implies
||Aˆ|| ≤
∫
dβ||
∫
dαeiα(kˆ+β/2)A˜(α, β).
However, for operator F (kˆ) one has ||F (kˆ)|| = supk ||F (k)||, since in the momentum representation
F (kˆ) is the operator of multiplication be F (k). Therefore,
|| ∫ dαeiα(kˆ+β/2)A˜(α, β)|| = maxk | ∫ dαeiα(k+β/2)A˜(α, β)| = maxk | ∫ dαeiαkA˜(α, β)| =
maxk |
∫ dx
(2π)d
A(x, k)e−iβx| = 1
(β2+1)N
maxk |
∫ dx
(2π)d(x2+1)N
e−iβx(x2 + 1)N(−∆x + 1)NA(x, k)|.
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Here N is an arbitrary number such that N > d/2. Thus,
||Aˆ|| ≤ 1
(2π)d
∫ dβdx
(β2 + 1)N(x2 + 1)N
max
kx
|(x2 + 1)N(−∆x + 1)NA(x, k)|.
The first statement is judtified. Proof of the second statement is analogous. Lemma C.8 is proved.
Lemma C.9.1. Let A ∈ AN , N > d/2. Then W(A) is a Hilbert-Schmidt operator.
2. Let AN − limn→∞An = 0, N > d/2. Then limn→∞ ||W(An)||2 = 0.
Proof. Let us use the property [34, 53]
||Aˆ||22 =
∫
dxdk
(2π)d
|A(x, k)|2
whcih can be obtained from definition (C.5). One has
||Aˆ||22 ≤
∫
dx
(2π)d(x2 + 1)N
dk
ω2Nk
max
xk
|(x2 + 1)N/2ωNk A(x, k)|2.
The first statement is justified. Proof of the second statement is analogous. Lemma C.9 is proved.
C.3 Properties of *-product
Remind that the Weyl sumbol of the product of operators
A ∗B =W(W(A)W(B))
can be presented as [34, 53]
(A ∗B)(x, k) =
∫
dβ1dβ2dξ1dξ2
(2π)2d
A(x+ ξ1, k +
β2
2
)B(x+ ξ2, k − β1
2
)e−iβ1ξ1−iβ2ξ2 (C.8)
Formula (C.8) can be obtained from definition (C.5).
Let us investigate some properties of formula (C.8). Let us find an expansion of formula (C.8) as
|k| → ∞. Formally, one has
A(x+ ξ1, k +
β2
2
) =
∑∞
n2=0
1
2n2n2!
∂n2A(x+ξ1,k)
∂ki1 ...∂kin2
βi12 ...β
in2
2 ;
B(x+ ξ2, k − β12 ) =
∑∞
n1=0
(−1)n1
2n1n1!
∂n1B(x+ξ2,k)
∂kj1 ...∂kjn1
βj11 ...β
jn1
1 .
Therefore,
(A ∗B)(x, k) = ∑∞n1n2=0 (−1)n12n1+n2n1!n2! ∫ dβ1dβ2dξ1dξ2(2π)2d e−iβ1ξ1−iβ2ξ2 ∂n2A(x+ξ1,k)∂ki1 ...∂kin2 βi12 ...βin22
×∂n1B(x+ξ2,k)
∂kj1 ...∂kjn1
βj11 ...β
jn1
1 =
∑∞
n1n2=0
in1−n2
2n1+n2n1!n2!
∂n1+n2A(x,k)
∂ki1 ...∂kin2∂xj1 ...∂xjn1
∂n1+n2B(x,k)
∂xi1 ...∂xin2 ∂kj1 ...∂kjn1
(C.9)
Denote
(A
K∗ B)(x, k) = ∑
n1n2≥0,n1+n2≤K
in1−n2
2n1+n2n1!n2!
∂n1+n2A(x, k)
∂ki1 ...∂kin2∂xj1 ...∂xjn1
∂n1+n2B(x, k)
∂xi1 ...∂xin2∂kj1 ...∂kjn1
This is an asymptotic expansion in 1/|k| as |k| → ∞. Let us estimate an accuracy of the asymptotic
series.
Making use of the relation
A(x+ ξ1, k +
β2
2
)− A(x+ ξ1, k) =
∫ 1
0
d(α2 − 1) ∂
∂α2
A(x+ ξ1, k + α2
β2
2
)
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and integrating by parts N2 times, we find
A(x+ ξ1, k +
β2
2
) =
∑N2
n2=0
1
2n2n2!
∂n2A(x+ξ1,k)
∂ki1 ...∂kin2
βi12 ...β
in2
2
+
∫ 1
0 dα2
(1−α2)N2
2N2+1N2!
∂N2+1A(x+ξ1,k+α2
β2
2
)
∂ki1 ...∂k
iN2+1
βi12 ...β
iN2+1
2 .
Analogously,
B(x+ ξ2, k − β12 ) =
∑N1
n1=0
(−1)n1
2n1n1!
∂n1A(x+ξ2,k)
∂ki1 ...∂kin1
βi11 ...β
in2
1
+
∫ 1
0 dα1
(1−α1)N1 (−1)N1
2N1+1N1!
∂N1+1B(x+ξ2,k−α1 β12 )
∂ki1 ...∂k
iN1+1
βi11 ...β
iN1+1
1 .
Therefore,
(A ∗B)(x, k) = ∑N1n1=0∑N2n2=0 in1−n22n1+n2n1!n2! ∂n1+n2A(x,k)∂ki1 ...∂kin2 ∂xj1 ...∂xjn1 ∂n1+n2B(x,k)∂xi1 ...∂xin2 ∂kj1 ...∂kjn1
+
∑N1
n1=0 r
(1)
n1N2 +
∑∞
n2=0 r
(2)
N1n2 +RN1N2
with the following remaining terms,
r
(1)
n1N2 =
∫ dβ1dβ2dξ1dξ2
(2π)2d
e−iβ1ξ1−iβ2ξ2
∫ 1
0 dα2
(1−α2)N2
2N2+1N2!
∂N2+1A(x+ξ1,k+α2
β2
2
)
∂ki1 ...∂k
iN2+1
βi12 ...β
iN2+1
2
× (−1)n1
2n1n1!
∂n1B(x+ξ1,k)
∂kj1 ...∂kjn1
βj11 ...β
jn1
1 ;
r
(2)
N1n2
=
∫ dβ1dβ2dξ1dξ2
(2π)2d
e−iβ1ξ1−iβ2ξ2
∫ 1
0 dα1
(1−α1)N1 (−1)N1+1
2N1+1N1!
∂N1+1B(x+ξ2,k−α1 β12 )
∂kj1 ...∂k
jN1+1
βj11 ...β
jN1+1
1
× 1
2n2n2!
∂n2B(x+ξ2,k)
∂ki1 ...∂kin2
βi12 ...β
in2
2 ;
RN1N2 =
∫ dβ1dβ2dξ1dξ2
(2π)2d
e−iβ1ξ1−iβ2ξ2
∫ 1
0 dα2
(1−α2)N2
2N2+1N2!
∂N2+1A(x+ξ1,k+α2
β2
2
)
∂ki1 ...∂k
iN2+1
βi12 ...β
iN2+1
2
× ∫ 10 dα1 (1−α2)N2 (−1)N1+12N1+1N1! ∂
N1+1B(x+ξ2,k−α1 β12 )
∂kj1 ...∂k
jN1+1
βj11 ...β
jN1+1
1 .
Let us investigate the remaining terms.
C.3.1 The k-independent case
Definition C.3. We say that the function f(x), x ∈ Rd is of the class C if f is a smooth function such
that for each set (i1, ..., il) there exists m > 0 such that the function
(x2 + 1)−m
∂l
∂xi1 ...∂xil
f
is bounded.
Let A = f(x),f ∈ C. Then the only nontrivial term is r(2)N10 which is taken by integrating by parts
to the form
r
(2)
N10 =
∫
dβ1dξ1
(2π)d
e−iβ1ξ1
∂N1+1
∂xj1 ...∂xjN1+1
f(x+ ξ1)
∫ 1
0
dα1(
i
2
)N1+1
(1− α1)N1
N1!
∂N1+1B(x, k − α1 β12 )
∂kj1 ...∂kjN1+1
. (C.10)
Let us prove some auxiliary statements.
Lemma C.10. For some constent A1 the estimation
ωk ≤ A1ωpωk−p (C.11)
is satisfied.
Proof. Let p = (1
2
+ α)k + p⊥, α ∈ R, p⊥ ⊥ k. Then
ωk
ωpωk−p
≤ ωk
ω(1/2+α)kω(1/2−α)k
≡ f(α, k),
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so that it is sufficient to check estimation (C.11) for p = αk only. For the function 1/f 2, one has
1
f 2(α, k)
=
1
k2 +m2
[(
1
2
+ α)2k2 +m2][(
1
2
− α)2k2 +m2].
It has the following minimal value
minα
1
f 2(α, k)
=


(k2/4+m2)2
k2+m2
, k2 < 4m2, α = 0.
k2m2
k2+m2
, k2 > 4m2, α =
√
1
4
− m2
k2
.
(C.12)
The quantity (C.12) is bounded below. Thus, lemma is proved.
Corollary. For 0 < γ < 1,
ωk
ωpωk−γp
≤ A1.
Lemma C.11. Let C ∈ AN , χ ∈ C, ϕ ∈ C[0, 1]. Then for
F (x, k) =
∫ 1
0
dαϕ(α)
∫
dβdξ
(2π)d
e−iβξχ(x+ ξ)C(x, k − αβ
2
) (C.13)
the function ωNk F is bounded.
Proof. Inserting the identity
e−iβξ = (ξ2 + 1)−L1(− ∂
2
∂β2
+ 1)L1e−iβξ (C.14)
and integrating by parts, we obtain that
F (x, k) =
∫ 1
0
dαϕ(α)
∫
dβdξ
(2π)d
1
(ξ2 + 1)L1
e−iβξχ(x+ ξ)
(
1− α
2
4
∂2
∂k2
)L1
C(x; k − αβ
2
).
For the function ωNk F , one has
ωNk F =
∫ 1
0 dαϕ(α)
∫ dβdξ
(2π)d
1
(ξ2+1)L1ω
L2
beta/2
χ(x+ ξ)
(
−1
4
∂2
∂ξ2
+m2
)L2+N
2 e−iβξ ω
N
k
ωN
β/2
×
(
1− α2
4
∂2
∂k2
)L1
C(x; k − αβ
2
).
(C.15)
Choose L2 to be such a number that
L2+N
2
is integer, L2 > d. The property χ ∈ C implies that there
exists such K that
∂m
∂ξi1 ...∂ξin
χ(x+ ξ) = ((x+ ξ)2 + 1)Kfm.i1...im(x+ ξ), m = 0,
L2 +N
2
,
where fm,i1...im are bounded functions. Choose L1 to be integer and L1 >
K+d
2
. Integrating expression
(C.15) by parts, making use of corollary of lemma C.10 and property C ∈ AN , we obtain that ωNk F is
a bounded function. Lemma C.11 is proved.
Lemma C.12. Under conditions of lemma C.11 F ∈ AN .
Proof. It is sufficient to consider the functions
ωN+Ik
∂I
∂ki1 ...∂kiI
xj1 ...xjR
∂
∂xs1
...
∂
∂xsP
F (C.16)
which are expressed via linear combinations of integrals of the type (C.13). Lemma C.12 is a corollary
of lemma C.11.
Lemma C.13. Let AN − limn→∞Cn = C, χ ∈ C, ϕ ∈ C[0.1]. Then AN − limn→∞ Fn = F .
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The proof is analogous to lemmas C.11 and C.12.
We obtain therefore the following theorem.
Theorem C.14. 1. Let f ∈ C, B ∈ AN . Then
f ∗B = f K∗ B +RK
with RK ∈ AN+K+1.
2. Let f ∈ C, AN − limn→∞Bn = 0. Then AN+K+1 − limn→∞(f ∗Bn − f K∗ Bn) = 0.
C.3.2 The x-independent case
Let A = A(k), A ∈ BM1 , B ∈ AM2. The only nontrivial term is taken to the form:
r
(1)
0N2
(x, k) =
∫ 1
0
dα2
(
− i
2
)N2+1 (1− α2)N2
N2!
∫
dβ2dξ2
(2π)d
e−iβ2ξ2
∂N2+1A(k + α2β2
2
)
∂ki1 ...∂kiN2+1
∂N2+1B(x+ ξ2; k)
∂xi1 ...∂xiN2+1
.
Lemma C.15. C = C(k), C ∈ BK1, K1 > 0, D ∈ AK2, ϕ ∈ C[0, 1]. Then for
F (x, k) =
∫ 1
0
dαϕ(α)
∫
dβdξ
(2π)d
e−iβξC(k +
αβ
2
)D(x+ ξ, k)ξj1...ξjm
the function ωK1+K2k F is bounded.
Proof. Inserting the identity (C.14) and integrating by parts, we obtain that
F (x, k) =
∫ 1
0 dαϕ(α)
∫ dβdξ
(2π)d
1
(ξ2+1)L1
e−iβξD(x+ ξ, k)
(
1− α2
4
∂2
∂k2
)L1
×(− iα
2
)m ∂
∂kj1
... ∂
∂kjm
C(k + αβ
2
).
For the function ωK1+K2k F , one has
ωK1+K2k F (x, k) =
∫ 1
0 dαϕ(α)
∫ dβdξ
(2π)d
1
(ξ2+1)L1ω
L2
β/2
ωK2k D(x+ ξ, k)
(
−1
4
∂2
∂ξ2
+m2
)L2+K1
2
e−iβξ ω
K1
k
ω
K1
β/2
(
1− α2
4
∂2
∂k2
)L1
(−iα
2
)m ∂
m
∂kj1 ...∂kjm
C(k + αβ
2
)
Integrating by parts for sufficiently large L1, L2, making use of lemmas C.10, we check proposition of
lemma C.15.
Lemma C.16. Under conditions of lemma C.15 F ∈ AK1+K2.
Lemma C.17. Let AK2 − limn→∞Dn = D, C = C(k), C ∈ BK1, K1 > 0, ϕ ∈ C[0, 1]. Then
AK1+K2 − limn→∞ Fn = F .
The proof is analogous to lemmas C.12 and C.13. We obtain then the following theorem.
Theorem C.18. 1. Let A = A(k), A ∈ BM1, B ∈ AM2. Then
A ∗B = A K∗ B +RK
with RK ∈ AM1+M2+K+1, provided that K +M1 + 1 > 0.
2. Let A = A(k), A ∈ BM1, AM2 − limn→∞Bn = B. Then
AM1+M2+K+1 − limn→∞(A ∗Bn −A
K∗ Bn) = 0,
provided that K +M1 + 1 > 0.
Remark. If the proposition of theorem C.18 is satisfied for K = K0, it is satisfied for all K ≤ K0.
Therefore, the condition K +M1 + 1 > 0 can be omitted.
The following lemma is a corollary of theorem C.18.
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Lemma C.19.1. Let A ∈ AN , N > d. Then W(A) is of the trace class.
2. Let AN − limn→∞An = 0, N > d. Then limn→∞ TrW(An) = 0.
Proof. Consider the operator
Bˆ =W(B) = ωˆN/2(x2 + 1)N/2W(A)
with
B = ω
N/2
k ∗ (x2 + 1)N/2 ∗ A
Since B ∈ AN/2, W(B) is a Hilbert-Schmidt operator according to lemma C.9. Therefore, W(A) is a
product of two Hilbert-Schmidt operators (x2 + 1)−N/2ωˆ−N/2 and W(B). Thus, W(A) is of the trace
class.
One also has:
|TrW(An)| = |Tr(x2 + 1)−N/2ωˆ−N/2W(Bn)| ≤ ||(x2 + 1)−N/2ωˆ−N/2||2||W(Bn)||2.
Making use of lemma C.9, we prove lemma C.19.
C.3.3 The AN-case
Let A ∈ AM1, B ∈ AM2. The r-terms can be investigated as follows.
1. We substitute βj1,2e
−iβ1,2ξ1.2 ≡ i ∂
∂ξj1,2
e−iβ1,2ξ1.2 and integrate the expressions for r(1), r(2), R by parts
with respect to ξ1, ξ2.
2. We consider the quantities like
ωN1+N2+M1+M2+1+Lk
∂L
∂ki1 ...∂kiL
xj1...xjJ
∂
∂xs1
...
∂
∂xsP
r
for r = r(1), r(2), R and show them to be bounded. We use the following statement.
Lemma C.20. Let F ∈ AK1, G ∈ AK2, K1, K2 > 0. Then the function∫
dβ1dβ2dξ1dξ2
(2π)2d
e−iβ1ξ1−iβ2ξ2ωK1+K2k F (x+ ξ1, k + α2
β2
2
)G(x+ ξ2, k − α1β1
2
)ξj11 ...ξ
jm
1
is uniformly bounded with respect to α1, α2 ∈ [0, 1].
This lemma is proved analogously to lemmas C.11 and C.15.
3. Analogously to previous subsubsections, we prove the following theorem.
Theorem C.21. 1. Let A ∈ AM1, B ∈ AM2. Then
A ∗B = A K∗ B +RK
with RK ∈ AM1+M2+K+1.
2. Let An ∈ AM1, Bn ∈ AM2. Then
AM1+M2+K+1 − limn→∞(An ∗Bn − An
K∗ Bn) = A ∗B − A K∗ B.
C.4 Properties of the exponent
Let us investigate now the properties of the exponent of the operator expW(A) ≡ W(∗ expA). It is
convenient to consider the Fourier transformations of Weyl symbols,
A˜(γ, k) =
∫
dx
(2π)d
e−iγxA(x, k).
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Introduce the following norms for Weyl symbols,
||A||I,K = max
J+M+N≤K
max
γ,K
|ωI+Jk
∂J
∂kj1 ...∂kjJ
γm1 ...γmM
∂N A˜
∂γn1 ...∂γnN
|. (C.17)
Lemma C.22. A ∈ AI if and only if ||A||I,K <∞ for all k = 0,∞.
The proof is obvious.
Let C = A ∗B. Then the Fourier transformation C˜ can be expressed via A˜ and B˜ as follows,
C˜(γ, k) =
∫
dαA˜(α, k +
γ − α
2
)B˜(γ − α, k − α
2
). (C.18)
The following estimation is satisfied.
Lemma C.23. For arbitrary integer numbers K, L > d/2 there exists such a constant bK that
||A ∗B||0,K ≤ bK ||A||0,K+2L||B||0,K. (C.19)
To prove estimation (C.19), one should use definition (C.17) and formula (C.18):
(i) the derivatives ∂/∂γn are applied as
∂
∂γn
(A˜(α, k + γ−α
2
)B˜(γ − α, k − α
2
)) = 1
2
∂A˜
∂kn
(α, k+
γ−α
2
)B˜(γ − α, k − α
2
) + A˜(α, k + γ−α
2
) ∂
∂γn
B˜(γ − α, k − α
2
);
(ii) the derivatives ∂/∂kj are applied analogously;
(iii) the multiplicators γm are written as αm + (γm − αm);
(iv) the estimations
ωk ≤ Cωα/2ωk−α/2, ωk ≤ Cω γ−α
2
ωk+ γ−α
2
(lemma C.10) are taken into account.
(v) the integrating measure is written as
dα =
dα
(α2 + 1)L
(α2 + 1)L.
We obtain the estimation (C.19).
Consider the Weyl symbol of the exponent
∗ expAt− 1 =
∞∑
n=1
A∗ntn
n!
(C.20)
with A∗n = A ∗ ... ∗ A.
Lemma C.24. Let A ∈ AM ,M > 0. Then the estimation (C.20) is convergent in the || · ||0,K-norm.
The estimation || ∗ expAt− 1||0,K ≤ CK is satisfied for t ∈ [0, T ].
Proof. One has
||A∗n||0,K ≤ bn−1K ||A||n−10,K+2L||A||0,K ≤ bn−1K ||A||n0,K+2L.
Therefore,
|| ∗ expAt− 1||0,K ≤
∞∑
n=1
1
bK
(t||A||0,K+2LbK)n
n!
≤ e
t||A||0,K+2LbK − 1
bK
≤ CK
on t ∈ [0.T ]. Lemma C.24 is proved.
Lemma C.25. Let A ∈ AM , M > 0. Then
∞∑
m=N
A∗m
m!
∈ AMN .
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Proof. One has
∞∑
m=N
A∗m
m!
= A∗N
(
1
N !
+
∫ 1
0
dτ
(1− τ)N−1
(N − 1)! (∗ expAτ − 1)
)
(C.21)
Lemma C.24 implies that ∫ 1
0
dτ
(1− τ)N−1
(N − 1)! (∗ expAτ − 1) ∈ A0.
It follows from theorem C.21 that the symbol (C.21) is of the ANM -class. Lemma C.25 is proved.
Lemma C.26. Let An ∈ AM , M > 0 and AM − limn→∞An = A. Then
AMN − lim
n→∞
∞∑
m=N
A∗mn
m!
=
∞∑
m=N
A∗m
m!
.
Proof. Because relation (C.21) and theorem C.21 it is sufficient to prove that
A0 − lim
n→∞
∫ 1
0
dt
(1− t)N−1
(N − 1)! (∗ expAnt− ∗ expAt) = 0. (C.22)
One has
∗ expAnt− ∗ expAt =
∫ t
0
dτ ∗ expA(t− τ) ∗ (An −A) ∗ expAnτ.
Making use of lemma C.23, we obtain then estimation (C.22).
C.5 Estimations for the commutator
Let Aˆ = f(xˆ), Bˆ = g(kˆ). To investigate the properties of the commutator Kˆ = [Aˆ; Bˆ], it is convenient
to introduce the notion of xˆkˆ-symbol of the operator instead of Weyl symbol. For the xˆkˆ-quantization,
the operator eiβxˆeiαkˆ corresponds to the function (C.1). Therefore, the function
A(x, k) =
∫
dαdβA˜(α, β)eiαk+iβx
corresponds to the operator
Aˆ =
∫
dαdβA˜(α, β)eiβxˆeiαkˆ
For xˆkˆ-quantization, the *-product defined from the relations Cˆ = AˆBˆ, C = A∗B has the form [34, 53]
(A ∗B)(x, k) = A(x, k − i ∂
∂y
)B(y, k)|y=x.
Lemma C.27. 1. Let A(x, k) = ϕ1(x)ϕ2(k) with bounded functions ϕ1, ϕ2. Then ||Aˆ|| <∞.
2. Let A ∈ L2(R2d). Then Aˆ is a Hilbert-Schmidt operator.
Proof. 1. One has Aˆ = ϕ1(xˆ)ϕ2(kˆ), ||Aˆ|| ≤ ||ϕ1(xˆ)||||ϕ2(kˆ)|| = max |ϕ1|max |ϕ2| <∞.
2. One has
TrA+A =
1
(2π)2d
∫
dxdk|A(x, k)|2 <∞.
The commutator Kˆ = [f(xˆ), g(kˆ)] has the following xˆkˆ-symbol:
K(x, k) = [g(k)− g(k − i ∂
∂x
)]f(x) =
∑L
n=0
∂ng
∂ki1 ...∂kin
(−i)n ∂nf
∂xi1 ...∂xin
− ∫ 10 dα (1−α)LL! (−i)L+1 ∂L+1g(k−iα ∂∂x )∂ki1 ...∂kiL+1 ∂L+1f∂xi1 ...∂xiL+1 .
Lemma C.28. Let C(x, k) = A(k − iα∂/∂x)B(x). Then ||C||L2 = ||A||L2||B||L2.
Proof. Consider the Fourier transformation of the function A:
A(k) =
∫
dγA˜(γ)eiγk.
One has ||A||L2 = (2π)d/2||A˜||L2 and
C(x, k) =
∫
dγA˜(γ)eiγkeγα
∂
∂xB(x).
Since eγα
∂
∂xB(x) = B(x+ γα), one has
||C||2L2 =
∫
dkdxdγ1dγ2A˜
∗(γ1)e−iγ1kB∗(x+ γ1α)A˜(γ2)eiγ2kB(x+ γ2α) =
(2π)d
∫
dγ|A˜(γ)|2 ∫ dx|B(x+ γα)|2 = ||A||2L2||B||2L2.
Lemma C.28 is proved.
We have obtained the following important statement.
Lemma C.29. Let ∂
nf
∂xi1 ...∂xin
, ∂
ng
∂ki1 ...∂kin
be bounded functions, m,n = 1, L, while
∂L+1f
∂xi1 ...∂xiL+1
∈ L2, ∂
L+1g
∂ki1 ...∂kiL+1
∈ L2.
Then [f(xˆ), g(kˆ)] is a bounded operator.
C.6 Asymptotic expansions of Weyl symbol
To check the property of Poincare invariance, it is important to investigate the large-k expansion of the
Weyl symbols. Introduce the correponding definitions.
Definition C.4. 1. We say that a smooth function A(x, n), x, n ∈ Rd, |n| < 1, is of the calss L if
the functions
∂I
∂ni1 ...∂niI
xj1 ...xjJ
∂M
∂xm1 ...∂xmM
A (C.23)
are bounded.
2. Let As ∈ L, s = 1,∞. We say that L − lims→∞As = 0 if
sup
|n|≤1
lim
s→∞
∣∣∣∣∣ ∂
I
∂ni1 ...∂niI
xj1 ...xjJ
∂M
∂xm1 ...∂xmM
A
∣∣∣∣∣ = 0.
Definitions C.2 and C.4 imply the following statement.
Lemma C.30. 1. Let A ∈ L. Then the function B(x, k) = A(x, k/ωk) is of the class B0.
2. Let L − lims→∞As = 0. Then B0 − lims→∞As(x, k/omegak) = 0.
Making use of definition C.2 and lemma C.25, we obtain the following corollary.
Corollary. 1. Let A ∈ L. Then the function ω−αk A(x, k/ωk) is of the class Aα.
2. Let L − lims→∞As = 0. Then Aα − lims→∞ ω−αk As(x, k/omegak) = 0.
Definition C.5. 1. A formal asymptotic expansion is a set Aˇ of α ∈ R and functions A0, A1, ... ∈ L.
We say that the formal asymptotic expansions Aˇ = (α,A0, A1, ..) and Bˇ = (β,B0, B1, ..) are equivalent
if α− β is an integer number and Al−α+β = Bl for all l = −∞,+∞ (we assume Al = 0 and Bl = 0 for
l < 0. We denote formal asymptotic expansions of Weyl symbols as
Aˇ ≡
∞∑
n=0
ω−n−αk An(x, k/ωk).
If A0 = 0, ..., Al−1 = 0, Al 6= 0, the quantity degAˇ ≡ α+ n is called as a degree of a formal asymptotic
expansion Aˇ.
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2. Let Aˇs, s = 1,∞ and Aˇ be formal asymptotic expansions of Weyl symbols. We say that F.E −
lims→∞ Aˇs = A if αs = α and L − lims→∞(As,n −As) = 0.
The summation and multiplication by numbers are obviously defined:
Aˇ+ λBˇ =
∞∑
n=0
ω−n−αk (An(x, kωk) + λBn(x, k/ωk)).
The product of formal asymptotic expansions of Weyl symbols
Aˇ ≡
∞∑
n=0
ω−n−αk An(x, k/ωk), Bˇ ≡
∞∑
n=0
ω−n−βk Bn(x, k/ωk)
is defined as
AˇBˇ ≡
∞∑
n=0
ω−n−α−βk
∑
s,l≥0;s+l=n
As(x, k/ωk)Bl(x, k/ωk).
Let f = f(x), f ∈ C. Then
f(x)Aˇ ≡
∞∑
n=0
ω−n−αk f(x)An(x, k/ωk).
One also defines
ω−βk Aˇ ≡
∞∑
n=0
ω−n−α−βk An(x, k/ωk)
and
∂Aˇ
∂ks
=
∞∑
l=0
ω−l−α−1k
[
−(l + α)Al(x, n) + ∂Al
∂np
(x, n)(δps − npns)
]
|n=k/ωk
The *-product of formal asymptotic expansions is introduced as
Aˇ ∗ Bˇ ≡ ∑∞K=0∑n1n2≥0,n1+n2=K in1−n2n1!n2!2n1+n2 ∂n1+n2∂xi1 ...∂xin2 ∂kj1 ...∂kjn1 ∑∞l1=0 ω−l1−α1k Al1(x, k/ωk)
× ∂n1+n2
∂xj1 ...∂xjn1 ∂ki1 ...∂kin2
∑∞
l2=0 ω
−l2−α2
k Al2(x, k/ωk)
The formal asymptotic expansions Aˇ∗ωαk , Aˇ∗f(x) are defined analogously. The *-exponent of a formal
asymptotic expansion Aˇ is defined as
∗ exp Aˇ− 1 =
∞∑
n=1
Aˇ∗n
n!
provided that degA is a positive integer number.
Definition C.6. 1. An asymptotic expansion of the Weyl symbol is a set A ≡ (A, Aˇ) of the Weyl
symbol A and a formal asymptotic expansion Aˇ such that
A(x, k)−
n−1∑
l=0
Al(x, k/ωk)
ωl+αk
∈ An+α
for all n = 0,∞.
2. We say that E − lims→∞As = A if F.E − lims→∞ Aˇs = Aˇ and
An+α − lim
s→∞(As(x, k)−
n−1∑
l=0
As,l(x, k/ωk)
ωl+αk
) = A(x, k)−
n−1∑
l=0
Al(x, k/ωk)
ωl+αk
for all n = 0,∞.
Remark. For given Weyl symbol A, the asymptotic expansion is not unique. For example, let
A(x, k) = m2f(x)/ωk.
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One can choose α = 2, A0(x, n) = m
2f(x) anf find A(x, k) = ω−2k A0(x, k/ωk). On the other hand, one
can set α = 0, A0(x, n) = f(x)(1 − nini) and obtain A(x, k) = A0(x, k/ωk) since ω2k − kiki = m2. We
see that a degree is a characteristic feature of an expansion rather than of a symbol.
Let A = (A, Aˇ), B = (B, Bˇ). Denote A ∗B ≡ (A ∗B, Aˇ ∗ Bˇ),
ωαk ∗ A ≡ (ωαk ∗ A, ωαk ∗ Aˇ),
f(x) ∗ A ≡ (f(x) ∗ A, f(x) ∗ Aˇ),
∗ expA− 1 ≡ (∗ expA− 1, ∗ exp Aˇ− 1).
Theorems C.14, C.18, C.21 and lemmas C.25 and C.26 imply the following statements.
Theorem C.31. 1. Let Abe an asymptotic expansion of a Weyl symbol. Then ωαk ∗A and f(x) ∗A
are asymptotic expansions of Weyl symbols under conditions of theorem C.14, while ∗ expA − 1 is an
asymptotic expansion of a Weyl symbol, provided that degAˇ is a positive integer number.
2. Let A and B be asymptotic expansions of Weyl symbols. Then A ∗B is an asymptotic expansion af
a Weyl symbol.
Theorem C.32. 1. Let E − limn→∞An = A. Then:
(a) E − limn→∞ ωαk ∗ Anωαk ∗ A;
(b) E − limn→∞ f(x) ∗ Anf(x) ∗ A under conditions of theorem C.14;
(c) E − limn→∞(∗ expAn − 1) = ∗ expA− 1 if degAˇn, degAˇ are positive integer numbers.
2. Let E − limn→∞An = A and E − limn→∞Bn = B. Then E − limn→∞An ∗Bn = A ∗B.
The time derivative of teh asymptotic expansion A(t) with respect to t is defined in a standard way
E − lim
δt→0
A(t+ δt)− A(t)
δt
=
dA(t)
dt
.
The integral
∫ t2
t1
A(t)dt is also defined in a standard way.
Theorem C.32 imply the following statement.
Theorem C.33. 1. Let A(t) be a continously differentiable asymptotic expansion of a Weyl symbol.
Then
(a) d
dt
(ωαk ∗ A) = ωαk ∗ dAdt ;
(b) d
dt
(f(x) ∗ A) = f(x) ∗ dA
dt
under conditions of theorem C.14.
(c) d
dt
(∗ expA− 1) = ∫ 10 dτeA(t−τ) ∗ dAdt ∗ eAτ ;
(d) d
dt
(A ∗B) = d
dt
A ∗B + A ∗ d
dt
B.
The only nontrivial statement is (c). It is proved by using the identity [53]
∗ expA1 − ∗ expA2 =
∫ 1
0
dτ ∗ exp(A1(1− τ)) ∗ (A1 − A2) ∗ exp(A2τ).
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