In this short article, we have studied the controllability result for neutral impulsive differential inclusions with nonlocal conditions by using the fixed point theorem for condensing multi-valued map due to Martelli [1]. The system considered here follows the P.D.E involving spatial partial derivatives with α-norms.
Introduction
In this paper we have discussed the controllability of nonlocal Cauchy problem for neutral impulsive differential inclusions of the form 
t F t x h t Ax t Bu t G t x h t t t J b t t x I x t k m x g x x X
where the linear operator ( ) A  generates an analytic semigroup ; is a multi-valued map and 
Since F and involve spatial partial derivative, the results obtained by other authors cannot be applied to our system even if . This is the main motivation of this paper.
G g(.) = 0
The existence and controllability of the following system is studied by Benchohra 
t t k t t k k k x t g t x Ax t Bu t F t x t t J b t t x I xt
Here authors have proved exact controllability by using fixed point theorem for condensing multi-valued maps due to Martelli. In this paper, we have discussed controllability results with α-norms as in [3] with de-) viating arguments in terms involving spatial partial derivatives.
As indicated in [4] , and reference therein, the nonlocal Cauchy problem
can be applied in different fields with better effect than the classical initial condition 0 (0) x x  . For example in [5] , the author described the diffusion phenomenon of a small amount of gas in a transparent tube by using the formula In this case the above equation allows the additional measurement at i , . In the past several years theorems about controllability of differential, integro-differential, fractional differential systems and inclusions with nonlocal conditions have been studied by Chalishajar and Acharya [6-9], Benchohra and Ntouyas [10, 11] , and Hernandez, Rabello and Henriquez [12] and the references therein. In [13] , Chalishajar discussed exact controllability of third order nonlinear integro-differential dispersion system without compactness of semigroup.
.
Xianlong Fu and Yueju Cao [14] , has discussed the existence of mild solution for neutral partial differential inclusions involving spatial partial derivative with - norms in Banach space. However in their work authors impose some severe assumptions on the operator family generator by ( 
is an infinitesimal generator of a compact analytic semigroup of a uniformly bounded linear operator 0 t  , which imply that underlying space X has finite dimension and so the example considered in [14] , and subsequently in Section 4 is ordinary differential equation but not partial differential equation which shows lack of existence (exact controllability) in abstract (control) system (refer [15] ). This fact and several other applications of neutral equation (inclusions) are the main motivation of this paper.
In Section 3 (followed by Preliminaries) of present paper we discuss the controllability of neutral impulsive differential inclusion with nonlocal condition with deviating arguments with α-norm, which is the generalization of [14] , in a finite dimensional space. The example is given in Section 4 to support the theory. In Section 5 we study exact controllability of same system in infinite dimension space by dropping the compactness assumption of semigroup   0 ( ) t T t  e generalized the result proved in Section 3.
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Preliminaries
In this section, we shall introduce some basic definitions, notations and lemmas which are used throughout this paper. 
We use the notations 
is said to be measurable, if for each
is measurable. An upper semi-continuous map is said to be condensing, if for any bounded subset , with : 2
, where
We remark that a completely continuous multi-valued map is the easiest example of a condensing map. For more details on multivalued maps see the books of Deimling [17] . 
For more details about the above preliminaries, we refer to ([18,19] ).
In order to define the solution of the system (1) we shall consider the space
and there exist ( ) and ( ); = 0,1, ,
which is a Banach space with the norm
For the system (1) we assume that the following hypotheses are satisfied for some (0,1) :
induces a bounded invertible operator and there exists positive con-
is a continu tion, and ous func
(
positive number , there exists a po
  and satisfies that is continuous positive constants and 
Now we define the mild solu system (1).
lo tion for the DEFINITION 2.1 The system (1) is said to be non cally controllable on the interval J if for every 
et be a bounded and convex 
( 1) 
) define the con
Using the above control, define a multi-valued map : 
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where denotes t is dependent on l . However on e other hand we have,
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Dividing on both sides by and taking the lower limit as we get
This is a contradiction with Formula (2). Hence for some positive integer
Step 2: is c Indeed if ) then ther
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that th is u.s. and condensing.
For this purpose, we decompose N as N = N 1 + N 2 , where the operators N 1 , N 2 are defined on H l respectively by
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We will verify that N 1 is a contraction while 2 is a completely continuous operator.
To prove that N 1 is a contraction, we take (0) 
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The right hand side tends to zero as 0 
t k y t T t x g x T t s v s s T t s v s s T t s Bu s s T t s Bu s s T t t I x t
                         0 0 0 0< < ( ) = ( ) ( ) ( ) ( )d ( )( )( )d ( ) ( ( ) t t k k k t t
k y t T t x g x T t s v s s T t s Bu s s T t t I x t
                    0 0 0 0< < ( ) = ( ) ( ) ( ) ( ) ( )d ( ) ( )( )( )d ( ) ( ( )) t t k k k t t
k y t T t x g x T T t s v s s T T t s Bu s s T t t I x t
                          ( ) T t   2 ( ) = ( ) l Y t y N H  ( ) : y t   is relatively compact in X  for , 0 < < t every   . More or every y N 2 ( ), l H over, f  1 2 1 0 1 ( ) ( ) (0, ( (0))) ( , ( ( ))) t T b x g x F x h F b x h b       1 1 0 0< < ( ) ( ) = ( ) ( )d ( )( )( )d ( )d ( ) )d ( t
t t t t t t t t k y t y t T t s v s s T t s Bu s s
k y x T t x g x T t s v s s T t s Bu s s T t t I x t
                  ( ); y N x y     , n Gx n v S  such that , ) n n x means . t J  0 0 0 0< < ( ) = ( ) ( ) ( ) ( )d ( )( )( )d ( ) ( ( ) n n n t n k k t t
k y t T t x g x T t s v s s T t s Bu s s T t t I x t
and g Clearly, since
are continuous we have that
k y t T t x g x T t s Bu s s T t t I x t y x T t x g x T t s Bu s s T t t I x t n
Consider the linear continuous operator . From Lemma (H3) it follows that is a closed graph operator.
Moreover, we obtain that 
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by using Sadovskii's fixed-point theorem for condensing map, we can analogously study the controllability of the system (4).
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