Customer-agent conversations (i.e. call transcripts) are invaluable source for companies as they convey direct information from their customers implicit and explicit behaviour. Identifying customerrelated events is an important task in customer services which is possible from the call transcripts. However, call centers produces a vast amount of transcripts which makes the manual or semi-manual processing of such raw datasets quite challenging. Furthermore, customer-agent call transcripts tend not to explicitly denote events that might be beneficial to customer services. Albeit being highly researched across multiple domains in the literature, event detection, especially implicit life event detection have not been well examined from call transcripts due to a lack of proper large-scale dataset. In this research, we propose a novel deep learning approach based on latent topic modeling and deep recurrent neural networks with memory units to automatically detect implicit events from a customer's history of call transcripts. These implicit events are detected prior to the report date of that event thereby not containing any explicit topic/feature. We provide a case study on a real-life, large-scale data of more than 800K call transcripts from a large financial services company in the U.S. to examine the practical features and challenges of this problem. The evaluation results demonstrate the potential applicability of our implicit life event detection as it achieves a macro-recall score of 53 (macro-f1 of 47.5) on a highly imbalanced test set, negative samples are 95% of the data. Our model beats the the state-of-the-art text classification benchmarks by macro-f1 score of 5.6 and macro-recall of 8.8 on average, and performs better than the ensemble of all single-document and sequential classification benchmarks albeit being significantly less complex. The comparison results show the importance as well as our model's capability of capturing the mutual information of a sequence of call transcripts in detecting the implicit life events.
I. INTRODUCTION
When calling a customer or member service phone number, one typically hears the following, ''this call may be recorded for quality and training purposes''. These companies record the conversations between member representatives and customers, and pass them through a software that transcribes the conversation to a set of text-based utterances in chronological order [1] , [2] . No matter the company, these call transcripts contain valuable information regarding the The associate editor coordinating the review of this manuscript and approving it for publication was Michele Magno . customer's explicit and implicit attitude [3] ranging from their opinion [4] , level of satisfaction or sentiment of a product [5] to their intent [6] and deception goals [7] .
In specific, call transcripts encompass topics about the customers' life events that influence their attitudes towards the company [8] - [10] which makes such sources of information significantly valuable for marketing and customer services applications [11] . Examples of life events include college graduation, marriage, pregnancy, divorce, retirement and new employment to name but a few. Once these topics are explicitly mentioned by a customer, either through a phone call conversation or any other communication channels, the company's representative reports the customer's life event and the date of occurrence. However, these life events are not always explicitly mentioned in a conversation with the company's agent. Furthermore, predicting whether an event may occur in a customer's life enables prescriptive analytics which is significantly important for call centers [12] . In target marketing and advertisement, if the knowledge of an implicit life event can be detected, especially prior to its occurrence, the team can begin campaigns that would attract the customer to the product or can leverage promotional events related to the life event for experiential marketing of a service, product or brand [13] . Therefore, it stands to the reason the marketing analysts investigate through call transcript databases to detect implicit life events which either have not happened yet or not explicitly mentioned by the customers.
With the expansion of call centers and development of Automatic Speech Recognition (ASR) methods, call transcript data is being generated in immense quantities [14] making human analysts ensnared by information overload. Call center marketing reviewers are able to manually analyze only a limited random portion of the data. Such services are costly and do not scale to the amount of the data generated by call centers [15] . In the light of this,the appropriate approach to analyze call transcript data is large-scale text mining.
In this research, we study the potential application of call transcripts in detecting customers' implicit life events, i.e. to detect a life event which the customer has not explicitly stated that event has occurred. We propose a novel methodology using recurrent neural networks with memory units (we call it recurrent memory cells) and customers' history of transcript data, represented as a sequence of transcripts, to detect implicit life events. Specifically, our model exploit temporal latent topics from a series of call transcripts to predict the likelihood of a set of life events. Furthermore, we provide a case study on a large-scale, real-life dataset of call transcripts collected at the customer services center of an American financial company, thereby revealing invaluable information regarding the potentials and challenges of this task. We investigate through various event extraction, text classification and topic modeling benchmarks analyzing their performances, weaknesses and strengths on the large-scale dataset and compare their performances to our model's. The results demonstrate the state-of-the-art performance of our model in predicting the implicit life-events.
The main contributions of this study are summarized as follows:
• We propose a novel approach based on latent topic modeling and deep recurrent neural networks with memory units which effectively captures the sequential clues that exist in a sequence of a customer's call transcripts, and performs significantly better than benchmarks in largescale detection of life events.
• The work presented here investigates the underexamined problem of life event detection from customers' call transcripts. More specifically, our research focuses on implicit life event detection from an individual customer's call transcripts prior to their explicit mention of occurrence. To the best of our knowledge, there is no/few research regarding such problem in the literature, mainly due to the lack of proper dataset.
• We provide a case study on a large-scale, real-life dataset of call transcripts collected at the customer services center of an American financial company in order to examine the practical features of our model in dealing with large-scale, imbalanced dataset with real transcriptions.
The remainder of this paper is organized as follows. Section 2 elaborate upon the related works and research done regarding event detection across various domains, and the challenges of call-transcript-based event detection. Section 3 explains our proposed methodology including data pre-processing as well as document representation of a call transcript and sequential analysis of a customer's history of recent conversations which forms a sequence of transcripts. In section 4, a case study is presented to evaluate the performance of our methodology in comparison with state-of-the-art text classification benchmarks.
II. RELATED WORK
In this section related works in the literature are investigated from different points of view, e.g., various domains in which event detection has been exploited, different kinds of events as well as different datasets used in previous works.
A. EVENT DETECTION ACROSS ALL DOMAINS
With the increasing number of real-world events that are originated and discussed over different sources such as news, blogs, social media and call transcripts, extracting valuable information from these sources in a timely manner is important since this information is useful for government, health organizations, companies and political sciences. Following the long history of well-studied event detection, lots of various techniques have been proposed to extract/detect events from contexts, articles and transcripts, a significant amount of which have investigated datasets from social media. For example, Lwowski et al. [16] uses emotions presented in Tweets for a given city merely using text-based contents. Similar projects are presented across various social media platforms and online information resources such as Facebook, Google Plus [17] , Twitter [18] as well as news articles [19] to name but a few. These approaches, however, are mostly focused on public, economic or political events. On the other hand, Li et al. [20] proposed a method that is capable of automatically extracting the major life events of ordinary users from their published tweets as well as generating fine-grained descriptions. In many of the prior works on event detection, ACE2005 dataset has been used as the benchmark due to the precise definition of the task, promising capability in capturing contextual information and being an appropriate dataset for evaluation [21] , [22] . . Visualization of the model presented for implicit life event event detection from call transcripts, Temporal Input Transformation Network (TITN). First, input sequences of transcripts are extracted from life event and call transcript databases. Moreover, latent variable of the input transcripts are modeled using the call transcript database and inputs are transformed into their latent topic distribution. Next, temporal analysis of the sequences of call transcripts latent variables is performed through the bidirectional neural memory cells which are stacked recursively. Finally, the output is passed through several fully connected layers to estimate the likelihood of various life events.
B. LIFE EVENT DETECTION FROM CALL TRANSCRIPTS
Call transcripts of the call centers generated from clientagent conversations could also be an appropriate datasets for event detection/extraction. These vast amounts of recorded speeches are usually stored but typically not processed for further reasons while considering direct client feedback, complaints and personal opinions, call transcripts are invaluable source of information from customers to the companies.
Zhong and Li [23] used actual customer phone call transcripts of a telecommunication service provider as dataset and developed NLP and Supervised Convolutional Neural Network (CNN) algorithms for customer churn prediction.
Nonetheless, there are some difficulties in processing Call Transcripts making them challenging to be used for extracting significant life events purposes, which addresses the reason of lacking previous work on these kind of datasets. In the other words, life event detection from large-scale dataset of call transcript is by itself a challenging task due to the lack of proper dataset. Real-life call transcript datasets are largescale, noisy, and with inaccurate annotation. Thus, any life event detection model should be able to deal with issues such as scalability, noisy transcription, inconsistency in data annotation to name but a few. Obviously these challenges are signified once attempting to detect an individual customer's implicit life event from transcripts prior to the occurrence of that event. Followings are some of the main challenges confronting implicit life event detection:
Vague Relationship Between Customer Calls and Major Events: the relationship between customers' calls and network events is blurred because customers respond to an event in different ways. So classifying these responses would be challenging [9] .
Inconsistent Labeling Across Different Agents: Clientagent conversations are not usually labeled in a unique manner, in the other words, labeling is personalized across each agent or call center.
Noisiness of speech-to-text transcription:
Many important events cannot be detected by looking at calls in one category. On the other hand, aggregating calls from different centers would be challenging as well. Thus, we need a classifier that is robust against noise and different response time.
C. IMPLICIT VS. EXPLICIT
To the best of our knowledge, most of the research already performed in the field of sentiment analysis and event detection/extraction are based on explicit expression of emotions and sentiments. Sometimes, non-word expressions, hesitation, conservatism, etc. are a part of human communication. However, in most cases, emotions and issues (e.g. happiness or sadness) are not stated by using words with a direct meaning, but indirectly, by presenting situations that based on commonsense knowledge can be interpreted in an effective manner [24] , [25] . Here in this paper, we try to extract implicitly expressed events from a real-life call transcript dataset from a large company and compare it with various text classification/event detection benchmarks. Extracting implicit issues and emotions of a customer from a clientcustomer conversation can be a very good source of background information for a company in target marketing. Using this information, a company can have a better prediction of the customer's need and is able to define better targets in their future customer services.
III. METHODOLOGY
This project formulates the problem of implicit life event detection as a multi-label text classification problem [26] where every customer's history of call transcripts, prior to the explicit report date (thereby implicit), is treated as a sequence of documents whose label(s) are the reported life event. However, text classification benchmarks look at a single document, in this case transcribed conversation, to detect whether the implicit life event cues are present or not. This approach has a major downfall that is there could be valuable information present mutually in multiple conversations between customer and agent that could be beneficial in correctly predict the life event. With the use of deep recurrent neural networks, the accuracy of predictions can be greatly increased by treating the history of customer transcripts as a sequence. Recurrent neural networks are proposed in the literature to capture the sequential dependencies within the various steps of a sequence, and perform a specific classification or modeling based on these contextual dependencies [27] , [28] . Following the guide-line provided by [29] , this study leverages such architectures to detect implicit life event which either has happened but not explicitly reported yet or is going to happen in near future.
In this section, we present our novel approach for the problem of implicit life event detection which is based on deep recurrent neural networks. It contains a recurrent memory cells which capture the joint information between latent variables and cues present in a sequence of recent call conversations history from an individual customer that can denote implicit life events related to them. In the following sections, we elaborate upon various stages and modules of our methodology which includes data pre-processing, document representation, latent variable and feature extraction along with deep recurrent neural network.
A. OVERVIEW OF THE MODEL
As shown in 3, our methodology contains two databases of life events and call transcripts. The former is the reported life events for every customer along with the report date and the customer ID assigned to them. The later contains every customer's call transcript along with their customer ID and the date. By merging and concatenating these two databases using the customer IDs, we extract a history of call transcripts and life events for every customer. This technique generates a dataset of transcript sequences which are annotated with customers' life events. In order for our model to learn the implicit indicators of life events, we eliminate the transcripts whose dates are the same or after the life event report date, and merely focus on the conversations that occurred prior to the explicit mention of life events. After pre-processing and cleaning the transcripts of the merged data, we utilize it for training and testing purposes.
As mentioned in the beginning of this section, we formulate the problem of implicit life event detection as a multi-label text classification problem. In this regard, firstly, we extract the bag-of-words representation of every call transcript. We split the data into training and testing set, initially, and compute the global parameters for the bag-of-words representation algorithms from the training set only. Next, we model the latent variables of the call transcripts using these representations and transform the input data into its latent space, i.e., every transcript is represented in the form of its latent topic distributions. Afterwards, these sequences of latent topic distributions are fed into a customized deep neural network that we designed for this research based on deep recurrent neural and memory networks. This recurrent neural network captures the cues of a sequence of call transcripts latent topic which indicate an implicit life event and after passing through a several fully connected layers outputs the likelihood of various life event types. Using an appropriate threshold, our model can detect events that potentially occur in the customer's life although they may have not explicitly expressed them in their conversations.
B. BAG-OF-WORDS REPRESENTATION OF CALL TRANSCRIPTS
As for the representation of call transcripts, we use bagof-words scheme based on TF/TF-IDF weighting. In this regard, we initially, parse the transcripts to the word level using phrase-based tokenization scheme of [30] to distinguish phrases from single words. Next, we remove the stop words using NLTK 2.0 package [31] . 1 We extract the TF/TF-IDF vector representation of all transcripts by fitting the global parameters on the training set. Then for every transcript, the following equations are used for TF and TF-IDF weighting scheme:
where tf w,d and tf-idf d respectively represent the TF and TF-IDF weight of a word in the call transcript d; as for TF we use double normalization 0.5 scheme [32] . f w,d is the number of times that word appears in the article, D represents the whole corpus of transcripts and |D| is its size, f w,D is the number of transcripts in which the word appears [33] . Afterward, we utilize these representations to model latent variables/topics of the call transcripts, and transform the input into its latent space whose temporal information can be leveraged for implicit life event detection.
C. INPUT TRANSFORMATION VIA LATENT VARIABLE MODELING
Many studies in the area of deep learning have shown that transforming the raw input data into the latent space using latent variable models, and then feeding the latent variables into the learning model improves the performance and robustness [34] - [36] . Moreover, such transformation decreases the dimension of the input data (while maintaining the key patterns) as well as the complexity of the deep learning model; therefore, the overall model requires fewer training samples [37] , [38] . Inspired by these studies, we extract latent variables of call transcripts in the form of topic distributions using topic modeling algorithms which have shown promising performance in the literature. As such, topic distributions are modeled initially from the whole training dataset of call transcripts. Next topic distributions are fed fed to the deep learning model as call transcript representations instead of the bag-of-words ones. We devise our topic modeling module (as the latent variable model for call transcripts) based on Box's Loop [38] , [39] identifying the hyperparameters and set of proper stop words which yield satisfying performance. In this regard, we use two popular methods of topic modeling: Linear Dirichlet Allocation (LDA) and Nonnegative Matrix Factorization (NMF).
1) LINEAR DIRICHLET ALLOCATION (LDA)
Latent Dirichlet Allocation is an unsupervised machine learning algorithm that is used to extract and group text based on topics that are present. The LDA model is fed vectorized text and given a number of topics to discover and the output are defined clusters equal to the number of topics with words that belong in that topic. Once the LDA model is trained, a single document can be fed into it and a probability distribution is outputted. This probability distribution vectors length is equal to the number of topics chosen during training. Each position of the vector represents the probability that topic is present in the document.
where β 1:K are the topics, where each β k is a distribution over the vocabulary, θ d are the topic proportions for document d, θ d,k is the topic proportion for topic k in document d, z d are the topic assignments for document d, z d,n is the topic assignment for word n in document d, w d are the observed words for document d. [40] , [41] 2) NONNEGATIVE MATRIX FACTORIZATION (NMF) Similar to LDA, nonnegative matrix factorization is a dimensionality reduction method attempting to reduce the size of a data which is originally represented as a nonnegative matrix. However, unlike LDA, NMF is a linear algebric optimization algorithm which simply approximate/factorizes a give nonnegative matrix to the product of two nonnegative matrices [42] , [43] . In the context of call transcripts topic modeling, it transforms the bag-of-words representations of call transcripts corpus into out product of two matrices of transcript-topic matrix, every row of which correspond to a transcript document that is represented as a distribution of topics, and topic-word matrix, every row of which correspond to a topic that is represented as a distribution of words in the vocabulary. The following is the mathematical formulation of NMF:
where W 1:D is the bag-of-words representation of call transcripts which is a D × V matrix, each row represents every call transcript document. θ 1:D refers to the topic distribution FIGURE 2. The structure of our proposed recurrent memory cell. Every cell is fed by latent variable (topics) distribution at every time step as well as the hidden states from the previous and next steps (since the recurrent structure is bidirectional) which we refer to as contextual hidden states. Contextual hidden state gets concatenated with the distribution and through two input gates σ A and σ C get stored in the tensor memories of every cell. The output is computed using an attention over these memories.
of every corresponding transcript and β 1:K is the distribution of words for every topic indexed 1 to K .
To ideally model the latent variable of topics from the training set, we leverage a similar scheme to Röder et al. [44] to find the optimum topic modeling scheme and its hyperparameteres (especially the number of topics) are selected based on the coherence measure below:
For every set of N t top words of every topic it calculates an averaged sum of confirmation measure over all word pairs Where N t is the number of top words of a topic set PMI is the pairwise mutual information between every two words in each topic which are calculated based on context vector for every word and vector similarity measures such as cosine similarity [45] . In this regard, we use global vector representation (GloVe) for every topic top words context vector representation (i.e. word2vec) which were trained on two billion tweets [46] .
After designing the optimum latent variable model for call transcript topics, we require an approach to capture the sequential information in a sequence of call transcript history which we elaborate upon in the next subsection.
D. TEMPORAL ANALYSIS VIA RECURRENT NETWORK OF MEMORY CELLS
As mentioned in section III-A, there is mutual information in a sequence of call transcripts that may implicitly indicate possibility of existence of a specific life event. In order to capture the sequential dependencies of call transcript sequences, we customize an approach based on deep recurrent neural network known for their vigorous performance [47] . Long-term memory is necessary to determine the implicit existence of a life event as these sequences can be 20 steps of call transcripts each of which contains detailed information indicating cues about the event. However, a vanilla RNN architecture does not maintain memory as data is passed into the next state of the sequence. If an important piece of information is mentioned several conversations ago, the vanilla RNN would have a hard time maintaining that knowledge as it moves through the sequence.
Long short-term memory (LSTM) and gated recurrent unit (GRU) are variants of recurrent neural networks that are designed to remember past information in a long sequence [48] . Inspired by these variants, we design our customized recurrent neural network using similar architectures. The architecture encompasses a memory that allows the model to keep memory of topics present in conversations from the past and use it to make predictions on the next step. Unlike LSTM, in the context of this research, our methodology does not need to forget past information because the sequences are not very long, and every step is simply the distribution of latent variables. As such we want to store all the information without losing the details and since we are using latent topics the complexity of our model enables using large-scale memory units (larger in comparison to LSTM and GRU). Therefore, inspired by Weston et al. [49] and Sukhbaatar et al. [50] , we devise our recurrent memory cells to capture the temporal cues of the transformed input into its latent variables (hence we call the overall model Temporal Input Transformation Network). We feed the distribution of latent topic variables of every step of call transcript into the recurrent neural network (i.e. on the sequence level). Every recurrent memory cell of our model includes two memory units A and C and performs the following three operations: input generalization, memory update and output. The mathematical formulation of each step is presented as follows:
1) INPUT GENERALIZATION
Similar to LSTM, the input topic distribution gets combined with the previous and next memory cells' outputs (bidirectional) using a linear activation function tanh:
where θ[t] corresponds to the input vector at time t, V h to the connection matrices applied to the model's input, U h −/+ to the recurrent connection matrices and b h ) to the bias vectors.
2) MEMORY UPDATE
Memory units A and C gets updated with the generalized inputh, passed through corresponding input memory gates.
Similarly, V A/C to the connection matrices applied to the model's input, U A/C to the recurrent connection matrices and b A/C ) to the bias vectors, and σ A/C [t] is the corresponding input gate for each memory unit:
where m A/C [t] is the memory unit value for time step t. Single-document classification benchmarks feed the call transcripts (each has the annotation of its corresponding sequence) one-by-one to the feature extraction, whereas the sequential ones concatenate a sequence of call transcripts into a bid document prior to feature extraction. The concatenated transcript has the same annotation of the sequence.
3) OUTPUT
The output h[t] is computed through a weighted summation of memory C whose weights are calculated from the inner product of the memory unit A and the generalized inputh which find the relevant pieces of memory which are required to be passed to the next and previous steps: For every m A slot in the memory unit A, we compute the
The final predicted response will be computed from the last memory cell's output passed through several fully connected layers and a softmax operation on the final estimated life event likelihoods, illustrated in Figure 3 . The mathematical formulation for three fully connected layers is as below:
where h[t l ] is the last memory cell's output, and U fc i s and b fc i are the connection matrices and biases for the ith fully connected layer. e is the final estimated life events' likelihoods, which is a vector with the size of the number of considered life event types.
IV. EXPERIMENTS AND EVALUATION
In this section, we elaborate upon empirical experiments and evaluation results on a real-life, large-scale dataset. We use more than 800K call transcripts from the call center of a large financial services company in the US and provide a case study which reveals the practical features of our model. First, we discuss the descriptive of the dataset and the details VOLUME 7, 2019 of our experimental settings. Then, we investigate through the ablation analysis of our model, and finally, through comparison with text classification benchmarks, we demonstrate the state-of-the-art performance of the model as well as its capability in managing large-scale, imbalanced data.
A. DATA
The dataset provided to this research consists of 2 sets i) life event set and ii) call transcript set. One is a list of life events reported about every member along with the report dates of these events. These life events are captured either by the call center agent from the conversation they have with the customers 2 or reported to the company through other communication means. This set contained more than 5 million observations extracted from 2.86 million customers. The variables of the dataset include unique customer_id which is a big integer key assigned to every member. Another variable is type which is a string value that identifies the life event name. Move, divorce, death, baby, and sell_car are few examples of life event types in the data present. Other variable is date_time which is a date and time object, from January 2018 to December 2018, that denotes when an event has been reported to the company. date_time values are in microsecond precision with specified time zones.
The second dataset is a collection of more than 800K call transcripts between customers and agents occurred during August 2018. The dataset variables include customer_id which is exploited in merging the call transcripts set with the life events one, worker_id that is the key identifying the agent worker, start/end_time a date and time object, in the same format of that of the life event dataset, denoting the time the conversation is start/end, and conversation which is made up of indexed list of utterances in the conversation. On average, each conversation has 132.6 number of utterances, ranging from 4 to 3,819. For this project, we utilize the conversations with less than or equal to 470 utterances (which compose more than 99% of the dataset).
Every conversation consists of the following values: channel_index an index defines who is speaking, the member or the agent, duration utterance duration in milliseconds, index index the order in which each utterance occur in the conversation, and transcript which is the utterance in string format. The sensitive information in the transcripts have been censored and approved by the companies lawyers for use. For example, in order to keep customer information secret, customer information is transformed and hidden using string tokens like [redacted phone number] and [redacted address].
The five catagories of baby, retirement, deployment, marriage, and other 3 are chosen as for the evaluation case study of this research. If the model is able to predict that a member 2 After every conversation between a customer and an agent ends, the agent must update the customer profile with the reason why they called 3 Call transcripts which are either not labeled or labeled with another life event other than the aforementioned ones TABLE 1. Life events and their call transcript frequencies and number of customers flagged with these events. This set contained 865,869 calls from 128,577 customers. It is important to note that in this dataset, observations are not unique customers; that is, there can be one customer with more than one life event reported.
is about to be deployed or get married the company sees it as a win for them.
In order to transform the dataset into sequences of transcripts, all transcripts are grouped by the unique cus-tomer_id and sorted by date and time of phone calls. What is created from this grouping are sequences of chronological transcripts from a customer to the call center. Once the grouping is completed, we merge the transcripts with the life event set using the tags baby, retirement, deployment, marriage and other. The tags are used to collect all transcripts from every individual customer prior to the agent's assigning the label. Doing so creates sequences of conversations that lead up to the life events. The descriptive of the merged dataset is shown in Table 1 .
In this research, we use the sequences with the lengths of more than or equal to five call transcripts. Once these sequences of transcripts are extracted, there are 89,322 sequences of customer transcripts, out of which, 1,098 of the transcripts have the label deployment, 2,156 are labeled marriage, 613 are labeled baby, 479 are labeled retirement and the remaining 84,976 have the label of other.
B. SETTINGS
In regards with the hyperparameters of our model, i.e. vocabulary size, learning rate, batch size etc, we use a grid search to find the optimal values that lead to the highest accuracy on the training set. The hyperparameter values are shown in Table 2 .
For the topic modeling part of our methodology, we use TF/TF-IDF bag-of-words representation methods with vocabulary size of 5K. 4 The topic modeling components, i.e. vectorization global features as well as the topic modeling features itself, are trained using the train set only to avoid data bleeding [51] . Out of the 71,457 sequences in the training set consisting of anywhere from 5-20 transcripts long, 40 topics are chosen after using a coherence measure as well as the grid search. An example of the top five words present in one of the clusters is ''checking'', ''balance'', ''account'', ''transaction'' and ''charge''. This clusters topic is defined when a customer called to check their balance and/or look up a transaction/charge to their account. The topic modeling is trained only on the training set, but used to transform the transcripts in the training and testing set. The testing set topics are extracted using the global features tuned from the training set. The max sequence length chosen is 20. Prepadding is applied to all sequences less than 20 in order to make all sequences equal in length.
The deep recurrent neural network part of our model (i.e., recurrent memory cells) is implemented using TensorFlow (2.0) Eager [52] , [53] . We use Adam optimizer and batch sizes of 16 and 32. We train our model for 50 epochs, and apply hyperbolic learning rate decay and early stopping strategies [54] , [55] .
One of the roadblocks of this research is that the dataset is highly imbalanced towards the other class. In order to assist the model in preventing from merely guessing the majority class every time, we attempt to balance our dataset by undersampling frequent classes during the training session.
These sequences of call transcript data is split using an 80/20 scheme for training and testing purposes. Similarly, the training set is split to train (80%) and evaluation (20%) sets which is used to set the proper hyper-parameters and number of epochs. In the following subsection you will find the results from training our model and the evaluation results for the problem of implicit life event discovery.
C. EVALUATION METRICS
The variety of evaluation measures raises the question of how to understand and compare our model performance with other models. Evaluation metrics addresses this question by evaluating the quality of our model via comparing it against the other state-of-the-art text classification benchmark. However, choosing a proper criteria according to which our evaluation are going to be performed, is the most significant issue. As mentioned in section 3, here in this study we are dealing with a multi-label classification problem meaning that we can not exploit common criteria that is used in classical classification methods such as single-label multi-class problems, such as accuracy, precision, F-measure.
In evaluating a multi-label classification model, since the prediction could be a set of labels, therefore in some cases we may have an additional notion of being partially correct. For capturing this we have two different approaches. First one is called micro-averaging which is evaluating the average difference between the predicted labels and the actual labels globally for each test example, and then averaging over all examples in the test set. The second strategy is macro-averaging evaluation in which each label is evaluated separately then averaged over all the labels.
Evaluation measure based on micro-averaging are more influence by the performance of frequent classes, while conversely, those which are based on macro-averaging are affected by less frequent classes. Therefore, macro-averaging based measures are the key metrics in our presented case study. The followings are the equations for these evaluation metrics:
Macro
In these equations, i is indexed for call transcripts and j is the index for life event type, so N is the number of transcripts in the test set, and N c is the number of classes of life events. y andŷ are both binary encoded variables to denote whether life event type j is in transcript i in ground-truth and prediction, respectively.
D. BENCHMARKS
As mentioned in section III, we formulate the problem of implicit life event detection as supervised text classification. Therefore, in order to evaluate the performance of our designed model, we leverage text classification benchmarks customized and fine-tuned on the provided large-scale dataset. We use the two following sets of text classification benchmarks:
1) SINGLE-DOCUMENT TEXT CLASSIFICATION
Text classification benchmarks are designed to classify single-document inputs into pre-defined classes [56] , [57] . Initially, we apply text classification benchmarks on every single call transcript of a user prior to the report date in which TABLE 3. Event detection results of our model on the large-scale dataset. As presented in the table, the model outperformed the benchmarks and achieves comparable performance to the state-of-the-art models in terms of precision and macro f1 score. The table is split into three parts, first part are the single document classification benchmarks while the second part includes the sequential ones. * The third section is dedicated to our model, Temporal Input Transformation Network (TITN).
FIGURE 4.
Sample call transcript sequence along with their topic distributions-stating the three most significant topics (those with highest weights in the utilized topic modeling scheme-and the last conversation that explicitly mentions the life event with which the customer is flagged. The transcripts yield to marriage life event which is flagged from the last conversation where it is explicitly mentioned by the customer. Our model correctly detect the life event of this sequence prior to the last conversation (explicit transcript), which denotes its ability of learning the implicit cues from the previous conversations.
the label of the transcript is the same as the implicit event existing in their life.
In this regard, bag-of-words (BoW) representation and topic modeling-based approaches are exploited for document representation and feature extraction similar to those of our methodology which yield state-of-the-art results for text classification. We remove the stop words and use TF/TF-IDF bagof-word representation as well as the averaged word vector representation of transcripts using GLoVe [46] , [58] trained on twitter for the document representation of transcripts, and LDA/NMF for topic modeling which are trained on the representations of the training set only to avoid data bleeding. As for the classification, we use Naive Bayes [57] , SVM, XGBoost [59] , and Logistic Regression which have shown promising results in the literature [60] - [62] .
2) SEQUENTIAL DOCUMENT CLASSIFICATION
Regarding the second set of our benchmarks, we treat one's history of call transcripts sequentially. As mentioned in section III, a sequence of transcripts from a customer's previous calls can have jointly invaluable information regarding the implicit life events. As such, instead of feeding single call transcripts to the aforementioned text classification benchmarks one-by-one, we concatenate the call transcripts of a customer's history prior to feeding them to the document representation and topic modeling parts.
In addition, due to the imbalanced nature of the provided dataset, we use an additional baseline in which we label all testing examples with the same label of other. This is the majority class baseline which is a reasonable baseline for Accuracy and macro-F1.
It is important to note that we compare the best performing combinations of these benchmarks to our model. Likewise to our own methodology, sub-module selection and hyperparameter tuning is performed through a grid search algorithm on 20% of the training set.
E. RESULTS AND DISCUSSION
Once the model is designed experiments and the hyperparameters are tuned, evaluation must be completed in order to test our model's performance. We present a case study on dataset provided to us by a large financial services company and the experiment and evaluation results can be found on Table 3 .
Looking at the results, albeit the highly imbalanced distribution of call transcript sequences across different life events, especially class other, and the natural difficulty of the problem of implicit detection of life events, our model performance is significantly better than benchmarks and confirm our hypothesis which is the possibility of the detection of implicit life events based on a sequence of call transcripts from an individual customer's call history. Figure 4 shows sample call transcript sequences whose corresponding life event has been detected correctly by our model. Latent topic distribution for the three most important topics of every transcript is provided.
There are some setbacks and roadblocks in the experiment that prevent us from reaching higher results and an overall more accurate model. Data imbalance is a major problem in this situation. As mentioned before, only 5% of all data are tagged with the label marriage, deployment, baby or retirement. During training the model will be bias towards guessing the majority class because it can obtain a 95% accuracy score by doing so. By down-sampling the majority class, we are able to get the testing set to an accuracy of 74%. With more examples of the minority class, this model would be able to achieve higher accuracy.
Another roadblock is lack of data. The dataset for the experiment consists of a restricted time frame of transcript data points. This is the dataset approved by the companies lawyers and security teams. With more data and examples of more events, however, the models accuracy, precision, recall, and f score would also improve.
V. CONCLUDING REMARKS
In this project, we investigate an under-examined problem of life event detection from unstructured data of client-agent conversation transcripts. In particular, we bring attention to implicit life event detection from a customer's history of conversations, as a sequence of call transcripts, before the event has occurred or explicitly mentioned by the customer which enables prescriptive analytics for target marketing and call center analysts, in addition to lightening their load in manual analysis of such data. The overall problem is formulated as a supervised, multi-label text classification for which we present a novel methodology based on latent variable modeling (where the latent variables are main topics via which the transcripts can be represented) and deep recurrent neural networks to capture the temporal cues exist in a sequence of call transcripts transformed to their latent variables. As such, we refer to our methodology as temporal input transformation network.
In this regard, we exploit different latent topic modeling approaches in the recent literature to transform unstructured call transcript data into a more structured latent variables. Moreover, we customize an approach based on deep recurrent neural networks and end-to-end memory networks (utilizing recurrent memory cells) to capture the sequential clues from a sequence of call transcripts more effectively, and consequently, detect implicit life events more accurately. Using a real-life, large-scale dataset, collected at the call center of an American financial company, a case study is reported in which the performance of our model is compared to state-ofthe-art text classification benchmarks, revealing the practical features and challenges. The experimental results demonstrate that our deep recurrent approach performs significantly better the benchmarks.
In our future research, we plan to apply more sophisticated variants of our novel deep learning model to this largescale problem focusing on improving its ability in managing scalability as well as performance and interpretability which are important in giving more insight regarding the customers life events. Moreover, we would like to add contextual information of the customers, such as age, sex, location, time and date to name but a few, into our life event detection models.
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