A generic new data processing method is developed to accurately calculate the absolute optical path difference of a low-finesse Fabry-Perot cavity from its broadband interference fringes. The method combines Fast Fourier Transformation with nonlinear curve fitting of the entire spectrum. Modular functions of LabVIEW are employed for fast implementation of the data processing algorithm. The advantages of this technique are demonstrated through high performance fiber optic temperature sensors consisting of an infrared superluminescent diode and an infrared spectrometer. A high resolution of 0.01
I. INTRODUCTION
Fiber-based low-finesse Fabry-Perot (F-P) cavities are core components of a variety of sensors.
1-5 Using suitable configurations, quantities such as temperature, [1] [2] [3] 5 pressure, 5, 6 strain, 2, 4 and micro-displacement 7 can be obtained from the gap distance or optical path difference (OPD) of the cavity. As such, a precise OPD determination is essential to the performance of these sensors. Among various optical techniques used to extract OPD, dispersive white-light interferometry based on a broadband light source and a dispersive spectrometer shows advantages over other techniques.
2, 4, [8] [9] [10] [11] [12] [13] [14] [15] [16] Not only is this due to the interference fringes that contain sufficient spectral information for us to calculate OPD, but the technique involves no moving mechanical parts as well. However, previously reported data processing techniques only make use of partial information of the interference spectrum by tracking the positions of one or two interference fringes. 2, 4, 9, 10, 12 Because these wavelength tracking techniques still depend on the positions of one or two interference fringes, their resolutions can be further improved if more information from the interference fringes can be utilized. Fast Fourier Transformation (FFT) is a technique that uses the entire interference spectrum to directly calculate the OPD; [13] [14] [15] [16] however, it also introduces a larger OPD uncertainty than peak tracking methods because of the uncertainty in determining FFT peaks. An OPD resolution of ±50 nm was reported. 15 A higher resolution of 3 nm was achieved by combining FFT with additional data analysis involving inverse FFT, phase unwrapping, and linear regression. 13, 16 Here, we present a generic data processing method to precisely calculate the OPD by fitting the entire interference fringes. To demonstrate this new technique, we fabricated several fiber optical temperature sensors. We then used LabVIEW modua) Authors to whom correspondence should be addressed. Electronic addresses: Jian.Gan@inl.gov and jbao@uh.edu lar functions to implement the algorithm so that the technique can be readily adopted by the optical sensing community. Figure 1 shows the schematic of a fiber optic temperature sensor based on a low finesse F-P cavity and the associated white-light interferometry. The system consists of a sensor head, an infrared light source, an infrared array detector, and a 2 × 1 50/50 fiber coupler, which couples light from the infrared source to the sensor head and then back to the detector. LabVIEW is used to communicate with the detector and perform data acquisition and processing. The coupler (Thorlabs FC1310-70-50-APC) is a single mode fiber operating at telecommunication wavelength of 1310 nm. A superluminescent diode (SLD) with the same operating wavelength was also selected as an infrared light source. The SLD produces up to 12.5 mW light with 80 nm bandwidth for white light interferometry. An OceanOptics near-infrared InGaAs array detector (NIRQUEST 512) was used for fast spectral acquisition with high sensitivity. SLDs centered at 850 nm were previously used by many groups.
II. SENSOR DESIGN AND FABRICATION
2, 4, 9, 12 We choose a 1320-nm SLD because (1) its telecommunication wavelength enables remote sensing and (2) interference fringes can be better resolved due to a larger optical dispersion of the grating at longer wavelengths.
The sensor head is a low-finesse F-P cavity made of two facets of the single mode silica fibers confined in an alumina tube. The fibers are bonded to the tube at both ends with a distance of 4-5 mm. We set initial room temperature cavity length between 50 and 100 μm so that enough fringes will be obtained for an accurate cavity length determination. The cavity length increases as temperature increases because of a much larger thermal expansion coefficient of alumina than silica; this forms the basis for the temperature sensing of the cavity. One advantage of such a fiber-based F-P cavity is its relative simplicity in fabrication: two facets are created by a fiber cleaver without mechanical polishing; no optical alignment is needed for two facets of the cavity because of the alumina tube.
III. DATA PROCESSING AND ANALYSIS
Figure 2(a) shows typical interference spectra from two sensors with different initial cavity lengths at room temperature. Both spectra exhibit a much higher interference visibility than those previously reported. 10, 17 The envelope of spectra represents the spectrum of SLD (bottom curve of 2(a) ), which is obtained using LabVIEW's low-pass filtering of the interference fringes. By normalizing the interference fringes with the spectrum of SLD, sinusoidal interference fringes with near-uniform amplitude are obtained (insets of Fig. 2(a) ). As discussed in detail below, the cavity length can be precisely obtained from such sinusoidal interference fringes using nonlinear curve fitting. Figure 2(b) shows the evolution of cavity length during heating and cooling. No noticeable hysteresis is observed, indicating that the cavity can be very well suited for temperature sensing. The curve in Fig. 2(b) also provides calibration for the sensor, indicating an average sensitivity of 30 nm/
• C. The normalized spectra in the insets of Fig. 2(a) can be described as 10, 12 
where A and γ are constants, π is due to the phase shift of the reflected beam from the air/silica interface, and L is the cavity length. In principle, using nonlinear curve fitting-a standard function in commercial data processing software such as Lab-VIEW or Origin-the length L can be uniquely and quickly determined. However, as we show below, initial fitting parameters are important to obtain the best fitting for the periodic function of Eq. (1). If Eq. (1) is used to fit the data with the initial L confined in a wide range (i.e., 20 μm < L < 180 μm), then three different lengths will typically be obtained, and the result from the fitting program will randomly fluctuate among these three values. Fitting curves from the three lengths as provided in this example are shown in Figs. 3(a)-3(c) . As can be seen, all three fits represent the data quite well, and are regarded as the best fit by the fitting program. But close-up views shown in Figs. 3(d) and 3(e) reveal that the fits in Figs. 3(a) and 3(c) deviate from the original curves at short and long wavelengths. Specifically, the fit in Fig. 3(d) shows a phase advance near 1294 nm, but a phase delay near 1352 nm. In the central region near 1320 nm, the fit overlaps with the data very well. The length from this fitting is shorter than the best fitting value Lo in Fig. 3(b) by λ/2 ∼ 660 nm. According to Eq. (1), this FIG. 4 . Evolution of cavity length calculated using three different methods:
(1) direct nonlinear fit using λ as a variable, (2) FFT, and (3) nonlinear fit using 1/λ as a variable. (a) Cavity lengths at room temperature calculated using methods 1 (square) and 2 (dot). Note that data for FFT and nonlinear fit were taken at different times so that their cavity lengths do not overlap. (b) Room temperature cavity lengths calculated using method 3 (triangle). The FFT result is the same as in (a), but the vertical scale is 40 times smaller. Same data for FFT and fit. (c) Evolution of cavity length during heating and cooling monitored using methods 2 and 3. (d) Close-up view of cavity length evolution near 300 min. difference in cavity length creates a phase shift of 2π near the center wavelength of 1320 nm so that the fitting at 1320 nm is not affected. The fit in Fig. 3(e) exhibits an opposite behavior with a longer cavity length by 660 nm.
The problem with nonlinear curve fittings using Eq. (1) without good initial parameters can be clearly seen in Figure 4 (a), where the cavity length was monitored over a short period of time at room temperature. Based on this sensitivity, the fluctuation of temperature is found to be ∼20
• . In order to obtain the initial value of L for the fitting, we introduced k = 1/λ as a new variable, and converted Eq. (1) to Eq. (2), as follows:
We can then use FFT to obtain a very good estimate of L from Eq. (2). It should be noted that the initial spectra, as shown in Figs. 2 and 3 , use λ as a variable so the data points are evenly spaced in λ. The change of variable from wavelength λ to wave number k makes the result from Eq. (2) not evenly spaced in k. In order to use FFT and then use nonlinear curve fitting to extract L from Eq. (2), we interpolate spectrum by using "resample" of LabVIEW. Figure 4(b) shows a much stable cavity length after using L from FFT to fit Eq. (2). The fluctuation is reduced to 0.2 nm, corresponding to a temperature resolution of 0.01
• C. As a comparison, we also plotted the cavity length obtained using FFT of the resampled Eq. (2). As can be seen in Figs. 4(a) and 4(b) , the FFT cavity length suffers less fluctuation as compared with the initial curve fitting using Eq. (1), but is still as large as 10s nm. Note that the FFT cavity length is plotted in both Figs. 4(a) and 4(b) , but the scale in Fig. 4(b) is 40 times smaller than the scale in Fig. 4(a) . FIG. 5 . Flow chart used to calculate the absolute cavity length using revised nonlinear curve fitting and LabVIEW internal functions. Figures 4(c) and 4(d) show the evolution of the cavity length obtained using FFT and the subsequent curve fitting of Eq. (2) using FFT length as an initial parameter. A clear improvement in temperature resolution can be seen. The length fluctuation from FFT is ∼20 nm, corresponding to 1
• -2
• . Similar FFT fluctuation was reported before. 15 It was also found that results from FFT may not overlap with the result from the curve fitting. This is because the L from FFT is based on the position of FFT spectrum with the highest intensity, which can be quite different from the position obtained by fitting the FFT peak. Figure 5 shows the flow chart of our curve fitting technique to obtain the absolute cavity length. This technique makes use of existing functions provided by LabVIEW so that software development time can be reduced. The speed of processing is mainly limited by the spectrum acquisition time, typically 100 ms. In some cases, the cavity length shows jumping as shown in Figure 4 (a) due to a large fluctuation of cavity length from FFT. This jumping can be eliminated when the last cavity length is used as an initial parameter for the fitting. Such strategy was employed to monitor the temperature evolution in Fig. 4(c) . In addition to its high accuracy and sensitivity, this technique has other benefits as compared with the wavelength tracking method. For example, the temperature can be obtained at any time without utilizing prior spectral information, such as fringe order. The temperature will also not be affected by the power fluctuation of SLD. In the event of a measurement interruption, the initial recovered temperature reading by the FFT method will be within 1-2
• C of the actual temperature.
It was proposed that there is an additional cavity length dependent phase in Eq. (1) due to the coupling between incident and reflected light. 17, 18 Such a phase has not been taken into consideration in wavelength tracking methods because it is difficult to measure. This phase is important for the basic understanding of interference fringes, but the effect of such a phase on this curve fitting method and the accuracy of the temperature is negligible based on the following reasons: First, the temperature from the sensor will be calibrated according to the curve in Fig. 2(b) . As long as there is a one-to-one relationship between cavity length and temperature, the obtained temperature is always accurate. Second, as shown in Ref. 17 , the change of the phase becomes so small at large cavity lengths; it can be neglected in our cases. Third, because this phase originates from the increased OPD than the absolute cavity difference due to beam divergence, this phase change can be described by introducing an effective cavity length L eff . In other words, the L obtained from curve fitting can be the effective optical path length that is slightly larger than the real cavity length. As discussed above, whether it is a real cavity length with a negligible phase change or an effective cavity length will not affect the reading of the cavity temperature.
In summary, we developed and demonstrated a new data processing technique to precisely extract absolute cavity length of a F-P sensor; we subsequently demonstrate fiber optic temperature sensors with temperature resolution as high as 0.01
• C. Such a technique provides a higher resolution over a wide dynamic range. By taking advantage of new commercial software and hardware, such as LabVIEW, infrared SLD, high performance portable spectrometer, and computer, this new data processing technique provides faster, accurate, and more reliable readings of many sensors based on the FabryPerot cavity.
