Abstract. For a graph Γ with vertex set V an algebra of adjacency matrices is defined and viewed as an equivalence relation on V × V with certain nice properties. This can be used in algorithms to find automorphisms of graphs and isomorphisms between graphs. It also provides intersection numbers independent of the labelling on V which determine the similarity class of the adjacency algebra.
a graph is the subject of [10] . This does not seem to be well known despite its reference in [11] . The first few sections here describe the method.
1. Colourings. DEFINITION 1.1. Let V be a finite set and c an equivalence relation on V × V with r equivalence classes. Then c is called an r-colouring or colouring of V and the equivalence classes are called the colours of c. The set of such classes will be denoted by c and the class of (i, j) ∈ V × V by c (i, j) . This should be distinguished from c ((i, j) ), also called the colour of (i, j), which is always the image of c(i, j) under an injective map. Elements of V are identified with the diagonal of V × V and called vertices, whilst off-diagonal elements are called edges.
For example, let Γ be a graph on V with edge set E. Then Γ yields a 3-colouring of V whose colours are V, E, and (V × V)\(E ∪ V). DEFINITION 1.2. For n = V and a commutative ring R containing the integers ¦, let M V (R) be the set of n × n matrices with entries in R whose rows and columns are indexed by
V. Any injective map c → R with c(i, j) õ c((i, j)) defines a matrix A = (a ij ) ∈ M V (R) by a ij = c((i, j))
. Such a matrix is called an adjacency matrix of c. Conversely, given a matrix A = (a ij ) ∈ M V (R) there is a uniquely determined colouring for which A is an adjacency matrix, namely that given by c(i, j) = c(k, l) ⇔ a ij = a kl for all i, j, k, l ∈ V. The colouring so obtained is denoted c A . If the set of distinct entries of A are algebraically independent over ¦ (as a subring of R) then A is called a generic matrix of the colouring it defines. A set of generic matrices (not necessarily for the same colouring) are called independent if the entries in each matrix are distinct from the entries in every other matrix and the set of distinct entries from all the matrices is algebraically independent over ¦. 
LEMMA 1.3. Let c, d be colourings of V. Then c = d if, and only if, c((i, j)) = c((k, l)) ⇔ d((i, j)) = d((k, l)) for all i, j, k, l
(ii) There is a unique maximal colouring c V which is defined by c V (i, j) = {(i, j)}. It has V 2 colours.
(iii) The identity colouring c I is that which corresponds to the identity matrix. It is a 2-colouring with c I 
, c is totally symmetric precisely when c(i, j) = c(j, i) for all i, j ∈ V. Remark 1.9. Suppose A is a generic matrix for c. Then A T is a generic matrix for c T .
Example 1.4 illustrates a symmetric colouring which does not arise from a symmetric matrix. The totally symmetric colourings are characterised by having symmetric adjacency matrices, whilst the symmetric colourings are characterised by having their set of adjacency matrices closed under the transpose mapping.
The product cd of two colourings is defined as that obtained from the product of independent generic matrices for c and d. Hence we have the following definition. DEFINITION 1.10. The product cd of two colourings c, d of V is defined by its injective image
where the elements are counted with appropriate multiplicity. All such sets from here on will be assumed to have multiplicities attached to their elements, i. e. they are multisets or bags.
In computations as in Example 1. ( Remark 1.18. Complete colourings are the same as coherent configurations in the sense of D. G. Higman [4] . The intersection numbers he has are just the multiplicities of the various terms in each entry of a product of two independent generic matrices. Thus completion provides a natural and easy way of associating a coherent configuration with any graph. The completion c − is the minimal coherent configuration which is a refinement of c. If c − is totally symmetric then it is an association scheme in the sense of Bose and Shimamoto [2] . If c is obtained from a strongly regular graph, then c − = c (see J. J. Seidel [8] ).
Automorphisms.
DEFINITION 2.1. Let S V denote the group of permutations of V. S V acts naturally on V × V by σ( i, j) = (σi, σj). Thus σT is well-defined for subsets T of V × V and σ ∈ S V . In particular, a colouring c with classes c 1 , c 2 , ..., c r yields a colouring σc with classes σc 1 , σc 2 , ..., σc r where σc κ = {(σi, σj)  (i, j) ∈ c κ }. The (strict) automorphism group Aut*c of a colouring c is the subgroup of S V consisting of permutations which leave the colours fixed, i.e., σ ∈ Aut* c ⇔ σc i = c i for each colour c i of c.
Of less interest here is the group Aut c = {σ ∈ S V σc = c} which may include automorphisms which permute the colours nontrivially. For a matrix A = (a ij ) with associated colouring c, σA = (σa ij ) is associated with σc and so has entries σa ij = a σ −1 i,σ −1 j . Then, obviously, Aut* c = {σ ∈ S V σA = A} whilst Aut c consists of those σ for which σA is also an adjacency matrix of c.
(iii) Here σ ∈ Aut* c ∩ Aut* d implies σ(AB) = (σA)(σB) = AB and so σ ∈ Aut* cd. Thus, Aut* c ∩ Aut* d ⊆ Aut* cd without restriction. Assuming (v) and using (ii) with Theorem 1.11(iv) gives Aut* c ∩ Aut* d = Aut* (c + d) ⊇ Aut* cd and so equality must hold. THEOREM 2.3. Aut* c = Aut* (c + c T + c I ) = Aut* c .
Complete colourings.
LEMMA 3.1. Suppose c is complete.
Using the definition of product and c 2 = c gives {c
Any bijection between these two bags which preserves colours determines a suitable σ ∈ S V in (ii). In particular, restricting σ to diagonal classes yields (iii). 
. So, by Lemma 3.1, there is a σ ∈ S V with c(i, t) = c( i', σt) for all t ∈ V. By Corollary 3.3, σ restricts to σ 2 : V 2 → V 2 . Hence {c(i, t) t ∈ V 2 } is independent of i ∈ V 1 . Independence for the second set follows similarly or by applying the transpose. This immediately gives the equation relating multiplicities, both sides having cardinality c k ∩ V 1 × V 2 . The last part is now clear. c(j, k) = c(r, s) and by Corollary 3.3 the permutation σ ∈ S V defined in Lemma 3.1 restricts to a map σ i : s) ). This means c i Conversely, to obtain a determinant for a given similarity class, pick a matrix representation containing a generic matrix whose distinct entries are linearly independent and which generates the algebra.
THEOREM 4.2. For a complete colouring c, M c (C) is determined up to similarity by the determinant of a generic matrix, and conversely.
Warning 4.3. R. Mathon [6] has some regular graphs on 25 vertices which yield complete 3-colourings that are not isomorphic but have similar adjacency algebras over C. These also appear in [10] and seem to have been computed independently by several people. where the sum is over diagonal classes. Newton's formulae then yield det A and we obtain det c. This theorem is implicit in Higman [4, §5] . There is a partial converse to the above which is given in [9] . Remark 4.6. Det c provides the spectrum of a graph, and, by virtue of the proof of 4.5, it follows that the intersection numbers determine equivalence classes of graphs which are at least as fine as those given by the spectrum. Proof. The property for addition is clear. Suppose (a ij ) and (a' ij ) are two adjacency matrices with images (a lm ) and (a' lm ). Using the formula in Remark 5.2, (b lm ) = (a lm )(a' lm ) has
Consider next maps
where (t, j) ∈ n. Summing over all (t, j) ∈ n and all n ∈ c yields
which is the lm-entry of the image of (a ij )(a' ij ). As in Proposition 5.3, the map is one-one. 
The closure under the transpose map described in Proposition 5.3 ensures that a ml = 0 also. This establishes the block diagonal nature of the matrices, each block being indexed by the n i colours in V i × V for its rows and columns.
Any map f: V → W of finite sets can be used to obtain a colouring on fV from a colouring on V. In terms of graphs the map f replaces each set f −1 (w) of vertices in V by a single vertex w ∈ fV. In practice, f can be viewed as an equivalence relation on V which identifies various vertices. DEFINITION 5.7. (i) For subsets S, T of V we define c(S, T) = {c(s, t)s ∈ S, t ∈ T}, counting each c(s, t) with the appropriate multiplicity.
(ii) If f: V → W is a map of finite sets and c a colouring on V then fc is the colouring on fV defined by fc((i, j)) = c(f Proof. Let (a ij ) be an adjacency matrix for c, ( ã i~j~) the image under ~ and (a lm ) the first block of the regular matrix.
Write i~ instead of c(1, i) to index the regular matrix block. So
Σ i∈i~,j∈j~aij = ã i~js ince V 1 i~ = c(1, i) where V 1 is the first diagonal colour.
Remarks 5.10. Naturally, Theorem 5.9 is the fastest way to obtain the regular representation. Moreover, this representation is independent of the vertex numbering. By the definitions, it is entirely determined by the intersection numbers, and conversely. If A is a generic matrix whose elements are independent of those in U, then equating terms from the block A ij yields U ii ΦA ij = A ij U jj and U it = 0 for t ≠ i. Hence U is block diagonal with unitary diagonal blocks. The matrix U « is obtained by observing that without loss of generality U has algebraic number entries and then summing UΦA = AU over all conjugates. A = J = ΦA gives the row and column sum property. ALGORITHM 6.6. The graph isomorphism problem is that of finding a permutation matrix U such that UΦA = AU for corresponding adjacency matrices A, ΦA of two graphs. This has been translated into finding a permutation f: V → W of the vertex sets which is a φ- , d 2 i and φ 2 i to obtain φ − : c − → d − . This establishes that the regular representations are the same so that the standard representations by adjacency algebras are similar and the graphs cospectral. The partitioning of the vertices via the diagonal colours serves to restrict the possible permutations if the graphs are isomorphic and standard techniques (see [7] ) enable a tree of completions to be used to yield isomorphisms. To construct the completions for two graphs and the map between their colours, represent the graphs by adjacency matrices with integer entries that are equal for edges if and only if they have identical labels in the graphs. These entries can be chosen in the range 1 to n 2 for n = V. If this can be done in O(n 3 ) time then the 2 log 2 n squarings lead to an O(n 3 log n) time bound on completion, assuming that integers in the range 1 .. n 2 can be accessed and compared in unit time. First of all, observe that even bubble sort will sort the elements of each row into order in O(n 3 ) time, providing a permutation to reorder the elements as they appear in the row, and information about repeated elements. The same applies to columns.
Each of the n 2 elements of the square is given by a formal dot product of a row with a column. The information about how to sort both row and column must be combined to sort the n-tuple in linear time. For each distinct value in the row we have a series of adjacent spaces in the final sorted n-tuple into which terms containing that value will be placed. Assign a pointer for each such value, setting it to the first such place which is empty. Now use the column order to take each term in turn, placing it according to the corresponding row pointer, and incrementing that pointer. This sorts the n-tuple in O(n) time.
The other part of the squaring procedure involves renumbering entries to obtain new numbers which are equal if and only if the corresponding sorted n-tuples are equal. This is done by renumbering using the first term, then taking the new numbering with the second term, and so on. Thus, all n-tuples must be sorted first, requiring O(n 3 ) space to be available. Each n-tuple is represented by a vector of 2n integers in the range 1 .. n 2 . It suffices to show how to incorporate the first element of each into the new numbering in O(n 2 ) time to achieve the O(n 3 ) time requirement for squaring. Generally, a unique numbering is obtainable for m ordered pairs of integers in the range 1 .. k in O(max (k, m) ) time. We apply this to pairs given by the current matrix numbering with the next element in each vector. The numbering is achieved by setting k list head pointers to zero and scanning each pair to set up linked lists connecting pairs with the same initial element; then each list is scanned to form sublists divided according to the second element; finally the lists are scanned again, assigning a new number of each sublist: O(k+m) time.
The above process must be carried out simultaneously on both graphs to ensure common renumberings. If at any point a discrepancy arises − differing multiplicities between the two adjacency matrices − then the graphs cannot be isomorphic and indeed, eventually there are no numbers in common in the completions. If the completions do agree then the graphs are similar if not actually isomorphic.
