Mass migrations are found throughout the animal kingdom and are often undertaken by coordinated social groups. However, surprisingly little is known about how social interactions influence migratory timing. Anadromous fishes such as salmon make extensive breeding migrations between marine and freshwater ecosystems. Returning adult salmon tend to move in discrete temporal pulses, which are typically thought to be triggered by abiotic environmental stimuli (e.g. changes in river flow or temperature). However, most studies reveal only weak correlations between abiotic factors and the timing of spawning runs. Here, we demonstrate that social interactions provide a plausible alternative or additional explanation for such patterns. We first provide an example of the phenomenon using 20 years of data on sockeye salmon, Oncorhynchus nerka, ascending a stream in pulses in the absence of any obvious environmental triggers. Next, we present a model that reproduces the pulses observed in the data, simply by including social interactions among individuals. Deviations between the empirical data and the social model results suggest that salmon may alter their individual behaviour in response to annual fluctuations in density. We hope our results, demonstrating the role that social influence can play on migration timing, will motivate further studies exploring how social interactions may shape the movements of other migratory taxa. Understanding how individuals integrate social information with internal and exogenous drivers of migratory behaviour is vital, particularly in the face of a changing climate, which is changing both the cues used for, and the optimal timing of, migrations.
Migration is a widespread phenomenon throughout the animal kingdom, allowing populations to take advantage of temporally predictable foraging and breeding conditions in discrete habitats that cannot be used simultaneously (Dingle, 2014) . While availability of resources is likely an ultimate explanation for migration, the timing of when individuals or groups migrate is influenced by various proximate stimuli (McNamara, Barta, Klaassen, & Bauer, 2011) . In many taxa, a complex combination of internal physiological rhythms, seasonal changes in photoperiod and localized cues such as temperature, wind or river flow, and other stimuli influence decisions to migrate at a given time (Dingle & Drake, 2007) . Coordinated mass movement is exceedingly common in migratory taxa (Milner-Gulland, Fryxell, & Sinclair, 2011) . Thus social information likely also influences an individual's decision as to when to migrate. Specifically, individuals preparing for migrations may differ in their internal state of readiness (Nathan et al., 2008) but contact with individuals at a more advanced state of readiness might be sufficient to initiate migration in some animals that might otherwise not commence migrating at that time (Helm, Piersma, & Van der Jeugd, 2006) .
Given the ubiquity of social migration, it is surprising that studies of the mechanisms driving migrations are often conducted on animals in isolation (Bingman & Cheng, 2005; Gould & Gould, 2012) . Moreover, as discussed by Helm et al. (2006) , the role of social collective decisions are most often explored within spatial contexts (i.e. where to go) (Berdahl, Torney, Ioannou, Faria, & Couzin, 2013; Dell'Ariccia, Dell'Omo, Wolfer, & Lipp, 2008; Mueller, O'Hara, Converse, Urbanek, & Fagan, 2013) , rather than temporal contexts (i.e. when to go) (although see Conradt & Roper, 2000 . Of the work done on social influence on temporal synchronization, most has been done in birds (Helm et al., 2006) , where for example, social interactions appear to coordinate waves of sleep and breeding synchrony in bird colonies (Beauchamp, 2011; Evans, Ardia, & Flux, 2009 ). More generally, along with birds, fishes and mammals signal to initiate synchronized movement, although not necessarily in a migratory context (Black, 1988; Stewart & Harcourt, 1994; Ward et al., 2013) . Here, we address this research gap by taking advantage of an unusually fine-grained, yet long-term, migration data set from anadromous salmon to develop and test a generic model for social influence on migration.
Pacific and Atlantic salmon are well known for their homing migrations back from the ocean to natal sites for reproduction (Jonsson & Jonsson, 2011; Quinn, 2005) . As with many other migratory animals, salmon support important commercial, recreational, subsistence and ceremonial fisheries (National Research Council, 1996) and transfer nutrients from the ocean to freshwater environments, where they affect all trophic levels from periphyton (Kline, Goering, Mathisen, Poe, & Parker, 1990) to bears (Hilderbrand, Jenkins, Schwartz, Hanley, & Robbins, 1999) in both terrestrial and aquatic environments (Bilby, Fransen, & Bisson, 1996; Willson & Halupka, 1995) . Migration timing is a key uncertainty in the management of salmon fisheries because it can confound perceptions of population size as fish enter a fishery (Adkison, Cunningham, & Jonsson, 2015; Mundy & Evenson, 2011) . Therefore, decades of research have been devoted to understanding the broad-scale and fine-scale aspects of salmon migration timing (Banks, 1969) .
Most attempts to explain salmon migration timing primarily focus on correlations to abiotic environmental stimuli (Loughlin, Clarke, Pennell, McCarthy, & Sellars, 2016; Neave, 1943) . However, in general, the movement of adult salmon in rivers often seems to be independent of any obvious environmental cues, as indicated by the general failure to successfully model migration based on such cues (Lilja & Romakkaniemi, 2003; Tr epanier, Rodriguez, & Magnan, 1996) . Although, in some cases, increased stream flow is needed for the fish to access upstream habitats (Davidson, Vaughan, & Hutchinson, 1943; Shapovalov & Taft, 1954) . When the data on upstream salmon migration are pooled among many years, the timing tends to approximate a smooth normal distribution, but within any given year, salmon tend to move in seemingly unpredictable discrete pulses (Hunter, 1959; Quinn & Myers, 2004; Quinn, McGinnity, & Reed, 2016) . Because external cues often do not adequately explain the timing of these discrete pulses, it is likely that other processes shape the commonly observed patterns of timing.
We hypothesize that social interactions may provide a mechanism for the pulsed arrival patterns observed during animal migrations. As a case study, we explore the role of social interactions on the timing of migration movements, using data on a population of wild sockeye salmon, Oncorhynchus nerka. We focus on the final phase of the migration as fish are readily quantified in the shallow waters of the breeding stream and because timing of entry into the breeding grounds is under selection and influences individual fitness. Despite an apparent lack of abiotic environmental triggers, the salmon in this system tend to arrive in discrete pulses. We develop a general migration timing model which incorporates social positive feedback caused by individuals copying other individuals' decisions. This model successfully reproduces the timing patterns observed in the salmon data, suggesting that considering the interplay between internal, exogenous and social drivers could be key to understanding patterns of migratory movement.
METHODS

Site Description
Hansen Creek is a 2 km long tributary of Lake Aleknagik in the Wood River Lakes system, southwestern Alaska (for a map, see Carlson & Quinn, 2007) . The creek is very shallow and narrow throughout its length, averaging 10 cm deep and 4 m wide during the months of July and August when adult salmon are present (Marriott, 1964) . Although the level of the lake varies substantially from year to year, Hansen Creek is very clear and varies very little in flow within and among seasons due to the buffering effect of ponds, springs and flat sub-basin topography (Carlson & Quinn, 2007; Quinn & Buck, 2001) , averaging 0.099 m 3 /s during the period when salmon arrive (University of Washington Alaska Salmon Program, n.d.). The stream's small size and stable flow regime make it conducive for observing and quantifying adult salmon and for detecting the influences of social behaviour in the absence of other environmental cues for migration. This region of Alaska has characteristically mild and dry summers; heavy rainfall can occur but often little or no rain falls for several weeks, at which time the stream flows gradually diminish yet salmon ascend the streams with very little variation in overall timing among years.
The migration of sockeye salmon into Hansen Creek and the dozens of other streams in the Wood River Lake system (and salmon in general) occurs in several stages. First, the maturing salmon are widely distributed on the North Pacific Ocean and Bering Sea in the spring of the year, and migrate very rapidly (ca. 40e60 km/day) into Bristol Bay, where they progressively segregate into their natal drainage basins (Quinn, 2005) . The salmon then ascend large rivers draining these basins in late June and early July; the fish homing to different natal tributaries are thoroughly mixed at this time (Doctor, Hilborn, Rowse, & Quinn, 2010) . The salmon from each population then diverge to the mouths of their respective natal streams, congregate in the lake until they complete the process of sexual maturation, then ascend the small streams in late July and early August, spawn, and die within a few weeks. Individual fish are thus in close proximity to members of their own population prior to entering the natal stream, which each fish ascends when some combination of internal (physiological) condition and external stimuli are sufficient.
Spawning Surveys
During 20 spawning seasons (1997e2016) researchers surveyed sockeye salmon, the only Pacific salmon species in the stream, in Hansen Creek nearly every day that adult fish were present during the spawning season. Each survey day, all live and dead salmon were enumerated. After counting, carcasses were removed beyond 5 m of the creek to avoid repeat sampling. On each day the number of salmon estimated to have arrived in the creek was the total observed (live plus dead) minus the number observed alive on the previous day (Fig. 1) . The resulting counts provide precise data on the timing of salmon arrival and are similar in form to the data collected in many migratory fish populations based on visual counts that occur at weirs and dams or in rivers, or by hydroacoustic equipment. These spawning ground surveys were approved by the University of Washington Institutional Animal Care and Use Committee (permit number 3142-01) and the Alaska Department of Fish and Game (e.g. annual permit numbers SF2015-132d, SF2014-145d).
Empirical Data Analysis
After accounting for year-to-year variation in the timing of the run, the density of the run averaged over years, and thus the likelihood of a salmon to arrive on any given day, is given by a discrete normal distribution. The mean and standard deviation of this distribution are likely complicated functions of the interplay between internal physiology (e.g. hormones) and environmental cues (e.g. seasonal changes), which have evolved to guide salmon to the breeding grounds over an appropriate interval of the year. Here we were interested in within-year patterns, so we discarded year-toyear variation (the mean) and used empirical data to determine the standard deviation, rather than modelling these mechanisms explicitly.
We characterized the run in terms of the probability for any given fish to arrive at Hansen Creek on a specific day over the season. This probability mass function, sðdÞ, can be thought of as the expected fraction of the run to arrive on day, d. Working initially with the cumulative of this function, gðdÞ≡ P d n¼1 sðnÞ, allows us to sidestep some of the issues introduced by missed sampling days. Specifically, if one or more sampling days were missed, then the next sampling day following the sampling hiatus reflects multiple days of salmon arrivals and thus have an exaggerated count. However, the cumulative arrival function, gðdÞ, is accurate on all sampled days, even those directly following missed days, although it is undefined on the missed days themselves.
After finding the normalized cumulative arrival functions for each year, we calculated the day at which 50% of the run had arrived, t. To standardize dates among years of differing run timing, we shifted each year's arrivals so that they all had the same value of t (faint grey curves in Fig. 2 , t arbitrarily set to 200 (19 July)). For each day we found the mean across years of these cumulative curves, ignoring years for which the value of the cumulative was undefined that day due to a missed sampling day (blue curve in Fig. 2 ). This mean cumulative curve was well approximated by the cumulative of a discrete normal distribution with s ¼ 7:15 (dashed red curve in Fig. 2 ). Thus sðdÞ can be represented by a discrete normal distribution (equation (A1)).
Asocial Model
We modelled the daily number of fish arriving on the spawning grounds assuming that each fish independently decides when to move to the spawning grounds with probability over time given by sðdÞ (discrete normal distribution, with s ¼ 7:15, see equation (A1)). We did not explicitly assume a mechanism for this movement decision, but rather implicitly assumed that it is driven by a combination of internal (e.g. maturation) and external (e.g. seasonal changes) cues. If in year i a total of R i salmon arrived at the spawning ground, we expect R i sðdÞ fish to arrive on day d. Thus we modelled the number of fish arriving on day d, NðdÞ, as random draw from a Poisson distribution (equation (A2)) with mean R i sðdÞ, N i ðdÞ $ p½xjR i sðdÞ;
( 1) where the $ symbol denotes that the quantity on the left is a random draw from the distribution on the right.
Social Model
To explore the potential influence of social interactions on entry timing to Hansen Creek, we formulated a model that assumed that 1997e2016) . Lighter coloured bars indicate data estimated due to missed sampling days. To estimate these days we randomly distributed the fish counted on the first day after any missing day(s) across the consecutive missing day(s) preceding it. Note that this tends to under-represent pulses in the data. These estimated data are purely for visualization; we did not include them in our analysis.
fish can be influenced to move upstream by others' decisions to enter the creek. Specifically, we modified the asocial model from the previous section by adding a staging pool the fish enter before moving upstream to the spawning grounds (see Fig. 3 for a schematic). In our specific instance of this model, the staging pool represents a physical space (the creek mouth) but more generally this could refer to a state, rather than a location. We denote the number of fish in this staging pool on a given day as WðdÞ. We note that hundreds or thousands of sockeye salmon are seen each summer congregated at the mouth of Hansen Creek and all the other steams in this and many other systems where salmon spawn. Thus salmon routinely are in very close proximity to many members of their populations immediately prior to ascending the stream to spawn. In this model, fish independently enter the staging population with the same process used in the asocial model. Each day, E i ðdÞ fish enter the staging pool, where
(Note that the right-hand side of equation (2) is the same as the right-hand side of equation (1).) Each day, each fish in the staging pool independently leaves the staging pool for the spawning grounds with probability a. We modelled the number of fish independently leaving the staging pool, L, on a particular day as a random draw from a binomial distribution (equation (A3)) as follows,
LðdÞ $ b½xjWðdÞ; a:
(Note that if a ¼ 1 the social model is identical to the asocial model.) Additionally, each fish remaining in the staging pool copies a leaving fish with probability g. Thus if L fish move upstream, the probability for each remaining fish to copy at least one of them is one less the probability that it did not copy any of them, or
We simulated the number of fish copying these in- Fig. 1 , shifted so that they all reach half of the total run on the same day). Gaps in these grey curves correspond to missed sampling days. The blue curve is the average over years and the red dashed curve is a fit to the mean using the cumulative of a discrete normal distribution (equation (A1)).
Lake Aleknagik
Staging pool Hansen Creek Figure 3 . Social model. We suppose salmon enter a staging pool before heading upstream to spawn. We denote the number of fish in this pool as W. These fish are mature and ready to head upstream, which they may choose to do independently or by copying other fish. Each day EðdÞ more fish enter this staging pool (equation (2)). Afterwards, LðdÞ fish independently leave the staging pool to head upstream to the spawning ground (equation (3)). In addition, CðdÞ fish are influenced to leave upstream through an iterative copying process (equation (4)). The dashed red arrows indicate the chain of influence during the iterative copying. The daily arrival count on the spawning ground is the sum of all fish leaving the staging pool that day, NðdÞ ¼ LðdÞ þ CðdÞ.
distribution (equation (A3)). Since the follower fish that move upstream could also influence any of the fish remaining in the staging population, we iterated this process as a cascade of copying events. Specifically, this social process is computed as
which continues until the cascade of copying dies out ðC j ¼ 0Þ, or all fish in the staging pool have left ðL þ P j C j ¼ WÞ. The dynamics of the number of fish in the staging pool are given by
and the number of fish arriving on the spawning grounds on a given day d is
Numerical Analysis
Using both the asocial and social models we simulated the number of fish arriving to the spawning grounds over the range of sampling days (adjusted to match t), for multiple replicates of each year. For each replicate we normalized each simulated daily arrival by the total simulated run size for that year to get daily arrival fractions (Fig. 4b, c) . We then accumulated these arrival fractions in a list over replicates and years and used this list to calculate a probability distribution function of daily arrival fractions (Fig. 4d) . For both models we assumed the total run size was 10 000 fish. For the social model, we used a ¼ 0:003 and g ¼ 0:002, which were chosen heuristically, without any formal optimization, although our results held over a range of these values (Fig. A1) .
To quantify the degree to which the arrival fraction time series were pulsed we defined a 'ruggedness parameter'. This quantity is the weighted mean of two values, which are expected to be large if the dynamics are pulsed. The first is the height of the maximum arrival peak in a given year. The second is the sum of the absolute value of the discrete derivative of the daily arrival fraction. This quantity gives us the total amount of change between consecutive days, and we normalized it by dividing it by its maximum value, 2. Thus ruggedness ≡ 1 2 max½NðdÞ Fig. 1) , asocial model and social model, respectively. Panel (d) shows the probability distribution functions (PDFs) of the daily arrival fractions for the asocial model, social model and empirical data. The Y axis indicates the probability of any given daily arrival fraction. Note the logarithmic scale on the Y axis. Panel (e) shows the standard deviation, over years, of the cumulative fraction of fish arrived as a function of time. Panel (f) shows ruggedness as a function of the size of the run. The large dots correspond to the empirical data, and the small points correspond to the asocial (yellow) and social (red) model. Ruggedness describes the degree to which the arrival dynamics are pulsed rather than smooth (see equation (7)). The solid line is a fit to the empirical data using a power function. The shaded region around the fit to the empirical data denotes the 95% confidence interval for the trend line. Note the logarithmic scale on the X axis.
Simulations were performed using MatLab (version R2015b; Mathworks, Natick, MA, U.S.A.). We used the 'polyfit()' and 'polyconf()' functions to fit the curve and confidence intervals in Fig. 4f .
RESULTS
The adult salmon returning to Hansen Creek tended to arrive in discrete pulses, with as much as 35% of the year's run arriving in a single day (Figs 1, 4a) . This pattern persisted despite the stream being extremely consistent in terms of temperature and flow (i.e. without any obvious environmental cues that might tend to synchronize the fish). The asocial model failed to capture these pulsed dynamics, whereas the social model produced patterns similar to the real system (Fig. 4aed) .
The disparity between asocial and social models becomes qualitatively clear upon examination of the time series of daily arrival fractions for a single year (Fig. 4aec) . To quantify this distinction, we compared the distribution of daily arrival fractions accumulated over years and replicates (Fig. 4d) . For the asocial model, fish arrived with an approximately even distribution with a cutoff around 0.08. This sharp cutoff means that, according to the asocial model, we would not expect to observe more than 8% of the annual run arriving in a single day. Strikingly, this restriction was broken in all 20 years of the data set. The social model, however, exhibited pulses of high numbers of salmon, similar to those found in the empirical data (Fig. 4a, c) . The distribution of arrival fractions for both the social model and the empirical data followed an exponential distribution (straight line on a log-linear plot) with the same exponent (Fig. 4d ). The social model also did a much better job than the asocial model in capturing the variance around the mean cumulative of daily arrival fractions (Fig. 4e) . To ensure that our choice of parameters did not bias the model's prediction, we systematically varied our parameters and repeated the simulation. We found that the social model reproduced the exponential distribution of daily arrival fractions over a broad range of parameters (Fig. A1) .
Taking advantage of the large variation in run sizes among years, we next explored how the degree to which the arrival dynamics were pulsed varied as a function of the total salmon abundance that season using our 'ruggedness' index (equation (7)). In the social model we observed that, in years with a larger total number of returning fish, the pulses represented smaller fractions of the total run (Fig. 4f) . In a large run, fish will independently leave on most of the days (i.e. aW > 1), so others will be stimulated to leave more or less every day. However, when there are few fish in total, there may be longer periods of 'build-up' prior to any fish moving (i.e. aW < 1).
We saw a similar trend in the empirical data, however, the decline in ruggedness was much less steep (Fig. 4f) . This suggests that the real fish may be modifying their behaviour (potentially by decreasing their probability to leave independently, a) as a function of annual run size or the number of fish in the staging pool (such that aW < 1 even for large runs). If this is indeed the case, it would suggest that salmon that are members of denser cohorts rely more heavily on social information (relative to their probability to go on their own) than do salmon from less numerous years.
DISCUSSION
In this paper we provide evidence that salmon synchronize their entry onto the spawning grounds through social interactions. Classically, this synchronization is thought to be catalysed by many fish independently moving in response to a common abiotic environmental trigger (Banks, 1969; Lilja & Romakkaniemi, 2003; Loughlin et al., 2016; Neave, 1943; Tr epanier et al., 1996) . In contrast, we show that synchronized migratory movements occur even in the absence of obvious environmental cues (i.e. many consecutive days without rain and similar temperature regimes), and further that these synchronized movements can be explained by considering simple social interactions between individuals. These results are consistent with evidence for homing synchronicity in other social migratory fish taxa (Klimley & Holloway, 1999) . Salmon are increasingly considered a social animal (Berdahl, Westley, Levin, Couzin, & Quinn, 2016) with well-quantified migrations to sea and back to fresh water. While these characteristics suggest an ideal model system to study how social and environmental information drive spatial and temporal migratory decisions (Nathan et al., 2008) , the role of social interactions in the migrations of salmon has been virtually unexplored. Our demonstration of the role of social influence during this iconic animal migration supports a shift, from a view of migration as an individual process, to a view that explicitly considers the social context in which animals are making movement decisions (Helm et al., 2006) .
Our model for social migration timing is based on a very simple mechanism of sociality: one-way copying of others' movement decisions. We do not suggest that this model captures the entirety of the social dynamic, nor does it incorporate all of the mechanisms that salmon, or other animals, use during migration. Rather, we use this simple model to illustrate how positive feedback resulting from social interactions, in a generic sense, can lead to synchronized discrete pulses of movement. Indeed, we suspect a wide class of models with social interactions that promote synchronization, such as integrate-and-fire models (Halupka, 2014; Mirollo & Strogatz, 1990) , would produce similar results. One could use our framework to model the spread of behaviours signalling readiness to depart (Black, 1988; Stewart & Harcourt, 1994) , rather than modelling departure itself, to capture the dynamics of withingroup synchronization. Given its flexibility and generality, we suggest this simple social model could be applied broadly to a wide array of social migratory taxa, including other species of migratory fishes, birds, insects and marine and terrestrial mammals.
The simplicity of the social model presented here necessitated several key assumptions, implemented to maintain parsimony. First, we assumed that all fish in the staging pool could sense, and thus copy, all other fish in the staging pool. This assumption is reasonable for moderate densities of fish, but is potentially problematic at very high densities. It would be straightforward to limit the copying capacity of any given individual as a saturating function of the number of individuals in the staging pool (W). However, doing so would add parameters and necessitate selecting a functional form for that relationship. Second, we assumed that the probability of leaving independently, a, was low, and thus the model predicted that a small fraction of fish would remain in the staging pool well past the spawning window. More realistically, fish likely have a context-dependent probability to leave such that a might increase later in the season as fish approach a senescent death. Furthermore, a could be density dependent, as suggested by the empirical data (Fig. 4f) . Third, we assumed that individuals enter the staging pool independently, rather than in groups. It is likely that they do enter in groups given that salmon entering Lake Aleknagik from the ocean travel upstream in groups (Mathisen, 1962) and likely remain in groups before entering the staging pool near the mouth of Hansen Creek. We note, however, that group entry into the staging pool still requires consideration of social interactions and would only reinforce the pulsed dynamics captured in our simplified model. Finally, our model is coarse-grained temporally to a daily scale, which was done to match the temporal resolution of the empirical data. In practice this timescale could be set arbitrarily by scaling the a parameter accordingly. A finer timescale would be consistent with our observations at Hansen Creek, where entry of salmon is pulsed rather than continuous, even within a single day in which many salmon migrate.
In this study we focused on the final stage of the salmon's migration. Although movement during this final phase is only on the order of a few kilometres, it involves significant effort and a dramatic change in habitat and thus represents a discrete phase in their long homeward migration. Each phase (open ocean to coastal waters, coastal water upriver to the lake, lake to Hansen Creek) is along a continuum from highly dispersed to highly aggregated, and from mixed populations to groups that are increasingly dominated by Hansen Creek fish, so the potential for relevant social interactions likely increases over the course of the migration. However, even though widely dispersed as a population in the marine environment, individual salmon may be in cohesive groups (Berdahl, Westley et al., 2016) and evidence from other fish taxa suggests strong group fidelity over long timescales in pelagic species (Klimley & Holloway, 1999) . Furthermore, theory suggests that infrequent interactions between noncohesive individuals can have strong effects on movement decisions (Guttal & Couzin, 2010) .
There are multiple, nonmutually exclusive, reasons that animals across any taxa might synchronize their migratory movement. First, moving as coordinated groups likely helps animals reduce predation through predator avoidance (Handegard et al., 2012; Roberts, 1996 ), predator swamping (Hern andez-Matías, Jover, & Ruiz, 2003 , or avoidance of prey-switching predators (Tucker, Paukstis, & Janzen, 2008) . Specific to our system, synchronization is likely to reduce the probability of predation by bears (Ursus arctos). Bears seldom kill more than 100e200 fish per day, so that the highest daily rates of predation (percentage of available fish killed) occur when fewer fish are in the stream (Quinn, Cunningham, & Wirsing, 2016) . Second, when on breeding migrations, travelling together likely improves the odds of encountering receptive partners on the breeding grounds at a time that is suitable for reproduction (Courchamp, Clutton-Brock, & Grenfell, 1999) . In the case of Pacific salmon, females select a breeding site and begin nest preparation within 1e2 days after entering the stream and complete spawning within a few more days (e.g. data from Hansen Creek: McPhee & Quinn, 1998) . Consequently, they are only available as mates for a short period after entry; thus, males entering even a few days after females arrive have greatly reduced reproductive opportunities. Moreover, there is acute competition among females for suitable nesting sites, and this might also select for synchrony in stream entry among females that are fully mature and ready to breed. Third, social interactions may also improve an individual's ability to correctly time its migration in order to match the availability of ephemeral resources (Cooke et al., 2004; Satterthwaite et al., 2014) . Independent migratory decisions of when is the 'right' time to go may be pooled through social interactions, so that individuals benefit from the wisdom of crowds by improving their ability to optimally time their migration (Surowiecki, 2005 ; but also see Torney, Lorenzi, Couzin, & Levin, 2015) . Finally, migrants might benefit from collective navigation (Berdahl, Westley et al., 2016; Dell'Ariccia et al., 2008) , again through pooling information (Codling, Pitchford, & Simpson, 2007; Simons, 2004) , or by increasing their ability to sense cues in the environment (Berdahl et al., 2013) . Moreover, social interactions may allow animals to incorporate information from more experienced individuals with knowledge of the most efficient route or the location of suitable rest sites (Mueller et al., 2013; N emeth & Moore, 2007; Nesterova, Flack, van Loon, Bonadonna, & Biro, 2015) . Specific to our system, there is evidence of fine-scale homing within the small Hansen Creek system (Quinn, Stewart, & Boatright, 2006) , which might be improved through social strategies (Berdahl, Westley et al., 2016) , although in this case, not from experienced individuals because all the salmon are returning for the first time.
The synchronization of migratory timing resulting from social interactions has implications for both fundamental ecology and for conservation. The pulsed dynamics of synchronized migratory movement might limit the uptake of the migratory resource by consumers, for example due to predator swamping, thus limiting potential nutrient, and parasite, fluxes (Carlson, Quinn, & Hendry, 2011; Donohue & Piiroinen, 2016; Samelius, Alisauskas, & Larivi ere, 2011) . Populations using social navigation strategies may be susceptible to collapses in population size or structure (Berdahl, van Leeuwen, Levin, & Torney, 2016; Fagan, Cantrell, Cosner, Mueller, & Noble, 2012) and such strategies could lead to density-dependent dispersal (Berdahl, Westley et al., 2016; Westley, Dittman, Ward, & Quinn, 2015) . More generally, collective behaviour can have dramatic impacts on population dynamics (Fryxell, Mosser, Sinclair, & Packer, 2007; Sigaud et al., 2017) . With regards to management of migratory fish stocks, a social role underpinning the observed pulses of salmon entering river systems has not, until now, been formally considered (Eiler, Masuda, Spencer, Driscoll, & Schreck, 2014) . If pulses indeed result from social dynamics and depend on density, recognition might aid managers seeking to interpret counts when deciding to open and close fisheries (Adkison et al., 2015) .
Understanding the factors triggering migration is both a fundamental question in animal behaviour and also a topic of substantial conservation concern. Worldwide, migratory species are in decline due to overexploitation, habitat loss and barriers to movement such as dams (Harris, Thirgood, Hopcraft, Cromsigt, & Berger, 2009; Wilcove & Wikelski, 2008) , with profound effects on natural ecosystems. These migratory animals play important ecological roles by linking spatially isolated habitats through nutrient transfer, are vectors of parasites and diseases, and can affect fundamental ecosystem processes through competition and predation (Bauer & Hoye, 2014; Schindler et al., 2003) . Additionally, migratory animals, and especially fishes, support substantial industries so the status of their populations has important consequences for human communities. Thus, the status of migratory fishes represents a timely food security question given rising global demand for protein. If exploitation reduces abundance to the level where social dynamics are altered, there might be significant consequences to this coupled naturalehuman system. Finally, climate change is altering both the optimal timing of migrations and the cues used to stimulate those migrations (Parmesan & Yohe, 2003) . Therefore, in many systems any role of social interactions in triggering migration will likely occur in the context of a changed climate. Photoperiod will remain the same, but many cues to migration, including temperature, river flow and the phenology of organisms at multiple trophic levels, may be drastically affected (Thackeray et al., 2010; Visser, Caro, Van Oers, Schaper, & Helm, 2010) . The ultimate consequences of climateinduced changes in migration timing are still a very active subject of research and debate (Knudsen et al., 2011) ; however, widespread changes in the timing of migration and breeding across taxa is one of strongest signals of anthropogenic climate change (Parmesan, 2006) . Thus social interactions related to movement and dispersal may profoundly influence the potential for species to either persist or perish in a rapidly changing climate.
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APPENDIX 1. DISTRIBUTIONS USED
Discrete normal distribution
The discrete normal equation is the discrete analogue to the normal distribution. The Poisson distribution gives the likelihood of x events occurring given that the events are independent of each other and occur at a constant rate such that the expected number of events is l. 
Binomial Distribution
The binomial distribution gives the likelihood of an event occurring x out of M times, given that the probability it will happen each time is q. b½xjM; q ¼ M x Â q x ð1 À qÞ MÀx (A3)
APPENDIX 2. SENSITIVITY ANALYSIS
To test the sensitivity of our results for the social model to variations in its two parameters, a (probability to leave independently) and g (probability to copy), we ran 250 iterations of that model for each year for a range of parameter values. For each replicate of these unique parameter combinations we found the probability distribution function (PDF) of daily arrival fraction. These distributions tended to be exponential, and we calculated the exponent of the best fit using least squares fitting on a log-linear scale. For a large swath of this range our estimation of the exponent of that distribution was consistent with the exponent estimated from the empirical data (Fig. A1) . Figure A1 . Parameter scan of the social model. The heatmap shows the probability that the 95% confidence intervals of the exponent estimated for the probability distribution function (PDF) of daily arrival fraction for the social model and that for the empirical data overlap, over a range of parameter values for the social model. The black dot indicates the combination of parameter values used to make Fig. 4cef of the main text.
