In a previously developed method for estimating Young's modulus E by depth-sensing indentation with spherical-tipped Berkovich indenter, the E value is deduced from several functional relationships (established by finite element analysis) relating nominal hardness/reduced elastic modulus ratio (H n /E r ) and elastic work/total work ratio (W e /W). These relationships are specified for different absolute bluntness/maximum displacement ratios (⌬h/h m ). This paper reports the generalization of the method by proposing a function to replace all the above mentioned H n /E r −W e /W relationships. The function contains only a parameter V r ≡ V ideal /V blunt instead of ⌬h/h m , where V ideal is defined as the indented volume bounded by the cross-sectional areas measured at the maximum displacement h m for an ideally sharp indenter, and V blunt is that of the real indenter. The use of V r to replace ⌬h/h m is for the purpose of extending the application of the method for non-spherical tipped Berkovich indenters. The effectiveness of the method for materials of prominent plasticity was demonstrated by performing tests on carbon steel and aluminum alloy using three Berkovich indenters with different tip shapes.
I. INTRODUCTION
Measurement of Young's modulus is an important subject of continuing research in the field of nanoindentation. Based on different principles, various methods have been developed. An excellent review on this topic is found elsewhere. 1 In Oliver and Pharr's (O&P's) method, assumed for elastic unloading, the reduced elastic modulus E r is expressed as [2] [3] [4] 
where S u is the initial slope of unloading at full load P m , A(h cm ) is the projected contact area measured at maximum contact depth h cm , and ␤ is an indenter geometry shape factor. Young's modulus E of a material is calculated from 1/E r = (1 − 2 )/E + (1 − i 2 )/E i , where and i are the Poisson's ratios of the material and indenter, and E i is the elastic modulus of the indenter.
Another fundamental approach is based on dimensional analysis and finite element analysis (FEA). [5] [6] [7] Cheng and Cheng showed the existence of functional dependences H/E r ‫ס‬ ∏ 1 ( y /E r , , n, ) and 1 − W e /W ‫ס‬ ∏ 2 ( y /E r , , n, ), where H ≡ P m /A(h cm ) is hardness, y is initial yield stress, n is work-hardening coefficient; is the half angle of a conical indenter, and W e and W are the elastic work and total work equal to the areas under the unloading and loading curves. The method was developed for an ideally sharp conical indenter. A functional relationship correlating H/E and 1 − W e /W was derived with FEA. Through use of the measured S u and P m values, the E r value is estimated. In contrast to O&P's method, there is no need to evaluate h cm [or A(h cm )], such that error caused by the uncertainty in deriving h cm is prevented. However, the quantity S u is still needed, which may cause some uncertainty for low-load indentations where the unloading curve is quite noisy.
We also reported another method in a previous paper, based on dimensional analysis and FEA. 8 In this method, the indented material was assumed to be an isotropic continuum medium, with rate-independent properties. When true strain ⑀ ഛ yield strain ⑀ y , the true stress depended linearly on ⑀ in a form of ‫ס‬ E⑀. When ⑀ > ⑀ y , obeyed Hollomon's power law in a form of ‫ס‬ y (⑀/⑀ y ) n . y ‫ס‬ E ⑀ y was the yield stress. The indenter was assumed to be completely elastic. The interface between the indenter and sample surface was frictionless. A nominal hardness H n ≡ P m /A(h m ) was defined, where the denominator A(h m ) was the area measured at maximum indentation depth h m . Hence H n was fundamentally different from H. H n and the ratio W e /W are functions of E, , y , n, E i , i , h m , and an absolute bluntness ⌬h as defined in Fig. 1 . Further simplifications led to implicit expressions of H n /E r ‫ס‬ ⌽ H ( y /E r , n, ⌬h/h m ) and W e /W ‫ס‬ ⌽ W ( y /E r , n, ⌬h/h m ). FEA was applied to simulate non-ideal conical indentations by varying the three independent parameters in broad ranges, which led to the establishment of seven functional relationships
a ij are the coefficients. Each relationship was indexed by j, corresponding to a specific relative bluntness defined as ⌬h/h m . In practical operation, H n , W e , and W are first measured. By applying Eq. (2), seven primary values of (E r ) j values are determined, which correspond to the seven measured ⌬h/h m values respectively. An interpolation process was carried out to give an ultimate estimate of E r . The method is distinctive from others because it determines E r just by referring to H n , P m , and h m only, which are all precisely determinable quantities in a nanoindentation test. On the other hand, it does not need the indirectly determined values S u and h cm , so that possible errors caused by the uncertainties in determining S u and h cm are prevented. Moreover, the pile-up effect is treated in FEA. The tip shape effect is also considered by assuming the indenter to be sphero-conical, having the same depth dependence of cross-sectional area as a Berkovich geometry.
This paper reports the generalization of our previous method. A parameter V r ≡ V ideal /V blunt is introduced to replace ⌬h/h m , where V ideal and V blunt are the indentation volumes generated by an ideally sharp indenter and the real indenter, respectively. The volumes are defined as those bounded by the cross-sectional areas measured at h m (Fig. 2) . With the introduction of V r , one may attempt to fit the expressions in Eq. (2) with a single expression containing just one variable V r . This function, if it exists, is assumed to be applicable for real Berkovich indenters having arbitrary tip shapes. In this study, we concentrated on examining the applicability of the method for materials of prominent plasticity. For this purpose, analyses were made on two metal substances with the use of three Berkovich indenters with different tip shapes.
II. GENERALIZATION OF PREVIOUS RESULTS
We recall the seven H n /E r −W e /W relationships of Eq. (2) reported in our previous study 8 (Fig. 1) , the parameter ⌬h/h m satisfies the need to describe the amount of indentation (in terms of displacement) relative to the absolute indenter bluntness. However, to extend the method to cover other nonspherically tipped Berkovich indenter shapes, ⌬h/h m is no longer good enough. Instead, the V r ratio is considered to be a more suitable parameter to reflect more precisely the amount of indentation (volume) relative to that expected for an ideally sharp indenter. It is termed as the relative bluntness thereafter in this article. Through empirical numerical curve fittings, a closed-form polynomial expression containing V r only was found to exist for giving good fits to all the seven H n /E r −W e /W relationships. This function is written in the form of (3) is assumed to be applicable to any other non-ideal Berkovich indenters having an arbitrary tip shapes, although the H n /E r −W e /W relationships utilized up to now are originally developed from the assumption of sphero-conical indenter.
III. METHOD FOR DETERMINING YOUNG'S MODULUS
Based on the establishment of Eq. (3), the previous method was generalized to provide a new approach for determining Young's modulus with non-ideal Berkovich indenters of arbitrary tip shapes. Detailed procedures are listed as follows:
(i) Calibrate the area function A(h) of the Berkovich indenter used for the tests according to the tip calibration procedures proposed by Oliver and Pharr. 2, 4 (ii) Generate loading and unloading curves by making indentations on the tested material by employing a depthsensing indentation system, and then determine the nominal hardness H n ≡ P m /A(h m ). Further, determine W e and W by integrating the areas under the unloading and loading curves, respectively.
(iii) Calculate the relative bluntness V r ‫ס‬ V ideal /V blunt , where
0.5 for an ideal Berkovich indenter, and V blunt ‫ס‬ ∫ 0 h m A(h)dh for the real Berkovich indenter. Then evaluate the value of H n /E r by applying Eq. (3).
(iv) Determine E r by E r ‫ס‬ H n /(H n /E r ), and then E of the tested material by
, provided that the values of E i , i , and are all known.
We note that the above procedures are designed on an empirical base. In particular, the real area function of the indenter A(h) evaluated at h m is used to calculate H n in step (ii), and the ideal indenter area function is used to calculate V ideal evaluated at that A(h m ) in step (iii). The value of V r ‫ס‬ V ideal /V blunt thus obtained is substitute into Eq. (3), which is responsible for making corrections for the bluntness of a real indenter. The corrections would even cover possible far field deviation of a real indenter from a standard Berkovich one. Far field deviation is reflected by having a coefficient of the h 2 term different from 24.5 of the standard Berkovich shape.
IV. EXPERIMENTAL VERIFICATION OF THE METHOD
In this study, we concentrated on the use of the method on materials with strong plasticity. Two exemplified materials of this type, i.e., S45C carbon steel and 6061 aluminum alloy were selected for investigations. Two specimens of the materials were polished to produce mirror-reflecting surfaces for indentation tests. The polishing processes were performed by using grinding papers of 800, 1200, 2000, and 4000 grits, and then diamond pastes of 6, 3, 1, and 0.25 m grain sizes. Atomic force microscopy analysis showed that the root-meansquare roughness of the polished surface was around 0.5 nm for the evaluated surface of 15 m 2 . Three different Berkovich indenters were used for the measurements. They were installed in three nanoindenter systems (Nano Instruments, Inc., Models IIs and XP) at different laboratories (Table I) . Their area functions A(h) were derived according to Oliver and Pharr's procedures. 2, 4 Their functional forms are summarized in Table I . Their shapes are compared with ideal Berkovich geometry with the aid of radius functions defined as r(h)
0.5 , as shown in Fig. 4 . Results show that indenter 3 is closest to the ideal one, but indenters 2 and 1 show successive increase in bluntness. Figure 5 further illustrates how the tip geometries deviate from sphero-conical models. We created the best fits to the radius functions of the real indenters based on sphero-conical models with different tip radii. The models were made to have a half-included angle of 70.3°, such that in the range of large h, the models were approximately equivalent to an ideal Berkovich indenter. Obviously, in this range of h, the real indenters are all dominated by the features of the ideal Berkovich geometry, and so their radius functions coincide with the best fits from the models. In the range of low h, rounding of the tip shapes is more pronounced. The exaggerated features for h < 20 nm (insets) illustrate that only indenter 1 can be described well by a spherical-tipped model (radius R ‫ס‬ 650 nm). However, indenters 2 and 3 cannot be described this way; Fig. 5 shows that the area functions of indenter 2 and 3 deviate from the spherical models with R ‫ס‬ 225 and 20 nm, respectively, which give the best fits to the measured results. We therefore propose that the three indenters as selected have already provided a spectrum of tip shapes for one to justify the applicability of the new method for non-ideal Berkovich indenters with different tip shapes.
Indentation tests were programmed to give different settings of full loads varying from 0.3 to 416 mN for the carbon steel and from 0.1 to 412 mN for the 6061 aluminum alloy. An indentation test consisted of approaching, loading, holding, and unloading segments. The hold segments include those conducted at maximum loads and those at the end of a test with 90% unload for thermal drift correction. Each loading, holding, or unloading segment was set to last for 50 s. Experiments of the same settings were repeated five times at different positions on a sample surface to take an average. Typical load-unload curves for S45C carbon steel and 6061 aluminum alloy for the tests of four maximum loads, produced by the three indenters, are shown in Figs. 6 and 7. Influences due to thermal drift and load frame stiffness were diminished through standard correction procedures. The E values of the materials were deduced according to the procedures of the proposed method, where E i and i were set to 1141 GPa and 0.07. The values of the carbon steel and aluminum alloy were set to 0.3 and 0.33, respectively. To obtain references of the E values for justifying the effectiveness of the new method, we performed uniaxial tensile tests for the two selected materials according to the ASTM E8M-96A standard (Standard Test Methods for Tension Testing of Metallic Materials). An MTS-810 tensile test system was used for the measurements. Results for the S45C carbon steel and 6061 aluminum alloy were 200.1 and 70.5 GPa, respectively. Dispersion of the results obtained from three identical tests falls within 2%. Considering that the samples are polycrystalline, it is possible that repetitive indentations are made on different crystallographic planes. Hence, the measured modulus values would vary in some extent, because they would be different averages of the elastic moduli of the single crystal structure. This is referred to as the anisotropic effect. According to Vlassak and Nix's results, 9-11 for a Poisson's ratio of 0.3, the indentation modulus values corresponding to different crystallographic planes of a material having an anisotropic ratio of 2.36 such as iron (Ref. 12) would not deviate from the polycrystalline indentation modulus by more than 5%. The difference is even smaller for a material having a smaller anisotropic ratio of 1.21 such as aluminum (Ref. 12) . It is therefore believed that the indentation results are insensitive to the variation of grain orientation for the two materials investigated in this study and can be compared with the data obtained from macroscopic uniaxial tensile tests. As such, the tensile test results were used as standard references for the comparison of results derived from different methods of analysis.
The results of Young's modulus obtained from nanoindentation tests with various full loads and indenter shapes were normalized with respective to the results obtained from the tensile tests. The normalized E values are shown in Figs. 8 and 9 and are compared with the results calculated from O&P's method using the same sets of measured data. The corresponding numerical values of E for two materials are also tabulated in Tables II  and III. In the table, each number which are almost independent on the area functions of different Berkovich indenters used.
V. CONSIDERATIONS OF UNCERTAINTIES AND COMPARISONS WITH OTHER METHODS
The piling-up phenomenon is an important source of uncertainty in nanoindentation tests. It is more pronounced for non-strain-hardening materials with high E/ s ratios and becomes more severe with increasing load. 13 To date, there have been no adequate corrections in the O&P method for diminishing this setback. Indeed, in the O&P method, the contact area is usually underestimated when piling-up occurs and consequently gives rise to an overestimate of E. On the contrary, in our method, the functional relationships are generated based on FEA, and so any possible influences due to piling-up have been considered. Figures 8 and 9 show that the E values determined by our method are generally lower than those of O&P's method and are closer to the reference values obtained from the tensile tests. This further justifies that the basic principle underlying the new method helps to take account of consequences due to piling-up effect, and so a more correct estimate of E is obtained. We note that the present study is mainly for materials of prominent plasticity. In the next stage of out studies, investigations will be extended to cover other materials of stronger elasticity to justify the generality of the validity of the above argument.
Creep could occur in all segments in an indentation process and is supposed to be another source of uncertainty for nanoindentation tests. 14 The influence of creep is not easily evaluated quantitatively. With the use of our method based on Eq. (3), we suggest that the influences due to creep could be diminished in some extent. First, creep in the tests of full loads exceeding 0.3 mN is very mild (Figs. 6 and 7) and therefore has no need to be considered. Second, for the tests of full loads around 0.3 mN or below, some creep can be seen, such as in the holding segments. According to Eq. (3), E r scales with 1/H n and W e /W. When creep occurs, the unloading curve shifts toward the region of higher h, resulting in a higher h m and hence a larger area A(h m ). The derived value of H n would be smaller compared with the case without creep, and consequently the value of 1/H n would be larger. At the same time, if the shape of the unloading curve does not change significantly but just shifts toward the higher h-region in a load-displacement diagram, W (the area under the loading curve) becomes larger, but W e (the area under the unloading curve) is less affected so the ratio W e /W drops. Since 1/H n and W e /W vary in opposite manner, this justifies our conjecture that the influence of creep on the evaluation of E is reduced to some extent. We also noticed that in a study concerning the influence of creep on the determination of Young's modulus by indentation, Chudoba and Richter 14 reported that to minimize the creep effect, the hold time must be long enough such that the depth increase in 1 min was less than 1% of total indentation depth. Referring to Chudoba and Richter's results, for materials like aluminum, a hold period of 50 s seems to serve this purpose. On the other hand, the influence of loading time is minor. In particular, referring to the load-unload curve of a test on S45C carbon steel with a maximum load of 0.3 mN (Fig. 6) , the maximum depth was 21.8 nm. The average creep rate during holding was around 1 nm/50 s. At the end of holding, the instantaneous creep rate dropped to 1/5 of this value, so that in next 60 s, the further increase in depth would be around 0.24 nm, which is about 1% of the total depth. Chudoba and Richter's criterion is therefore satisfied, and the creep effect in our tests is negligible.
In general, the uncertainty of the Poisson's ratio of a tested material is another source of error, unless a separate experiment is carried out to determine the value (this is not a problem for the present demonstrative study, because the Poisson's ratios of the two selected materials are well known). Not unlike other methods, a factor in a form like 1 − 2 appears in the analysis of the presently proposed method, which contains the error caused by the uncertainty of .
2 As a rough estimate, with the use of a reasonable guess of ∼ 0.3 with 10% uncertainty, the possible error of E thus derived is supposed to be less than 3%.
To compare with other methods considered to be currently most important, the new method does not require measurement of the initial unloading slope S u , contact depth, and contact area, and so any possible errors coming from the uncertainties in deriving these data can be prevented. Instead, only h m , P m , W e , and W are required to be measured. The first two are directly accurately measurable. The latter two are obtained from integrating the areas under the unloading and loading curves and are expected to have less uncertainty compared with the process for extracting the initial unloading slope in O&P's method and Cheng and Cheng's method. This advantage is more pronounced for low-load indentations where the unloading curve is so noisy that it is not possible to derive a well-defined value of S u .
VI. CONCLUSIONS
A new method for evaluating Young's modulus by depth-sensing indentation with the use of real Berkovich indenters having arbitrary tip shapes was developed. It was generalized from a previously reported method developed by the same authors. The improved method allows the Berkovich indenter to have an arbitrary tip shape, the area function of which must be accurately calibrated at first. One assumption of the new method is that the seven H n /E r −W e /W functional relationships previously established for sphero-conical indenter are still valid for the case of nonspherical tipped Berkovich indenters. With the introduction of a volume ratio V ideal / V blunt , a single expression correlating H n /E r and W e /W was created to replace all the seven functions. This broadens the applicability of the method for indenters having arbitrary tip shapes. In practice, by combining the measured data of h m and P m in an indentation test and the integrated areas under the load-displacement curves, the E value of the indented materials can be derived from the function established. Compared with O&P's and Cheng and Cheng's methods, the new method is not subjected to the uncertainties in determining the initial unloading slope and contact depth. The applicability of the method for materials of prominent plasticity was demonstrated through tests on two example materials, i.e., S45C carbon steel and 6061 aluminum alloy. Three Berkovich indenters of different tip shapes were used for the tests to verify that the method is applicable to different tip shape. Study will be extended to materials of strong elasticity in the next stage of research to provide more sound evidence to show the applicability of the method for broader classes of substances. Finally, the single variable function is simple enough to allow a short computer program segment to be incorporated into any built-in analysis software in existing depth-sensing indentation systems, causing the proposed method to become a useful technical tool in this field of research.
APPENDIX: RELATIONSHIP BETWEEN ⌬H/H M AND V IDEAL /V BLUNT FOR SPHERO-CONICAL INDENTER
The ratios ⌬h/h m and V ideal /V blunt for a sphero-conical indenter are correlated in the following two cases.
A. In the spherical tip region h m р h o Referring to Fig. 1 , the distance between the bottom of the spherical tip, and the junction between the spherical part and conical part is defined as h o ‫ס‬ ⌬h sin. In the
