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Abstract
Let ‖ · ‖ be the Frobenius norm of matrices. We consider (I) the set SE of symmetric and generalized
centro-symmetric real n × n matrices Rn with some given eigenpairs (λj , qj ) (j = 1, 2, . . . , m) and (II) the
element Rˆ in SE which minimizes ‖R∗ − Rˆ‖ for a given real matrix R∗. Necessary and sufficient conditions
for SE to be nonempty are presented. A general form of elements in SE is given and an explicit expression
of the minimizer Rˆ is derived. Finally, a numerical example is reported.
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1. Introduction
Consider an inverse eigenproblem for matrices: given S ⊆ Rn×n, a set of real n-vectors
{q1, q2, . . . , qm} (with m  n), and a set of real numbers L = {λ1, λ2, . . . , λm}, find A ∈ S
such that
Aqj = λjqj , j = 1, 2, . . . , m.
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Let Q = (q1 q2 . . . qm),  = diag(λ1, λ2, . . . , λm). The above problem can be de-
scribed as follows:
Problem I. Given S ⊆ Rn×n and Q ∈ Rn×m,  = diag(λ1, λ2, . . . , λm), find a matrix A ∈ S
such that
AQ = Q. (1)
The prototype of this problem initially arose in the design of Hopfield neural networks [1,2].
It comes from various areas, such as the discrete analogue of inverse Sturm–Liouville problem
[3], structural design [4,5], and the design of vibration in mechanism and aviation [5].
The optimal approximation problem of a matrix with above given spectral restriction is pro-
posed in the processes of testing or revising given data. A preliminary estimate A∗ of the unknown
matrix A can be obtained from experimental observation values and the information of statistical
distribution. The optimal estimate of A is such a matrix Aˆ in S that satisfies the given spectral
restriction for R and is the best approximation of A∗ [6].
In mathematical terminology we describe this problem as follows:
Problem II. Given A∗ ∈ Rn×n, find Aˆ ∈ SE such that
‖A∗ − Aˆ‖ = inf
A∈SE
‖A∗ − A‖,
where SE is the solution set of Problem I.
For important results on Problems I and II associated with several kinds of sets S, we refer
the reader to [7–13]. In this paper we discuss the above two problems associated with a new
set S.
Definition 1. Assume that E, F are real symmetric k-by-k matrices, u is a k-dimensional real
vector, P is some orthogonal k-by-k matrix and α is a real number. If
R2k =
(
E FP
P TF P TEP
)
, (2)
R2k+1 =

 E u FPuT α uTP
P TF P Tu P TEP

 , (3)
then R2k and R2k+1 are called both symmetric and generalized centro-symmetric matrices.
The both symmetric and generalized centro-symmetric matrices have wide applications in
many fields (see [14]). In this paper we will discuss their inverse eigenproblem. We note that if
P = (ek ek−1 . . . e1) and ei is the ith column of identity matrix Ik , thenRn is a bisymmetric
matrix. Therefore, the problem discussed in [7] is a special case in this paper.
In the paper, we denote the set of all matrices in Rn×m with rank r by Rn×mr , the set of real
n-by-n symmetric matrices by SRn×n, and the set of all orthogonal matrices in Rn×n by ORn×n.
For X ∈ Rn×m, let X+ and ‖X‖ denote the Moore–Penrose pseudoinverse and the Frobenius
norm of X, respectively. The set Rn×1 is simply denoted by Rn.
This paper is organized as follows. In Section 2 we first discuss some properties of both sym-
metric and generalized centro-symmetric matrices. Then we establish the solvability conditions
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for Problem I and give an expression of the general solution of Problem I. In Section 3 we prove
the existence and uniqueness of the solution to Problem II and derive an expression. In Section 3
we also report a numerical example for computing the unique solution.
2. The solvability conditions for Problem I
We first discuss the properties of both symmetric and generalized centro-symmetric matrices.
Definition 2. If P is a given orthogonal matrix, x is a k-dimensional real vector and ξ is a
real number, then
(
x
P Tx
)
and

 xξ
P Tx

 is called a generalized symmetric vector, ( x−P Tx
)
and

 x0
−P Tx

 is called a generalized anti-symmetric vector.
Let
D2k = 1√
2
(
Ik Ik
−P T P T
)
, (4)
D2k+1 = 1√
2

 Ik 0 Ik0T √2 0T
−P T 0 P T

 . (5)
Then D2k and D2k+1 are orthogonal and for a symmetric and generalized centro-symmetric matrix
we have
DT2kR2kD2k =
(
E − F 0
0 E + F
)
, (6)
DT2k+1R2kD2k+1 =

E − F 0 O0T α √2uT
O
√
2u E + F

 . (7)
From above equations we can get the following properties of R2k and R2k+1.
Theorem 1. (1) R2k is of the form (2) in Definition 1, suppose (λj , uj ) and (µj , vj ) (j =
1, 2, . . . , k) are the eigenpairs of (E − F) and (E + F), respectively. Then there exist k orthogo-
nal generalized anti-symmetric normalized eigenvectors 1√
2
(
uj
−P Tuj
)
associated with the eigen-
values λj and k orthogonal generalized symmetric normalized eigenvectors 1√2
(
vj
P Tvj
)
associ-
ated with the eigenvalue µj of R2k, where (j = 1, 2, . . . , k).
(2)R2k+1 is of the form (3) in Definition 1, suppose (λj , uj ) (j = 1, 2, . . . , k)and
(
µt ,
(
ξt
vt
))
(t = 1, 2, . . . , k + 1) are the eigenpairs of (E − F) and
(
α
√
2uT√
2u E + F
)
, respectively. Then
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there exist k orthogonal generalized anti-symmetric normalized eigenvectors 1√
2

 uj0
−P Tuj


associated with the eigenvalues λj (j = 1, 2, . . . , k) and k + 1 orthogonal generalized symmetric
normalized eigenvectors 1√
2

 vt√2ξt
P Tvt

 associated with the eigenvalues µt (t = 1, 2, . . . , k + 1)
of R2k+1.
Proof. (1) Since E − F and E + F are real symmetric matrices, it is obvious that there exist
orthogonal matrices U and V of order k such that
UT(E − F)U = diag(λ1, . . . , λk),
V T(E + F)V = diag(µ1, . . . , µk).
Let W =
(
U 0
0 V
)
. Then W is an orthogonal matrix of order 2k, and it follows from (6) that
WTDT2kR2kD2kW = diag(λ1, · · · , λk, µ1, . . . , µk).
So λj , µj (j = 1, 2, . . . , k) are the eigenvalues of R2k and the column vectors of
D2kW = 1√
2
(
U V
−P TU P TV
)
are the corresponding normalized eigenvectors.
The proof of (2) can be analogously completed. 
Next we discuss the solvability conditions and the form of solution for Problem I. In other
words, we discuss the conditions that SE is nonempty and its expression.
Let us consider the case n = 2k first. Let
J =
(
0 P
P T 0
)
.
It is easily verified that JR2kJ = R2k . Therefore, if λ is an eigenvalue of R2k and x is the
corresponding eigenvector, i.e., R2kx = λx, we have
R2kJx = JR2kx = λJx,
which implies that Jx is an eigenvector of R2k corresponding to λ. Then x ± Jx are also eigenvec-
tors corresponding toλ, wherex + Jx is a generalized symmetric vector andx − Jx is generalized
an anti-symmetric vector. Hence we can obtain a set of generalized symmetric eigenvectors and
of generalized anti-symmetric eigenvectors from a set of given eigenvectors of R2k .
In view of the above analysis, we can suppose Q in (1) for n = 2k has the following form:
Q =
(
G1 G2
−P TG1 P TG2
)
, (8)
where G1 ∈ Rk×l , G2 ∈ Rk×(m−l), 0  l  m.
Lemma 1 [15]. Suppose X = (X1, X2, . . . , Xt ) ∈ Rn×m, every column of X is nonzero vector
and Xi ∈ Rn×mi (i = 1, 2, . . . , t), rank(X) = r, = diag(λ1Im1 , . . . , λt Imt ), λi /= λj (i /= j).
Then there exists a symmetric matrix A such that AX = X if and only if
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XTi Xj = 0, i /= j, i, j = 1, 2, . . . , t (9)
and the general solution of AX = X can be represented as
A = XX+ + U2GUT2 , ∀G ∈ SR(n−r)×(n−r), (10)
where U2 ∈ Rn×(n−r), UT2 U2 = In−r , N(XT) = R(U2), where N(XT) stands for the null space
of XT, and R(U2) for the column space of U2.
Theorem 2. Given Q ∈ R2k×m, and Q is of the form (8). Assume G1 =(g11, g12, . . . , g1l ) ∈
Rk×l , rank(G1)=r1, 1 =diag(λ1, λ2, . . . , λl) and G2 = (g21, g22, . . . , g2,(m−l)) ∈ Rk×(m−l),
rank(G2) = r2, 2 = diag(λl+1, λl+2, . . . , λm). Let = diag(1,2). Then there exists a both
symmetric and generalized centro-symmetric R2k such that R2kQ = Q (i.e., the solution set
SE of Problem I is nonempty) if and only if
gT1ig1j = 0, λi /= λj , i, j = 1, 2 . . . , l, (11)
gT2ig2j = 0, λl+i = λl+j , i, j = 1, 2 . . . , m − l (12)
and the general solution of R2kQ = Q can be represented as
R2k = R02k + D2k
(
U2Z1U
T
2 0
0 V2Z2V T2
)
DT2k, (13)
where
R02k = D2k
(
G11G
+
1 0
0 G22G+2
)
DT2k, (14)
∀Z1 ∈ SR(k−r1)×(k−r1), ∀Z2 ∈ SR(k−r2)×(k−r2), U2 ∈ Rk×(k−r1), UT2 U2 = Ik−r1 ,
N
(
GT1
) = R(U2), V2 ∈ Rk×(k−r2), V T2 V2 = Ik−r2 , N(GT2 ) = R(V2)
and D2k is the same as (4).
Proof. Necessity: Suppose R2k is a solution of Problem I. Then there exist E, F ∈ SRk×k such
that
R2k =
(
E FP
P TF P TEP
)
, R2kQ = Q,
i.e., (
E FP
P TF P TEP
)(
G1 G2
−P TG1 P TG2
)
=
(
G1 G2
−P TG1 P TG2
)(
1 0
0 2
)
. (15)
(15) is equivalent to
(E − F)G1 = G11, (16)
(E + F)G2 = G22. (17)
From Lemma 1 we know there is a solution for (16) and (17) if and only if
gT1ig1j = 0, λi = λj , i, j = 1, 2 . . . , l, (18)
gT2ig2j = 0, λl+i /= λl+j , i, j = 1, 2 . . . , m − l (19)
and there are Z1 ∈ SR(k−r1)×(k−r1) and Z2 ∈ SR(k−r2)×(k−r2) such that
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E − F = G11G+1 + U2Z1UT2 , (20)
E + F = G22G+2 + V2Z2V T2 , (21)
where U2 ∈ Rk×(k−r1), UT2 U2 = Ik−r1 , N
(
GT1
) = R(U2), V2 ∈ Rk×(k−r2), V T2 V2 = Ik−r2 ,
N
(
GT2
) = R(V2). From (6), (20) and (21) we have
R2k = D2k
(
G11G
+
1 0
0 G22G+2
)
DT2k + D2k
(
U2Z1U
T
2 0
0 V2Z2V T2
)
DT2k, (22)
for some Z1 ∈ SR(k−r1)×(k−r1), Z2 ∈ SR(k−r2)×(k−r2).
Sufficiency: In (22), taking Z1 ∈ SR(k−r1)×(k−r1), Z2 ∈ SR(k−r2)×(k−r2), we have from (11)
and (12) that (G11G+1 )T = G11G+1 , (G22G+2 )T = G22G+2 and
G11G
+
1 G1 = G11, G22G+2 G2 = G22.
By UT2 G1 = 0, V T2 G2 = 0 we have
R2kQ = D2k
(
G11G
+
1 0
0 G22G+2
)
DT2k
(
G1 G2
−P TG1 P TG2
)
+D2k
(
U2Z1U
T
2 0
0 V2Z2V T2
)
DT2k
(
G1 G2
−P TG1 P TG2
)
= D2k
(
G11G
+
1 0
0 G22G+2
)(√
2G1 0
0
√
2G2
)
= Q.
On the other hand, it is certain that R2k is a both symmetric and generalized centro-symmetric
matrix.
Therefore, R2k is a solution of Problem I. The proof has been completed. 
When n = 2k + 1, similar to the discussion, in Problem I we can suppose
Q =

 G1 G20T ξT
−P TG1 P TG2

 , (23)
where G1 ∈ Rk×l , G2 ∈ Rk×(m−l), ξT = (ξ1, ξ2 . . . , ξl) ∈ R1×(m−l), 0T = (0, 0, . . . , 0) ∈ R1×l .
Theorem 3. Given Q ∈ R(2k+1)×m, and Q is of the form (23). Suppose G1 =
(
g′11, g′12, . . . ,
g′1l
) ∈ Rk×l , rank(G1) = r1, 1 = diag(λ1, λ2, . . . , λl). Let G′2 =
(
ξT√
2G2
)
= (g′21, g′22, . . . ,
g′2,(m−l)
) ∈ R(k+1)×(m−l), rank(G′2) = r2, 2 = diag(λl+1, . . . , λm−l ).Then there exists aR2k+1
such that R2k+1Q = Q (i.e., SE is nonempty) if and only if
g′1i
T
g′1j = 0, λi /= λj , i, j = 1, 2 . . . , l, (24)
g′2i
T
g′2j = 0, λl+i = λl+j , i, j = 1, 2 . . . , m − l (25)
and the general solution can be represented as
R2k+1 = R02k+1 + D2k+1
(
U ′2E1U ′2
T 0
0 V ′2E2V ′2
T
)
D2k+1, (26)
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where
R02k+1
=D2k+1
(
G11G
+
1 0
0 G′22G′2
+
)
DT2k+1, (27)
∀E1 ∈ SR(k−r1)×(k−r1), ∀E2 ∈ SR(k+1−r2)×(k+1−r2), U ′2 ∈ Rk×(k−r1),
V ′2 ∈ R(k+1)×(k+1−r2), U ′2TU ′2 = Ik−r1 , N
(
GT1
) = R(U ′2), V ′2TV ′2 = Ik+1−r2 ,
N
(
G′2
T) = R(V ′2)
and D2k+1 is the same as (5).
3. The expression of solution for Problem II
When the solution set of Problem I is nonempty it is easy to verify that SE is a closed convex
set. Therefore there exists a unique solution for Problem II [16]. When n is even, we have
Theorem 4. Given R∗ ∈ R2k×2k, Q ∈ R2k×m and the notation of Q,  and the conditions are
the same as in Theorem 2. Then there is a unique solution Rˆ ∈ SE to Problem II and
Rˆ2k =R02k+D2k


(
Ik−G1G+1
)(
Rˆ11+RˆT11
)(
Ik−G1G+1
)
2 O
O
(
Ik−G2G+2
)(
Rˆ22+RˆT22
)(
Ik−G2G+2
)
2

DT2k,
(28)
where R02k is the same as (14) and D2k is the same as (4)
Rˆ11 = 12
(
Ik −P
) (
R∗ − R02k
) ( Ik
−P T
)
, Rˆ22 = 12
(
Ik P
) (
R∗ − R02k
) ( Ik
P T
)
. (29)
Proof. Because SE is a closed convex set, there is a unique solution Rˆ to Problem II. According
to (13) every element R2k in SE can be represented as
R2k = R02k + D2k
(
U2Z1U
T
2 O
O V2Z2V
T
2
)
DT2k.
Take U1 ∈ Rk×r1 , V1 ∈ Rk×r2 such that U =(U1, U2) ∈ ORk×k , V =(V1, V2) ∈ ORk×k .
Let
Rˆ = DT2k
(
R∗ − R02k
)
D2k =
(
Rˆ11 Rˆ12
Rˆ21 Rˆ22
)
, (30)
where
Rˆ11 = 12 (Ik −P)
(
R∗ − R02k
) ( Ik
−P T
)
, Rˆ12 = 12 (Ik −P)
(
R∗ − R02k
) ( Ik
P T
)
, (31)
Rˆ21 = 12
(
Ik P
) (
R∗ − R02k
) ( Ik
−P T
)
, Rˆ22 = 12
(
Ik P
) (
R∗ − R02k
) ( Ik
P T
)
. (32)
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Since
‖R∗ − R2k‖2 =
∥∥∥∥R∗ − R02k − D2k
(
U2Z1U
T
2 O
O V2Z2V
T
2
)
DT2k
∥∥∥∥
2
=
∥∥∥∥DT2k(R∗ − R02k)D2k −
(
U2Z1U
T
2 O
O V2Z2V
T
2
)∥∥∥∥
2
= ∥∥Rˆ11 − U2Z1UT2 ∥∥2 + ‖Rˆ12‖2 + ‖Rˆ21‖2 + ∥∥Rˆ22 − V2Z2V T2 ∥∥2,
the ‖R∗ − R2k‖ = inf, R2k is taken over all 2k-by-2k symmetric matrices, is equivalent to∥∥Rˆ11 − U2Z1UT2 ∥∥ = inf, where Z1 is taken over all k-by-k symmetric matrices, (33)∥∥Rˆ22 − V2Z2V T2 ∥∥ = inf, where Z2 is taken over all k-by-k symmetric matrices. (34)
Take U1 ∈ Rk×r1 such that U = (U1, U2) ∈ ORk×k . But∥∥Rˆ11 − U2Z1UT2 ∥∥2 = ∥∥UTRˆ11U − UTU2Z1UT2 U∥∥2
= ∥∥UT1 Rˆ11U1∥∥2 + ∥∥UT1 Rˆ11U2∥∥2 + ∥∥UT2 Rˆ11U1∥∥2
+ ∥∥UT2 Rˆ11U2 − Z1∥∥2
= ∥∥UT1 Rˆ11U1∥∥2 + ∥∥UT1 Rˆ11U2∥∥2+ ∥∥UT2 Rˆ11U1∥∥2
+
∥∥∥∥∥UT2 Rˆ11 + Rˆ
T
11
2
U2 − Z1
∥∥∥∥∥
2
+
∥∥∥∥∥UT2 Rˆ11 − Rˆ
T
11
2
U2
∥∥∥∥∥
2
.
Therefore, (33) holds if and only if
Z1 = UT2
Rˆ11 + RˆT11
2
U2. (35)
Similarly (34) holds if and only if
Z2 = V T2
Rˆ22 + RˆT22
2
V2. (36)
Substituting (35), (36) into (13) we obtain the solution of Problem II:
Rˆ = R02k + D2k

U2UT2 Rˆ11+RˆT112 U2UT2 O
O V2V
T
2
Rˆ22+RˆT22
2 V2V
T
2

DT2k
= R02k + D2k
×

(I − G1G+1 ) Rˆ11+RˆT112 (I − G1G+1 ) O
O
(
I − G2G+2
) Rˆ22+RˆT22
2
(
I − G2G+2
)

DT2k.

When n is odd, similar to the discussion in Theorem 4, we have the following result.
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Theorem 5. Given R∗ ∈ R(2k+1)×(2k+1), Q ∈ R(2k+1)×m and the notation of Q,  and the con-
ditions are the same as in Theorem 3. Then there is a unique solution Rˆ ∈ SE and
Rˆ = R02k+1 + D2k+1
(
L O
O M
)
DT2k+1, (37)
where
L =
(
Ik − G1G+1
)(
R11 + RT11
)(
Ik − G1G+1
)
2
,
M =
(
Ik+1 − G′2G′2+
)(
R22 + RT22
)(
Ik+1 − G′2G′2+
)
2
,
R02k+1 is the same as (27) and D2k+1 is the same as (5),
R11 = 12
(
Ik O −P
) (
R∗ − R02k+1
) IkOT
−P T

 , (38)
R22 = 12
(
OT
√
2 OT
Ik O P
) (
R∗ − R02k+1
) O Ik√2 OT
O P T

 .
Guided by Theorems 4 and 5 many numerical examples were computed, and all of them were
performed on Intel Pentium 550 MHz using Matlab 5.2. Next we report one of the numerical
examples to illustrate our theory.
Example. Take
P =

0 0 −10 1 0
1 0 0

 .
If Q = (qij )6×6, where
q11 = −0.57542627170153, q12 = 0.21154260371618, q13 = −0.35232702514660,
q21 = −0.11550318875383, q22 = 0.49853961441200, q23 = 0.48797260809356,
q31 = −0.39439018652012, q32 = −0.45465149254666, q33 = 0.37114471719495,
q41 = 0.39439018652012, q42 = 0.45465149254666, q43 = −0.37114471719495,
q51 = 0.11550318875383, q52 = −0.49853961441200, q53 = −0.48797260809356,
q61 = −0.57542627170153, q62 = 0.21154260371618, q63 = −0.35232702514660,
q14 = −0.24157505432687, q15 = 0.55757267844078, q16 = 0.36159950412486,
q24 = 0.66436113303055, q25 = 0.19318412628414, q26 = 0.14595950900918,
q34 = −0.01630270055347, q35 = −0.38960570017417, q36 = 0.58986576468418,
q44 = −0.01630270055347, q45 = −0.38960570017417, q46 = 0.58986576468418,
q54 = 0.66436113303055, q55 = 0.19318412628414, q56 = 0.14595950900918,
q64 = 0.24157505432687, q65 = −0.55757267844078, q66 = −0.36159950412486,
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=diag(0.28756678173691, 3.92084021092015,−6.20840699265706,
0.58730208345706,−0.14729261751856, 11.55999053406150).
Then the conditions in Theorem 2 are satisfied. Furthermore, if we take
R∗ =


1.1000 2.0500 9130 2.0250 −0.9800 − 595300
2.0500 130 −0.9750 3.0200 6160 7170
91
30 −0.9750 4.0200 24160 21170 −1.9875
2.0250 3.0200 24160
281
70 −0.9875 − 26990
−0.9800 6160 21170 −0.9875 190 −1.9900
− 595300 7170 −1.9875 − 26990 −1.9900 111110


,
then the unique solution Rˆ ∈ SE to Problem II is
Rˆ =


1 2 3 2 −1 −2
2 0 −1 3 1 1
3 −1 4 4 3 −2
2 3 4 4 −1 −3
−1 1 3 −1 0 −2
−2 1 −2 −3 −2 1


.
In this example, the columns of Q and the diagonal elements of  are the eigenvectors and
eigenvalues of Rˆ, respectively. we get ‖Rˆ − R∗‖ = 0.16370223933024. Many numerical results
show that as R∗ approaches a solution in the solution set of Problem I, the distance between R∗
and the unique solution Rˆ of Problem II becomes smaller. This feature is also in accordance with
the theory established in the paper.
Remark. The authors are very grateful to Professor L. Elsner, Professor Z.X. Jia and the anony-
mous referees for their very valuable suggestions and comments that improved the presentation
of this paper.
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