It is a pleasure to welcome you to this special issue of The Computer Journal on lossless compression techniques. The issue contains nine papers that provide an incisive cross-section of current research in the area of reversible compression, and it is my belief that this collection will serve as an important reference point to the compression community for many years to come.
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Compression is an aspect of computing that many people have dabbled in-how can anyone not be intrigued by the seeming magic of getting something for nothing-and it is my additional hope that experts in other "elds, and those amongst you that are practitioners rather than researchers, will also "nd the papers in this issue of interest. One of the consequences of the relentless increase in computing power that we are in the midst of is that compression is becoming more and more important as a component of large software systems. The ever-decreasing ratio between the time of a CPU cycle and the time taken to locate and transfer data from secondary storage media means that it is now possible for an application to execute faster with embedded compression than without. That is, with a careful choice of methods, data can now often be decoded within the extra time that would, in the absence of compression, be spent fetching more of it [1] . The range of`disk-doubling' software tools available for the PC market, and their widespread popularity, is further testament to this fact. And as machines become more and more cache-reliant the same effects will be observed in main memory too-the only place that data or program code is manipulated uncompressed may soon be at the instant of use, and even in main memory blocks of information may be stored in a compact form. As a "nal example of the impact of compression techniques, consider the humble fax machine. Just one decade ago the fax was a technological marvel. Now it is as ordinary an item of of"ce furniture as is a chair or "ling cabinet. The two crucial factors that catapulted the fax machine into everyday use are that it sits on top of the telephone network (a technological marvel in itself), and that compression technology allows multi-page documents to be transmitted in minutes rather than hours. Indeed, one of the papers in this issue (that of Paul Howard) examines one proposal for the next generation of fax compression standards.
The papers in this issue focus on lossless-also known as reversible-compression. The other broad class is, of course, lossy compression, which is most appropriate for data that is originally analogue rather than digital, such as video and sound clips, and continuous-tone greyscale or colour images. In lossy compression the re-created data is permitted to differ from the source data. This means that most lossy mechanisms are controlled by a parameter that trades "delity against compressed size, and quite different methods are used for lossy compression than for lossless compression. Jayant [2] provides a useful summary of lossy compression methods.
Within the domain of lossless compression research takes place on two broad fronts-development of modelling techniques, and development of coding algorithms. The former is concerned with the`understanding' of the source data, and has a great deal in common with other knowledgebased areas of computing such as machine learning and categorization techniques. In contrast, coding is the more tightly speci"ed task of, given a set of estimated symbol probabilities, ef"ciently representing a single symbol as a code over a channel alphabet, usually in binary. And, despite the fact that coding has been investigated for more than 40 years and modelling (as an activity distinct from coding) for more than 30, there is still enormous progress being made in these two areas. The papers in this issue report experimental results that would have seemed extraordinary ten years ago; just as the four-minute mile was unthinkable prior to Bannister's famous effort and Everest was unclimbable prior to 1953.
Having provided a substantial dose of enthusiasm, let us now turn to the nine papers. What is the state of the art in lossless compression technology? The "rst three papers consider one of the most compelling mechanisms for general purpose text compression-the context-based approach. The PPM mechanism "rst described by Cleary and Witten [3] continues to be at the cutting edge of compression effectiveness, and in the "rst two papers Cleary and Teahan and Bunton demonstrate why, describing further improvements. The third paper-that of Yokoo-is motivated by the same approach, but suggests that codes can be assigned in order of similarity rather than as a function of statistical observations.
In the fourth paper of the issue Nevill-Manning and Witten adopt a quite different approach to the compression of messages. They suggest that since sequences can always A. MOFFAT be represented by a grammar, deduction of a grammar and transmission of it rather than the sequence itself may give compact representations as well as insight into the structure of the sequence being encoded. And this is exactly what they describe-a computational mechanism for inferring a grammar from a sequence. Again, excellent compression results on standard test data are reported.
The next paper is by Klein, who considers the practical problem of what to do with excess CPU cycles. He observes that a co-operating pair of compressors might be used, one that is fast and obtains moderate compression, working in an on-line mode; and a second that is allowed to use greater resources in an off-line mode. Provided that the decoding mechanism is the same for both, it will not matter which was used on any particular "le.
The next group of three papers considers various facets of image compression. Memon and Wu describe some of the exciting recent activity in the area of lossless multi-bit image compression, much of which has been driven over the last few years by the quest for a replacement JPEGlossless standard. The second paper in this group, by Storer and Helfgott, again considers greyscale images, and asks whether they can be represented economically as a sequence of overlapping rectangular tiles, in the same way as linear text can be represented as an overlapping sequence of strings. The "nal paper in this group is by Howard, and describes one direction in which facsimile compression standards-which are for bi-level images-might move.
The ninth paper in the issue-by Frey and Hintonconcerns coding rather than modelling. They consider the problem of compression when the probability distribution may be implicit and there may be multiple alternative codewords for each symbol. Their`bits-back' coding mechanism is a further example of the`something for nothing' philosophy that pervades the area of compression.
It would be remiss of me not to note that there are exciting developments in lossless compression that are not reported here. The work on the block-sorting paradigm initiated by Burrows and Wheeler [4] and continued by a number of others is one such area. Another is the contexttree weighting mechanism developed by Willems et al. [5] . My own work activity has most recently been in the area of calculation of codes, and in collaboration with Andrew Turpin and Jyrki Katajainen have had success in devising improved mechanisms for computing minimumredundancy and length-limited codes (see http:// www.cs.mu.oz.au/˜alistair/papers.html for details).
Finally, the acknowledgements. Most of these papers have appeared in conference proceedings in preliminary form, and the authors are to be commended for the effort they have undertaken in revising and extending their work, and then considering and implementing the recommendations resulting from a further round of refereeing. I also thank the referees of these papers for their efforts; and the Editor of the journal, for entrusting to me the responsibility of compiling this issue. As I write, I am imagining the pleasure I will feel when I have a copy of this Special Issue in my hands; you, as you read, are holding the reality. I hope that you "nd the issue interesting.
