Abstract. In this article, a characterization of the class of Herglotz-Nevanlinna functions in n variables is given in terms of an integral representation. Furthermore, alternative conditions on the measure appearing in this representation are discussed in detail. Symmetry properties induced by the integral representation are also investigated.
Introduction
Herglotz-Nevanlinna functions are, by definition, functions holomorphic in the poly-upper half-plane and having non-negative imaginary part. In the case of one complex variable, this amounts to the usual upper half-plane in C, these functions have been considered at least a century ago. This classical case has proven itself most useful in many applications ranging from spectral theory to electromagnetic engineering. Applications of Herglotz-Nevanlinna functions in the theory of linear passive systems are in fact our main non-mathematical motivation for studying these functions in several variables.
The great advantage of Herglotz-Nevanlinna functions in one variable is that they possess an integral representation that allows for effective treatment of these functions, as well as providing an insight into their properties. It is therefore natural to ask for an integral representation for the general case. Already around 50 years ago Vladimirov [6, 7] was dealing with this question. The approach in [6] builds upon classical distribution theory and achieves a representation of the desired form, but has the significant drawback in that it requires the assumption that the measure appearing in the integral representation is the boundary measure of the function in question and hence cannot provide a characterization of the class. However, the characterization that appears in [7] seems overly complicated when compared to the classical result in one variable or the present result, see Remark 4.5.
For the case n = 2 a characterisation with simple requirements on the measure are given in [3] . In the present paper, we further generalize the aforementioned result by showing that in fact all Herglotz-Nevanlinna functions admit an integral representation. More precisely, in Theorem 4.1, we show that a holomorphic function q defined in the poly-upper half-plane is a Herglotz-Nevanlinna function if and only if it can be written in the form
where a ∈ R, b ∈ [0, ∞) n , the kernel function K n is defined in (3.1) and µ is a positive Borel measure on R n satisfying the natural growth condition (3.2) and the so-called Nevanlinna condition (4.2).
This integral representation result then allows for a detailed treatment of both the class of Herglotz-Nevanlinna functions and the class of representing measures. The main theorem does not only eliminate the drawback of the representation presented in [6] , but also eliminates the need for the heavy machinery of distribution theory. Our proof instead relies on a direct approach based on an integral representation for functions on the unit polydisk having non-negative real part [2, 4] , which is in turn built upon Cauchy's integral formula and Helly's selection principle.
Note that the integral in (1.1) is well defined even for all z ∈ (C \ R) n . Hence the function q can, by its integral representation, be extended from the poly-upper half-plane to (C \ R)
n . It turns out that in contrast to the one variable case these extensions might be constant even if the function q in the poly-upper half-plane is not. The present work not only provides a generalization of our result for the case n = 2 from [3] , but also includes an extended discussion of the Nevanlinna condition as well as consequences concerning these extensions.
The paper is organized as follows: In Section 2, we fix notations and recall some well known classical results for Herglotz-Nevanlinna functions in one variable. Section 3 is devoted to a closer look of the kernel function K n . The main theorem, namely the integral representation, is formulated and proved in Section 4. Conditions equivalent to condition (4.2) are given in Section 5. In Section 6, we discuss the above named extensions with respect to symmetry and actual dependence on the variables.
Notation and prerequisites
The poly-upper half-plane is denoted by C +n and consists of all vectors such that all entries have positive imaginary part. The unit polydisk is denoted by D n . The letter w always denotes elements of D, the letter z denotes elements of C + , while t denotes real numbers and s denotes elements of the interval [0, 2π).
The focal object of our study are Herglotz-Nevanlinna functions, which are defined as follows. Definition 2.1. A holomorphic function q : C +n → C with non-negative imaginary part is called a Herglotz-Nevanlinna function (in n variables).
When n = 1, these functions have a classical integral representation due to Nevanlinna [5] , which was presented in its current form by Cauer [1] . Theorem 2.2 (Nevanlinna) . A function q : C + → C is a Herglotz-Nevanlinna function if and only if q can be written as
where a ∈ R, b ≥ 0 and µ is a positive Borel measure on R satisfying (2.2)
We now mention a well known consequence of Theorem 2.2 that will be used later on. Proposition 2.3. Let q be a Herglotz-Nevanlinna function in one variable. Then the following two statements hold.
(a) The non-tangential limit
where b ≥ 0 is the number that appears in representation (2.1). (b) The non-tangential limit
where t 0 ∈ R and measure µ is the measure that appears in representation (2.1).
Recall that the notation z→∞ denotes the limit |z| → ∞ in the Stoltz domain
, and similarly z→t 0 denotes the limit z → t 0 in {z ∈ C + | θ ≤ arg(z − t 0 ) ≤ π − θ}. In order to effectively present and prove our main result, the introduction of certain notation is necessary. Throughout this paper, we use the convention that the accent a denotes vectors. When this accent appears over a number, it is meant to denote a vector whose entries are all equal to the number in question. It will often be practical to use the convention that division by a vector is understood as division by the product of all the entries of that particular vector. Likewise, the multiplication by a vector is understood as multiplication by the product of all the entries of the vector in question, while the inverse of a vector is defined as by taking the inverses of the individual components of the vector. The conjugate of a vector is also defined by taking the conjugates of the entries. It is denoted by the * symbol while the accent a is still used to denote the conjugate of complex numbers. Meanwhile, a limit of a vector towards another vector is interpreted as a limit where each component of the first vector tends to the corresponding component of the second vector. Non-tangential limits of vectors are interpreted similarly.
The letters B and k are used throughout this paper exclusively in the following manner. The letter B is used to represent subsets of the set {1, 2, . . . , n}, where n ∈ N. For fixed n and a particular subset B, we denote by B c its complement and by k its size. We also define B := {1, 2, . . . , n} \ { }.
In connection with this notation we also introduced vectors indexed by the sets B and B c . Given the nature of these sets, we understand this as a grouping of the elements of the vector into two in a way specified by B and B
c . This will often be used in conjunction with the notion of dividing by a vector to describe the situation where we divide a particular expression by all the entries of a vector that appear at positions specified by a certain set.
Finally, we introduce hexagonal brackets do denote the cases where a set B does not determine the absolute ordering of the input of a function. Let us illustrate this more precisely by an example. Take n = 6, B = {1, 4, 5}, B c = {2, 3, 6}, q : C +6 → C and z = (z 1 , z 2 , z 3 , z 4 , z 5 , z 6 ) ∈ C +6 . We then have
In the first case, the vector i 1 B comes first and the vector z B c comes second. Therefore, the first three inputs are set to i while the other three are occupied by the second, third and sixth element of z. However, in the second case, even though the vector i 1 B comes first and z B c comes second, the ordering is not determined absolutely. Instead, the positions specified by the set B are set to i while the positions specified by B c are set to the elements lying at the appropriate positions of the vector z.
The kernel K n and its properties
Let us begin by introducing the kernel function K n , which will be a key ingredient of the integral representation formula. For z ∈ C +n and t ∈ R n , it is defined as
The kernel K n defined in this way is a complex constant multiple of the Schwartz kernel that appears for example in [6] . Note that for n = 1, it reduces to the integrand in the classical representation Theorem 2.2. Consider now a positive Borel measure µ on R n satisfying the growth condition
Given such a measure, define the function g :
The imaginary part of the kernel K n will be of particular interest for us, especially because of its relation to the Poisson kernel P n of C +n . Recall that the Poisson kernel can be written using complex coordinates as
Note that P n > 0 for any z ∈ C +n and any t ∈ R n . For n = 1, it is easy to check that Im[K 1 (z, t)] = P 1 (z, t). This implies that Theorem 2.2 also provides an integral representation of the imaginary part of a Herglotz-Nevanlinna function, which is also used in the proof of Theorem 2.2 to show that the imaginary part of a function defined by representation (2.1) is indeed non-negative.
For n > 1, the corresponding equality does not hold. To determine the precise relation between Im[K n ] and P n , we define for j ∈ {1, 2, . . . , n} the expressions
We are now ready to show the following relation between Im[K n ] and P n .
Proposition 3.2. The equality
holds for any t ∈ R n and any z ∈ C +n .
Proof. Using the above notation, we first rewrite
Expanding these products yields
and hence
which finishes the proof.
Remark 3.3. Observe that the sum in the right hand side of equality (3.5) is empty for n = 1, ensuring that Proposition 3.2 is valid for all n ∈ N.
We now consider a specific function that will appear later in the proof of the main theorem.
Example 3.4. Let µ = λ R n be the Lebesgue measure on R n . The function g, defined on C +n by expression (3.3), is then identically equal to i. To see this, we first investigate what happens when integrating K n in the t 1 -variable with respect to the Lebesgue measure.
We intend to use the residue theorem. Let R > max{1, |z 1 |} and let Γ R− be contour in C consisting of the line segment between −R and R and the arc γ R− , which is the lower half-circle of radius R with the origin at zero. By the residue theorem, we have
Recall that B 1 = {1, . . . , n} \ {1}.
We now estimate the part of the integral over Γ R− that runs over γ R− . Clearly,
It also holds uniformly
In conclusion, we see that
for any z 1 ∈ C + . We may now continue by integration in the t 2 -variable with respect to the Lebesgue measure. An analogous reasoning gives
where the set B = {3, 4, . . . , n}. After n steps in total we arrive at the constant π n K 0 . Observing that K 0 = i finishes the example. ♦
The main theorem
The main result of this paper is the following integral representation.
Theorem 4.1. A function q : C +n → C is a Herglotz-Nevanlinna function if and only if q can be written as
where a ∈ R, b ∈ [0, ∞) n , the kernel K n is defined by formula (3.1), and µ is a positive Borel measure on R n satisfying both the growth condition (3.2) and the Nevanlinna condition
for all z ∈ C +n . Furthermore, the parameters a, b and µ are unique for a given function q. The idea of the proof of the theorem is, as in in [3] , to transform a corresponding integral representation from the polydisk to the poly-upper half-plane. However, new technical difficulties have to be tackled in the case n > 2.
Proof. The proof is divided into several steps, starting with the uniqueness statement, which will be used later on.
Step 1: We will show that the parameters a, b and µ can be calculated directly from the Herglotz Nevanlinna function q. To start with, given a function q defined by representation (4.1), it can easily be seen that
while Lemma 3.1 implies for = 1, 2, . . . , n that
Hence, the number a and the vector b are unique for a given function q. Next, we show a kind of inversion formula for the measure, similar to the classical Stieltjes inversion formula in the case n = 1. Let ψ :
for some constant C ≥ 0 and all x ∈ R n . We then claim that
where µ is the measure from representation (4.1). Observe first that representation (4.1) implies an integral representation of
Note that we are allowed to move the imaginary part into the integral due to µ being a real measure. Proposition 3.2, together with the fact that µ satisfies condition (4.2), implies further
Using representation (4.4), we can rewrite the right-hand side of equality (4.3) as
It is readily seen that the part involving the term
What remains is the part involving the Poisson kernel, where we can use Fubini's theorem to change the order of integration. Applying Lebesgue's dominated convergence theorem allows us to change the order of the limit and the first integral. We thus arrive at 1 π n
It remains to observe that, by a well known property of the Poisson kernel, the inner integral equals
which proves equality (4.3). Suppose now that we have a Herglotz-Nevanlinna function q having two integral representations of the form (4.1), one with a measure µ 1 and the other with a measure µ 2 . Since equality (4.3) holds for both µ 1 and µ 2 , but the right-hand side of equality (4.3) is the same, we obtain
for all functions ψ as before. But this is only possible if µ 1 ≡ µ 2 . We have thus shown that the parameters appearing in representation (4.1) are unique.
Step 2: Based on Proposition 3.2, the first direction of the equivalence is not hard to show, namely that every function defined by representation (4.1) is a Herglotz-Nevanlinna function. The integral that appears in representation (4.1) is a well-defined expression since the measure µ satisfies condition (3.2). It follows that the function q defined in this way is holomorphic on C +n , since the kernel K n is holomorphic and locally uniformly bounded on compact subsets of C +n . Since the measure µ satisfies condition (4.2), it follows also that Im[q] is represented by formula (4.4) and is thus non-negative.
Step 3: The main part of the proof is the other direction, namely to show the existence of the integral representation. We will first show formula (4.1) and property (3.2). Afterwards we will focus on property (4.2).
Step 3a: Let us begin by assuming that q is a Herglotz-Nevanlinna function. We first consider the possibility that q attains a real value. Then there exists a vector z 0 ∈ C +n such that Im[q( z 0 )] = 0. Since q is a Herglotz-Nevanlinna function, it is holomorphic and its imaginary part Im[q] is therefore pluriharmonic. It follows now from the maximum principle for pluriharmonic functions that Im[q] ≡ 0 on C +n .
The function q then has a representation of the form (4.1) with a = Re[q( z 0 )], b = 0 and µ ≡ 0. Thus, the theorem holds in this case.
Step 3b: We may now restrict ourselves to the case when q does not attain a real value. As in [3] , we aim to transform a corresponding result from the polydisk. To this end, we use the biholomorphism between the upper half-plane and the unit disk, defined as
. Since the function ϕ is also a bijection between the sets R and S 1 \ {1}, it facilitates the change of variables between these sets as
is . Given a Herglotz-Nevanlinna function q, there exists a function f on D n with positive real part, such that
By [2, 4] , any such function f admits an integral representation of the form
where ν is a finite positive Borel measure on [0, 2π) n satisfying the condition that
for any multiindex m ∈ Z n with at least one positive entry and at least one negative entry. This gives an integral representation of the function q of the form
We get the first part of representation (4.1) by setting
Before transforming the area of integration, we note [0, 2π) = {0} ∪ (0, 2π) and divide accordingly the integral over [0, 2π) n into 2 n pieces. In order to effectively investigate each piece separately, we use the set-notation presented in Section 2. The set B is used to designate over which variables we integrate while the set B c is used to designate which variables are set to 0. We thus define
Observe that the sets [0, 2π) B and [0, 2π) B are disjoint if B = B and that
where B is also allowed to be empty. This allows us to rewrite representation (4.7) as (4.8)
Considering first the term with |B| = n, that is to say, the integral over (0, 2π) n , we do the change of variables in accordance with the function ϕ. The area of integration thus transforms into R n and the measure ν transforms into a measure µ, related by the chosen change of variables as
As an immediate consequence of this transformation, we see that the measure µ satisfies condition (3.2) since ν is a finite measure and
The integral in question thus becomes
where the above equality follows exclusively from symbolic manipulation of the lefthand side along with the discussed change of variables. This gives us the integral term of representation (4.1).
Integration over the corner point, corresponding to |B| = 0, gives
For 0 < |B| < n we define the measure ν B on (0, 2π) k , where k = |B| as in Section 2, as the restriction of the measure ν to the non-zero part of [0, 2π) B , i.e.
More precisely, take for example n = 6 and B = {1, 4, 5}. Considering the natural inclusion
we have that ν B (U ) = ν(ι B (U )) for any Borel subset U ⊆ (0, 2π) 3 . The measure µ B on R k is then defined as the transform of the measure ν B with respect to the change of variables induced by the function ϕ. Integration over [0, 2π) B with respect to the measure ν can then be replaced by integration over R k with respect to the measure µ B , which also gives rise to a function of the type considered in formula (3.3). More precisely, we have
where the function q B is a function of k variables and is defined as
Representation (4.8) thus becomes
In what follows, we are going to show that for 1 ≤ |B| < n − 1, the functions q B vanish identically, whereas in case |B| = n − 1 they have a very particular form.
Consider now the function of one complex variable z given by q with all but one variable fixed. More precisely, fix a vector ζ ∈ C +n and pick a position j ∈ {1, 2, . . . , n}. Let now ζ j = z be interpreted as a complex variable in the upper half-plane and consider the function
This is a Herglotz-Nevanlinna function of one variable and thus
by Proposition 2.3. On the other hand, by the representation above, we have
The limits of the first two terms are straight forward to calculate and for the last term Lemma 3.1 implies that the limit vanishes. In the remaining sum, for all the sets B such that j ∈ B, Lemma 3.1 can be applied again and we get that
Finally, for those sets B for which j / ∈ B, we have
In conclusion, we arrive at
, where B j = {1, 2, . . . , n}\ {j} as in Section 2. But the function ζ Bj → b j ( ζ Bj ) is a holomorphic function in n − 1 complex variables, as it is given by equality (4.10), that is also non-negative. Therefore, it is a constant function.
Observe that, for a fixed index j, there is only one set B in the sum above that satisfies the conditions B ⊆ {1, . . . , n}, |B| = n − 1, j / ∈ B. It is precisely the set B j . Hence, we can express q Bj from equality (4.10) as
Recall that the function q Bj was defined by formula (4.9) and hence its growth behaviour is described by Lemma 3.1, which we are now going to use several times in order to show that the above representation can be simplified substantially. To start with, by Lemma 3.1, it holds that
while using expression (4.11) of the function q Bj ( ζ Bj ) gives that
Thus ν({0} n ) = 0 and the expression for q Bj simplifies to
We now want to show that every term in the big sum in formula (4.12) is identically zero. This is done sequentially, first for all sets B of size 1, then for all sets B of size 2, and so on... and finally for all sets B of size n − 2. We describe now the process at a general step when eliminating all sets B of size d for some 1 ≤ d ≤ n − 2, where we assume that all steps corresponding to sizes 1, 2, . . . , d − 1 have already been done.
If that is the case, then formula (4.12) has already been reduced to
Pick any set B from the sum with | B| = d. Lemma 3.1 says now that
Calculating the same limit using formula (4.13) instead, we get that
This follows from the fact that the only term that remains in the sum in (4.13) is the one where B c \ {j} = B c \ {j}. Thus (4.14)
Setting first ζ B = i 1 B into equality (4.14) we get that q B (i 1 B ) = 0. It follows then from equality (4.14) that q B ( ζ B ) = 0 for any ζ B ∈ C +d and so q B ≡ 0. After the calculation of n − 2 steps like this, we see that formula (4.12) finally transforms into
By setting ζ Bj = i 1 Bj into equality (4.15), we see that q Bj (i 1 Bj ) = 2πi b j and thus
where b j is a non-negative number. Summed up, since the choice of the index j was arbitrary, we have obtained for |B| = n − 1 that the corresponding function q B is constant, namely of the form (4.16), while for 1 ≤ |B| ≤ n − 2 the functions q B are identically equal to 0. This simplifies representation (4.7) to the desired form, namely
Step 3c: It is left to show that the measure µ satisfies condition (4.2). Recall that the measure ν satisfies condition (4.6) for any multiindex m ∈ Z n such that it has at least one entry positive and at least one entry negative.
Recall also that w denotes elements in the unit polydisk D n and define u j := e isj ∈ S 1 for j = 1, 2, . . . , n. Let now ρ ∈ {−1, 0, 1} n and define for j = 1, 2, . . . , n the factors G ρj and F ρj as If ρ ∈ {−1, 0, 1} n is such that 1 ∈ ρ and −1 ∈ ρ (i.e. both 1 and −1 appear at least once in the vector ρ), then by condition (4.6) we have since the geometric series permits the interchange of the order of integration and summation. Note that due to the condition on ρ the sum in the above expression is indeed well defined (in particular, not all of the factors G ρj ,j are equal 1). Since
and, in particular,
In what follows, we show that the area of integration in formula (4.17) can be reduced to the open cube (0, 2π) n . To do that, pick any index ρ in the sum. For that particular index we can write the integral over [0, 2π) n as
When 1 ≤ |B| < n − 1, we know already from the previous step that the corresponding function q B was identically equal to zero. Hence, by the uniqueness result of step Step 1 of the proof, we have that the measure µ B is the zero measure.
This implies in turn that the measures ν B are also zero measures and hence the terms in the sum corresponding to sets B of this particular size vanish. This holds even in the case B = ∅, as we have shown in Steb 3b that ν({0} n ) = 0. For |B| = n − 1, the corresponding function q B was a real multiple of i. In Example 3.4, we have seen that the Lebesgue measure is a representing measure for the function i. Therefore, again by the uniqueness result of Step 1, the measure µ B is a constant multiple of the Lebesgue measure λ R n−1 and the corresponding term in the above sum can be calculated explicitly. To start with, applying the change of variables given by the function ϕ, we find that
Hence, for the Lebesgue measure, the relevant term in the above sum factorizes, where at least one factor corresponds to an index j = 0. It is straight forward to check that
for z j ∈ C + . This implies that, indeed, in the above sum, only the term that corresponds to integration over (0, 2π)
n remains, as all other terms were shown to be individually equal to zero. We therefore conclude that
This shows that the measure µ satisfies condition (4.2), finishing the proof.
Remark 4.4. When n = 2, the sum in equality (4.12) is empty and the sequential process used to show that all the terms in the sum are zero is already completed before it even starts. Otherwise, the sum is non-empty for n ≥ 3 and we thus require n − 2 steps to show that all terms in the sum are in fact equal to zero. Remark 4.5. As mentioned in the introduction, also in [7] a characterization of Herglotz-Nevanlinna functions via an integral representations is obtained by transforming the corresponding result from the polydisk. However, there it is not used that the measure on the boundary of [0, 2π) n is either zero or a multiple of the Lebesgue-measure. Hence both in the integral representation and the condition on the measure all the lower dimensional integrals are still present.
In the following corollary, we want to highlight some facts which are direct consequences of the proof of Theorem 4.1. In particular, the limit is independent of z B c . (vii) For every set B with |B| ≥ 1, it holds that
where the numbers c j are the same ones that appear in statement (vi). In particular, the limit is independent of z B c .
for some constant C ≥ 0 and all x ∈ R n . Then
Proof. Statements (i),(ii),(iii),(iv) and (viii) have already been proven during the course of the proof of Theorem 4.1. Statement (v) follows immediately from statement (ii). Statement (vi) follows by considering the Herglotz-Nevanlinan function z → q( z B c , − z −1 B ) and then using statement (iv).
In order to show statement (vii), note that, by statement (vi), we have lim
for some x ∈ R. Multiplying this equality by −i and then taking the imaginary finishes the proof.
We finish this section with an example of a Herglotz-Nevanlinna function in three variables.
The function q is then indeed a Herglotz-Nevanlinna. The parameters a and b corresponding to q in the sense of representation (4.1) can easily be calculated using Corollary 4.6 and are equal to
The identity
suggests that the measure µ equals π times the two-dimensional Lebesgue measure supported on the hyperplane t 1 + t 2 + t 3 = 0. Indeed, this can be verified by a direct calculation. ♦
Alternative descriptions of the class of representing measures
In this section, we focus on condition (4.2) and its alternative descriptions and mention also two further properties of the class of representing measures.
The main result of this section is the following theorem that establishes three alternative descriptions of the Nevanlinna condition.
Theorem 5.1. Let n ≥ 2 and let µ be a positive Borel measure on R n satisfying the growth condition (3.2). Then the following statements are equivalent.
(a)
for all z ∈ C + and for every vector ρ ∈ {−1, 0, 1} n with at least one entry equal to 1 and at least one entry equal to −1.
for all multiindices m ∈ Z n with at least one positive entry and at least one negative entry.
for all z ∈ C +n and for all indices j 1 , j 2 ∈ N, such that 1 ≤ j 1 < j 2 ≤ n.
Proof. The implication (a) ⇒ (b) is contained within
Step 3c of the proof of Theorem 4.1. The converse implication is trivial.
The transformation of condition (4.6) to R n using the change of variables fostered by the function ϕ, along with Step 3b and Step 3c of the proof of Theorem 4.1, implies also the equivalence between (a) and (c).
The equivalence between (a) and (d) is given in Proposition 5.3 below.
In order to complete the proof of Theorem 5.1 we consider first integral representations for the imaginary part of Herglotz-Nevanlinna functions.
Proposition 5.2. Let n ≥ 2 and let µ be a positive Borel measure on R n satisfying the growth condition (3.2). Then there exists a Herglotz-Nevanlinna function q with
if and only if for all indices j 1 , j 2 ∈ N, such that 1 ≤ j 1 < j 2 ≤ n, we have
for any vector z ∈ C +n .
Proof. Suppose first that there exists a Herglotz-Nevanlinna function q such that its imaginary part satisfies formula (5.1). Since q is then holomorphic, we have that Im[q] is pluriharmonic. Thus, for any two indices j 1 , j 2 such that 1 ≤ j 1 , j 2 ≤ n, we have that ∂ 2 ∂z j1 ∂z j2 R n P n ( z, t)dµ( t) ≡ 0 when z ∈ C +n . Since this holds for arbitrary indexes j 1 , j 2 with 1 ≤ j 1 , j 2 ≤ n, it holds also when 1 ≤ j 1 < j 2 ≤ n. It is easily seen that the Poisson kernel allows for differentiation to be moved under the integral sign. Thus
But the rightmost integral is nothing but a constant multiple of expression (5.2). Conversely, suppose the measure µ is such that condition (5.2) is satisfied. Then, we can define a function v on C +n as
The function v is pluriharmonic since µ satisfies condition (5.2), thus there exists a holomorphic function q on C +n such that Im[q] = v. But since P n ≥ 0 for any z ∈ C +n and t ∈ R n and µ is a positive measure, then it follows that q is a Herglotz-Nevanlinna function. Conversely, assume that the measure µ satisfies condition (5.2). By Proposition 5.2, there exists a Herglotz-Nevanlinna function q such that equality (5.1) holds. But, by Theorem 4.1, the function q also admits a representation of the form (4.1) with some parameters a, b and σ as described by the theorem.
Observe now that, for B = {j}, the limit lim
is equal to b j by Corollary 4.6(v) and equal to zero by equality (5.1) and the fact that
for every set B with |B| ≥ 1. Thus b = 0. We know now that 1
and claim that µ = σ. To show this, we need to repeat a few of the steps of the proof of uniqueness of the representing measure from Theorem 4.1. Note that we cannot use the uniqueness result, since we do not know that the function q admits a representation of the from (4.1) with the measure µ (we only know that q admits a representation of the from (4.1) with the measure σ). Take now a function ψ as in Corollary 4.6(viii) . Considering the expression
with our two representations of Im[q] given by formulas (4.18) and (5.1), we arrive at
Here, we first used Fubini's theorem to switch the order of integration, followed by an application of Lebesgue's dominated convergence theorem in order to interchange the limits and the first integrals. Using a well known property of the Poisson kernel, we can simplify the limits and inner integrals in the last equality to arrive at
Since ψ was an arbitrary function form Corollary 4.6(viii), it follows that µ = σ.
In particular, this implies that the measure µ satisfies condition (4.1) since the measure σ satisfies condition (4.1).
This establishes now all equivalences described by Theorem 5.1 and we finish this section by presenting two properties of the class of representing measures.
Proposition 5.4. Let n ≥ 2 and let µ be the representing measure of a Herglotz-Nevanlinna function. The following statements hold.
(i) The measure µ cannot be finite unless 0.
(ii) All point have zero mass.
We omit the proof and note that it is completely analogous to the case n = 2 presented in [3] . Other properties of the class of representing measures will be presented as an independent topic in an upcoming work.
Symmetries
Theorem 2.2 implies a symmetry property of Herglotz-Nevanlinna functions in one variable. Any such function, extended to C \ R using representation (2.1), satisfies the equality q(z) = q(z) for any z ∈ C \ R. Thus, if we know the values of the function in one half-plane, we automatically know them also in the other half-plane.
In what follows, we investigate the symmetries possessed by Herglotz-Nevanlinna functions in several variables as induced by Theorem 4.1. More precisely, we show a fascinating explicit formula that relates the values of any function defined using formula (3. 3) between the different connected components of (C \ R) n . In the case when we are working with a Herglotz-Nevanlinna function, we can even say something about the variable-dependence of the values of the function in different connected components of (C \ R) n . We begin by considering a function g of the form (3.3) . Recall that such a function is a priori defined only on the poly-upper half-plane C +n . However, it can be extended to (C \ R) n , more precisely, under the assumption that the measure µ satisfies the growth condition (3.2), the expression
is well-defined for any z ∈ (C \ R) n . We illustrate this with the following example.
Example 6.1. Let µ = λ R n the Lebesgue measure on R n . We have shown in Example 3.4 that the function g, defined on C +n by expression (3.3), is identically equal to i. Extending this function to (C \ R) n gives the function
To see this, we again begin by using the residue theorem to investigate what happens when we integrate K n in the t 1 -variable with respect to the Lebesgue measure.
If z 1 ∈ C + , then the calculations performed in Example 3.4 apply and give
Suppose now that z 1 ∈ C − . Similarly, by the residue theorem, we have
Here, Γ R+ is the contour in C consisting of the line segment between −R and R and the arc γ R+ , which is the upper half-circle of radius R with the origin at zero. An analogous estimation argument to the one done in Example 3.4 allows us to conclude that
Therefore, we have
We may now continue by integration in the t 2 -variable with respect to the Lebesgue measure. An analogous reasoning gives
where the set B 1,2 = {3, 4, . . . , n}. After n steps in total we arrive at π n K 0 if all of the numbers z lie in C + , otherwise we arrive at −π n K 0 . Noting that K 0 = i gives formula (6.1). ♦
We continue by identifying the symmetries possessed by a function g of the form (3.3). First, we introduce the following notation. Take any vector z ∈ (C \ R) n . We associate four sets of indices with this particular vector, namely C + , I + , I − and C − . There are pairwise disjoint subsets of {1, . . . , n}, defined by
Note also that C + ∪ I + ∪ I − ∪ C − = {1, . . . , n}. Next, for a set B, we introduce a map Ψ B : C n → C n , defined as ψ B ( z) := ζ, where
Let us illustrate this notation with the following example. Take n = 6 and
Then C + = {3}, I + = {1, 4}, I − = {2} and C − = {5, 6}. We also have, for example,
We will now show the following proposition.
Proposition 6.2. Let n ≥ 2 and let a function g : (C \ R) n → C be defined using formula (3.3) for some measure µ satisfying condition (3.2). Then, for any point z ∈ (C \ R) n , we have
where the sets C + , C − , I + , I − are associated to the point z as before.
Proof. Let z ∈ (C \ R) n be arbitrary and introduce the notation
where z ∈ C \ R and t ∈ R. Observe also that (6.3) f (z, t) + f (z, t) = 1 for any such numbers z and t. Using this notation, we can rewrite the kernel K n with regards to the sets C + , C − , I + , I − , which are determined by our starting vector z. We get Therefore, we may assume for the remainder of the proof that I − = ∅. Observe now that f (i, t) = 1 for any t ∈ R. Using formula (6.3), we may now rewrite the kernel K n as K n ( z, t) = i Using the last expression for the kernel K n in formula (3.3) finishes the proof.
We illustrate this proposition with one example. In order to consider the extension of the function to (C \ R) 2 , we, for convenience, write variables lying in C − as conjugates of variables lying in C + . The extension of the function g to (C \ R) 2 can likewise be calculated using the residue theorem and gives g(z 1 , z 2 ) = − 5i + z 1 + 3z 2 + i z 1 z 2 8(z 1 − i)(z 2 + i) , g(z 1 , z 2 ) = − 5i + 3z 1 + z 2 + i z 1 z 2 8(z 1 + i)(z 2 − i) , g(z 1 , z 2 ) = − −i + 3z 1 + 3z 2 + i z 1 z 2 8(z 1 − i)(z 2 − i) .
Suppose now that we have a point z ∈ (C\R) 2 , such that C + = {2}, C − = {1}, I + = I − = ∅. By formula (6.2), we then have g(z 1 , z 2 ) = g(z 1 , i) + g(i, z 2 ) − g(z 1 , z 2 ). Points z ∈ (C \ R) 2 that have different sets C + , C − , I + and I − can be treated similarly.
♦ Proposition 6.2 shows that, unlike in the one-variable case, the values of a Herglotz-Nevanlinna function in (C \ R) n are not completely determined only by the values in C +n unless we are interested in the value of the function at a point that has at least one coordinate equal to −i. Otherwise, we require knowledge of the values of the function in 2 n − 1 connected components of (C \ R) n in order to determine the values of the function in the remaining connected component of (C \ R) n . However, the following improvement is possible. Let us now consider a function q 0 of the form (3.3) given by a measure µ that satisfies the growth condition (3.2) and that also satisfies the Nevanlinna condition (4.2). In therms of Theorem 4.1, we have a Herglotz-Nevanlinna function represented by (0, 0, µ). We will now show that the Nevanlinna condition improves the symmetry formula (6.2) in the following way.
