Abstract-In this paper we present a high order method to solve the Stokes equations with random coefficients numerically. A stochastic Galerkin approach, based on the truncated KarhunenLoeve decomposition technique for the stochastic inputs, is used to reduce the original stochastic Stokes equations into a set of deterministic equations for the expansion coefficients. Then a spectral collocation method, together with a block Jacobi iteration is applied to solve the resulting problem. The efficiency of the solver is verified in each model problem by numerical tests, against Monte Carlo simulations.
INTRODUCTION
Thanks to the great progress in the development of numerical methods and computer resources, many classical PDEs can now be solved very efficiently with high accuracy. However, in many cases, the inputs of the considered PDEs may contain uncertainties. In order to provide meaningful predictions to problems involving uncertain data, there is a need to investigate efficient numerical methods for handling general stochastic PDEs. In fact there exist several families of numerical techniques to treat such problems, e.g., Monte-Carlo simulations and its variants [1] , perturbation methods via Taylor or Neumann expansions [2] , etc.
In this paper, the stochastic Stokes equations describing the flow in a random medium determined by a random diffusion coefficient is considered. Firstly, the equation with random inputs is reduced to a finite-dimensional parametric saddlepoint problem by using a suitable Karhunen-Loeve decomposition with a suitable truncation. Secondly, we are focusing on its numerical solutions by using a method combining a stochastic projection method for the random variables and a classical spectral method [3] for the deterministic variables. Meanwhile, a block Jacobi iteration is applied in the implementation to decrease the computational cost, sine the resulting deterministic stokes-liking equations takes the strong coupling characters. Finally, numerical tests are illustrated to show the efficiency of the considered solver, against the Monte-Carlo simulations.
II. PROBLEM DESCRIPTIONE
We start by describing such a problem. Let   (1) in D   , together with a suitable boundary condition, e.g.,
 
x is a stochastic function, which is assumed to have continuous and bounded correlation function.
Firstly, the probability space  should be reduced into a finite-dimensional space by some effective ways. That means the uncertainty needs to be characterized by a finite number of random variables through some effective ways, e.g., the truncated Karhunen-Loeve decomposition [4] once the correlation function of the stochastic input is known. After making the K -dimensional noise assumption, the random characters in  can be characterized by these K random variables, and it can be rewritten as the joint probability density of
. This allows us to rewrite the stochastic stokes equation as a deterministic parametric saddle-point problem in the strong form, i.e., Find (2) in D   , together with the corresponding boundary condition  u 0on D   .
III. WEAK FORMULATIONS
In order to write out its corresponding weak formulation, some notations are introduced. we shall denote
As to the stochastic aspects, the random fields will live in the tensor product of spaces defined on the spatial domain , D with spaces defined on the sample space  . For brief, we shall denote by
The weak formulation of the saddle-point problem (2) reads as follows:
.
Its well-posedness can be established in the framework for the abstract saddle-point problem [5] . Firstly, we have
where  is called the inf-sup constant. Finally, the weak formulation (3) can be verified that it admits one unique
IV. DISCRETE FORMULATION AND IMPLEMENTATION

A. Discrete Formulation
The polynomial chaos decomposition, as pioneered in [6] , was generalized in [8] to solve PDEs with random data. It N Then the discrete formulation of (3) is as follows:
Meanwhile, it can be verified that this discrete problem admits one unique solution couple , ,
. (2), and notice that the gradient operator  is taken just with respect to x and thus commutes with the operations in random space, the following equation can be achieved. 
V. NUMERICAL TEST
To demonstrate the solver's convergence character, a model with the available exact solution will be considered firstly. sin( ) cos( )(1 sin ).
Here, different values for P is examined in the process of computations. Results show that the block Jacobi iterative scheme converges at most 3 iterations for each computation. Figure 1 shows the convergence rate of the approximation error with respect to the order P used in the Legendre-chaos expansion. Since the logarithm arithmetic has been done for the coordinate which characterizes the error property, the exponential rate of convergence is achieved. 
Resolution checks in stochastic space were conducted, and it was shown that third-order ( 3 P  ) Legendre-chaos results in converged solution. For four-dimensional Legendre-chaos ( 4 K  ), the total number of decomposition terms is 35. In figure 3 , the convergence character of the block Jacobi iterative scheme is shown.
Since no analytical solution is available, the Monte Carlo simulation is employed to validate the Legendre-chaos solution. Here, the Monte Carlo computation is employed after the same KL decomposition. In this way the error from the Legendre-chaos decomposition is isolated, while the error introduced by the finite-term truncation of the KL decomposition, which is well understood, is excluded. The corresponding computational results associated with the Figure 4 . 
VI. CONCLUSION
In this paper, we have presented a stochastic spectral method to the Stokes problems with random inputs. The essential finite dimensional noise assumption turns the original Stokes problem into a parametric saddle-point problem. It was solved by using the generalized polynomial chaos decomposition, together with a spectral Galerkin approximation in the spatial domain. We have employed a block Jacobi iteration technique to solve the system which governs the evolution of the chaos decomposition coefficients efficiently. The exponential correlation function was studied and applied in the computations. The Karhunen-Loeve decomposition is used to reduce the dimensionality of the stochastic space.
The exponential convergence rate is demonstrated for the model problem with 1 K  . For more complicated Stokes problems, the Monte Carlo simulation is employed to validate the chaos solution. We have observed good agreement between the well-resolved chaos decomposition solution and the converged Monte Carlo simulation results.
