Introduction
The optimization of structures and machines with respect to their specific tasks has always been an important goal for designers and engineers. In particular, the optimization of flexible machine elements subject to dynamic loading patterns is usually carried out in order to minimize unwanted vibrations.
The design process of a structural element often begins by taking into account only static loading and self-weight; unfortunately this approach may lead to a design that performs badly under dynamic loading conditions. On the other hand, structures that are optimized with respect to dynamic loads are often lighter and smaller compared to their statically optimized counterparts. Despite the larger size and weight of statically optimized structures, they are often inferior in terms of their response to dynamic loads. Similarly structures that are designed with only direct forcing in mind may posses high vibration levels under base-motion which is often encountered in elements mounted on moving platforms and vehicles.
This work presents a formulation that takes all the abovementioned factors under consideration. Combined in the problem are the effects of: base-motion, static-loading and directly applied dynamic forces. It is thus expected that the proposed method will produce different result than what would have been achieved by considering separately only one of the loading types and would therefore give rise to more robust designs.
Minimization of vibration by modification of the geometry may require a huge computational effort, and this effort may even increase greatly when general loading conditions are considered. In this work, a special formulation that is aimed at reducing the computational effort considerably is presented.
Optimization as a mean for achieving a better structural design is a well-established area in the literature. Kirsh ͓1͔ and Haftka ͓2͔ have considered several structural optimization problems where mainly static loads or problems in which the maximization of one of the eigenvalues are presented via a quasi-static formulation of the response. In the past, several authors have applied analytical methods, Turner ͓3͔, Taylor ͓4͔ have used calculus of variations to determine ͑or to maximize͒ the first natural eigenvalues of a vibrating structure assuming that this would make the optimized design stiffer under dynamical loads. Realistic engineering structure requires numerical modeling and indeed, Kamat ͓5͔ analyzed a similar problem using finite element modeling, where he also was seeking to optimize the eigenvalues of a vibrating beam. Shape optimization using boundary elements is reported in Yamazaki ͓6͔ and in Brebbia ͓7͔, who chose to minimize the total weight subject to stress and displacement constraint.
Sinusoidal vibrations are often minimized by means of adding dynamic mass absorbers to a structure. These devices have low impedance close to a preselected frequency and reduce the vibration in the structure in the vicinity of a chosen frequency region. Ran and Elhay ͓8͔ presented a generalization for a multi-degreeof-freedom dynamic absorber where more than one frequency can be suppressed. Optimum design of dynamic absorbers for a system subjected to random ͑white noise͒ excitation is presented in Asami ͓9͔. A review paper dealing with the optimization of structures subject to impact loading was recently published ͑Uwe and Pilkey ͓10͔͒. In this work a direct nonlinear programming approach is described and some attention is devoted to nonlinear structures. Also in this work is the use of an adjoint variable based approach, but the associated heavy computational load, which is typical to such direct-approach methods, is inevitable.
In the past, due to lack of computing power and lack of modeling capabilities, only simple structures under a few idealized excitation patterns ͑i.e., sine, random, impulse͒ were optimized.
Over simplified models usually yield structures that are optimal for a narrow range of operation while a slight change in the frequency of excitation, could cause high vibration levels. The minimization of the vibratory level subject to realistic excitation patterns ͑mostly defined statistically by their power spectral density͒ may lead to a computationally intensive process solving a highdimensional nonlinear optimization problem as described in this paper. A partial analytical solution and a numerical decomposition that is presented here, attempt to overcome these shortcomings.
The paper is organized as following: In the first section the problem at hand and its general formulation is described. The modeling of the structure and the excitation are presented in section 2 and the formulation leading to efficient evaluation of the objective function and its gradients follow in section 3. Section 4 presents some numerical issues concerning the choice of algorithm and parametrization of the geometry. In section 5 some numerical examples are shown and the conclusions are provided in section 6. Several appendices contain some details and are not essential for the main results but convey some information needed in the detailed formulation of the problem at hand.
Problem Definition.
The problem dealt with in this paper is illustrated schematically in Fig. 1 , which shows a structure whose geometry as well as some properties of discrete vibration absorbing devices are optimized. The structure is subject to basemotion, u(t) and to a directly applied force, f(t). The response at some reference points-y(t) is sought to be reduced. Also shown is the deformed structure due to static loading where the static deflection at the reference points is indicated by x s . This problem is mathematically defined below: Optimization problem: 
The optimization problem seeks an optimal vector of parameters, which minimizes a measure of the response J(y) while not violating any of the constraints. In this work the cost function represents the RMS of the response under dynamic excitation. The constraints (a-f) are described in more detail below and in appendix D.
The main contributions of this paper are:
͑a͒ The formulation of the problem is cast in a manner that enables one to approach this problem with a relative ease and to obtain a realizable design ͑b͒ The incorporation of general loading types where uncertainty in their exact nature can be defined and handled automatically ͑c͒ The introduction of a very efficient scheme for evaluating the cost function and the gradients using partial modal ͑eigenval-ues and eigenvectors͒ data for this general type of loading ͑d͒ The ability to realize the optimal geometry of a structure is ensured by providing a suitable construction of the geometry as a combination of smooth functions
The general formulation that is presented here is composed of many details where the constraints, the realization of the excitation and representation of the geometry all require careful attention. In this paper an attempt is being made to highlight some of the considerations that are believed to be central to such an optimization problem.
The model of the structure, which is depicted in Fig. 1 , is optimized with respect to excitation patterns that are defined by means of their power spectral density ͑PSD͒. The excitation models are embedded in a global model as described in Fig. 2 :
Where a f ,b f ,c f and a u ,b u ,c u define the power-spectral density of the external forces and the base motion, respectively ͑more detailed description is given in section 2.1͒.
In order to allow the usage of a standard and yet numerically efficient formulation, the overall model assumes white noise ͑or impulsive͒ inputs ͑Skelton ͓11͔͒. The blocks appearing in Fig. 2 represent a shaping model for the force and the base motion as well as the optimized structure.
Modeling the Dynamic Response and the Combined Excitation
In order to optimize the parameters affecting the dynamic response of a structure, a model allowing one to predict the structural response under various conditions is developed. The model shown here in partitioned form follows the guidelines of Eq. ͑1͒:
Here: x s indicates the unconstrained structural degrees of freedom x u structural degrees of freedom having prescribed motion, x u ϭu f s force acting at structural degrees of freedom f u reaction force caused by the base motion Substituting the constraints, x u ϭu and x b ϭ0, into Eq. ͑2͒, we obtain: M ss ẍ s ϩD ss ẋ s ϩK ss x s ϭM su ü ϩD su u ϩK su uϩf s ͑ t͒ (3)
The dynamics of the structure under the combined loading is described by Eq. ͑3͒, where the right-hand side term forms the combined external excitation. One can notice that the base motion x u ϭu yields right-hand size terms which depend upon the optimized parameters-, i.e. M ss ϭM ss (),..K su ϭK su (). The dependency upon is omitted from all the following equations for brevity.
The models of the displacement ͑base͒ excitations and the direct force u,f s (t) are developed and explained below.
Modeling the External Excitation.
In order to perform the optimization under realistic excitation conditions one wishes to describe the variation of the applied force as a function of frequency as this information is often available from tests and standards. For that purpose, a shaping system is devised so that a fictitious white noise input to the model ͑i.e., a force having equal magnitude for all frequencies͒ is mathematically modified so that the true nature of the excitation is captured. The shaped force is internal to the global model with a predefined power spectral density ͑PSD͒.
A linear shaping system is defined below by a u , b u , c u where the output u(t) representing the base motion has the required properties.
Here q u (t) is the internal state vector. In order to assure that u(t) and its first time-derivative are finite, the model must comply with the following constraint:
Proof: See Appendix A. Using Eqs. ͑3,4,5͒ and Eqs. ͑A1,A2͒ we can express the reaction force due to the base motion as:
Assuming proportional damping i.e., Dϭ␣Mϩ␤K, Eq. ͑6͒ can becomes:
f u ϭ͑K su c u ϩ͑␣M su ϩ␤K su ͒c u a u ϩM su c u a u 2 ͒q u C u q u (7)
One can note that C u is a function of some structural parameters that depend upon the optimized parameter-vector .
In a completely analogous manner the directly applied force is described by a linear shaping system which is defined by:
The complete model is obtained by combining Eq. ͑3͒ with Eq. ͑4͒ and Eq. ͑8͒ in a state-space formulation as shown in the following section.
State-Space Realization of the Structure and the Excitation.
It proves numerically convenient to convert the representation of the complete structure and the excitation into a statespace form. Using Eq. ͑3͒ we are able to write:
where q s ϭ( ẋ s x s ).
Combining Eqs. ͑4,8͒ with Eq. ͑9͒, the complete realization is formed:
where x s , q u , q g represent the structural, base motion and force related state vectors. And e(t), (t) are white noise processes.
The chosen response to be minimized is a linear combination of the state-variables in Eq. ͑10͒ where a natural choice ͑one of many͒ represents the response at point k relative to the base, in this case:
where e k ϭ(0 . . . 1 . . . 0) ͑one at the kth location͒. The output selected in Eq. ͑11͒ defines the requirement that the structure will follow the motion of the base despite its dynamic characteristics and despite the additional external loading.
Efficient Evaluation of the Cost Function and Its Gradients
During the optimization process the measure of the response, the cost function, needs to be evaluated many times. In addition to that, the gradient of this cost function needs to be computed, at every iteration, so that a direction of progression in the parameter space could be determined ͑see Fletcher ͓12͔͒. Practical vibrating structures need to be represented by hundreds or thousands of degrees of freedom in order to form valid models. As an optimization process requires many evaluations of the cost function, any practical optimization scheme must compute the cost function and its derivatives efficiently in a reasonable amount of time. With this goal in mind the computational process, which is described in this section, was developed.
The cost function in this work J(y) is defined in an analogous manner to Bucher and Braun ͓13͔. Assuming random excitation ͑even though the mathematical development here is suitable for deterministic and transient cases, see Skelton ͓11͔; Bucher and Braun ͓13͔͒ we may write:
where Q is some weighting matrix E͓•͔ indicates statistical expectation and tr͓•͔ is the trace operator. Equation ͑12͒ is in effect an expression for the weighted root mean square ͑RMS͒ of the output and for a linear time invariant system such as described by Eqs. ͑10, 11͒ it can expressed in terms of the state-covariance matrix, as the following:
Where the state covariance, Ris the solution for the following Lyapunov equation: Skelton ͑1989͒; Junkins ͑1993͒.
Here the A, B matrices are the system and input matrices from Eq. ͑10͒.
Assuming that e(t), (t) Substituting Eq. ͑16͒ in Eq. ͑14͒ and using Eqs. ͑10,15͒ we obtain 9 matrix equations of which 3 are redundant ͑due to symmetry of R͒ and can therefore be omitted. These reduced order equations can be solved in a particular order as described below.
State Covariance Equations.
The partitioning of the state ͓Eq. ͑10͔͒ allows us to solve some of the equations in a particular order and thus achieve significant saving in the computational effort. The first two equations to be solved define the dynamics of the base-motion and the direct force excitations a uu R uu ϩR uu a uu T ϩb u R ee b u The division of Eq. ͑14͒ into several equations, each having a lower size, allows us to write explicit expressions for the gradients. These equations form several Lyapunov equations as shown below.
Gradients of the Cost Function.
The derivative of the cost function ͑the gradient͒ with respect to a single parameter, can be written as:
Equation ͑23͒ can be derived by differentiation of Eqs. ͑20, 21, 22͒ with respect to k . Performing the required operations we arrive at a set of coupled Lyapunov equations that can be solved in a particular order so that once more, computational efficiency is gained.
Performing the differentiation we arrive at:
Having solved Eqs. ͑24, 25͒ we are able to extract ‫ץ‬R ss ‫ץ/‬ k from: 
Solving the Coupled Covariance and Gradient Equations Efficiently.
The computational effort which is required for solving Eq. ͑14͒ is proportional to n q 3 , where RR n q xn q , additional effort is due to the gradient equations which require a computational effort proportional to n n q 3 ͑where R n 0 x1 ͒. Noticing the fact that all the equations e.g. Eqs. ͑17-26͒ have A ss , a uu and a f f as coefficients we can pre-invert or predecompose ͑see appendix C͒ these matrices only once per iteration and solve for the cost and the gradient equations at an effort proportional to n s 3 where n s is the number of degrees of freedom. The ability to solve n s Ͻ1/2n q equations once rather than n 0 ϩ1 times reduces the computational effort by more than an order of magnitude. Still a significant saving in time is achieved by using a partial eigendecomposition method ͑Parlett ͓14͔͒ as shown in Bucher and Braun 1993 . A complete eigen-decomposition of A ss ͑and A ss T ͒ can be obtained from the eigen-decomposition of the mass and stiffness M ss , K ss as is shown in Blucher and Braun 1993 and in a short form in Appendix C.
Some of the eigenvectors and eigenvalues of M ss , K ss are obtained by an iterative solver ͑e.g. Lanczos, Parlett ͓14͔͒ while the result from a previous iteration serves as an excellent initial guess for the next one. This fact adds more efficiency to the convergence of the solution.
Numerical Aspects of the Optimization Problem
In this section some measures for circumventing problems associated with the large optimization problem at hand are described.
Selection of the Optimization Algorithm.
The size of the problem and the sub-problems being solved during the optimization process, may cause numerical deficiencies due to differences in scales and due to the discontinuity of the constraint boundaries. In this work, emphasis is being put upon the formulation of the physical problem and on efficiency of the cost function and gradients. The optimizer, which was used in this work, was taken from the Matlab™ optimization Toolbox and is hence completely documented elsewhere. The algorithm implemented there is a derivative of the sequential quadratic optimization approach ͑Fletcher ͓12͔͒. Further investigations will concentrate on the optimization algorithm itself.
Using a Smooth Curve
Representation for the Geometry. The optimization process does not generally guarantee that the obtained optimal set of parameters will give rise to a practically realizable structure. In order to improve the ability to manufacture the optimized structure, the geometry is parametrized by a curve ͑or surface͒ represented as a linear combination of n smooth basis functions
where is a coordinate along the geometry, p() is the obtained curve ͑or surface͒, g i () are the basis functions and i are parameters to be determined by the optimization process.
In reality the equations of motion may depend upon a set of piecewise constant parameters h k , thus the projection of the h k -dependent geometry onto the subspace of i -dependent geometry provides the desired smoothed geometry.
The implications of this parametrization can be further clarified by an example, which is shown later in section 5. In this example the thickness of a beam is to be optimized as depicted in Fig. 3 . The smooth curve p() serves as a guideline for the actual parameters-h k in a manner described below.
Projection of the Optimized Parameters and Computation of the Gradients.
Let the geometry of the optimized structure be piecewise constant, i.e.:
The coefficients i are found from the geometrical parameters h k by collecting Eq. ͑28͒ for all possible values. As a result a matrix equation is formed:
where the shorter notation Gϭh will be used.
While the optimization is being performed by varying , we use Eq. ͑29͒ to compute the actual geometric parameters h k . Since an expressions of the gradient ‫ץ‬J(y)/‫ץ‬ k is also needed, we differentiate Eq. ͑29͒ to obtain:
where a more compact matrix form yields, ‫)ץ/‪J‬ץ(‬ ϭG T (‫ץ‬J/‫ץ‬h). During the optimization we compute the gradient using the natural parameters of the problem ͑as described in section 3.2͒ and then we use Eq. ͑30͒ to obtain the projected gradient in terms of . The basis functions g i () were chosen so that G posses orthogonal columns thus, this transformation does not deteriorate the numerical conditioning of the problem. It can be observed in Fig. 4 that the proposed method executes faster than the frequency domain counterpart and the difference in speed becomes more significant as the size of the model increases. This increase is partly because of the smaller number of operations, but mainly due to the smaller storage space needed for the proposed algorithm. ͑The code was run on a Pentium III, 500 MHz with 128MB RAM.͒ It should be mentioned that the proposed method produces an analytical solution and is therefore exact while the frequency domain method performs and approximates calculation RM S 2 ϭ⌺ ͉H()͉ 2 S uu ()⌬, to approximate frequency domain integration. This approximation was found to slow down the convergence of the frequency domain method much beyond the ratio presented in Fig. 4 . With the proposed method, the computation of the gradients produces a computational load, which is similar to the load of the cost function. The frequency domain method, on the other hand, would at best present a computation time, which is n times longer than the computation of the cost function ͑n being the number of optimized parameters, each needs to be perturbed in a finite difference scheme͒.
Illustrative Examples and Test-Cases
In this section several test cases are presented. In the first case the geometry ͑profile͒ of a Bernouli-Euler beam is optimized under several loading conditions. The result of the optimization process is compared for several combinations of loading patterns and conclusions are being made. In the second example an array of spring-mass systems spread along a beam is optimized with respect to a specific loading pattern.
Case A-Optimizing a Beam's Profile.
In this example, the vibratory response as defined in Eq. ͑1͒ is sought to be minimized. The parameters of the optimization are illustrated in Fig. 3 and the loading pattern is composed of a direct force Ϫ f in addition to motion of the base u as ͑shown in Fig. 5͒ The optimization is carried out for the following cases: case ͑A-I͒ Direct force excitation Ϫ f case ͑A-II͒ Base motion excitation Ϫu case ͑A-III͒ Combined base motion and direct force Ϫu and f case ͑A-IV͒ Combined base motion and direct force Ϫu and f Ϫ no static constraint ͑constraint b in equation 1 is removed͒ In all the above cases the material properties were Eϭ70GPa, ϭ2600 kg/m 3 The results of each case are depicted in Figs. 6, 7:
Discussion for Examples A-I,II,III,IV.
In this example the response at the tip was minimized under various excitations and constraints. The total mass of the structure was not allowed to increase more than 40 percent of the original one. The structure was divided into 44 elements, but only the first 6 modes were considered. A band-pass filter 20 to 20.3 Hz modeled the PSD of the excitations ͑both for force and base motion͒.
Examples A-I and A-II show that an identical PSD assigned to the force and base motion excitations, yields different optimized shapes ͑See Figs. 6a,c͒. This illustrates the importance of considering the right type of excitation-base motion or direct force. A combined excitation in example A-II ͑Figs. 6e,f͒ gives rise to a shape and response reduction, which seem to lie between cases A-I and A-II. The largest reduction in the response was achieved for case A-IV ͑see Table 1 , reduction of 1001 of the initial RMS͒. Despite this large reduction, the structure became very soft for static loads to a degree that it is no longer practical ͑noticeable in Fig. 7f͒ . The last example emphasizes the importance of the engineering constraints. In the second example, 11 dynamic mass absorbers are being tuned in order to minimize the effect of a nonsinusoidal force acting at the tip at the structure. A schematic description of the system is provided in Fig. 8 .
The optimization has constraints on the values of the springs, the mass and the total amount of added mass to assure positive values for mass and stiffness of the added devices.
The results for a specific geometry and direct force loading are depicted below.
Discussion for Case B.
The problem of tuning an array of dynamic mass absorbers was treated using the proposed optimization method. The method automatically tunes the spring-rates and mass values so that the response is minimized with respect to the power spectral distribution of force as shown in Fig. 9 . As a result, the natural frequencies of the optimized array of dynamic mass absorbers was distributed in the frequency range where the force has significant influence. This result is neither anticipated nor described in the literature. The total RMS was reduced by an order of magnitude and a reduction in the response is evident for a range of frequencies ͑see Fig. 9͒ and thus the usefulness of the proposed method is evident.
Conclusions
In this paper a computationally efficient strategy for parametric optimization of structures was presented. The method takes into consideration realistic external loading types that can be defined by means of their power spectral density. The formulation of the problem incorporates several constraints that assure meaningful results in the engineering sense and an example demonstrates the effect of not including such an overall approach. A closed form solution for the cost function and its gradients was presented; thus both accuracy and computational speed are gained during the optimization process. The effectiveness of the proposed method was successfully demonstrated via several numerical case studies. New results are shown for tuning an array of dynamic mass ab- Transactions of the ASME sorbers under broad band excitation. The proposed method paves the way towards practical optimization of engineering structures that are represented by finite element models.
