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Solar power can extend the lifetime of wireless sensor networks (WSNs), but it is a very
variable energy source. In many applications for WSNs, however, it is often preferred to
operate at a constant quality level rather than to change application behavior frequently.
Therefore, a solar-powered node is required adaptation to a highly varying energy supply.
Reconciling a varying supply with a ﬁxed demand requires a good prediction of that supply,
so that demand can be regulated accordingly. We describe two energy allocation schemes,
based on time-slots, which aim at optimum use of the periodically harvested solar energy,
while minimizing the variability in energy allocation. The simpler scheme is designed for
resource-constrained sensors; and a more accurate approach is designed for sensors with a
larger energy budget. Each of these schemes uses a probabilistic model based on previous
observation of harvested solar energy. This model takes account of long-term trends as
well as temporary ﬂuctuations of right levels. Finally, this node-level energy optimization
naturally leads to the improvement of the network-wide performance such as latency and
throughput. The experimental results on our testbeds and simulations show it clearly.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Almost all of the available platforms for wireless sensor networks (WSNs) are designed to run on batteries, which have a
very limited lifetime. This energy constraint causes a severe problem for applications in which a sensor system is supposed
to operate for long periods. Moreover, longer lifetimes are necessary if WSNs are to become a ubiquitous part of our
environment. While a lot of effort has been put into developing techniques to make more eﬃcient use of limited amounts
of energy, alternative power sources will eventually need to be employed. Environmental energy has recently emerged as a
feasible supplement to battery power for wireless sensor systems where manual recharging or replacement of batteries is
not practical. The most popular source of the environmental energy is the sun. One particular reason why solar energy is
becoming more widely used is that it has a higher power density (about 15 mW/cm3) than other renewable energy sources,
which enables wireless sensor nodes to be completely self-sustaining. Until now on, however solar-powered WSNs were not
generally deployed due to the perceived cost of solar panel. But, since the cost gets smaller over time, it’s acquiring more
popularity. Solar energy has the following two special properties:
• Periodicity: The sun rises and sets once a day. This is the duration of a charging or harvesting cycle. A new supply of
solar energy can be expected during every harvesting cycle.
• Dynamics: Solar energy varies throughout the day. Commonly, it increases in the morning, decreases in the afternoon,
and is absent during the night. Additionally, it changes from day to day depending on the weather and season.
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completely different from that appropriate for battery-based nodes. While a battery-based sensor node aims to minimize
energy consumption, a solar-powered node must try to optimize the utilization of the harvested energy which it expects
to be replaced periodically. Thus, in more detail, an optimal energy allocation scheme for a solar-powered sensor should
satisfy the following requirements:
• Energy-neutral operation (ENO): The energy input over a certain period should not be less than the amount consumed
during the same period. Because the energy harvested over a period can vary with environmental conditions, a sensor
node should adapt its power consumption to this harvested energy to maintain stable operation.
• Minimizing the waste of harvested energy: Solar energy can be harvested periodically. However, the residual energy
remaining in a sensor node’s battery may prevent this harvested energy from being stored, due to its limited capacity.
Therefore, it is more important to make the best use of the harvested energy than to minimize the energy consumed.
• Minimizing variations in the energy allocation: There is no energy to be harvested when the sun is down. However,
in many applications, data needs to be collected at the same rate at all times. Therefore, a sensor node should reserve
an adequate amount of energy to operate at a constant level at all times. This requirement has often been overlooked
in previous adaptive energy allocation schemes, and meeting it is the main contribution of our new energy allocation
algorithm.
To fulﬁll all of the above requirements, it is necessary to reconcile a varying energy supply with a ﬁxed demand. For
this, a solar-powered sensor node needs an eﬃcient tool for predicting supply so that the demand is ﬁxed accordingly. Note
again that our target application is time-driven WSNs, not the event-driven WSNs.
In this paper, we present both basic and advanced expectation models for a solar energy harvest. Based on these ex-
pectation models, we suggest two time-slot-based energy allocation algorithms to achieve optimal use of harvested energy.
A simple solar energy allocation (SSEA) scheme is designed for a resource-constrained sensor. This is very simple so as to
have a low overhead, but it sacriﬁces some degree of effectiveness in energy allocation. In our preliminary work [1], SSEA
was used to help eﬃcient ﬂow-control scheme. The more accurate solar energy allocation (ASEA) scheme enables a sensor
node to allocate energy more precisely, using a more complicated model for the harvested solar energy. Inevitably, it comes
with a higher overhead than the SSEA scheme.
These eﬃcient node-level energy allocation schemes naturally lead the network-level performance to be enhanced. For
example, end-to-end latency of a sensing data could be very large and highly variant if a node does not use any eﬃcient
energy allocation scheme, since nodes along the routing path might be turned off or sleeping for a long time without any
scheduled waking-up. Moreover, this sleeping time would be longer if the energy allocation scheme cannot make the best
use of the harvested energy, which leads the total throughput of the network to be worse.
The rest of this paper is organized as follows. In the next section we analyze existing schemes for optimizing energy
allocation in solar-powered WSNs. In Section 3 we formulate optimal energy allocation as a linear programming problem.
Then, in Section 4 we describe the SSEA algorithm and the basic expectation model. Extending from Section 4, we explains
ASEA algorithm and the advanced expectation model in Section 5. Several design considerations are discussed in Section 6.
We then describe the effect of our schemes on network-wide performance in Section 7, and evaluate the performance of
our schemes in Section 8. Finally, conclusions are drawn in Section 9.
2. Related work
In recent years, several researchers have become interested in applying solar energy to WSNs. Corke et al. [2] presented
the hardware design principles for long-term solar-powered wireless sensor networks. Minami et al. [3] designed a wireless
sensor system with no battery for environmental monitoring, which is called the Solar-Biscuit. Simjee and Chou [4] presented
a solar-powered wireless sensor node with a super-capacitor energy store, called Everlast. Taneja et al. [5] described a
systematic approach to building micro-solar power subsystems for wireless sensor nodes. However, most research, including
the work mentioned above, has focused only on node-level design, addressing topics such as hardware architectures and
system analysis.
From the viewpoint of energy optimization, the major concern in the design of wireless sensor networks is to minimize
their energy consumption. In addressing this problem, some WSN designers [6–8] have focused on the routing schemes
which consider residual energy in determining optimal paths. Zhao et al. [9] proposed a scheme to balance the quantity of
residual battery energy at each node in a distributed system, and Mini et al. [10] suggested a way of predicting the future
energy consumption of each node. But these approaches all assume the availability of a limited amount of battery energy,
and do not consider what happens if batteries can be charged from another energy source.
Early experiments which considered environmental energy in energy-aware routing [11] predictably demonstrated that
decision-making procedures which take account of environmental energy result in better performance than decisions based
only on battery status, although the application scenario was limited. A version of directed diffusion which takes account of
solar energy has also been proposed [12]. In this scheme, gradients are used to provide information about the solar status
of a nodes’s neighbors, and by incorporating these solar information in the routing decision, it can reduce overall battery
consumption.
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More recently, some researchers have taken harvested energy into consideration in controlling the duty-cycle to sustain
performance levels. Kansal et al. [13] suggested a mathematical condition which would express the conditions under which a
sensor node can operate perpetually, through an analysis of the relationship between harvested and consumed energy. Each
node can then control its energy consumption by means of an energy budget based on an adequate historical data. In more
detail, some operating period is divided into slots of equal duration, and a node controls the energy consumption during
each slot in order to meet the given energy budget for that slot by controlling the duty cycle. Vigorito et al. [14] proposed a
similar scheme in which the adaptive duty-cycle is controlled by an algorithm based on adaptive control theory [15]. Their
main contribution is to present a model-free approach to this problem, which can therefore be applied to other forms of
environmental energy.
In previous work [16,17], we have shown how to use solar energy to maximize the amount of data that can be
retrieved from a WSN by adaptively controlling the reliability. SolarStore [16] adapts the degree of data replication dy-
namically, in a way that takes account of the status of both the battery (capacity and residual energy) and the data
storage medium (capacity and available space). By adaptively shrinking a balance between energy put into sensing and
the transmission of data, the overall loss can be minimized. The other system, AdaptSens [17], provides a layered ar-
chitecture to support adaptive reliability depending on the residual energy in the battery. It consists of a set of layers
which are incrementally activated as more residual energy is available. As more layers are activated, higher reliabil-
ity can be achieved, but more energy is consumed. Both SolarStore and AdaptSens are designed to achieve the best
reliability and to retrieve the largest quantity of data by adapting their performance level to the battery and storage sta-
tus.
This paper examines a rather different problem: how to use harvested solar energy most effectively and how to allocate
it fairly over time, based on a scheme for estimating the solar energy harvest. We did address this problem in earlier
work [18,19], but now we expand and elaborate on the ideas behind balanced energy allocation policies for a wireless
sensor system.
3. Problem formulation
We will ﬁrst formulate optimal energy allocation as a linear programming problem, reconciling maximization of har-
vested energy with minimization of variations in allocated energy. This allocation problem requires an energy buffer such
as a rechargeable battery between the solar cell and the sensor node. This buffer helps the system use the harvested energy
more eﬃciently by storing energy temporarily.
We will assume that the cycle of energy harvests has a period of T (which is 24 hours for solar energy), and that T is
divided into sub-periods (which we will call slots from now on) of an equal duration L, as shown in Fig. 1. The size of L will
depend on the system resources and the application requirements. For example, if an application needs ﬁne-grained energy
allocation and the nodes have enough resources, it is better to use a smaller L. In any case, energy will be allocated to each
slot.
Let E jhrv be the amount of energy harvested during slot j, and let E
j
cons be the amount of energy consumed during the
same slot. The amount of energy remaining in the battery k slots after t0 can be calculated as follows:
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Ebtr(t0 + k · L) = Ebtr(t0) +
k−1∑
j=0
(
E jhrv − E jcons
)
, (1)
where Ebtr(t) is the amount of residual energy in the battery at time t, and t0 is the start time of slot 0.
Let E jalloc be the amount of energy allocated to slot j. If we assume that the node consumes all of the energy allocated
to each slot (E jcons = E jalloc , ∀ j), then energy allocation can be formulated as a linear programming problem, since the
current battery status is totally dependent on the amount of energy harvested and consumed during the previous slots,
as expressed by Eq. (1). The objective function of this programming problem should reﬂect the requirements of optimal
energy allocation: the energy harvested during a certain period should be fully utilized while meeting the condition of
energy-neutral operation, and the variation in allocated energy between slots should be minimized.
Since we try to optimize the energy allocation based on a harvesting cycle of T, an optimal allocation of energy can be
obtained by solving the following linear programming problem:
Find an N-dimensional vector Ealloc = 〈E0alloc, . . . , EN−1alloc 〉 to minimize λ:
λ = Var{Ekalloc}0k<N , (2)
subject to the constraints:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ebtr(t0 + k · L) = Ebtr(t0) +
k−1∑
j=0
(
E jhrv − E jalloc
)
, ∀0 k N,
∣∣Ebtr(t0) − Ebtr(t0 + N · L)∣∣ ε,
0 Ebtr(t0 + k · L) Emaxbtr , ∀0 k N,
0 Ekalloc  Ebtr(t0 + k · L), ∀0 k < N,
0 Ekalloc  E
max
alloc, ∀0 k < N,
where N is T /L, which is the number of slots within T; ε is an acceptable error range; Emaxbtr is the maximum battery
capacity; and Emaxalloc is the maximum amount of energy which a node can consume during a slot. The second constraint in
Eq. (2) is present to fulﬁll the ENO condition, which must be met if nodes are to operate stably and continuously, and the
last constraint expresses our assumption that a node consumes all of the energy allocated to each slot.
Note that the only unknown variable in Eq. (2) is E jhrv , ∀0 j < N . Therefore, if we can know the exact amount of energy
harvested during each slot in advance, we can determine the most appropriate amounts of energy to allocate to all N slots
in a harvesting cycle at the beginning of that cycle (t0), by solving the simple linear programming problem of Eq. (2).
4. Simple solar energy allocation (SSEA)
4.1. Basic expectation model for the amount of harvested energy
As explained before, if the system knows the exact amount of energy to be harvested in advance, it can allocate an
optimal amount of energy to each slot; but it is impossible to know the energy harvest in advance. Therefore, we use an
algorithm to estimate the amount of energy harvested during each slot as exactly as possible, which is simply inferred from
historical information [13].
As shown in Fig. 2, the system maintains an expectation for the energy harvested during each slot. For example, if t0 is
7:00 a.m. and L is 30 minutes, then E0hrv is the expectation of the amount of energy harvested during slot 0, from 7:00 a.m.
to 7:30 a.m., and E1hrv is the expectation for slot 1, from 7:30 a.m. to 8:00 a.m., and so on. Note that in Fig. 2 the time
t0 + NL (the end of slot N − 1) is the same as that of t0 (the start of slot 0) of the next cycle. The time line of Fig. 1 is
unfolded in Fig. 2 for readability.
How can we determine the expectation for each slot? We use historical information about the amount of energy actually
harvested during past slots. As shown in Fig. 3, each node measures and records the actual amount of energy that it
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Fig. 4. Pseudocode of the algorithm used by SSEA to solve the linear programming (LP) problem.
harvests during each slot, and the expectation for each slot is updated as this information arrives. In more detail, if Eihrv is
the amount of energy which is actually harvested during the most recent slot i, then the expected energy harvest during
slot i (Eihrv) can be updated by a moving-average algorithm as follows:
Eihrv = (1− θ)Eihrv + θ Eihrv. (3)
In this equation, Eihrv reﬂects all the values of E
i
hrv which have been measured during previous cycles. However, a prediction
is more likely to be accurate if it is based on recent readings, and thus we should give more weight to more recently
measured values of Eihrv . This weighting is expressed by the factor θ in equation, which is attached to the historical samples.
Since 0 < θ < 1, the contribution of older values of Eihrv becomes progressively smaller. From now on we will call the
expectation of the amount of harvested energy expressed by Eq. (3) the basic expectation.
The basic expectation has an understandable temporal pattern. Generally, it increases during morning slots, deceases
during afternoon slots, and stays nearly zero during the night. The change in basic expectation for each slot can also reﬂect
relatively long-term tendencies such as seasonal or monthly trends. For example, the value of Eihrv is larger in summer than
in winter. In our SSEA, the system uses this basic expectation to allocate appropriate energy to each slot.
4.2. Solving the linear programming problem with the basic expectation model
A node can allocate an appropriate energy budget to all N slots by solving the linear programming problem of formula (2)
with Eihrv , at the start of a harvesting period. Fig. 4 shows the pseudocode of our algorithm, which is invoked at the start
(t0) of every harvesting cycle. Firstly, it tries to determine the amount of residual energy Ebtr(t0) on the battery, and the
expected amount of energy to be harvested during each slot, which is E0hrv ∼ EN−1hrv . Using this information, the algorithm
evaluates formula (2) and ﬁnds an appropriate energy budget for every slot in a harvesting cycle (E0alloc ∼ EN−1alloc ), as shown
in Fig. 5. Then, it goes to sleep until the start of the next harvesting cycle. Since the linear programming problem embedded
in SSEA is only solved once during each harvesting cycle, the computational cost is negligible.
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Fig. 6. Adjusted energy allocation for slot 4 considering the prediction error of previous slots.
4.3. Correction for the prediction and consumption error
4.3.1. Harvesting energy prediction error
SSEA calculates the basic expectation by solving the linear programming problem of formula (2). The basic expectation
may be close to the amount of energy actually harvested during each slot, but they are unlikely to be exactly the same. We
will call this the prediction error for each slot, which can only be known after that slot has passed. The prediction error i
for slot i can be calculated by comparing Eihrv with the value of E
i
hrv measured by the system after slot i has ended.
In SSEA, the prediction error for each slot is used to adjust the allocation to the remainder of the slots in the current
cycle. For example, just after slot 0 has passed, 0 is calculated and the corresponding shortfall or excess energy is then
evenly distributed across the remaining N − 1 slots (from slot 1 to slot N − 1). That is, each of E1alloc ∼ EN−1alloc is adjusted by
0/(N − 1).
Fig. 6 shows how the amount of energy allocated to slot 4 varies with the prediction error. The algorithm shown in Fig. 4
suggests that E4alloc is supposed to be allocated to slot 4. However, this quantity of energy needs to be adjusted according
to the prediction error of the previous slots. Just as 0 is applied evenly across the remaining N − 1 slots, 1, 2 and 3 are
evenly distributed across the remaining N −2, N −3 and N −4 slots respectively. As a result, the adjusted energy allocation
for slot 4 is as follows:
E4adjusted_alloc = E4alloc +
0
N − 1 +
1
N − 2 +
2
N − 3 +
3
N − 4 . (4)
But we have overlooked the prediction error of the ﬁnal slot in the previous harvesting period. If that prediction error is
−1, then −1/N should be added to or subtracted from all of the N slots in this harvesting period. Thus, the ﬁnal adjusted
energy allocation to each slot can be expressed as follows:
Eiadjusted_alloc = Eialloc +
i∑
k=0
i−1
N − k . (5)
Since the prediction error of each slot can only be known after it has passed, Eq. (5) should be evaluated at the start of slot
i in order to consider all the prediction errors from the previous slots (−1 ∼ i−1).
Error correction now has to be performed at the start of every slot, but the overhead for this can be neglected since E0hrv
and E0hrv (which are necessary to calculate the prediction error) are already available for maintaining the basic expectation,
and the complexity of Eq. (5) is very low.
4.3.2. Energy consumption error
Can the node consume all of the energy allocated to each slot? This is a question which SSEA should solve, since one
cannot always control the amount of energy consumed while it is possible to control the amount of energy allocated to
each time slot.
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Actually the energy consumption of the node can be modeled as Econst + Esensing + Ewireless , where Econst , Esensing and
Ewireless is the amount of energy for routine job, sensing job (including storage access) and data sending/receiving job. Since
our target application is a time-driven WSN in which data needs to be collected periodically at all times, we can handle
Esensing by controlling wake-up time on each time-slot. Moreover, we can expect Ewireless approximately for a given wake-up
time since the topology of our target WSN is ﬁxed. Therefore, we can roughly control the energy consumption of the node
for each time-slot by controlling wake-up time. Of course, there could be some error between the amount of allocated
energy and the amount of actual consuming energy since we cannot expect the exact number of sending/receiving data.
There also could be error due to the over-allocation problem which means the node cannot consume the all energy allocated
even though its duty-cycle is 1 on that time-slot. Therefore, we have to correct this kind of energy consumption error by
using the same method for correcting the prediction error dictated in Section 4.3.1.
5. Accurate solar energy allocation (ASEA)
5.1. Advanced expectation model of the amount of harvested energy
As explained in Section 4.1, the basic expectation for each slot can reﬂect relatively long-term tendencies such as seasonal
or monthly trends. However, it cannot account for temporary environmental conditions. Nevertheless, these short-term
conditions are important, especially where the weather changes frequently.
In order to address this problem, we use the parameter ϕ to express the ratio between the actual amount of harvested
energy Ehrv and the basic expectation Ehrv , based on the previous slot. As shown in Fig. 7, if the current time at the
start of slot i is t , then the parameter ϕ can be given the value Ei−1hrv /E
i−1
hrv , so as to represent the temporary weather
conditions around the current time. For example, a value of ϕ which is lower than 1 means that bad weather or other
temporary problems, such as dust on the solar panel, have reduced the amount of energy actually harvested, compared to
the expected value for this time of day.
Therefore, at the current time t which is the start of slot i, an estimate of the amount of energy E˜k%Nhrv that will be
harvested during each of the next N slots, considering the present conditions, can be calculated using the parameter ϕ , as
follows:
E˜k%Nhrv = ϕ · Ek%Nhrv , ∀i  k < N + i, where ϕ =
Ei−1hrv
Ei−1hrv
. (6)
The modulus (%) operation is used in Eq. (6) because solar energy has a periodic property, as shown in Fig. 7.
Note that Eq. (6) has the same weight factor ϕ for every slot. Since the current conditions represented by ϕ are only
valid temporarily, they should have less inﬂuence on the slots further ahead. We therefore use a linear interpolation to
determine an appropriate weight factor for each slot. As shown in Fig. 7, suppose that the current time t is t0 + iL (the start
of slot i) and the parameter ϕ is Ei−1hrv /E
i−1
hrv , then the weight factors increase (or decrease) linearly from ϕ for the next slot
i to 1 for slot N + i − 1 (which is actually slot i − 1 in the next harvesting cycle). To achieve this, Eq. (6) is modiﬁed as
follows:
E˜k%Nhrv =
{
ϕ + 1− ϕ
N
· (k − i)
}
· Ek%Nhrv , ∀i  k < N + i, (7)
where ϕ is deﬁned in the same way as in Eq. (6).
Note that the estimate of the amount of energy harvested during each slot made by Eq. (7) is likely to vary with the
time at which it is calculated, since it is inferred from the conditions at that time.
5.2. Solving the linear programming problem with an advanced expectation model
If our expectation of harvested energy for each of the next N slots is almost accurate, then the solution of the linear
programming problem of Eq. (2) at the start of a harvesting period will provide a nearly optimal energy allocation to all N
slots. However, in reality, the environmental conditions change frequently, so that a single solution to Eq. (2) is not enough.
As explained in Section 5.1, the advanced expectation is designed to provide a more accurate estimation, considering
the current conditions, than the basic expectation. However it should be updated at the start of each slot in order to
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reﬂect the latest conditions, since the actual environmental conditions may change frequently. Therefore, we solve the
linear programming problem of Eq. (2) at the start of every slot, based on an updated value of the advanced expectation.
Fig. 8 shows the situation in which t0 is the start of the harvesting period and the present time t is t0 + i · L. At this time,
the advanced expectation of harvested energy ( E˜hrv) for each slot, which reﬂects the current conditions, can be calculated
using Eq. (7). Based on this result, we want to estimate the optimal allocated energy Ealloc for the forthcoming N − i slots
from the next slot (slot i) to the ﬁnal slot of the harvesting period (slot N − 1). To do so, the following linear programming
problem needs to be solved at the start of slot i:
Find an (N − i)-dimensional vector Ealloc = 〈Eialloc, . . . , EN−1alloc 〉 to minimize λ:
λ = Var{Ekalloc}ik<N , (8)
subject to the constraints:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ebtr(t0 + k · L) = Ebtr(t0 + i · L) +
k−1∑
j=i
(
E˜ jhrv − E jalloc
)
, ∀i  k N,
∣∣Ebtr(t0) − Ebtr(t0 + N · L)∣∣ ε,
0 Ebtr(t0 + k · L) Emaxbtr , ∀i  k N,
0 Ekalloc  Ebtr(t0 + k · L), ∀i  k < N,
0 Ekalloc  E
max
alloc, ∀i  k < N.
The solution to this problem will be a vector 〈Eialloc, . . . , EN−1alloc 〉. We use element Eialloc of this vector as the energy budget for
the next slot, which is slot i, and allocate this amount of energy to that slot. Note that this result is only the best solution
at the present time t . As conditions change from time to time, recalculation must take place at the start of every slot, with
an updated expectation of the harvested energy. Therefore, the actual energy budget for each slot is determined just before
the start of that slot.
To sum up, at the start of every slot i (0  i < N), the system invokes the ASEA scheme. This solves the problem of
Eq. (8), based on the expectation of harvested energy determined from Eq. (7), and calculates Eialloc for the next slot i. The
pseudocode of this algorithm is shown in Fig. 9. The complexity of this algorithm decreases as it approaches the end of the
harvesting period T , since the dimension of the vector which it has to ﬁnd by solving Eq. (8) declines. Additionally, there is
no need to perform any other error correction in ASEA, as there is in SSEA. However, the overhead of ASEA is larger than
that of SSEA, since ASEA needs to calculate the advanced expectations and solve a linear programming problem at every
start of each slot.
6. Design considerations
6.1. Initial battery status
Since the allocation of energy by our two algorithms (SSEA and ASEA) has to take account of the expected battery status
in future slots, it is also affected by the initial battery status. In order for our algorithms to get the best performance, the
initial battery status should satisfy some constraints. There are two extreme cases:
• Case 1 – Shortage of battery capacity: the battery is initially almost full and our algorithm starts at daytime when a
lot of harvested energy is expected during future slots. Since the battery does not have enough space to store this
harvested energy, it will be lost.
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• Case 2 – Shortage of residual energy: the battery is initially almost empty and our algorithm starts at night when no
energy will be harvested during upcoming slots. Thus the energy allocated to these slots must be zero, and the energy
harvested during the daytime is distributed to the remainder of the slots. This leads to a highly variable allocation of
energy to each slot.
Let is be the set of slots in a harvesting cycle, during which the energy harvest is larger than the energy allocation. In
order to avoid the shortage of battery capacity that characterizes Case 1, the capacity for energy should be larger than the
energy surplus, as follows:
Esurplus =
∑
∀i∈is
(
Eihrv − Eialloc
)
. (9)
Similarly, if Esurplus is supposed to be stored in the battery, the problem of a shortage of residual energy in the battery,
which we see in Case 2, can also be eliminated. Therefore, if the amount of energy initially stored in the battery and the
amount of space initially available in the battery are both greater than Esurplus , our algorithm can obtain the best energy
allocation regardless of the start time.
However, we cannot know the exact amounts of energy harvested (Eihrv) and allocated (E
i
alloc) during each of the slots.
Therefore, historical information is again used to predict these two quantities. As explained in Section 4.1, the basic expecta-
tion of energy harvested during each slot (Eihrv) is maintained by the moving-average algorithm of Eq. (3), and the expected
energy allocation (Eialloc) is supposed to be maintained in the same way. However, when we use expected quantities such as
Eihrv and E
i
alloc in Eq. (9) to determine the initial battery status, there is inevitably a small error (ζ ). The value of ζ has to be
determined by experimental observations, since it depends on the environmental conditions in the region where the node
is deployed. To sum up, we need Esurplus + ζ for both the residual energy and the capacity initially available in the battery
to obtain the most satisfactory results.
6.2. Period of the optimization problem
In essence, our algorithms optimize the energy allocation based on a day, which is the harvesting cycle for solar energy.
However, the amount of energy harvested from day to day may be very different. Thus, we may ask, is it reasonable to
optimize the energy consumption (allocation) based on a cycle of a single day?
Our aim is to minimize the variation in the energy allocated to each time-slot. So, the larger the period of optimization,
the closer we can get to this aim. If we were to solve one optimization problem spanning two days, we would expect less
variability in the energy allocation than we obtain by solving the two optimization problems each of which spans one day.
The reason why we cannot extend the period of optimization suﬃciently is the battery constraint.
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As explained in Section 6.1, the battery needs Esurplus + ζ of residual energy and the same quantity of available capacity.
However, the value of Esurplus increases if more time-slots are involved, since the number of elements in is increases. This
means that the optimization period affects to the battery requirement. Additionally, Esurplus is also related to the actual
amount of energy harvest (Eihrv), as shown in Eq. (9). This means that the speciﬁcation of solar-panel and environmental
conditions also affect to the battery requirement. Therefore, the period of optimization should be chosen carefully to suit
the battery and solar panel speciﬁcations, and the environmental conditions prevailing where the sensors are deployed. In
this paper, we choose one day as the optimization period since this is appropriate for the experimental environment of our
testbed; but it would not be diﬃcult to modify SSEA and ASEA to use a different period.
6.3. Forgetting factor for the moving-average algorithm
Another issue in the implementation is to choose the forgetting factor θ which is used in calculating the moving-average
of the charging rate Eihrv and the discharging rate E
i
alloc . Since our schemes is aimed at ‘perpetual’ systems that operate
for a very long time, the forgetting factor should be small, allowing the historical samples to inﬂuence the averages for a
long period. Suppose that we wish a sample acquired H time ago to have a weight of ψ in the moving average, then the
forgetting factor θ should satisfy (1 − θ)Hλ = ψ (so that θ = 1 − ψ1/Hλ), where λ is the sampling rate. Because the length
of a day and night dominates the availability of solar energy, H should be at least 24 hours. Furthermore, the impact of
changes of weather over a short period of time also needs to be smoothed out. But, conversely, H cannot be too large, so
that the system is able to respond to small changes in the climate and seasons. We therefore set H to 5 days and ψ to 0.1
in the current implementation. It would be better if the node adaptively chooses the forgetting factor considering the result
of the scheme since the most suitable forgetting factor is different depending on the weather pattern of the place where
the node is located. We have the plan to address this in the future work.
7. Effect of node-level energy allocation scheme on network-wide performance
The energy allocation schemes suggested in this work are related to the node-level optimization. In this section, we
address how the node-level energy allocation scheme effects on the network-wide performances.
Figs. 10(a) and 10(b) show the operation behavior of a node during a harvesting period when SSEA/ASEA and no energy
allocation scheme runs, respectively. As shown in this ﬁgure, the period of node operation (which is composed of the time
for one wake-up and for one sleep) for SSEA/ASEA is relatively short and predictable due to its time-slot-based operation, of
which period is a predeﬁned value L. On the other hand, the node which has no energy allocation scheme shows a relatively
long period of operation which is usually T . For convenience, we call the network whose nodes operate SSEA/ASEA type-A
network, and call the network in which nodes do not use any allocation scheme type-B network. Type-A network shows
much better performance than type-B network in the following aspects:
• Average end-to-end latency: Fig. 10(c) shows an example of the routing path from data source to sink. When node
i which is on the routing path tries to relay the sensing data, it should wait for the target node waking up if the
target node is currently in the sleep mode. The probability (Pi) of target node i sleeping depends on the duty cycle
of the target node. Since SSEA/ASEA tries to make the best use of solar-energy by minimizing the waste of harvested
energy, the node in type-A network has a larger duty-cycle (smaller Pi) than the node in type-B. Moreover, the expected
queuing time from source to sink is
∑N
i=1 Pi Q (i), where N is the number of nodes in the routing path and Q i is the
average queuing time of node i. As shown in Figs. 10(a) and 10(b), Q i of the node in type-A network is much smaller
than that in type-B network. Since both Pi and Q i in type-A network is smaller than those in type-B network, type-A
network has much smaller average end-to-end latency.
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Li , while it is bound by T in type-B network. Since Li is much smaller than T , there exists very large variance of
end-to-end latency in type-B network.
• Throughput: As explained in the item for average end-to-end latency, the duty cycle in type-A network has a larger
value. Therefore the total sensing data of type-A network is larger than that of type-B network. Moreover, a node in
type-B network has a higher possibility of losing data since it cannot balance the load over the time. Non-balanced
operation, which contains continuous data sensing and relaying, causes to happen memory deﬁcit and high wireless
media interference.
• Value of data collected: In many applications, data needs to be collected at the same rate at all times. In the case of
type-A network, sink can collect meaningful datum which are sensed in balance throughout the time, while type-B
network collects only day-time data.
8. Performance evaluation
We have set up both indoor and outdoor testbeds for solar-powered sensor networks to evaluate the performance of our
algorithms. The outdoor testbed provides a more realistic environment, but it is diﬃcult to conduct a fair comparison of our
algorithms with other schemes on this facility, because experimental results greatly depend on unrepeatable environmental
conditions. To avoid this problem, an indoor testbed has been designed. It has the same systems as the outdoor testbed, ex-
cept for the solar harvesting components. This indoor testbed allows us to evaluate the performance of different algorithms
with the repeatable patterns of solar energy input, and we can construct patterns to mimic a wide range of environmental
conditions. A description of both testbeds appears in our previous works [16,17].
We started our experiment by checking whether the different energy allocation schemes worked correctly in the outdoor
testbed. Then, we gathered traces of the solar energy input, and conducted indoor experiments using this information, to
make a fair comparison of the performance of the different schemes.
8.1. Experimental setup
We deployed 10 indoor nodes, and ran each experiment for a period of 10 days using traces collected outdoors for the
period from July 1st to July 10th, 2008. The average energy harvested by a node during this period was 37.2 Ah.1 We then
conﬁgured the battery emulator at each indoor node to have a capacity of 30 Ah, which we considered to be suitable if
the period of the optimization problem is one day. Note that the appropriate optimization period is related to the battery
capacity, as discussed in Section 6.2. The capacity of the real battery is 98 Ah, but the load controller disconnects the
circuit when the residual energy in the battery goes below a certain point, to protect the battery from over-discharging. By
controlling this disconnection point, we can make the battery operate like a 30 Ah battery.
We then assigned different initial energy levels to the battery in each node, randomly selected between 10 Ah to 20 Ah.
These values almost meet the requirements for initial battery status that are listed in Section 6.1. The duration of a slot is
one hour and the ﬁrst slot starts at 6:00 a.m. We set the maximum amount of energy which can be allocated to each slot
(Emaxalloc in Eq. (2)) to 2 Ah. This is the value we measured when the system is highly loaded and awake for a whole slot.
During the experiments, the application on a sensor node is always recording acoustic data, unless that node is in sleep
mode. As mentioned in Section 6.3, we set H = 5 and used ψ = 0.1 for the forgetting factor θ .
8.2. Experimental results
We selected the following energy allocation schemes to compare with SSEA and ASEA: (a) an ‘ideal’ scheme, which
determines the amount of energy allocated to all slots at the beginning of the harvested period by solving Eq. (2), making
the unrealistic assumption that the amount of energy that will be harvested is known a priori; (b) the naive scheme, which
is the same as SSEA, except that it does not perform error correction (Kansal’s duty cycle control algorithm [13] is based
on this scheme); (c) the greedy scheme, which allocates as much energy to the next slot as possible, and is invoked at the
beginning of every slot (our previous work [16,17] was based on this scheme).
In the ﬁrst case study, we observed two sample nodes on two days with different weather. The performance of Node 1
was measured on the 4th day, when it was rainy, and Node 3 is observed on the 5th day, when it was sunny. Fig. 11(a)
shows the amount of energy allocated to each slot by the different energy allocation schemes, on the 4th rainy day at
Node 1. The residual energy of the battery was initially about 15 Ah, as 50% full. The naive scheme distributes the energy
allocation evenly, but the total amount of energy allocated to each slot is much more than the actual energy harvest, due
to the prediction error of the basic expectation model (Node 1 harvested less energy than the basic expectation on this day,
as shown in Fig. 13(a)). Thus, the naive scheme has no energy to allocate to slots 23 and 24. Moreover the residual energy
at the end of the ﬁnal slot sinks nearly to zero, so it is much lower than it was at the start of the ﬁrst slot, as shown in
Fig. 12(a). This means that the node violates the ENO condition, so it cannot be expected to operate stably and continuously.
1 We use “Ah” as a unit of energy quantity because the voltage is ﬁxed at 12 V in our experiment.
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Fig. 12. The amount of residual energy with the different algorithms.
Fig. 13. The amount of energy harvest estimated by each expectation model.
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residual charge of 15 Ah. Fig. 11(a) also shows that the energy allocated by the greedy scheme is subject to relatively large
changes, since the algorithm tries to allocate as much energy as possible to the next slot without taking the balance into
consideration. This also reduces the amount of energy remaining in the battery to zero after slot 16, as shown in Fig. 12(a),
so the node has then to stay in sleep mode until it is able to harvest some energy during the next cycle.
Conversely, Fig. 11(a) shows that the amount of energy allocated by SSEA approaches the ideal allocation over time. This
is attributable to error correction, which uses the prediction error for the previous slots to correct the amount of energy
allocated to subsequent slots. There is no prediction error during night slots (from slot 12 to slot 24) because no energy is
harvested during the night. Therefore, error correction is not performed during those slots, and this is the reason why there
is no change among the amount of energy allocated to those slots. Additionally, SSEA satisﬁes the ENO condition, as shown
in Fig. 12(a).
We can also see that the actual harvested energy corresponds closely to the advanced expectation, as shown in Fig. 13(a).
This advanced expectation allows ASEA to adapt to changing weather conditions and ASEA achieves the result closest to the
ideal allocation while also achieving to the ENO condition, as shown in Figs. 11(a) and 12(a).
Fig. 11(b) shows the amount of energy allocated to Node 3 by the different schemes on a sunny day. This ﬁgure alone
suggests that the greedy scheme performs the most effective energy allocation. However, looking at Fig. 12(b), we can see
that there is almost no residual energy at the beginning of slot 0, and no energy remains after slot 23. This means that the
greedy scheme allows the maximum amount of harvested energy to be utilized, since it starts with an empty battery, but
it cannot guarantee stable operation of the system during the next harvesting cycle. The greedy scheme does not consider
the ENO condition, as we see in Fig. 12, which also shows that the naive scheme cannot meet the ENO condition due to the
prediction error in the basic expectation model. With these two schemes the residual energy in the battery at the start of
each harvesting period is therefore unpredictable, and thus we cannot guarantee continuous operation of the system.
Fig. 11(b) shows that the ideal scheme, SSEA and ASEA all allocate the maximum amount of energy to many slots after
the starting slot. This achieves maximum utilization of the energy harvest. In other words, since the battery does not have
enough space to store all of the surplus energy on this sunny day, the node can minimize the amount of energy that is
wasted by allocating as much energy as possible to each slot before the battery gets full. Then, these schemes allocate
similar amounts of energy to the slots following slot 12 when there is no more energy to be harvested, while meeting the
ENO condition. Since it is a sunny day, the basic expectation is less than the actual amount of energy harvested, as shown
in Fig. 13(b); thus the naive scheme allocates less energy because of the prediction error. However, SSEA considers this
prediction error, so its allocation is closer to the result obtained by the ideal scheme, as shown in Fig. 11(b). The result from
ASEA is closest to that from the ideal scheme, as shown in Fig. 11(b), since its model of the expected energy harvest is very
close to the actual energy harvest, as shown in Fig. 13(b).
Fig. 14 shows the trace of several key values measured during one week in Node 7. It conﬁrms that both SSEA and ASEA
try to maintain the ENO condition, and there is low variability in the amount of energy allocated to each slot, while they
maximize utilization of the energy harvest. However, ASEA offers more stable allocation than SSEA, since it calculates the
appropriate amount of energy to allocate to each slot at the start of that slot, based on the expectation which adapts to the
weather status, while SSEA calculates it once per harvesting period, using the basic expectation and correcting the error at
the start of each time slot.
Several performance metrics of each allocation scheme were collected from all the nodes for 10 days, and are shown
in Table 1. Firstly, we measured the average duty-cycle, which is the percentage of the time for which the node is awake.
The energy consumption of each node during a time-slot can be characterized by the duty-cycle of each time-slot, so the
information of the duty cycle reveals how effectively a scheme can utilize solar energy. As explained before, a solar-powered
sensor node should maximize the usage of the periodically harvested energy, instead of minimizing the amount of energy
consumed. A higher duty-cycle means that a scheme is harvesting and using the energy more effectively. For example, if the
battery is fully charged during a harvesting cycle, energy is likely to be wasted due to the constraint of the battery capacity.
That is why it is more effective to allocate as much energy as possible to each slot before the battery becomes full.
The naive scheme has the worst duty-cycle and wastes most solar energy, because of the prediction error. The greedy
scheme exhibits a relatively high duty-cycle because as much energy as possible is allocated to the next slot. However, this
scheme has the largest variation in the duty-cycle. This means that a node on which the greedy scheme is active cannot
operate stably. Another problem with the naive and greedy scheme is that there is a considerable difference between
the initial and ﬁnal energy status of the system. This violates the ENO condition, leading to unstable and unpredictable
operation.
The ASEA scheme achieves results closest to those of the ideal scheme in all respects, and SSEA comes next. The average
duty-cycles of both SSEA and ASEA are under 0.7 and the variations of the duty-cycle are under 0.25. This result means
that they maximize the utilization of the harvested energy while giving the balanced energy to each time-slot, and also
shows that there are few over-allocation problems. In particular, our schemes dramatically reduce the number of occasions
on which a node stays in sleep mode during an entire slot. A node which is inactive for a whole slot cannot relay the data
to the sink and cannot sense new data at all. In a WSN for monitoring seismic events, for example, a single missed reading
may mean failure to predict an earthquake.
Additionally, we measured the total executing time for each of SSEA and ASEA over a harvesting period as shown in
Fig. 15. Total executing time for ASEA can be calculated by
∑n−1 E(n − k), where E(k) is the executing time of the lineark=0
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Table 1
Several important performance metrics for different energy allocation schemes.
Ideal Naive Greedy SSEA ASEA
Avg. duty-cycle of each slot 71.21 54.36 68.34 66.49 69.64
Var. of the duty-cycle for a day 0.07 0.462 0.862 0.24 0.11
Ratio of all-sleeping slots (%) 0 9.2 30.7 1.6 0.9
Eresidual(Initial) − Eresidual(End) (Ah) 0 8.2 14.4 1.6 0.84
Wasted solar energy (Ah) 3.2 9.5 3.9 4.7 3.7
program which has k-vector result, and n is the number of time-slots, while that for SSEA is just E(n). Since the executing
time is tightly related to the energy consumption, we can expect that the energy consumption of each scheme would
show the similar tendency as shown in Fig. 15. This result shows that SSEA has a better scalability than ASEA. The average
executing time of ASEA per time-slot is within 1 second until the number of slot comes up to 36, but it glows more sharply
after that. Therefore, we have to decide carefully which scheme is more suitable in a target application, depending on the
resource status and the application requirement. To sum up, ASEA enables a sensor node to allocate energy more precisely
while sacriﬁcing more system resource.
Finally, we evaluate the effect of our node-level energy optimization on the network-wide performance. Since testing
with 10 nodes in our testbed cannot be enough to evaluate the network-wide performance, we add 10 simulated node
(total number of nodes is 20), in which Gabriel graph [20] is used as a logical topology. We use FACE scheme [21] as a
routing protocol since it is one of the eﬃcient location-based routing schemes which can guarantee the data delivery if
the path exists. Each node is randomly assigned to one of the three sampling rates whose ratio is 1:2:4, and the total data
input rate of the network is 40 fps (ﬁle per second) with the same ﬁle size. During the experiments, the application on a
node is always recording acoustic data, unless that node is in sleep mode. Fig. 16 shows the average end-to-end latency,
variance of the latency and application layer throughput for two networks, each of which deploys the sensor nodes running
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Fig. 16. Comparison of the network-wide performance.
with SSEA scheme and greedy scheme, respectively. As shown in Fig. 16, the SSEA-scheme-based network shows the much
better result in all of three performance aspects than the greedy-scheme-based network, and this result supports our claim
explained in Section 7.
9. Conclusion
Harvesting solar energy is a viable way of supplementing battery power for many remote sensing applications. Solar
energy is an inexhaustible supply which can potentially allow a system to run for ever, but it is not easy to make best use
of solar energy, because of its uncertainty and the constraint of battery capacity. Optimal allocation of harvested energy is
the key to maximize the performance of solar-powered WSNs.
We have put forward a model of energy harvesting in solar-powered sensor networks, and presented both basic and
advanced expectation models. We also developed two practical algorithms to allocate the harvested energy to each time-slot.
The simple SSEA scheme uses a basic expectation model, which is designed for a resource-constrained node, and the cost of
the resource allocation process is very low. The more advanced ASEA scheme is based on an advanced expectation model,
and is suitable for a node which needs a more precise energy allocation and has adequate resources to support additional
computation. Both algorithms minimize variability in the allocation of energy over time, leading to a more stable application
performance, while at the same time maximizing utilization of the energy harvest. Most of all, the main advantage of these
new algorithms is that they can contribute to enhance the network-wide performance.
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