I. INTRODUCTION
T HE sequences over a finite field GF with (ideal) two-level autocorrelation have important applications in coding, communications, and cryptography. It is well known [5] that a balanced binary sequence of period with two-level autocorrelation is constant on cyclotomic cosets, i.e., for all and some fixed value of . Moreover, there is a cyclic shift of the original sequence for which . Such binary two-level autocorrelation sequences are in one-to-one correspondence with cyclic Hadamard difference sets with parameters . Perhaps best known among such sequences are the -sequences, which correspond to Singer difference sets. For any primitive element in GF , the set of -sequences is given by where and are distinct -sequences iff and belong to different cyclotomic cosets.
In the last three years, the study of binary sequences with two-level autocorrelation has made significant progress. Several new classes of binary sequences with two-level autocorrelation have been discovered. All cyclic difference sets of period have been determined for all [4] . The authors found that the Hadamard transform of three-term sequences is determined by one of the -sequences [6] (a three-term sequence is defined by , ). Dillon first successfully applied the Hadamard transform to a proof that the Welch-Gong transformation sequences, conjectured in [12] , have two-level autocorrelation when is odd by showing that the Hadamard transform of the Welch-Gong transform sequences is equal to the Hadamard transform of one of the -sequences. A few months later, he and Dobbertin [3] confirmed all the newly conjectured classes of two-level autocorrelation sequences of period for odd by also showing that these sequences have the same Hadamard transform as one of the -sequences. Based on this observation, by extending the above approach we develop a new method to study and search for two-level autocorrelation sequences over a finite field GF where is a prime. We call this the (iterative) decimation-Hadamard transform (DHT) . Using the second-order DHT, and starting with a single binary -sequence (when is odd), we believe one can obtain all the known two-level autocorrelation sequences of period which have no subfield factorization. (We will give the definition for subfield factorization of sequences in Section VII .) We have verified this for odd . Interestingly, no previously unknown examples were found by this second-order DHT process for any odd . This is supporting evidence (albeit weak) for the conjecture that all families of cyclic Hadamard difference sets of period having no subfield factorization are now known, at least for odd . This paper is organized as follows. In Section II, we give some preliminary concepts about sequences that we frequently use in this paper (for more theory on sequences, the reader is referred to [5] , [7] ). In Section III, we introduce the concept of iterations of the DHT. We do not restrict ourselves to the original Hadamard transform. Instead, we apply more general group character theory to such cases [10] , [16] . In the second-order DHT of sequences, we perform decimation twice so that it is related to an integer pair . This pair determines whether it can produce other classes of two-level autocorrelation sequences; we call this case a realizable pair. In Section IV, we determine a set of special realizable pairs for all two-level autocorrelation sequences over GF . In Section V, we prove that the number of realizable pairs for any two-level autocorrelation sequence takes the values or . In Section VI, we show some realizable pairs for binary -sequences. In Section VII, we first introduce the concept of subfield factorization of sequences over GF with period . Then we present the experimental results on the second-order DHT of binary -sequences.
We will continue to investigate odd values of , to look for analogous results with even for the binary case, and to explore the nonbinary case. (Note that two-level autocorrelation sequences over GF are in one-to-one correspondence with cyclic Hadamard difference sets with parameters , , .)
II. PRELIMINARIES
In this section, we present some preliminary concepts about sequences that we frequently use in this paper. The following notation is used throughout this paper.
• represents the integer ring; , the real number field; and , the complex number field.
• is a prime number, a positive integer, and . is a one-to-one correspondence between and through the trace representation (1) . Note that in the language of algebraic geometry, is called an evaluation of at [15] . We adopt this term in this paper. That is, if is the trace representation of , then we also say that is the evaluation of at . If , i.e., then is an -sequence over of period of degree . (For a detailed treatment of the trace representation of sequences, see [14] , [7] .)
B. Decimation of Periodic Sequences
Let be a sequence over of period and let be the trace representation of . Let . Then a sequence whose elements are given by is said to be an -decimation of , denoted by . The trace representation of is . That is, we have
For example
If is an -sequence of period and , then , the -decimation of , is also an -sequence.
C. Additive Character
Let , a complex primitive th root of unity. The canonical additive character of is defined by [13] (2)
D. Autocorrelation
Let be the complex conjugate of . The autocorrelation of is defined by (3) where is a phase shift of the sequence and the indexes are computed modulo , the period of . If has period and if if (recall ) then we say that the sequence has an (ideal) two-level autocorrelation function.
In particular, if and has two-level autocorrelation over , according to the result in [8] In this section, we develop a new method to study and search for two-level autocorrelation sequences by applying group character theory [10] , [16] . We first present the following lemma whose proof comes directly from the definition of the autocorrelation function. 
Proof of Theorem 1:
Note that in definition is equivalent to saying that is balanced. Thus, the result is immediate from the definition of orthogonal functions and Lemma 2. 
Remark 1:
Let be the trace representation of the sequence . Then is the trace representation of the -decimation of the sequence. If we take , then , the first-order DHT, is the Hadamard transform of . Hence, the computing process consists of first applying the decimation operation (corresponding to the sequence), then the Hadamard transform. Note that here, the trace function is replaced by any orthogonal function.
Remark 2:
If with , then is the extended Hadamard transform introduced in [9] for the analysis of the Data Encryption Standard (DES).
Definition 3:
With the above notation, let
. We define is called the second-order decimation-Hadamard transform of (with respect to ), the second-order DHT for short.
Remark 3: If
, then the second-order DHT divided by is just the inverse Hadamard transform of . For the first-order DHT, we have the following result.
.
2) . That is, . In particular, for , is an integer. That is, .
From the definition and Lemma 3, the following proposition for , the second-order DHT of , is immediate. Lemma 4:
Let
, i.e., . Let be the set consisting of polynomials over in . ( is a subring of and .) Note that . Thus, From Definition 3, the following result is easy to establish.
Proposition 1:
That is, for the fixed pair is a map from to . In order to prove Theorem 2, we need the following lemma.
Lemma 5:
Proof: Using the orthogonal property of , the left-hand side of (7) (6) . If for any with , then the evaluation of is a two-level autocorrelation sequence which is shift-distinct from the evaluation of .
This result provides a new method to search for sequences with two-level autocorrelation.
Definition 5:
Let be realizable and let be defined by (6) . Then we say that or the sequence , the evaluation of , is a realization of under . We also say that is a realizable pair of from (under ). The values of the second DHT are as shown in the second expression at the bottom of the page. According to Definition 5, is not realizable.
In the preceding example, we take . This is a very interesting case which leads to the following definition. 
Lemma 6:
Note: A self-realizable pair does not give any other class of two-level autocorrelation sequences except for the class given by itself. But it is still worth determining how many of these there are.
Remark 5: If
, the case of represented Singer sets or -sequences, then Remark 6: We can iteratively define the th-order DHT of by using Definitions 2 and 3.
With the notation in Definition 3, let , , , and . We define is called the th-order DHT of (with respect to ). However, this transformation only has theoretical interest, so we do not discuss it in this paper.
In the remainder of the paper, we will discuss the secondorder SDHT of where is an arbitrary orthogonal function, or equivalently, the evaluation of is a two-level autocorrelation sequence.
IV. SELF-REALIZABLE PAIRS Let be a two-level autocorrelation sequence over of period and let be its trace representation. In this section, we determine a set of self-realizable pairs for , the second-order SDHT of or . First we introduce a set related to cyclotomic cosets for easier presentation of the result. ; , the cyclotomic coset modulo ; and , the smallest integer such that . Let .
Cyclotomic Coset Set

Lemma 7:
Let be the number of irreducible polynomials over of degree . Then and Remark 7: From the theory of linear feedback shift register (LFSR) sequences [5] , is the number of shift distinct LFSR sequences over with degree dividing , and is the number of all shift distinct -sequences over of degree .
For simplicity, we represent the elements of by coset leaders, i.e., is a coset leader and Theorem 3: For , the second-order SDHT of , defined in Definition 6, and for each , there exists exactly one realizable pair such that Proof: Let . From Lemma 2 we have (8) Note that the first-order SDHT of is given by (9) For each , we make a change of variables by setting
Then we get and Let and be the solutions of the equations
in . Then we have and . In the following, we discuss the cases and separately. In other words, every orthogonal function has all pairs in as self-realizable pairs.
V. REALIZABLE PAIRS FOR THE BINARY CASE
In this section, we discuss the realizable pairs for binary twolevel autocorrelation sequences. Throughout this section, we assume and to be two shift distinct binary two-level autocorrelation sequences and and to be the trace representations of and , respectively. In this case, we have . Note that the following computation on integers is carried out in .
Theorem 4:
With the above notation, assume that is a realizable pair of , and the realization is , i.e., . By the variable change and replacing by , the above identity is equivalent to the following identity: (15) where . Substituting (13) into (15) (16) is true. This is equivalent to there being a permutation from to . Since , there are six permutations from to , which can be represented by the elements of , the group consisting of the permutations of (i.e., the symmetric group on three letters 
From (17) and (18), we have (20) i.e.
Substituting (21) We now group , (32), and (30) together as follows:
which gives the following cycle on the realizable pairs:
From the group of (31), (26), and (22) we get the following cycle: Table I .
VI. REALIZABLE PAIRS OF BINARY -SEQUENCES
In this section, we exhibit realizable pairs of binary -sequences by applying the recent work of Dobbertin and Dillon [3] and Corollary 3.
We use the following notation to represent the known binary two-level autocorrelation sequences (or Hadamard difference sets).
• , the trace representation of the Welch-Gong transformation sequences [12] .
• , the trace representation of Dobbertin's Kasamipower-function construction sequences [3] for , where for it gives the three-term sequences [12] and for , the five-term sequences [12] .
• represent the hyperoval sequences of Glynn types I and II [11] . (Note that the Segre hyperoval sequences are sequences in .) • , the Hall sextic residue sequences.
• , the quadratic residue sequences.
According to [3] (1999) of Dobbertin and Dillon and the definition of the second-order DHT, we directly have the following lemma.
Lemma 8:
Let be an -sequence whose elements are given by where is a primitive element of , and let and . Then
1) , for
In other words, is a realizable pair of and the realization is the -decimation of the sequence defined in [3] . 2) , where where for Glynn I and for Glynn II. That is, is a realizable pair of and the realization is the Glynn I or II sequences.
3)
where for That is, is a realizable pair of and the realization is the Welch-Gong (WG) sequences. 
VII. EXPERIMENTAL RESULTS
In this section, we present our experimental results on the realization of -sequences. First, we give the definition of subfield factorization of the sequences (or functions). This is supporting evidence (albeit weak) for the conjecture that all families of cyclic Hadamard difference sets of period having no subfield factorization are now known, at least for odd .
Remark 9: For the case of , we have now completed only a partial computation of . It is expected that the whole computation will be computed in the near future. In the accompanying three tables, we list the realizations which give irreducible two-level autocorrelation sequences for odd with where Table II lists the result for  and , and Tables III and IV for  and , respectively. We keep the same notations: , , , , and as defined in Section V. But here we would like to separate the three-term sequences and the five-term sequences from because of the following special properties that they have. We will denote the trace representations of three-term sequences and five-term sequences by and , respectively. Let . [12] ). Then is an involution, i.e., ( represents the composition of and itself), and the five-term sequences and WG sequences are related by .
The result on is proved in [1] and the result on in [12] . Note that except for three-term sequences, only -sequences have the involution property.
In Tables II-IV , in the column under the title , we list the set of exponents of all trace terms appearing in the realization . (Note that the set of exponents of all trace terms appearing in is said to be the null spectrum of .) We use to represent the number of terms in . For each class, we only list one realizable pair and the trace representation of the corresponding realization. For the rest of the six pairs (or two pairs) and the trace representations, one can compute these by applying Corollary 3.
For example, in Table I , the third row in the frame for means that when , then the five-term sequences, , Glynn type II hyperoval sequences and Segre hyperoval sequences are the same, i.e., which is obtained by the realizable pair . In other words, we have or equivalently
Note: For the case of in Table I , means that it is a realizable pair of , the trace representation of one sequence in the class of the Hall sextic residue sequences. In other words, we have
