Abstract-Noise reduction is often performed at an early stage of the image processing path. In order to keep the processing delays small in different computing platforms, it is important that the noise reduction is performed swiftly. In this paper, the block-matching and three-dimensional filtering (BM3D) denoising algorithm is implemented on heterogeneous computing platforms using OpenCL and CUDA frameworks. To our knowledge, these implementations are the first successful open source attempts to use GPU computation for BM3D denoising. The presented GPU implementations are up to 7.5 times faster than their respective CPU implementations. At the same time, the experiments illustrate general design challenges in using massively parallel processing platforms for the calculation of complex imaging algorithms.
I. INTRODUCTION
Noise reduction a.k.a. image denoising is an old problem in the field of image processing. Albeit it has been studied for decades it is still a valid challenge and the theoretical limits of restoration are unknown. The state-of-the-art method blockmatching and three-dimensional filtering (BM3D) invented by Dabov et al. [1] provides very good results in terms of visual image quality, but the complexity and the computational requirements of the algorithm limits its usage. The denoising is often performed on the raw output of the camera sensor to provide a cleaner signal for the further processing steps. Therefore, the computational speed of the denoising algorithms needs to be considered.
The recent achievements in the field of heterogeneous computing open up many opportunities in image processing. The current general-purpose graphics processing unit (GPGPU) platforms such as CUDA and OpenCL make it possible to use the massive concurrent processing power of GPUs for generalpurpose computing. Fig. 1 shows a top level view illustrating the parallel capacity in GPUs. This is very appealing for image processing since most algorithms or at least parts of them can be designed and implemented in the parallel format.
When considering the computational requirements of the algorithms and their suitability for GPGPU computing, the algorithms that need less data to process one sample, produce non-overlapping output and have less complexity are more suitable. The NL-means [2] denoising algorithm has been proven to be well suited to GPGPU computation. Several implementations of NL-means using GPGPU have emerged in the field of biomedical image processing, where the algorithm has been extended to support also multidimensional denoising of magnetic resonance images or video sequences [3, 4] . With a small search window the computational complexity is low and it is possible to implement the NL-means filter by using solely deterministic calculation. Other GPU implementations of wavelet-based [5] and adaptive bilateral filtering [6] image denoising algorithms exist also.
This paper presents three implementations of the BM3D image denoising algorithm which utilize the OpenCL and CUDA platforms. Design guidelines for developing a GPU implementation of such an algorithm are presented also. The developed solutions outperform the available implementations in terms of processing speed by being up to 7.5 times faster than their respective CPU implementations, and are competitive in visual denoising quality. To our knowledge, this work presents the first open source implementations of the BM3D algorithm that use GPU computing. The implementations were tested on NVIDIA's GTX 650 and Tegra K1 GPUs. 
II. BM3D ALGORITHM
In this section, the BM3D algorithm [1] is described. The algorithm combines the best of both spatial-and transformdomain methods. Likewise to non-local (NL) means algorithm [2] , BM3D utilizes also patch distances to gather similar pixel groups together to reveal self-similarities of the patches under the noise. This patch comparison is called block-matching, where the name of the algorithm also refers to. The "3D" part of the name comes from stacking the matching blocks into a 3-dimensional image to be able to use collaborative filtering on them. This collaborative filtering reveals the finest details shared by the blocks while keeping the unique features of individual blocks mostly untouched. [1] A. Structure
The algorithm is divided into two major steps. The first step focuses on producing a basic estimate image which has significantly less noise than the noisy image. In the second step the basic estimate is used as a block-matching base for empirical Wiener filtering. According to Dabov, this second step has been empirically confirmed to improve the image quality compared to the first step output [1] .
B. Block-matching
The grouping of the blocks is realized by block-matching. Blocks that have high similarity with the reference block are considered for a group. The similarity is measured with a distance function (1) where is a 2D coordinate in the noisy image, the coordinate of the reference block, the length of a side of a square block and a noisy fixed-size block located at coordinate . The distance is effectively measured as sums of squared differences (SSD) between blocks.
According to Dabov et al. [1] the distance function presented in (1) produces good results when the standard deviation (SD) is low and the size is not too small, but with high or small the probability densities of distances can overlap heavily. To avoid this problem the block-matching can also be done in transform-domain.
The measured distances are composed into a set of coordinates , where only the nearest distances are taken into account by thresholding them with a threshold-value :
(2)
C. Collaborative Filtering
Now the most similar blocks of a reference block are known and can be stacked together to form a group of blocks . Then a linear transformation is applied to this group. The transformation reveals the shared features between blocks efficiently. In the transformed data the shared features have large coefficients while the noise is mostly presented with small coefficients. By thresholding these small coefficients to zero it is possible to reduce noise significantly and keep the unique details in place. The collaborative filtering can be presented as (3) where is the resulting filtered group of blocks in spatial domain and the hard-thresholding operator. The 3D linear transform is usually implemented as separate 2D and 1D linear transformations as shown in Fig. 2 . If is high, the 2D linear transformed blocks from distance calculation can be used here to avoid redundant transformations.
Different types of linear transformations can be used for the filtering, and the output quality and the speed of computation may vary based on the selected transformation type. In general, Haar wavelet transformation and Walsh-Hadamard transformation are the fastest options, because these transformations can be calculated with only a few addition operations. 
D. Aggregation
After filtering the group of blocks, they need to be put back in place to the result image. Each group may however have different amount of noise to begin with and this should be compensated. Dabov et al. [1] propose that instead of taking into account all the effects of differencing variances and biasing within individual pixels, it is enough to give more weight to blocks with less noise and less weight to those with much noise. This is done by calculating the amount of non-zero coefficients in a group after thresholding and creating the weight based on that as
The variance adjusts the amount filtering applied to the basic estimate. With the weight the group can be aggregated into the result image as a weighted average. Because the blocks inside a group may overlap, the result of summing the weighted averages needs to be normalized by dividing the result with the sum of the weights. The result image becomes then (5) where is a binary operator which is 1 in the area of a block and 0 outside, and is the area of the input image.
E. Wiener filtering
To further improve the quality of the BM3D algorithm, in step 2, Wiener filtering is used in co-operation with the basic estimate from step 1. The SSD calculation is performed again but with the basic estimate as the base image:
denotes the set of similar block coordinates of a reference block positioned at in the basic image. The empirical Wiener filter shrinkage coefficients for collaborative filtering in the second step are defined as (7) Similarly to the weights in the first step, the variance adjusts the amount of Wiener filtering applied to the final image. The stack of blocks , which are the corresponding blocks at coordinates in the noisy image , is 3D linear transformed and filtered by using the Wiener shrinkage coefficients . Finally the filtered stack is inverse transformed back to spatial domain. This process is as follows: (8) where the output is the final denoised image estimate from step 2. This image still needs to be aggregated and normalized as in step 1 (5) with weights (9) where the weights are derived from the -norm of the filter coefficients.
III. BM3D FILTER IMPLEMENTATION

A. Reference Implementations
At the time of conducting this study, only one implementation of the BM3D algorithm with open source code exists online. This program, created by Lebrun [7] , is done using standard C++ and is compilable on various operating systems with minor changes. The program executes only on host central processing unit (CPU), but can be compiled to use multi-threading with the OpenMP library. It has also some features, such as color channel processing, integral images and weighting using Bessel's correction, which are not implemented in the presented implementations.
Another implementation for reference use is the MATLAB program created by the original author of the BM3D algorithm [1] . The algorithm code is distributed as binary MEX-files and therefore design choices cannot be fully compared with the implementations presented in this paper. The performance can still be measured and will be compared in Chapter IV.
B. GPU Implementation
In this section, the structure of the OpenCL implementation of the BM3D algorithm is described. To our knowledge, no previous BM3D algorithm GPU implementations exist publicly. The implementation was done using ANSI C code in the host application and OpenCL version 1.1 in the kernel code. The kernel code consists of three kernels: calc_distances, bm3d_basic_filter and bm3d_wiener_filter. Fig. 3 shows a data flow diagram of the kernels. Both steps of the BM3D algorithm use the calc_distances kernel first and then the respective kernel. The calc_distances kernel does the block-matching step of the algorithm described in Section II.B. It saves the positions of most similar blocks of each reference block into a memory area in global memory in a cached manner. These positions are used in multiple kernels simultaneously.
As the naming suggests, the bm3d_basic_filter kernel does the step of creating the basic estimate image described in Sections II.C and II.D. Each kernel instance produces a portion of the output image. The size of this portion is fully configurable and has effect on the performance. The parallelization of the algorithm is discussed in more detail in the following Section III.C. Lastly the bm3d_wiener_filter kernel is responsible for applying the Wiener filtering step, described in Section II.E, between the noisy original and the basic estimate images. The kernel works essentially in the same way than the bm3d_basic_filter kernel, but requires more register memory because two 3D similar block stacks are needed to be kept in memory instead of only one.
For the use of collaborative filtering, the 3D linear transformation functions were implemented using the Loeffler's discrete cosine transform (DCT) method [8] for fast computation. However, faster computation could have been achieved by using BinDCT [9] or AAN DCT [10] . An option to use 1D Haar wavelet transform method was provided with the implementation. Choosing different transform methods may have some effect on the denoising quality and computational performance.
The kernels were coded to use mostly local variables residing primarily in the register memory area of the execution device. Therefore a single kernel instance requires much space from the register file on a streaming multiprocessor. This is because the register memory is the fastest memory to use on a GPU and local variables are also more convenient to maintain in the code. However using much register memory forces to have less parallel threads running simultaneously to avoid register spillage to slow global memory. Hence the occupancy of a GPU is kept rather low in the implementation. For example, when , and 32-bit floating point units are used, a single 3D stack reserves 8 kilobytes (kB) of memory. NVIDIA GeForce GTX 650 has 64 kB of register memory per SMP available. Therefore, less than eight threads using only register memory can run in parallel at maximum. According to Volkov [11] decisions regarding to this tradeoff can improve performance significantly.
Using the shared memory efficiently turned out to be problematic in the implementation. The shared memory is usually relatively small in size; for example on GTX 650 there are only 48 kB available to be used in a work-group. Since one work-group consists of multiple work-items and the data to be processed is a large two-dimensional area, it was not feasible to fit in all the needed common readable data. The option in NVIDIA GPUs to use shared memory as a L1 cache was a good compromise to gain some performance improvement.
Similarly to the reference implementation by Lebrun [7] , an option to multiply the filtered blocks with a Kaiser window was added to the implementation. As originally proposed by Dabov et al. [1] , the window may reduce the border effects visible on the final images.
The proposed implementations use unnormalized coordinates for accessing the image data. Both of the GPGPU frameworks did not support texture mirroring in the border areas of the images when the unnormalized access method was used. Therefore the edge areas in the proposed results had some distortion compared to the reference implementations. Complex edge handling logic was left out in the GPGPU kernel codes with the cost of slightly worse PSNR results. 
C. Parallelization
Two methods for parallelizing the BM3D algorithm were tried when developing the implementation. The first attempt was to assign each work-item to process a single reference block and its neighborhood. The outputs were written in layered areas in the global memory. Once the work-group had all work-items processed, one work-item was assigned to merge the intermediate results in the layers into group results. Then after all groups had processed their items, the host application merged the group results into the final image. Since the algorithm requires writing the weight map separately, the memory requirements for the output writings are doubled.
The memory requirements raised an issue with the first method in terms of scalability. The intermediate results required much of memory space to store and processing images with greater resolution turned out soon to be impossible. Also removing the layering by serializing the write operations was not an option when seeking a true parallel solution.
The second method is similar to the parallelization used in the implementation by Lebrun [7] , and is shown in Fig. 4 . In the method, the memory dependency pattern of many-to-many in the algorithm is redundantly reduced to be type of many-toone, which eliminates the need of writing intermediate results thoroughly. This is achieved by dividing the workload equally between threads by assigning fixed-size portions of the output image for each thread to compute. Each portion can be calculated by a single thread by computing and adding also the results of the neighboring reference blocks which have an effect on the portion. As said, this introduces a lot of redundant calculation in kernel instances, since the same results are being computed multiple times concurrently and the results outside a thread's output area are discarded. This method adds a lot of latency in computing a single work-item, but reduces the overall memory requirements and adds scalability in terms of resolution. It was noted that the size of a portion should be a multiple of , because then the results of the blockmatching can be cached and reused more efficiently in all filter threads.
The amount of redundancy depends solely on the size of a portion and the size of a search window, i.e. the ratio between them. In the implementation of Lebrun [7] , the overhead is much smaller since the parallel processing is done using OpenMP and the amount of parallel threads is small, e.g. 4-8 threads processed on a CPU. Therefore the output image is divided into same amount of portions than there are threads, and redundant calculation appears only in the border areas of a portion. Then each thread is responsible for computing a wide area of payload, in contrast to small payload on massively parallel computation.
The OpenCL kernel code was also ported for the CUDA platform to be able to run the filter on a NVIDIA SHIELD mobile device. 
IV. RESULTS
This chapter presents the results of the designed BM3D algorithm implementation. Section IV.A describes the used testing environment in all test cases in Sections IV.B-IV.D. In Section IV.E the overall performance based on the results is evaluated. The result comparisons focus more on comparing the performances of the implementations while the statistical image quality is less considered. The overall performance results are visible in Fig. 8 and Fig. 9 .
The test cases consist of three test images with varying sizes. Images with different sizes were used because the image size is proportional to the execution time of a filter. The test cases included only grayscale images with no color information and all the photographs were captured digitally using mobile phone cameras. Two of the images had different levels of synthetic noise added into them and one image had significant amount of natural noise. The synthetic and natural noise differ in their characteristics and therefore the visual quality after filtering and the filter parameter requirements can also vary between these two. The synthetic noise is only AWGN added to an image, but the natural noise can consist of various noise types. Two different filter parameter profiles were used, and these profiles are described in detail in TABLE I. Five different implementations were compared with each other having the same filter profile in use in each test case. These five implementations are referred as Lebrun [7] , Baseline by Dabov et al. [1] , OpenCL, CUDA and Mobile CUDA. The test execution times were averaged from five sequential test runs.
A. Test Environment
The test cases described in the following sections were run on a computer which had an Intel i5-4570 processor as a CPU, 8 gigabytes of random-access memory (RAM) and NVIDIA GeForce GTX 650 GPU with 1 gigabyte of memory. The processor has four physical processing cores and no support for Hyper-Threading Technology, and the GPU has compute capability version 3.0 and 384 CUDA cores. All tests were run on 64-bit Windows 7 operating system. The reference CPU implementations were allowed to use multithreading, albeit it is unknown whether the baseline MEX implementation utilizes multiple CPU cores. Additionally, NVIDIA SHIELD, which is a mobile Android tablet device with the CUDA platform and a Tegra K1 192 CUDA core GPU, was also used for further comparison in the tests.
B. Test Case 1: FHD Image with Simulated Noise
The image in this test case presents several objects with different levels of focus. The image resolution is 1920 × 1080 pixels and the noise is generated with standard deviation value of 35. The image and the results can be seen in Fig. 5 With FullHD images the GPGPU starts to add some value to the computational performance. With the modified profile the computation of the image is over four times faster using a GPU with OpenCL than a CPU, and the PSNR is even better with the presented implementations. The variation in PSNR results is due to different edge handling logic in implementations. The implementation by Lebrun was not able to process FullHD images without modifications, and the reason for this is discussed in more detail in Section IV.E. It took too long for the mobile CUDA implementation to process the FullHD image with the original filter profile and the execution was timed out. 
C. Test Case 2: UHD Image with Simulated Noise
The second image has a resolution of 3840 × 2160 pixels, which is four times larger than the FHD resolution. AWGN with large SD ( ) was simulated into the image. The image and the filtering results are shown in Fig. 6 , TABLE IV and TABLE V. 4K images are four times larger than the FullHD images. Therefore significant performance gains can be predicted when a more parallel solution is used. The results confirm this prediction when the lower quality profile is used. Only the baseline implementation was able to process the test image with the original filter profile. The others timed out after computing for too long. The reason for this is that with the original profile a GPU thread's private memory usage exceeds its limits. Surprisingly the visual quality is slightly better with the modified profile. 
D. Test Case 3: Real Image with Natural Noise
The influence of the BM3D filter is based on the standard deviation parameter; i.e. larger SD implies less noise and possibly more filtering artifacts. The third test case has an image with natural noise instead of simulated, and therefore the SD needs to be estimated. The image has a resolution of 960 × 1280, and the image was chosen for the test because of the excessive noise, which is visible in multiple forms. That is, not only AWGN equivalent noise is present. Filtering with SD value of 25 was selected manually and appeared to produce the best results in terms of subjective visual quality. The image and the results can be seen in Fig. 7 and TABLE VI. With this image it is impossible to compare the statistical image quality, because the ground truth is not known due to the presence of natural noise. However it was subjectively estimated that the original profile did not produce significantly better visual quality image output. With both profiles the AWGN was efficiently reduced in the image, but other noise types, such as speckle noise, still persist in the image. As the image is smaller than, for example, the FullHD image, the performance gain of parallelization is also smaller. 
E. Overall Performance
In the case of small images, the CPU computation is faster in general because of the overhead of parallel computing and the benefits of a modern processor such as out-of-order processing. However, with bigger resolutions the overhead is compensated and the parallel processing starts to add improvements to the performance with the modified profile. It should be noted that when comparing the mobile CUDA and the desktop versions, the mobile platform has half less computational resources than the desktop platform. It should also be noted that color processing was not included in the implementations. Adding two more color channels increases the computational requirements at least by a factor of two. The block-matching needs to be done only for the luminance channel, and the matched groups are reused for all channels in 3D filtering [1] . Therefore, real-time high-quality BM3D denoising might not feasible with the processing units currently in use if fully implementing the two step method described by Dabov et al. [1] .
The original filter profile turned out to be problematic for the GPU implementations. This was mostly caused by having more workload and private memory requirements per thread. The larger search window adds latency for each thread, and greater values cause more private memory to be used by a thread. The memory usage is spilled to slower global memory and then threads slow down due to memory latencies. Greater register usage also implies also that less threads can be run in parallel efficiently.
The results that are missing from the table denotes a failure in the execution of the application in question. The failures in the implementation by Lebrun occurred because it uses integral images [12] to speed up the patch distance calculation, and this uses memory excessively. Therefore, it was not possible to run most of the larger resolution image tests at all due to running out of memory. It may be possible to overcome this by subdividing the input image into smaller regions or by using smaller window size . In GPU applications, the failures took place because of timeouts invoked by the GPU drivers in the test platforms. In other words, one kernel in the application took too much time to compute the required result. This could have been avoided by dividing the single invocation of a filtering kernel into multiple kernel invocations, e.g. by using the offset parameter in the clEnqueueNDRangeKernel call within the OpenCL implementation. Later this was tested and the real execution time was measured to be in the same magnitude or slightly slower than the baseline implementation. 
V. DISCUSSION
In general, the visual quality was slightly degraded by the modifications in the filter profile. This was a compromise that had to be done to reduce the workload of a single thread. But subjectively in some cases where the noise was relatively small the image quality was still nearly the same with the modified filter profile, e.g. in the third test case with natural noise.
Additionally, there were several occasions where the basic estimate had equal or greater quality in terms of PSNR than the final Wiener filtered image. For practical applications the need for the Wiener filtering step can therefore be questioned, since it at least doubles the amount of computation in the algorithm. While the Wiener filtering step produced smoother and better images in most of the synthetic noise test cases, there were occasions where some of the visual artifacts on solid surfaces were amplified by the Wiener filter as shown in Fig. 10 . In these cases the basic filter estimate was more pleasing for a human eye. As the original profile suggests, using a bigger value in the second filter step reduces this effect. Since the values were the same in both filtering steps in the modified filter profile, the second filtering step produced visually worse results at times.
Especially in the 4K images in Fig. 6 one can see a significant loss of contrast in the filtered image when compared to the original image. This happens because the added noise adds also energy to the image and a DC offset is added consequently. Both the objective and subjective visual quality could most likely be improved by altering the contrast or the 
A. Future Development
Since the kernel code ended up having significant amount of instructions per thread, dynamic parallelism might have been one good option worth trying to profile and optimize the various subroutines in the code. However, the hardware used in the tests did not support such recursive programming model, where kernel launches can be called inside other kernels. NVIDIA introduced dynamic parallelism in CUDA version 5.0 for GPUs having compute capability version 3.5 or higher. The same concept was supported in OpenCL at version 2.0.
Mostly 32-bit floating-point units were used in the 3D transformation code. By having support for 16-bit halfprecision floating-point units on the hardware and frameworks, the memory requirements could have been halved. The loss of precision would most likely have only a minor effect on the final image quality, since the dynamic range in pixel values is not very wide. Also using fixed-point number formats might have resulted in very different performance measurements.
The BM3D algorithm requires scattering of computed results and normalizing them with a weight map. Altering the algorithm to not scatter and to write only one result block in a thread would be much more suitable for GPGPU computing, because it would also eliminate serialization of data write accesses.
VI. CONCLUSION
The aim of this paper was to use parallel processing in heterogeneous computing platforms to implement a state-ofthe-art denoising solution. BM3D algorithm implementations for both desktop and mobile usage were created by using OpenCL and CUDA platforms. The presented implementations were evaluated with several test images having natural or synthetic noise.
At the time of writing only two implementations of BM3D algorithm were publicly available, the baseline design by Dabov et al. [1] and an implementation created using C++ by Lebrun [7] . The source code for the baseline design was not available, and therefore the presented implementations could not be fully compared. The implementation by Lebrun uses OpenMP to parallelize the algorithm with CPU threads. The presented implementations are the first open source OpenCL and CUDA designs of BM3D algorithm, and use a similar parallelization strategy than the implementation by Lebrun. However, the parallelization of the BM3D algorithm efficiently using GPGPU turned out to be challenging, and multiple designs were considered. Main concerns were the serialization of data accesses and the memory usage as a whole.
The results clearly showed that there is potential in using recent GPGPU technologies for BM3D denoising. Albeit the fact that the presented implementations did not provide real improvements in performance when high quality filtering parameters were used, there were notable speed-ups when using lower quality parameters. The study showed that it is possible to outperform a desktop CPU with a mobile GPU in performance of BM3D algorithm computation. For example, the filtering of FullHD images was 1.5 times faster on a mobile GPU when a lower quality filter profile was used. Also filtering 4K images in lower quality with a desktop GPU using OpenCL was 7.5 times faster than filtering with a desktop CPU.
