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REPRESENTATIONS OF MCLAIN GROUPS
FERNANDO SZECHTMAN, ALLEN HERMAN, AND MOHAMMAD A. IZADI
Abstract. Basic modules of McLain groups M = M(Λ,≤, R) are defined and
investigated. These are (possibly infinite dimensional) analogues of Andre´’s
supercharacters of Un(q). The ring R need not be finite or commutative and
the field underlying our representations is essentially arbitrary: we deal with
all characteristics, prime or zero, on an equal basis. The set Λ, totally ordered
by ≤, is allowed to be infinite. We show that distinct basic modules are disjoint,
determine the dimension of the endomorphism algebra of a basic module, find
when a basic module is irreducible, and exhibit a full decomposition of a basic
module as direct sum of irreducible submodules, including their multiplicities.
Several examples of this decomposition are presented, and a criterion for a
basic module to be multiplicity-free is given. In general, not every irreducible
module of a McLain group is a constituent of a basic module.
1. Introduction
In 1954 McLain [M] constructed a family of groups that has been a rich source
of examples in group theory ever since (see [M2], [R], [HH], [Ro], [W], [DG], [CS],
[Sz2], for instance). A general McLain group M =M(Λ,≤, R) depends on a set Λ,
partially ordered by ≤, and an arbitrary ring R with 1 6= 0. Even though a partial
order will do for some of our purposes, for best results a total order will be required.
In the special case when |Λ| = n is finite and ≤ is a total order, M = Un(R) is the
subgroup of GLn(R) of all upper triangular matrices with 1’s on the main diagonal.
The main goal of this paper is define and study basic modules of M , which
are a generalization of the supercharacters of Un(q), where R = Fq is a finite
field of characteristic p. We stress the fact that Λ as well as R are allowed to be
infinite, and M -modules are allowed to be infinite dimensional over an arbitrary
field F (which need not have characteristic 0). Moreover, the commutativity or not
of R plays no role whatsoever, so we will allow R to be non-commutative. It is
perhaps surprising how of much of the theory of supercharacters goes through in
this context. A detailed description appears below, after an overview of prior work
on the subject.
The representation theory of Un(q) draws considerable attention due to its at-
tractive nature and open problems. The literature on the subject, as well as on
the related algebra groups and Sylow p-subgroups of classical groups, is too vast to
review in full detail and we will restrict ourselves to a limited overview.
One line of investigation was concerned with the degrees of the complex irre-
ducible characters of Un(q). In 1974 Lehrer [L] considered the so called elementary
characters of Un(q) as well as certain products of them, obtaining ([L, Corollary
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5.2′]) irreducible characters of Un(q) of degree q
c for every integer c such that
0 ≤ c ≤ µ(n) = (n− 2)+ (n− 4)+ · · · . Two decades later, Isaacs [I] confirmed that
every irreducible character of, not only Un(q), but also every Fq-algebra group, has
q-power degree. Isaacs’ paper left open the question as to whether an earlier asser-
tion by Gutkin was true: is every irreducible character of an algebra group induced
from a linear character of an algebra subgroup? This was partially confirmed by
Andre´ [A4] and fully by Halasi [H]. An extension of Halasi’s result has recently
been obtained by Boyarchenko [B]. Isaacs’ result on character degrees does not
extend directly to Sylow p-subgroups of other classical groups, a fact recognized
by Isaacs himself and further confirmed by Gow, Marjoram and Previtali [GMP].
However, for p odd, Isaacs’ result was successfully extended to Sylow p-subgroups
of symplectic, orthogonal and unitary groups by Szegedy [Sze].
It is worth noting that all of Lehrer’s elementary characters can be constructed
by lifting those associated to the position (1, n) and that, when q is odd, a character
attached to this position is nothing but a Weil character of H⋊Un−2(q), where H is
the Heisenberg group associated to a symplectic space of dimension 2(n−2) over Fq
and Un−2(q) is viewed as a subgroup of a Sylow p-subgroup of the corresponding
symplectic group. Moreover, this identification remains valid when Fq is replaced
by more general finite, commutative, local rings of odd characteristic (see [CMS]
for the Weil representation in this context).
Another source of research is related to a conjecture by Higman [Hi], to the effect
that the number of irreducible characters of Un(q) is an integer polynomial in q.
A sharpening of Higman’s conjecture, attributed by Lehrer [L] to J.G. Thompson,
states that, for 0 ≤ c ≤ µ(n), the number of irreducible characters of Un(q) of
degree qc is an integer polynomial in q. A further sharpening of the latter was
conjectured by Isaacs [I2], with evidence that the number of irreducible characters
of Un(q) of degree q
c is a polynomial in q− 1 with non-negative integer coefficients.
Work on these conjectures has been intense. We refer the reader to [G], [Le], [Lo],
[Me], [Me2], [Mm], [HP], [T], [VA] and [VA2] for work in this direction.
Rather than the degree of the irreducible characters of Un(q) or the total num-
ber of them, our attention is more related to the study of supercharacters of Un(q)
and their irreducible constituents. As mentioned above, Lehrer [L] proved that cer-
tain products of elementary characters of Un(q) remain irreducible. This prompted
Andre´ [A] to consider more general products of elementary characters, then called
basic characters and now called supercharacters after the work of Diaconis and
Isaacs [DI], who axiomatized a theory of supecharacters and applied it to algebra
groups. The main result of [A] is that every irreducible character of Un(q) is a con-
stituent of one and only one supercharacter. In particular, distinct supercharacters
are orthogonal. A supercharacter need not be irreducible and Andre´ [A] gives a
formula for the inner product of a supercharacter with itself. All of this was done
under the assumption p ≥ n, a restriction that was latter removed in [A2]. The
problem of “finding” the irreducible constituents of a supercharacter, as well as
their multiplicities, was addressed by Andre´ in [A3, Theorem 2], who also gave [A3,
Theorem 4] necessary and sufficient conditions for a supercharacter to be a multiple
of an irreducible character. Andre´ and Nicola´s [AN] produced a fairly wide gen-
eralization of the theory by considering not just Un(q) or even Fq-algebra groups
but the adjoint group G(A) = {1 + a | a ∈ A} of a finite nilpotent ring A. They
were able to extend to this context the aforementioned result of Halasi. Moreover,
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they defined and studied supercharacters in this context, obtaining a decomposi-
tion (cf. [AN, Theorem 4.2]) much like the one given in [A3, Theorem 2], as well
necessary and sufficient conditions (cf. [AN, Theorem 6.1]) for a supercharacter
to be a multiple of an irreducible character. At the end of [AN] they specialize to
Un(q), reprove the formula for the inner product of a supercharacter with itself,
and derive an irreducibility criterion for supercharacters (cf. [AN, Theorem 7.1]).
Before we state our main results, we must describe our overall assumption on R
and F . Our only assumption is the existence of a right primitive linear character
R+ → F ∗, that is, a group homomorphism R+ → F ∗ having no non-zero right
ideals in its kernel. When R is finite this condition has been studied in detail (see
[La], [CG], [Wo] and [Ho]): it is left and right symmetric, and equivalent to R being
a Frobenius ring. This symmetry was left as an open question in [CG], although
it had already been established in [La]. It is reproved in [Wo] and [Ho]. As a
byproduct of our study of elementary modules, §4 furnishes an independent proof
of this symmetry by means of fully ramified characters. The condition that R have a
primitive linear character when R is a finite, local and commutative ring has already
appeared in representation theory, e.g., in the context of the Weil representation of
symplectic groups over rings (see [CMS2] and [Sz3]).
Let K be a non-archimidean local field with ring of integers O, maximal ideal p
and residue field Fq = O/p of prime characteristic p. Then R = O/pm is a finite,
principal, local, commutative ring of size qm affording a primitive linear character
when F has a root of unity of order pm if char(K) = 0 and p if char(K) = p. This
can arguably be considered as the most important example. A non-commutative
analogue can be obtained from Hilbert’s twist O = D[[x;σ]], the ring of skew power
series twisted by an automorphism σ of a division ring D. This is a local ring with
Jacobson radical p = (x). Then R = O/pm affords a primitive linear character if
and only if so does D. In this regard, if D has prime characteristic p it suffices
that F have a root of unity of order p, while if char(D) = 0 it is enough that, for
some prime p, F have roots of unity of order pℓ for all ℓ ≥ 1. While in the above
examples R is always a principal ring, this need not be the case. See [CG] for further
examples. The actual choice of R has no effect whatsoever on our arguments.
We begin our paper with a reminder, in §2, of the construction and basic prop-
erties of McLain groups. Basic tools to deal with finite and infinite dimensional
modules on an equal basis are found in §3, which essentially reproduces some of the
results from [Sz] on the Clifford theory of possibly infinite dimensional modules.
In §4 we define and study elementary modules of certain subgroups of M , which
are themselves McLain groups, generalizing the elementary modules constructed by
Lehrer. Our elementary modules give rise to the simplest example of two curious
phenomena: an irreducible module having no irreducible submodules (and hence
failing to be completely reducible) when restricted to a normal subgroup (further
examples can be found [Sz]), and a family of (infinitely many) commuting diagonal-
izable operators (acting on an infinite dimensional vector space) having no common
eigenvector.
Our paper properly begins after the above preliminary sections. From §5 onwards
we must assume that ≤ is a total order. In particular, this allows us to extend to
all of M the action on elementary modules. Let
Φ = {(α, β) ∈ Λ× Λ |α < β}.
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For α < β in Λ we will abuse notation and denote by (α, β) not just the pair in Φ,
but also the open interval {γ ∈ Λ |α < γ < β} in Λ. To every triple (α, β, λ), where
(α, β) ∈ Φ and λ : R+ → F ∗ is a right primitive linear character, there corresponds
an elementary M -module V (α, β, λ). This is finite dimensional over F if and only
if the open interval (α, β) is empty, in which case dim(V (α, β, λ)) = 1, or R and
(α, β) are both finite, in which case dim(V (α, β, λ)) = |R||(α,β)|. Let
D = {(α1, β1), . . . , (αm, βm)}
be a basic subset of Φ, in the sense that all αi (resp. all βi) are distinct. Let f
be a choice function, from D into the set of all right primitive linear characters
R+ → F ∗, say f(αi, βi) = λi, 1 ≤ i ≤ m. Then the basic M -module V (D, f) is
V (D, f) = V (α1, β1, λ1)⊗ · · · ⊗ V (αm, βm, λm).
This is in complete agreement with Andre´’s basic characters, as defined in [A].
Given a group G and G-modules X and Y , we define
(X,Y )G = dimF (HomFG(X,Y )).
Our first main result, Theorem 5.2, states that basic modules are disjoint, that is,
(1.1) (V (D, f), V (D′, f ′))M = 0 if (D, f) 6= (D
′, f ′).
In words, distinct basic modules can only be connected via a zero homomorphism.
We stress once more that this result as well as all results stated below are, until
further notice, valid in utter generality: R and Λ are allowed to be infinite and a
basic M -module may be infinite dimensional. As is often the case, a proof given in
a more general context is conceptually simpler (as ideas are stripped to the bone)
and we believe this is the case with Theorem 5.2 as well as others in this paper.
Let
Ω = {(α, γ) ∈ Φ | ∃ (α, β), (γ, δ) ∈ D such that α < γ < β < δ}.
Then Theorem 5.9 gives the following irreducibility criterion for basic modules:
V (D, f) is irreducible if and only if Ω = ∅. This is in complete agreement with
the corresponding result for Un(q) (cf. [AN, Theorem 7.1]). Our proof of this
irreducibility criterion is a direct application of a well-known theorem of Gallagher
[Ga, Theorem 2]. No calculations of any kind are required. However, for full
generality, we must resort to the extension of Gallagher’s theorem found in [Sz,
Theorem 3.11] (this extension is not required for those interested only in Un(q), or
even Un(R) with R finite).
As in the case of Un(q), associated to each closed subset Γ of Φ there is a
corresponding pattern subgroup M(Γ) of M . Now D gives rise to the closed subset
Γ =
⋂
1≤i≤m
(Φ \ [αi,→, βi)) = Φ \ (
⋃
1≤i≤m
[αi,→, βi)),
where for (α, β) ∈ Φ we define
[α,→, β) = {(α, γ) ∈ Φ | γ < β}.
If we let H =M(Γ) then, much as in the case of Un(q), there is a linear character
λ : H → F ∗, corresponding to (λ1, . . . , λm), and a 1-dimensional H-module W
upon which H acts via λ, such that (cf. Theorem 5.4):
V (D, f) ∼= indMHW.
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Again, this is in line with the corresponding result for Un(q), as found in [A]. Let
Γ1 = Γ ∪ Ω (disjoint union),
which is a closed subset of Φ, and let I = M(Γ1). Complementing (1.1) we have
the following result (cf. Theorem 8.1):
(1.2) (V (D, f), V (D, f))M = [I : H ].
This is the perfect analogue for Andre´ formula (cf. [A2, Theorem 2]) for the inner
product of a basic character with itself (see also [Le2, Corollary 2.10]). Thus,
V (D, f) is irreducible if and only if I = H (cf. Theorem 8.3).
The most delicate part of our paper deals with the actual decomposition of a
basic character. This requires considerably more effort than above. The most
significant obstacle we face is that a G-module X may satisfy (X,X)G = 1 without
being irreducible. Obviously, irreducibility in this setting amounts to complete
reducibility. When R and Λ are finite this is a non-issue, since the existence of
a primitive linear character implies char(F ) ∤ |R| (cf. Lemma 4.2), and complete
reducibility follows from Maschke’s theorem. By keeping R finite but allowing Λ
to be arbitrary, we were able to overcome this obstacle by using the concept of
ascendant subgroup. This is the same tool successfully used by Meierfrankenfeld
[Me] and Wehrfritz [We]: if G is an irreducible subgroup of FGL(V ) (the full
finitary general linear group) and H is an ascendant subgroup of G then H is
completely reducible (in this regard, recall the aforementioned failure of a normal
subgroup of an irreducible group to be completely reducibly, encountered in §4). We
actually require the opposite direction, from H to G, and have no need to resort
to FGL(V ). Our results in this context are fairly general criteria for complete
reducibility, found in Theorem 6.5 and its consequence, Theorem 6.7. The latter
is a direct generalization of the well-known irreducibility criterion of Mackey [Ma],
originally proved in the context of finite groups and finite dimensional modules over
an algebraically closed field.
In order to be able to use the above general tools to decompose basic modules of
McLain groups, it is necessary to verify the hypothesis these tools require. Much
of this verification is carried out in §7 as well as in Theorem 8.7.
The above verification allows us to reach our main result, namely Theorem 8.8,
which gives a full decomposition of a basic module of a McLain group into irre-
ducible constituents, including multiplicities. Theorem 8.8 is a complete general-
ization of [A3, Theorem 2]. As in the case of Un(q), the decomposition of V (D, f) is
entirely controlled by that of indIHW . Explicitly, our main result reads as follows.
Theorem 1.1. Suppose R is finite and F is a splitting field for I over λ (in the
sense of Definition 8.4). Then
(a) indIHW is a completely reducible I-module of finite length ≤ [I : H ] and
indIHW = m1V1 ⊕ · · · ⊕mtVt,
where {V1, . . . , Vt} is a full set of representatives for the isomorphism classes of
irreducible I-modules lying over W (or, equivalently, λ). Moreover,
(W, resIHVi)H = dim(Vi) = mi, 1 ≤ i ≤ t.
(b) Assume, in addition, that Λ is well-ordered by ≥, the inverse order of ≤ (this
means: start with any well-order and impose its inverse on Λ). Then
V (D, f) ∼= m1ind
G
I V1 ⊕ · · · ⊕mtind
G
I Vt,
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where indGI V1, . . . , ind
G
I Vt are non-isomorphic irreducible G-modules, and
(indGI Vi, V (D, f))M = dim(Vi) = mi, 1 ≤ i ≤ t.
The requirement that ≥ be a well-order is directly related to the complete re-
ducibility issues mentioned above. Specifically, Theorem 8.7 shows that when R is
finite and ≥ is a well-order then I is a strongly ascendant subgroup of M (in the
sense of Definition 6.4), which, in turn, ensures the complete reducibility of V (D, f)
by Theorem 6.5.
Some of the consequences of Theorem 1.1 appear to be unknown even for Un(q).
Indeed, as in the case of Un(q), we have (cf. Theorem 7.5) that H is a normal
subgroup of I, and I is included in the inertia group of W . What seems to be un-
known is when the action of H on W is extendible to I. Theorem 8.14 answers this
question: when D has no special triples, in the sense of Definition 8.12. Combining
Theorems 8.8 with Theorem 8.14 and the generalization of Gallagher’s theorem
found in [Sz, Theorem 3.11], we obtain a much sharper decomposition of V (D, f),
as described in Theorem 8.15. This decomposition becomes even sharper if I/H is
abelian, and this is stated in Corollary 8.16. Of course, the action of H on W is, in
general, not extendible to I, and Example 8.19 illustrates how V (D, f) decomposes
in a family of such cases. Combining all of the results of this paragraph we obtain
necessary and sufficient conditions for V (D, f) to be multiplicity-free, as described
in Theorem 8.21. This result also seems to be unknown for Un(q). Finally, Exam-
ples 8.19, 8.22 and 8.23 illustrate, in our context, Andre´’s result on basic characters
which are multiplies of an irreducible character.
The main result of [A] is actually false for M . Indeed, it is shown in [Sz2] that
when Λ = Q is ordered as usual and R is a division ring whose characteristic is not
at the same time prime and equal to that of F , then M has a faithful irreducible
module over F . But none of the basic modules for M are faithful for such Λ, so
not every irreducible M -module is a constituent of a basic module.
2. McLain groups
Let R be a ring with 1 6= 0, let Λ be a non-empty set partially ordered by ≤,
and set
Φ = {(α, β) ∈ Λ× Λ |α < β}.
Let J be a free left R-module with basis eαβ, (α, β) ∈ Φ. We define a multiplication
on J by declaring
eαβeβγ = eαγ , eαβeγδ = 0 if β 6= γ,
and extending it to all of J by R-bilinearity. This makes J into a ring.
Lemma 2.1. J is a nil ring.
Proof. This follows by induction on the length of the longest chain in Φ present in
an element of J when written as a linear combination of the eαβ. 
Adjoining an identity element to J , we obtain the group
M =M(Λ) = {1 + x |x ∈ J},
the McLain group associated to (Λ,≤) over R. Every g ∈M has the form
(2.1) g = 1 +
∑
(α,β)∈S(g)
rαβeαβ ,
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for a unique finite subset S(g) of Φ and unique non-zero rαβ ∈ R. Moreover, every
such an element is in M . The following commutator formula is valid in M :
[1 + reαβ , 1 + seβγ ] = 1 + rseαγ , [1 + reαβ , 1 + seγδ] = 1 if β 6= γ and α 6= δ.
For (α, β) ∈ Φ, consider the subgroup Mαβ of M defined by
Mαβ = {1 + reαβ | r ∈ R}.
Clearly, the following map is a group isomorphism from R+ onto Mαβ :
(2.2) r 7→ 1 + reαβ , r ∈ R
+.
For the remainder of this section we fix a subset Γ of Φ that is closed, in sense
that (α, β), (β, γ) ∈ Γ implies (α, γ) ∈ Γ. The pattern subgroup M(Γ) of M corre-
sponding to Γ is given by
M(Γ) = 〈Mαβ | (α, β) ∈ Γ〉.
Suppose Γ ⊆ Γ1, where Γ1 is also a closed subset of Φ. We say that Γ is normal
in Γ1 if (α, β) ∈ Γ, (β, γ) ∈ Γ1 implies (α, γ) ∈ Γ, and (α, β) ∈ Γ1, (β, γ) ∈ Γ implies
(α, γ) ∈ Γ. Note that M(Γ) is a normal subgroup of M(Γ1) if and only if Γ is a
normal subset of Γ1.
We refer to Γ as abelian if Γ contains no chains. Clearly, M(Γ) is an abelian
subgroup of M if and only if Γ is an abelian subset of Φ.
Given (α, β) ∈ Φ, we consider
[α, β] = {(γ, δ) ∈ Φ |α ≤ γ < δ ≤ β},
(α,←) = {(γ, δ) ∈ Φ | γ < α}, (α,→) = {(γ, δ) ∈ Φ |α < γ},
(→, β) = {(γ, δ) ∈ Φ |β < δ}, (←, β) = {(γ, δ) ∈ Φ | δ < β},
(↓, β] = {(γ, δ) ∈ Φ | δ = β}, [α,⇒) = {(γ, δ) ∈ Φ | γ = α},
[α, ↓, β] = [α, β] ∩ (↓, β],
[α,→, β] = [α, β] ∩ [α,⇒),
as well as obvious variants of these obtained by interchanging closed and open
brackets, in which case ≤ and < are to be interchanged.
At different stages of the paper we will use the basic but critical fact that M(Γ)
is actually a McLain group when Γ is any of the subsets (→, β], (→, β), (α, β).
All subsets of Γ displayed above are closed. Moreover, (α,←) and (→, β) are
normal in Φ, while [α, ↓, β] and [α,→, β] are abelian as well as normal in [α, β].
For the remainder of this section we suppose that ≤ is a total order on Λ.
Definition 2.2. Consider the total order  on Φ given by
(2.3) (α, β)  (γ, δ) ⇐⇒ β < δ, or β = δ and α ≤ γ.
The elements of M(Γ) can be uniquely expressed relative to this total order.
Proposition 2.3. Let g ∈M(Γ) be as in (2.1). Then
(2.4) g =
∏
(α,β)∈S(g)
(1 + rαβeαβ),
where the product is taken (from left to right) in decreasing -order.
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Proof. This is trivial for g = 1. Assume g 6= 1 and suppose the distinct β’s that
occur for (α, β) ∈ S(g) are β1 < β2 < · · · < βn. Then
g = (1 +
∑
α
rαβneαβn)(1 +
∑
β<βn
rαβeαβ).
By induction on the size of S(g), the last factor can be expressed as desired. Let
α1 < α2 < · · · < αm be the distinct α’s for which (α, βn) ∈ S(g). Then
(1+
∑
α
rαβneαβn) = (1+ rαmβneαmβn)(1+ rα(m−1)βneα(m−1)βn) · · · (1+ rα1βneα1βn).

Note 2.4. Since (2.1) is uniquely determined by g then so is (2.4).
Proposition 2.5. Suppose Γ ⊆ Γ1, where Γ1 is a closed subset of Φ and Γ is
normal in Γ1. Let Ω = Γ1 \ Γ and set
T = {1 + x |x ∈ span (eαβ)(α,β)∈Ω}.
Then T is transversal for M(Γ) in M(Γ1).
Proof. By Proposition 2.3, T consists of all g ∈ M(Γ1) as in (2.4) with S(g) ⊆ Ω.
Let y ∈ M(Γ1). Since M(Γ) E M(Γ1), Proposition 2.3 ensures the existence of
t ∈ T and h ∈M(Γ) such that y = th. Suppose s, t ∈ T and sM(Γ) = tM(Γ). We
claim that s = t. Indeed, let
(2.5) s = (1 + aeαβ)u and t = (1 + beαβ)v
be the canonical expressions of s and t as elements of M(Γ1) ensured by Proposi-
tion 2.3, where (α, β) ∈ Ω and u, v involve (γ, δ) ∈ Ω such that (γ, δ) ≺ (α, β) as
defined by (2.3). Possible trivial factors have been allowed so as to treat s and t
simultaneously. Then
(2.6) st−1 = (1 + aeαβ)(1− beαβ)w,
where
w = (1 + beαβ)uv
−1(1 + beαβ)
−1.
Here uv−1 is a product of factors 1+ceγδ with (γ, δ) ≺ (α, β). In particular, γ < β,
so either 1 + beαβ and 1 + ceγδ commute or γ < δ = α, in which case
(1 + beαβ)(1 + ceγα)(1 + beαβ)
−1 = (1 + ceγα)(1 − cbeγβ).
Thus w = 1 + x, where x is an R-linear combination of eγδ with (γ, δ) ≺ (α, β).
Therefore by (2.6),
st−1 = (1 + (a− b)eαβ)(1 + x) = 1 + (a− b)eαβ + x.
On the other hand, since M(Γ)s = M(Γ)t and Ω ∩ Γ = ∅, the coefficient of eαβ
when st−1 ∈M(Γ) is written as in (2.1) must be 0. This shows a = b. Now cancel
the leftmost factors of s and t in (2.5) and repeat. 
Definition 2.6. Given a subset ∆ of Φ we define [∆,∆] to be the closed subset
of Φ consisting of all (α, β) such that there is a chain (γ1, γ2), . . . , (γn−1, γn) ∈ ∆,
n ≥ 3, satisfying γ1 = α and γn = β.
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Proposition 2.7. (a) [M(Γ),M(Γ)] =M([Γ,Γ]).
(b) Let ρ : M(Γ) → M(Γ)/[M(Γ),M(Γ)] be the canonical projection, and con-
sider the map
Θ :
∏
(α,β)∈Γ\[Γ,Γ]
Mαβ →M(Γ)/[M(Γ),M(Γ)],
where the left hand side is the external direct product of the given Mαβ, and Θ is
defined by ∏
(α,β)∈Γ\[Γ,Γ]
(1 + rαβeαβ)→ ρ(
∏
(α,β)∈Γ\[Γ,Γ]
(1 + rαβeαβ)).
Here almost all rαβ are 0 and the product on the right hand side is taken in decreas-
ing order under  (the order on the left hand side is obviously irrelevant). Then Θ
is a group isomorphism.
Proof. (a) By definition, M([Γ,Γ]) is generated by all Mστ with (σ, τ) ∈ [Γ,Γ].
Given such (σ, τ) there are (α1, α2), . . . , (αn−1, αn) ∈ Γ, n ≥ 3, such that α1 = σ
and αn = τ . A repeated application of the commutator formula shows that Mστ is
contained in [M(Γ),M(Γ)], and therefore M([Γ,Γ]) ⊆ [M(Γ),M(Γ)].
On the other hand,M(Γ) is generated by allMαβ, (α, β) ∈ Γ. Thus, by the com-
mutator formula, M(Γ)/M([Γ,Γ]) is abelian, whence [M(Γ),M(Γ)] ⊆M([Γ,Γ]).
(b) This follows from Proposition 2.3 as well as from Proposition 2.5. 
3. Clifford theory for infinite dimensional modules
We fix a field F for the remainder of the paper. Let N E G be groups and let
W be an N -module. For g ∈ G, consider the N -module W g, whose underlying
F -vector space is W , acted upon by N as follows:
x · w = (gxg−1)w, x ∈ N,w ∈W.
Then
IG(W ) = {g ∈ G |W
g ∼=W}
is a subgroup of G called the inertia group of W (cf. [Sz, Lemma 3.1].
Theorem 3.1. Let N E G be groups and let W be an irreducible N -module with
inertia group T . Then S 7→ indGT S yields a bijective correspondence between the
isomorphism classes of irreducible modules of T and G lying over W .
In particular, if IG(W ) = N then V = ind
G
NW is irreducible and if, in addition,
EndN (W ) = F then EndG(V ) = F as well.
Proof. See [Sz, Theorem 3.5] for the first assertion. As for the second, by Frobenius
reciprocity (cf. [Sz, Theorem 5.3]), EndN (W ) = HomN (W,V ) ∼=F EndG(V ). 
Lemma 3.2. Let N EG be groups and let W be an irreducible G-module such that
resGNW remains irreducible and EndN (W ) = F . Let U1, U2 be G-modules acted
upon trivially by N and suppose T ∈ HomG(U1 ⊗W,U2 ⊗W ). Then T = S ⊗ 1,
where S ∈ HomG/N (U1, U2).
Proof. Since T ∈ HomN (U1⊗W,U2⊗W ), [Sz, Lemma 3.7] implies T = S⊗1, where
S ∈ HomF (U1, U2). But T ∈ HomG(U1⊗W,U2⊗W ), so S ∈ HomG/N (U1, U2). 
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Corollary 3.3. Let N EG be groups and let W be a G-module such that resGNW
is a multiplicity-free, completely reducible N -module, such that EndN (X) = F for
every irreducible constituent X of resGNW . Let U1, U2 be G-modules acted upon
trivially by N and suppose T ∈ HomG(U1 ⊗W,U2 ⊗W ). Then T = S ⊗ 1, where
S ∈ HomG/N (U1, U2).
Theorem 3.4. Let N E G be groups and let W be an irreducible G-module with
resGNW irreducible and EndN (W ) = F . Then U 7→ U ⊗W yields a bijective cor-
respondence between the isomorphism classes of irreducible G-modules acted upon
trivially by N and irreducible G-modules lying over W .
Proof. This can be found in [Sz, Theorem 3.11]. 
Theorem 3.5. Let G be a group with subgroups H1, H2 and irreducible G-modules
V1, V2 such that: H1 acts trivially on V2; H2 acts trivially on V1; Vi is irreducible
as Hi-module and EndHi(Vi) = F for 1 ≤ i ≤ 2. Then V = V1⊗V2 is an irreducible
module for H = 〈H1, H2〉 and EndH(V ) = F .
Proof. See the proof of [Sz, Theorem 3.10] for the first assertion. The second follows
from [Sz, Lemma 3.7]. 
Corollary 3.6. Let G be a group with subgroups H1, . . . , Hn and irreducible G-
modules V1, . . . , Vn such that: Hi acts trivially on each Vj, j 6= i; Vi is irreducible
as Hi-module and EndHi(Vi) = F for 1 ≤ i ≤ n. Then V = V1 ⊗ · · · ⊗ Vn is an
irreducible G-module.
Proof. This follows from Theorem 3.5 by induction. 
4. Elementary modules
Definition 4.1. A linear character λ : R+ → F ∗ is said to be right (resp. left)
primitive if the only right (resp. left) ideal of R contained in the kernel of λ is (0).
We assume for the remainder of the paper that R admits a right primitive linear
character λ : R+ → F ∗.
Lemma 4.2. Suppose F has prime characteristic p. Then R+ has no element of
order p.
Proof. The set {r ∈ R | p · r = 0} is an ideal of R contained in the kernel of every
group homomorphism R+ → F ∗. 
Lemma 4.3. Suppose R+ has finite exponent. Then F ∗ has a root of unity of
order exp(R+).
Proof. The prime factorization exp(R+) = pa11 · · · p
an
n yields the factorization R
+ =
R1 ⊕ · · · ⊕ Rn, as rings, where Ri = {r ∈ R | p
ai
i · r = 0}. Now (0) 6= p
ai−1
i Ri E R,
so for each i there is ri ∈ Ri such that λ(p
ai−1
i ri) 6= 1. But λ(p
ai
i ri) = 1, so each
λ(ri) has order p
ai
i , whence λ(r1) · · ·λ(rn) has order exp(R
+). 
Given (α, β) ∈ Φ, consider the normal subgroup Mαβ of M([α, β]) defined by
Mαβ =M([α, ↓, β])M([α,→, β]).
LetW = Fw be a 1-dimensionalMαβ-module upon whichMαβ acts, through (2.2),
by means of λ.
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Note that M([α, ↓, β]) is the direct product of M((α, ↓, β]) and Mαβ , so we can
extend λ to a linear character λ′ of M([α, ↓, β]) that is trivial on M((α, ↓, β]). We
make M([α, ↓, β]) act on W via λ′.
Now M([α, ↓, β]) is normal in Mαβ , and the inertia group of the M([α, ↓, β])-
moduleW in Mαβ isM([α, ↓, β]). The latter holds because λ is right primitive and
R has 1. It follows from Theorem 3.1 that
U(α, β, λ) = indM
αβ
M([α,↓,β])W
is an irreducible Mαβ-module satisfying EndMαβU(α, β, λ) = F . Moreover, if the
open interval (α, β) of Λ is finite, it is easy to see that
dim(U(α, β, λ)) = |R||(α,β)|.
On the other hand, M([α, ↓, β]) is normal in M([α, β]) and the inertia group
of the M([α, ↓, β])-module W in M([α, β]) is M([α, ↓, β]) ⋊M((α, β)). As W is 1-
dimensional, the action ofM([α, ↓, β]) onW is extendible toM([α, ↓, β])⋊M((α, β))
by letting M((α, β)) act trivially on W . It follows from Theorem 3.1 that
V (α, β, λ) = ind
M([α,β])
M([α,↓,β])⋊M((α,β))W
is an irreducible M([α, β])-module, known as elementary. But
Mαβ =M([α, ↓, β])⋊M([α,→, β))
and
M([α, β]) =
(
M([α, ↓, β])⋊M([α,→, β))
)
⋊M((α, β))
so
res
M([α,β])
Mαβ
V (α, β, λ) ∼= U(α, β, λ).
We have shown
Theorem 4.4. Let (α, β) ∈ Φ and suppose λ : R+ → F ∗ is primitive. Then
V (α, β, λ) is an irreducible M([α, β])-module, which remains irreducible as anMαβ-
module and satisfies EndMαβV (α, β, λ) = F .
Next we address the classification of irreducible Mαβ-modules lying over λ.
Theorem 4.5. Suppose R is finite and the interval (α, β) of Λ is also finite. Then
U(α, β, λ) is the only irreducible Mαβ-module, up to isomorphism, lying over λ.
Proof. By Lemma 4.2 and Maschke’s theorem, every Mαβ-module is completely
reducible. By construction, W enters |R||(α,β)| times in U(α, β, λ), so U(α, β, λ)
enters |R||(α,β)| times in indM
αβ
MαβW by Frobenius reciprocity. But |R|
|(α,β)|U(α, β, λ)
and indM
αβ
Mαβ
W have the same degree, so the result follows. 
Corollary 4.6. Suppose R is finite. Then λ is also left primitive.
Proof. Let K be the largest left ideal of R contained in the kernel of λ. By Theo-
rem 4.5 there is one and only one irreducible module of M = U3(R), up to isomor-
phism, lying over λ, viewed as a linear character of M13. Let S = M12M13 EM
and extend λ to µ : S → F ∗ so that µ is trivial on M12. The inertia group of µ is
S ⋊ T , where T consists of all 1 + re23 with r ∈ K. Since T stabilizes µ, we can
extend µ to ν : S ⋊ T → F ∗, so that ν is trivial on T . Now S ⋊ T is normal in M
and the inertia group of ν is S ⋊ T . Induction produces an irreducible M -module
of degree [R : K] lying over λ. By uniqueness, K = (0). 
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Naturally, we could have started with the assumption that λ is left primitive to
deduce that λ is right primitive. We thus obtain, through representation theory, an
answer to the question posed by Claasen and Goldbach [CG, §8], already answered
by Wood [Wo, Theorem 4.3] by a different method.
Theorem 4.7. Suppose the interval (α, β) is infinite. Then there are uncountably
many non-isomorphic irreducible Mαβ-modules lying over λ. All are completely
reducible upon restriction to M([α, ↓, β]), none is completely reducible upon restric-
tion toM([α,→, β]), and therefore none has irreducible submodules upon restriction
to the normal subgroup M([α,→, β]).
Proof. Given a family (µγ)γ∈(α,β) of linear characters R → F
∗, we extend λ to a
linear character µ : M([α, ↓, β]) → F ∗ that agrees with µγ on Mγβ for all γ in
(α, β). The inertia group of µ is still M([α, ↓, β]). Inducing up to Mαβ we obtain
an irreducible Mαβ-module Uµ lying over λ. A conjugate of µ by an element of
M([α,→, β]) agrees with µ on Mγβ for all but finitely many γ ∈ (α, β). On the
other hand, by Clifford’s theorem, if U is an irreducibleMαβ-module, then U ∼= Uµ
if and only if U lies over a M([α,→, β])-conjugate of µ.
Consider the equivalence relation on the set X of infinite subsets of N, given by
A ∼ B if A∆B (symmetric difference of A and B) is finite. Each equivalence class
has countably many elements and X is uncountable, so the number of equivalence
classes is uncountable. Since (α, β) is infinite, we arrive at the same conclusion
if we replace N by (α, β). It follows from above that, by varying µ, we obtain
uncountably many non-isomorphic irreducible Mαβ-modules that lie over λ and
are completely reducible upon restriction to M([α, ↓, β]).
As Mαβ acts via scalar operators on Uµ, our claim for res
Mαβ
M([α,→,β])Uµ is equiv-
alent to that for resM
αβ
M([α,→,β))Uµ. Restriction to M([α,→, β)) yields the regular
M([α,→, β))-module, say P . The epimorphism P → F shows that a supposed
complement to the augmentation ideal must be trivial. But P has no trivial sub-
module because (α, β), and hence M([α,→, β)), is infinite. Thus resM
αβ
M([α,→,β])Uµ is
not completely reducible, and therefore lacks irreducible M([α,→, β])-submodules,
by Clifford’s theorem. 
Note 4.8. When exp(R+) is finite, Theorem 4.7 gives an example of an infinite
family of diagonalizable linear operators acting on an infinite dimensional vector
space that are are simultaneously diagonalizable and which, in fact, possess no com-
mon eigenvector. If either the space or the span of the family are finite dimensional,
this phenomenon is impossible. The family simply consists of the operators corre-
sponding to each γ ∈ [α,→, β) acting on Uµ. They commute because [α,→, β) is
abelian and they are individually diagonalizable because they are all annihilated by
the polynomial texp(R
+) − 1 ∈ F [t], which splits completely over F by Lemma 4.3.
Next we show that Mαβ has yet another uncountable family of non-isomorphic
irreducible modules, none of which is isomorphic to any of the modules constructed
in Theorem 4.7.
Theorem 4.9. Suppose λ is also left primitive (this is automatic if R is finite,
by Lemma 4.6, and also if R is commutative) and the interval (α, β) is infinite.
Then there are uncountably many non-isomorphic irreducible Mαβ-modules lying
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over λ. All are completely reducible upon restriction to M([α,→, β]), none is com-
pletely reducible upon restriction to M([α, ↓, β]), and therefore none has irreducible
submodules upon restriction to the normal subgroup M([α, ↓, β]).
Proof. Reason as above. First extend λ to [α,→, β] and then induce up toMαβ . 
5. Basic modules
We assume for the remainder of the paper that ≤ is a total order on Λ. Then
(5.1) M =M(α,←)M(→, β) ⋊M([α, β]),
so that each elementary module V (α, β, λ) can be viewed as an M -module acted
upon trivially by M(α,←)M(→, β).
Definition 5.1. A subset D = {(α1, β1), . . . , (αm, βm)} of Φ is said to be basic if
all αi (resp. all βi) are distinct.
Given a basic subset D of Φ and a function f from D into the set of all right
primitive linear characters R+ → F ∗, say f(αi, βi) = λi, 1 ≤ i ≤ m, the basic
M -module V (D, f) associated to (D, f) is given by
V (D, f) = V (αm, βm, λm)⊗ · · · ⊗ V (α1, β1, λ1).
Theorem 5.2. Suppose U = V (D, f) and U ′ = V (D′, f ′) are basic M -modules
satisfying
HomM (U,U
′) 6= 0.
Then D = D′ and f = f ′.
Proof. Relabelling, if necessary, we may assume that β1 (resp. β
′
1) is the largest
element of {β1, . . . , βm} (resp. {β′1, . . . , β
′
m′}).
By construction, each V (αi, βi, λi) (resp. V (α
′
i, β
′
i, λ
′
i)), i > 1, is acted upon
trivially by Mα1β1 (resp. Mα′1β′1). Therefore Mα1β1 (resp. Mα′1β′1) acts on U (resp.
U ′) via scalar operators determined by λ1 (resp. λ
′
1).
Suppose, if possible, that β1 < β
′
1 (resp. β
′
1 < β1). Then Mα′1β′1 (resp. Mα1β1)
acts trivially on U (resp. U ′). Thus
HomMα′1β′1
(U,U ′) = 0 (resp. HomMα1β1 (U,U
′) = 0),
whence HomM (U,U
′) = 0, a contradiction. This forces β1 = β
′
1.
Suppose, if possible, that α′1 < α1 (resp. α1 < α
′
1). Then Mα′1β′1 (resp. Mα1β1)
acts trivially on U (resp. U ′), regardless of how α1 and α
′
1 compare to the other αi
and α′i. As above, this leads to the contradiction HomM (U,U
′) = 0, so α1 = α
′
1.
Since Mα1β1 acts on U (resp. U
′) via scalar operators determined by λ1 (resp.
λ′1), the condition HomM (U,U
′) 6= 0 forces λ1 = λ′1.
On the other hand, we have the decomposition
M =M((→, β1))⋊M((←, β1]),
where M((→, β1)) acts trivially on U and U ′, so
(5.2) HomM((←,β1])(U,U
′) 6= 0.
Set
W = V (αm, βm, λm)⊗· · ·⊗V (α2, β2, λ2), W
′ = V (α′m′ , β
′
m′ , λ
′
m′)⊗· · ·⊗V (α
′
2, β
′
2, λ
′
2),
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with W (resp. W ′) the trivial module if m = 1 (resp. m′ = 1). We also have the
decomposition
(5.3) M((←, β1]) =M((↓, β1])⋊M((←, β1)),
whereM((↓, β1]) is a normal subgroup ofM((←, β1]) acting trivially onW andW ′.
Moreover, by above,
U =W ⊗ V (α1, β1, λ1) and U
′ =W ′ ⊗ V (α1, β1, λ1).
We readily see that res
M((←,β1])
M((↓,β1])
V (α1, β1, λ1) is a multiplicity-free completely re-
ducible M((↓, β1])-module with 1-dimensional irreducible constituents. It follows
from Corollary 3.3, (5.2) and (5.3) that
HomM((←,β1))(W,W
′) 6= 0,
where M((←, β1)) is a McLain group. The above argument shows that m = 1 if
and only if m′ = 1, while otherwise W and W ′ are basic M((←, β1))-modules, and
induction applies. 
Notation 5.3. We fix a basic subset D = {(α1, β1), . . . , (αm, βm)} of Φ for the
remainder of the paper, as well as a function f from D into the set of all right
primitive linear characters R+ → F ∗, say f(αi, βi) = λi, 1 ≤ i ≤ m. Moreover, in
the presence of (D, f), the following notation will be in effect from now on:
Γ =
⋂
1≤i≤m
(Φ \ [αi,→, βi)) = Φ \ (
⋃
1≤i≤m
[αi,→, βi)),
Hi =M(Φ \ [αi,→, βi)), 1 ≤ i ≤ m,
H =M(Γ) =
⋂
1≤i≤m
Hi,
λ̂i : Hi → F
∗,
the group homomorphism that extends λi :Mαiβi → F
∗ (we are identifying Mαiβi
with R+ via (2.2)) and is trivial on all Mαβ with (α, β) ∈ Φ \ [αi,→, βi],
λ = λ̂1|H · · · λ̂m|H ,
W = Fw,
a 1-dimensional H-module acted upon by H via λ.
Theorem 5.4. V (D, f) ∼= indMHW .
Proof. We have V (D, f) = Y ⊗ V (α1, β1, λ1), where
Y = V (αm, βm, λm)⊗ · · · ⊗ V (α2, β2, λ2), V (α1, β1, λ1) = ind
M
H1Z
and Z = Fz is acted upon H1 via λ̂1. By induction, Y ∼= ind
M
H0T , where H0 =
H2 ∩ · · · ∩Hm and T = Ft is acted upon H0 via λ̂2|H0 · · · λ̂m|H0 . Since H0H1 =M
and H0 ∩H1 = H , Mackey Tensor Product Theorem (cf. [Sz, Theorem 2.1]) yields
V (D, f) ∼= indMHW . 
Definition 5.5. Let α < β and γ < δ be in Λ. We say that the intervals (α, β)
and (γ, δ) of Λ are nested if α < γ < δ < β or γ < α < β < δ, and overlapping if
α < γ < β < δ or γ < α < δ < β.
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Definition 5.6. We say that D is nested (resp. non-overlapping) if the open
intervals (resp. none of the open intervals) of Λ determined by the elements of D
are nested (resp. overlapping).
Definition 5.7. We say that a disjoint union D = D1 ∪· · · ∪Dn is a disconnection
if each Di is non-empty and, for each 1 ≤ i < n, the conditions (α, β) ∈ Di and
(γ, δ) ∈ Di+1 imply β ≤ γ.
Notation 5.8. Given a group G and G-modules U and V , we set
(U, V )G = dimFHomG(U, V ).
Theorem 5.9. Suppose D is nested. Then V (D, f) is irreducible and
(V (D, f), V (D, f))M = 1.
Proof. The fact that D is nested translates as follows:
α1 < α2 < · · · < αm < βm < · · · < β2 < β1.
By Theorem 4.4, V (α1, β1, λ1) is an irreducible M -module whose restriction to
Mα1β1 remains irreducible and EndMα1β1V (α1, β1, λ1) = F . By Lemma 3.2 and
Theorem 3.4, if W is any irreducibleM -module acted upon trivially byMα1β1 then
W ⊗ V (α1, β1, λ1) is an irreducible M -module and
(W ⊗ V (α1, β1, λ1),W ⊗ V (α1, β1, λ1))M = (W,W )M .
We have the decomposition
M =M([α1,←))M((→, β1])⋊M((α1, β1)),
whereM([α1,←))M((→, β1]), and henceM
α1β1 , acts trivially on each V (αi, βi, λi),
1 < i ≤ m. Moreover,W = V (αm, βm, λm)⊗ · · ·⊗V (α2, β2, λ2) is a nested module
of the McLain group M((α1, β1)). By induction, W is an irreducible M((α1, β1))-
module, where (W,W )M((α1,β1)) = 1, and therefore W is an irreducible M -module
acted upon trivially byMα1β1 and satisfying (W,W )M = 1. The result follows. 
Theorem 5.10. Suppose D is non-overlapping. Then V (D, f) is irreducible.
Proof. By hypothesis D has a disconnection D = D1 ∪ · · · ∪ Dn, where each Di
is nested. Let (αi, βi) be the outermost interval of Di, so that βi ≤ αi+1 for each
1 ≤ i < n. Let fi be the restriction of f to eachDi. By Theorem 5.9, each V (Di, fi)
is an irreducible M([αi, βi])-module satisfying (V (Di, fi), V (Di, fi))M([αi,βi]) = 1,
so V (D, f) is an irreducible M -module by Corollary 3.6. 
Lemma 5.11. Let H ≤ G be groups and let W be an H-module. Let I be a
subgroup of G properly containing H. Suppose the action of H on W is extendible
to I and call the resulting I-module W1. Then ind
G
HW is reducible.
Proof. Let T = Ft be the trivial H-module and let P be the permutation I-module
associated to the coset space I/H . Then
indGHW
∼= indGI ind
I
HW
∼= indGI ind
I
H(T ⊗W )
∼= indGI ind
I
H(T ⊗ res
I
HW1)
∼= indGI ((ind
I
HT )⊗W1) (cf. [Sz, §2])
∼= indGI (P ⊗W1).
16 FERNANDO SZECHTMAN, ALLEN HERMAN, AND MOHAMMAD A. IZADI
Since a permutation module of dimension > 1 (finite or infinite) is always reducible,
so is indGHW . 
In regards to Lemma 5.11, see the examples given in [Sz, §5].
Theorem 5.12. Suppose D is overlapping. Then V (D, f) is reducible.
Proof. It suffices to prove the result when |D| = 2. We have V (D, f) ∼= indMHW , as
in Theorem 5.4.
Note that Mα1α2 ∩ H = 1. Moreover, Mα1α2 normalizes H and stabilizes λ.
Therefore λ is extendible to I = H ⋊Mα1α2 via any map
h(1 + reα1α2) 7→ λ(h)χ(r)
with χ ∈ Hom(R+, F ∗). Now apply Lemma 5.11. 
Theorem 5.13. V (D, f) is irreducible if and only if D is non-overlapping.
Proof. Immediate consequence of Theorems 5.10 and 5.12. 
6. Tools required to study the decomposition of a basic module
Theorem 6.1. Let H E I ≤ G be groups and let W be an irreducible H-module
stabilized by I. Given any x ∈ G let xW be the vector space W when viewed as an
H ∩ xHx−1-module via
h · w = (x−1hx)w.
Suppose that
(W,W )H = 1
and that given any x ∈ G \ I, we have
(W, xW )H∩xHx−1 = 0.
Then
(indIHW, ind
I
HW )I = [I : H ] = (ind
G
HW, ind
G
HW )G.
Note 6.2. The first equality is trivial. Under more restrictive hypothesis the
second equality would be a routine application of Frobenius reciprocity, twice, with
Mackey Decomposition Theorem used in between. However, (X,Y )S need not equal
(Y,X)S, in general, and this property would be required twice in that argument,
first for S = H and then for S = H ∩ xHx−1. The second use could be avoided if
we modified our hypotheses, but the first could not.
The alternative argument presented below, which goes inside of the proof of the
Mackey Decomposition Theorem, will suffice for our purposes.
Proof. Since H E I and I stabilizes W , we see that resIH ind
I
HW is the direct sum
of [I : H ] copies of W , so by Frobenius reciprocity
(indIHW, ind
I
HW )I = (W, res
I
H ind
I
HW )H = [I : H ].
Let E be a system of representatives for the (H,H)-double cosets in G. Since
H E I, we may assume that E contains a system, say E0, of representatives for
I/H . Moreover, for each x ∈ E, let Tx be a system of representatives, including 1,
for the left cosets of H ∩ xHx−1 in H . Then
S = {yx |x ∈ E, y ∈ Tx}
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is a set of representatives for the left cosets of H in G. From
indGHW =
⊕
g∈S
gW,
we obtain
resGH ind
G
HW =
⊕
x∈E
Ux,
where Ux is the H-submodule of ind
G
HW given by
Ux =
⊕
y∈Tx
yxW.
Suppose first x ∈ E0. Then Tx = {1} and Ux = xW ∼=W , so
(W,Ux)H = 1.
Suppose next x ∈ E \ E0. Then yx /∈ I for any y ∈ Tx. Therefore
(W, yxW )H∩yxH(yx)−1 = 0, y ∈ Tx,
and fortiori
(W,Ux)H = 0.
Since W is H-irreducible, and hence generated by a single element as H-module, it
follows that HomH(W,−) commutes with the direct sum of H-modules. Thus, by
above
(W, resGH ind
G
HW )H = [I : H ],
so, by Frobenius reciprocity,
(indGHW, ind
G
HW )G = [I : H ].

Proposition 6.3. Let SET be groups, where [T : S] is finite and char(F ) ∤ [T : S].
Let W be a completely reducible S-module. Then indTSW is a completely reducible
T -module.
Proof. We have W =
⊕
x∈X
Wx with Wx irreducible, so ind
T
SW
∼=
⊕
x∈X
indTSWx. We
may thus restrict to the case when W itself is irreducible. Since resTS ind
T
SW is the
direct sum of conjugates of the irreducible S-module W , it follows that resTS ind
T
SW
is a completely reducible S-module. Since [T : S] is finite and char(F ) ∤ [T : S], a
sharpened version of Maschke’s theorem (cf. [CR, §10.20, Problem 8]) ensures that
indTSW is a completely reducible T -module. 
Definition 6.4. Let T be a group. We say that a subgroup S of T is strongly
ascendant (relative to char(F )) if there is well-ordered set (X,≤) (not to be confused
with the order used in §2), with first element x0 and last element x1, as well as
subgroups Sx, x ∈ X , of T such that: Sx0 = S; Sx1 = T ; Sx is normal of finite index
in Sx′ , with char(F ) ∤ [Sx′ : Sx], for every x ∈ X , x 6= x1, with successor x
′ ∈ X ; if
x ∈ X , x 6= x0, and x has no immediate predecessor in X , then Sx = ∪
y<x
Sy.
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Theorem 6.5. Keep all of the hypotheses of Theorem 6.1 and assume, in addition,
that [I : H ] is finite and not divisible by char(F ). Then
(a) indIHW is a completely reducible I-module of finite length ≤ [I : H ] and
indIHW = m1V1 ⊕ · · · ⊕mtVt,
where {V1, . . . , Vt} is a full set of representatives for the isomorphism classes of
irreducible I-modules lying over W . Moreover, each mi satisfies
d(i) = (W, resIHVi)H = mi(Vi, Vi)I ,
where d(i) is the (finite) length of the homogeneous H-module resIHVi, that is,
resIHVi
∼=W ⊕ · · · ⊕W (d(i) summands ).
(b) We have
indGHW
∼= m1ind
G
I V1 ⊕ · · · ⊕mtind
G
I Vt,
where
(indGI Vi, ind
G
I Vi)G = (Vi, Vi)I , 1 ≤ i ≤ t,
(indGI Vi, ind
G
I Vj)G = 0, 1 ≤ i 6= j ≤ t,
(indGI Vi, ind
G
HW ) = mi(Vi, Vi)I = (W, res
I
HVi)H = d(i), 1 ≤ i ≤ t.
(c) Suppose that at least one of the following conditions holds:
(C1) There is a normal subgroup N of G contained in H and an irreducible
N -module W0 such that W lies over W0 and I = IG(W0).
(C2) G is finite, char(F ) ∤ |G| and (Vi, Vi)I = 1 for all 1 ≤ i ≤ t.
(C3) I is a strongly ascendant subgroup of G and (Vi, Vi)I = 1 for all 1 ≤ i ≤ t.
Then indGI V1, . . . , ind
G
I Vt are irreducible G-modules. In particular, ind
G
HW is a
completely reducible G-module.
Proof. We know from Proposition 6.3 that indIHW is a completely reducible I-
module. Since resIH ind
I
HW is the direct sum of [I : H ] conjugates of the irreducible
H-module W , we see that resIH ind
I
HW has finite length [I : H ], whence ind
I
HW
has finite length ≤ [I : H ]. Thus
(6.1) indIHW = m1V1 ⊕ · · · ⊕mtVt,
where V1, . . . , Vt are non-isomorphic irreducible I-modules and each mi ≥ 1. Pro-
jecting indIHW onto each component, we see that
(indIHW,Vi)I 6= 0, 1 ≤ i ≤ t,
so by Frobenius reciprocity
(W, resIHVi)H 6= 0, 1 ≤ i ≤ t.
Therefore each Vi lies over W . Conversely, if V is an irreducible I-module lying
over W then
(W, resIHV )H 6= 0,
so
(indIHW,V )I 6= 0
by Frobenius reciprocity. Hence (6.1) implies the existence of one (and only one) i
such that 1 ≤ i ≤ t and
(Vi, V )I 6= 0.
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Since Vi and V are irreducible I-modules, Schur’s Lemma yields Vi ∼= V . Thus
{V1, . . . , Vt} is a full set of representatives for the isomorphism classes of irreducible
I-modules lying over W . Frobenius reciprocity and (6.1) now give
(6.2) (W, resIHVi)H = (ind
I
HW,Vi)I = (miVi, Vi)I = mi(Vi, Vi)I , 1 ≤ i ≤ t.
Since H E I, with [I : H ] finite, and W is an irreducible submodule of resIHVi,
Clifford’s theory ensures that resIHVi is the direct sum d(i) conjugates of W , where
d(i) is the (finite) length of resIHVi as an H-module. ButW is I-invariant, so res
I
HVi
is the direct sum of d(i) copies of W . Thus
(6.3) (W, resIHVi)H = d(i), 1 ≤ i ≤ t.
Let S be any subgroup of G containing I. From (6.1) we obtain
(6.4)
indSHW
∼= indSI ind
I
HW
∼= indSI (m1V1 ⊕ · · · ⊕mtVt)
∼= m1ind
S
I V1 ⊕ · · · ⊕mtind
S
I Vt.
From Theorem 6.1, (6.1) and Schur’s Lemma we get
(6.5) [I : H ] = m21(V1, V1)I + · · ·+m
2
t (Vt, Vt)I .
Setting V ′i = ind
S
I Vi for 1 ≤ i ≤ t, Theorem 6.1 and (6.4) yield
(6.6) [I : H ] = m21(V
′
1 , V
′
1)S + · · ·+m
2
t (V
′
t , V
′
t )S +
∑
i6=j
mimj(V
′
i , V
′
j )S .
Now, by Frobenius reciprocity
(V ′i , V
′
i )S = (Vi, res
S
I V
′
i )I , 1 ≤ i ≤ t.
Since Vi is an I-submodule of res
S
I V
′
i , it follows that
(6.7) (V ′i , V
′
i )S ≥ (Vi, Vi)I , 1 ≤ i ≤ t.
Combining (6.5), (6.6) and (6.7) we infer
(6.8) (V ′i , V
′
i )S = (Vi, Vi)I and (V
′
i , V
′
j )S = 0, 1 ≤ i 6= j ≤ t.
Making use of (6.4) and (6.8) yields
(6.9) (V ′i , ind
S
HW )S = (V
′
i ,miV
′
i )S = mi(V
′
i , V
′
i )S = mi(Vi, Vi)I , 1 ≤ i ≤ t.
Thus (6.2), (6.3) and (6.9) give
(indSI Vi, ind
S
HW )S = (W, res
I
HVi)H = d(i), 1 ≤ i ≤ t.
Suppose (C1) holds. Since each Vi is an irreducible I-module lying over the irre-
ducible N -module W0 and I = IG(W0), it follows from Clifford’s Correspondence
(cf. Theorem 3.1) that each indGI Vi is an irreducible G-module.
Suppose (C2) holds. Then, by Maschke’s theorem, each indGI Vi is a completely
reducible G-module. Moreover, by (6.8), we have (indGI Vi, ind
G
I Vi)G = 1, so each
indGI Vi is irreducible.
Suppose (C3) holds. Let (X,≤) and (Sx)x∈X be as in Definition 6.4 and set
V = Vi, where 1 ≤ i ≤ t. Then ind
Sx0
I V = V is irreducible. Let x0 < x and
suppose ind
Sy
I V is irreducible for every y < x.
20 FERNANDO SZECHTMAN, ALLEN HERMAN, AND MOHAMMAD A. IZADI
Case 1. x has an immediate predecessor y. Since
indSxI V
∼= indSxSy ind
Sy
I V, 1 ≤ i ≤ t,
it follows from Proposition 6.3 that indSxI V is a completely reducible Sx-module.
But, by above, (indSxI V, ind
Sx
I V )Sx = 1, so ind
Sx
I V is irreducible.
Case 2. x has no immediate predecessor. We readily see that there is a system
of representatives Z for the left cosets of I in Sx such that Z ∩ Sy is a system of
representatives for the left cosets of I in Sy for each y ≤ x. We have
indSxI V =
⊕
z∈Z
zV.
Let u be an arbitrary non-zero element of indSxI V and let v ∈ ind
Sx
I V . Then there
is a finite subset Zˆ of Z such that
u, v ∈
⊕
z∈Zˆ
zV.
Since Sx = ∪
y<x
Sy, there is y < x such that Zˆ ⊆ Sy. Then
u, v ∈
⊕
z∈Sy∩Z
zV ∼= ind
Sy
I V.
Since ind
Sy
I V is irreducible, v ∈ FSy · u, whence v ∈ FSx · u. This proves that
indSxI V is irreducible.
By transfinite induction, indSxI V is irreducible for every x ∈ X . Since G = Sx1 ,
the proof is complete. 
Note 6.6. It is false, in general, that if S is a strongly ascendant subgroup of T and
W is an irreducible S-module then indTSW is completely reducible. Indeed, let T be
the direct product of countably many copies of any finite non-trivial group P and
let S be the trivial subgroup of T with trivial S-module W . Suppose char(F ) ∤ |P |.
Then indSiS W is completely reducible for every i (where Si is the direct product
of i copies of P ), but V = indTSW is the regular module of the infinite group T
and hence is not completely reducible (the epimorphism V → F shows that a
supposed complement to the augmentation ideal must be trivial, but V has no
trivial submodule).
As a consequence of Theorem 6.5 we obtain the following extension of a well-
known irreducibility criterion due to Mackey [Ma], originally proved in the context
of finite groups and finite dimensional modules over an algebraically closed field.
Theorem 6.7. Let H ≤ G be groups and let W be an irreducible H-module satis-
fying
(W,W )H = 1
and
(W, xW )H∩xHx−1 = 0, x ∈ G \H.
Suppose at least one of the following conditions hold:
(D1) There is a normal subgroup N of G contained in H and an irreducible
N -module W0 such that W lies over W0 and H = IG(W0) (this is automatic if
H EG).
(D2) G is finite and char(F ) ∤ |G|.
REPRESENTATIONS OF MCLAIN GROUPS 21
(D3) H is a strongly ascendant subgroup of G.
Then indGHW is an irreducible G-module and (ind
G
HW, ind
G
HW )G = 1.
7. Preparation for Mackey theory
Notation 7.1. Let
Ω = {(α, γ) ∈ Φ | ∃ (α, β), (γ, δ) ∈ D such that α < γ < β < δ},
Γ1 = Γ ∪ Ω (disjoint union).
Note 7.2. Since D is always finite, so is the subset Ω of Φ.
Lemma 7.3. Γ1 is a closed subset of Φ.
Proof. This is essentially proven in [A3, Proposition 2]. 
Notation 7.4. Let
I =M(Γ1).
Theorem 7.5. (a) H is normal in I.
(b) [I : H ] = |R||Ω|. Thus, I/H is a finite group provided R is a finite ring.
(c) I stabilizes λ.
(d) Given any g ∈M \ I there is h ∈ H ∩ gHg−1 such that λ(h) 6= λ(g−1hg).
Proof. (a) This is included in the proof of [A3, Proposition 2].
(b) This follows from Proposition 2.5.
(c) By Proposition 2.3 it suffices to show that, given (α, γ) ∈ Ω and r ∈ R, the
conjugate character of λ by 1 + reαγ equals λ. By Proposition 2.3 this verification
can be restricted to
(7.1) λ((1 + reαγ)(1 + seπρ)(1 − reαγ)) = λ(1 + seπρ)
for all (π, ρ) ∈ Γ and s ∈ R. Since (α, γ) ∈ Ω there exist (α, β), (γ, δ) ∈ D such
that
α < γ < β < δ.
Two cases arise:
Case 1. π = γ. In this case
(1 + reαγ)(1 + seγρ)(1− reαγ) = (1 + seγρ)(1 + rseαρ),
so we need to check that
λ(1 + rseαρ) = 1.
This is automatically true of (α, ρ) /∈ D. But (α, ρ) cannot be in D, for in that case
ρ = β, whence (γ, β) /∈ Γ.
Case 2. ρ = α. In this case
(1 + reαγ)(1 + seπα)(1− reαγ) = (1 + seπα)(1 − sreπγ),
so we need to check that
λ(1 − sreπγ) = 1.
This is automatically true of (π, γ) /∈ D. But (π, γ) cannot be in D, for in that case
(π, α) /∈ Γ.
(d) This is essentially contained in the proof of [A3, Proposition 1]. However,
due to the its critical role and technical nature, we reproduce Andre´’s argument,
suitably modified to our purposes.
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Let g ∈M \ I. Then g = 1 + x, where
x =
∑
(α,β)∈Φ
xαβeαβ,
where all xαβ ∈ R and almost all of them are equal to 0. Since g /∈ I, the set
A = {(α, β) ∈ Φ \ Γ1 |xαβ 6= 0}
is non-empty. To any (α, β) ∈ A there corresponds a unique (α, γ) ∈ D. Thus,
D1 = {(α, γ) ∈ D | ∃ (α, β) ∈ Φ \ Γ1 such that xαβ 6= 0}
is non-empty. Choose (α, γ) ∈ D1 with γ as large as large as possible. This can be
done, because D1 is a finite, totally ordered, non-empty set.
It follows that if (ρ, σ) ∈ D, γ < σ, and xρτ 6= 0 for some ρ < τ < σ (so that
(ρ, τ) /∈ Γ), then necessarily (ρ, τ) ∈ Ω (for otherwise (ρ, τ) /∈ Γ1, against the choice
of (α, γ)) (*).
For this choice of (α, γ) ∈ D1 there exists (α, β) ∈ Φ \ Γ1 such that xαβ 6= 0.
We claim that for all r ∈ R, we have
g(1 + reβγ)g
−1 ∈ H ∩ gHg−1.
Indeed, since (α, γ) ∈ D and (α, β) /∈ Γ, we have α < β < γ. Moreover, since
(α, β) /∈ Ω, for any δ ∈ Λ
(7.2) γ < δ ⇒ (β, δ) /∈ D.
If (β, γ) /∈ Γ there would be δ ∈ Γ such that β < γ < δ and (β, δ) ∈ D, against (7.2).
This shows that (β, γ) ∈ Γ, so 1 + reβγ ∈ H , whence g(1 + reβγ)g−1 ∈ gHg−1.
Next we show that
g(1 + reβγ)g
−1 = (1 + x)(1 + reβγ)(1 + x)
−1 = (1 + x)(1 + reβγ)(1 + y) ∈ H,
where (1 + x)−1 = 1+ y for a unique y ∈ J (the nil ring J was defined in §2). Now
(7.3) (1 + reβγ)(1 + y) = 1 + y + reβγ + reβγy.
Since (β, γ) ∈ Γ, it follows that (β, δ) ∈ Γ for every δ ∈ Λ such that γ ≤ δ. Thus,
the multiplication in J implies
(7.4) 1 + reβγ + reβγy ∈ H.
Multiplying (7.3) on the left by (1 + x) we find
(7.5) g(1 + reβγ)g
−1 = 1 + reβγ + reβγy + xreβγ + xreβγy.
Suppose, if possible, that for some (ρ, π) /∈ Γ, the (ρ, π) coefficient of xreβγ is
not 0. Then π = γ and ρ < β, in which case the coefficient is xρβr 6= 0. Since
(ρ, γ) = (ρ, π) /∈ Γ, there exists (ρ, σ) ∈ D with ρ < γ < σ. As xρβ 6= 0 and
ρ < β < γ < σ, (*) implies (ρ, β) ∈ Ω. Then there exists (β, δ) ∈ D such that
ρ < β < σ < δ. Since γ < σ, we infer γ < δ, against (7.2). This proves that xreβγ
is in the R-span of Γ. As above, this implies that xreβγy is in the R-span of Γ.
Combining this with (7.4) proves the claim.
We next claim that there is r ∈ R such that hr = g(1 + reβγ)g−1 ∈ H ∩ gHg−1
satisfies λ(hr) 6= λ(g−1hrg). Since α 6= β and (α, γ) ∈ D, it follows that (β, γ) /∈ D,
whence
λ(g−1hrg) = λ(1 + reβγ) = 1, r ∈ R.
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Thus, we are reduced to showing the existence of r ∈ R such that
(7.6) λ(hr) 6= 1.
Now (α, γ) ∈ D means (α, γ) = (αi, βi) for a unique 1 ≤ i ≤ m. As λi is right
primitive and xαβ 6= 0, there is r ∈ R such that λi(xαβr) 6= 1, that is,
(7.7) λ(1 + xαβreαγ) 6= 1.
We claim that (7.6) holds for this choice of r. Indeed, when we express hr, namely
(7.5), in the canonical form (2.4), the non-trivial factors must be of one of the
following forms:
(i) 1 + reβγ ,
(ii) 1 + ryγδeβδ, with γ < δ,
(iii) 1 + xαβreαγ ,
(iv) 1 + xρβreργ , with α 6= ρ < β, or
(v) 1 + xρβryγδeρδ, with ρ < β < γ < δ.
Since λ is a linear character of H , the value of λ on hr is equal to the product
of its values on the non-trivial factors above. In view of (7.7), it remains to show
that λ has value 1 on all non-trivial factors of type different from (iii). This is clear
for types (i), (ii) and (iv) since (ρ, γ), (β, γ) /∈ D (as β, ρ 6= α) and (β, δ) /∈ D (by
(7.2)). Suppose, if possible, that a factor of type (v) is not trivial (so, in particular,
xρβ 6= 0) with (ρ, δ) ∈ D. Then, by (*), (ρ, β) ∈ Ω. Thus there is ǫ ∈ Λ such
(β, ǫ) ∈ D and ρ < β < δ < ǫ. But γ < ǫ, so (7.2) is contradicted. 
8. Decomposition of a basic module
Theorem 8.1. We have
(V (D, f), V (D, f))M = [I : H ] = |R|
|Ω|.
Proof. Immediate consequence of Theorems 5.4, 6.1 and 7.5. 
Note 8.2. Theorem 8.1 is valid for arbitrary (Λ,≤) and R, not necessarily finite.
Theorem 8.3. The following conditions are equivalent:
(a) V (D, f) is irreducible.
(b) D is non-overlapping.
(c) Ω = ∅.
(d) I = H.
(e) (V (D, f), V (D, f))M = 1.
Proof. This follows from Theorems 5.13 and 8.1. 
Definition 8.4. We will say that F is a splitting field for I over λ if (V, V )I = 1
for every irreducible I-module lying over λ.
Note 8.5. We know from Theorem 6.5 that an irreducible I-module V lies over λ
if and only if V is a constituent of the finite dimensional, completely reducible
module indIHW . Thus, there are finitely many irreducible I-modules lying over
λ. Since [I : H ] and dim(W ) are finite, every irreducible I-module lying over λ
is finite dimensional. Thus there is a finite extension K of F that is a splitting
field for I over λ (let K be the subfield of F generated by the entries of the matrix
representations associated to each isomorphism type of irreducible I-module lying
over λ). Thus, there is not much loss of generality in assuming that F itself is a
splitting field for I over λ.
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Note 8.6. Suppose that λ is extendible to I (see Theorem 8.14 for the exact
conditions when this happens). Since (W,W )H = 1, it follows from Lemma 3.2 and
Theorem 3.4 that F is a splitting field for I over λ provided F is a splitting field for
I/H in the usual sense. In Example 8.19, λ is not extendible to I but, nevertheless,
a splitting field for I/H is a splitting field for I over λ. This implication may be
true in general, a matter that will not be discussed further.
Theorem 8.7. Let α = min{αi | 1 ≤ i ≤ m} and β = max{βi | 1 ≤ i ≤ m}.
Suppose the closed interval [α, β] of Λ is well-ordered under ≥, the inverse order
of ≤. Assume, in addition, that R is finite. Then I is a strongly ascendant subgroup
of M .
Proof. Let Ψ be a closed subset of Φ satisfying the following conditions:
(A1) There is a first δ ∈ (α, β] under ≥ such that M((→, δ]) ⊆M(Ψ).
(A2) If γ = δ′ is the immediate successor of δ in [α, β] under ≥, then
Ψ♯ = {(σ, γ) ∈ Φ | (σ, γ) /∈ Ψ}
is a finite subset of Φ.
An example is Ψ = Γ1, in which case (A1) holds with δ = β and |Ψ♯| ≤ 1.
In any case, either Ψ♯ = ∅, and we set Ψ′ = Ψ, or else
(8.1) Ψ♯ = {(σ1, γ), . . . , (σn, γ)},
σ1 < · · · < σn,
in which case the following are all closed subsets of Φ, each normal in the next:
Ψ(0) = Ψ ⊂ Ψ(1) = Ψ ∪ {(σ1, γ)} ⊂ · · · ⊂ Ψ(n) = Ψ ∪ {(σ1, γ), . . . , (σn, γ)}.
Moreover, by Proposition 2.5,
[M(Ψ(i+ 1)) :M(Ψ(i))] = |R|, 0 ≤ i < n,
where char(F ) ∤ |R| by Lemma 4.2, and Ψ′ = Ψ(n) satisfies (A1), (A2) as well as
(8.2) M((→, γ]) ⊆M(Ψ′).
Define the family (Ψγ)γ∈[α,β] of closed subsets of Ψ as follows:
Ψβ = Γ1, Ψγ = (Ψδ)
′ if γ = δ′, Ψγ = ∪
δ>γ
Ψδ if γ has no immediate ≥−predecessor.
This is possible because, as D is finite, so is (8.1) when Ψ = Ψδ for any δ ∈ (α, β].
By construction, Ψδ is subnormal in Ψδ′ , with [M(Ψδ′) : M(Ψδ)] finite and not
divisible by char(F ) for every δ ∈ (α, β]. Moreover, (8.2) implies M =M(Ψα). 
Theorem 8.8. Suppose R is finite and F is a splitting field for I over λ. Let
indIHW = m1V1 ⊕ · · · ⊕mtVt,
be the decomposition of indIHW ensured by part (a) of Theorem 6.5 (which applies,
due to Lemma 4.2 and parts (a), (b) and (c) of Theorem 7.5), where {V1, . . . , Vt}
is a full set of representatives for the isomorphism classes of irreducible I-modules
lying over W , and each mi satisfies
(W, resIHVi)H = dim(Vi) = mi.
Assume, in addition, that I is a strongly ascendant subgroup of M . Then
V (D, f) ∼= m1ind
M
I V1 ⊕ · · · ⊕mtind
M
I Vt,
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where indMI V1, . . . , ind
M
I Vt are non-isomorphic irreducible M -modules, and
(indMI Vi, V (D, f))M = dim(Vi) = mi, 1 ≤ i ≤ t.
Proof. Use Theorems 5.4, 6.5 and 7.5(d). 
Note 8.9. Suppose R is finite. In view of Theorem 8.7, all we have to do to ensure
that every I is a strongly ascendant subgroup of M is to start with any well-order
and impose its inverse on Λ. This is automatic when Λ is finite, which is just a
very special, albeit important, case.
Observe that I need not be a strongly ascendant subgroup of M in general.
Suppose, for instance, that Λ is a closed interval [α, β] and β is an accumulation
point when [α, β] is given the topology of the strict order < associated to ≤ (cf.
[K, Chapter 1, Problem I]). If D = {(α, β)}, then I = H is self-normalizing.
Note 8.10. Suppose R is finite, M = Un(R) and F is a splitting field for (the finite
group) I. Then condition (C2) of Theorem 6.5 is satisfied, and the conclusion of
Theorem 8.8 follow automatically, that is, without resorting to strongly ascendant
subgroups.
Note 8.11. Let
Γ0 = Γ \ {(σ, τ) ∈ Γ | ∃ i such that 1 ≤ i ≤ m and αi < σ < τ < βi}.
It is easy to see that N =M(Γ0) satisfies
N = coreM (H).
By Theorem 7.5(c), we have I ⊆ IM (λ|N ), although equality is not necessarily true
in general. However, it does occur, occasionally. Suppose, for instance, that, if
1 ≤ i < m, then αi+1 is the only element of Λ satisfying αi < αi+1 < βi. Then
I = IM (λ|N ) (the case m = 1 is treated in §4). Whatever the example, suppose
that I = IM (λ|N ). Then condition (C1) of Theorem 6.5 is satisfied. Thus, if R is
finite and F is a splitting field for I over λ, then the conclusion of Theorem 8.8 is
achieved without involving strongly ascendant subgroups.
Definition 8.12. We will say that D has a special triple if it contains a subset
{(α1, β1), (α2, β2), (α3, β3)} satisfying:
α1 < α2 < α3 = β1 < β2 < β3.
Proposition 8.13. [Γ1,Γ1] ∩ D = [Ω,Ω] ∩ D. Moreover, these are non-empty if
and only if D contains a special triple.
Proof. Suppose (α, β) ∈ [Γ1,Γ1] ∩D. Then, by definition, there is a chain
(γ1, γ2), . . . , (γn−1, γn) ∈ Γ1, n ≥ 3,
such that γ1 = α and γn = β. Since Γ1 ⊆ Φ, we have
α = γ1 < γ2 < · · · < γn−1 < γn = β.
In particular, α < γ2 < β, so (α, γ2) /∈ Γ and therefore (α, γ2) ∈ Ω. By definition,
there exists (α2, β2) ∈ D such that
α < α2 < β < β2, γ2 = α2.
From
α2 < γ3 ≤ β < β2,
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we infer (α2, γ3) /∈ Γ, hence (α2, γ3) ∈ Ω. By definition, there exists (α3, β3) ∈ D
such that
α2 < α3 < β2 < β3, γ3 = α3.
If α3 = β then
α < α2 < α3 = β < β2 < β3
and we are done. Otherwise,
α3 < γ4 ≤ β < β3,
implies, as before, the existence of (α4, β4) ∈ D such that
α3 < α4 < β3 < β4, γ4 = α4.
If α4 = β then
α < α2 < α3 < α4 = β < β2 < β3 < β4
and we are done. Otherwise continue this process to obtain the desired result. 
Theorem 8.14. The following conditions are equivalent:
(a) λ is extendible to I.
(b) [Γ1,Γ1] ∩D = ∅.
(c) [Ω,Ω] ∩D = ∅.
(d) D has no special triple.
Proof. Suppose first (α, β) ∈ [Γ1,Γ1]∩D. By Proposition 2.7, Mαβ ⊆ [I, I], so any
group homomorphism I → F ∗ is trivial on Mαβ , whence λ is not extendible to I.
Suppose next [Γ1,Γ1]∩D = ∅. Then D ⊆ Γ1\[Γ1,Γ1]. We certainly have a group
homomorphism from the external direct product of all Mαβ, (α, β) ∈ Γ1 \ [Γ1,Γ1],
µ :
∏
(α,β)∈Γ1\[Γ1,Γ1]
Mαβ → F
∗
that agrees with λi on Mαiβi for every 1 ≤ i ≤ m. It follows from Proposition 2.7
that µ gives rise to an extension of λ to I.
This proves the equivalence between (a) and (b). Now apply Proposition 8.13.

Theorem 8.15. Suppose |R| is finite, F is a splitting field for S = I/H and D
has no special triple. Assume, in addition, that I is a strongly ascendant subgroup
ofM . Then V (D, f) has the following decomposition as the direct sum of irreducible
non-isomorphic M -modules with indicated multiplicities:
V (D, f) ∼=
⊕
χ∈Irr(S)
χ(1) indMI (Uχ ⊗W1),
where Uχ is an irreducible S-module -viewed as an I-module- affording χ, and W1
is the vector space W acted upon via an extension of λ to I.
Proof. Use Note 8.6 as well as Theorems 3.4, 8.8 and 8.14. 
Corollary 8.16. Suppose that R is finite, D has no special triple, and S = I/H
is abelian (this is equivalent to [Ω,Ω] ⊆ Γ)). Assume, in addition, that I is a
strongly ascendant subgroup of M . Then V (D, f) has the following decomposition
into non-isomorphic M -modules:
V (D, f) ∼=
⊕
χ∈Irr(S)
indMI W1(χ),
REPRESENTATIONS OF MCLAIN GROUPS 27
where W1(χ) is the vector space W acted upon I via the only extension of λ to I
that satisfies 1 + reστ 7→ χ(r) for all (σ, τ) ∈ Ω.
Proof. Use Lemma 4.3 and Theorem 8.15. 
Definition 8.17. We will say that D is overlapping of type 1 provided the following
conditions are satisfied:
• α1 < · · · < αm (this can always be arranged), where m ≥ 2.
• The intervals (αi, βi), (αj , βj) overlap if and only if |i− j| = 1;
• No βi equals an αj (this is automatic if |D| = 2).
Let Λ = N under its usual order. Then {(1, 3), (2, 5), (4, 7), (6, 8)} is an overlap-
ping subset of Φ of type 1, whereas {(1, 3), (2, 4), (3, 5)} and {(1, 4), (2, 5), (3, 6)}
are not.
As the following result indicates, a family of examples to which Corollary 8.16
applies is given by the overlapping subsets of Φ of type 1.
Lemma 8.18. Suppose D is an overlapping subset of Φ of type 1. Then D has no
special triples and I/H is abelian.
Proof. By Definition 8.17, we have Ω = {(α1, α2), . . . , (αm−1, αm)}, [Ω,Ω] ⊆ Γ and
D has no special triples. 
Example 8.19. Suppose R is finite, D satisfies
α1 < α2 < · · · < αm = β1 < β2 < · · · < βm, m ≥ 3,
and F is a splitting field for Um−2(R). Assume, in addition, that [α1, βm] is well-
ordered by ≥. Then V (D, f) has the following decomposition as the direct sum of
irreducible non-isomorphic M -modules with indicated multiplicities:
V (D, f) ∼=
⊕
χ∈Irr(B)
dim(Uχ)dim(V ) ind
M
I (Uχ ⊗ V ).
Here I = T⋊B for suitable subgroups B ∼= Um−2(R) and T described below; each Uχ
is an irreducible B-module -viewed as an I-module- affording χ; V is an irreducible
I-module of dimension |R|m−2, as described below; each Uχ ⊗ V is an irreducible
I-module. Moreover, when m = 3 we have V (D, f) ∼= |R|indMI V .
Proof. By hypothesis
Ω = {(α1, α2), . . . , (α1, αm−1)} ∪ {(α2, αm), . . . , (αm−1, αm)} ∪Ω
′
where
Ω′ = {(αi, αj) | 1 < i < j < m}.
Let
K = I ∩ (M((→, β1))M((α1,←))),
A = I ∩M([α1, β1]),
B = I ∩M((α1, β1)),
L =Mα1α2 · · ·Mα1αm−1Mα1β1Mα2αm · · ·Mαm−1αm .
Note that A (resp. B) is the McLain group associated to {α1, . . . , αm} (resp.
{α2, . . . , αm−1}). In particular, B ∼= Um−2(R). Moreover, B and L are respec-
tively M((α1, β1)) and M
α1β1 for the McLain group associated to {α1, . . . , αm}.
Furthermore, we have
A = L⋊B and I = K ⋊A,
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so that for
T = K ⋊ L,
we have
I = T ⋊ B.
Our description of L and the results of §4 ensure that there is one and only one
irreducible L-module X , up to isomorphism, lying over λ1 (viewed as a linear
character of Mα1,β1 via (2.2)). Here dim(X) = |R|
m−2 and (X,X)L = 1.
We deduce from §4 and the above interpretation of A, B and L that the action of
L on X can be extended to A. Let V be the vector space X viewed as an A-module
under this action and let S : A→ GL(V ) be the associated representation.
On the other hand, since Ω∩ (→, β1) = ∅, we see that K is a subgroup of H . In
particular, λ is defined on K (a critical and subtle point). As I = K ⋊A, we may
define P : I → GL(V ) by
P (ak) = S(a)λ(k).
By Theorem 7.5, I stabilizes λ, so P is a group homomorphism and V is an ir-
reducible I-module. Since (X,X)L = 1, we have (V, V )I = 1. Moreover, by
construction, V lies over W and
(W, resIHV )H = |R|
m−2 = dim(V ).
We claim that an irreducible I-module V ′ lies over W if and only if V ′ ∼= U ⊗V ,
where U is an irreducible B-module viewed as I-module (and hence acted upon
trivially by T ).
Indeed, let U be an irreducible B-module viewed as I-module. Here resITV is
irreducible (since so is resIL = X) and, by definition, U is acted upon trivially by L,
so, by Theorem 3.4, U ⊗ V is an irreducible I-module. It actually lies over W . In
fact, since T acts trivially on U we see that
(W, resIHU ⊗ V )H = dim(U)dim(V ).
By Theorem 3.4 the U ⊗ V are non-isomorphic and since F is a splitting field
for Um−2(R), we have (U,U)B = 1, so by Lemma 3.2
(8.3) (U ⊗ V, U ⊗ V )I = 1.
On the other hand, Theorem 8.1 gives
(V (D, f), V (D, f))M = [I : H ].
Let
Z =
⊕
χ∈Irr(B)
dim(Uχ)dim(V ) ind
M
I (Uχ ⊗ V ).
By Theorem 6.5 and (8.3), for each χ ∈ Irr(B), we have
(indMI (Uχ ⊗ V ), ind
M
I (Uχ ⊗ V ))M = 1,
so
(Z,Z)M = dim(V )
2
∑
χ∈Irr(B)
dim(Uχ)
2 = dim(V )2|B| = |R|2(m−2)|B| = [I : H ].
But V (D, f) is completely reducible by Theorems 6.5 and 8.7, so V (D, f) = Z. 
Corollary 8.20. Suppose that R is finite, D has a special triple, and Λ is well-
ordered by ≥. Then V (D, f) has a repeated irreducible constituent.
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Proof. Immediate consequence of Example 8.19. 
Theorem 8.21. Suppose R is finite and F is a splitting field for I over λ. Assume,
in addition, Λ is well-ordered by ≥. Then V (D, f) is multiplicity free if and only if
I/H is abelian (this is equivalent to [Ω,Ω] ⊆ Γ) and D has no special triple.
Proof. If I/H is abelian and D has no special triple then V (D, f) is multiplicity free
by Theorems 8.15 and 8.7. If D has a special triple then Corollary 8.20 shows that
V (D, f) has multiplicity, while if D has no special triple but I/H is non-abelian
then Theorems 8.15 and 8.7 show that V (D, f) has multiplicity. 
Example 8.22. Suppose R is finite, Λ is well-ordered by ≥, and D satisfies
α1 < α2 < α3 = β1 < α4 = β2 < · · · < αm = βm−2 < βm−1 < βm,
where m ≥ 3. Let n be the largest integer such that 2n ≤ m. Then
(a) If m = 2n+ 1 there is one and only one irreducible I-module, say V , up to
isomorphism, lying over λ. Moreover, dim(V ) = |R|n with indMI V is irreducible and
V (D, f) ∼= |R|nindMI V.
(b) If m = 2n there is are exactly |R| irreducible I-modules, say V1, . . . , V|R|, up
to isomorphism, lying over λ. Moreover, each dim(Vi) = |R|n−1, the M -modules
indMI V1, . . . , ind
M
I V|R| are irreducible and non-isomorphic, and
V (D, f) ∼= |R|n−1indMI V1 ⊕ · · · ⊕ |R|
n−1indMI V|R|.
Proof. By hypothesis
Ω = {(α1, α2), (α2, α3) . . . , (αm−1, αm)}.
Set
Ω0 = {(α1, α2), (α3, α4), . . . , (α2n−1, α2n)},
which is a closed abelian subset of Φ. Let
S =
∏
(γ,δ)∈Γ0
Mγδ (internal direct product inside I)
and
I0 =M(Γ ∪Ω0) = H ⋊ S.
By Theorem 7.5(c), λ is I-invariant. Thus, given any µ ∈ Hom(S, F ∗), the map
λµ :M(Γ0)→ F ∗, given by
λµ(hs) = λ(h)µ(s), h ∈ H, s ∈ S,
is a group homomorphism extending λ. We readily verify that I0EI and the inertia
group of λµ in I is I0. Let Wµ be the vector space W acted upon I0 via λµ. Then
Vµ = ind
I
I0W0 is irreducible and (Vµ, Vµ)I = 1 by Theorem 3.1. Moreover, it is
obvious that Vµ lies over W .
Suppose first m = 2n+ 1. Then
dim(Vµ) = [I : I0] = |R|
n = [I0 : H ].
Thus Theorem 6.5(a) implies indIHW
∼= |R|nVµ. This proves that the Vµ is inde-
pendent of µ, up to isomorphism. Now apply Theorems 6.5(b) and 8.7.
Suppose next m = 2n. Then
dim(Vµ) = [I : I0] = |R|
n−1 and [I0 : H ] = |R|
n.
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Each λµ is conjugate under I to exactly [I : I0] = |R|n−1 extensions of λ, whereas
by Lemma 4.3, λ has a total of |S| = |R|n extensions to I0. Thus, these |R|n
extensions fall into exactly |R| classes upon conjugation by I. On the other hand,
by Clifford’s theory, Vµ ∼= Vν if and only if µ and ν are in the same I-conjugacy
class. Let µ1, . . . , µ|R| be representatives for the I-conjugacy classes of extensions
of λ to I0. Since
dim(indIHW ) = [I : H ] = |R| × |R|
n−1 × |R|n−1,
it follows from Theorem 6.5(a) that
indIHW
∼= |R|n−1Vµ1 ⊕ · · · ⊕ |R|
n−1Vµ|R| .
Now apply Theorems 6.5(b) and 8.7. 
Example 8.23. Suppose R is finite and D = D1∪· · ·∪Dℓ is a disconnection, where
each Di has size mi = 2ni + 1 and is as in Example 8.22. Assume, in addition,
that Λ is well-ordered by ≥. Let fi be the restriction of f to Di, 1 ≤ i ≤ ℓ. Then
V (D, f) ∼= |R|n(Y1 ⊗ · · · ⊗ Yℓ),
where n = n1 + · · · + nℓ, each Yi is the irreducible M -module from Example 8.22
satisfying V (Di, fi) ∼= |R|niYi, and Y1 ⊗ · · · ⊗ Yℓ is an irreducible M -module.
Proof. This follows from Theorem 3.6 and Example 8.22. 
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