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Abstract
The time evolution of probability densities for solutions to stochastic differential equations
(SDEs) without delay is usually described by Fokker-Planck equations, which require the adjoint
of the infinitesimal generator for the solutions. However, Fokker-Planck equations do not exist for
stochastic delay differential equations (SDDEs) because the solutions to SDDEs are not Markov
processes and have no corresponding infinitesimal generators. In this paper, we address the open
question of finding the governing equations for probability densities of SDDEs with discrete time
delays. The governing equation is given in a simple form that facilitates theoretical analysis and
numerical computation. An illustrative example is presented to verify the proposed governing
equations.
Keywords: stochastic differential equations, Brownian motions, probability density, discrete
time delay, stochastic delay differential equations.
∗Corresponding author: xsun15@gmail.com
1
1 Introduction
We shall consider the following stochastic delay differential equation (SDDE),

dX(t) = f(X(t), X(t− τ))dt + g(X(t), X(t− τ))dB(t), for t > 0,
X(t) = γ(−t), for − τ ≤ t ≤ 0,
(1)
where X(t) is a Rd-valued stochastic process, B(t) is a Rn-valued Brownian motion defined on some
probability space (Ω,F ,P), f : R2×d → Rd, g : R2×d → Rd×n and γ : [0, τ ]→ Rd.
SDDE (1) have been extensively used in many fields such as biology [1], mechanical engineering
[2], control systems [3], and so on.
Sufficient conditions for existence and uniqueness of the solution X(t) defined by (1) have been
established under global Lipschitz or under local Lipshitz and linear growth conditions in the general
context where the coefficients of the equation depend on the past path of the solution, see [4, 5] among
others. Existence and regularity of the densities in the general context has been studied by the method
of Malliavin calculus in [6] under some Ho¨rmander conditions. A more general sufficient condition is
presented in [7] for the SDDE (1) without drift terms (i.e., f = 0).
Governing equations for probability densities of solutions to SDEs without delay (e.g., f(X(t), X(t−
τ)) = f(X(t)) and g(X(t), X(t − τ)) = g(X(t)) in (1)) are well known as Fokker-Planck equations,
which have been widely used to quantify the evolution and propagation of the uncertainty in stochastic
dynamical systems [8, 9]. Fokker-Plank equations require the adjoint of infinitesimal generators for
solutions to SDEs. However, due to its non-Markov property, SDDE (1) has no infinitesimal generator
and thus has no corresponding Fokker-Planck equation. It is still an open question on how to obtain
governing equations for the density associated with SDDE (1).
Note that governing equations are often necessary to devise analytic or numerical methods (other
than Monte Carlo) to solve the densities. The unavailability of the governing equations for the densities
poses as a significant obstacle on the application of SDDE (1).
The main objective of this paper is to derive an governing equation for the probability density of
the solution X(t) defined by SDDE (1). The sections of this paper are organized as follows. In section
2, the main result and its corollary are presented. Proof of the main result is presented in section 3.
In section 4, the main result is verified by an illustrative example.
2
2 Main Results
To study SDDE (1), we associate it with the following stochastic differential equation (SDE),

dX1(t
′) = f(X1(t
′), γ(τ − t′))dt′ + g(X1(t′), γ(τ − t′))dB1(t′),
dX2(t
′) = f(X2(t
′), X1(t
′))dt′ + g(X2(t
′), X1(t
′))dB2(t
′),
...
dXk(t
′) = f(Xk(t
′), Xk−1(t
′))dt′ + g(Xk(t
′), Xk−1(t
′))dBk(t
′),
for t′ ∈ [0, τ ], (2)
where k ∈ N, Xi(t′) (i = 1, 2, · · · , k) is a Rd-valued stochastic process, Bi(t′)(i = 1, 2, · · · , k) is a
R
n-valued Brownian motion, which is related to B(t) in (1) by Bi(t
′) = B(t′+(i− 1)τ)−Bi((i− 1)τ).
It is obvious that Bi(t
′) (i = 1, 2, · · · , k) are independent of each other in the probability space
(Ω,F ,P).
In this paper, (2) will be investigated under three different types of constraints, as listed below. To
simplify notation, we introduce X˜k(t
′), which is a vector in Rk×d defined as the concatenation of the
k vectors X1(t
′), X2(t
′), · · · , Xk(t′), i.e., X˜k(t′) = (X1(t′), X2(t′), · · · , Xk(t′)).
(C1) Initial condition
In this type of condition, the initial value for (2) is prescribed, i.e.,
X˜k(0) = v0, (3)
where v0 is a constant in R
k×d.
(C2) Bridge condition
In this type of condition, both the initial and final values in the time interval [0, τ ] are prescribed, i.e.,
X˜k(0) = v0, X˜k(τ) = v1. (4)
where v0 and v1 are constants in R
k×d.
(C3) Continuous condition
In this type of condition, the initial value of X1(t
′) is prescribed, and the initial value of Xi(t
′) is set
to be equal to the final value of Xi−1(t
′) for i = 2, 3, · · · , k. i.e.,
X1(0) = x0 and Xi(0) = Xi−1(τ) for i = 2, 3, · · · , k, (5)
where x0 is a constant in R
d .
The following assumption is used throughout this paper.
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Assumption (H1). Suppose ∀v0 ∈ Rk×d, the SDE defined by (2) and (3) have unique strong solution,
and the probability density for this solution exists and is strictly positive.
Sufficient conditions for the existence and uniqueness for the solution to SDE (2) and (3) have been
thoroughly studied and are well known. To ensure the existence and uniqueness, functions f and g
are usually required to satisfy some Lipschitz or Ho¨lder continuous conditions. Readers are referred
to the monographs [10, 11] among others for more discussion on this topic.
The existence and regularity of the density for the solution to SDE (2) and (3) have been well
studied. The coefficient g often requires to satisfy some ellipticity conditions or Ho¨rmander conditions
to ensure the existence and regularity of the density, see [12, 13] and the reference therein for more
details. The strictly positive property of the densities for a general class of SDEs can be concluded from
the heat kernel estimations [14, 15, 16]. A more general sufficient condition for strictive positiveness
of densities is recently presented in [17].
Definition 1. For k ∈ N, define Qk(·; ·
∣∣·; ·) : Rk×d × [0, τ ] × Rk×d × [0, τ ] → [0,∞) such that
Qk(·; t′
∣∣v; s) : Rk×d → [0,∞) (τ ≥ t′ > s ≥ 0) is the probability density for the solution X˜k(t′)
as defined in SDEs (2) with initial value X˜k(s) = v.
Remark 1. It is naturally true that
lim
t′→s
Qk(u; t′
∣∣v; s) = δ(u− v). (6)
Note that three different notations are used in this paper to represent probability densities: PA,
Qk, and p.
(i)PA: PA is reserved to denote the density for the solution X(t) defined in (1). Here the subscript A
is used to indicate the initial condition X(s) = γ(−s) for s ∈ [−τ, 0]. For example, PA(x, t) represents
the density for X(t) at X(t) = x, PA(x, 3τ ; y, 4τ
∣∣m, τ ; z, 2τ) represents the conditional density of
X(3τ) and X(4τ) at X(3τ) = x and X(4τ) = y given X(τ) = m and X(2τ) = z.
(ii) Qk: As given in Definition 1, Qk is reserved to denote the transitional density of the Rk×d-valued
solution X˜k defined by SDE (2). For example, Q2(x, y; t′
∣∣m, z; s) with 0 ≤ s < t′ ≤ τ represents the
density of (X1(t
′), X2(t
′)) at X1(t
′) = x and X2(t
′) = y given X1(s) = m and X2(s) = z.
(iii) p: p is used in general cases including the cases where PA and Qk do not apply. For example,
p(X = x;Y = y) represents the density of the (X,Y ) at X = x and Y = y; p(X = x;Y = y
∣∣Z = z)
represents the density of (X,Y ) at X = x and Y = y given Z = z. Note that PA and Qk can also be
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expressed in terms of p, for instance,
PA(x, t) = p(X(t) = x
∣∣X(0) = γ0), (7)
PA(x, 3τ ; y, 4τ
∣∣m, τ ; z, 2τ) = p(X(3τ) = x;X(4τ) = y∣∣X(0) = γ0, X(τ) = m;X(2τ) = z), (8)
Q2(x, y; t′
∣∣m, z; s) = p(X1(t′) = x;X2(t′) = y∣∣X1(s) = m;X2(s) = z)
= p(X˜2(t
′) = (x, y)
∣∣X˜2(s) = (m, z)). (9)
Note that γ0 in (7) and (8) is a shorthand notation for γ(0).
We are now ready to present the main result.
Theorem 1 (Main result). Suppose that Assumption H1 holds. Then ∀t > 0, the probability density
function PA(x, t) for the solution X(t) defined by (1) exists. Moreover, ∀x ∈ Rd, the following
statements are true:
(i) For t ∈ (0, τ ],
PA(x, t) = Q1(x; τ
∣∣γ0; 0), (10)
(ii) For t = kτ with k ≥ 2 and k ∈ N,
PA(x, t) =
∫
R(k−1)×d
Qk(x1, x2, · · · , xk−1, x; τ
∣∣γ0, x1, x2, · · · , xk−1; 0) k−1∏
i=1
dxi, (11)
(iii) For t ∈ ((k − 1)τ, kτ) with k ≥ 2 and k ∈ N,
PA(x, t) =
∫
R2×(k−1)×d
Qk−1(y1, y2, · · · , yk−1; τ
∣∣x1, x2, · · · , xk−1; t− (k − 1)τ)
×Qk(x1, x2, · · · , xk−1, x; t− (k − 1)τ
∣∣γ0, y1, y2, · · · , yk−1; 0) k−1∏
i=1
dxi
k−1∏
i=1
dyi, (12)
Remark 2. In theorem 1, the density for SDDE (1) is expressed in terms of that for SDE (2). The
latter density is well studied and can be obtained by solving the corresponding Fokker-Planck equation.
Remark 3. ∀u, v ∈ Rk, define Qk(u, s
∣∣v, s) = lim
t→s
Qk(u, t
∣∣v, s) = δ(u − v), and by using f(x) =∫
Rd
δ(x − y)f(y)dy, equations (11) and (12) can be combined together, and then equations (10), (11)
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and (12) can be written formally as
PA(x, t) =


Q1(x; τ
∣∣γ0; 0), for t ∈ (0, τ ],
∫
R2×(k−1)×d
[Qk−1(y1, y2, · · · , yk−1; τ ∣∣x1, x2, · · · , xk−1; t− (k − 1)τ)
×Qk(x1, x2, · · · , xk−1, x; t− (k − 1)τ
∣∣γ0, y1, y2, · · · , yk−1; 0)] k−1∏
i=1
dxi
k−1∏
i=1
dyi,
for t ∈ ((k − 1)τ, kτ ], k ∈ N, k ≥ 2.
(13)
For SDE (2), if f and g are Lipshitz continuous, f ∈ C1(R2×d,Rd), g ∈ C2(R2×d,Rd×n), γ ∈
C1(R,Rd) and ∀x, y ∈ Rd, there exists a constant ǫ such that g(x, y) ≥ ǫ > 0, then, as shown in [17],
Assumption H1 holds. Moreover, ∀xi ∈ Rd (i = 1, 2, · · · , k), the transitional density Qk satisfies the
celebrated Fokker-Planck equation

∂
∂t′
Qk(x1, x2, · · · , xk; t′
∣∣v, s) = − k∑
i=1
∇xi ·
(
Fi(x1, x2, · · · , xk, t′)Qk(x1, x2, · · · , xk, t′
∣∣v, s))
+
1
2
k∑
i=1
Tr
{∇xi∇Txi (Gi(x1, x2, · · · , xk, t′)GTi (x1, x2, · · · , xk, t′)Qk (x1, x2, · · · , xk, t′∣∣v, s)) },
for τ ≥ t′ > s ≥ 0,
lim
t′→s
Qk(x1, x2, · · · , xk; t′
∣∣v, s) = δ((x1, x2, · · · , xk)− v),
(14)
where F1(x1, x2, · · · , xk, t′) = f(x1, γ(τ−t′)), G1(x1, x2, · · · , xk, t′) = g(x1, γ(τ−t′)), Fi(x1, x2, · · · , xk, t′) =
f(xi, xi−1), Gi(x1, x2, · · · , xk, t′) = g(xi, xi−1) for i = 2, 3, · · · , k, {·}T represents the transpose of
the matrix ’·’, ∇xi = ( ∂∂xi1 , ∂∂xi2 , · · · , ∂∂xid )T with xij being the j-th component of the vector xi
(j = 1, 2, · · · , d), and Tr{·} represents the trace of the matrix ’·’.
Therefore, the following corollary follows from theorem 1 and remark 3.
Corollary 1 (Corollary of the main result). Suppose f and g are Lipshitz continuous, f ∈ C1(R2×d,Rd),
g ∈ C2(R2×d,Rd×n), γ ∈ C1(R,Rd) and ∀x, y ∈ Rd, there exists a positive constant ǫ such that
g(x, y) ≥ ǫ. Then ∀t > 0, the probability density function PA(x, t) for the solution X(t) to SDDE (1)
6
exists. Moreover,
PA(x, t) =


Q1(x; t
∣∣γ0; 0), for t ∈ (0, τ ],
∫
R2×(k−1)×d
[Qk−1(y1, y2, · · · , yk−1; τ ∣∣x1, x2, · · · , xk−1; t− (k − 1)τ)
×Qk(x1, x2, · · · , xk−1, x; t− (k − 1)τ
∣∣γ0, y1, y2, · · · , yk−1; 0)] k−1∏
i=1
dxi
k−1∏
i=1
dyi,
for t ∈ ((k − 1)τ, kτ ] with k ∈ N, k ≥ 2,
(15)
where Qk satisfies PDE (14).
3 Proof of Theorem 1
We first present some lemmas which will be used in proof of Theorem 1.
For each solution to SDDE (1), we can uniquely construct a solution to SDE (2) with continuous
condition. In fact, construct Xi(t
′) by Xi(t
′) = X(t′+(i− 1)τ) for 0 ≤ t′ ≤ τ and i = 1, 2, · · · , k, then
the path of Xi(t
′) in the time interval t′ ∈ [0, τ ] is coincident with that of X(t) in the time interval
t ∈ [(i − 1)τ, iτ ]. It is straightforward to check that Xi(t′) (i = 1, 2, · · · , k) satisfies SDE (2) and the
continuous condition (5) (with the constant x0 in (5) now becomes γ0). On the other hand, for each
solution to the SDE defined by (2) and (5) (with x0 = γ0 in (5)), we can uniquely construct a solution
to SDDE (2) by X(t) = Xi(t− (i− 1)τ) for t ∈ [(i− 1)τ, iτ ] and i = 1, 2, · · · , k. Therefore, we get the
following lemma.
Lemma 1. SDDE (1) in the time span t ∈ [0, kτ ] with k ∈ N has strong unique solution if and only if
the SDE defined by (2) and (5) with x0 = γ0 has unique strong solution. Moreover, the two solutions
are related by
X(t)
a.s.
=


X1(t) for t ∈ [0, τ ],
X2(t− τ) for t ∈ [τ, 2τ ],
· · ·
Xk(t− (k − 1)τ) for t ∈ [(k − 1)τ, kτ ],
(16)
or equivalently
Xi(t
′)
a.s.
= X(t′ + (i− 1)τ) for t′ ∈ [0, τ ] and i = 1, 2, · · · , k. (17)
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Lemma 2. Suppose Assumption H1 holds. Then ∀k ∈ N, t′ ∈ (0, τ) and xi, yi, zi ∈ Rd (i =
1, 2, · · · , k), the density for Rk×d-valued solution X˜k(t′) at (x1, x2, · · · , xk) defined by SDE (2) with
bridge condition X˜k(0) = (y1, y2, · · · , yk) and X˜k(τ) = (z1, z2, · · · , zk) exists and can be expressed as
p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k(0) = (y1, y2, · · · , yk); X˜k(τ) = (z1, z2, · · · , zk))
=
Qk(z1, z2, · · · , zk; τ
∣∣x1, x2, · · · , xk; t′)Qk(x1, x2, · · · , xk; t′∣∣y1, y2, · · · , yk; 0)
Qk(z1, z2, · · · , zk; τ
∣∣y1, y2, · · · , yk; 0)
(18)
Proof of Lemma 2. If Assumption H1 holds, the conditional density of X˜k(τ) given both values of
X˜k(0) and X˜k(t
′) exists. In fact, by Markov property of SDE (2) [10], this density is exactly the same
as the density of X˜k(τ) under the condition that only the value of X˜k(t
′) is given, i.e.,
p(X˜k(τ) = (z1, z2, · · · , zk)
∣∣X˜k(0) = (y1, y2, · · · , yk); X˜k(t′) = (x1, x2, · · · , xk))
= p(X˜k(τ) = (z1, z2, · · · , zk)
∣∣X˜k(t′) = (x1, x2, · · · , xk))
= Qk(z1, z2, · · · , zk; τ
∣∣x1, x2, · · · , xk; t′). (19)
The identity
p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k(0) = (y1, y2, · · · , yk); X˜k(τ) = (z1, z2, · · · , zk))
= p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k(0) = (y1, y2, · · · , yk))
× p(X˜k(τ) = (z1, z2, · · · , zk)
∣∣X˜k(0) = (y1, y2, · · · , yk); X˜k(t′) = (x1, x2, · · · , xk))
p(X˜k(τ) = (z1, z2, · · · , zk)
∣∣X˜k(0) = (y1, y2, · · · , yk)) (20)
indicates that the density for X˜k(t
′) defined by (2) under the bridge condition X˜k(0) = (y1, y2, · · · , yk)
and X˜k(τ) = (z1, z2, · · · , zk) exists since the right hand side of (20) is well defined by Assumption H1.
Substitute (19) into (20), and change the notation p to Qk (e.g., see (9)), we get (18).
Lemma 3. ∀k ∈ N, xi ∈ Rd (i = 1, 2, · · · , k) and τ ≥ t′ > s ≥ 0, the following relationship between
Qk+1 and Qk is true,
Qk(x1, x2, · · · , xk; t′
∣∣y1, y2, · · · , yk; s) = ∫
Rd
Qk+1(x1, x2, · · · , xk, xk+1; t′
∣∣y1, y2, · · · , yk, yk+1; s)dxk+1
(21)
Proof of Lemma 3. Note that∫
Rd
Qk+1(x1, x2, · · · , xk+1; t′
∣∣y1, y2, · · · , yk+1; s)dxk+1
=
∫
Rd
p(X˜k+1(t
′) = (x1, x2, · · · , xk+1)
∣∣X˜k+1(s) = (y1, y2, · · · , yk+1))dxk+1
= p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k+1(s) = (y1, y2, · · · , yk+1)).
(22)
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It follows from SDE (2) that the value of X˜(t′) depends only on its initial value X˜k(s) and independent
of the value of Xk+1(s), i.e.,
p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k+1(s) = (y1, y2, · · · , yk+1))
= p(X˜k(t
′) = (x1, x2, · · · , xk)
∣∣X˜k(s) = (y1, y2, · · · , yk))
= Qk(x1, x2, · · · , xk; t′
∣∣y1, y2, · · · , yk; s). (23)
Then by using (22) and (23), we get (21).
Lemma 4. Supposse Assumption H1 holds. Then the following relationship between PA, the density
for SDDE (1), and QA, the transitional density for the SDE (2), is true.
(i)
∀t ∈ (0, τ ] and y ∈ Rd,
PA(y, t) = Q1(y; t
∣∣γ0; 0). (24)
(ii)
∀k ≥ 2, k ∈ N and xi ∈ Rd (i = 1, 2, · · · , k)
PA(xk, kτ
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ) = Qk(x1, x2, · · · , xk; τ
∣∣γ0, x1, · · · , xk−1; 0)
Qk−1(x1, x2, · · · , xk−1; τ
∣∣γ0, x1, · · · , xk−2; 0) . (25)
(iii)
∀k ≥ 2, k ∈ N and xi ∈ Rd (i = 1, 2, · · · , k),
PA(x1, τ ;x2, 2τ ; · · · ;xk, kτ) = Qk(x1, x2, · · · , xk; τ
∣∣γ0, x1, · · · , xk−1; 0). (26)
(iv)
∀k ≥ 2, k ∈ N and t ∈ ((k − 1)τ, kτ),
PA(y, t
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)
=
∫
R(k−1)×d
Qk−1(x1, x2, · · · , xk−1; τ
∣∣y1, y2, · · · , yk−1; t− (k − 1)τ)
× Qk(y1, y2, · · · , yk−1, y; t− (k − 1)τ
∣∣γ0, x1, x2, · · · , xk−1; 0)
Qk−1(x1, x2, · · · , xk−1; τ
∣∣γ0, x1, x2, · · · , xk−2; 0) dy1dy2 · · · dyk−1 (27)
Proof of Lemma 4. First, we prove (i).
By Lemma 1, the density of X(t) for 0 < t ≤ τ defined by (1) is the same as the density of X1(t)
defined by (2) under the condition that X1(0) = γ0. Therefore, (i) is true.
Now, we prove (ii).
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By Lemma 1, the density ofX(kτ) under the condition thatX(τ) = x1, X(2τ) = x2, · · · , Xk−1((k−
1)τ) = xk−1 is exactly the same as the density of Xk(τ) defined by (2) under the continuous condition
that X1(0) = γ0, X1(τ) = X2(0) = x1, · · · , Xk−1(τ) = Xk(0) = xk−1, i.e.,
PA(xk, kτ
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)
= p(X(kτ) = xk
∣∣X(0) = γ0;X(τ) = x1;X(2τ) = x2; · · · ;X((k − 1)τ) = xk−1)
= p(Xk(τ) = xk
∣∣X1(0) = γ0, X1(τ) = X2(0) = x1, · · · , Xk−1(τ) = Xk(0) = xk−1)
= p(Xk(τ) = xk
∣∣X1(0) = γ0;X2(0) = x1; · · · ;Xk(0) = xk−1;
X1(τ) = x1;X2(τ) = x2; · · · ;Xk−1(τ) = xk−1)
= p(Xk(τ) = xk
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1); X˜k−1(τ) = (x1, x2, · · · , xk−1))
=
p(X˜k−1(τ) = (x1, x2, · · · , xk−1);Xk(τ) = xk
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1))
p(X˜k−1(τ) = (x1, x2, · · · , xk−1)
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1))
=
p(X˜k(τ) = (x1, x2, · · · , xk)
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1))
p(X˜k−1(τ) = (x1, x2, · · · , xk−1)
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1))
=
p(X˜k(τ) = (x1, x2, · · · , xk)
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1))
p(X˜k−1(τ) = (x1, x2, · · · , xk−1)
∣∣X˜k−1(0) = (γ0, x1, x2, · · · , xk−2)) . (28)
The last identity in (28) follows from the fact that X˜k−1(τ) is determined only by X˜k−1(0) and
independent of Xk−1(0), as can be straightforwardly checked with SDE (2).
By Assumption H1, the right hand side of (28) is well defined. Change the notation p to Q (e.g.,
see (9)), (28) becomes (25).
Now, we prove (iii).
Note that
PA(x1, τ ;x2, 2τ ; · · · ;xk, kτ)
= PA(x1, τ) × PA(x2, 2τ
∣∣x1, τ) PA(x3, 3τ ∣∣x1, τ ;x2, 2τ)× · · ·
× PA(xk, kτ
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ), (29)
Substitute (24) and (25) into (29), we get (26).
In the following, we prove (iv).
Note that
PA(y, t
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)
=
∫
Rd
[PA(y, t∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ ;xk, kτ) × PA(xk, kτ ∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)] dxk
=
∫
Rk×d
[PA(y1, t− (k − 1)τ ; y2, t− (k − 2)τ ; · · · ; yk−1, t− τ ; y, t∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ ;xk, kτ)
×PA(xk, kτ
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)] dxk k−1∏
i=1
dyi. (30)
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By Lemma 1, the joint density for X(t−(k−1)τ), X(t−(k−2)τ), · · · , X(t) under the condition that
X(τ) = x1, X(2τ) = x2, · · · , X(kτ) = xk is the same as the joint density for X1(t− (k − 1)τ), X2(t−
(k − 1)τ), · · · , Xk(t − (k − 1)τ) defined by SDE (2) with continuous condition X1(0) = γ0, X1(τ) =
X2(0) = x1, · · · , Xk−1(τ) = Xk(0) = xk−1, Xk(τ) = xk, i.e.,
PA(y1, t− (k − 1)τ ; y2, t− (k − 2)τ ; · · · ; yk−1, t− τ ; y, t
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ ;xk, kτ)
= p(X˜k(t− (k − 1)τ) = (y1, y2, · · · , yk−1, y)
∣∣X˜k(0) = (γ0, x1, x2, · · · , xk−1); X˜k(τ) = (x1, x2, · · · , xk−1, xk))
(31)
The density in (31) exists by Lemma 2. Substitute (18) into (31), we get
PA(y1, t− (k − 1)τ ; y2, t− (k − 2)τ ; · · · ; yk−1, t− τ ; y, t
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ ;xk, kτ)
= Qk(y1, y2, · · · , yk−1, y; t− (k − 1)τ
∣∣γ0, x1, x2, · · · , xk−1; 0)
× Qk(x1, x2, · · · , xk; τ
∣∣y1, y2, · · · , yk−1, y; t− (k − 1)τ)
Qk(x1, x2, · · · , xk; τ
∣∣γ0, x1, x2, · · · , xk−1; 0) . (32)
Substitute (32) and (25) into (30), we get
PA(y, t
∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)
=
∫
Rk×d
Qk(x1, x2, · · · , xk; τ
∣∣y1, y2, · · · , yk−1, y; t− (k − 1)τ)
× Qk(y1, y2, · · · , yk−1, y; t− (k − 1)τ
∣∣γ0, x1, x2, · · · , xk−1; 0)
Qk−1(x1, x2, · · · , xk−1; τ
∣∣γ0, x1, x2, · · · , xk−2; 0) dxkdy1dy2 · · · dyk−1 (33)
By using Lemma 3, (33) becomes (27).
We are now ready to present the proof of the main result.
Proof of Theorem 1: The statement (i) follows immediately from Lemma 4 (i).
Now we prove (ii).
For t = kτ with k ∈ N and k ≥ 2, it follows from Lemma 4(iii) that the joint density PA(x1, τ ;x2, 2τ ; · · · ;xk−1, (k−
1)τ ;x, kτ) exists. Then PA(x, kτ) exists by the identity
PA(x, kτ) =
∫
R(k−1)×d
PA(x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ ;x, kτ)
k−1∏
i=1
dxi . (34)
Substitute (26) into (34), we get (11).
In the following, we prove (iii).
For t ∈ ((k−1), kτ) with k ≥ 2 and k ∈ N, it follows from Lemma 4(ii) and Lemma 4(iii) that both
densities PA(x, t
∣∣x1, τ ;x2, τ ; · · · ;xk−1, (k − 1)τ) and PA(x1, τ ;x2, τ ; · · · ;xk−1, (k − 1)τ) exist. Then
11
PA(x, t) exists by the identity
PA(x, t)
=
∫
R(k−1)×d
[PA(x, t∣∣x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)× PA(x1, τ ;x2, 2τ ; · · · ;xk−1, (k − 1)τ)] k−1∏
i=1
dxi
(35)
By using (26) and (27), (35) becomes (12).
4 Examples
In this section, the main result is verified by applying it to some SDDE with known density.
Consider SDDE 

dX(t) = X(t− 1)dt+ dB(t), for 0 < t ≤ 2,
X(t) = 0, for − 1 ≤ t ≤ 0,
(36)
where X(t) is a R-valued process, and B(t) is the standard scalar Brownian motion. Note that (36) is
corresponding to (1) with d = 1, n = 1, τ = 1, f(x, y) = y, g(x, y) = 1 and γ = 0.
It is easy to check that the solution of (36) is
X(t) =


B(t), for t ∈ [0, 1],
(t− 1)B(t− 1) +B(t) − ∫ t−10 sdB(s), for t ∈ [1, 2],
(37)
and the probability density for the solution X(t) is
PA(x, t) =


1√
2πt
exp
{
−x
2
2t
}
for t ∈ [0, 1],
1√
2π((t3 + 2)/3)
exp
{
− 3x
2
2(t3 + 2)
}
, for t ∈ [1, 2],
(38)
In the following, the corollary of the main theorem is applied to solve the density for SDDE (1) in
the time span t ∈ (0, 2]. The obtained density is then compared with the exact result in (38).
By the corollary of the main result, the density of X(t) can be expressed as
PA(x, t) = Q1(x; t
∣∣0; 0), for t ∈ (0, 1], (39)
and
PA(x, t) =
∫
R2
Q1(y1; 1
∣∣x1; t− 1)×Q2(x1, x; t− 1∣∣0, y1; 0)dx1 dy1, for t ∈ [1, 2], (40)
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where Q1(x; t
∣∣y; s) satisfies the PDE


∂
∂t
Q1(x; t
∣∣y; s) = 1
2
∂2
∂x2
Q1(x; t
∣∣y; s), for t > s,
lim
t→s
Q1(x; t
∣∣y; s) = δ(x− y), (41)
and Q2(x1, x2; t
∣∣y1, y2; s) with 0 ≤ s < t ≤ τ satisfies the PDE

∂
∂t
Q2(x1, x2; t
∣∣y1, y2; s) = −x1 ∂
∂x2
Q2(x1, x2; t
∣∣y1, y2; s) + 1
2
∂2
∂x21
Q2(x1, x2; t
∣∣y1, y2; s)
+
1
2
∂2
∂x22
Q2(x1, x2; t
∣∣y1, y2; s), for t > s,
lim
t→s
Q2(x1, x2; t
∣∣y1, y2; s) = δ(x1 − y1)δ(x2 − y2).
(42)
It is straightforward to check that the solutions to PDEs (41) and (42) can be respectively expressed
as
Q1(x; t
∣∣y; s) = 1√
2π(t− s) exp
{
− (x− y)
2
2(t− s)
}
(43)
and
Q2(x1, x2; t
∣∣y1, y2; s) = 1
2π(t− s)
√
(t− s)2 + 12
12
× exp
{
−2(t− s)
2 + 6
(t− s)2 + 12
[
(y1 − x1)2
t− s −
3(x1 − y1)(x2 − y2 − y1(t− s))
(t− s)2 + 3 +
3(x2 − y2 − y1(t− s))2
(t− s)3 + 3(t− s)
]}
.
(44)
It follows (43) that
Q1(x; t
∣∣0; 0) = 1√
2πt
exp
{
−x
2
2t
}
(45)
and
Q1(y1; 1
∣∣x1; t− 1) = 1√
2π(2− t) exp
{
− (y1 − x1)
2
2(2− t)
}
. (46)
It follows from (44) that
Q2(x1, x; t− 1
∣∣0, y1; 0)
=
1
2π(t− 1)
√
(t−1)2+12
12
exp
{
−2(t− 1)
2 + 6
(t− 1)2 + 12
[
x21
t− 1 −
3x1(x− y1)
(t− 1)2 + 3 +
3(x− y1)2
(t− 1)((t− 1)2 + 3)
]}
. (47)
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By using (47) and (46), we get∫
R2
Q1(y1; 1
∣∣x1; t− 1)Q2(x1, x, t− 1∣∣0, y1; 0)dy1dx1
=
∫
R2
1√
2π(2− t) exp
{
− (y1 − x1)
2
2(2− t)
}
× 1
2π(t− 1)
√
(t−1)2+12
12
exp
{
−2(t− 1)
2 + 6
(t− 1)2 + 12
(
x21
t− 1 −
3x1(x− y1)
(t− 1)2 + 3 +
3(x− y1)2
(t− 1)((t− 1)2 + 3)
)}
dy1dx1.
=
∫
R2
1
2π(t− 1)
√
(t−1)2+12
12
√
2π(2− t)
× exp
{
−
(
1
2(2− t) +
6
12(t− 1) + (t− 1)3
)
y21 +
( −6x1
12 + (t− 1)2 +
x1
2− t +
12x
12(t− 1) + (t− 1)3
)
y1
}
× exp
{ −6x2
(t− 1)3 + 12(t− 1) +
6xx1
(t− 1)2 + 12 −
x21
2(2− t) −
(2(t− 1)2 + 6)x21
(t− 1)3 + 12(t− 1)
}
dx1dy1
=
∫
R
√
3
π
√
(t− 1)4 + 12(t− 1) × exp
{ −6x2
(t− 1)3 + 12
}
× exp
{
−
(
2(t− 1)3 + 6(t− 1)2 + 6t
(t− 1)4 + 12(t− 1)
)
x21 +
(
6(t+ 1)x
(t− 1)3 + 12
)
x1
}
dx1
=
1√
2π((t3 + 2)/3)
exp
{
− 3x
2
2(t3 + 2)
}
. (48)
Substitute (45) into (39), and (48) into (40) respectively, we get the desired result (38).
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