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Abstract—In checkpointing schemes with task duplication,
checkpointing serves two purposes: detecting faults by comparing the
processors’ states at checkpoints, and reducing fault recovery time by
supplying a safe point to rollback to. In this paper, we show that, by
tuning the checkpointing schemes to a given architecture, a significant
reduction in the execution time can be achieved. The main idea is to
use two types of checkpoints: compare-checkpoints (comparing the
states of the redundant processes to detect faults) and store-
checkpoints (storing the states to reduce recovery time). With two
types of checkpoints, we can use both the comparison and storage
operations in an efficient way and improve the performance of
checkpointing schemes. Results we obtained show that, in some
cases, using compare and store checkpoints can reduce the overhead
of DMR checkpointing schemes by as much as 30 percent.
Index Terms—Fault-tolerant computing, checkpointing, task
duplication, parallel computing, performance optimization.
————————   F   ————————
1 INTRODUCTION
CHECKPOINTING enables reducing the time to recover from a fault
by saving intermediate states of the task in a reliable storage, and
upon detection of a fault restoring a previous stored state. Studies
have shown that the rate of transient faults in a computer system
is 10 to 30 times higher than the rate of permanent faults [1]. Tran-
sient faults can be hard to detect because they can cause a change
in the task state that might lead to a wrong output from the task,
without causing the task to crush. Task duplication [2] can be used
to detect transient faults that cannot be detected internally, and,
hence, increase the reliability of the system. In task duplication, the
task is executed on more than one processor and the states of the
processors are compared to detect faults.
Several papers (such as [3], [4], [5], [6]) describe schemes that
combine checkpointing and task duplication. In the schemes de-
scribed in these papers, each checkpoint serves two purposes. The
first is to save the processor state and to reduce the fault-recovery
time by supplying an intermediate correct state, thus avoiding roll-
back to the beginning of the task. The second purpose is fault-
detection, which is achieved by executing the task on more than one
processor, and comparing the processors’ states at each checkpoint.
The length of the optimal interval between checkpoints, that
minimizes the average execution time of a task, is determined by
the checkpointing overhead [7], [8]. In checkpointing schemes with
task duplication, this overhead consists of the time to store the
processors’ states and the time to compare these states. When
there is a big difference between the time to store the processors’
states and the time to compare these states, the overhead time is
determined mainly by the operation that takes a longer time. As a
result, the operation that takes less time is not used efficiently, and,
therefore, the schemes have an unnecessary overhead that can be
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avoided. An example for systems with a big difference between
the storage and comparison times are clusters of workstations
connected by a LAN. In these systems, the bandwidth of the com-
munication subsystem (using Ethernet technology) is 300K
byte/sec,1 while the bandwidth of the local storage subsystem is
about 10M byte/sec. Another example is multiprocessor super-
computers without local disks at the computing nodes, where the
bandwidth of the communication subsystem is usually higher than
the bandwidth of the local storage subsystem. For example, in the
Intel Paragon, the bandwidth of the storage subsystem is only
600K byte/sec, while the overall bandwidth of the communication
subsystem is more than 10M byte/sec.
In this paper, we present two methods to reduce the average
execution time of checkpointing schemes with task duplication.
The first method is to tune the scheme to the specific system it is
implemented on, and use both the compare and store operations
efficiently. The second method is to reduce the comparison time
by using signatures.
Tuning the scheme to the system is done by using two types of
checkpoints, compare-checkpoints (CCP) and store-checkpoints (SCP).
The compare-checkpoints are used to compare the states of the proc-
essors without storing them, while, in the store-checkpoints, the
processors store their states without comparison. The two operations
can still be used together in the same checkpoint. We refer to this
type of checkpoint, with both store and compare operations, as a
compare-and-store checkpoint (CSCP). Using two types of checkpoints
enables choosing different frequencies for the two checkpoint op-
erations, and utilizing both operations in an efficient way. When the
checkpoints that are associated with the operation that takes less
time are used more frequently than the checkpoints associated with
operation that takes more time, the recovery time after fault can be
reduced without increasing the checkpoint overhead. This leads to a
significant reduction in the average execution time of a task.
A different method to use two types of checkpoints in distrib-
uted systems was described in [9]. In this paper, Vaidya showed
that using two levels of checkpoints, one which can handle most
failures and is cheap and another that can handle all failures but
takes longer time, can improve the performance of checkpointing
schemes for distributed systems.
To illustrate how store and compare checkpoints can be used,
we show how to modify the DMR (Double Modular Redundancy)
scheme to take advantage of both types of checkpoints. We ana-
lyze the DMR scheme with store and compare checkpoints, and
use the analysis results to compare the average execution time of a
task using the traditional DMR scheme with the average execution
time of a task using the proposed DMR scheme with store and
compare checkpoints. The comparison results show that, in both
types of systems, a significant reduction of up to 30 percent in the
overhead of the execution time can be achieved when two types of
1. This bandwidth includes round trip delays and operating system
overhead, so it is much lower than the 10M bit/sec Ethernet band-
width.
checkpoints are used.
The execution time of checkpointing schemes can be reduced
even more if, instead of comparing the whole states of the proces-
sors, a comparison of short signatures of the states is performed. In
systems with high comparison time, signatures can significantly
reduce the checkpoint overhead, and, hence, reduce the execution
time of a task. Even in systems where the overhead of compare-
checkpoints is small compared to the overhead of store-
checkpoints, signatures can still be used to reduce the execution of
the task, because with signatures, the frequency of compare
checkpoints can be increased, causing reduction in the recovery
time. The use of signatures for state comparison was previously
suggested by Pradhan and Vaidya in [10].
The rest of the paper is organized as follows. In Section 2, we
describe how the store and compare checkpoints can be used to
reduce the execution time of a task, and provide the analysis of the
DMR scheme with store and compare checkpoints. In Section 3,
we discuss the use of signatures to shorten the comparison time.
Section 4 concludes the paper.
2 CHECKPOINTING SCHEMES WITH STORE AND
COMPARE CHECKPOINTS
In this section, we show how store and compare checkpoints can
be used to improve the performance of existing checkpointing
schemes. To illustrate how the modifications to the existing
schemes are done, and to show how the modified schemes can be
analyzed, we use the DMR (Double Modular Redundant) scheme.
In this scheme, the task is executed on two processors. At each
checkpoint, the states of the two processors are compared. If the
states match, a correct execution is assumed, and the processors
continue to the next interval. If the states do not match, both proc-
essors are rolled back to the previous checkpoint, and the execu-
tion of the same interval is repeated.
In the execution example in Fig. 1a, the states of the processors
are compared and stored at the end of the interval (checkpoint 8).
The states do not match because processor A had a fault. Hence,
both processors are rolled back to checkpoint 0 and the whole
interval is executed again.
In Figs. 1b and 1c, the execution of the interval that was shown
in Fig. 1a is repeated with additional SCPs (Fig. 1b) or CCPs
(Fig. 1c). In Fig. 1b, seven additional SCPs are placed between the
CSCPs. In the given example, the fault in processor A is still de-
tected at checkpoint 8. But, unlike the traditional DMR example
shown in Fig. 1a, after the fault is detected, the task can be rolled
back to checkpoint 2, instead of checkpoint 0, yielding a reduction
in the recovery time. Store checkpoints were presented in [11],
where we showed how they can be used to reduce the average
execution time in LAN based distributed systems.
In Fig. 1c, seven CCPs are added between the CSCPs. In the
given example, the fault in processor A is detected at checkpoint 3,
instead of checkpoint 8. Although the task still has to be rolled
back to checkpoint 0 after the fault is detected, the early detection
time cause a reduction in the recovery time.
(a) (b) (c)
Fig. 1. Execution of one interval with the DMR scheme: (a) Traditional DMR, (b) DMR with additional store-checkpoints, (c) DMR with additional
compare checkpoints.
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To analyze the average execution time of a task using the DMR
scheme with additional store or compare checkpoints, we assume
that a task of length 1 has to be executed. The task is divided into
m „ n intervals of length tI m n „
1  and, at the end of each interval, a
checkpoint is placed. A CSCP is placed every n intervals. The task
is executed on two processors using the DMR scheme.
The processors that execute the task are vulnerable to transient
faults. The faults occur in each processor according to a Poisson
random process with rate O. The faults in the processors are inde-
pendent of each other. We assume that faults can occur while the
processors execute the task, but not during checkpoints.
Let ts denote the time to store the processors’ states, tcp denote
the time to compare the processors’ states, and tr denote the time
to rollback the processors to the last saved state. Let c be the prob-
ability that no faults occurred in both processors, while executing
a single interval. Because the faults in the processors are inde-
pendent of each other, we can write the following expression for c;
c e em n m n 

  
 
„ „
O O
2 2
.
The probability that no fault occurred between the CSCPs is sim-
ply cn.
Let I denote last interval before the first fault occurred, that is,
no fault occurred in intervals 1, 2, , I, but a fault occurred in in-
terval I + 1. Let Q be the number of CSCPs with identical states
before the fault is detected, that is, Q In . I and Q are geometric
random variables with parameters c and cn, respectively.
2.1 Analysis of DMR with Additional SCPs
In schemes with additional SCPs, after a fault is detected, we need
to find the most recent checkpoint with identical states and roll
back to it. To make the search for the most recent identical check-
points efficient, a binary search is performed on the Huffman tree
[12] induced by the probabilities of rollback to each SCP. The aver-
age number of comparisons, C , using the Huffman tree, is ap-
proximately log2 n, when a CSCP is placed every n checkpoints.
We assume that the time to rollback the processors is included in
the time to find the most recent checkpoint with identical states.
In the example in Fig. 1b, seven additional SCPs, numbered 1 to
7, are placed between checkpoints 0 and 8. During the execution, a
fault occurred in processor A, and the comparison at checkpoint 8
fails. In the first step of the search for the most recent matching
checkpoint, the states at checkpoint 4 are compared. The states do
not match because processor A had an earlier fault. Next, the states
at checkpoint 2 are compared. These states match. After that step,
we know that the required checkpoint is either 2 or 3. Finally, the
states at checkpoint 3 are compared. They do not match and a
rollback to checkpoint 2 is done.
After a CSCP is reached and the fault recovery process is com-
pleted, the next CSCP is placed n intervals from the last matching
checkpoint. For example, in the execution in Fig. 1b, after the roll-
back to checkpoint 2, the next CSCP is placed at checkpoint 10,
and checkpoint 8 becomes a store-checkpoint.
PROPOSITION 1. The average execution time of task of length 1, using the
DMR scheme with additional SCPs, denoted by TS , with m „ n
checkpoints, CSCP every n intervals, and faults according to in-
dependent Poisson processes with rate O in the processors is
T
n c
c c
mnt m c C tS n s
n
cp 


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1
1
1 1 1
1 6
4 9
4 9 .      (1)
PROOF. To calculate the average execution time of a task, we need
to find the progress, measured in intervals, and elapsed
time from the time the last rollback is completed (or the
beginning of the execution) until the first fault is detected
and its rollback is completed.
After the fault is detected, the task is rolled back to the
last matching checkpoint. Therefore, the progress XS is
equal to the last interval without error. The average prog-
ress until the first fault is
X I
c
cS
  
1 .
The time between CSCPs is the time to execute n inter-
vals of the task, the time to store the states of the processors
after each interval, and the time to compare the states of the
processors at the CSCP. The first fault is detected at the Q + 1st
CSCP. The time to find the last matching checkpoint after
the fault is detected is C tcp„ . Therefore, the amount of time
until the first fault is detected and the rollback to the last
matching checkpoint is completed is
D Q n t t t C tS I s cp cp  „    „11 6 2 74 9 ,
and the average time is
D Q n t t t C t
n t t t
c
C tS I s cp cp
I s cp
n cp  „    „  
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
 „1
1
3 8 2 74 9
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.
The average time to execute the whole task is
T n m
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
   (a)          (b)
Fig. 2. Comparison between DMR scheme with and without additional store-checkpoints: (a) average execution time, (b) optimal number of CSCPs.
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In Fig. 2, the traditional DMR scheme performance is compared
to the performance of the DMR scheme with one or three store
checkpoints between CSCPs (n = 2 or n = 4). Fig. 2a shows the aver-
age execution time of a task as a function of the fault rate O. The time
to store the processors’ states and compare them are ts = 10
5 and tcp
= 5 „ 104. For each value of n and for each O, the interval between
CSCPs is chosen such that the execution time is minimized. It can be
seen from the figure that using two types of checkpoints gives a
significant reduction in the overhead of the execution time.
In Fig. 2b, the number of CSCPs that achieves the average exe-
cution time of Fig. 2a is shown. The figure shows us that using two
types of checkpoints enables placing the CSCPs further apart and,
hence, reduce the needed synchronization intervals between the
processors.
2.2 Analysis of DMR with Additional CCPs
The analysis of the average execution time of the DMR scheme
with additional CCPs is similar to the analysis of the DMR scheme
with additional SCPs presented above. At each compare-
checkpoint, the states of the processors are compared. If the states
are identical, then the execution continues with the next interval. If
the states are different, the execution is rolled back to the last
stored state. When a CSCP is reached and the states of the proces-
sors are identical, these states are saved and they can be used as a
point to rollback to.
The average execution time of a task using the DMR scheme
with additional compare checkpoints is given in Proposition 2.
PROPOSITION 2. The average execution time of task of length 1, using the
DMR scheme with additional CCPs, denoted by TC , with m „ n
checkpoints, CSCP every n intervals, and faults according to in-
dependent Poisson processes with rate O in the processors, is
T
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PROOF. To calculate the average execution time of a task, we need
to find the progress, measured in intervals, and elapsed
time from the time the last rollback is completed (or the be-
ginning of the execution) until the first fault is detected and
its rollback is completed.
After the fault is detected at the end of interval I + 1, a
rollback to the end of interval n „ Q is performed. Therefore,
the progress between faults is XC = n „ Q, and the average
progress until the first fault is
X n Q
n c
cC
n
n „  
„
1
.
The time between CSCPs is the time to execute n inter-
vals of the task, the time to compare the states of the proces-
sors after each interval, and the time to store the states at the
CSCP. The first fault is detected between CSCPs Q and Q + 1,
after interval I + 1. The elapsed time until this fault is de-
tected and the rollback is completed is
DC = (I + 1)(tI + tcp) + Q „ ts + tr,
and the average time is
D I t t Q t t
t t
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c
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The average time to execute the whole task is
T n m
D
X
c
nc c
mnt mt
m c
c
tC
C
C
n
n cp s
n
n r „ „  


  
1
1
1
1
1 6 4 9
4 9
.

In Fig. 3, the traditional DMR scheme performance is compared
to the performance of the DMR scheme with one or three compare
checkpoints between CSCPs (n = 2 or n = 4). Fig. 3a shows the
average execution time of a task as a function of the fault rate O
when the faults in the processors are iid Poison processes with rate
O. The time to compare the processors’ states, store them and roll-
back are tcp = 2.5 „ 10
5, ts = 5 „ 10
4, and tr = 5 „ 10
4. For each value
of n and for each O, the interval between checkpoints is chosen
such that the execution time is minimized. It can be seen from the
figure that the usage of compare checkpoints gives a significant
reduction in the overhead of the execution time.
In Fig. 3b, the number of CSCPs that achieves the average exe-
cution time of Fig. 3a is shown. The figure shows us that the usage
of compare checkpoints enables reducing the number of check-
points, and, hence, reduce the load of the I/O subsystem.
3 SIGNATURES
So far, we assumed that, at each compare-checkpoint, the complete
states of the processors are compared. Comparison of the complete
states ensures detection of faults at the earliest possible compare-
checkpoint, but it might result in a long checkpointing overhead.
In this section, we show how signatures can be used to signifi-
cantly reduce the overhead of compare-checkpoints, without in-
creasing the recovery time, causing overall reduction in the execu-
tion time of a task.
A signature is a mapping of the original space into a much
smaller space. For example, a parity bit is a signature that maps
the original space into a single bit. When signatures are used at
     (a)          (b)
Fig. 3. Comparison between DMR scheme with and without additional compare-checkpoints: (a) average execution time, (b) optimal number of CSCPs.
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compare-checkpoints, each processor calculates a signature of its
state, and this signature is used to check if the states of the proces-
sors are identical. If the signatures are different, then the states
that correspond to the signatures are different and faults have
occurred. If the signatures are identical, we assume that the origi-
nating states are also identical and no fault has occurred. Note that,
because the signature space is much smaller than the program-
state space, many different states are mapped into the same sig-
nature, and there is a possibility that a fault might not be detected.
Signatures are used to detect and correct faults in many appli-
cations, such as communication channels and storage systems.
Specific signatures are created to fit the application and environ-
ment in which they are used, so that the most likely fault patterns
are always going to be detected. For example, many communica-
tions protocols use CRCs to detect errors [13], because they can
detect bursts of errors.
In Sections 3.1 and 3.2, we describe the modifications to check-
pointing schemes with additional SCPs or CCPs when signatures
are used. To avoid reduction in the reliability of the schemes, the
modified schemes combine signatures and full comparisons of the
states.
The analysis of the DMR scheme with additional SCPs or CCPs
and signatures is similar to the analysis of the schemes without
signatures, and, therefore, it is not included in the paper. The de-
tails of the analysis can be found in [14]. In this section, we assume
that the time to calculate and compare signatures is tsig, and the
probability of misdetections is e. K denotes the number of signa-
ture comparisons that are made after the fault has occurred, until
the fault is detected. K is a geometric random variable with pa-
rameter e and mean 11e . All other assumptions made in the analy-
sis in Section 2 are used here as well.
3.1 Signatures in Schemes with Additional SCPs
In systems with low communication bandwidth, the dominant
time in comparing the states of two processors is the time to send
this state from one processor to another. When signatures are
used, the amount of data that needs to be sent is much smaller;
therefore, the comparison time can be significantly reduced, caus-
ing a big reduction in the average execution time.
Because there is a possibility of misdetection when signatures
are used, we can no longer assume that the state stored after the
last CSCP is a correct state. Hence, to avoid unnecessary roll-
backs, we need to keep all the stored states. Keeping all the stored
states can very easily overload the storage system, and, therefore,
is not practical. Therefore, the scheme that we use keeps only the
last checkpoint that was verified by a full comparison and the
states of the store checkpoints following the most recent CSCP. In
the scheme, all the comparisons are of signatures, except the com-
parison at the end of the program and comparisons to detect the
last matching states. When the signatures of the states at a com-
pare checkpoint are not identical, a binary search, similar to the
one described in Section 2, is performed to find the most recent
identical states among the store-checkpoints states. The compari-
sons in this search are full comparisons. If no identical states are
found, the states of the last CSCP are compared. If these states are
not identical, then a misdetection occurred, and the task is rolled
back to the last correct saved checkpoint. If, during the search,
identical states are found, then the task is rolled back to that state,
and the state is saved as the last correct state.
The average execution time of a task using the DMR scheme
with additional store checkpoints and signatures is given in
Proposition 3.
PROPOSITION 3. The average execution time of task of length 1, using the
DMR scheme with additional SCPs and signatures, denoted by
TS , with m „ n checkpoints, CSCP every n intervals, and faults
according to independent Poisson processes with rate O in the
processors, is
  
 
 
 „ „  „ 
„ 

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Fig. 4a shows the average execution time of a task using the
DMR scheme with store-checkpoints, with and without signatures.
The figure shows the average execution time as a function of the
fault rate O. The time to store the processors’ states is ts = 10
5. The
time to compare the states’ signatures is tsig = 10
4, and the time to
compare the whole state is tcp = 5 „ 10
4. The probability of misde-
tection of failure in signature comparison is e = 104. The values of
m and n, were chosen such that the average execution time is
minimized for both the scheme with the signature and without it.
The figure shows that, for systems with low communication
bandwidth, signature can significantly reduce the execution time
of a task.
3.2 Signatures in Schemes with Additional CCPs
In systems with high communication bandwidth, the processors
can share data very fast. Therefore, to benefit from signatures, the
signatures have to be simple and fast to calculate. In these systems,
reducing the comparison time enables placing more compare-
checkpoints between store-checkpoints, and, hence, reduce the
fault detection and recovery time. Although this reduction in re-
covery time does not result in as big an improvement in the per-
formance as in systems with low communication bandwidth, still,
some improvement is possible.
   (a)          (b)
Fig. 4. Comparison between DMR schemes with and without signatures: (a) LAN-based system, (b) supercomputer system.
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To avoid unnecessary stores in case of misdetection of faults
and to avoid rollback behind the last stored state, a full compari-
son of the states is performed before each store-checkpoint. As the
time to compare the full states is still short compared to the store
time, this full comparison has almost no effect on the checkpoint
overhead. On the other hand, this full comparison ensures that
every stored state is a correct state, and, so, when a fault is de-
tected, we can roll back to the last saved checkpoint.
The average execution time of a task using the DMR scheme
with additional compare checkpoints and signatures is given in
Proposition 4.
PROPOSITION 4. The average execution time of task of length 1, using the
DMR scheme with additional CCPs and signatures, denoted by
TC , with m „ n checkpoints, CSCP every n intervals, and faults ac-
cording to independent Poisson processes with rate O in the proc-
essors, is
  
 
 
   

T
c c
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mnt mt
m c
c
tC
n
n sig s
n
n r
1 1
1 1
1
14 91 6
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e
,        (4)
where ts  is the difference between the checkpointing time in
CSCP and the the checkpointing time in CCP, that is,
   t t t ts s cp sig .
Fig. 4b shows the average execution time of a task using the
DMR scheme with compare-checkpoints, with and without sig-
natures. The figure shows the average execution time as a function
of the fault rate O. The time to store the processors’ states and the
rollback time are ts, tr = 5 „ 10
4. The time to compare the states’
signatures is tsig = 1.5 „ 10
5, and the time to compare the whole
state is tcp = 2.5 „ 10
5. The probability of misdetection of failure in
signature comparison is e = 104. The values of m and n were chosen
such that the average execution time is minimized for both the scheme
with the signature and without it. The figure shows that, even in sys-
tems with high communication bandwidth, where most of the check-
pointing overhead is caused by storing the processors’ states, signa-
tures can still be used to reduce the execution time of a task.
4 CONCLUSIONS
In this paper, we have introduced two methods to improve the
performance of checkpointing schemes with task duplication. One
improvement method is tuning the scheme to the specific system it
is implemented on, and the other improvement method is short-
ening the comparison time of a scheme by using signatures.
Tuning the scheme to the system is done by using two types of
checkpoints: compare-checkpoints (comparing the states of the
redundant processes to detect faults) and store-checkpoints
(storing the states to reduce recovery time). Separating the com-
parison and store operations enables choosing the optimal interval
for each operation, without concern about the other.
Another method to improve the performance of checkpointing
schemes is to shorten the comparison time by using signatures. We
have shown that simple signature can be used to reduce the exe-
cution time without affecting the reliability of the scheme.
A challenging research direction is to create schemes that si-
multaneously address both relevant aspects of checkpointing in
parallel and distributed systems, namely, the design of an efficient
checkpointing scheme that achieves a consistent global state [15]
and uses task duplication for fault detection. The combined check-
pointing schemes have to address the complexity associated with
both the detection of faults and maintaining of a consistent state.
For example, if two copies of the same process receive messages in
a different order, their states are going to be different and a com-
parison of the states will fail, even if no fault occurred. Also, when
task duplication is used for fault detection, it may cause a delayed
detection of faults, as faults are detected only when comparison is
performed. Namely, faults in one process can spread to other
processes when this process sends messages to other processes.
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