

































時刻 tにおける確定的信号 xCt)が 2つの正弦波 Zj(t)= sin(θt)と
Z2(t) = sin(2Dt)の線形結合として




線形結合する正弦波の種類を O周期. 1周期. 1/2周期. 1/4周期，…と
増やしていき，振幅Anだけでなく位相差九も加えて余弦で表すと，
x(t) = Ao+ I An cos(nθt一九〕
となり(1)さらにι=An COS φn' bn = Aηsin φn'α。=A。とおいて変形す
れば，
x(t) = I an cos(nDt) + I bn si山 1θt)
というフーリエ級数展開を得る (8)が，これはさらに複素数を用いて，
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x(t) = I:hneinet 
と書き換えられる(的。ただし，
r(αn-ibn)/2 = Ane-on; n > 0 
hn = ~α。 = Ao; n = 0 
l (αn+ibn)/2 =λ/勺 n< 0 














J:o x(t)2dt = L J二Ih(}.) 12dA 
一回 t.71 υ 
( 1031 ) 195 
政経論叢第82巻第5・6号
が成り立つ(12)ので， 1 h(λ) 12は信号x(t)のある角周波数Aにおけるエネル
ギーを表していると考えてエネルギースペクトルと呼ぶ。そして，時刻
[-T， TJにおける信号x(t)のエネルギースペクトル 1hT(}.) 12を時間区間
の長さ 2Tで割り，それを T→∞とした極限
















P(え)= f~∞ ρ( r)dτ 
という関係も成り立つ倒。
従って， r確定的信号x(t)のスペクトルh(}.)は，周波数の異なる正弦波












































EとしてはRn(n = 1， 2…) (n次元ユークリッド空間:筆者註)をと
るが， もっと一般の位相空間でもよL、。 {Xt(ω)，t E T}を確率過程と
いうときには“おのおのの tに対して，Xt(ω)はE値位相確率変数











(P.n P(A) 二三 O 
(P.2)互いに素な部分集合A)，A2 に胤対してPCQ)A









(σ.1) Q E fO (P) 
(a.2) B E fO (P) =今BC(=Q-B)εfO(P) 












(0.1) An E O(n = 1.2.…)今 UAnE 0 
η= 1 
(0.2) Al' A2 E 0ニ争 Al円A2E0 








A E .9J (E)ニ争 Xt-1(A)E iO (P) 
が成立することをいう。ただし.Xt-1(A) = {ωEQ; Xt(ω) E A}である。
それでは次に，属国・生駒 (2004)による確率過程の定義を引用する。
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本空間，。加法族，確率測度の組 (Qt' 30;， Pt) として表現している。
ここで耳は Qt上のσ加法族であり，かつ確率測度Rの定義域である。一
方伊藤(1992)のいう CjJ(P)は確率測度Pの定義域であり，かっ Q上の U
























(第一の解釈) Q = Qt; t εT 
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(Qt， .s有， ~)のことを単に(Q，タ: p)と表現しているに過ぎないという解
釈である。したがって，標本空間は時点tに依存することになる。
第二の解釈は，Qはtに依存しないという解釈である。 (Qt，5;，~); tεT 
という確率空聞が与えられているとき，それらの直積によつて作られる
(VT Q仏t> I耳 II?









とは異なっているJ(35)。その鴨矢となったのは， Box & Jenkins (1970)で
あろう(制。
現代の経済時系列分析では，経済変数Uに関する l組の時系列データ
{Yl*' Y2*'…， YT*}が得られたとき ，y/(t= 1，2，…， T)を確率変数



















& Jenkins (α19引70的)は時間を明示的に扱う自己回帰移動平均 (ARMA)モデ
ルの実用性を説いたのである(附4“叫5日}
次数 (ωp，q)の自己回帰移動平均 (ARMA(P， q))モデルは，p次の自己回
帰 (AR(P))モデルと q次の移動平均 (MA(q))モデルから成り，一般に
Yt-alYt-l-a2Yt-2-".-apYt-p =μ+ut-b1utーl-b2ut-2-…-bqut-q 
と表される。ここで， μ，a;Ci = 1， 2，…，p)， b/j = 1， 2，…， q)は未知パ
ラメータ(定数)であり，ut-k(k = 0， 1，…， q)は，期待値E(ut-k)= 0，分
散 V(Ut-k) = 0
2 
(均一)，共分散 COV.(Ut-m，U門)= O(m =1 n; m， n = 
0， 1，2，…， q)の誤差(確率変数)であり，ホワイトノイズと呼ばれる。ホワ
イトノイズ過程 {Ut-k}(k = 0， 1，…， q)は定常性を満たす。
ARMA (p， q)モデルが定常性を満たす条件は， AR (p)部分の特性方程式
1-αlz-a2z
2ー・・・-apzP= 0 
のすべての根が絶対値で lより大きいことである (4九このとき {Yt}が従う
確率過程は，定常ARMA過程と呼ばれる。













Yt = CO+C1t+φlYt-l + rt2Yt-2+…+ゆpYt-p+Ut
という形式をとるが，誤差Utはホワイトノイズではなく ，lID(O， 02)過程
に従うと仮定される側。すなわち，任意の tに対して E(ut)= 0かっ
V(Ut) = 02であり，すべての tに対して確率分布が同一で，独立である。
単位根モデルは，単位根を持つARモデルである。例えばAR(l)モデル





Yt = E(y/ I 1'-1) +Et 
のように， t-1期に利用可能な情報1'-1に基づき予測可能な部分と予測不
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可能な部分に分けることができるとして，予測不可能な部分が

















E(Yt I Yt-l' Yt-2'…， Yl) = E(Yt I Yt-l) 
と書くことができる。
マルチンゲール過程は，本来2つの確率過程{め}と {Zt}(t = 0， 1， 2，…) 
が与えられたときに，すべての tに対して
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E(I!ん1)<∞ 
E(Yt+l 1ZO' ZI'…， Zt) = Yt 
が成立するとき， {仏}は {Zt}に関してマルチンゲールと呼ぶ(闘が，ここで
は {Yt}と {Zt}を同一視して，
E(y削 1Yo， Yl'…，y) = Yt 
を満たすような確率過程{切Yt}のことを指している〈側5目朗9的)
ブラウン運動過程とは，確率過程 {Yt}(t三0)が










Ylt¥ π'k，ln¥ /Yl，t-k 
+2九 πω ¥1 Y2，t-k ¥+ 
k= 1 
1πk， nl πk， n2 π九m
となるが，これらの行列に記号をつけて













ル (ECM)がある。 n次元列ベクトル b1によって作られる l変量時系列
{b~Y/} が定常性を満たすとき b1 は Yt の共和分ベクトルと呼ばれるが，今
互いに独立な r(sn)個の共和分ベクトルがあるものとし，それらから作ら
れる行列を B= [b1 b2… brJとする。このとき， ECMは
L1Yt = W + AB/Ytー1+f1L1Ytーl十…+九一lL1Yt-P+l十εt
と表される(ぺここで dは階差演算子であり， H= IJ2Hz，巳=
-t 11/件以 ，p)， AB' = 1である。 作 l




























そこで和集合 (Qt-1UL1勺 t) のすべての部分集合から成る集合(ベキ集
合)~(Qt-1U L1 *Qt) を考えると，これを標本空間としたとき，その任意の
要素が「何らかの試行による結果」として得られる「標本点」であり，特定
の標本点がt日末時点において生存する人々の集合を表すことになる。
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l節の表記にならえば， この確率空間は (~{Qt-1U L1 *Qt}， ~2 {Qt-1U 




町:~(Qt-lU L1 *Qt) → R (t日末時点における総人口)
Xt : ~(Qt-1U L1 *Qt) → Rm ct日末時点における男性の年齢別人口〉
耳 :~(Qtー lU L1 *Qt) → Rm ct日末時点における女性の年齢別人口)
Z/ = Xt+"Ye) : (t日末時点における年齢別人口)
上記4つの確率変数は，和集合 (Qt-lU L1 *Qt)のベキ集合を定義域とする可
測関数であり，mは年齢を何階層に区分するかを示す数値である。































今日8(Qt) を標本空間とする確率空間 (~{Qt} ， ~2 {Qt} ，αQt)を考える(目)
と，任意の経済主体αに関して以下のような確率変数を考えることができる。
α町:~(Qt) → Qt ct日末時点における経済主体αの代表者)
α町:~(Qt) → R (t日末時点にαに属する人員数)
αXt:!お(Qt)→ R
m (t日末時点にαに属する年齢別男性人数)






























Gt : iKt X iKt→Rh 











:.Gt : At→ R
h 







































I {ßv;~;} n I{~jV;-s} 
という積集合の要素を考えると，これらは 2つの経済主体αと3の聞の人的
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内の任意の 2つの要素
x = (Xl> X2，…， Xn) 
Y = (Yl' Y2'…， Yn) 
の聞に位相として以下に定める距離d(x，y)を与えている。







(38) 刈屋など (2012)6， 7， 19， 20， 93頁参照。
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7:j = rcul)re:"d) = )J
1
一三一，j = 0， 1， 2，… 
( 1053) 217 
政経論叢第82巻第5・6号
である(刈屋など (2012，pp.64， 65)参照)。
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