Abstract. Mathematical modelling provides a useful framework within which to investigate 4 the organization of biological tissues. With advances in experimental biology leading to increasingly 5 detailed descriptions of cellular behaviour, models that consider cells as individual objects are be-6 coming a common tool to study how processes at the single-cell level affect collective dynamics and 7 determine tissue size, shape and function. However, there often remains no comprehensive account 8 of these models, their method of solution, computational implementation or analysis of parameter 9 scaling, hindering our ability to utilise and accurately compare different models. Here we present 10
h F int
F ext
. Schematic of immersed boundaries. Circular nodes represent an off-lattice discretization of the immersed boundary contours. The regular grid behind the boundaries represents points on which a viscous Newtonian fluid, ubiquitous across the domain, is discretized. Adhesion links, specified as explicit force terms, exist between nodes within each immersed boundary, as well as between neighbouring boundaries. The terms h, F int , and Fext are defined in the main text.
defines, at any given time, a resultant force acting on the membranes. This resultant 59 force is applied to the fluid, which induces a flow. This flow carries the membranes 60 along with it, thereby updating the positions of the boundaries. Thus, the role of the 61 fluid is to provide a mechanism by which the boundary locations are updated; a more 62 detailed discussion of this mechanism is presented in Section 2.
63
The IBM has several features that make it well suited to modelling the collective 64 dynamics of cell populations. First, and most importantly, the shape of cell boundaries 65 can be represented with arbitrary precision. This enables investigation of processes at 66 a subcellular scale, while allowing cell shapes to be an emergent property rather than a 67 constraint of the model, in contrast to other approaches such as vertex models [20, 27] 68 and spheroid models [10] . Second, volume is preserved within any given closed contour 
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; experimental studies [23] . Finally, unlike numerical schemes that employ structured 78 or unstructured grids conforming to the immersed body, in the IBM the fluid is 79 discretized using a regular Cartesian grid that may be generated with ease. This 80 allows a relatively simple numerical scheme, discussed in Subsection 4.8, which has 81 a fairly straightforward and efficient computational implementation, and enables the 82 use of a fast and direct spectral method for computing the fluid flow. The aim of this work is therefore to provide comprehensive details of an IBM im- 
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; follows. Sections 2 to 4 give details of the IBM, its discretization, and a numerical 108 solution using a fast Fourier transform algorithm. Section 5 outlines the C++ imple-109 mentation in Chaste. Section 6 details a numerical analysis demonstrating that the 110 computational implementation converges, and elaborating on how parameters scale 111 relative to each other. Section 7 concludes with a discussion of the choices made in 112 our implementation, and future work in this area. 
The fluid motion obeys the Navier-Stokes equations
where ρ and µ are the fluid density and viscosity, respectively, and are both assumed 120 constant; p is the pressure field; f is the force per unit area acting on the fluid; and 121 s is the fluid source field, representing the proportional volume change per unit time.
122
The periodic boundary conditions enforce u(x, 0) = u(x, L) and u(0, y) = u(L, y), for 123 0 ≤ x, y ≤ L.
124
We next consider a set of N non-overlapping closed curves in the fluid, which 125 we will refer to as immersed boundaries, and which we think of as representing cell boundaries.
135
We denote the resultant force acting on the immersed boundaries by F = F(γ, t).
136
The precise functional form of the resultant force F varies with application, and is 137 formulated in Section 4. We relate the resultant force on the immersed boundaries to 138 the body force acting on the fluid through the relation
where δ(·) denotes the Dirac delta function. The force on the fluid at location x thus 141 vanishes away from the immersed boundaries, and equals the resultant force F at 142 location X on an immersed boundary precisely at x = X.
143
The immersed boundaries are assumed to move due to the fluid flow without 144 slipping, so that a point along Γ moves at precisely the local fluid velocity:
Thus, the velocity of an arbitrary immersed boundary point X(γ) is equal to the 147 velocity of the fluid at x = X.
148
The source field, s, is considered to be a finite linear combination of individual 149 point sources. The number, location, and strength of each source is formulated in
150
Section 4, but for now we consider s as an arbitrary (but known) scalar field. 3. Non-dimensionalization. We non-dimensionalize the model to reduce the 152 number of parameters and allow us to estimate the relative importance of each term.
153
For the Navier-Stokes equations, we introduce the standard choices for viscous dy- 
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where Re = ρLU /µ, the Reynolds number, represents the ratio of inertial to viscous 164 forces. At very low Reynolds number it is appropriate to take the limit Re → 0 in 165 Equation (6a) and, assuming the body force, f , to be of order 1/Re, obtain the Stokes
Note that we assume f ∼ O(1/Re) since otherwise no flow would be induced by the 171 force on the immersed boundaries. Having chosen to solve the non-dimensional Navier-Stokes equations (6a) and 188 (6b), we non-dimensionalize Equations (3) and (4) using the rescaled parameters In the following, time is discretized in steps of ∆t, and we refer to an arbitrary 201 function Φ(·, t) at the n th time step by Φ (·, n∆t) = Φ n (·). here to be less computationally expensive to compute (see Section 7).
218
We also note that, due to the bounded support of both functions, δ h (x) will only 219 ever be non-zero at the 4 × 4 mesh points closest to any given node. 
where the outer sum runs over all other immersed boundaries, the inner sum runs over the user is free to define their own functional forms.
258
The total force F on a node is given by the sum of the internal and external 259 forces, node using the discrete delta function to assign the appropriate weight,
where the outer sum runs over the N immersed boundaries, the inner sum runs over 285 the N k nodes in the k th immersed boundary, and ∆γ k is the length element associated
286
. CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; with the k th immersed boundary. is therefore given by
where N Γ 
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A convenient method to ensure that fluid sources always remain inside (or outside) 312 immersed boundaries entails updating their locations in the same way as for the 313 immersed boundary nodes,
where N (s k ) represents the 4 × 4 fluid mesh points nearest s k .
316
The regulation of source strengths depends on the application and on the bio- 
and I is the 2 × 2 identity matrix.
332
We solve Equations (15) and (25) . CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; an N × N square mesh of spacing h, we define the DFT from the spatial coordinates 335 (·) x,y to the spectral coordinates (·) k1,k2 by
337
Under this transformation, Equations (15) and (25) become We substitute Equation (29) into Equation (28) to solve directly for p: multiply-344 ing Equation (28) 
where every term on the right-hand side depends only on information available at the 348 current time step. We can therefore substitute Equation (30) back into Equation (28) 349 to solve forû n+1 k1,k2 , obtaining
Care must be taken at the mesh points (k 1 , k 2 ) = (0, 0), (0, N/2), (N/2, 0) and
352
(N/2, N/2), where the denominator of the right-hand side of Equation (30) vanishes.
353
At these points, however, the sine term multiplyingp n+1 k1,k2 in Equation (28) all simulations from this paper, can be found in Appendix A.
373
As it is written in C++, Chaste is fast and able to utilise object orientation and 374 class inheritance, enabling modularity and easy extensibility of the code base. This 
Using the numerical method described in Section 4, we solve the IBM by iterating An example of rule-based modification of immersed boundaries is cell division.
407
Within Chaste, we make use of existing functionality for encoding cell cycle progres-408 sion. In this framework, a cell may at some time step be deemed 'ready to divide', at 
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420
We remark that this scheme defines a rule-based implementation of cell division 421 as a process occurring during a single time step. Depending on the time scale over 422 which the tissue is modelled, one may wish to explicitly represent pinching during 423 cytokinesis, as implemented by Rejniak and colleagues [22, 24] . This can be achieved 424 within Chaste, using existing functionality that allows feedback between the cell cycle 425 and arbitrary cell properties such as a 'target' surface area that cells seek to attain.
426
In this manner, when a cell is selected to divide, processes such as an increase in size 427 followed by the formation of a contractile furrow could be specified (for instance, via is not prohibitive.
447
To optimise the second problem of efficiently calculating pairwise interactions 448 between nearby immersed boundary nodes, we employ a spatial decomposition algo-
449
. Table 1 Code profiling. The memory footprint, time to complete 2000 time steps, and the proportion of time spent solving the Navier-Stokes problem is presented for each of three increasingly fine simulation representations. Each simulation comprises a regular hexagonal lattice of 20 immersed boundaries, allowed to relax for the fixed number of time steps. Each boundary has 300, 600, and 1200 nodes in separate simulations with 512, 1024, and 2048 fluid mesh points, respectively. Profiling was performed on a desktop machine with an Intel Xeon E5-1650 v3 CPU and 16GiB RAM, using the GNU gprof profiler. For details of how to obtain the code for these profiling simulations, see Appendix A. boundary nodes. Figure 3 shows the configuration of the immersed boundaries at 458 the start and end of the simulation corresponding to the first column in Table 1 it is the ratio of major to minor axis length. 
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To determine how small is small enough, Figure 4a shows the results of a set of 486 simulations relating the change in volume of a circular immersed boundary to the node 487 spacing ratio, ∆γ k /h. In each simulation, a circular cell is simulated for a fixed number 
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1.0, though, ensures that the numerical scheme matches the continuum limit well,
496
while not being so small as to cause unnecessary computational overheads. To investigate this interplay, we consider the case where the node spacing in a 507 single immersed boundary is decreased by a factor of α, starting from a reference 508 value. Our goal is to derive the scaling required to ensure that the fluid flow, which 509 determines the dynamics, remains unchanged. Two effects come in to play. First, the 510 node spacing, ∆γ k , which appears explicitly in the discretized force relation Equa-511 tion (21), is reduced by a factor α, and therefore F must be increased by this factor in 512 order to compensate. Second, since the boundary is represented by linear springs, we 513 are now considering a system with α times the number of springs, each with length 514 reduced by a factor α. Assuming the rest length, l int , scales proportionally with the 515 length of the connection, the average energy of a spring in the reference configuration 516 is given by
whereas the average energy of a spring in the new configuration is given by
To ensure the potential in the immersed boundary is identical in both the reference 521 . 
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522
Combining the scaling by α from both considerations, we thus find that to increase 523 the number of nodes in an immersed boundary by a factor α, we require an α 2 increase 524 in κ int . Figure 4b verifies this scaling.
525
We now consider the case of two interacting cells with identical mechanical prop- 
536
Putting these two results together, when increasing the density of nodes in a 537 simulation by a factor α, we must scale κ int by α 2 , and κ ext by 1/α. To encapsulate 538 this within our computational framework, we introduce an 'intrinsic length' relative 539 to which the scaling described here is applied. Due to this, the required scaling is not 540 manually applied by the user; the simulation dynamics remain unchanged when the 541 user alters the node spacing. spacing. We conduct this convergence analysis using a simple prototype simulation 545 of an elliptical immersed boundary undergoing relaxation for a fixed simulation time.
546
For each of the three parameters of interest, ∆t, h, and ∆γ k , we perform a series 547 of simulations where only the parameter of interest is varied, and collect a single 548 summary statistic, the ESF, from which we can verify convergence.
549
To analyse convergence with time step, we run the relaxation simulation nineteen . CC-BY-NC-ND 4.0 International license peer-reviewed) is the author/funder. It is made available under a
The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; demonstrates convergence of the ESF with time step. We assume the ESF associated 552 with the finest time step to be the best approximation to the continuum limit, and 553 define the error in ESF for each simulation to be the absolute difference between the 554 ESF and this best value. Omitting the penultimate value, the gradient of a log-log 555 plot of this error against time step is 1.11, demonstrating the order of convergence is 556 approximately linear. converging. The log-log gradient is 1.49, demonstrating the order of convergence to 567 be subquadratic.
568
In addition to convergence of the numerical implementation, we also require our cell shape. Figure 6 shows results with a log-log gradient of 1.96, demonstrating the 575 order of convergence to be quadratic. 
While the functional form appears quite different, the numerical values taken by the 618 different formulations of φ are very similar (differing by less than 0.008 at any point 619 in the domain). Given this incredibly similarity, using one form rather than the other 620 may be decided by computational efficiency. In practice, we find the trigonomet- The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/071423 doi: bioRxiv preprint first posted online Aug. 24, 2016; these choices impact upon the results of simulations is a topic for further study. one such framework able to make use of both.
662
A strength of such models is the ease with which cellular heterogeneity (for ex- GitGuide, and the IBM branch is titled 'fcooper/immersed boundary'.
673
The code used for simulations in this paper is provided as a zipped folder (see 
