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We consider here the case where our knowledge is partial and based on a betting density function which is n-dimensional
Gaussian. The explicit formulation of the least committed basic belief density (bbd) of the multivariate Gaussian pdf is pro-
vided in the transferable belief model (TBM) framework. Beliefs are then assigned to hyperspheres and the bbd follows a v2
distribution. Two applications are also presented. The ﬁrst one deals with model based classiﬁcation in the joint speed–accel-
eration feature space. The second is devoted to joint target tracking and classiﬁcation: the tracking part is performed using a
Rao–Blackwellized particle ﬁlter, while the classiﬁcation is carried out within the developed TBM scheme.
 2006 Elsevier Inc. All rights reserved.
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tracking; Particle ﬁltering1. Introduction
The interpretation of the belief function theory within the transferable belief model1 (TBM) [1] has been
initially deﬁned for discrete frames of discernment. Smets recently deﬁned new tools for extending the belief
functions to the set of reals [2]. In this model, beliefs are quantiﬁed as basic belief densities (bbd’s) and focal
elements are closed intervals of R. This emergent theory has found some developments in the literature [3,4].
We assume our knowledge is partial and represented by some betting probability function on the observa-
tion, which belongs to the continuous domain. From this betting probability function one can build the least
committed bbd, so that the general tools of the belief function theory (such as the generalized Bayesian0888-613X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2006.10.003
* Corresponding author.
E-mail addresses: Francois.Caron@ec-lille.fr (F. Caron), Branko.Ristic@dsto.defence.gov.au (B. Ristic), Emmanuel.Duﬂos@ec-lille.fr
(E. Duﬂos), Philippe.Vanheeghe@ec-lille.fr (P. Vanheeghe).
URL: http://syner.ec-lille.fr/~caron/ (F. Caron).
1 This interpretation of belief functions does not assume any underlying probability measure. Other interpretations of Dempster–Shafer
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420 F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436theorem [5,6] and combination rules) can be applied for reasoning. Explicit solutions were given to ﬁnd the
least committed bbd induced by an univariate and unimodal probability density function (pdf) in [2]. Appli-
cations of this approach to model based classiﬁcation have been presented in [7,8]. The resulting classiﬁer is
more cautious and its decisions arguably more meaningful than those obtained using the corresponding
Bayesian classiﬁer, due to the least commitment principle.
Although the belief function theory on reals is conceptually valid for Rn, no explicit analytic solutions have
been proposed in [2] for multi-dimensional spaces. In this paper, we go a step further and provide an explicit
formulation of the least committed bbd induced by an n-dimensional Gaussian pdf, the ‘‘engineers favorite’’,
to deal with possibly correlated multi-dimensional data. With this new theoretical tool in hand, we revisit
model based target classiﬁcation problems discussed in [8,9].
2. Review of the transferable belief model
This section summarizes the main concepts of belief functions on discrete sets and on the set of reals. For
proofs and a more thorough study, the reader should refer to [1,2].
The following notations are used throughout the paper for the basic belief densities (bbd) and basic belief
assignment (bba) m and its related functions bel, pl and q:mdomain½conditionðsubsetÞ• domain: the set of elements on which the bbd or bba is assigned,
• condition: the conditions which are assumed to hold true when the belief holder assesses the bba/bbd m. In
this paper, the condition is given by observations provided by sensors,
• subset: any subset of the domain.2.1. Belief functions on a discrete frame
Consider a discrete set of n mutually exclusive events, called the frame of discernmentH ¼ fh1; h2; . . . ; hng ð1Þ
The belief functions are deﬁned on the set of subsets ofH, called 2H and deﬁned as 2H ¼ fAjA  Hg. The belief
is represented by a so-called basic belief assignment (bba) m : 2H ! ½0; 1 such thatPAHmðAÞ ¼ 1. mðAÞ rep-
resents the amount of belief that the actual solution is exactly committed to A, and due to lack of knowledge
cannot be transferred to any more speciﬁc event. The subsets A with a non-zero mass mðAÞ are referred as the
focal sets. The state of complete ignorance is represented by the so-called vacuous bba deﬁned by mðAÞ ¼ 1 if
A ¼ H and 0 otherwise.
2.1.1. Belief functions
The belief function bel, plausibility function pl and the commonality function q are other functions to quan-
tify beliefs that are in one-to-one correspondence with the bba m. They are deﬁned, for all A  H bybelðAÞ ¼
X
fBjBA;B6¼;g
mðBÞ ð2Þ
plðAÞ ¼
X
fBjA\B 6¼;g
mðBÞ ð3Þ
qðAÞ ¼
X
fBjABg
mðBÞ ð4Þ2.1.2. Conjunctive combination
Let m1 and m2 be two bba’s deﬁned on the same frame of discernment H. Suppose the bba’s result from two
distinct pieces of evidence. The conjunctive combination of these two pieces of evidence is given, for all A  H,
by
F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436 421m12ðAÞ ¼ ðm1 m2ÞðAÞ ¼
X
fA1;A2jA1\A2¼Ag
m1ðA1Þm2ðA2Þ ð5Þ2.1.3. Pignistic probability
In order to take a decision on the set of exclusive hypotheses H, one has to operate in the probabilistic
framework by assigning probabilities to each singleton hi. This is done by the pignistic transform which is
given for each hi 2 H byBetP ðhiÞ ¼
X
fAHjhi2Ag
mðAÞ
jAjð1 mð;ÞÞ ð6ÞBetP is called the pignistic probability and it is the probability measure used for decision making.
2.1.4. Generalised Bayesian theorem
Let z be a measure on a space Z. Suppose that one knows the conditionnal plausibilities plZ½hiðzÞ for
i ¼ 1; . . . ; n. Then the generalised Bayesian theorem (GBT) provides a way to compute for all A  H the con-
ditional bba mH½zðAÞ as follows [5]:mH½zðAÞ ¼
Y
fhi jhi2Ag
plZ½hiðzÞ
Y
fhijhi2Ag
ð1 plZ½hiðzÞÞ ð7Þ2.2. Belief functions on R
Under the transferable belief model on reals, basic belief masses become basic belief densities and positive
bbd’s are only assigned to the intervals of R [2].
Consider the setT ¼ fðx; yÞjx 6 yg. Intervals of R are represented as points of the triangleT (see Fig. 1).
Let fT :T! ½0;þ1½ be an unnormalized probability density function onT. The bbd allocated to the inter-
val ½a; b ismRð½a; bÞ ¼ fTða; bÞ ð8ÞFig. 1. Representation on T of the interval ½a; b  R.
Fig. 2. Graphical representation on T of (a) belief, (b) commonality and (c) plausibility.
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The bbd mð½a; bÞ is the part of the belief holder that supports exactly ½a; b i.e., that the actual world is in
½a; b and that, due to lack of information, does not support any strict subset of ½a; b.
The degree of belief of ½a; b, belð½a; bÞ, quantiﬁes the total amount of justiﬁed support given to ½a; b.
belð½a; bÞ is the sum of the masses given to the subsets of ½a; b.
The degree of plausibility of ½a; b, plð½a; bÞ, quantiﬁes the maximum amount of potential speciﬁc support
that could be given to ½a; b. It is deﬁned as the sum of the masses given to intervals ½ai; bi such that
½ai; bi \ ½a; b 6¼ 0:
The commonality qð½a; bÞ is another measure of belief which is useful for calculus in belief combination. It
is deﬁned as the sum of the masses given to the intervals ½ai; bi  ½a; b.
Graphical representations2 onT of belief, commonality and plausibility are represented in the Fig. 2. Each
one is the integral of the bbd’s allocated to the gray areas.
2.2.2. Consonant bbd
A consonant bbd is a bbd whose focal elements are nested. In this case, there exists an index u such that the
focal elements can be labeled as Iu, with Iu  Iu0 when u0 > u. If a bbd mR is consonant, there exists an unor-
malized probability density function h : ½0;þ1½! ½0;þ1½ such that2 Th
inﬁnitymRðIuÞ ¼ hðuÞ; uP 0 ð9Þ2.2.3. Pignistic probability
The pignistic density function Betf is derived from fT according toBetf ðaÞ ¼ lim
!0
Z x¼a
x¼1
Z y¼1
y¼aþ
fTðx; yÞ
y  x dxdy; a 2 R ð10ÞFor consonant bbd’s, the last formula reduces toBetf ðaÞ ¼
Z 1
min
fu0 ja2Iu0 g
ðu0Þ
hðuÞ
lu
du ð11Þwhere lu is the length of the interval Iu.
3. The least committed bbd of an univariate pdf
Suppose that your knowledge on the domain is partial and based on some potential betting behaviour, rep-
resented by the pignistic density function Betf. One wants to determine a basic belief density that induces this
pignistic probability. Since the pignistic transform is a many-to-one transformation, an inﬁnite number of
bbd, called isopignistic bbd, can induce Betf. The least commitment principle [10,11] suggests to choose, in
the set of all isopignistic densities, the bbd that maximizes the commonality function q, named q-Least Com-e vertical and horizontal lines in each triangle of this ﬁgure are shown only to make the pictures look nicer. Indeed they extend to
both upwards and to the left.
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nested.
3.1. LC bbd of an univariate ‘‘bell-shaped’’ pdf
Smets [2] provided an explicit formulation of the LC isopignistic bbd for univariate ‘‘bell-shaped’’ pignistic
probabilities. Let l be the mode of the pdfl ¼ argmax
x2R
ðBetf ðxÞÞ ð12Þ
The focal sets of the least committed bbd are intervals Ib ¼ ½a; b such that Betf ðaÞ ¼ Betf ðbÞ. Betf being a
bell-shaped density, a is uniquely deﬁned by a function c such as a ¼ cðbÞ. The bbd is deﬁned bymRðIbÞ ¼ hðbÞdða cðbÞÞ; bP l ð13Þ
withhðbÞ ¼ ðcðbÞ  bÞ oBetf ðbÞ
ob
; bP l: ð14Þand dðxÞ is the Dirac’s delta function.
3.2. LC bbd of an univariate Gaussian pdf
Deducing it from Eqs. (13) and (14), Smets [2,7] deﬁned the LC isopignistic basic belief density for univar-
iate Gaussian pignistic functions. We provide a new diﬀerent formulation in the following result.
Theorem 1. The q-LC isopignistic bbd of an univariate Gaussian pdf pðxÞ ¼Nðx : l; r2Þ of mean l and standard
deviation r, is defined bymRðIaÞ ¼ hðaÞ; aP 0 ð15Þ
where Ia ðaP 0Þ are the nested focal elements (closed intervals) defined byIa ¼ x 2 R ðx lÞ
2
r2
 6 a
( )
¼ ½l ﬃﬃﬃap r; lþ ﬃﬃﬃap r ð16Þ
and hðaÞ is the degree of belief assigned to Ia which is shown to be a v2 probability density function with three
degrees of freedoms, defined byhðaÞ ¼
ﬃﬃﬃ
a
pﬃﬃﬃﬃﬃ
2p
p exp  1
2
a
 
; aP 0: ð17ÞThe proof is given in the Appendix.
The plausibility of a point mass x is given byplRðx 2 RÞ ¼
Z 1
u¼ xlrð Þ2
hðuÞdu ð18ÞNext we provide an n-dimensional generalization of the last result.
4. LC bbd induced by a multivariate Gaussian pdf
4.1. Intuitive understanding in 2-dimensional space
In two dimensions, isoprobability points of the multivariate Gaussian pdf of mean l ¼ lxly
 
and covari-
ance matrix R ¼ r
2
x 0
0 r2y
 
are ellipses of center ðlx; lyÞ and semi-axis ðar2x ; ar2yÞ ða 2 ½0;þ1½Þ. Such an
ellipse is deﬁned by the parametric equation (Fig. 3)
Fig. 3. Representation of a 2-dimensional Gaussian pdf.
424 F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436ðx lÞTR1ðx lÞ ¼ a
Masses of the bbd whose pignistic density is this multivariate Gaussian pdf are assigned to nested surfaces
delimited by the diﬀerent isoprobability ellipses. The set of all ellipses is deﬁned byE ¼ fEa; a 2 ½0;þ1½g
withEa ¼ fx 2 R2jðx lÞTR1ðx lÞ ¼ ag
Masses are then assigned to surfaces delimited by these ellipses, i.e. to subsets Sa such thatSa ¼ fx 2 R2jðx lÞTR1ðx lÞ 6 ag4.2. LC isopignistic bbd of a n-dimensional Gaussian pdf
Let us consider the multivariate Gaussian pdf of mean l 2 Rn and covariance matrix Rpðxjl;RÞ ¼Nðx : l;RÞ ¼ 1ð2pÞn2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetðRÞp exp 
1
2
ðx lÞTR1ðx lÞ
 
ð19Þwith x 2 Rn.
In dimension n, focal elements are the nested sets HVa (hypervolumes) enclosed by the isoprobability
hyperconics HCa ¼ fx 2 Rnjðx lÞTR1ðx lÞ ¼ ag
HVa ¼ fx 2 Rnjðx lÞTR1ðx lÞ 6 ag ð20ÞThe bbd m is deﬁned asmR
nðHVaÞ ¼ hðaÞ; aP 0: ð21ÞThe volume of the hypersphere HVa is expressed as (volume enclosed by an hyperconic of dimension n and
axes aR):V a ¼
Z
x2HVa
dx ¼ p
n
2a
n
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðRÞp
C n
2
þ 1  : ð22ÞTheorem 2. The q-LC isopignistic bbd induced by a n-multivariate Gaussian pdf Nðx : l;RÞ of mean l and
covariance matrix R is the bbd defined bymR
nðHVaÞ ¼ hðaÞ; aP 0 ð23ÞwhereHVa ¼ fx 2 Rnjðx lÞTR1ðx lÞ 6 ag ð24Þ
and
3 Th
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nþ2
2 1
2
nþ2
2 C nþ2
2
  exp  1
2
a
 
ð25Þis a v2 distribution with nþ 2 degrees of freedom.
Plausibility of a point mass x is then defined byplR
nðx 2 RnÞ ¼
Z a¼þ1
a¼ðxlÞTR1ðxlÞ
hðaÞda ð26Þ
¼ 1 F nþ2ððx lÞTR1ðx lÞÞ ð27Þ
where Fp is the cumulative density function
3 of a v2 distribution with p degrees of freedom, defined by [13]F pðv2Þ ¼
Z v2
0
u
p
21
2
p
2C p
2
  exp  u
2
 	
du ð28ÞThe proof is given in the Appendix.4.3. LC isopignistic bbd of a mixture of Gaussian pdfs
The last result can be generalized to probability density functions expressed as mixtures of Gaussian pdfs,
in order to handle multivariate non-Gaussian densities. Let us assume that our knowledge is based on a ﬁnite
mixture of M Gaussian pdfspðxÞ ¼
XM
k¼1
bkNðx : lk;RkÞ ð29Þwhere x 2 Rn, lk and Rk are the mean and covariance matrix of the kth Gaussian mixture component, with
k ¼ 1; . . . ;M , bk P 0 and
PM
k¼1bk ¼ 1.
Let us consider the sets HVa;k for aP 0 and k ¼ 1; . . . ;M :
HVa;k ¼ fx 2 Rnjðx lkÞTR1k ðx lkÞ 6 ag ð30ÞFor a given component k of the mixture, the sets HVa;k, aP 0, are nested. Parts of our belief are assigned to
these sets such that, for aP 0 and k ¼ 1; . . . ;MmR
nðHVa;kÞ ¼ bkhðaÞ ð31Þwhere hðaÞ is a v2 pdf with nþ 2 degrees of freedom.
The plausibility of a point mass x 2 Rn is given byplR
nðx 2 RnÞ ¼
XM
k¼1
bk
Z a¼þ1
a¼ðxlkÞTR1k ðxlkÞ
hðaÞda ¼ 1
XM
k¼1
bkF nþ2 ðx lkÞTR1k ðx lkÞ
 	
ð32Þwhere Fp is the cumulative density function of a v
2 distribution with p degrees of freedom.
5. Application to model-based classiﬁcation
The problem is classiﬁcation of non-cooperative ﬂying objects in the surveillance volume. Many types of
target features may be available for classiﬁcation, such as the target shape, kinematic behaviour and Elec-
tro-Magnetic emissions [14]. In the following, we assume that 2-dimensional (2D) speed and acceleration data
are at our disposal for classiﬁcation of targets into one of three categories [9]:e cumulative density function Fp of Eq. (28) can be implemented using chi2cdf.m script in MATLAB.
Table 1
Speed and acceleration intervals for three air platform categories
Target class Speed [km/h] Acceleration [g]
Min Max Min Max
Commercial (c1) 560 885 1 1
Bomber (c2) 400 725 4 4
Fighter (c3) 525 950 7 7
426 F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436• Class 1: Commercial planes.
• Class 2: Large military aircrafts (such as transporters, bombers).
• Class 3: Light and agile military aircrafts (ﬁghter planes).
Our (incomplete) knowledge about acceleration and speed proﬁles for each of the three classes is typically
described as shown in Table 1 [8].
In our analysis we will consider the general case where the measured speed and acceleration are correlated.
The Bayesian classiﬁer will be compared to the belief function classiﬁer.
5.1. Bayesian probabilistic analysis
Based on the information provided in Table 1, we deﬁne the corresponding 2D-Gaussian likelihoods for
each class, in order to apply the Bayesian theorem. These 2D class-conditioned likelihoods pðv; a j ciÞ are rep-
resented in Fig. 4 for each class ci, i ¼ 1; . . . ; 3.
The hypothesis space is C ¼ fc1; c2; c3g. Choosing a uniform prior for classes, the posterior is expressed asFig. 4.
covariPrðcijv; aÞ / pðv; ajciÞ for i ¼ 1; . . . ; 35.2. Belief function analysis
Considering that our knowledge about acceleration and speed proﬁles is very scarce and incomplete, one do
not want to put to much conﬁdence in this information. We therefore would like to consider the Gaussian
likelihood pðv; a j ciÞ as the pignistic transform of an underlying (least committed) bbd and to apply the gen-Representation of the 2D Gaussian likelihoods pðv; a j ciÞ for each class ci, i ¼ 1; . . . ; 3. Each Gaussian likelihood of mean l and
ance matrix R is represented by the set of points x ¼ ðv; aÞ such that ðx lÞTR1ðx lÞ ¼ 1.
Fig. 5. Mass allocated to the total ignorance mC ½v; aðCÞ in function of speed v and acceleration a. White corresponds to a high ignorance
and black to a low ignorance. Ignorance is high for 600 < v < 700 and 0:5 < a < 0:5.
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following [2,8]:
(1) We start from the same pdfs pðv; a j ciÞ adopted for the Bayesian classiﬁer.
(2) Since our knowledge is very scarce and incomplete, these pdfs are considered as pignistic probabilities.
We then construct for each class ci its LC bbd mR
2 ½ci, or directly its plausibility plR2 ½ciðv; aÞ using Eq.
(26).
(3) Then we apply the general Bayesian theorem (GBT) [5,6]. It yields for every subset A  C the following
bba:mC½v; aðAÞ ¼
Y
ci2A
plR
2 ½ciðv; aÞ
Y
ci2A
½1 plR2 ½ciðv; aÞ ð33ÞFig. 6. Posterior class probabilities Prðci j v; aÞ in function of v for a ¼ 0.
Fig. 7. Pignistic class probabilities BetPC ½v; aðciÞ in function of v for a ¼ 0.
428 F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436(4) The last step is to apply the pignistic transform to mC½v; a in order to get the pignistic class probabilitiesBetPC½v; aðciÞ ¼
X
fACjci2Ag
mC½v; aðAÞ
jAj½1 mC½v; að;Þ ð34Þwhere j A j is the cardinal of the set A.
Posterior probability and pignistic probability, respectively given by the Bayesian classiﬁer and the Belief
function classiﬁer, are represented as a function of speed, for a ¼ 0, in Figs. 6 and 7.
The mass allocated to the total ignorance mC½v; aðCÞ is represented in Fig. 5. Observe that ignorance is high
for 600 < v < 700 and 0:5 < a < 0:5. This explains why in Fig. 7, the belief function classiﬁer is quite unde-
cided between the three classes for a ¼ 0 and 600 < v < 700. However, the Bayesian classiﬁer largely favours
class 1 in the same interval. Being undecided makes more sense here, considering that most likely observations
of speed and acceleration fall in that region.
6. Application to joint target tracking and classiﬁcation
Next we address the problem of joint tracking and classiﬁcation of targets. The problem formulation and
jump Markov statistical models are the same as those used in [9]. However, the algorithms both for tracking
and classiﬁcation are diﬀerent. Instead of using an interacting multiple model (IMM) to perform target track-
ing, we use here a simulation-based method known as the Rao–Blackwellised particle ﬁlter [15–18]. Further-
more, we perform classiﬁcation in the TBM framework, to better deal with underlying imprecision on target
classes. Due to the nature of the tracker output, classiﬁcation is based on results of Section 4.3.
6.1. Statistical model
Let us consider a target of unknown time-invariant class c 2 f1; 2; 3g. We aim at estimating the state vec-
tor xt ¼ x _x y _y½ T composed of the position and acceleration of the target in a 2-dimensional frame, as
well as the type c of the target from a set of measurements z1; . . . ; zt obtained sequentially. The target may
experience diﬀerent types of movements that are represented by a discrete mode stðcÞ. The target evolution
model and sensor observation model, which deﬁne a Jump Markov Linear Model (JMLS), are deﬁned as
[9,19]
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zt ¼ Hxt þ wt ð36Þwhere F ¼
1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1
0
BB@
1
CCA, G ¼
T 2
2
0
T 0
0 T
2
2
0 T
0
BB@
1
CCA and T is the sampling time. vt is a white centered Gaussian noiseof known covariance matrix Q. aðstþ1ðcÞÞ is the input acceleration vector. In order to simplify analysis, the
observation model is supposed to be linear, with observation matrix H ¼ 1 0 0 0
0 0 1 0
 
. wt is a white cen-
tered Gaussian noise of known covariance matrix R. The evolution model has several modes which are se-
lected using the discrete latent variable stðcÞ 2 f1; . . . ; dðcÞg where dðcÞ is the number of possible modes. As
explained in [9], the number of possible modes depends on the target class value c 2 f1; 2; 3gstðcÞ 2 f1g if c ¼ 1
stðcÞ 2 f1; . . . ; 5g if c ¼ 2
stðcÞ 2 f1; . . . ; 13g if c ¼ 3
8><
>: ð37ÞThe discrete latent variable stðcÞ is supposed to follow a Markov model deﬁned by
PrðstðcÞjst1ðcÞ; cÞ ¼ pcðst1ðcÞ; stðcÞÞ ð38Þwhere Pc ¼ ðpcði; jÞÞ is the transition matrix of the class c, P1 ¼ 1 01120121 01212
 
, P2 ¼ A 057075 077
 
with
A ¼
:9 :025 :025 :025 :025
:1 :9 0 0 0
:1 0 :9 0 0
:1 0 0 :9 0
1 0 0 0 :9
0
BBBB@
1
CCCCA. P3 is a 13 13 matrix which has a value of 0.9 along the diagonal,while the remaining 1 p are equally distributed across the non-zero elements in each row. Fig. 8 summarizes
the possible values of acceleration for each class and the corresponding values for st. Arrows indicate non-zero
elements in P.
6.2. Target tracking
In the following we use notation: au:v ¼ fau; auþ1; . . . ; avg for v > u. The objective of ﬁltering, for each class,
is to estimate recursively the posterior pdfpðxtjz1:t; cÞ ¼
Z
pðxt; s1:tðcÞjz1:t; cÞds1:tðcÞ ð39Þ
¼
X
s1:tðcÞ2f1;...;dðcÞgt
pðxtjs1:tðcÞ; z1:t; cÞPrðs1:tðcÞjz1:t; cÞ ð40ÞHere s1:tðcÞ denotes a mode sequence, for example if t ¼ 5 and c ¼ 2, a mode sequence can take value
s1:5ð2Þ ¼ f1; 1; 2; 2; 1g. As the number of possible values taken by s1:tðcÞ grows exponentially with time if
dðcÞ > 1 (i.e. for target classes 2 and 3), the last integral cannot be computed analytically. Traditionally the
problem is solved using analytic approximate methods, such as the IMM. Instead, we will use a simula-
tion-based approach, known as the Rao–Blackwellized particle ﬁlter [15–18] (RBPF). Contrary to the
IMM, the RBPF performs a Monte Carlo approximation of the posterior density. This approximation con-
verges to the true posterior as the number of random samples (or particles) increases. The RBPF is a more
accurate, although also a computationally more intensive approach than the IMM. The idea is to approximate
the last integral using a set of N weighted particles, indexed by i, each representing a random realisation of the
mode sequence. The particles and their normalised weights are denoted by ~sðiÞ1:tðcÞ and ~wðiÞt ðcÞ, respecively. Then
we can approximate the last term in (40) by [20–22]
Fig. 8. The digraph used in the class-conditioned Jump Markov Linear model [9]. The bold numbers 1–13 correspond to the mode st,
whose possible values are class-conditioned, as given by Eq. (37). The values within the circles correspond to the input acceleration vector
aðÞ associated with the mode st. For example, að2Þ ¼ ½ 2g 0  and að9Þ ¼ ½2g 2g .
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XN
i¼1
~wðiÞt ðcÞdðs1:t  ~sðiÞ1:tðcÞÞ ð41Þwhere dðxÞ ¼ 1 if x ¼ 0 and 0 otherwise. The whole posterior is thus approximated bypðxtjz1:t; cÞ ’
XN
i¼1
~wðiÞt ðcÞpðxtj~sðiÞ1:tðcÞ; z1:tÞ ð42ÞConditionally on s1:tðcÞ, the system is linear and Gaussian, thus the conditional posterior pðxtj~sðiÞ1:tðcÞ; z1:tÞ can
be computed recurrently with a Kalman ﬁlter. Hencepðxtjz1:t; cÞ ’
XN
i¼1
~wðiÞt ðcÞN xt : x^tjtð~sðiÞ1:tðcÞÞ;Rtjtð~sðiÞ1:tðcÞÞ
 	
ð43Þwhere x^tjtð~sðiÞ1:tðcÞÞ and Rtjtð~sðiÞ1:tðcÞÞ are the state estimate and its covariance matrix, respectively, computed by a
Kalman ﬁlter step for each particle i.
For each class c, the MMSE estimate (the tracking output) is then given byx^MMSEtjt ðcÞ ¼
XN
i¼1
~wðiÞt ðcÞx^tjtð~sðiÞ1:tðcÞÞ ð44Þ6.3. Target classiﬁcation
Target classiﬁcation is carried out by following the same steps as in Section 5.2. In step 1, we have to get an
estimate of the complete class-conditioned likelihood pðz1:t j cÞ. This pdf can be expressed as
Algo
TBM
In
It
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X
s1:t2f1;...;dðcÞgt
pðz1:tjs1:t; cÞPrðs1:tjcÞ ð45Þ
’
XN
i¼1
wðiÞt ðcÞpðz1:tj~sðiÞ1:tðcÞÞ ð46Þwhere wðiÞt ðcÞ / ~w
ðiÞ
t ðcÞ
pðz1:t j~sðiÞ1:tðcÞÞ
and
PN
i¼1w
ðiÞ
t ðcÞ ¼ 1 because the probability Prðs1:tjcÞ can be approximated byPN
i¼1w
ðiÞ
t ðcÞdðs1:t  ~sðiÞ1:tðcÞÞ. The system being conditionally linear and Gaussian, the pdf pðz1:tj~sðiÞ1:tðcÞÞ is Gauss-
ian, of mean lð~sðiÞ1:tðcÞÞ and covariance matrix P ð~sðiÞ1:tðcÞÞ, and thus pðz1:tjcÞ is a ﬁnite mixture of Gaussian pdfs,
which falls in the framework described in Section 4.3. The pdfs pðz1:tj~sðiÞ1:tðcÞÞ can be recurrently computed withpðz1:tj~sðiÞ1:tðcÞÞ ¼ pðz1:t1j~sðiÞ1:t1ðcÞÞpðztjz1:t1;~sðiÞ1:tðcÞÞ ð47Þ
where pðztjz1:t1;~sðiÞ1:tðcÞÞ ¼Nðzt : z^tjt1ð~sðiÞ1:tðcÞÞ; Stð~sðiÞ1:tðcÞÞÞ and z^tjt1ð~sðiÞ1:tðcÞÞ and Stð~sðiÞ1:tðcÞÞ are recurrently com-
puted with the Kalman ﬁlter. To compute the plausibility, we need to get the quadratic scalar valuertðz1:t;~sðiÞ1:tðcÞÞ ¼ ðz1:t  lð~sðiÞ1:tðcÞÞÞTP ð~sðiÞ1:tðcÞÞ1ðz1:t  lð~sðiÞ1:tðcÞÞÞ
From Eq. (47), it is recurrently obtained by (see the proof in Appendix C)rtðz1:t;~sðiÞ1:tðcÞÞ ¼ rt1ðz1:t1;~sðiÞ1:t1ðcÞÞ þ ðzt  z^tjt1ð~sðiÞ1:tðcÞÞÞTStð~sðiÞ1:tðcÞÞ1ðzt  z^tjt1ð~sðiÞ1:tðcÞÞÞ ð48Þ
Once we get rtðz1:t;~sðiÞ1:tðcÞÞ, we can use Eq. (32) to compute the plausibilitypl½cðz1:tÞ ¼ 1
XN
i¼1
wðiÞt F dimðz1:tÞþ2ðrtðz1:t;~sðiÞ1:tðcÞÞÞ ð49Þwhere Fp is the cumulative density function of a v
2 distribution with p degrees of freedom, deﬁned by Eq. (28).
Although the dimension of the observation vector z1:t increases with time, the class-conditioned plausibility is
a scalar weighting sum of N terms where both the scalar point values rtðz1:t;~sðiÞ1:tðcÞÞ and weights wðiÞt are com-
puted recurrently. From these plausibilities, one applies the GBT of Eq. (7) to obtain the bba’s and ﬁnally the
pignistic transform of Eq. (6) to compute the pignistic class probabilities.
The complete steps for joint tracking and classiﬁcation are given in Algorithm 1. Particles ~sðiÞ1:t1ðcÞ are
extended from time t  1 to time t using the importance distribution denoted qðstðcÞ j sðiÞ1:t1ðcÞ; cÞ.rithm 1 Rao–Blackwellised particle ﬁlter for joint tracking and classiﬁcation in the
framework
itialization: For c ¼ 2; 3 and for i ¼ 1; . . . ;N
• Sample sðiÞ0 ðcÞ 	 p0ðs0Þ
• Set ðx^0j0ðsðiÞ0 ðcÞÞ;R0j0ðsðiÞ0 ðcÞÞÞ ¼ ðx0;R0Þ
• Set pðz0jsðiÞ0 ðcÞÞ ¼ 1, r0ðz0; sðiÞ0 ðcÞÞ ¼ 0 and wðiÞðcÞ ¼ 1N
erations: For t ¼ 1; 2; . . .
• For target class c ¼ 1,
Æ Set stðcÞ ¼ 1
% Target tracking
Æ Compute x^tjtðs1:tðcÞÞ;Rtjtðs1:tðcÞÞ; z^tjt1ðs1:tðcÞÞ and Stðs1:tðcÞÞ with a Kalman ﬁlter step from
x^t1jt1ðs1:t1ðcÞÞ and Rt1jt1ðs1:t1ðcÞÞ
% Computation of plausibility
Æ Compute rtðz1:t; s1:tðcÞÞ using Eq. (C.1) in Appendix C
Æ Compute the plausibility pl½cðz1:tÞ ¼ 1 F dimðz1:tÞþ2ðrtðz1:t; s1:tðcÞÞÞ
• For each target class c ¼ 2; 3
% Target tracking
Æ For i ¼ 1; . . . ;N
– Sample ~sðiÞt ðcÞ from the importance distribution qðstðcÞjsðiÞ1:t1ðcÞ; cÞ
– Compute x^tjtðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞ;RtjtðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞ; z^tjt1ðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞ and StðsðiÞ1:t1ðcÞ;
~sðiÞt ðcÞÞ with a Kalman ﬁlter step from x^t1jt1ðsðiÞ1:t1ðcÞÞ and Rt1jt1ðsðiÞ1:t1ðcÞÞ
Æ For i ¼ 1; . . . ;N , update the weights
~wðiÞt ðcÞ / ~wðiÞt1ðcÞNðzt : ztjt1ðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞ; StðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞÞ
 Prð~s
ðiÞ
t ðcÞjsðiÞt1ðcÞ; cÞ
qð~sðiÞt ðcÞjsðiÞ1:t1ðcÞ; cÞ
with
XN
i¼1
~wðiÞt ðcÞ ¼ 1:
Æ Compute the MMSE state estimate x^MMSEtjt ðcÞ¼
PN
i¼1~w
ðiÞ
t ðcÞx^tjtðsðiÞ1:t1ðcÞ;~sðiÞt ðcÞÞ
Æ Resampling: Duplicate particles of high weight and delete those of low weight to obtain N new par-
ticles, named without ~. Set ~wðiÞt ¼ 1N.
% Computation of plausibility
Æ For i ¼ 1; . . . ;N ; compute
pðz1:tjsðiÞ1:tðcÞÞ ¼ pðz1:t1jsðiÞ1:t1ðcÞÞNðzt : z^tjt1ðsðiÞ1:tðcÞÞ; StðsðiÞ1:tðcÞÞÞ
Æ For i ¼ 1; . . . ;N ; compute rtðz1:t;~sðiÞ1:tðcÞÞ using Eq. (48)
Æ For i ¼ 1; . . . ;N , compute wðiÞt ðcÞ / ~w
ðiÞ
t ðcÞ
pðz1:t j~sðiÞ1:tðcÞÞ
with
PN
i¼1w
ðiÞ
t ðcÞ ¼ 1
Æ Compute the plausibility pl½cðz1:tÞ ¼ 1
PN
i¼1w
ðiÞ
t F dimðz1:tÞþ2ðrtð~sðiÞ1:tðcÞÞÞ
% Target classiﬁcation within the TBM framework
• Apply the GBT from pl½c ¼ 1ðz1:tÞ, pl½c ¼ 2ðz1:tÞ and pl½c ¼ 3ðz1:tÞ to obtain m½z1:tðAÞ,
8A  f1; 2; 3g
• Apply the pignistic transform from m½z1:tðAÞ to obtain BetP ðcjz1:tÞ for c ¼ 1; 2; 3
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The numerical values used are those taken in [9].
The initial state is x0 ¼ 15 km 220 m=s 45 km 10 m=s½ T. The trajectory consists of three constant
velocity segments and two manoeuvres. The ﬁrst turn is performed between scans 26 and 31 with accelerationFig. 9. Target trajectory. The trajectory consists of three constant velocity segments and two manoeuvres. The ﬁrst turn is performed
between scans 26 and 31 with acceleration a ¼ ½ 0 2:1g T. The second turn is performed between scans 53 and 58 with acceleration
a ¼ ½ 0 4:2g T.
Fig. 10. Plausibility pl½cðz1:tÞ for each class c ¼ 1; 2; 3. pl½c ¼ 1ðz1:tÞ goes to 0 after the ﬁrst turn (scans 26–31) and pl½c ¼ 2ðz1:tÞ goes to 0
after the second turn (scans 53–58).
F. Caron et al. / Internat. J. Approx. Reason. 48 (2008) 419–436 433a ¼ ½ 0 2:1g . The second turn is performed between scans 53 and 58 with acceleration a ¼ ½ 0 4:2g . The
target trajectory is shown in Fig. 9. The parameters are T ¼ 3s, Q ¼ I2, R ¼ 104I2, x^0j0 ¼ x0, R0j0 ¼ 104I4, and
N ¼ 250, where Ip is the p  p identity matrix. The importance distribution qðstðcÞjsðiÞ1:t1ðcÞ; cÞ used to propa-
gate particles is the evolution Markov model PrðstðcÞjsðiÞ1:t1ðcÞ; cÞ.
Plausibilities pl½cðz1:tÞ for each class c ¼ 1; 2; 3 are represented in Fig. 10. The pignistic probabilities
BetP ðcjz1:tÞ for target classes c ¼ 1; 2; 3 used for decision making are shown in Fig. 11. The belief classiﬁer
is undecided between the three classes during the ﬁrst CV segment. After the ﬁrst turn, the pignistic probability
of class 1 is zero, and the classiﬁer is undecided between class 2 and 3. Finally, after the second turn, the pig-
nistic probability of class 3 is almost equal to 1. These results make more sense than the Bayesian ones that are
reported in [9]. In this paper, it has been shown that the Bayesian classiﬁer tends to classify the target in class 1
during the ﬁrst CV segment, and in class 2 during the second.Fig. 11. Pignistic probability BetPðc j z1:tÞ for target classes c ¼ 1; 2; 3. Before the ﬁrst turn (scans 26–31) the three classes are
equiprobable. After this ﬁrst turn and before the second turn (scans 53–58) the pignistic probability of class 1 is zero while two others have
the same value. After the second turn, the pignistic probability of class 3 is almost 1.
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It has to be noted that in this paper, the frame of discernment is discrete while the observations take their
values in a continuous domain. Therefore, any combination is made using usual ﬁnite TBM tools. The gen-
eralization to a continuous frame of discernment is not straightforward. Actually, the bbd deﬁned by Eq. (23)
has focal elements enclosed by hyperellipses. In the general case, the combination of two such bbd’s gives a
bbd whose focal elements are not enclosed by hyperellipses and invariance is not guaranteed. We do not have
this problem here because GBT is directly applied to the q-LC bbd and any combination is made in the dis-
crete frame of discernment.
With the approach proposed in this paper, one has to adhere to a few assumptions:
• The available conditional probability distributions are viewed as pignistic probabilities from some
unknown belief density function.
• This underlying belief density is calculated according to the least commitment principle.
• After the GBT is applied, the resulting belief assignment in the discrete domain is transformed into a prob-
ability mass according to the pignistic transform.
The proposed approach starts from the same models of class-conditioned feature densities as the Bayesian,
when considering multi-dimensional pdfs. However, it treats them as subjective (pignistic) rather than true
models. The results obtained by these two approaches can be strikingly diﬀerent, as illustrated by numerical
examples. Simulations performed show that, in general, the Bayesian classiﬁer tends to make quick decisions
(whether right or wrong), while the proposed approach is more cautious (which is a characteristic of the least
commitment principle), as already pointed out in [8].
8. Conclusion
This paper presented a generalization of the least committed bbd of a Gaussian pdf deﬁned by Smets [2], for
multivariate Gaussian pdfs. In this formulation the masses are assigned to hyperspheres, and the bbd is
expressed as a well-known v2 pdf, allowing easy computations; more precisely, the plausibility of a point mass
is simply the cumulative density function of a v2 pdf. These equations have also been extended to mixtures of
Gaussians, allowing to handle multivariate non Gaussian pdfs.
Two applications of the proposed formulation have been presented. The ﬁrst deals with model based target
classiﬁcation (similar to the one used in [7,8]). However, having a tool to deal with multivariate pdfs, in this
paper we considered a more realistic case of two-dimensional correlated target feature measurements of speed
and acceleration. The second application was devoted to the problem of joint target tracking and classiﬁcation.
The tracking part was carried out using a Rao–Blackwellised particle ﬁlter, while the classiﬁcation part was
performed within the TBM framework. As in [7,8], the belief function classiﬁer gives arguably more meaning-
ful results than the Bayesian one.
Appendix A. Proof of Theorem 1
The pignistic function is deﬁned asBetf ðx 2 RÞ ¼
Z
fujx2Iug
hðuÞ
lu
duwhere lu ¼ 2
ﬃﬃﬃ
u
p
r is the length of the interval Iu. As we consider nested intervals, this relation is expressed asBetf ðx 2 RÞ ¼
Z 1
u¼ xlrð Þ2
hðuÞ
2
ﬃﬃﬃ
u
p
r
duDiﬀerentiation with respect to a ¼ xlr
 2
givesoBetf ðx 2 RÞ
oa
¼  hðaÞ
2
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a
p
r
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ﬃﬃﬃ
a
pﬃﬃﬃﬃﬃ
2p
p exp  1
2
a
 
; aP 0Appendix B. Proof of Theorem 2
To derive the pignistic probability Betf ðxÞ associated to the bbd m, we integrate on all the sets HVa which
contain x, i.e. the sets HVa such that aP ðx lÞTR1ðx lÞ, each belief mass mðHVaÞ being divided by its
volume Va. Therefore we obtainBetf ðx 2 RnÞ ¼
Z 1
u¼ðxlÞTR1ðxlÞ
hðuÞ
V u
du ðB:1Þ
¼
Z 1
u¼ðxlÞTR1ðxlÞ
hðuÞ
p
n
2u
n
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðRÞ
p
C n2þ1ð Þ
duBy diﬀerentiation with respect to a ¼ ðx lÞTR1ðx lÞ one obtains
oBetf ðx 2 RnÞ
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¼  hðaÞ
p
n
2a
n
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detðRÞ
p
C n2þ1ð Þ
ðB:2ÞWe assume thatNðx : l;RÞ is the pignistic probability induced by the bbd m and thusBetf ðx 2 RnÞ ¼ 1ð2pÞn2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetðRÞp exp 
1
2
ðx lÞTR1ðx lÞ
 
ðB:3ÞDiﬀerentiation of (B.3) w.r.t. a ¼ ðx lÞTR1ðx lÞ we obtain
oBetf ðx 2 RnÞ
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¼ 1ð2pÞn2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃdetðRÞp 
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ðB:4Þand the ﬁnal result followshðaÞ ¼ a
n
2
2
n
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2
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: ðB:5ÞAppendix C. Proof of Eq. (48)
Suppose that4pðz1:t1js1:t1Þ ¼Nðz1:t1 : lðs1:t1Þ; P ðs1:t1ÞÞ
¼ 1
j2pP ðs1:t1Þj
1
2
exp  1
2
ðz1:t1  lðs1:t1ÞÞTP ðs1:t1Þ1ðz1:t1  lðs1:t1ÞÞ
 
¼ 1
j2pP ðs1:t1Þj
1
2
exp  1
2
rt1ðz1:t1; s1:t1Þ
 erscripts (i) and class-conditioning are omitted for the sake of clarity.
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ðzt  z^tjt1ðs1:tÞÞTStðs1:tÞ1ðzt  z^tjt1ðs1:tÞÞ
 Then pðz1:tjs1:tÞ ¼ pðz1:t1js1:t1Þpðztjz1:t1; s1:tÞ is also a Gaussian pdf of mean lðs1:tÞ and covariance matrix
Pðs1:tÞ, deﬁned bypðz1:tjs1:tÞ ¼ 1j2pPðs1:t1Þj
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2
exp  1
2
rtðz1:t; s1:tÞ
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