We introduce a novel systematic construction for integrable (3+1)-dimensional dispersionless systems using nonisospectral Lax pairs that involve contact vector fields. In particular, we present new large classes of (3+1)-dimensional integrable dispersionless systems associated to the Lax pairs which are polynomial and rational in the spectral parameter.
Introduction
Soon after the discovery of the inverse scattering transform it became clear that integrable nonlinear systems are of immense significance in modern mathematics and physics, cf. e.g. [1, 3, 6, 7, 11, 12, 19, 28, 32, 43, 44] . Integrable partial differential systems in four independent variables are, quite naturally, of particular interest, as, according to general relativity, our spacetime is four-dimensional. For this reason finding a systematic approach to the construction of (3+1)-dimensional integrable systems has been among the most important open problems in modern theory of integrable systems, see e.g. [1] .
The overwhelming majority of integrable partial differential systems in four or more independent variables known to date, cf. e.g. [1, 7, 19, 22, 40, 41, 54, 57] and references therein, including the celebrated (anti-)self-dual Yang-Mills equations and (anti-)self-dual vacuum Einstein equations with vanishing cosmological constant, can be written as homogeneous first-order quasilinear, i.e., dispersionless (also known as hydrodynamic-type), systems, see e.g. [17, 19, 22, 58] and the discussion below for details.
It is therefore natural to look for new multidimensional integrable systems which are dispersionless, and we show below that it is indeed possible to construct in a systematic fashion many new (3+1)-dimensional integrable dispersionless systems using contact Lax pairs, a novel class of nonisospectral Lax pairs involving contact vector fields.
To fix the notation, let x, y, z, t be independent variables, N a natural number (here and below natural numbers mean nonzero nonnegative integers), and u A , A = 1, . . . , N, dependent variables combined into a vector u = (u 1 , . . . , u N )
T . From now on the superscript T indicates the transposed matrix and the subscripts x, y, z, t, p, u A denote partial derivatives with respect to the indicated variables. All functions in the paper are assumed to be sufficiently smooth for all expressions and computations to make sense; this can be made rigorous using the language of differential algebra, see Section 3 in [52] and references therein for details.
Recall that a (3+1)-dimensional dispersionless system is, by definition, a quasilinear homogeneous firstorder system, so it can be written in the form A 0 (u)u t + A 1 (u)u x + A 2 (u)u y + A 3 (u)u z = 0.
Here A i = A i (u) are M × N matrices, M ≥ N is a natural number, cf. e.g. [19, 21, 22, 31, 41] . Integrable dispersionless systems in (2+1) dimensions have the form (1) with A 3 = 0 and u z = 0. An overwhelming majority of integrable systems of this kind, see e.g. [19, 41, 59] , can be written as compatibility conditions of nonlinear Lax pairs of the form
Compatibility of (2) is well known to imply that of a linear nonisospectral Lax pair written in terms of Hamiltonian vector fields
Here χ = χ(x, y, t, p),
X h is a Hamiltonian vector field with the Hamiltonian h, i.e.,
and p is an additional independent variable, a variable spectral parameter, cf. e.g. [9, 19, 40, 59 ] for details; recall that u p ≡ 0 by definition. The vector field (5) is two-dimensional, so in order to generalize (3) to (3+1) dimensions we need to replace (5) by a three-dimensional vector field.
Contact geometry is a natural odd-dimensional counterpart of the symplectic geometry related to (5), so we seek to extend the above construction of (2+1)-dimensional integrable dispersionless systems to (3+1) dimensions by replacing the Hamiltonian vector fields by contact vector fields associated with the contact one-form dz + pdx. Such a contact vector field with a contact Hamiltonian h reads
Thus, we propose to replace (3) by the contact Lax pair of the form
where now χ = χ(x, y, z, t, p), u = u(x, y, z, t), f = f (p, u), g = g(p, u). The above system boils down to (3) if u z = 0 and χ z = 0. The nonlinear Lax pair (2) also has a counterpart in our setting, a nonlinear contact Lax pair
where ψ = ψ(x, y, z, t) and F, G are related to f, g by the same formula (4) as before. System (8) boils down to (2) if we put u z = 0 and ψ z = 1. Unlike the (2+1)-dimensional case, where (2) implies (3) but not vice versa, (7) and (8) have the same compatibility condition that can be written as a zero-curvature equation (see Section 4 for the proof):
Theorem 1 The following conditions are equivalent: (i) a nonisospectral linear contact Lax pair (7) is compatible;
(ii) nonlinear contact Lax pair (8) with F, G related to f, g from (7) by (4) is compatible; (iii) the zero-curvature equation
holds, where {·, ·} is the contact bracket:
We show below that there exist two fairly broad classes of functions f (p, u) and g(p, u) such that (7) or, equivalently, (8) , gives rise to new non-overdetermined (3+1)-dimensional integrable systems.
For the first of these classes f and g are monic polynomials in p of the form
where m and n are abitrary natural numbers, N = m + n + 1, and the vector u of dependent variables reads u = (v 0 , . . . , v m , w 0 , . . . , w n−1 ) T . As for the second class, f and g are rational functions of p of the form
where m and n are arbitrary natural numbers, so in this case we have N = 2(m + n) and u = (a 1 , . . . , a m , v 1 , . . . , v m , b 1 , . . . , b n , w 1 , . . . , w n ) T . The rest of the article is organized as follows. In Section 2 we present new (3+1)-dimensional integrable systems associated with the classes (11) and (12) of Lax functions f and g, and the related Lax pairs. In Sections 3 and 4 we explore the properties of linear and nonlinear contact Lax pairs (7) and (8) as well as the underlying relation to contact geometry, and prove Theorem 1 along the way. Finally, in Section 5 we give specific examples of new (3+1)-dimensional integrable systems related to contact Lax pairs.
New classes of (3+1)-dimensional integrable systems
As it is common in the literature, we shall say that a dispersionless system (1) admits a linear contact Lax pair (7) (respectively a nonlinear contact Lax pair (8)), if (7) (resp. (8)) is compatible by virtue of (1) . Recall that by Theorem 1 admitting (7) is equivalent to admitting (8) .
We shall also say that the Lax functions f and g are admissible if the compatibility condition for (7) is a system of the form (1) which is normal in the sense of [48] , i.e., roughly speaking, it can be transformed into a system of Cauchy-Kowalevski type by a suitable change of variables.
There exist plethora of pairs of Lax functions f and g which are admissible in (2+1) dimensions in the sense that they give rise to (2+1)-dimensional integrable systems which are normal via (2) . In particular, this includes [59] monic polynomials and rational functions of p of the form (12) . Unfortunately, a complete description of admissible pairs is missing even in (2+1) dimensions, and hence a fortiori in (3+1) dimensions; also, the conditions under which the admissibility in (2+1) dimensions survives in (3+1) dimensions upon passing from (2) to (8) are not known yet.
Below we explore two broad classes of admissible Lax functions in (3+1) dimensions mentioned in Introduction, (11) and (12) .
Recall that for the first of these classes the functions f and g are monic polynomials in p of the form (11). The nonlinear contact Lax pair (8) for such f and g has the form
For the sake of brevity put w n ≡ (n/m)v m . Then the linear contact Lax pair (7) for our case reads
To simplify writing, assume that v m+1 = 1, w n+1 = 1, v i = 0 for i > m + 1 and i < 0, w j = 0 for j > n + 1 and j < 0.
Then equating to zero the coefficients at all powers of p in (9) for f and g from (11) yields the system
which is the compatibility condition for both (13) and (14) .
The number of equations in (15), n + m + 1, is equal to the number N of dependent variables. Moreover, it can be shown that (15) can be solved for the z-derivatives (v i ) z and (w j ) z for all i = 0, . . . , m and j = 0, . . . , n − 1, i.e., (15) is an evolution system with respect to z in disguise. Thus, the Lax functions f and g from (11) are admissible for any natural m and n.
As m and n in (13) are arbitrary natural numbers, (15) provides an example of a (3+1)-dimensional integrable system with an arbitrarily large finite number of components. Now turn to the second of the classes of (3+1)-dimensional integrable systems under study, where f and g are rational functions of the form (12) , so the nonlinear contact Lax pair (8) reads
where m and n are any natural numbers, and
The linear contact Lax pair (7) in this case is too cumbersome to present its explicit form here. The compatibility condition for (16) is the following (3+1)-dimensional dispersionless integrable system of 2(m + n) equations for 2(m + n) unknown functions:
where i = 1, . . . , m and j = 1, . . . , n.
Passing to new independent variables T = t + y, Y = t − y instead of t and y while keeping x, z and all dependent variables intact turns (17) into a system of Cauchy-Kowalevski type, so the Lax functions f and g from (12) are obviously admissible.
The number of equations in (17) is equal to the number of unknown functions, 2(n + m). Since n and m are arbitrary natural numbers by assumption, this system is, just like (15) , an example of a (3+1)-dimensional dispersionless integrable system with an arbitrarily large finite number of components. If u z = 0 then (17) reduces, modulo the change of signs of y and t, to a (2+1)-dimensional integrable system (5) from [59] , so (17) can be seen as a (3+1)-dimensional integrable generalization of the latter system.
In closing note that the case when f and g are rational functions of p in general position, that is,
can be transformed into (16) by a suitable change of variables (see [52] for further details and proof).
Linear contact Lax pairs
To explore the geometric framework related to the linear contact Lax pairs (7), recall first some basic notions from contact geometry, see e.g. [8, 37] and references therein. Namely, consider a smooth 3-manifold M with local coordinates x, z, p and contact form α = dz + pdx. A function h Y = α(Y ) is called a contact Hamiltonian of Y and we write Y = X h Y to indicate that a contact vector field Y is uniquely determined by its contact Hamiltonian. For our choice of α and for a given contact Hamiltonian h the associated contact vector field X h is given by (6) , that is,
We also have (see e.g. [8, 14, 37] ) the contact bracket on smooth functions on M given by (10) , that is,
On functions independent of z this bracket boils down to the canonical Poisson bracket in one degree of freedom.
It is well known (cf. e.g. [8, 14] and references therein) that the contact bracket is skew-symmetric and obeys the Jacobi identity but not the Leibniz rule. Instead of the Leibniz rule we have the following generalization thereof:
{f, gh} = {f, g}h + {f, h}g − {f, 1}gh, which holds for any smooth functions f , g, h on M; here 1 denotes a constant function equal to one. Thus, the contact bracket (10) belongs to the class of Jacobi (rather than Poisson) brackets, cf. e.g. [8, 14] , and so this bracket turns the algebra of smooth functions on M into a Lie algebra, and, moreover, into a Jacobi algebra, see e.g. [8, 14] and references therein for more details on the latter.
We have (see e.g. [8, 14, 37] 
for any smooth functions f , g on M. Here [·, ·] is the standard Lie bracket of vector fields. Most importantly, the homomorphism h → X h from the Lie algebra of smooth functions on M with respect to the contact bracket to the Lie algebra of smooth vector fields on M has trivial kernel (cf. e.g. [8, 37] ). The above definitions can be readily applied to the case of the functions of the form h = h(p, u), which depend on x and z via u. Then for s ∈ {x, y, z, t} we have
With this in mind, we now turn to the study of linear nonisospectral contact Lax pair (7) , that is,
Nonisospectrality means that (7) involves the derivative of χ with respect to p, i.e., p is a variable spectral parameter, cf. e.g. [9, 19, 40, 59] for details.
Consider now (cf. e.g. [10] and references therein) linear nonisospectral dispersionless Lax pairs which have a more general form than above, namely
where χ = χ(x, y, z, t, p), and the functions Q i and R i depend on u and on the variable spectral parameter p.
It is immediate that (7) is a special case of (20) .
To the best of our knowledge, one can find in the literature only a few integrable dispersionless systems in (3+1) dimensions possessing the Lax pairs of the form (20) which are essentially nonisospectral (i.e., at least one of the functions Q 2 and R 2 is not identically zero). These systems include inter alia the equations for (anti-)self-dual conformal structures [20] , the Dunajski equation [19, Section 10.2.3] , and certain scalar second-order PDEs from [36] . However, there appears to be no transformation turning the relevant Lax pairs (20) into the special form (7) for suitable functions f and g. Thus, contact Lax pairs (7) give rise to a genuinely new class of (3+1)-dimensional integrable systems.
On the other hand, the very fact that contact Lax pairs (7) belong to a broader class of nonisospectral Lax pairs (20) means that, at least in principle, the contact Lax pairs are amenable to the inverse scattering transform and to the dressing method in their various incarnations, see e.g. [16, 31, 33, 40, 41, 53, 58, 59] and references therein, and possibly also to the twistor theory approach, cf. e.g. [19] and references therein, as well as to some other techniques like, say, the Hirota method, see [54] and references therein; cf. also [27, 42, 50] .
Let us also point out that if a system (1) admits a contact Lax pair (7) then we have
modulo (7) and its differential consequences. Substituting a formal expansion of χ in p into (21) yields, upon subsequent splitting with respect to p, an infinite hierarchy of (nonlocal) conservation laws for the associated integrable system (1), although some of those could be trivial, cf. e.g. [1] and Example 1 below. We anticipate that infinite hierarchies of commuting flows for the system in question also can be constructed using a formal expansion of χ in p in spirit of [53] and references therein. On a broader note, it would be interesting to explore the structure of symmetries, conservation laws, symplectic, Hamiltonian and recursion operators, coverings, and other geometric structures for the systems admitting contact Lax pairs, and to compare these objects with their counterparts in lower dimensions, cf. e.g. [ In order to gain a better insight into linear contact Lax pairs, consider now the compatibility conditions thereof in more detail.
Proposition 1 Linear contact Lax pair (7) is compatible if and only if the zero-curvature equation (9) holds, that is,
Proof. The compatibility condition for (7) obviously reads
Using (19) we readily see that (22) is equivalent to
However, it is immediate from (6) that a contact vector field vanishes if and only if so does its contact Hamiltonian, hence (23) is equivalent to (9) , and the result follows.
In this connection notice that upon spelling out the derivatives with respect to x, y, z, t in (9) we find that the latter is equivalent to the equation
After splitting with respect to p equation (24) gives rise to a system of the form (1) for u. Thus, (7) or, equivalently, (8) , whose compatibility condition is (9), indeed gives rise to integrable systems of general form (1), i.e., dispersionless (rather than dispersive) systems, exactly as claimed in Introduction.
Quite interestingly, existence of a contact Lax pair (7) for a given system (1) entails existence of another linear Lax pair involving the contact bracket:
Proposition 2 If (1) admits a contact Lax pair (7) , it also admits another linear Lax pair:
where φ = φ(x, y, z, t, p).
Proof. The compatibility condition for (25) is readily checked to read
so if (9) holds, then so does (26) , and the result follows.
If u z = 0 and φ z = 0 then (25) boils down to (3) with φ replaced by χ. Thus, upon dropping the dependence on z the Lax pairs (7) and (25) both coalesce into (3), while in (3+1) dimensions they are distinct.
It is easily seen that the solutions of (25) form a Lie algebra rather than a mere vector space:
Proposition 3 If φ andφ are two (distinct) solutions of (25), then their contact bracket {φ,φ} also satisfies (25).
This property does not seem to have any obvious counterpart for (7) . On the other hand, a straightforward computation readily establishes the following relation among solutions of (7) and (25): Proposition 4 If χ satisfies (7) and φ satisfies (25) then their product χφ again satisfies (25) .
Conversely, if φ andφ are two solutions of (25) and φ ≡ 0 then the ratioφ/φ satisfies (7) .
In closing note that a solution χ of (7) has a natural interpretation in the language of dynamical systems. Namely, suppose that (7) is compatible by virtue of a system (1), and assume for the rest of this section that u is a fixed solution of the system (1) under study.
Then χ is a joint first integral for the following pair of compatible contact dynamical systems on the contact manifold M, cf. e.g. [30, 37] and references therein,
Moreover, equations (8) of the associated nonlinear contact Lax pair can be thought of as nonstationary Hamilton-Jacobi equations for commuting contact dynamical systems (27) and (28) .
More precisely, let H f = −p z f (p x /p z , u) and H g = −p z g(p x /p z , u) be the Hamiltonians with two degrees of freedom associated with (8) . The associated equations of motion read
Equations (8) are nothing but the nonstationary Hamilton-Jacobi equations for these dynamical systems. Moreover, the flows of (29) and (30) commute if the system (8) is compatible.
It readily follows that we have dp dy = f x −pf z , dp dt = g x −pg z , so we can rewrite (29) and (30) as
It is now clear that if we identifyp with p then (31) and (32) are nothing but (27) and (28) supplemented by the equations for p z , dp z dy = p z f z , dp z dt = p z g z , which are straightforward to solve once (31) and (32) are solved. For this very reason it is natural to consider (8) as the Hamilton-Jacobi equations not just for (29) and (30) but also for (27) and (28).
Nonlinear contact Lax pairs
We start with noticing that the compatibility condition for a nonlinear contact Lax pair (8) is the same as for its linear counterpart (7): (9) holds, that is,
Proposition 5 Nonlinear contact Lax pair (8) is compatible if and only if the zero-curvature equation
where f = F (p, u) and g = G(p, u).
Proof. Spelling out the compatibility condition (ψ y ) t − (ψ t ) y = 0 for (8) and taking into account (8) itself reveals that the said condition is equivalent to the equation
where f = F (p, u) and g = G(p, u). Equation (33) is nothing but (9) modulo the substitution p = ψ x /ψ z , and the result follows.
Theorem 1 now readily follows from Propositions 1 and 5. Indeed, by Proposition 1 (i) implies (iii) while by Proposition 5 (ii) implies (iii). On the other hand, it is immediate from Propositions 1 and 5 that (iii) implies both (i) and (ii), and Theorem 1 is proved.
Even though Theorem 1 establishes equivalence of linear and nonlinear contact Lax pairs, the latter are of interest on their own right.
First of all, some of the nonlinear contact Lax pairs could admit dispersive deformationsà la [24] , thus giving rise to integrable dispersive (3+1)-dimensional systems; in this connection cf. also e.g. [14] and references therein on quantization of the contact bracket.
Next, as the nonlinear contact Lax pairs do not involve variable spectral parameter, they are likely to lend themselves to discretization considerably easier than linear contact Lax pairs.
In turn, this should make the construction of integrability-preserving discretizations (cf. e.g. [6] and references therein on the latter) of integrable systems (1) associated with (8) far easier than that of other integrable (3+1)-dimensional dispersionless systems known to date.
On the other hand, the potential availability of plethora of exact solutions for integrable systems associated with (8) via the inverse scattering transform for (7) or other methods, as discussed in more detail in Section 3, should make such systems inter alia useful benchmarks for the known and new numerical methods of solving general (3+1)-dimensional dispersionless systems.
Notice that in a degenerate special case when f and g are affine in p, system (8) becomes a linear system for ψ of the form
where f 0 , f 1 , g 0 , g 1 are functions of u.
If f 0 , f 1 , g 0 , g 1 further involve an additional nonremovable parameter, say, λ, then (34) becomes a linear isospectral Lax pair with the spectral parameter λ while (7) becomes irrelevant.
There exist, see e.g. [19, 22, 36, 40, 57] and references therein, integrable (3+1)-dimensional systems with the Lax pairs of this form, i.e., of the form (34) with f 0 , f 1 , g 0 , g 1 depending on u and λ; perhaps the best known examples of this kind are provided by the heavenly equations, see e.g. [19] . These systems fit into our approach as (degenerate) special cases, but everywhere else in the present paper we concentrate on the case when the Lax functions f (p, u) and g(p, u) are inherently nonlinear in p.
In closing let us point out a more symmetric parametric form of the nonlinear contact Lax pair (cf. e.g. [47] in (2+1) dimensions),
where ζ = ζ(x, y, z, t). Expressing ζ from the first equation of (35) and substituting the result into the remaining two equations gets us back to (8) . On the other hand, (8) can be written as a special case of (35):
Explicit examples of new (3+1)-dimensional integrable systems

Example 1
Let N = 4, u = (u, v, w, r)
T , f = vp −1 + u, g = wp + rp 2 , so the associated linear contact Lax pair (7) reads
The nonlinear contact Lax pair (8) in this case has the form
The compatibility condition (9) yields, upon equating to zero the coefficients at all powers of p, a nonevolutionary system u t = 2rv x − 2vw z + vr x + wu x ,
Note that systems (36), (37) and (38) are invariant under the simultaneous swap of the following pairs of variables: y ↔ t, x ↔ z, u ↔ r, v ↔ w.
The second and fourth equations of (38) have the form of conservation laws, so we can introduce the potentials a and b such that v = a x , vw = a t , r = b z , ur = b y , whence
This turns (38) into a system of two coupled second-order equations for a and b,
which also inherits the above discrete symmetry: it is invariant under the simultaneous swap
where µ = 0, 1, 2, . . .. Here and below we tacitly assume that ω µ = 0 for µ < 0. For µ = 0 we have (ω 0 ) x = (ω 0 ) t = 0, so ω 0 = ω 0 (y, z), i.e., ω 0 is not a nontrivial nonlocal variable but just an arbitrary (sufficiently smooth) function of y and z.
Substituting this into the compatibility conditions ((ω µ ) x ) t = ((ω µ ) t ) x for µ = 1, 2, . . ., yields, in a slight modification of the setup discussed after (21) , an infinite hierarchy of nonlocal conservation laws for (38) , where µ = 1, 2, . . .:
We conjecture that all these nonlocal conservation laws are nontrivial. So far we were unable to find a Hamiltonian structure for (38) , or, more precisely, a generalized Hamiltonian structure in the sense of [34] and references therein, as (38) is not in evolutionary form, thus leaving open the matters of finding an interpretation for the above conservation laws as well as of the study of the (generalized) Poisson brackets of the associated functionals.
Example 2
Consider the special case of (12) when m = 1 and n = 2. To simplify notation, put v 0 = u, v 1 = w, w 0 = v, w 1 = r, so f = p 2 + wp + u, g = p 3 + 2wp 2 + rp + v.
Thus, the nonlinear contact Lax pair reads 
which, in perfect agreement with the general results from Section 2, can be solved with respect to u z , v z , w z , r z , so we have an evolution system in disguise. The second equation in (40) has the form of a conservation law and allows us, by analogy with Example 1, to introduce a potential a for this conservation law such that a z = w and a x = r − w 2 − 2u, whence
If a and b are independent of z then this system boils down to a xy + 2b xx = 0, b xy − 6a x a xx + 2a yy − 2a xt = 0, and upon imposing a reduction a = s x , b = −s y /2 we end up with a single equation 12s xx s xxx − 3s xyy + 4s xxt = 0, or, in terms of a, 12a x a xx − 3a yy + 4a xt = 0.
Up to a rescaling of x, y, t, and a, the above equation is nothing but the potential dispersionless KadomtsevPetviashvili (dKP) equation, cf. e.g. [19, 31, 35, 59] , also known as the (2+1)-dimensional potential KhokhlovZabolotskaya [56] Thus, (41), or, equivalently, (40) , provides a novel (3+1)-dimensional integrable generalization of the potential dKP equation, unlike, say, the nonintegrable (3+1)-dimensional potential Khokhlov-Zabolotskaya equation, cf. e.g. [51] , which, again up to a suitable rescaling of x, y, z, t, a, reads 4a t + 6a 2 x x − 3(a yy + a zz ) = 0.
