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Chapter1
Introduction
In the current society we cannot imagine anymore to work without information tech-
nology. Governments and companies rely a lot on digital systems, but also you and
me have to deal with information technology in our daily life. Think of working on
a computer, internet, performing a pin transaction at the supermarket and using the
increasing possibilities on your smart phone. For all those applications the storage
and retrieval of digital information is of primary importance. This can be locally on
the hard drive of your computer or delocalized on servers in a data center.
Currently the worldwide most used data storage device is the magnetic hard disk
drive (HDD). This device stores digital information in oppositely oriented magnetic
domains. The development of this device is highly focused on increasing the data
density further and further. Preferably the access speed should be increased as well.
Furthermore in the last decade the energy eﬃciency has become more and more
important.
In the ﬁrst section of this chapter we will give a brief overview of the advances in
magnetic data recording technologies. The second section will give an introduction
about magnetization dynamics which is the most important process involved in these
technologies. Third we will discuss how the magnetization can be controlled by light
pulses and that it is even possible to use this optical control in a data recording
scheme. In the last section the scope and outline of this thesis can be found.
1.1 Magnetic Data Recording
Several technologies are developed and are being developed to increase the density of
the data to be stored. One important parameter to consider in decreasing the size of
the smallest bit (magnetic domain) is the anisotropy of the magnetic material. If the
anisotropy is too small, thermal energy will win from the magnetic anisotropy energy
of small bits and the bits will become randomly oriented and thus information gets
lost. Hence the larger the coercive ﬁeld, which is directly deﬁned by the anisotropy,
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the smaller the domains will be that can be written in the material.
However a larger coercivity also means that the required ﬁeld to switch the mag-
netization increases. The ﬁeld that can be obtained with the small recording head
that moves over the recording disks, only about 10 nm above the surface[1], is limited
by the material properties to about 2 to 2.4 T [2, 3]. Around 2006, [4] the hard
drive manufacturers switched from parallel (Fig. 1.1(a)) to perpendicular orientation
of the magnetization with respect to the writing disk (Fig. 1.1(b)). The advantage
of perpendicular orientation of the magnetization is that a magnetic soft under layer
can be used to increase the eﬀective ﬁeld in the recording layer [5].
At the moment another technique is explored that enables the use of materials with
an even higher coercive ﬁeld. This technique uses a laser to locally heat the recording
material such that temporarily the coercive ﬁeld locally decreases and a lower applied
ﬁeld is necessary to switch the magnetic domain. For this technique to be useful the
laser light has to be focused to a nanoscale spot, in order to achieve a data density
superior to the one of the usual magnetic recording. To achieve the nanoscale focusing
the ﬁeld-conﬁning properties of plasmonic structures are employed[8, 9]. The above
described technique is known as Heat or Thermally Assisted Magnetic Recording
(HAMR or TAMR [10–12]). In Fig. 1.1(c) a schematic of a possible realization of a
HAMR/TAMR read/write head is given.
For HAMR/TAMR a laser has thus to be incorporated into the HDD, while a
magnetic ﬁeld is still necessary. Hence it will be challenging to decrease the energy
consumption. Notice moreover, that a signiﬁcant amount of energy in HDD’s has to
be used for the mechanical rotation of the magnetic disks. This rotational mechanism
is as well a limiting factor in the access time [13].
Another interesting magnetic information technology with a faster access time is
Magnetic Random Access Memory (MRAM) [14]. MRAM can be based on magnetic
tunnel junctions [15–17] or spin transfer torque[18–20]. In the former a magnetic
ﬁeld pulse caused by two current pulses is used for the writing of the bit while in
the latter a spin polarized current controls the magnetization and thus the bit value.
Compared to other random access memories, MRAM is non-volatile. Together with
its fast access time MRAM is therefore thought to be able to become a universal
memory [13]. The device architecture of an MRAM device is schematically shown in
Fig. 1.2.
The most important process in the magnetic data storage technology as discussed
up to now is the change in direction of the magnetization by 180 deg. Hence to ﬁnd
new ways to increase the data density, energy eﬃciency and switching speed, it is
necessary to obtain fundamental understanding of the dynamic processes that are
involved in the magnetic switching process.
In summary, the importance of magnetic storage causes a lot of interest to the
processes of magnetization dynamics and reversal at small length and time scales.
1.1 Magnetic Data Recording 3
Figure 1.1: An overview of the development in magnetic data storage. In (a) longitudinal
magnetic recording is shown. The arrows indicate the direction of the magnetization. Oppo-
site directions represent a bit with a value of ‘0’or ‘1’. The perpendicular recording scheme
is shown in (b). In (c) a possible HAMR/TAMR write head is shown. Figures (a) and (b)
are adapted from Ref. [6] while (c) is adapted from Ref. [7].
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Figure 1.2: A schematic of the MRAM device architecture. This ﬁgure is adapted from
Ref. [13].
1.2 Magnetization dynamics
After having discussed the importance of magnetization dynamics in the previous
section, this section will discuss the basic physical equations and phenomena that
form the basis for magnetization dynamics. First we will introduce the Landau Lifshitz
Gilbert equation, then relaxation processes are discussed, followed by the description
of a Bose-Einstein condensate of magnons in which the relaxation processes determine
the coherence of this condensate.
1.2.1 Landau Lifshitz Gilbert equation
The magnetization dynamics induced by external magnetic ﬁelds are well described
by the Landau-Lifshitz-Gilbert (LLG) equation [21, 22]:
dm
dt
= γm×Heﬀ + α|m|m×
dm
dt
. (1.1)
Here m is the magnetization vector, γ the gyromagnetic ratio, Heﬀ the eﬀective ﬁeld
and α the Gilbert damping. A sketch of the described precessional motion is shown
in Fig. 1.3(a).
The eﬀective ﬁeld is constructed from a variety of contributions from which the
most important ones are the external ﬁeld, Hext, the exchange ﬁeld, Hexch in case of
an inhomogeneous magnetization, the anisotropy ﬁeld, Hani, the demagnetizing ﬁeld,
Hdem and in case of the presence of a light pulse this might also be an impulsive ﬁeld,
Himp as will be explained later on. Thus in general
Heﬀ = Hext +Hexch +Hani +Hdem +Himp. (1.2)
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Figure 1.3: The uniform damped magnetization precession as described by Eq. 1.1 is
schematically shown in (a) (adapted from Ref. [26]). In the absence of a homogeneous
excitation it becomes possible to excite traveling spin waves/magnons. The dispersion curve
for these magnons is shown in (b) for a magnetic thin ﬁlm with the magnetization in the ﬁlm
plane and the wave vector of spin waves along the magnetization (backward volume mode).
This curve is obtained with the equations as given in Ref. [25] and will be discussed in more
detail in Chapter 6.
Magnetization dynamics can be induced by changing either one of the ﬁelds that
determine Heﬀ .
When the external magnetic ﬁeld is the most important contribution, it follows
from Eq. (1.1) that the fastest switching path is achieved by applying a short ﬁeld
pulse perpendicularly to the magnetization direction. The ﬁeld pulse can become
shorter when the ﬁeld amplitude is increased. However it has been demonstrated
that this precessional switching becomes non-deterministic below 2 ps [23, 24].
With the techniques discussed in this thesis a magnetic material is only locally
excited. This allows for a spatial variation in the resulting magnetization dynamics
and the possibility of the magnetic precession to travel through the material in a wave-
like manner. These traveling precessional waves are called spin waves or magnons [25].
The frequency of the magnetic precession for spin waves depend on their k-vector. An
example of a magnon dispersion curve for a magnetic thin ﬁlm is shown in Fig. 1.3(b).
1.2.2 Relaxation processes
The Gilbert damping α is worth a more detailed discussion. Due to spin lattice
interactions, without an external continuous driving force the magnetization will pre-
cess towards an equilibrium position where the precession is stopped. This process
is taken into account by the second term on the right hand side in Eq. (1.1). The
Gilbert damping constant α is a material related quantity.
In general the damping α can be divided in the intrinsic damping αint, caused by
the above mentioned spin lattice interactions, and a non-intrinsic part, αnon−int. This
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latter part can be caused by a poor fabrication quality of the material or this can
be related to an inhomogeneous excitation mechanism [27–31]. Defects in the sample
cause a spread in the sample anisotropy and thus in the excited precession frequencies
as the anisotropy inﬂuences the eﬀective ﬁeld in Eq. (1.1). The subsequent excitation
of spin waves will thus result in the presence of oscillations with diﬀerent precession
frequencies. Due to this decoherence of precession frequencies the observed damping
can increase.
Another pathway for relaxation is resulting from interactions of magnons (or spin
waves) with other magnons. By this so called magnon-magnon interaction it is possi-
ble that magnons of a diﬀerent frequency are created. This interaction thus leads to
a redistribution of magnons over the frequencies and is responsible for the thermal-
ization of the magnon system. Note that the homogeneous precession mode can only
be aﬀected by such mechanism when there are magnon states with lower energies, for
example in the backward volume mode shown in Fig. 1.3(b).
Actually for the switching of magnetization with an external ﬁeld aligned almost
anti parallel to the magnetization the damping plays an important role [32]. Without
the second term in Eq. (1.1) the magnetization would not align along the applied
magnetic ﬁeld.
1.2.3 Bose-Einstein condensation
A phenomenon were relaxation processes play an important role is the formation of
a magnon Bose-Einstein condensate. Bose-Einstein condensation [33, 34] is the con-
densation of bosons in the lowest energy state when in thermal equilibrium all other
states are occupied. Such a condensation can occur as well in a quasi-equilibrium of
magnons in garnet thin ﬁlms [35]. From the magnon dispersion relation in Fig. 1.3(b)
it follows that the magnons all collect in the two minima that are visible in this ﬁgure.
To reach this minimum relaxation via magnon-magnon interactions is necessary. For
this the number of magnons should be approximately conserved, while the magnon
system should be in thermal equilibrium. Therefore, magnon-magnon relaxation pro-
cesses should be much faster than the magnon-phonon (or spin-lattice) ones. Notice
that the minima are located at opposite k-vectors which means that the magnons in
the condensate consists of waves traveling in opposite direction and thus will form
standing waves.
Bose-Einstein condensation suggests that all magnons are collected in a single
energy state upon occurrence of the condensation. Hence they will precess at a single
coherent frequency. However we have seen in the previous subsection that magnons
have a ﬁnite life time due to relaxation processes. This ﬁnite lifetime will inﬂuence
the coherence of the precession. The spectral width of the precession related to the
condensate is theoretically expected to be inversely proportional to the magnon life
time. However in experiments up to now only spectrally much broader condensates
are observed [35, 36].
1.3 Laser induced magnetization dynamics 7
1.3 Laser induced magnetization dynamics
Magnetization dynamics can be excited in diﬀerent ways. For example, by applying
a magnetic ﬁeld in a stepwise way along a direction diﬀerent from the magnetization
direction, the magnetization will start to precess according to Eq. (1.1) until the
damping causes the magnetization to be aligned with the static ﬁeld. Another possible
excitation is by coupling a microwave ﬁeld with a frequency equal to the Larmor
precession condition (ω = γHext) [37]. In this way resonant excitation of magnetic
precession is achieved. However it is also possible to excite magnetization dynamics
with ultra short (femtosecond) intense light pulses, making it possible to inﬂuence
the magnetization ultra fast on the same time scale as the pulse duration.
For this possibility of ultra fast control of magnetization and the wish to use this
fast control in storage devices, the magnetization dynamics discussed in this thesis are
mainly excited by light. An exception of this is the experiment discussed in Chapter 6
where microwave pumping is used.
The mechanisms that allow magnetization dynamics to be excited by light are di-
verse. Therefore, in this section, we will give an overview of the known mechanisms to
excite magnetization dynamics optically. These eﬀects are divided over four subsec-
tions which respectively discuss demagnetization in metals, heat induced switching,
photo-magnetic eﬀects and opto-magnetic eﬀects.
1.3.1 Demagnetization in metals
The paper of Beaurepaire et al. [38] in 1996 in which the observation of laser induced
ultrafast demagnetization was reported, was basically the start for all other studies
with optical pump-probe setups on the manipulation of magnetic properties on the
femtosecond time scale. The authors showed that the excitation of nickel with an
intense 60 fs short laser pulse resulted in the observation of a decrease in the magne-
tization, |m| in the ﬁrst picosecond. The measured data from the paper can be found
in Fig. 1.4.
The observation of demagnetization was followed by an extensive discussion about
its origin. Basically the eﬀect is ascribed to a complex combination of relaxation
processes between the electrons, the lattice and the spins of the material. A review
of the numerous studies that contributed to a better understanding of the eﬀect can
be found in Ref. [39].
At the moment of writing this thesis, two main mechanisms are proposed that
could explain the reduction in the magnetization. In the ﬁrst mechanism the spins of
the electrons ﬂip and thus the net magnetization reduces [40]. In the second model
the diﬀusion of electrons with a net speciﬁc spin orientation to other areas in the
sample cause a decrease in the local magnetization [41].
1.3.2 All optical switching
The observation of optical induced ultrafast demagnetization raised the question if
it was maybe possible to use a femtosecond light pulse to switch the magnetization
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Figure 1.4: Ultra fast demagnetization in Nickel as measured for the ﬁrst time by Beaure-
paire et al. This ﬁgure is adapted from Ref. [38].
by 180 deg ultrafast, making an all optical magnetic data recording scheme possible.
This turned out to be indeed the case. Stanciu et al. [42] showed in 2007 the all
optical switching of magnetization in a ferrimagnetic metal.
The observation of all optical switching (AOS) gained a lot of interest [43–49] as
the phenomenon is of interest from both a scientiﬁc and application point of view. It
was discovered that the switching process occurred due to a combination of ultrafast
demagnetization, as discussed in the previous subsection, with breaking and restoring
of the exchange coupling on the femtosecond timescale. During the switching process
the ferrimagnetic metal becomes for a short time ferromagnetic [44].
From a technologically point, AOS is interesting as it has characteristics that
are interesting for data storage: the switching process is fast and energy eﬃcient.
Furthermore compared to HAMR/TAMR the switching scheme is more simple: as
where for HAMR/TAMR a magnetic ﬁeld is still necessary, for AOS this is not needed.
For data storage, a disadvantage is that AOS is based on optics and thus is limited
by the diﬀraction limit. As visible to infrared light is used in the AOS experiments it is
necessary to go well below the diﬀraction limit to show that AOS can compete with the
data densities as obtained with the storage techniques as described earlier. Although
signiﬁcant progress [47, 50] has been made in reducing the optically switched domain,
with a record of 150 nm as is shown in Fig. 1.5, further downscaling is required.
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Figure 1.5: All optical switching in TbFeCo. The switched areas are as small as 150
nm in diameter. (a) and (b) show optical switched areas in oppositely oriented background
magnetization. (c) shows the line traces along the two red lines in (a) and (b). This ﬁgure
is adapted from Ref. [50].
1.3.3 Photo-magnetic eﬀects
The observation of optically induced demagnetization and all optical switching is
basically a result of ultra fast heating of the sample. This, however, involves depositing
a large amount of energy into the sample, which needs to be dissipated afterwards,
thus limiting the repetition rate of the impact. It would be more interesting to have
a direct interaction between the femtosecond light pulse and the magnetization that
acts on the same timescale as the laser pulse. It was discovered that this kind of light-
magnetism interactions indeed exists. The most clear signature of these interactions
is a polarization dependence of the observed magnetization dynamics. These light
induced interactions can be divided in photo-magnetic (absorption related) and opto-
magnetic (non-absorption related) eﬀects.
In Ref. [51] and [52] magnetic precession was observed after illumination of a gar-
net ﬁlm with a femtosecond pump pulse. It was observed that when the polarization
angle of the linearly polarized pump pulse was changed, the amplitude of the pre-
cession changed as well. For some polarization angles there were even no oscillations
excited. Together with a decrease in the amplitude of the oscillation with an increase
in the external ﬁeld, it was concluded that these oscillations originated from a long
living change in Hani.
The polarization dependence of this change in anisotropy can be explained by the
polarization dependence of an optical induced electron transfer between ions in diﬀer-
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ent sites [52]. The changed electronic state can simultaneously change the magnetic
properties of the sample as well. As the electron transfer is initiated by the absorption
of a photon this eﬀect is called a photo-magnetic eﬀect. Similar eﬀects are observed
in other materials as well, for example in nickel oxide [53, 54] or GaMnAs [55, 56].
1.3.4 Opto-magnetic eﬀects
Next to the photo-induced eﬀects another group of non-thermal eﬀects exists. This
is the group of eﬀects that does not depend on an absorption process and is therefore
called opto-magnetic eﬀects. The origin of these eﬀects are ascribed to the inverse
processes of the well known magneto-optical eﬀects like the Faraday and Cotton-
Mouton eﬀect [57]. Thus these opto-magnetic eﬀects are called the inverse Faraday
[51, 52, 58] or inverse Cotton-Mouton eﬀect [59, 60]. Their existence was theoretically
ﬁrst described by Pitaevski [61] and later as well by Pershan et al. who also did the
ﬁrst experimental observations [62]. While the inverse Faraday eﬀect as discussed
above describes the eﬀect of circularly polarized light, the inverse Cotton-Mouton
eﬀect describes a similar eﬀect for linearly polarized light.
While thermal and photo-magnetic eﬀects aﬀect Hani in a sample, the opto-
magnetic eﬀects can be described with the eﬀective ﬁeld Himp. These eﬀects act
only on the magnetization in the presence of the light and are therefore called impul-
sive. Notice that photo-magnetic eﬀects can be present for a while after the pump
pulse already left the sample.
An example of magnetization dynamics excited by the inverse Faraday eﬀect can
be found in Refs. [58] and [51]. In those references it was demonstrated that with
circularly polarized light of opposite helicity, magnetic precession was excited with a
diﬀerence in their initial phase of 180 deg. This phase change was explained by the
presence of an eﬀective inverse Faraday ﬁeld directed along or opposite to the light
propagation direction during the presence of the pulse in the sample. Such an eﬀective
ﬁeld causes the magnetization, initially in plane magnetized along an external ﬁeld, to
precess clockwise or anti-clockwise in the sample plane. After the pulse and thus the
eﬀective ﬁeld has left the sample, a precession will start around the external ﬁeld. The
direction of this precession will be independent of the used light helicity, however, due
to the clockwise or counter-clockwise rotation of the magnetization in the presence
of the light pulse, after the pulse is gone the out of plane magnetization will increase
ﬁrst in the direction of the light propagation or ﬁrst in the opposite direction, causing
a diﬀerence of 180 deg in the initial phase of the oscillations excited with opposite
circular polarizations. The clockwise and counter clockwise rotation are shown in
Fig. 1.6.
For the opto-magnetic eﬀects known up to now the direction of the eﬀective ﬁeld,
and thus the direction of the change in magnetization has been shown to be control-
lable with the polarization of the light [51, 52, 58–60].
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Figure 1.6: The eﬀect of the eﬀective inverse Faraday Field on the magnetization for the
two helicities of light. First the magnetization precesses along the trajectory indicated with
the number 1. Then if the light pulse is gone a second precession starts along the trajectory
indicated with the number 2. Notice the diﬀerence in the starting direction for the two
diﬀerent helicities of light. The ﬁgures are based on similar ﬁgures in Ref. [52].
1.4 Scope of this thesis
This thesis aims to contribute to the understanding of magnetization dynamics and
the applicability of all optical switching. To this end this thesis is devoted to various
aspects of it, such as (i) using AOS at the nanoscale; (ii) studying the details of photo-
and opto-magnetic eﬀects, and (iii) investigation of the formation and properties of
a magnon Bose-Einstein condensate. It is therefore divided in three diﬀerent parts.
After treating ﬁrst some basic theory and the experimental tools in Chapter 2, the
three parts will be divided over Chapters 3 to 6 as in the list below.
  The main question addressed in Chapter 3 will be if plasmonic antennas can be
used to bring down the size of a domain written by all optical switching. With
simulations we will show which domain size can be expected and what the most
important design rules are for the geometry of the antenna. These simulations
are followed by a demonstration of antenna induced all optical switching.
  In Chapters 4 and 5 a detailed study of the magnetization dynamics in a bismuth
iron garnet thin ﬁlm will be shown. In Chapter 4 a non-thermal polarization
independent opto-magnetic eﬀect is found that was not yet reported before.
Furthermore the ﬁeld dependence of the Gilbert damping is explained with a
simple model based on a spread in the anisotropy of the sample.
  Chapter 5 focuses on a spectral study of the magnetization dynamics and shows
a pump induced change in the magneto-optical constants. This change in the
magneto-optical constants is used to explain other phenomena in the measured
magnetization dynamics.
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  In Chapter 6 the coherence of the magnetization dynamics is studied in a Bose-
Einstein condensate of magnons. The main question we try to answer in this
chapter is what is the maximum degree of coherence of the condensate.
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Chapter2
Theoretical and experimental tools
A variety of diﬀerent experimental techniques is used in this thesis plus a specialized
numerical computational approach. In this chapter all these techniques are brieﬂy
explained. First we will give a brief general introduction to pump-probe experiments.
Second, we summarize the necessary theory for the interaction between electromag-
netic waves and magnetic materials. More speciﬁcally we discuss the diﬀerences be-
tween the microwave, optical and X-ray regions of the electromagnetic spectrum.
Next, a brief description of the laser systems that we employ is given. After that we
continue with the three diﬀerent pump-probe schemes that are used in this thesis.
The ﬁfth section explains the numerical technique that is used in Chapter 3. In the
last section a short summary is given.
2.1 Introduction
To obtain advanced information about physical processes or material properties it is
often not enough to only perform a probe experiment. For this reason a large number
of experiments is based on a pump-probe scheme, where an action of a certain stimulus
(“pump”) brings a system out of equilibrium, followed by a probe action which probes
the pump induced change in the system of interest. Notice that for future applications
the ability to actively control the processes in and properties of a material with some
kind of pump is very desirable as well.
The pump action could bring the system temporarily out of equilibrium or it
could bring the system to a new equilibrium state. For those two possibilities the
requirements for the pump-probe experiments diﬀer signiﬁcantly. In the former case
the experiment needs to have a time resolution well below the typical timescale related
to the process of interest, while in the latter case a time resolution is not a necessity.
In this chapter examples of both type of pump-probe experiments will be given.
In this work diﬀerent regions of the electromagnetic (EM) spectrum are used for
the pump or probe action. The advantage of EM radiation is that the frequency of
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the radiation can be chosen such that it matches with the typical energy scales related
to the phenomena of interest. For this reason, in this thesis we do not limit ourselves
to a speciﬁc range of the EM spectrum. We will use the spectrum from X-rays to
optical frequencies and all the way up to microwaves. Hereby we mainly use, but also
study, the interaction between the radiation and magnetic properties of a material.
Another advantage in the optical part of the spectrum is the availability of ultrashort
laser pulses. The use of such short laser pulses makes it possible to measure with an
extremely high time resolution. The recent development of X-ray free electron lasers
has brought this high (femtosecond) resolution to the X-ray regime as well.
2.2 Interaction of electromagnetic radiation with magnetization
For the experiments performed in this thesis the interaction between EM radiation
and magnetism is very important. The eﬀect of magnetism on the EM radiation is
used to obtain information about the eﬀect of the radiation on magnetism. In the
diﬀerent regions in the EM spectrum the interaction has a diﬀerent origin. In this
section we will discuss the most important characteristics of the interactions that play
a role in the diﬀerent EM regions.
2.2.1 Microwave region
With magnetic ﬁelds of a few kOe the ferromagnetic precession frequency is typically
in the GHz range. Thus with microwaves the magnetic precession can be driven res-
onantly. The magnetization will directly follow the oscillation of the electromagnetic
ﬁeld. Theoretically this oscillation is best described in terms of the high frequency
magnetic susceptibility tensor χˆ, which relates the ac component of the magnetization,
mac to the ac magnetic ﬁeld component of the microwaves hac [1]
mac = χˆhac. (2.1)
Hence the total magnetization and magnetic ﬁeld is given by
m = mdc +mac, H = hdc + hac. (2.2)
With the static ﬁeld along the z direction and the oscillating part in the xy-plane it
can be shown that by using the linearized Landau Lifshitz equation, thus assuming
small oscillation amplitudes, the susceptibility is given by [1]
χˆ =
⎡
⎣ χ iχa 0−iχa χ 0
0 0 0
⎤
⎦ . (2.3)
with
χ = γmdcωH
ω2H−ω2
χa =
γmdcω
ω2H−ω2
. (2.4)
Here ω is the frequency of hac and the Larmor precession ωH is given by
ωH = γhdc. (2.5)
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Eq. 2.4 gives a resonant condition for ω = ωH and thus by matching the microwave
driving frequency and the applied ﬁeld it is possible to resonantly excite magnetic pre-
cession. Notice that in the derivation of Eq. 2.4 we neglected damping. With damping
included the oscillation amplitude at resonance will not be inﬁnite. Furthermore in
reality the resonance frequency is not only given by the external applied ﬁeld as sug-
gested by Eq. 2.5, but by the total eﬀective ﬁeld acting on the magnetization, which
includes the anisotropy and demagnetizing ﬁeld.
In the above discussion only a single homogeneous (k = 0) mode is described that
precesses uniformly in the entire sample. However in a magnetic sample also traveling
modes or spin waves are allowed as already mentioned in Chapter 1. These spin waves
are also always present in thermal equilibrium due to thermal ﬂuctuations. Due to the
presence of other modes and the nonlinear character of the Landau Lifshitz Gilbert
equation, coupling between the uniform precessional mode and spin waves with k-
vectors of opposite sign will occur if the excitation ﬁeld is intense enough [1]. In
Chapter 6 we will use this so called parametric excitation mechanism to excite spin
waves at half the microwave pumping frequency and with ﬁnite k-vectors.
Although in this subsection we explained the occurrence of magnetic resonance
with the magnetic susceptibility tensor χˆ, a similar description can be given in terms
of the magnetic permeability tensor, μˆ. This permeability tensor is related to the
susceptibility by μˆ = Iˆ+4πχˆ where I is a unit tensor. In fact the largest diﬀerence in
the interaction between electromagnetic radiation and magnetism in the microwave
and optical plus X-ray regime is that in the microwave regime this interaction is
described by oscillating magnetic ﬁelds of the electromagnetic wave (magnetic dipole
approximation), while in the optical and X-ray regime this description is based on the
electric ﬁeld (electric dipole approximation). Therefore in the next subsection we will
use the description of the electric permittivity,  to explain the interaction between
light and magnetism.
2.2.2 Optical and X-ray region
In the optical and X-ray region the interaction between the EM radiation and the
magnetization is originating from electric dipole transitions and the diﬀerent response
of those transitions to the opposite angular momenta of the two possible light helicities
[2]. However, due to the diﬀerence in the energy scales related to the two EM regions
a large diﬀerence exists between the observed eﬀects in the optical and in the X-ray
regions.
In comparison to their transition energy, in the optical regime the dipole transi-
tions are relatively broad [3]. While in the X-ray region, narrow, well deﬁned inter
band transitions are dominating the optical response of the material. With the proper
sum rules quantitative information about the magnetic properties of the material, like
the magnetic spin moment and the orbital magnetic moment, can be obtained [4].
While in the optical regime mainly the real part of the refractive index is of impor-
tance, in the X-ray regime it is the imaginary part, i.e. the extinction coeﬃcient, that
is of most importance.
Although there are diﬀerences in the observed eﬀects in the two EM spectral
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regions the physics can be described with the same physical model. The dielectric
tensor ˆ of an isotropic material in the presence of a magnetic ﬁeld is given by
ˆ =
⎡
⎣ 0 ixy(mz) 0ixy(mz) 0 0
0 0 0
⎤
⎦ . (2.6)
Here mz is the component of the magnetization along the propagation direction of
the light. In the absence of magnetization, xy = 0. All matrix elements are complex
quantities.
The eigenvectors of the matrix in Eq. (2.6) are the two helicities of circular polar-
ization and it can be shown [2, 5] that the eigenvalues for the two helicities, n2± are
given by
n2± = 0 ± xy(mz). (2.7)
Here n+ and n− are the complex refractive indices for the two opposite circular
polarizations.
The diﬀerence between the real parts of n+ and n− cause circular polarization
of opposite helicity to travel with diﬀerent velocities through the material. Hence
when linear polarization, which can be decomposed in the two circular polarizations,
is traveling through a magnetic material, the phase between the opposite circular
polarization components will change. This causes the linear polarization to rotate.
This eﬀect is called the Faraday eﬀect [6]. Quantitatively the rotation angle θ, is
given by [2]
θ =
ω
2c
[Re(n+)− Re(n−)]L. (2.8)
Here ω is the angular frequency of the light, c the speed of light, and L is the path
length of the light. For magnetization directions parallel and anti-parallel to the
propagation direction of the light, the rotation θ will be in the opposite direction.
The attenuation factor A of light is given by [7]
A = 1− e−αL, (2.9)
where α is the attenuation coeﬃcient which is deﬁned as
α =
2ωIm(n)
c
. (2.10)
The diﬀerence in attenuation for left and right circular polarizations is now given by
ΔA = A+ −A− = e−α−L − e−α+L. (2.11)
The occurrence of this diﬀerence in attenuation for opposite helicities is called mag-
netic circular dichroism (MCD). Notice that if linear polarized light is sent through
a material with MCD the polarization will become elliptical.
In the X-ray region at the absorption edges of the material, the diﬀerences in the
imaginary part of the refractive indices for the two diﬀerent helicities are relatively
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large. The attenuation diﬀers by several tens of percentage for thin ﬁlm samples [4].
The real part of n is approximately one in the X-ray region.
In the optical regime the diﬀerences in attenuation are much smaller. For example
in GdFeCo the MCD was measured to be only about 1.4% [8]. However, the diﬀerences
in the real part of the refractive index in the optical regime are large enough to measure
a signiﬁcant Faraday rotation. In materials with large magneto-optical constants (e.g.
GdFeCo and TbFeCo [9] or bismuth iron garnet [10]) this rotation can be of the order
of several tens of millidegree per nanometer.
Although X-rays have a larger MCD signal and give the possibility to obtain
quantitative information about the magnetization, in this thesis we use the X-rays
mainly for their shorter wavelength and thus their ability to image with a higher
spatial resolution as compared to the visible part of the EM spectrum.
2.3 Femtosecond pulsed laser systems
For the optical measurements we make use of femtosecond laser systems. In Chapter 6
this is a mode locked oscillator [11, 12], while in Chapters 4 and 5 an ampliﬁed laser
system [13] is employed in combination with an optical parametric ampliﬁer (OPA)
[14].
The mode locked oscillator is a Spectra Physics 100 fs Tsunami Ti:Sapphire laser
with a repetition rate of about 80 MHz. It gives most output power when the wave-
length is tuned to 800 nm, however it can be tuned over a range from 700 to 1050 nm.
The oscillator is pumped with a continuous wave 532 nm Millenia diode pumped
Nd:YVO4 laser. This same oscillator is part of the ampliﬁed laser system as well.
For ampliﬁcation a Spectra Physics Spitﬁre ampliﬁer is used together with an
Empower Nd:YLF seed laser. Together with the oscillator the output of this system
are 40 fs, 800 nm ampliﬁed laser pulses at a repetition rate of 1 kHz. Part of this
output light is then sent through a Spectra Physics OPA-880C, in which it is possible
to tune the wavelength over a broad range. To use the full possible range of 0.3 to 3 μm
the light path and nonlinear crystals have to be changed. In this thesis we only used
the range from 450 to 530 nm.
2.4 Pump-probe techniques
For all experiments performed in this thesis some form of pump-probe technique
is employed. However, there are signiﬁcant diﬀerences in how these techniques are
realized. The information about the physics of the magnetization dynamic processes
that can be obtained with them is diﬀerent as well. Here we will discuss the three
diﬀerent schemes. First we start with static imaging, followed by how we measure
dynamics in the time domain and last we will show a pump-probe technique that
measures in the frequency domain.
22 Theoretical and experimental tools
Figure 2.1: Schematic showing the diﬀerences between the three diﬀerent pump-probe
schemes that are used in this thesis. In (a) an optical pump excites magnetization dynamics.
The timescale that is addressed with an all optical pump-probe scheme is indicated. With
such a setup magnetization dynamics can be revealed. The X-ray probe is used on a timescale
where all dynamics is already gone and where the system has reached a (new) equilibrium.
In (b) the characteristics of the microwave pump - optical probe scheme is shown.
2.4.1 Static imaging of single pulse switching
In Chapter 3 we will use a static form of pump-probe. First an optical pump is
used to induce a change in the magnetic state of the sample. It is assumed here
that this change is stable in time. In a next step, that is independent of the pump
event, we probe the new magnetic state. This gives the freedom to probe at any
convenient time and with any suitable technique that is available. Here we use X-ray
holographic imaging for the probe. This method of pump-probe results in a 2D image
of the magnetic domain structure and does not give any information about the mag-
netization dynamics. The information that can be obtained about the magnetization
of the sample with this setup is visualized and compared to the other techniques in
Fig. 2.1(a).
Magnetic imaging with X-rays is based on X-ray magnetic circular dichroism. The
absorption of circular polarized light by a magnetic material depends on the direction
of the magnetic ﬁeld and the helicity of the light [15]. If we would scan a focused
circularly polarized X-ray beam over a thin ﬁlm surface and record at every point the
transmission it is possible to image the magnetic domain structure.
However, instead of scanning over the surface we illuminate the whole area of
interest at once and use holography for imaging. In holographic imaging it is not
the real space image that is recorded but the reciprocal scattering pattern. Due
to interference of this scattering pattern with X-rays from a reference structure, it
is possible to reconstruct the real space image with an inverse Fourier transform.
We use the speciﬁc form of holography called “holography with extended reference
by autocorrelation linear diﬀerential operation”(HERALDO), where the resolution is
not determined by the size of the reference structure but by the sharpness of the edge
of the reference structure [16].
Quantitatively we can describe the used Holography technique in the following way
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[16]. The spatial variation in the light ﬁeld in the sample plane is given by o(x, y).
As those variations are caused by the diﬀerence in transmission for opposite domains,
o(x, y) describes the domain structure that we are interested in. Furthermore, the
ﬁeld distribution at the reference structure is given by r(x, y) and thus the total ﬁeld
distribution in the sample plane is given by
f(x, y) = o(x, y) + r(x, y). (2.12)
The far ﬁeld diﬀraction pattern is now given by the Fourier transform of the near-ﬁeld
ﬁeld distribution given in Eq. (2.12) [7]
F (u, v) = F [f(x, y)]. (2.13)
However, in the far ﬁeld we do not detect the ﬁeld distribution F (u, v), but the inten-
sity distribution |F (u, v)|2. The inverse Fourier transform of this intensity distribution
gives
F−1[|F (u, v)|2] = f ⊗ f = o⊗ o+ r ⊗ r + o⊗ r + r ⊗ o, (2.14)
where a⊗ b indicates the cross-correlation between a and b.
Now the idea of HERALDO is to ﬁnd an n-th order linear diﬀerential operator
L(n), such that
L(n)[r(x, y)] = Aδ(x− x0)δ(y − y0) + g(x, y). (2.15)
Here A is an arbitrary complex constant, δ the Dirac delta function and g(x, y) can
be any arbitrary function. L(n) is of the general form
L(n) =
n∑
k=0
ak
∂n
∂xn−k∂yk
, (2.16)
where ak are constant coeﬃcients.
If an operator that satisﬁes Eq. (2.15) is applied to Eq. (2.14) it can be shown
that [16]
L(n)[f ⊗ f ] = L(n)[o⊗ o] + L(n)[r ⊗ r] + (−1)no⊗ g + g ⊗ o
+ (−1)nA∗o(x+ x0, y + y0) +Ao∗(x0 − x, y0 − y), (2.17)
where the ∗ indicates the complex conjugate.
The last two terms in the last equation are exactly the images of the domain
structure that we want to know. To be able to obtain those images it is necessary that
the images do not overlap with the other cross-correlation terms. The requirements
to fulﬁll this condition are extensively discussed in Ref. [16] and can be summarized
to the following three requirements. If the object can be contained in a circle with
radius ρ, then:
  the reference feature responsible for the Dirac delta in Eq. (2.15) should be
separated from the edge of the object by a distance of 2ρ to make sure the
object is not overlapping with L(n)[o⊗ o].
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Figure 2.2: A schematic overview of the mathematical operations that are needed to be
performed within the HERALDO scheme to obtain the spatial information about the sample
structure. Adapted from Ref. [17].
  g(x, y) and g(−x, y) should be zero in a radius of 2ρ around the Dirac delta to
prevent overlap between the object and (−1)no⊗ g + g ⊗ o.
  r ⊗ r should be zero in a radius of ρ around the Dirac delta to prevent overlap
between the object and the term L(n)[r ⊗ r].
Notice that for conventional Fourier holography with a single point reference hole,
and thus r(x, y) = Aδ(x − x0)δ(y − y0) the right linear diﬀerential operator that
satisﬁes Eq. (2.15) is the identity operator and g(x, y) = 0. Thus the main diﬀerences
between the holography technique applied here and conventional single point reference
holography is the use of a diﬀerent shape of the reference hole and the application of
a linear diﬀerential operator. The advantage to have more freedom of choice for the
reference structure is that a structure can be chosen that can be fabricated with a
high reproducibility and with sharp features. The imaging resolution is determined
by how well the Dirac delta point can be approached. Thus the sharper the edge the
closer the linear derivative operation will give a Dirac delta point.
In the measurements discussed in this thesis L-shaped reference holes are used.
The resolution that can be obtained with this shape is demonstrated to be roughly
16 nm[17]. By applying a second order linear diﬀerential operator along the two arms
of the L-shape, three Dirac delta points will be obtained at the corners of the L-shape.
Each of them can be used to obtain the image of the domain structure. According
to Eq. (2.15) the other two are then part of the function g(x, y). In practice we do
not apply the diﬀerential operator after the inverse Fourier transform but we perform
the equivalent multiplication of the diﬀerential operation in Fourier space[16, 17],
thus before the inverse Fourier transform is applied. In Fig. 2.2 the mathematical
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Figure 2.3: A schematic overview of the optical pump, X-ray probe setup for static imaging.
operations that are needed to be performed are graphically illustrated.
A schematic of the setup is shown in Fig. 2.3. The optical part of the setup consists
of a pulsed Erbium doped ﬁber laser with a wavelength of 1030 nm. The pulses are
about 120 fs long and ﬂuences from 3 to 10 mJ/cm2 are used. An acousto-optical
modulator is employed to reduce the repetition rate of the laser from the MHz range
to only a few Hz. In combination with a shutter this makes single pulse illumination
possible.
In the X-ray part of the setup, Circularly polarized X-rays are transmitted through
the sample that is placed in a vacuum chamber. Diﬀracted X-rays are detected by
the CCD camera while the intense direct beam is blocked by a beam stop to protect
the camera. Furthermore the vacuum chamber behind the sample is extendable such
that we can control the k-vectors that can be detected.
In the presence of non-magnetic material on the sample the transmission through
the sample will also contain features that are not related to the magnetic domain
structure. To obtain the magnetic domain structure in such a situation the measure-
ment has to be performed with both left and right circularly polarized light. By taking
the diﬀerence between the two measured data sets, all non-magnetic features can be
removed and the domain structure will be obtained. Instead if we are interested to
obtain spatial information about the location of the non-magnetic materials we can
take the sum of the measured data sets. An image obtained by taking the diﬀerence
between the data sets is called a magnetic image while an image obtained by taking
the sum of the data sets is called a charge image as it only shows spin independent
absorption.
2.4.2 Dynamics: time domain
Another type of pump-probe is femtosecond optical pump-probe spectroscopy. For
this method of pump-probe the ampliﬁed laser system is used together with the OPA.
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Figure 2.4: (a) A schematic overview of the all optical pump-probe setup that is used
to measure magnetization dynamics. (b) A schematic overview of the basic elements in a
magneto-optical measurement with a balanced detector scheme.
The pump is the direct output of the ampliﬁer, 40 fs, 800 nm pulses at a repetition
rate of 1 kHz. For the probe, part of the laser output is directed through the OPA
such that it can be tuned over a range from 450 to 530 nm. The probe is always of
a much lower intensity as compared to the pump and is used to measure the time
dependent pump induced changes in the Faraday rotation. This type of pump-probe
is used in Chapters 4 and 5. A sketch of the setup can be found in Fig. 2.4(a).
As pump and probe are created from the same laser output, they are synchronized
in time. With a mirror on a horizontal translation stage placed in the pump beam
path it is possible to accurately vary the optical path length of the pump with respect
to that of the probe. By changing this path length the arrival time of the pump pulse
with respect to that of the probe can be tuned. In other words the delay between
the arrival of the probe pulse after that of the pump can be controlled, therefore this
translation stage is also often named delay stage.
With a delay stage it is possible to measure the magnetization state with a time
2.4 Pump-probe techniques 27
resolution of approximately the pulse duration of 40 fs. This is short enough to reveal
magnetization dynamics in magnetic materials. The time scale addressed by this
setup is shown in Fig. 2.1(a). Although this system is only used to measure at a
single point, the spatial resolution is equal to the probe spot size, which in general
is several tens of microns. For the measurement to deliver reliable results, the pump
spot is always kept larger as compared to the probe spot such that the probed area
can be assumed to be homogeneously excited.
Although to measure the Faraday rotation only two linear polarizers are necessary,
here we replace the second polarizer with a Wollaston prism in combination with a
balanced detector scheme as shown in Fig. 2.4(b). With a Wollaston prism two
orthogonal polarizations are both sent in the forward direction with only a small
angle between them. The balanced detector consists of two diode detectors such that
both polarization components can be detected. The Wollaston prism is placed such
that it decomposes the incoming polarization along the two axes that make an angle of
+45 and -45 deg with respect to the polarization axis of the ﬁrst polarizer. Electronic
subtraction of the two obtained signals now gives a signal that is linearly proportional
to the Faraday rotation if this rotation is small. By ampliﬁcation of the diﬀerence
signal, small rotation angles can be measured. By rotating the Wollaston prism by a
deﬁned angle and measuring the voltage diﬀerence, the detector can be calibrated to
measure the rotation angle in degrees. Another advantage of the balanced detector is
that besides the diﬀerence signal, the sum signal can be measured at the same time.
This sum signal gives information about the transmission through the sample.
A further increase of the sensitivity is obtained by employing a lock-in ampliﬁer
(Stanford Research Systems, SR830). For the lock-in technique a chopper rotating
at 500 Hz synchronized with the laser output of 1 kHz is placed in the pump beam
path. Feeding the voltage from the balanced detector to the lock-in ampliﬁer with
the chopper frequency as the reference signal will give the pump induced signal at the
output of the lock-in ampliﬁer.
An in plane external ﬁeld up to 5 kG is applied by an electromagnet. Furthermore
some simple optical elements are used to control the polarization and intensity of the
light.
2.4.3 Dynamics: frequency domain
In Chapter 6 again another type of pump-probe is utilized. Here a continuous mi-
crowave pump is used to excite magnetization precession in a sample while an optical
100 fs pulsed laser at a repetition rate of around 80 MHz is used as the probe. This
probe is used as a carrier for the magnetization precession frequency. By feeding the
probe signal after being detected by an avalanche photodiode (APD) to a frequency
analyzer, the coherence of the magnetic precession can be determined. The frequency
of the magnetization precession is imposed on the probe signal by the Faraday eﬀect.
In Fig. 2.1(b) the magnetization dynamics addressed with this technique can be com-
pared with the other two pump-probe schemes discussed in this section. In Fig. 2.5 a
sketch of the setup can be found.
A microwave generator (Anritsu MG3692C) supplies the microwaves and by a
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Figure 2.5: A schematic overview of the microwave continuous pump, optical pulsed probe
setup to measure the coherence of the magnetic precession in the frequency domain.
coaxial cable they are send to the sample holder. This holder contains the sample
and a microstripline. This stripline is connected to a cavity formed by a thin gold
wire via a capacitor. This cavity is positioned directly on top of the sample such that
a high microwave intensity is achieved at the desired position.
For the optical pulses the mode locked Ti:Sapphire oscillator is used. Active mode
locking guarantees a high stability of the repetition rate, which is advantageous for
the determination of the coherence of the magnetization precession. With a barium
borate (BBO) crystal and the right tuning of the laser a wavelength of 495 nm is
obtained. A prism is used to separate the fundamental and second harmonic light.
The second harmonic is sent through a polarizer and a diafragm before being focused
on the sample. After the sample the light is collimated again and send through
a second polarizer. In a next step, the light is coupled into an optical ﬁber with
a parabolic mirror. The collection optics are mounted on a rotation arm with the
sample positioned at its rotation axis. This generates the freedom to collect the light
that is scattered under any angle. This angular sensitivity is necessary as we are
interested in light scattering from standing periodic patterns of spin waves. The ﬁber
is connected to an APD-detector.
An in plane external magnetic ﬁeld is applied with permanent magnets on a trans-
lation stage such that the amplitude of the ﬁeld can be varied. Furthermore, as the
gold wire is on top of the sample, we employ a high-resolution camera system to make
sure that the light spot does not overlap with the gold wire.
The signal from the APD-detector is connected to an HP 8560A Portable Spectrum
Analyzer. This analyzer performs a Fourier transform on the electrical signal and
thus shows the frequency components that are present. The frequency components
that will be visible, actually depend on the relative orientation of the two polarizers
and the laser repetition frequency. It is therefore important to discuss the frequency
components that are present quantitatively. Here we will make use of the Jones matrix
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formalism. After the ﬁrst polarizer the polarization is horizontal
E =
[
1
0
]
, (2.18)
where we take the amplitude of the light to be normalized. Then it passes through
the sample where it undergoes a Faraday rotation. In the matrix formalism this can
be written as
F =
[
cosφ − sinφ
sinφ cosφ
]
. (2.19)
Here φ is the polarization rotation angle. This rotation angle is depending on the
oscillating component of the magnetization out of plane, hence
φ = A sinωmagt. (2.20)
Here A is the oscillation amplitude and ωmag the magnetic precession frequency. The
second polarizer can be written as
P =
[
cos2 θ cos θ sin θ
sin θ cos θ sin2 θ
]
. (2.21)
The angle θ is the angle of the second polarizer’s polarization axis with respect to the
ﬁrst one.
We can assume that the oscillation amplitude A is small and thus the small angle
approximation can be applied to Eq. (2.19). The light intensity after the second
polarizer is now given by the matrix product
I = |PFE|2 = A
2
2
sin2 θ(1− cos 2ωmagt)
+A sinωmagt cos θ sin θ + cos
2 θ(1− A
2
2
(1− cos 2ωmagt)). (2.22)
In cross-condition with θ = 90deg this gives
I =
A2
2
(1− cos 2ωmagt). (2.23)
Hence a signal at twice the magnetic precession frequency. A more qualitative expla-
nation for this frequency doubling is that a clockwise and counter clockwise Faraday
rotation both give a signal with the same amplitude along the transmission axis of the
polarizer. Thus no diﬀerence is observed between a component of the magnetization
aligned parallel or anti-parallel with the light propagation direction. As a consequence
the Faraday signal will be oscillating at double the precession frequency. Away from
the cross-condition the projection of the original polarization on the second polar-
izer’s axis makes distinction between the parallel and anti-parallel orientation of the
magnetization possible. Actually at θ = 45deg Eq. (2.22) reduces to
I =
1
2
+
A
2
sinωmagt, (2.24)
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which is a signal at the same frequency as the precession.
The magnon precession ωmag, is typically in the GHz range. Hence if we would like
to detect the oscillation as described by Eq. (2.22) electronically, an extremely fast
detector would be necessary. Therefore we measure here with a pulsed laser consisting
of femtosecond pulses at a repetition rate of 80 MHz. This basically means that every
pulse samples Eq. (2.22) and the detector only needs to be able to detect subsequent
pulses at the repetition rate, frep of the laser. Mathematically this can be described
by multiplying Eq. (2.22) by a delta pulse train. For simplicity we continue here with
the assumption that θ = 45deg and thus make use of Eq. (2.24):
I = (
1
2
+
A
2
sinωmagt)
∞∑
k=−∞
δ(t− kTrep), (2.25)
where Trep = 1/frep is the period between two pulses.
The Fourier transform of Eq. 2.25 will consist of peaks at the frequencies Nfrep
from the constant term and Nfrep ± fmag from the magnetic precession. With N
being an integer. As frep << fmag, the frequency components from the precession
will appear as side lobes of the frequency components at integer multiples of frep.
The frequency fsl, of these side lobes is given by
fsl = Nfrep ±Δf, Δf = fmag − Zfrep. (2.26)
Here Z is the largest integer for which Δf will be just positive.
The various frequency components as discussed here are shown in Fig. 2.1(b). The
Fourier spectrum will repeat itself in a frequency span equal to frep. For this reason
the range in the graphs in this report are all placed within the range [0 frep].
The width of the side lobes is a direct measure for the coherence of the magnetic
precession. The narrower the width the more coherent the precession. As we have
seen in Eq. (2.23) and (2.24), depending on the relative orientation of the polarizers
the observed side lobes will result from an oscillation in the signal at once or twice
the precession frequency. It is important to realize what the eﬀect is of the diﬀerent
origin of these side lobes on their width. When the side lobe is related to double
the precession frequency its width will be twice as broad as compared to a side lobe
related to the real precession frequency.
The measurements shown in this thesis are performed with 45 < θ < 90 deg. In
this conﬁguration the signal related to the real precession frequency is the largest and
the correct frequency width is directly obtained. We do not take θ = 45deg as at this
angle the signal to noise ratio is not optimal. The technique as described here is very
well suited to determine the coherence of the precession, however due to the use of a
pulsed laser with frep << fmag the determination of fmag is not possible.
2.5 FDTD Simulations
In Chapter 2 we want to study the eﬀect of a capping layer between a plasmonic an-
tenna and a magnetic layer on the optical near-ﬁeld. Furthermore we want to ﬁnd the
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optimal antenna geometry which could reduce the switching area in all optical mag-
netic switching. Therefore we need to solve the Maxwell equations for this geometry.
A useful and frequently used numerical tool that is able to do the required calculations
is a ﬁnite diﬀerence time domain (FDTD) simulation [18]. Due to the scalability of
the Maxwell equations the FDTD scheme is a universal scheme for problems involving
EM radiation of any frequency.
FDTD simulations basically solve the Maxwell equations numerically by discretiz-
ing the space and time step. As no theoretical assumptions are made the calculations
can give in principle the exact solution if the space and time step go to zero. However
the solution will only describe the experiment correctly if the right geometry and
dielectric constant of the material is used. In practice this gives the biggest uncer-
tainty to the outcome of the simulations, as especially in nano-structures it will be
diﬃcult to let the simulation structure have the exact same shape as the fabricated
structure. Furthermore the dielectric constants of the amorphous materials that we
are interested in in this thesis are not well known.
Note that the simulations performed here only take the optical properties of the
material into account (i.e. the diagonal elements of the permittivity tensor). Hence
the magnetic properties are ignored and thus magnetic phenomena like all optical
switching will not be visible in the simulations. Yet, combined with the knowledge
obtained from experiments we can draw conclusions about the eﬀect of the ﬁeld
distributions that we ﬁnd, on the process of all optical switching.
The simulations shown in this thesis are performed with the commercial software
package Lumerical FDTD Solutions [19]. This software oﬀers the possibility to use
non-uniform meshing. This means that the space discretization is not everywhere the
same. In speciﬁc situations this can reduce the computational time as the required
space step is not everywhere the same. For small metallic structures in general a
small mesh size is required due to possible large ﬁeld conﬁnements and small physical
dimensions. However for the correct calculation of EM ﬁeld propagation through air
or a substrate much larger mesh cells can already be suﬃcient. We use a 1×1×1 nm
mesh cell around the smallest metallic structures, while we allow larger mesh cells
for the substrate and the air region in the simulations. The allowed time step Δt is
determined by a stability criterion which relates Δt to the smallest spatial step Δx
by [20]
C = Δt
n∑
i=1
uxi
Δxi
. (2.27)
Here n is the dimensionality of the simulation (in this case 3) and uxi is the velocity
of the EM wave. For the simulation to be stable C ≤ 1. In the simulations performed
here we take C = 0.99.
Furthermore, in most of the simulated structures we can make use of symmetry
conditions to reduce the area that needs to be simulated to only one fourth of the
total area of interest. This signiﬁcantly reduces the duration of the simulation. This is
even possible when we want to simulate the illumination of the structure of interest by
circular polarized light. Orthogonal components of the EM radiation do not inﬂuence
each other as long as only the diagonal components of the permittivity tensor are taken
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into account. We can thus perform two independent simulations with orthogonal
linear polarization and perform a weighted sum including a phase factor of the EM
ﬁelds afterwards to obtain the result of illumination with circularly polarized light
[21]. Simulating twice one fourth of the area of interest is still faster as compared to
performing a single simulation of the whole area of interest.
2.6 Summary
The variety of approaches presented in this chapter is imperative for a comprehensive
understanding of magnetization dynamics and the use of light to control it. X-Ray
holography supplies a high imaging resolution, while with optical pump-probe ex-
periments it is relatively easy to address the femtosecond timescale. The degree of
coherence of a magnetic precession is easier to determine with a technique that mea-
sures in the frequency domain. Finally to get inside in the near ﬁeld beam proﬁle,
performing FDTD simulations is a good approach.
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Chapter3
Antenna induced nanoscale all
optical switching:
Simulations and Experiment1
Because of its energy eﬃciency and switching speed, all optical switching of the mag-
netization could be of interest for data recording. However, in all optical recording
techniques in general the bit size is limited by the diﬀraction limit. By employing plas-
monic antennas for subdiﬀraction focusing of light, we show in this chapter that the
bit size in all optical magnetic switching can be brought down to the nanoscale. After
an introduction we will discuss in the second section the results from ﬁnite diﬀerence
time domain simulations which leads to the conclusion that an oﬀ-resonant antenna
is more eﬃcient than a resonant one. Afterwards, in section three we demonstrate
experimentally antenna induced all optical switching.
3.1 Introduction
Due to their ability to conﬁne light below the diﬀraction limit and the accompanying
large intensity enhancement [1–5], optical antennas are ideal for increasing the eﬃ-
ciency of light-matter interactions. These properties make optical antennas not only
useful for applications in the ﬁeld of photovoltaics, nonlinear optics, and quantum
optics [6], but also in data storage technologies.
In Heat Assisted Magnetic Recording (HAMR), plasmonic structures are used
to heat nanoscale spots, such that their magnetization can then be reversed with
a smaller magnetic ﬁeld, increasing the potential data storage density [7, 8]. With
HAMR an external magnetic ﬁeld is still necessary. However, exploiting All Optical
1In part adapted from: B. Koene, M. Savoini, A. V. Kimel, A. Kirilyuk, and Th. Rasing Appl.
Phys. Lett. 101, 013115 (2012).
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Switching (AOS) magnetic domains can be switched reversibly with femtosecond laser
pulses in the absence of any external magnetic ﬁeld, making all-optical data storage
and retrieval possible [9–11].
Although the AOS process is very fast, the reported sizes of the switched domains
are of several microns [10, 11], which is not appealing for industry, where the actual
bit size is already well below 100 nm. Yet, the use of plasmonic structures to reduce
this size in AOS is not straightforward as the actual recording media are usually
protected by a dielectric or metallic capping layer of several tens of nanometers, which
will severely aﬀect the focusing abilities and subsequent potential data densities for
AOS.
Furthermore, to maintain the polarization of the light in the near ﬁeld, the plas-
monic structure has to be designed very carefully. Although AOS is a heat induced
eﬀect, polarization can play a role due to magnetic circular dichroism. Opposite circu-
lar polarizations may be absorbed with diﬀerent eﬃciencies and thus heat the sample
by diﬀerent amounts. Employing this diﬀerence, deterministic helicity dependent
switching (HD-AOS) can be obtained [12].
On the experimental side it is not easy to observe AOS mediated by plasmonic
antennas. As a switching area of only tens of nanometers is expected, an imaging
system with preferably an even smaller resolution is necessary. Optical systems as
employed elsewhere in this thesis which use the visible to infrared spectrum cannot
reach this resolution as they can not go below the diﬀraction limit.
In this chapter both simulations and experiment are used to study the applicability
of nano antennas in the ﬁeld of AOS. In section two of this chapter, with ﬁnite
diﬀerence time domain simulations, we will show that an oﬀ-resonant plasmonic cross
antenna delivers optical energy more eﬃciently to the magnetic layer as compared to
a resonant one. It is shown that the near-ﬁeld interference between the excitation
light and the re-emitted light [13] plays an important role here. We have chosen for a
cross antenna as with these antennas the circular polarization state in the near ﬁeld
is maintained and large enhancement factors have been demonstrated in the antenna
gap [14, 15].
Evaluating the spot size and ﬁeld enhancement that can be obtained inside the
magnetic ﬁlm shows that we can obtain a gain in energy together with a sub-diﬀraction
sized spot, even in the presence of a capping layer. Based on this knowledge we have
fabricated real antenna structures on top of a magnetic sample. Linear dipole antennas
are used to simplify fabrication for these proof of principles experiments. In section
three we present antenna induced AOS observed with X-ray holographic imaging.
3.2 FDTD Simulations
In this section we discuss the Finite Diﬀerence Time Domain (FDTD) simulations
that we performed. First, we describe the studied structure. Second, the simulation
results are shown and the role of interference is explained. Last, the spot size that
can be obtained in the magnetic layer is shown as well.
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Figure 3.1: Crossed dipole antenna. (a) A sketch of the considered situation. An incoming
wave(left) excites the antenna and interferes with the re-emitted wave(right). In the GdFeCo
layer this results in a nanoscale reversed magnetic domain(dark cylinder) due to HD-AOS.
(b) Intensity enhancement and phase shift as a function of the antenna length. Both are
recorded in the center of the antenna gap and in the presence of a 60 nm Si3N4 layer.
3.2.1 Structure optimization
The structure we consider is as follows: a glass substrate (dielectric constant [16]  =
2.11) [17], a thin ﬁlm of magnetic material, in our case 20 nm of GdFeCo ( = −1.15+
28.56i) [18], protected by a capping layer of Si3N4 ( = 4) [17]. The sample is similar
to the samples typically used in HD-AOS experiments [10, 11]. In those experiments
a capping layer of 60 nm is used to optimize the magneto-optical signal. On top of
the last layer we place the cross antenna structure. We use FDTD simulations [19]
to calculate the electromagnetic (EM) ﬁelds at diﬀerent positions in the structure
presented in Fig. 3.1(a). A circularly polarized plane wave at a wavelength of 800 nm
is used to excite the antenna. In the simulations we assume typical dimensions for
real cross antennas: a thickness of 40 nm, an arm width of 50 nm, and a gap size of
35 nm[20]. The total length of two opposite arms including the gap is varied from
110 nm to 300 nm. The antenna is made of gold ( = −24.11 + 1.49i) [21]. In
the FDTD simulations a non-uniform meshing is used with the smallest mesh cells
1×1×1 nm at the position of the antenna, extending to the GdFeCo ﬁlm directly
underneath the antenna.
In general, when plasmonic antennas are considered, the attention is focused on
the intensity enhancement. This intensity enhancement is calculated by normalizing
the ﬁeld intensities obtained in the presence of the antenna structure with the results
of a simulation without the antenna. Fig. 3.1(b) shows this intensity enhancement in
the antenna gap when the antenna length is varied and a 60 nm thick Si3N4 capping
layer is used. However, the intensity enhancement as deﬁned earlier does not take into
account the diﬀerence in energy delivery to the magnetic thin ﬁlm due to a change in
the capping layer thickness, while this capping layer, which is eﬀectively a cavity, will
inﬂuence the energy delivery. As HD-AOS depends on the polarization of the EM
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Figure 3.2: FOM as function of the antenna length L and the Si3N4 layer thickness d. The
FOM is recorded at half-height of the GdFeCo layer directly below the center of the antenna.
Two maxima are observed, indicated by the numbers one and two. The black dots indicate
the lengths at which the antenna is resonant for the two optimal Si3N4 thicknesses.
ﬁelds we would like to have a measure for the degree of circular polarization as well.
For these reasons we will from here on use the following ﬁgure of merit (FOM)[14, 15]
deﬁned by
FOM = IC2, (3.1)
where I is the intensity and C is the degree of circular polarization given by
C =
2ExEy sin(δx − δy)
I
. (3.2)
Here Ei and δi are respectively the amplitude and phase of the ﬁeld component i.
For I we will take the ﬁeld intensity normalized to the source intensity. Note that
the source intensity is equal for all simulations and thus it will take into account the
diﬀerence in energy delivery due to the capping layer thickness. We would like to
emphasize that we do not use the intensity enhancement here, which we can get if we
normalize to the intensity proﬁle obtained without antenna in the same plane.
In Fig. 3.2 the FOM inside the GdFeCo is shown as a function of the capping layer
thickness and the antenna length. Two maxima can be observed, the ﬁrst maximum
can be found for a dielectric layer thickness of 10 nm and an antenna length of
210 nm. The second maximum is reached for a capping layer thickness of 60 nm
and an antenna length of 190 nm. For both capping layer thicknesses this maximum
does not coincide with the antenna resonant length as deﬁned in the antenna gap and
indicated by the black dots in Fig. 3.2. Note that when the capping layer thickness
is changed the antenna resonant length and quality factor can be diﬀerent as well.
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Figure 3.3: FOM in the GdFeCo (open symbols) as function of antenna length. The solid
symbols show the FOM in the center of the antenna gap. In (a) a 60 nm Si3N4 layer is
present while in (b) this layer is 10 nm thick.
Close to the metallic magnetic ﬁlm the FOM inside the antenna gap will be reduced
signiﬁcantly due to the presence of an extra loss channel formed by the lossy plasmon
modes bound to the GdFeCo surface. This directly explains the equal amplitude of
the two maxima despite the diﬀerence in distance.
3.2.2 Near ﬁeld Interference
To explain the origin of the discrepancy between the antenna lengths at which the
FOM in the GdFeCo reaches a maximum and the antenna resonant length, we will
concentrate on the capping layer thicknesses at which these maxima occur. In Fig.
3.3 the FOM inside the GdFeCo (open symbols) is shown together with the FOM in
the center of the antenna gap (solid symbols) at a ﬁxed Si3N4 thickness of 60 nm(a)
and 10 nm(b). These ﬁgures show a clear diﬀerence between the behavior of the
FOM with antenna length in the plane of the antenna and inside the GdFeCo. The
maximum intensity in the GdFeCo layer occurs for 10 nm (60 nm) of Si3N4 for an
antenna longer (shorter) than the resonant length.
The observed behavior can be explained by interference between the re-emitted
light from the antenna and the excitation light. Like a harmonic oscillator, a resonance
in intensity goes together with a phase shift for the re-emitted light. The phase
shift in the center of the antenna gap as function of the antenna length is shown in
Fig. 3.1(b) for the 60 nm thick capping layer. In the center of the antenna gap no
interference can be observed due to the large diﬀerence in intensity of the two light
sources. From Fig. 3.1(b) it can be seen that the light in the antenna gap is 60 times
more intense than the exciting light. However, the exponential decay of the plasmon
ﬁelds causes this large diﬀerence in intensity to disappear fast with distance. This
results in comparable intensities for the two light beams in the GdFeCo layer, 60 nm
below the antenna, leading to interference eﬀects. The increase in intensity towards
the plasmon resonance combined with the relative small phase diﬀerence for antennas
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shorter than the resonant length makes the maximum intensity in the active layer to
occur for an antenna that is a few tens of nanometers shorter than a resonant antenna.
For antennas longer than resonant ones, the large phase shift for the re-emitted light
results in destructive interference, which explains the minimum in Fig. 3.3(a) for an
antenna length of 270 nm.
If we now compare the above situation with the case of only a 10 nm capping layer,
Fig. 3.3(b), than we can observe a few diﬀerences. First, in Fig. 3.3(b) there is no
complete destructive interference visible. This could indicate that the two EM waves
that interfere do not have the same amplitude. The other diﬀerence is that while in
the 60 nm case we have a maximum for an antenna that is shorter than the resonant
one, for the 10 nm case we have in the same situation a minimum. We ascribe this
eﬀective phase shift of roughly π for one of the two waves to the interplay between
the plasmon modes of the antenna and the GdFeCo ﬁlm.
3.2.3 Magnetic layer ﬁeld patterns
All previous simulation results were collected in a single point only. However, for the
purpose of magnetic switching it is of interest to know the ﬁeld patterns resulting from
the interference in the plane of the magnetic thin ﬁlm. These interference patterns
give an indication about the size of the magnetic domain that is switched by using
the optical antennas as considered in this paper. The obtained interference patterns
for the 60 nm thick capping layer are shown in Fig. 3.4(a) for antenna lengths of
respectively 190 nm (maximum), 220 nm (resonant) and 270 nm (minimum). In the
left column the FOM distribution in the vertical direction is shown while in the right
column the in plane distribution is shown. The left column clearly shows the fast
decrease of the FOM when we move further away from the antenna. As is clearly
shown in Fig. 3.4(c), for the antenna with a length of 190 nm a spot size with a full
width at half maximum (FWHM) of 190 nm is found. Note that we have a constant
FOM over a width of 90 nm. If we calculate the maximum intensity enhancement in
the GdFeCo for this antenna we ﬁnd a value of 2.6.
Fig. 3.4(b) shows the same information as Fig. 3.4(a) but now for a 10 nm capping
layer. With this thickness the FOM decays even faster while moving away from the
antenna and an even smaller spot size with a FWHM of 41 nm is found. This sub
diﬀraction area is substantially smaller than the spot size of a light beam focused
with conventional objectives (typical dimensions with an immersion oil objective are of
approximately 350 nm using 800 nm light). We would like to mention that considering
only the ﬁeld intensity I would give a spot size FWHM of 52 nm. Hence we have here
an advantage due to the dependence of the AOS on the helicity of light. The maximum
ﬁeld enhancement in the 41 nm spot is 3.7. This would mean that the known switching
threshold of 2.6 mJ/cm2 for a GdFeCo sample without any structure on top [12], will
reduce to 0.7 mJ/cm2 in the case that nanoantennas are used.
Although low, the intensity enhancement we ﬁnd is in the same order of magnitude
of others reported for devices aimed for similar applications (as for example reported
in Fig. 2(b) of Ref. [7]). In our case the low value is caused by the quickly vanishing
nature of the near ﬁelds together with the presence of a capping layer while for
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Figure 3.4: FOM distribution in the vertical (left column) and horizontal (GdFeCo plane,
right column) cross-section. In (a)/(b) the dielectric layer is 60/10 nm thick. For both layer
thicknesses three diﬀerent antenna lengths are shown. The antennas shown are the ones with
a length that gives a maximum and minimum for the FOM inside the GdFeCo as found in
Fig. 3.3, as well as for the resonant antenna. Line plots of the FOM proﬁles along the dashed
and solid lines in (a) and (b) are shown in (c) and (d) for the two layer thicknesses. The
FWHM of the central spot is indicated for the proﬁles that demonstrate the highest FOM.
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Figure 3.5: FOM as function of the antenna length L and the Si3N4 layer thickness d in
the case that a 7 nm air gap is present between the antenna and the dielectric layer. The
FOM is recorded at half-height of the GdFeCo layer directly below the center of the antenna.
For the highest FOM the in-plane ﬁeld proﬁle is shown as well.
example in Ref. [7] there is a less eﬃcient coupling due to the high refractive index
surrounding the antenna. For the purpose of HD-AOS this small enhancement factor
is not a problem as the main reason to use optical antennas here is to bring switching
down to the nanoscale.
To summarize, here we considered a plasmonic structure that can be easily made
with the current state of the art nanofabrication technologies [20]. With progress in
the fabrication process smaller antenna gaps will also be attainable. This would make
it possible to have smaller spot sizes and larger enhancement factors. Considering data
storage technology, in which a writing head (antenna) moves over the medium, we
performed some simulations with a 7 nm air slit between the antenna and the capping
layer as well. Except in the antenna length no noticeable changes where observed.
The obtained FOM versus antenna length and dielectric layer thickness can be found
in Fig. 3.5. The in-plane ﬁeld proﬁle of the antenna with the highest FOM is shown
in this ﬁgure as well.
3.3 Experimental realization2
In this section we use X-ray holographic imaging to show that plasmonic antennas can
be employed to switch the magnetization on the nanoscale. The measurements are
performed at the Stanford Synchrotron Radiation Light source (SSRL) of the SLAC
2The collaboration in which this work is realized consisted of B. Koene, M. Savoini, A. Kimel, A.
Kirilyuk and Th. Rasing from the Radboud University Nijmegen, J. Sto¨hr and the H. Du¨rr group
from the Stanford University, X. Wu and B. Hecht from the University of Wurzburg, A. Tsukamoto
and A. Itoh from the Nihon University Chiba.
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Figure 3.6: An overview of the fabricated sample. (a) A schematic of the sample that
clearly shows the layer structure. (b) A scanning electron microscopy (SEM) image of the
back side of the sample with the L and dot shaped reference holes and the imaging window.
(c) to (e) are SEM images of the top side of the sample (c) A gold ﬂake with antenna
structures. (d) a zoom in on the area with antennas, the background contrast shows clearly
where the 2 by 2 μm imaging window is located. The L shaped reference hole is visible as
well. (e) A zoom in on the aperture area.
national accelerator laboratory. First the technique of X-Ray Holographic imaging is
brieﬂy explained and the fabrication steps are shown, followed by the results and a
discussion.
3.3.1 Experimental setup and sample preparation
As explained in Sect. 2.4.1 the technique of X-Ray holographic imaging is used. This
technique is based on magnetic circular dichroism. To obtain a high resolution the
speciﬁc form of holography called “holography with extended reference by autocorre-
lation linear diﬀerential operation”(HERALDO) is used. In HERALDO the resolution
is determined from the sharpness of the edge of the reference structure instead of its
size. With this method a resolution down to 16 nm is obtained [22].
The measurement is performed in transmission geometry using a 100 nm thick
Si3N4 membrane as the sample substrate. This membrane is thin enough to allow X-
rays to be transmitted. On top of this membrane a 20 nm TbFeCo layer is sputtered
followed by a second layer of Si3N4 with a thickness of 10 nm. Compared to GdFeCo
which was used in the ﬁrst part of this chapter, TbFeCo has a larger anisotropy, hence
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Figure 3.7: Intensity enhancement for a simple dipole antenna on top of a Si3N4 mem-
brane. (a) shows the enhancement versus antenna length inside the antenna gap and at half
height inside the TbFeCo layer. In (b) and (c) the ﬁeld distribution is shown for a 270 nm
antenna at half height inside the TbFeCo layer and in the vertical direction through all layers
respectively.
it should be able to maintain smaller stable magnetic domains. For the holographic
imaging a reference hole and imaging window is necessary. For this reason the back
side of the membrane is covered by a one micron thick layer of gold which is non-
transparent for the X-rays. With focused ion beam (FIB) the reference hole and an
imaging window of 2 by 2 μm are created in the gold layer. A schematic of the sample
structure is shown in Fig. 3.6(a).
As we use TbFeCo instead of GdFeCo and the substrate is only 100 nm thick, new
simulations have to be performed to determine the optimal antenna length. Further-
more instead of using a cross-antenna we will use a dipole antenna as this simpliﬁes
the fabrication process and AOS can also be obtained with linearly polarized light.
From the results of the simulations, shown in Fig. 3.7(a) we ﬁnd an optimal antenna
length of 270 nm. The obtained line shape is comparable to the one obtained in
Fig 3.3(b) although the diﬀerence with the line shape in the antenna gap is smaller.
The ﬁeld distribution of the 270 nm antenna is shown in Fig. 3.7(b) and (c). To
take into account diﬀerences between simulations and real structures, we fabricated
antennas with total lengths of 230, 270 and 310 nm.
The antennas are fabricated with FIB on gold ﬂakes grown on a glass substrate
[23]. After the fabrication the gold ﬂakes are transferred onto the membrane [24].
The imaging window is created in a processing step after the antennas have been
placed onto the sample. For this reason, more antennas are fabricated then can ﬁt in
the window. This ensures that several antennas will be inside the window. Scanning
electron beam microscopy images of the antennas and the reference hole and imaging
window are shown in Fig. 3.6(b)-(e).
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Figure 3.8: All optical switching inside the aperture without antennas. (a) A typical
scattering pattern collected by a CCD camera behind the sample. (b) An X-ray holography
image of the optically unexposed aperture area. The homogeneous magnetic signal is a result
of the initial saturation of the sample by a magnetic ﬁeld of 1.6 T (c) An X-ray holography
image of the optically exposed aperture area. Already without antennas an optically switched
area of 70 nm can be observed as indicated with the black circle. (d) FDTD simulations of
the ﬁeld distribution inside the TbFeCo layer. The black lines indicate the position of the
aperture.
3.3.2 Results and discussion
Although we use X-rays to image (probe) the recorded magnetic pattern, for the
creation of this pattern with AOS we use a 1030 nm laser (pump). We would like to
emphasize here that to induce small switched areas with plasmonic antenna’s the light
does not have to be focused. Hence, in the experiments shown here the pump spot is
kept bigger than the imaging window. The pump light is aligned at 30 deg from the
sample normal. Due to this angle the focal spot is slightly elliptical. Furthermore the
sample is oriented such that the antennas are illuminated with p polarization, that is
the polarization is along the antenna length and parallel to the sample surface.
The ﬁrst experiment we did was with an imaging window without antennas to
determine the ﬂuence at which AOS occurs. All samples shown here where initially
brought into a homogeneous magnetic state by applying a 1.6 T magnetic ﬁeld. In
Fig. 3.8(a) a typical scattering pattern that is recorded is shown. An image of the
empty imaging window before and after illumination of the sample with the pump, as
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obtained by a Fourier transform of a scattering pattern, is shown in Fig. 3.8(b) and
(c) respectively. The pump ﬂuence was approximately 9 mJ/cm2. Clear indications
of switching are visible. Especially at the border and in the center of the imaging
window, switched area’s can be identiﬁed.
The color scaling in Fig. 3.8(c) requires some more explanation. There can be
made a distinction between four main tints, white, light grey, dark grey and black.
While light grey and dark grey represent oppositely directed out of plane magneti-
zations, the black and white color occur only at domain boundaries. We assign the
white and black colors to the same magnetization direction as respectively the light
grey and dark grey colors. The reason for the diﬀerent amplitude we ascribe to the
HERALDO measurement method. This method is based on a cross-correlation be-
tween the object of interest and the reference structure. An ideal reference structure
would be a point (delta function). In that case in the frequency space the spatial fre-
quencies of the object would be weighted equally, however, deviations from this ideal
reference structure will result in a ﬁnite frequency window where the high frequencies
and thus sharp changes in real space are weighted stronger as compared to the low
frequencies. This results in the higher amplitudes at the domain boundaries.
To explain the observed switching pattern we performed FDTD simulations of
the experimental geometry. The obtained intensity proﬁle at half height inside the
TbFeCo layer is shown in Fig. 3.8(d). It is clear that the area where we observe
switching roughly follows the light intensity pattern. A physical explanation for the
higher intensity in the region outside the imaging window is simply that the light
is reﬂected by the gold layer and thus passes twice through the TbFeCo layer. The
region of higher intensity in the center of the window can be due to interference of
light reﬂecting from the gold edges of the imaging window. It is worth noticing that
the black dot (optically switched area) indicated by the black circle in Fig. 3.8(c) has
a diameter of 70 nm.
In Fig. 3.9 the results for two antenna samples are shown. The charge image in
Fig. 3.9(a) conﬁrms that we have a resolution that is able to distinguish the antenna
gap which is approximately 25 nm. In Fig. 3.9(b) the magnetic image is shown.
However to clearly see where the magnetization switches with respect to the antenna
we use the charge image to draw the antenna outline in the magnetic image, as is
done in Fig. 3.9(c) and (d).
The two samples shown here is a small selection of several measurements per-
formed at diﬀerent ﬂuencies and samples, nevertheless they show the general features
that we observe more often. Again there is switching at the window boundaries.
More interestingly, there is switching in the areas around the antennas as well. In
contrast, away from the antennas no clear switching is observed. The antennas thus
clearly modify the switching pattern. It should be noted however, that in general
the switching does not occur in the center of the antennas as we expected. From the
two samples shown only one area can be identiﬁed where clear switching occurs in
the antenna gap. This is for the antenna in the bottom left corner of sample 2. It
is worth noting that for this switching spot the width in the direction perpendicular
to the antenna axis is not extending outside the antenna contour. Hence the width
of the spot is smaller than the antenna width which is around 50 nm. More often
3.3 Experimental realization 47
Figure 3.9: All optical switching using plasmonic antennas. (a) and (b) show the charge
and magnetic signals that can be obtained from the X-ray holography for a sample with
antennas. In the charge image the antennas are clearly visible. In (c) and (d) the charge
image is used to draw the antenna outline on the magnetic image for two diﬀerent samples.
Switching can be observed close to the antennas. The pump ﬂuencies used for sample 1 and
2 are respectively 9.4 mJ/cm2 and 3.7 mJ/cm2
however, we observed switching beneath one of the antenna arms, like is the case for
the top left antenna in sample 1 and the top middle antenna of sample 2.
We can think of several reasons why the switching does not occur only in the
center. Besides fabrication imperfections, surface roughness, or non-perfect transfer
[24] of the antennas between the glass and membrane substrate we could for example
also look at the ﬁeld proﬁle in Fig. 3.7(b). Note for example that although a clear
spot can be identiﬁed in the antenna gap, the contrast with the ﬁeld proﬁle under
the antenna arms is much smaller than the contrast in the direction perpendicular
to the antenna axis. This means that to obtain a spot only in the gap region the
ﬂuence should be tuned very accurately. In Fig. 3.9(c) where a lower ﬂuence is used
already a more isolated switching area can be observed. Notice also the small gold
particles in Fig. 3.6(e) around the antenna which are formed during the transferring
of the antennas from the glass to the membrane. These particles might modify the
antenna modes as well.
Yet, the above explanation does not explain the observation of switching under-
neath a single antenna arm only. One explanation for this might be given by recent
measurements that demonstrate a large inhomogeneity of the spatial distribution of
the Gd and Fe content in GdFeCo [25]. Such an inhomogeneity causes diﬀerences in
the local switching properties. Although here we use TbFeCo, the fabrication method
does not diﬀer a lot and a similar inhomogeneity in this material is observed [26].
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3.4 Conclusions
To conclude, we have shown that besides the direct ﬁeld enhancement and ﬁeld con-
ﬁnement related to plasmonic structures, near-ﬁeld interference eﬀects can be of sim-
ilar importance when optimizing the energy delivery to the near ﬁeld. As a relevant
example we considered a metallic magnetic thin ﬁlm protected by a dielectric capping
layer with cross-antennas on top. The antenna length at which the maximum energy
is delivered to the thin ﬁlm diﬀers from the resonant antenna length. This diﬀerence
can be attributed to the interference between the excitation light and the re-emitted
light by the antenna. With the antennas on top of a 10 nm thick capping layer and
using 800 nm light, we were able to predict a sub diﬀraction spot with a maximum
intensity enhancement of 3.7 and a FWHM of 41 nm inside the magnetic material,
which is comparable to the bit size in present day storage technology.
Furthermore using X-ray holographic imaging we have shown that plasmonic an-
tennas indeed can modify the switching area. We observe switched areas with a width
of below 50 nm. It should be noted however that not in all cases switching in the
center area is obtained as expected. Further development is necessary to achieve a
robust and reproducible switching of a small domain at the antenna’s center.
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Chapter4
Magnetization dynamics in Bismuth
Iron Garnet1
Bismuth-iron garnet is an interesting material for magneto-optical studies as it shows
very large Faraday rotation. In this chapter we present a detailed study of the magne-
tization dynamics that can be excited in this material with a femtosecond laser pulse.
We demonstrate that a new excitation mechanism can be found in this garnet. First
an introduction is given followed by a brief description of the sample and the setup.
Then it is shown how the dynamics depend on the pump polarization and ﬂuence. In
Sect. 4.4 the ﬁeld dependence is shown and in Sect. 4.5 the characteristics of the new
excitation mechanism are discussed. The last section gives a conclusion.
4.1 Introduction
Controlling the magnetization dynamics with femtosecond laser pulses is an actively
developing area of research [1]. Among various mechanisms responsible for the exci-
tation of such dynamics, the non-thermal ones are the most interesting [2–7]. Using
non-thermal excitation one is able to introduce changes in the magnetic system at
much shorter time scales, which are deﬁned by the spin-orbit coupling and not by ther-
malization processes. The diﬀerence is particularly signiﬁcant in dielectrics, where the
interaction of spins with the environment is limited by the so-called phonon-magnon
bottleneck [1].
Two main non-thermal mechanisms were shown to exist. The ﬁrst of them is
characterized by an impulsive action, that only exists during the laser pulse. In-
verse Faraday [2] and Cotton-Mouton [5, 8] eﬀects are representative of this type.
The second ones are displacive eﬀects such as the photoinduced change of magnetic
1This work is realized in collaboration with M. Deb, E. Popova and N. Keller from the Universite´
de Versailles Saint-Quentin-en-Yvelines
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anisotropy [4, 9], which persist in the sample for a time interval much longer than
the length of the pulse. It has also been shown, that the combination of the two ef-
fects can in principle be used for ultrafast switching of the magnetization at the time
scale of the laser pulse [3]. Therefore, detailed understanding of the exact behavior of
non-thermal excitation mechanisms is very important for further development of the
ultrafast optical manipulation of magnetic moments.
In this chapter, three diﬀerent excitation mechanisms are distinguished. In ad-
dition to the impulsive inverse Faraday eﬀect [2–4] and the displacive action of the
photoinduced magnetic anisotropy [3, 4, 9], another previously unknown excitation
mechanism is identiﬁed. The possible origin of this mechanism is suggested to be a
short living photo-induced change in the anisotropy. This new mechanism is linearly
dependent on the light intensity but does not depend on polarization.
Here, we will ﬁrst discuss the results of a detailed study on the dependence of the
induced magnetization dynamics on the pump pulse polarization and ﬂuence, and on
the external ﬁeld. In particular we will address the anisotropy and Gilbert damping.
The oscillation amplitude dependence on the external ﬁeld will be the main indicator
for the new excitation mechanism.
4.2 Sample and experimental setup
The investigations have been performed using bismuth iron garnet (Bi3Fe5O12, BIG).
The interest in this material is caused by its largest known magneto-optical constants
in the iron garnet family, with the Faraday rotation reaching 60 deg/μm in the visible
light range (λ = 430 nm). This property makes BIG a promising material for the
fabrication, for example, of magneto-optical circulators [10]. The synthesis of this
material requires non-equilibrium growth techniques and, so far, the fabrication of a
bulk crystal of BIG was not successful. However, since the ’90s [11], good quality thin
ﬁlms of BIG are grown on structure-matching substrates.
The studied sample is a 200 nm thick single crystalline and single phase BIG
ﬁlm grown epitaxially on a substituted Gd3Ga5O12(001) substrate by pulsed laser
deposition. The sample has uniaxial and cubic anisotropy which are of the order of
300 and 200 Oe respectively. The measured saturation magnetization, 4πMs of BIG
ﬁlms is about 1500 Oe [12]. A more detailed description of the growth conditions and
the investigation of the structural, magnetic and static magneto-optic properties of
BIG ﬁlms can be found in Refs. [12–15].
For the measurements an optical pump-probe setup in transmission geometry is
used. The pump was the direct output of a Spectra Physics Spitﬁre ampliﬁed laser
system giving 40 fs, 800 nm pulses at a repetition rate of 1 kHz. At this wavelength
BIG is mostly transparent so heating eﬀects are minimal. For the probe, part of the
laser output was directed through an optical parametric ampliﬁer (OPA) to change
the wavelength to 450 nm.
The pump pulse was aligned perpendicularly to the sample while the probe was
at a small angle from the sample normal (∼10 deg). The pump induced Faraday
rotation of the probe was measured using a balanced detector scheme in combination
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Figure 4.1: Observed magnetization dynamics for circular pump polarizations. A 180 deg
phase diﬀerence is visible between oscillations excited with right (σ+, black circles) and left
(σ−, red squares) circular polarization. The solid lines are ﬁts using Eq. (4.1). The external
ﬁeld is 3 kG and the pump ﬂuence is 27 mJ/cm2.
with a lock-in ampliﬁer and a chopper. An in plane external ﬁeld was applied by an
electromagnet.
The probe polarization is in all cases linear while the polarization of the pump is
varied between linear and circular. The spot size of the pump was, depending on the
measurement, 130 or 365 μm, while the probe spot was 26 μm. The ﬂuence of the
pump was varied between 10 and 50 mJ/cm2. The pulse energy of the probe was at
least 1000× smaller than that of the pump.
All experimental data of the pump induced oscillations in the Faraday rotation
are ﬁtted with an exponentially decaying sine function
y = y0 + (Be
R0t) +Ae−t/τ sin(2πft− φ). (4.1)
Here y0 is a dc oﬀset, A is the amplitude of the oscillations, f is the frequency, τ
is the oscillation lifetime, φ is the initial phase and t is the time. The exponential
second term is only used when it improved the ﬁt. The origin of this exponential term
is diﬃcult to assign. It can appear due to state-ﬁlling eﬀects that become visible in
the magneto-optical response. The exponential behavior is most visible in the case of
large pump ﬂuences.
4.3 Polarization and ﬂuence dependence of the magnetization
dynamics
The oscillations that are observed when we excite the sample with circularly polarized
pump pulses are shown in Fig. 4.1. From this ﬁgure it is clear that when the helicity
of the pump light is reversed from right (σ+) to left (σ−), the initial phase changes by
180 deg. This behaviour is similar to what is observed earlier [3] and can be explained
by the inverse Faraday eﬀect.
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Figure 4.2: Observed magnetization dynamics for linear pump polarizations with diﬀerent
polarization angles θ as indicated in the legend. The sum(a)/diﬀerence(b) signal is obtained
by taking the sum/diﬀerence of the positive and negative ﬁeld data. The solid lines are ﬁts
using Eq. (4.1). The external ﬁeld and ﬂuence are the same as in Fig. 4.1.
The oscillations obtained with linearly polarized light with diﬀerent polarization
angles θ, are shown in Fig. 4.2. In this ﬁgure we have plotted separately the sum
and diﬀerence of the data obtained at opposite directions of the applied magnetic
ﬁeld. The ﬁeld was in all cases suﬃcient to saturate the magnetization. Represent-
ing the data in this manner shows that we can distinguish two diﬀerently behaving
oscillations. The sum/diﬀerence signal in Fig. 4.2(a)/(b) shows an oscillation that is
independent/dependent on the direction of the magnetic ﬁeld.
Besides their diﬀerent dependence on the direction of the ﬁeld, the sum and diﬀer-
ence signal diﬀer in their initial phase and in their amplitude dependence on the angle
of polarization θ, as well. In Fig. 4.3(a) the initial phase obtained from ﬁts to the
data shows a diﬀerence of almost π/2. To formulate diﬀerently, while the sum signal
is sine like, the diﬀerence signal is cosine like. For comparison the initial phase for the
left and right circular polarizations are shown in the same graph as well. From their
initial phase it follows that the oscillations induced by the two circular polarization
are both sine like.
Fig. 4.3(b) shows how the amplitude of the two signals depends on θ. While the
sum signal shows a periodic, sin 2θ, modulation of the amplitude and even changes
sign, the amplitude of the diﬀerence signal does not change.
The behaviour of the sum signal is similar to what is observed in Ref. [3] and
can be ascribed to the photoinduced change in anisotropy. The independence of the
response on the ﬁeld (magnetization) direction means that switching the direction of
the magnetization leads to a reversal of the photoinduced anisotropy contribution[3].
In contrast, the diﬀerence signal in Fig. 4.2(b), which shows polarization independent
dynamics is thus a totally diﬀerent kind of excitation.
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Figure 4.3: Several characteristics of the observed magnetization dynamics. Initial phase
(a) and oscillation amplitude (b) of the sum and diﬀerence data as a function of the azimuthal
linear polarization angle. In (a) for comparison, the initial phase of the oscillations shown
in Fig. 4.1 are shown as well. For the three data sets in Figs. 4.1 and 4.2 the dependence
of the amplitude on the pump ﬂuence is shown in (c). The solid lines are guides to the eye.
An external ﬁeld of 3 kG was applied.
We would like to add the comment here that contrary to the results reported in
Ref. [3] the sin 2θ dependence of the oscillation amplitude is not centered around zero.
This might indicate that in the sum signal there is an oscillation component that, like
in the diﬀerence signal, does not depend on the polarization of the light. However
as we cannot isolate this oscillation it is diﬃcult to say something about its origin.
Its polarization independent character might however suggest the same origin as the
oscillations observed in the diﬀerence signal.
From Fig. 4.3(c) we see that the amplitude of all three datasets is approximately
linear with the pump ﬂuence up to 50 mJ/cm2. For excitation with circular polar-
ization we have obtained data with larger ﬂuences as well. At these higher ﬂuences
non-linear behaviour starts to become visible. The reason for this non-linear be-
haviour will be discussed in the next chapter. The ﬂuence dependence for the sum
and diﬀerence of the signal obtained with linear polarization is measured at a po-
larization angle of θ = 0 deg. For this polarization angle the amplitude of the two
datasets is comparable.
4.4 Magnetic Field dependence of the magnetization dynamics
To better understand the diﬀerences and similarities between the three diﬀerent types
of excitations shown in Figs. 4.1 and 4.2 we measured their magnetic ﬁeld dependen-
cies. For the linear polarization the ﬁeld dependence is measured at the azimuthal
polarization angle of 135 deg which results in a maximum signal for the sum signal.
The dependence of the frequency, damping factor and oscillation amplitude on the
external ﬁeld are discussed in this section.
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Figure 4.4: The precession frequency as function of the external ﬁeld is shown for the three
data sets in Figs. 4.1 and 4.2. The solid line is a ﬁt using the Kittel formula (Eq. (4.4)).
4.4.1 Frequency and anisotropy
In Fig. 4.4 the frequency versus magnetic ﬁeld is shown. From this ﬁgure we can
directly conclude that for all three datasets we excite the same ferromagnetic mode.
From this frequency dependence we can also subtract information about the anisotropies
in the sample by using the Kittel formula.
The Kittel formula depends strongly on both, the experimental geometry and the
magnetic parameters of the sample such as saturation magnetization and anisotropy.
To derive the right formula, ﬁrst the free energy, F for this sample is written as [16],
F = −HextMs[cos θH cos θm + sin θH sin θm cos(φH − φm)]
+ (Ku − 2πM2s ) sin2 θm +
1
4
Kc[sin
2 2θm + sin
4 θm sin
2 2φm]. (4.2)
The ﬁrst term is the Zeeman energy, Hext is the externally applied ﬁeld and Ms is
the saturation magnetization. The second term is related to the uniaxial anisotropy
and the demagnetizing ﬁeld. Ku is the uniaxial anisotropy constant. The last term
is the cubic anisotropy energy with Kc the cubic anisotropy constant. The angles θ
and φ are the azimuthal and out of plane angle of the magnetization (subscript m)
or external ﬁeld (subscript H).
From the free energy the Kittel formula is now obtained by [16](
ω
γ
)2
=
1
M2s sin
2 θm
[
δ2F
δθ2m
δ2F
δφ2m
−
(
δ2F
δθmδφm
)2]
. (4.3)
In this equation γ is the gyromagnetic ratio and ω the angular precession frequency.
In our experiment Hext is parallel to one of the cubic axes. In this conﬁguration
θm = θH = π/2 and φm = φH = 0 which simpliﬁes Eq. (4.3) to
ω = γ
√
[Hext + (4πMs −Hu) +Hc][Hext +Hc], (4.4)
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where we use the the eﬀective ﬁeld representation with Hu,c = 2Ku,c/Ms. Fitting
Eq. (4.4) to the data in Fig. 4.4 gives us a value of 1200 Oe for (4πMs −Hu) and a
value of 200 Oe for Hc. Unfortunately with Eq. (4.4) it is not possible to distinguish
between 4πMs and Hu. With the estimation of 1500 Oe for 4πMs [12], Hu would be
300 Oe.
4.4.2 Gilbert damping
The Gilbert damping factor α can be obtained from the oscillation lifetime τ by
following a similar derivation as in Ref. [17] taking into account the eﬀective ﬁelds
that are present in the current sample and experimental setup. The ﬁnal result of
this derivation will be:
α =
1
τγ[Hext +
1
2 (4πMs −Hu) +Hc]
. (4.5)
The ﬁeld dependence of the damping factor is shown in Fig. 4.5(a). For all excita-
tion mechanisms the damping is almost equal. This is also what was expected based
on Fig. 4.4 which shows that all excitation mechanisms excite the same mode. The
small diﬀerences we assign to a less accurate determination of the damping at smaller
oscillation amplitudes. Furthermore, the damping is decreasing with increasing ﬁeld
in all three cases. This kind of behaviour is observed more often in diﬀerent kind of
materials and ascribed to decoherence of the precession [18–22]. This decoherence of
the precession can be a result of the presence of a spread in the frequencies of the
oscillations that are excited due to the inhomogeneity of the anisotropies at the sam-
ple. At larger ﬁelds the relative contribution of the anisotropy ﬁeld to the precession
frequency will be decreasing and thus more coherent oscillations will be present which
decreases the observed damping. A spread in anisotropy could exist due to impurities
in the sample, for example grains.
To get a better understanding of the origin of the increase in the damping factor
towards low ﬁelds we will use a model comparable to the one used in Ref. [21]. In
this model we use Eq. (4.1) to ﬁt manually the obtained data and derive α(Hext). We
obtain the intrinsic damping factor αint as the limit α(Hext → ∞) by ﬁtting the data
in Fig. 4.5(a) by
α = αint + αnon−inte−Hext/h (4.6)
Here αnon−int is the non-intrinsic damping factor, hence the part that is caused by the
apparent spread in anisotropy. How fast the contribution from αnon−int decreases is
characterized by the decay constant h. The resulting ﬁt parameters for the diﬀerent
datasets are given in Table 4.1. From here we will only continue with the dataset
obtained with circular polarized light.
With Eq. 4.5 and αint we can calculate τint(Hext). By using τint(Hext) in Eq. (4.1)
the obtained curves will not ﬁt the measured data very well. By adding in Eq. (4.1)
several oscillatory components with slightly diﬀerent frequencies, we are able to in-
crease the eﬀective damping due to destructive interference between the diﬀerent
frequency components that are excited. For a speciﬁc spread in frequency we obtain
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Figure 4.5: In (a) the damping factor as function of the external ﬁeld is shown for a
circular polarized pump pulse (black circles) and for the sum (red squares) and diﬀerence
(blue triangles) signal of a linear polarized pump pulse. The solid lines are ﬁts to the data
using Eq. (4.6). In (b) it is shown how broad the frequency span has to be as a percentage
of the center frequency to reproduce the experimentally observed oscillations with Eq. (4.1)
taking for the damping term the intrinsic damping as obtained by ﬁtting Eq. 4.6 to the
data in (a). This is done for three diﬀerent distributions for the amplitude weighting. The
solid lines are ﬁts using Eq. (4.7). How well the used model traces the experimental data is
shown in (c) for a Lorentzian amplitude weighting. The full width at half maximum of the
Lorentzian is shown in the legends as a percentage of the center frequency.
Table 4.1: Obtained ﬁtting parameters from ﬁtting Eq. (4.6) to the data shown in
Fig. 4.5(a).
Data set αint αnon−int h (kG)
Circular pol 0.0161± 0.0002 0.243± 0.004 1.20± 0.02
Lin pol sum 0.013± 0.002 0.18± 0.03 1.3± 0.2
Lin pol dif 0.019± 0.002 0.2± 0.1 0.7± 0.2
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Table 4.2: Obtained spread in anisotropy, ΔHani, from ﬁtting Eq. (4.7) to the data shown
in Fig. 4.5(b).
Amplitude weighting ΔHani (Oe)
Flat 233± 8
Gaussian 206± 14
Lorentzian 218± 22
curves that closely resemble the experimental data. We performed this procedure
with a ﬂat, Gaussian and Lorentzian amplitude weighting for the diﬀerent frequency
components. The result is shown in Fig. 4.5(b). The best match with the experi-
mental data we get with a Lorentzian amplitude weighting. The result of using this
weighting for ﬁtting is shown in Fig. 4.5(c). Notice that for the Lorentzian the fre-
quency spread is the Full Width at Half Maximum (FWHM) while for the Gaussian
it is twice the variance and for the ﬂat distribution it is the total frequency span.
As already mentioned we think the spread in frequencies might be due to a spread
in the anisotropy, ΔHani. We propose a simple model to link the spread in the
frequency, Δf and the applied ﬁeld to this ΔHani to be
Δf =
ΔHani
Hext
. (4.7)
Fits using this formula are shown by the solid lines in Fig. 4.5(b). The resulting
ﬁt parameters are reported in Table 4.2. Notice that the values for the spread in
anisotropy are relatively large if we compare them to the values that we found for the
uniaxial and cubic anisotropies.
4.4.3 Precession amplitude versus magnetic ﬁeld: a ﬁngerprint of the excita-
tion character.
The inverse Faraday eﬀect and the photoinduced anisotropy diﬀer signiﬁcantly by
their impulsive and displacive character respectively, that can be illustrated by the
ﬁeld dependence of the precession amplitude. To explain this, using the Landau-
Lifshitz equation [23],
dm
dt
= γ(m×Heﬀ), (4.8)
we simulate the expected amplitude dependence on the external ﬁeld for the observed
oscillations.
The eﬀective ﬁeld, Heﬀ is given by
Heﬀ = Hext +Hu +Hc +Hdem +HIFE. (4.9)
Here, Hdem the demagnetizing ﬁeld and HIFE the eﬀective ﬁeld caused by the IFE.
These ﬁelds are deﬁned as
Hdem = −4πmz, (4.10)
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Figure 4.6: Graphical presentation of the diﬀerences in oscillation trajectory for oscillations
initiated by the inverse Faraday eﬀect and by a photoinduced change in anisotropy are shown
in respectively (a) and (b). The experimental amplitude dependence on the external ﬁeld is
shown in (c) for a circular polarized pump pulse (black circles) and for the sum (red squares)
and diﬀerence (blue triangles) signal of a linear polarized pump pulse. The solid lines are
guides to the eye.
and
HIFE ∝ E×E∗. (4.11)
Here E is the ﬁeld amplitude of the light pulse. Hence, HIFE only exists during the
presence of a light pulse. The two anisotropy ﬁelds, Hu and Hc can be found by
diﬀerentiating the last two terms of Eq. 4.2 with respect to m.
From Eqs. (4.8) to (4.11) it is clear that in the presence of a circularly polarized
pump pulse the magnetization will start to precess in the sample plane and its ﬁnal
position is determined by the duration and intensity of the laser pulse. The frequency
of the initial precession is given by
f =
γ
2π
|HIFE|, (4.12)
as HIFE determines the precession because HIFE is perpendicular to m, while the
other components of Heﬀ are initially parallel to m. After the laser pulse is gone a
new precession will start around Heﬀ at that moment, thus with |HIFE| = 0.
The trajectory of this precession as shown in Fig. 4.6(a) will be elliptical, rather
than circular, due to the demagnetizing ﬁeld. The long axis of the ellipse is oriented
in plane. With increasing the external ﬁeld the relative contribution of the demagne-
tizing ﬁeld will decrease and thus the trajectory will more and more look like a circle,
hence the out of plane component will increase.
In case of a photo or heat induced change in anisotropy, it is the anisotropy ﬁeld
in Eq. (4.9) that is changed. This change will not only be there during the presence of
the pump pulse but also after the light is gone [3]. So in this case the magnetization
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starts to precess from its equilibrium position around a new eﬀective ﬁeld instead of
a precession of the out of equilibrium magnetization around the unchanged eﬀective
ﬁeld, as in the case of the IFE.
Such a change in anisotropy will result in a decrease of the oscillation amplitude
with increasing ﬁeld [4]. Indeed, the contribution from the change in anisotropy to
the eﬀective ﬁeld will become less relevant for stronger external ﬁelds. The path for
two diﬀerent external ﬁelds for this situation is illustrated in Fig. 4.6(b).
The experimentally observed oscillation amplitude versus external ﬁeld is shown
in Fig. 4.6(c). Remember that in the experiment we are mainly measuring the out of
plane component of the magnetization. When excited with circular polarization the
amplitude is increasing with ﬁeld, as expected from the inverse Faraday eﬀect.
In contrast, the amplitude of the oscillations in the sum signal of the linearly
polarized data is decreasing. As we assigned the origin of these oscillations to a pho-
toinduced change in anisotropy earlier (see Section 4.3), this is also what we expect.
This ﬁeld dependence excludes the possibility that the oscillations are initiated by
the inverse Cotton-Mouton eﬀect [5, 8].
By calibrating the precession amplitudes and using Eq. (4.8) to take into account
the elliptical oscillation trajectory, we are able to derive a value for the involved
eﬀective ﬁelds. For HIFE this gives 3 kOe and for the change in anisotropy we obtain
ΔHani = 1.3 Oe. The ﬁelds for the inverse Faraday eﬀect and photoinduced anisotropy
are of the same order of magnitude as the values found in Ref. [4] of respectively 6 kOe
and 0.5 Oe for a higher ﬂuence of 64 mJ/cm2.
4.5 A new excitation mechanism
Interestingly, the oscillation amplitude for the diﬀerence signal of the linear polarized
data seems to be constant with changing external ﬁeld. As a long living displacive
eﬀect will always result in a decrease of the oscillation amplitude with increasing
external ﬁeld, the observed oscillations can only be excited with a mechanism that
has an impulsive character. From all studies in this chapter we now know the following
about the oscillations that we observe in the diﬀerence signal of the data that was
collected with a linear polarized pump pulse:
1. The oscillations reverse their sign for opposite directions of the external ﬁeld
and thus opposite directions of the magnetization.
2. The oscillations are cosine like.
3. The oscillations are independent on the light polarization.
4. The excitation mechanism of the oscillations has an impulsive character.
This list of characteristics rules out all of the known photo- and opto-magnetic eﬀects
as well as a heat induced eﬀect as is made clear in Table 4.3. So what can be the
origin of these non-thermal polarization independent oscillations?
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Table 4.3: Characteristics of the oscillations observed in the diﬀerence signal of the data
obtained with a linear polarized pump compared with known excitation mechanisms of mag-
netization dynamics.
Excitation mechanism
Reversal
of sign?
Cosine-like?
Polarization
independent?
Impulsive?
Inverse Faraday eﬀect    
Inverse Cotton Mouton
eﬀect
   
Photo/heat-induced
anisotropy (in plane)
  / 
Photo/heat-induced
anisotropy (out of plane)
  / 
The initial phase and the impulsive charracter suggest that oscillations are induced
by an opto-magnetic eﬀect with an eﬀective ﬁeld in the sample plane, which direction
is independend on the direction of m. On a purely phenomenological basis, this
eﬀective ﬁeld could be written as Heﬀ,i = χijkEjE
∗
k , where χ is a third rank axial
c-tensor. Such ﬁeld however should still change sign together with m via the time-
reversal property of this tensor, and can thus be ruled out.
The next best guess will be either an out-of-plane PIA or an out-of-plane compo-
nent of the ICME. Both of them could be schematically written asHeﬀ,i = χijklEjE
∗
kml
[3, 5], which however is not a strict deﬁnition for the PIA as discussed in [1]. For both
these eﬀects the change in sign of Heﬀ will lead to m-dependent oscillations. The
ICME results in a correct impulsive character, but predicts the initial phase to be
diﬀerent by about 75 . On the other hand, the PIA would result in an almost correct
phase, but with a ﬁeld dependence typical for a displacive eﬀect. A compromise can
be reached by a PIA with a life-time comparable to the precessional period: it will re-
sult in a semi-impulsive character of the amplitude, as is observed, but simultaneously
will still posses an almost correct phase.
An eﬀective ﬁeld out of the sample plane induced by the in-plane components of
the electric ﬁeld suggests a rather low symmetry of the sample, where the properties
are dominated by the out-of-plane direction. It has been shown by second harmonic
generation (SHG) experiments [24] that the epitaxial growth indeed leads to a symme-
try breaking. Such breaking is expected to be much stronger in BIG that is not stable
in the bulk phase. As a conﬁrmation, we measured the non-linear optical response
from our samples and found strong and isotropic SHG, indicating the dominating
inﬂuence of the out-of-plane direction.
We can estimate the ﬁeld strength for the polarization independent photo-magnetic
eﬀect. We ﬁnd a value of aboutHimp = 1 Oe when we assume a lifetime of about 10 ps.
This value is realistic when compared to the ﬁeld for the displacive photo-magnetic
eﬀect ΔHani.
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4.6 Conclusions
In conclusion, we have found polarization independent oscillations that are excited by
a yet unknown excitation mechanism. An impulsive character of these oscillations has
been identiﬁed by a thorough analysis of the dependence of the oscillation amplitude
on the magnetic ﬁeld. For dynamics excited by a change in anisotropy, the amplitude
is decreasing with increasing external ﬁeld, while when excited by an impulsive action
the oscillations will increase or remain constant with increasing external ﬁeld.
The most likely mechanism responsible for the oscillations is suggested to be
a polarization independent short living photo-induced change in the out of plane
anisotropy although it does not predict the exact same phase. To obtain the observed
oscillation amplitude the eﬀective ﬁeld pulse has to be 1 Oe strong if its lifetime is
10 ps. This value is realistic when compared to the value found for the long living
change in anisotropy (ΔHani = 1.3 Oe).
The inverse Faraday and photoinduced change in anisotropy has been observed in
the studied bismuth iron garnet as well. Furthermore we have determined the cubic
anisotropy to be 200 Oe and (4πMs − Hu) to be 1200 Oe. The damping factor is
decreasing with increasing ﬁeld. This dependence on ﬁeld is explained with a simple
model that assumes a spread in the anisotropy, possibly due to sample imperfections.
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Chapter5
Spectral study of magnetization
dynamics in Bismuth Iron Garnet1
While in the previous chapter the magnetization dynamics in bismuth iron garnet was
studied at a single probe wavelength, here we study the diﬀerences in the observed
dynamics when diﬀerent probe wavelengths are used. This spectral study gives access
to the individual dynamics of the two ferrimagnetically coupled iron sites. After a brief
introduction to the importance and possibility of measuring the dynamics of diﬀerent
sublattices independently, the sample and experimental setup will be discussed. The
dependence of the magnetization dynamics on the probe wavelength and the pump
ﬂuence will be discussed in respectively the third and fourth section. It will be shown
that the observed spectral dependence can be explained by a pump induced change
in the relative contributions from the two iron sites to the total Faraday signal. In
the ﬁfth section an alternative interpretation of the data is discussed that explains
the data by a shift of the energy level of one of the dipole transitions responsible for
the Faraday signal. In the last section the conclusions are given.
5.1 Introduction
Studying the magnetization dynamics on the femtosecond time scale can reveal very
useful information about the exchange interaction [1]. It thus becomes interesting to
be able to probe the dynamics of the diﬀerent sublattices of anti-ferromagnetic and
ferrimagnetic materials independently.
Recently, for multisublattice metallic magnetic alloys it is shown that with time-
resolved X-ray magnetic circular dichroism (XMCD) [2] the dynamics of the individual
anti-ferromagnetically coupled elements can be measured. Due to the element spe-
1This work is realized in collaboration with M. Deb, E. Popova and N. Keller from the Universite´
de Versailles Saint-Quentin-en-Yvelines
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ciﬁc absorption resonances it was possible to measure an unexpected diﬀerence in
the dynamics of the Fe and Gd spins of a FeGdCo alloy. Later it was also shown
that for speciﬁc materials a similar element speciﬁc sensitivity can be obtained with
spectrally resolved optical pump probe measurements [3]. However for a material like
bismuth iron garnet (BIG), the diﬀerent sublattices concern both Fe, so that it be-
comes hard/impossible to distinguish them by XMCD. The question is whether this
could be done with optics.
Here we perform a spectral study of a ferrimagnetic BIG thin ﬁlm. It is suggested
[4] that the spectral dependence of the Faraday rotation makes it possible to selectively
probe the two anti-ferromagnetically coupled iron sites. This site speciﬁc probing
would be possible if the spectral Faraday rotation caused by two transitions located
on the two diﬀerent iron sites have only a minor spectral overlap. Hence despite
the fact that the magnetic properties of this material are determined by only one
single element (Fe), this should make it in principle still possible to be sensitive to
the magnetically diﬀerently oriented iron sites. Although we do not observe any
diﬀerence in dynamics between the two sites, we do observe a pump induced change
in the magneto-optical Faraday spectrum. This change is diﬀerent for the parts in
the spectrum that can be identiﬁed to originate from either one or the other iron
sublattice.
5.2 Sample and experimental setup
The same sample as in the previous chapter is investigated, a 200 nm thick single crys-
talline and single phase BIG ﬁlm grown epitaxially on a substituted Gd3Ga5O12(001)
substrate by pulsed laser deposition. BIG has a crystal structure that is expected to
be similar to yttrium iron garnet as is shown in Fig. 5.1(a). Like yttrium iron garnet it
is then expected to have a magnetization of 5 μB (Bohr magneton) per formula unit,
but experimentally only values up to 4.4 μB per formula unit are observed [5]. BIG
is a ferrimagnet and the iron elements present in the crystal structure are distributed
over tetrahedral sites (24× in a unit cell) and octahedral sites (16× in a unit cell) [6].
The tetrahedral and octahedral sites are anti-ferromagnetically coupled.
Among the iron garnets, BIG is known to have the largest magneto-optical re-
sponse. It was shown before that the Faraday spectrum in bismuth substituted yt-
trium iron garnet, as well as for BIG can be explained by dipole transitions originating
from the tetrahedral and octahedral iron sites [4, 8, 9]. The enhanced magneto-optical
eﬀect in BIG as compared to yttrium iron garnet is considered to be a result of an
increase in the spin-orbit splitting of the energy levels involved in the dipole transi-
tions. This increase in the spin-orbit splitting is assigned to an interaction between
the bismuth and iron atoms [10].
It is interesting to consider the Faraday spectrum of the current sample in more
detail. For this reason in Fig. 5.1(b) the main result from Ref. [4] is shown where a
very similar sample was studied. The ﬁgure shows the measured Faraday spectrum
together with ﬁts to the data using a model based on two dipole transitions. The
separate contributions from the tetrahedral and octahedral site are shown as well.
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Figure 5.1: In (a) the arrangement of the diﬀerent sites in bismuth iron garnet are shown.
In (b) the Faraday spectrum is shown together with the theoretical contributions from the
two diﬀerent iron sites. This Faraday spectrum is measured on a sample that is expected to
be very similar to the sample measured in this chapter. Figure (a) is adapted from [7] while
ﬁgure (b) is adapted from [4]
According to the model suggested by the authors of Ref. [4] the contribution from
the tetrahedral site to the Faraday rotation is zero at a wavelength of about 460 nm,
while the contribution from the octahedral site is close to a maximum at the same
wavelength. At a wavelength of about 520 nm the contribution from the two iron
sites is reversed. Now the contribution from the octahedral site is zero while the
contribution from the tetrahedral site is close to its maximum. This means that by
choosing the probe wavelength to be 460 or 520 nm we will be able to measure the
magnetization dynamics in the octahedral, respectively tetrahedral iron site.
The experimental setup that we use in this chapter is basically the same as in
the previous chapter. The only diﬀerence is that we use here the optical parametric
ampliﬁer (OPA) to tune the wavelength of the probe between 430 and 560 nm. In short
the setup is an optical pump probe setup in transmission geometry, an ampliﬁed laser
system giving 40 fs, 800 nm pulses at a 1 kHz repetition rate is used for the input of the
OPA and as the pump in the pump-probe scheme, a balanced detector combined with
a lock-in is used for measuring the Faraday rotation, and an electromagnet supplies
an in-plane magnetic ﬁeld of 3 kOe.
The alignment of the pump beam was exactly perpendicular to the sample while
the probe made an angle of about 10 deg with the sample normal. Depending on the
measurement the spot size of the pump was 130 or 365 μm and that of the probe
about 26 μm. Other than in the measurements of the ﬂuence dependence, the pump
ﬂuence was 27 mJ/cm2. The probe pulse energy was at least 1000× smaller than that
of the pump. Here we only use circularly polarized light for the pump pulse, while
the probe pulse polarization is linear.
Like in the previous chapter, the measured magnetization dynamics is ﬁtted with
y = y0 + (Be
R0t) +Ae−t/τ sin(2πft− φ). (5.1)
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Figure 5.2: Magnetization dynamics measured at diﬀerent probe wavelengths. The solid
lines are ﬁts using Eq. (5.1).
Here y0 is the oﬀset, A is the amplitude of the oscillations, f is the frequency, τ is the
oscillation lifetime, φ is the initial phase and t is the time. The term BeR0t is only
used when it improved the ﬁt.
Here we would like to make the note that besides probing at 460 and 530 nm, it
could also be interesting to pump at those two wavelengths to separately excite the
two iron sites. Although an attempt was done with a pump at 400 nm, we could not
reach similar high ﬂuences as with an 800 nm pump in the experimental setup that
was used. As the absorption at 400 nm is higher, this does not have to be a limitation.
However, except in the oscillation amplitude we did not observe any other signiﬁcant
diﬀerence in the measured magnetization dynamics between using a 400 or 800 nm
pump pulse.
5.3 Probe wavelength dependence
The measured magnetization dynamics at a range of probe wavelengths is shown in
Fig. 5.2. The data is measured with left circularly polarized light. The mechanism
for the excitation of the magnetization precession is identiﬁed as the inverse Faraday
eﬀect. For more details see the previous chapter or Refs. [11] and [12]. A clear
disappearance of the oscillations is visible around 500 nm. Furthermore, the phase of
the oscillations observed at wavelengths longer than 500 nm is shifted by π compared
to the phase of the oscillations observed for a probe wavelength shorter than 500 nm.
Alternatively one could state that the amplitude of the signal above 500 nm reverses
sign. The latter statement is more in line with the known static Faraday rotation as
shown in Fig 5.1(b).
By ﬁtting the data with Eq. (5.1) with the amplitude deﬁned to be positive we
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Figure 5.3: (a) The initial phase as obtained from a ﬁt to the raw data with Eq. (5.1).
A clear π phase change is observed at about 500 nm. The phase shift of π in (a) can also
be represented as a change in the sign of the oscillation amplitude as is done in (b). For
comparison the static spectral dependence of the hysteresis loop amplitude is given in (b) as
well. A small shift of the zero crossing between static and dynamic spectral dependence is
observed. The dashed lines indicate the wavelengths for which we expect to be sensitive to
the octahedral or tetrahedral site only. The solid lines are guides to the eye.
obtain the phase versus wavelength graph as shown in Fig. 5.3(a). A clear phase
shift of π is visible while going from 480 to 520 nm. In Fig. 5.3(b) the oscillation
amplitude is shown, where we have used Fig. 5.3(a) to determine the spectral region
with a Faraday rotation of opposite sign.
Other than the phase shift or sign change of the amplitude, the observed dynamics
resulting from the tetrahedral and octahedral iron sites appear to be identical. Actu-
ally, at the time scale as shown in Fig. 5.2 we did not expect to observe a diﬀerence
because eﬀects due to the exchange interaction are only expected to occur on a shorter
time scale directly after excitation with the pump, e.g. in the ﬁrst few picoseconds.
Although we did perform measurements at those shorter time scales, no diﬀerence in
the dynamics was observed.
However, comparing the oscillation amplitude versus wavelength with the static
Faraday spectrum we did observe a signiﬁcant diﬀerence. For this comparison the
static Faraday rotation spectrum is shown in the same graph in Fig. 5.3(b) as the
oscillation amplitude. The static Faraday spectrum is also obtained in the same
experimental geometry as the dynamic measurements. Hence due to the in-plane
ﬁeld and the small angle of the probe beam, the obtained maximum rotation from
the hysteresis loop is far from the real maximum rotation which is expected to be like
shown in Fig. 5.1(b). Yet, the obtained static spectrum does reliably represent the
relative spectral dependence.
The uncertainty in wavelength in the data of Fig. 5.3 is related to the spectrum of
the probe pulse from the OPA. This spectrum is about 5 to 10 nm broad. The static
and dynamic measurements however, are performed with exactly the same settings of
the OPA, thus the data points at a single wavelength are directly comparable.
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Figure 5.4: In (a) the pump induced change in transmission versus the probe wavelength
is shown. In (b) the wavelength dependence of the oﬀset is shown. This oﬀset is obtained
from ﬁtting the data in Fig. 5.2 with Eq. 5.1. The solid lines are guides to the eye.
In Fig. 5.3(b) a diﬀerence between the two curves can be observed at the wave-
length at which a zero crossing occurs. Hence the wavelength at which the two con-
tributions from the tetrahedral and octahedral iron sites cancel each other is diﬀerent
and is shifted to the red by about 7 nm.
Although we do not have a deﬁnite answer about the mechanism behind this
shift, we will suggest below that it can be explained by a pump induced change in the
Faraday eﬀect. This change in the Faraday eﬀect most likely originates from a photo-
induced change of the electronic structure. Such a change might inﬂuence the dipole
transitions that are responsible for the optical and magneto-optical constants. As the
Faraday spectrum is formed by two diﬀerent dipole transitions, it is possible that the
spectral contributions from the two diﬀerent iron sites to the Faraday rotation are
changed in a diﬀerent way.
The observation of a pump induced change in the transmission as shown in
Fig. 5.4(a) gives another indication that the optical constants are changed by the
pump pulse. It should be noted that Fig. 5.4(a) is not calibrated to take into account
a diﬀerence in probe intensity or the spectral sensitivity of the detector.
Considering the data as shown in Fig. 5.3(b) it seems that a diﬀerence in the
relative change in the amplitude of the Faraday rotation originating from the two
diﬀerent iron sites is responsible for the observed eﬀect. The contribution from the
tetrahedral site seems to be relatively reduced as compared to the contribution from
the octahedral site. From Fig. 5.1(b) it is clear that if the relative contribution from
the tetrahedral site is decreasing, the point for zero Faraday rotation will shift to the
red.
We would like to note here that a diﬀerent relative scaling of the left and right
axes in Fig. 5.3(b) could lead to a diﬀerent interpretation. One such alternative is
discussed in Section 5.5. However, the choice to represent the data as is done in
Fig. 5.3(b) is not random. It is based on the measured wavelength dependence of the
oﬀset, y0 which is shown in Fig. 5.4(b).
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The oﬀset is a dc change in the observed Faraday rotation after the pump pulse hits
the sample. In the bottom curve in Fig 5.2 the presence of an oﬀset is clearly visible.
The oscillation is not centered around zero but around a value below zero. This value
is equal to the oﬀset, y0. A zero crossing of this oﬀset occurs at a wavelength of about
475 nm. Thus at 475 nm the Faraday rotation does not seem to be changed. For this
reason Fig. 5.3(b) is scaled such that the static spectrum of the Faraday rotation and
the dynamic spectrum cross each other at this wavelength of 475 nm.
The negative oﬀset for wavelengths shorter than 475 nm agrees well with the
decrease in Faraday rotation which seems to occur if the data is represented as is
done in Fig. 5.3(b). The positive value of the oﬀset for wavelengths longer than
475 nm agrees also with the increase in the Faraday rotation visible in this spectral
region. Where it should be noted that due to the negative sign of the Faraday rotation
the absolute rotation might decrease.
We would like to emphasize that the observed change in the Faraday rotation is
not due to demagnetization, a process that is often observed in metallic magnetic
materials [13, 14]. Here we study a dielectric material and thus the interaction be-
tween spins and phonons or electrons is expected to be too slow for demagnetization
to occur on the picosecond timescale[1]. The change in Faraday rotation we measure
here already reaches its maximum after the ﬁrst few picosecond after the pump illu-
mination. This is most clearly observed by looking at the oﬀset of the oscillations in
Fig. 5.2. This oﬀset reaches its maximum after the ﬁrst measurement point after the
pump illumination.
5.4 Pump ﬂuence dependence
In the previous section we ascribed the observed eﬀects to be pump induced. It
is therefore interesting to perform a pump ﬂuence dependence. We performed a
ﬂuence dependence of the magnetization dynamics at four diﬀerent probe wavelengths.
Especially the behavior of the initial phase, oﬀset and the oscillation amplitude with
increasing ﬂuence will be discussed in this section.
In Fig. 5.5(a) the ﬂuence dependence of the initial phase is shown for four diﬀerent
wavelengths. While the initial phase for a probe wavelength of 450 and 530 nm is
constant with ﬂuence, a decrease in the phase is visible for the other two wavelengths.
As the latter wavelengths are close to the zero Faraday rotation point, the most
straightforward explanation for this decrease in phase is a further shift of the zero
rotation point to longer wavelengths. From Fig. 5.3(a) we know that when the zero
rotation point is crossed the phase will shift from 0 to π. Hence if this point is
shifting further to the red then the phase shift will occur at longer wavelengths, and
thus the initial phase at a wavelength around this zero point will show a decrease.
In the investigated ﬂuence region the initial phase continuously decreases for the
wavelengths of 495 and 505 nm. This means that in the investigated ﬂuence region
the magneto-optical constants change proportionally to the pump ﬂuence.
A second indication for this further modiﬁcation of the magneto-optical constants
with increasing pump power is obtained from the oﬀset dependence on the ﬂuence
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Figure 5.5: The initial phase (a) and absolute value of the oﬀset (b) of the magnetization
dynamics for four diﬀerent probe wavelengths as a function of the pump ﬂuence. The solid
lines are guides to the eye.
as shown in Fig. 5.5(b). This value keeps on increasing for the ﬂuences that are
measured. Furthermore from this ﬁgure it is very clear that the rotation at 530 nm,
which is mainly ascribed to the tetrahedral site, is changing much faster as compared
to the rotation at 450 nm which is assigned to the octahedral site. This agrees well
with the earlier statement that the relative contribution from the tetrahedral site
decreases more than the contribution from the octahedral site.
Another interesting dependence to consider is the oscillation amplitude versus
ﬂuence which is shown in Fig. 5.6. We assigned the inverse Faraday eﬀect as the
starting mechanism for the magnetic precession. However, for the inverse Faraday
eﬀect a linear dependence of the oscillation amplitude on the light ﬂuence is expected,
hence
A = ζPF (λ, P )d. (5.2)
Here ζ is a scaling constant, P is the ﬂuence, F the Faraday rotation per unit distance,
λ the wavelength, and d the sample thickness.
Although the amplitude depends approximately linear on the laser ﬂuence up to
70 mJ/cm2, above this value a clear deviation from the linear dependence is observed.
This deviation can be explained by the variation in the magneto-optical constants
with increasing ﬂuence. As already indicated in Eq. (5.2), the Faraday rotation can
be written as a function of the wavelength and the laser ﬂuence. The wavelength
dependence is given by the separate contributions from the two iron sites as shown
in Fig. 5.1(b). We do not know the exact dependence of the Faraday rotation on the
laser ﬂuence but below we will use the following very simple model which already
shows the basic characteristics that are observed in the measurements,
F = (1− ηP )Ftetrahedral(λ) + (1− κP )Foctahedral(λ). (5.3)
Here η and γ are scaling constants that indicate the decrease of the Faraday rotation
from the tetrahedral and octahedral iron site. The static Faraday rotation from those
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Figure 5.6: The oscillation amplitude of the magnetization dynamics for four diﬀerent
probe wavelengths as a function of the pump ﬂuence. The measured data is shown with the
open symbols. The solid lines are calculated according to Eq. (5.2) using for F Eq. (5.3) For
ζ, η and κ the values of respectively 2.7 · 10−5, 3.6 · 10−3 and 2.8 · 10−3 cm2/mJ are used.
Table 5.1: Resulting values for ζ, η and κ (cm2/mJ) from ﬁtting the amplitude versus
wavelength at ﬁxed ﬂuence P (mJ/cm2) with the combination of Eqs. (5.2) and (5.3). An x
in the error columns of the table means that the value is ﬁxed. The x for η and κ represent
that those variables are not taken into account.
P ζ ζErr η ηErr κ κErr
19.6 2.7 · 10−5 0.2 · 10−5 x x x x
32.7 2.5 · 10−5 0.2 · 10−5 x x x x
85.0 2.7 · 10−5 x 3.6 · 10−3 0.8 · 10−3 2.8 · 10−3 0.5 · 10−3
98.0 2.7 · 10−5 x 4.0 · 10−3 0.5 · 10−3 3.2 · 10−3 0.3 · 10−3
sites are given by Ftetrahedral(λ) and Foctahedral(λ).
As the scaling constants ζ, η and κ are assumed to be the same for all wavelengths
we determined their approximate values by ﬁtting the data points at a ﬁxed ﬂuence
and variable wavelength. Unfortunately the three constants are not independent of
each other. For this reason we ﬁrst calculated an estimation for ζ at the lower ﬂuences
where the terms (1 − ηP ) and (1 − ηP ) are still reasonably close to one. In a next
step we calculated estimations for η and κ by performing a ﬁt at the higher ﬂuences
using the already found estimation for ζ. The resulting values from this procedure
are shown in Table 5.1.
The values found for diﬀerent ﬂuences lie within the ﬁtting error from each other
and thus are reasonable values for this model. Using these values the expected ﬂuence
dependence of the amplitude of the model is shown by solid lines in Fig. 5.6. Although
the model and the experimental data do not overlap perfectly they do show that the
amplitude dependence on the ﬂuence can be diﬀerent from linear due to the power
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Figure 5.7: Here the same data as in Fig. 5.3(b) is shown but with other scaling of the axes.
In this representation the change of the wavelength of the zero crossing is suggested to result
from a shift of the Faraday spectrum related to the octahedral iron site. The dashed lines
indicate the wavelengths for which we expect to be sensitive to the octahedral or tetrahedral
site only. The solid lines are guides to the eye.
dependence of the Faraday rotation.
5.5 An alternative explanation
In the previous two sections we assigned the change in the zero crossing mainly to be
due to a diﬀerence in the relative change of the contribution to the Faraday spectrum
from the two iron sites. However the zero crossing could also change if the energy
level related to the dipole transition located on the octahedral site decreases, hence
the Faraday spectrum from this site will shift to longer wavelengths. If the oscillation
amplitude spectrum is compared to the static rotation as in Fig. 5.7 this seems to be
a reasonable explanation. The only diﬀerence between this ﬁgure and Fig. 5.3(b) is
the relative scaling of the axes.
The data points of the oscillation amplitude in Fig. 5.7 for wavelengths longer
than 500 nm follow the static Faraday rotation spectrum reasonably well and thus
the tetrahedral contribution to the Faraday spectrum appears not to be inﬂuenced by
the pump pulse. While for the data points at shorter wavelengths a clear deviation
is visible and the spectrum appears to be shifted to the right.
Although with this interpretation the phase dependence on the ﬂuence in Fig. 5.5(a)
can be explained equally well as with the interpretation used in the previous sections,
it is not possible to relate Figs. 5.4(b), 5.5(b) and 5.6 to this interpretation. For this
reason we think the interpretation as given in the previous sections is more likely.
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5.6 Conclusions
In this chapter we have shown that the relative contributions from the tetrahedral
and octahedral iron sites to the Faraday spectrum change after excitation with a
femtosecond laser pulse. The contribution from the tetrahedral site reduces relatively
more than the contribution from the octahedral iron site.
This results in a shift of the zero Faraday rotation point by about 7 nm to the red
at a ﬂuence of 27 mJ/cm2. By increasing the ﬂuence the observed red shift increases
as is deduced from the phase, oﬀset and amplitude dependence on the pump ﬂuence.
The observed change in Faraday rotation can account for the non-linear dependence
of the oscillation amplitude on the laser ﬂuence.
The exact mechanism responsible for the change in the contribution from the two
diﬀerent iron sites remains unclear. We suggest it is related to a light induced change
in the electronic structure of the material which on its turn inﬂuences the dipole
transitions that are responsible for the magneto-optical properties of the sample.
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Chapter6
Degree of coherence in a magnon
Bose-Einstein Condensate1
The high quality of garnet samples has resulted in a large number of magnetic model
studies carried out in them. In the past this was research on static and dynamic
properties of domains and domain walls [1]. Now this has become the spin-hall eﬀect
and its derivatives [2, 3].
A very intriguing phenomenon that can also be observed in garnets, is the Bose-
Einstein condensation (BEC) of magnons [4]. In contrast to ultra cold atomic gases
[5, 6], in the magnetic system the BEC phenomenon can be observed at room tem-
perature. Contrary to the ferromagnetic mode that is typically observed in an optical
femtosecond pump-probe experiment, the magnon excitations that form the conden-
sate have a k-vector unequal to zero.
The study of the coherence of such a magnon condensate allows to detect the
strength of the interaction of the spin system with an external bath. In this chapter
we describe the experiments to determine the coherence of the magnon condensate
in yttrium iron garnet by measuring its frequency width using a continuous wave
microwave pump and a femtosecond pulsed laser probe.
6.1 Introduction
Since the ﬁrst observation in dilute gases [5, 6], Bose-Einstein condensation [7, 8] has
been observed in other systems as well where the condensation of quasi-particles is
taking place. These systems include excitons [9], polaritons [10–14], and magnetic
dimers in spingap materials [15–17]. The system we study here is that of magnons in
yttrium iron garnet (YIG). The BEC in this system was discovered recently [4] and
1This work is realized in collaboration with P. Nowik-Boltyk, O. Dzyapko, V. Demidov and S.
Demokritov from the University of Mu¨nster
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caused a lot of interest [18–21]. Compared to the other systems it is worth noting that
a magnon-BEC is the only system where the lowest energy state is twice degenerate.
Furthermore it is one of the few systems, together with polariton systems [22], where
condensation takes place at room temperature.
From its name, Bose-Einstein condensation can occur for particles that obey Bose-
Einstein statistics. In this case, the particle density n in a state with energy ε is given
by
n(ε) =
1
e
ε−μ
kBT − 1
. (6.1)
In this equation μ is the chemical potential of the system, kB the Boltzmann constant
and T the temperature. From this equation it follows that μ has to be smaller than the
minimum energy level min. The chemical potential depends on the particle density
and with increasing density, μ will increase. Above a critical particle density for
which μ = min, the fraction of particles that cannot be described by Eq. (6.1) will
form a condensate in the lowest energy state [23, 24]. The critical particle density
depends on the temperature as well. This temperature dependence is used to achieve
condensation of dilute gases at low temperatures. In magnon systems the particle
density is increased at a given temperature by increasing the number of magnons in
the system. This makes room temperature condensation possible.
Strictly speaking Eq. 6.1 is only valid in thermal equilibrium. For a magnon system
in thermal equilibrium the chemical potential μ is zero as magnons are continuously
created and annihilated and thus the number of particles is not conserved. Hence no
condensation in thermal equilibrium can occur. However if magnons are continuously
added to the system and the magnon-magnon relaxation time, τmag−mag, is shorter
than the spin-lattice relaxation time, τspin−latt, a quasi-equilibrium is created. Due
to magnon-magnon interactions the magnons will reach a thermal equilibrium before
they leave the system by spin lattice interactions. In such a quasi-equilibrium μ 	= 0
and will be proportional to the number of magnons added to the system. Thus if
the number of magnons reaches a critical value, the chemical potential will equal the
minimum energy of the system and a condensate can be formed[4]. Yttrium Iron
Garnet (YIG) is a perfect candidate for Bose-Einstein condensation as it can have
long spin-lattice relaxation times of roughly τspin−latt = 250 ns which is longer than
the characteristic magnon-magnon relaxation time of τmag−mag = 50 ns [25].
In theory the condensation should take place in a single coherent state, thus at
a single frequency. However, Bose-Einstein condensation of magnons takes place in
quasi-equilibrium and thus not in a real equilibrium. If we make the assumption that
the coherence of the condensate is limited by the magnon lifetime, τspin−latt, then an
estimate for the width in frequency can be made by Δfcondensate = 1/2πτspin−latt.
With this estimation we ﬁnd a width of roughly 0.6 MHz.
The degree of coherence of the magnon-BEC has been studied before with Brillouin
light scattering [4] and with microwave spectroscopy [25]. With those two techniques
a width of respectively 50 MHz and 6 MHz was determined. However in the former
case the width was equal to the experimental resolution and in the latter case the
width was determined in an indirect way where an additional loss channel was present.
Both values are also signiﬁcantly above the expected value.
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This chapter discusses the results of measurement of the frequency width of a BEC
by using parametric pumping and femtosecond stroboscopic laser spectroscopy. We
will employ the modulation of the amplitude of light caused by the magnons due to
the Faraday eﬀect to extract information about the magnon frequencies and coherence
in the sample.
6.2 The idea: generation and detection of the condensate
This theory section is subdivided into two parts. The ﬁrst part discusses the dispersion
curve for magnons and how we excite them. The second part discusses how we measure
the properties of the magnon gas with light.
6.2.1 Magnons: dispersion and excitation
Most of the relevant properties of magnons for this chapter are most easily explained
by the magnon dispersion relation. Unfortunately for thin ﬁlms the exact solution
of the dispersion relation is a rather complex implicit function. However it can be
shown that a good approximation can be obtained with perturbation theory and by
applying the diagonal approximation. Although the dispersion relation is diﬀerent
for magnons with k ‖ Hext and k ⊥ Hext we will here only give the equation for
magnons with k ‖ Hext as the dispersion relation for these magnons shows the global
minimum energy of the system which is of most importance here. This dispersion
relation reduces with the mentioned approximations to the explicit equation[26]
ω2 =
(
ωH + ωMαk
2
)(
ωH + ωMαk
2 + ωM
[
1− e−|k|l
|k|l
])
. (6.2)
In this equation ω is the angular frequency, k the wavenumber, α the exchange con-
stant and l the sample thickness. ωH and ωM are respectively given by γHext and
γ4πM0, where γ is the gyromagnetic ratio, M0 the magnetization, and Hext the ex-
ternal ﬁeld. Evaluating this equation gives dispersion curves as shown in Fig. 6.1(a)
for three diﬀerent values of the external ﬁeld. It is worth noting that the minimum
frequency shifts vertically with the magnetic ﬁeld by a factor equal to γ while the
k-vector remains the same.
An eﬃcient way to excite magnons in YIG is by using the process of parametric
pumping [27]. In this process the sample is pumped at high power with a microwave
pump at a frequency 2ωp. One photon at 2ωp then creates two magnons at a frequency
ωp with opposite k-vectors, that will thus travel in opposite directions.
For the BEC to form we need a quasi-equilibrium, which means that there needs
to be a thermal distribution over the available states. After we have excited magnons
at ωp these magnons will start to interact with each other and with the lattice and by
doing so they will be distributed over the available states according to Eq. 6.1. If now
the microwave power is high enough such that the loss of magnons is compensated by
the creation of magnons, the necessary quasi-equilibrium will be formed.
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Figure 6.1: (a)The dispersion curve for magnons as given by Eq. 6.2 using α = 3 · 10−12,
4πM0 = 1750 Oe, l = 5.1 μm and three diﬀerent values for Hext as indicated in the legend.
With these parameters the minimum frequency can be found at k = 5.4 ·104 cm−1. The two
black arrows show the process of parametric pumping where a photon at 8.5 GHz creates
two magnons at 4.25 GHz there were the horizontal black line and the magnon dispersion
cross.(b) Schematic sketch of the formation of a magnon standing wave pattern in a sample.
At the same time, with increasing microwave power, the chemical potential will
increase due to the growing magnon density. At a critical particle density this chemical
potential will equal the lowest energy state given by the minimum in the dispersion
relation, Eq. 6.2. At that moment a Magnon Bose Einstein condensate (BEC) will be
created.
6.2.2 The interaction between magnons and light
Due to the symmetry of the dispersion curve, magnons with the same frequency can
travel in opposite directions. This causes a magnon standing wave pattern to be
formed. This is schematically shown in Fig. 6.1(b). If enough magnons contribute to
a coherent precession, it is possible to measure properties of these magnons with light
using the Faraday eﬀect.
For the light that interacts with the magnons, this standing wave pattern is eﬀec-
tively a grating, and thus the light will be reﬂected under an angle θ determined by
the k-vector of the magnons kmagnon (periodicity of the grating), and the wavelength
of the light λlight
sin θ =
kmagnonλlight
2π
. (6.3)
The amplitude of the out of plane component of the magnetization will oscillate at
the magnon frequency. This causes the intensity of the scattered light to oscillate at
the same frequency as well.
To extract information about the frequency of the magnons we can in principle
measure the light intensity and perform a Fourier transform of the signal. Here
however we make use of a femtosecond pulsed laser at a high repetition rate. The
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amplitude of the individual magnetically scattered light pulses will now be modulated
by the GHz magnon precession and in the Fourier transform the magnon signal will
appear in side lobes of the laser pulse repetition frequency frep. For more details see
Sect. 2.4.3.
To observe a clear peak in the frequency spectrum it is necessary that a large
number of magnons precess coherently at the same frequency. In the quasi-thermal
equilibrium this will not be the case, as multiple states with diﬀerent frequencies and
phases are occupied. However if condensation is achieved this condition is fulﬁlled.
The width of the signal will now be a measure for the spectral width of the condensate.
Notice that also at exactly half the pumping frequency where the parametrically
generated magnons are injected, a coherent precession can be expected.
6.3 Sample and experimental setup
The sample is a 5.1 μm thick YIG ﬁlm on a gadolinium gallium garnet substrate.
On top of this sample a thin gold wire of 25 μm is placed which is connected to
a microwave generator (Anritsu MG3692C). The gold wire will act as a microwave
cavity such that a high intensity of microwaves can be applied to the sample. This
high intensity of microwaves will then initiate the process of parametric pumping and
be the source of magnons.
Permanent magnets on a translation stage supply a variable in-plane external
magnetic ﬁeld. The use of permanent magnets generates a more stable magnetic
ﬁeld than would be the case with an electromagnet. A stable and uniform magnetic
ﬁeld is necessary as the lowest energy state depends on the external magnetic ﬁeld.
According to Eq. (6.2) variations in the magnetic ﬁeld will shift the frequency of the
minimum of the dispersion curve and thus decrease the coherence of the condensate.
An estimate of the ﬁeld inhomogeneity can be given by measuring the change in ﬁeld
when the magnets are moved. We measured a change of approximately 75 mOe/μm.
To measure the coherence of the condensate we use a Spectra Physics Tsunami
Ti:Sapphire laser with a repetition rate of about 80 MHz and a pulse duration of the
order of 100 fs. A stable repetition rate is required as large variations in this rate will
limit the frequency resolution. The highest stability for the repetition rate is achieved
by using the active mode locking option of the laser. Using this option the change in
the repetition rate was below 100 Hz. The wavelength is set to 990 nm. Afterwards,
using a barium borate (BBO) crystal we half this to 495 nm. For YIG this wavelength
is a trade-oﬀ between higher magneto-optic interaction at lower wavelengths and
higher transmission at higher wavelengths.
The 495 nm light is horizontally polarized and focused to a 5 to 10 μm spot
on the sample. The intensity of the light is varied between 1 and 3 mW. After the
sample the light passes through a second polarizer and is coupled into an optical ﬁber.
The optical components behind the sample are mounted on a rotation arm such that
scattered light can be detected. The polarization axis of the second polarizer was set
to a position between fully crossed and 45 deg uncrossed to optimize the detected
signal. A Fourier transform is performed on the measured signal by an HP 8560A
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Figure 6.2: (a) Two typical curves obtained from the spectrum analyzer. One where the
microwave generator is turned on and one where it was turned oﬀ. In (b) the background
curve is ﬁrst scaled and then subtracted from the signal curve.
Portable Spectrum Analyzer after the light was detected by an avalanche photodiode
(APD). More details about the setup can be found in Sect. 2.4.3.
Two typical signals we get from the spectrum analyzer are shown in Fig. 6.2(a).
The red curve is obtained with the microwave signal on, while the black curve is
recorded with the microwave generator oﬀ and thus is a background curve. As it is
clear from those curves the spectrum analyzer itself introduces some spectral features
as well, such as for example the dip in the middle. The peak on the right side (above
80 MHz) is at frep and the peak on the left is the dc signal. To get a more clear
picture of the signal that we are interested in, we recorded the background signal
such that the average detected light intensity is still of the same order of magnitude.
Then we perform the following operation:
Snorm = S − avg[S/SBackground]SBackground. (6.4)
Here S and SBackground are the measured signals, and the average (avg) is only per-
formed on a ﬂat area with no spectral features. The signal obtained with the above
procedure is shown in Fig. 6.2(b).
The curves in Fig. 6.2(a) are obtained after a certain amount of averaging. In
general we took between 16 and 64 averages for the data shown in this chapter. The
maximum amplitude that can be measured with the spectrum analyzer depends on
the resolution settings. This explains the cutoﬀ of the peaks on the left and right of
Fig. 6.2(a) at 650 μV.
For most measurements the observed peaks were ﬁtted with a Lorentzian curve,
y = y0 +
2A
π
w
4(x− x0)2 + w2 . (6.5)
Here y0 is the oﬀset, A the area w the Full Width at Half Maximum (FWHM) and
x0 the center frequency. The peak height can be obtained with 2A/πw. As in all the
measurements two peaks are present: the left peak will be called peak 1 and the right
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Figure 6.3: Frequency spectra of the light that is collected at an angle of 24 deg (k = 5.2 ·
104 cm−1). By small adjustments of the parameters given in the legend, we can distinguish
the Bose-Einstein peak (indicated with ‘BEC’) from the parametric magnon peak (indicated
with ‘Par’).
peak will be called peak 2. Measurement points where the condensate peaks overlap
each other or the peak at the laser repetition frequency are in general not included
in graphs with ﬁtting parameters as the obtained parameters are not reliable.
6.4 Results and discussion
This section will be divided into two subsections. These subsections will discuss two
diﬀerent data sets that used diﬀerent pumping frequencies. The ﬁrst subsection will
discuss data obtained at 2ωp = 8.66 GHz and will be more extensive to demonstrate
that the peak we observe is indeed from the BEC. The second subsection shows data
obtained at 2ωp = 9.94 GHz. The focus of this section will be on the subtle diﬀerences
between the two datasets because from the theory we did not expect large diﬀerences
to be present.
6.4.1 Pumping with 8.66 GHz
Experimentally we obtained the largest signal from the BEC when the parametrically
generated magnons are excited with a k-vector close to the minimum frequency as
given by the dispersion diagram. In this condition light scattering from the standing
wave at the parametric frequency and from the standing wave at the BEC frequency
occurs at almost the same angle.
This made it possible to observe both peaks in a single measurement. In Fig. 6.3
a series of such measurements is shown where we can clearly observe the diﬀerent
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behavior of the peaks. If we change the microwave pumping frequency only the
narrowest of the two peaks is shifting while if we change the ﬁeld only the broader
peak is shifting. From this behavior it is clear that the narrow peak is from parametric
magnons while we assign the broader one to the condensate. The bottom curve is
measured at a lower frequency bandwidth of the spectrum analyzer, ΔfBW, and shows
that although the parametric peak becomes narrower, the width of the BEC peaks
remains almost unchanged. This measurement thus demonstrates that the frequency
resolution of the experimental method is high enough to determine the width of the
condensate.
The next measurement we performed was a ﬁeld dependence from which the raw
data are shown in Fig. 6.4(a) as a 2D intensity plot. From this ﬁgure it is clear that
the BEC peak shifts with ﬁeld as we expect it to do. To perform a more detailed
analysis, every peak was ﬁtted with Eq. (6.5) and the center frequency was projected
in such a manner that all points form a single line as is shown in Fig. 6.4(b). The slope
of this line is found to be 2.52±0.01 MHz/Oe for peak 1 and 2.50±0.01 MHz/Oe for
peak 2. As explained in the theory for the BEC this increase in frequency should be
equal to γ/2π=2.8 MHz/Oe. The reason for the deviation from this value is unclear.
As we will see later on at a diﬀerent pumping frequency we obtained a better match.
In Fig. 6.4(c) the amplitude of the peak versus ﬁeld is shown. A sudden increase
in the amplitude can be observed in the ﬁeld range between 1480 and 1500 Oe. In this
region the parametric magnons are pumped directly into the bottom of the magnon
dispersion. The FWHM of the condensate reaches its minimum as well in this ﬁeld
range as is shown in Fig. 6.4(d). The observed width varies with ﬁeld but the minimum
width is almost 2 MHz. This is already three times narrower as observed before [25].
At a ﬁeld close to where a maximum amplitude is observed, 1489 Oe, we per-
formed a microwave pump power dependence as well. The resulting data is shown in
Fig. 6.5(a)-(c). The small peak that is visible in some of the curves is from the para-
metric magnons. In this ﬁgure a clear asymmetry is visible in the BEC peak. For the
peak at 20 MHz the higher frequency side is much steeper than the lower frequency
side. We can explain this by looking back at the ﬁeld dependence in Fig. 6.4(a) and
the dispersion curve in Fig. 6.1(a). From the ﬁeld dependence we know that the peak
is moving to lower frequencies with increasing ﬁeld. According to the dispersion curve
this means that the bottom of the dispersion is at the right hand side of this peak.
Hence the steeper side of the peak indicates the bottom of the dispersion curve. At
this side there are no other states available. At the left side of the peak there are
states available and thus magnons can exist.
Although a Lorentzian is not describing the shape of these peaks correctly, we
still used Eq. 6.5 for ﬁtting the data as we had too many data to perform a manual
determination of the parameters of interest. A few manual checks and the reasonable
error bar resulting from the ﬁtting conﬁrms that a Lorentzian ﬁt does still give reliable
values for the FWHM, center frequency position and peak height (see also Fig. 6.5(a)-
(b) and Fig 6.7(a)-(b)).
In Fig. 6.5(d) to (f) we can identify roughly three ranges in which the signal
has a diﬀerent dependence on the pumping power. These three ranges are below
18 dBm, between 18 and 21 dBm and above 21 dBm. In the ﬁrst range the number of
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Figure 6.4: Field dependence of the BEC peak. In (a) the raw data is shown. In (b)
the peak position is plotted as a function of magnetic ﬁeld. The slope is found to be
2.52±0.01 MHz/Oe for peak 1 and 2.50±0.01 MHz/Oe for peak 2. (c) shows the ampli-
tude of the peak and in (d) the FWHM versus ﬁeld is plotted. The measurements are
performed at 2ωp = 8.66 GHz, 20 dBm, a collection angle of 24 deg (k = 5.2 ·104 cm−1) and
ΔfBW = 1 MHz.
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Figure 6.5: Dependence of the BEC peak on the pumping power. In (a) and (b) the raw
data of a single power is shown together with a Lorentzian ﬁt to the data. A set of raw data
measured at diﬀerent pumping power is shown in (c). At higher powers a small peak from
the parametric pumped magnons is visible as well. In (d) the peak amplitude versus power
is shown. In (e) the absolute shift of the peak position with power is shown. The FWHM
versus power is shown in (f). The measurements are performed at 2ωp = 8.66 GHz, 1489 Oe,
a collection angle of 24 deg (k = 5.2 · 104 cm−1) and ΔfBW = 300 kHz.
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magnons in the BEC state is increasing and thus the signal amplitude is increasing.
In Fig. 6.5(e) we observe in this range also a clear shift of the center frequency with
increasing pumping power. This shift can be explained by a decrease in the static
magnetization due to an increase in the oscillation amplitude. According to Eq. (6.2)
this will decrease the minimum frequency. The FWHM is decreasing in this region as
the contribution from non-condensate states is decreasing. A minimum of 2 MHz is
reached at 18 dBm. This measurement is performed with ΔfBW = 300 kHz compared
to the measurements shown in Fig. 6.4 which where performed with ΔfBW = 1 MHz.
Hence the observed 2 MHz is not limited by the bandwidth of the spectrum analyzer.
In the second range from 18 to 21 dBm the amplitude is constant. It is known that
the parametric pumping at higher powers will become less eﬃcient due to a reaction
of the parametric spin waves on the pumping [27]. This seems to be the case here. As
the amplitude of the oscillations is not increasing anymore the minimum frequency is
stable as well. The FWHM is slightly increasing in this range.
Above 21 dBm the amplitude suddenly starts to increase again and the minimum
frequency starts to increase as well while the FWHM is decreasing. At the moment
it is still unclear what is the origin of this behaviour.
6.4.2 Pumping with 9.94 GHz
If we keep the ﬁeld range similar to the previous dataset while changing the pumping
frequency, we change the position in the dispersion diagram where the magnons are
excited by the parametric pumping process. In this subsection we will discuss the
diﬀerences that we observe between a dataset measured at 9.94 GHz and the previous
dataset.
Again in Fig. 6.6 the ﬁeld dependences are shown, in particular in (a) the raw
data, in (b) the peak position, (c) the peak amplitude and in (d) the FWHM as a
function of ﬁeld. The slopes resulting from ﬁts to the data points in Fig. 6.6(b) are
both 2.77±0.01 MHz/Oe. That is, these are much closer to the expected value for
γ/2π as compared to the previous data set.
The amplitude of the signal, shown in Fig. 6.6(c), is much lower compared to the
previous dataset. For this diﬀerence we can give two reasons. The ﬁrst is that the
intensity of the laser was in this case 2.5 times smaller. The second reason is that with
this pumping frequency and ﬁelds we are much further away from the bottom of the
dispersion curve. It should be noted however that if we increased the external ﬁeld to
a level where we should be pumping into the minimum directly, we did not observe an
increase in the signal either. Two maxima can still be observed in Fig. 6.6(c). Again
the maxima occur at positions where the FWHM reaches a minimum (Fig. 6.6(d)).
The global minimum in FWHM is equal to the minimum width observed in the other
data set, 2 MHz.
Fig. 6.7(a)-(c) shows the raw data of a power dependence at a ﬁeld close to the
maximum amplitude in Fig 6.6(c). The peak amplitude can be found in Fig. 6.7(d).
Instead of showing saturation, the amplitude directly decreases after reaching a max-
imum. In the measured power range the frequency shift is only increasing and is
smaller compared to the previous dataset. Both phenomena, the smaller frequency
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Figure 6.6: Field dependence of the BEC peak. In (a) the raw data is shown. In
(b) The peak position plotted as a function of magnetic ﬁeld. The slope is found to be
2.77±0.01 MHz/Oe for both peaks. (c) shows the amplitude of the peak and in (d) the
FWHM versus ﬁeld is plotted. The measurements are performed at 2ωp = 9.94 GHz, 21 dBm,
a collection angle of 23 deg (k = 5.0 · 104 cm−1) and ΔfBW = 1 MHz.
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Figure 6.7: Dependence of the BEC peak on the pumping power. In (a) and (b) the raw
data of a single power is shown together with a Lorentzian ﬁt to the data. A set of raw
data measured at diﬀerent pumping power is shown in (c). In (d) the peak amplitude versus
power is shown. (e) shows that the peak position is shifting with power. The FWHM versus
power is shown in (f). The measurements are performed at 2ωp = 9.94 GHz, 1455 Oe, a
collection angle of 23 deg k = 5.0 · 104 cm−1) and ΔfBW = 300 kHz.
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shift and the absence of saturation in the peak amplitude might be related to the
lower eﬃciency of the parametric pumping process at this frequency.
In Fig. 6.7(f) we see that again the minimum in FWHM is obtained when the am-
plitude is at a maximum. Most interestingly this data set shows an even more narrow
line width of the condensate of 1.2 MHz. This is only twice as big as the minimum
theoretically expected width. Again ΔfBW = 300 kHz, thus the measurement is not
limited by the resolution of the spectrum analyzer.
Although we measure a frequency width that is much closer to the theoretically
expected width, a diﬀerence of a factor two is still present. Furthermore signiﬁcant
diﬀerences are observed between the two presented datasets while theoretically we
did not expect those diﬀerences. This might mean that we do not have yet a full
control over the experimental parameters or that we do not understand the theory
enough. Experimentally the homogeneity of the magnetic ﬁeld in combination with a
too large spot size might not have been enough. If we multiply the ﬁeld homogeneity
of 75 mOe/μm with the maximum expected spot size of 10 μm and multiply this with
γ/2π we obtain a value that gives an estimation of the frequency resolution. The
obtained value is 2.1 MHz, hence this is broader than the minimum width that we
observed. This value could be improved by the use of a better objective to decrease
the spot size or the use of larger and stronger magnets. With a more tight focusing the
signal might become smaller if it is necessary to decrease the laser power to prevent
sample damage.
6.5 Conclusion
In conclusion, we have studied the degree of coherence of the magnon Bose-Einstein
condensation in an yttrium iron garnet ﬁlm. For this study a microwave continuous
wave pump - optical femtosecond pulsed probe scheme was used. For the study of
magnon Bose-Einstein condensation the use of this method is a novelty.
For the excitation of magnons the known process of parametric pumping is used.
However we combined this with a stroboscopic probing of the Faraday eﬀect from
the magnon precession. As the magnon related to the Bose-Einstein condensate has
a non zero k-vector, the signal had to be collected at an angle of roughly 24 degree
from the sample normal. By performing a frequency analysis of the detected optical
signal, the width in frequency of the condensate precession is measured with a high
frequency resolution. This width in frequency is a direct measure for the coherence
of the condensate.
With this new method the minimum observed width of the condensate is 1.2 MHz.
This is only by a factor of two diﬀerent from the theoretically expected value. The ﬁeld
inhomogeneity in combination with the optical spot size might limit the frequency
resolution.
The minimum width and thus the coherence of the condensate is found to depend
on both the external applied ﬁeld and the pumping power. When the amplitude of
the signal from the condensate is largest the width of the condensate is observed to
be minimal.
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Summary
In the current society information technology plays an important role. To store data
we rely mostly on magnetic data storage especially inside data centers. With the
increasing number of those data centers they are responsible for an increasing fraction
of the yearly energy consumption. To increase the energy eﬃciency as well as the
write/read speed and data density of existing magnetic storage techniques or to ﬁnd
alternative magnetic storage techniques it is important to increase the understanding
of the fundamental physics involved in the storage process, which is magnetization
dynamics.
In this thesis we are mainly interested in how the magnetization dynamics can
be excited and controlled with light. Therefore, in Chapter 1, after an overview of
diﬀerent magnetic data storage techniques, the current knowledge of the diﬀerent
mechanisms of the optical excitation of magnetization dynamics is discussed. More
speciﬁcally we distinguish between photo-magnetic and opto-magnetic eﬀects as well
as we discuss demagnetization in metals and all optical switching.
In Chapter 2 an overview is given of the computational and experimental tech-
niques that are used throughout this thesis. All experimental techniques are based
on a pump-probe scheme, but the information they can extract from the sample of
interest diﬀers. While one of them, an X-ray holography setup, gives static spatial
information of the magnetic domain structure, the other two, an optical pump-probe
and a femtosecond stroboscopic laser spectroscopy setup, measure magnetization dy-
namics in respectively the time or frequency domain.
In Chapter 3 it is shown that to use plasmonic nano antennas for all optical
switching, interference eﬀects have to be taken into account if a spacing layer is present
between the antenna and the region of interest where we want to proﬁt from the
ﬁeld enhancement and conﬁnement from the plasmonic structure. Those interference
eﬀects make an oﬀ-resonant antenna to perform better than a resonant one. A FWHM
light spot of 41 nm is obtained in a magnetic thin ﬁlm separated by a 10 nm capping
layer from an antenna structure with light with a wavelength of 800 nm.
Furthermore we have shown antenna induced switching experimentally with X-
ray holographic imaging. The smallest observed domains have a diameter below
50 nm. However, no full control over the switching location has been obtained. While
switching was expected to occur in the antenna gap, we did observe switching under
the antenna arm more often. More research is necessary to explain the location of
the observed switching. A more detailed ﬂuence dependence or a mapping of the
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inhomogeneity in the distribution of Fe and Gd in the investigated magnetic material
could reveal more information.
In Chapter 4 and 5 we have investigated the magnetization dynamics in bismuth
iron garnet. More speciﬁc, in Chapter 4 the ﬁeld and polarization dependence is
studied in detail resulting in the observation of a new excitation mechanism which
most likely is an impulsive photo-magnetic eﬀect that is non-thermal and polarization
independent. We were able to distinguish the observed non-thermal eﬀect from a
thermal eﬀect by its oscillation amplitude dependence on the external ﬁeld. The
anisotropy and the Gilbert damping was studied as well. A simple model assuming
a spread in the anisotropy is shown to describe the decrease of the apparent Gilbert
damping with increasing ﬁeld very well.
In Chapter 5 the spectral dependence of the magnetization dynamics in bismuth
iron garnet is studied with the aim to have an independent sensitivity to the magneti-
zation originating from the two diﬀerent iron sites. We ﬁnd a light induced modiﬁca-
tion of the magneto-optical constants. It is shown that the relative contributions from
the two diﬀerent iron sites change after the pump pulse has hit the sample. With the
change in the magneto-optical constants we can explain the non-linear dependence of
the amplitude of the oscillations on the ﬂuence. These oscillations are excited by the
inverse Faraday eﬀect and thus in principle expected to depend linearly on the light
intensity.
In the last chapter we investigate how the excited magnetic system evolves. In
particular, the formation of a coherent Bose-Einstein condensate of magnons is stud-
ied. The degree of coherence was measured as the spectral width of the condensate.
An additional complication was that the light scattered from the magnons propagated
from the sample at an angle determined by the magnon k-vector. The minimal spec-
tral width found was 1.2 MHz while 0.6 MHz was theoretically predicted. It might
be that the homogeneity of the magnetic ﬁeld limits the observed width. A more
uniform magnetic ﬁeld over the spot size of the probing laser spot might increase the
observed coherence of the condensate even further.
This summary started with the statement that understanding magnetization dy-
namics could lead to an improvement in magnetic data storage. While the subjects
treated in Chapter 4 to 6 have a more fundamental character, the relevance of the
work in Chapter 3 towards realizing an energy eﬃcient, fast and high density data
recording device is more direct. Until now it was not yet demonstrated that all optical
switching, which has the potential to become a more energy eﬃcient and faster data
storage technique as compared to switching with a magnetic ﬁeld, could be realized
with a writing density that can be compared to the commercial hard drives of today.
The use of the antenna structure makes the all optical switching even more energy
eﬃcient by local ﬁeld enhancement and the reduction of the area where switching
takes place.
However this does not mean that all optical switching is now ready to be com-
mercialized. First of all as also shown in this thesis more control over the switching
process is necessary. Furthermore an antenna structure placed directly on the mag-
netic material is not the most convenient and still does not oﬀer the possibility of
high density recording. For the high density recording it would be necessary that the
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antenna structure is mounted on a tip that can move over the recording disk. As
this is basically already what happens in the prototypes of heat or thermally assisted
magnetic recording, this is not expected to be the biggest challenge.
From the more fundamental side it is still interesting to do more research on the
possibility to independently pump or probe the two diﬀerent iron sites in bismuth iron
garnet by selecting the right optical probe wavelength as suggested in Chapter 5. In
this thesis we did not observe any diﬀerence in the dynamics, this is clearly due to the
fact that a single ferromagnetic mode was excited. Alternatively, one could attempt
pumping the energy into a single sublattice, by using the inverse Faraday eﬀect at the
proper wavelength, and thus observe the interaction between the sublattices. More-
over, if it could indeed be shown that sensitivity could be obtained to the individual
iron sites by the choice of the probe wavelength then this would give an advantage
of optical pump-probe compared to X-ray techniques. While with X-rays it is only
possible to distinguish between diﬀerent elements, the measurement suggested here
would be able to distinguish between the same element in a diﬀerent crystal lattice
environment.

Samenvatting
In de hedendaagse maatschappij speelt informatie technologie een belangrijke rol.
Om gegevens op te slaan gebruiken we met name magnetische data opslag en dit
gebeurt dan vooral in datacenters. Met de groei aan datacenters nemen deze een
steeds groter deel van de jaarlijkse energie consumptie voor hun rekening. Het is van
belang om onze kennis van de fundamentele natuurkunde gerelateerd aan de opslag
processen uit te breiden om de energie eﬃcie¨ntie als ook de schrijf/lees snelheid en
de gegevensdichtheid van bestaande magnetische data opslag technieken te vergroten.
Met meer fundamentele kennis zouden ook eventuele alternatieve magnetische data
opslag technieken gevonden kunnen worden. Het belangrijkste natuurkundige proces
in het opslag proces is de magnetizatie dynamica.
In dit proefschrift zijn we met name ge¨ınteresseerd in hoe de magnetizatie dynam-
ica kan worden aangeslagen en gecontroleerd met licht. In Hoofdstuk 1 wordt daar-
voor een overzicht gegeven van de verschillende bestaande magnetische data opslag
technieken als ook een overzicht van de al beschikbare kennis over de verschillende
manieren waarop met licht magnetizatie dynamica aangeslagen kan worden. Meer
speciﬁek maken we een onderscheid tussen foto-magnetische en opto-magnetische ef-
fecten. Daarnaast behandelen we ook demagnetizatie in metalen en volledig optisch
schakelen.
In Hoofdstuk 2 wordt een overzicht gegeven van de computationele en experi-
mentele technieken die in dit proefschrift zijn gebruikt. Alle experimentele technieken
zijn gebaseerd op een pomp-sonde schema maar de informatie die met de technieken
verkregen kan worden verschilt. Terwijl een van de technieken, een Ro¨ntgen stralen
holograﬁe opstelling, statische informatie over de magnetische domeinen geeft, kan
er met de andere twee, een optische pomp-sonde en een femtoseconde stroboscopis-
che laser spectroscopie opstelling, magnetizatie dynamica gemeten worden in respec-
tievelijk het tijds- en frequentie domein.
In Hoofdstuk 3 laten we zien dat het belangrijk is om interferentie eﬀecten in
beschouwing te nemen als plasmonische nano antennes gebruikt worden voor volledig
optisch schakelen en er een separatie laag aanwezig is tussen de antenne en de regio
waar we willen proﬁteren van de veld versterking en localizatie veroorzaakt door de
plasmonische structuur. De interferentie eﬀecten zorgen ervoor dat een niet resonante
antenna beter werkt dan een resonante. Een halfwaardebreedte van 41 nm is verkregen
voor de optische spot in de magnetische dunne ﬁlm welke met een 10 nm protectie
laag verwijderd is van de antenne. De golﬂengte van het gebruikte licht was 800 nm.
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Daarnaast hebben we antenne ge¨ınduceerd schakelen experimenteel laten zien met
behulp van Ro¨ntgen holograﬁe. De kleinst geobserveerde domeinen hebben een diam-
eter kleiner dan 50 nm. Echter hebben we nog geen volledige controle over de locatie
waar het schakelen optreed. Terwijl we schakelen in de antenna opening verwachtten,
hebben we vaker schakelen geobserveerd onder de antenna arm. Meer onderzoek is
nodig om de locatie van het schakelen te verklaren. Een meer gedetailleerde energie
afhankelijkheid of het maken van een afbeelding van de inhomogeniteit in de distribu-
tie van de Fe en Gd elementen in het onderzochtte magnetische materiaal zouden
meer informatie kunnen geven.
In Hoofdstuk 4 en 5 hebben we de magnetizatie dynamica in bismut ijzer granaat
onderzocht. Meer speciﬁek hebben we in Hoofdstuk 4 de veld en polarizatie afhanke-
lijkheid bestudeerd. Dit heeft geresulteerd in de observatie van een nieuw excitatie
mechanisme. Dit excitatie mechanisme is hoogstwaarschijnlijk een impulsief foto-
magnetisch eﬀect dat niet-thermisch en polarizatie onafhankelijk is. We waren in
staat om dit niet-thermische eﬀect te onderscheiden van een thermisch eﬀect door
de relatie tussen de oscillatie amplitude en het extern aangelegde magnetische veld.
De anisotropie en de Gilbert demping is ook bestudeerd. Een simpel model dat een
spreiding in de anisotropie aanneemt, is in staat om de geobserveerde afname in de
Gilbert demping met toenemend veld goed te beschrijven.
In Hoofdstuk 5 is de spectroscopische afhankelijkheid van de magnetizatie dynam-
ica in bismut ijzer granaat bestudeerd met het doel om een onafhankelijke gevoeligheid
te hebben voor de magnetizatie veroorzaakt door de twee verschillende ijzer locaties.
Een licht ge¨ınduceerde verandering in de magnetisch-optische constanten is gevonden.
We laten zien dat de relatieve bijdrage van de twee verschillende ijzer locaties veran-
derd na het arriveren van de pomp puls. Met de verandering in de magnetisch-optische
constanten kunnen we de niet lineare afhankelijkheid tussen de oscillatie amplitude
en de puls energie dichtheid verklaren. De oscillaties zijn gee¨xciteerd door het omge-
keerde Faraday eﬀect en dus wordt er in princiepe een linear verband verwacht met
de licht intensiteit.
In het laatste Hoofdstuk onderzoeken we hoe een gee¨xciteerd magnetisch systeem
zich ontwikkeld. In het bijzonder kijken we naar de formatie van een coherent Bose-
Einstein condensaat van magnonen. We hebben de mate van coherentie gemeten aan
de hand van de spectrale breedte van het condensaat. Een extra complicatie hierbij
was dat het licht door de interactie met de magnonen onder een hoek verstrooid werd.
De hoek waaronder dit licht verstrooid werd, werd bepaald door de magnon k-vector.
De kleinste spectrale breedte die gevonden is, is 1.2 MHz, terwijl theoretisch 0.6 MHz
verwacht word. Het zou kunnen dat de homogeniteit van het magnetische veld de
observeerbare breedte limiteerd. Een meer homogeen magnetisch veld in de licht spot
zou de geobserveerde coherentie kunnen vergroten.
Deze samenvatting startte met de stelling dat het begrijpen van magnetizatie dy-
namica zou kunnen leiden tot een verbetering in magnetische data opslag. Alhoewel
de onderwerpen behandeld in Hoofdstuk 4 tot en met 6 een meer fundamenteel karak-
ter hebben, is het werk uit Hoofdstuk 3 meer direct relevant voor het realiseren van
een energie eﬃcie¨nt en snel data opslag apparaat met een hoge datadichtheid. Volledig
optisch schakelen heeft de potentie om een meer energie eﬃcie¨nt en snellere data op-
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slag techniek te worden vergeleken met technieken gebaseerd op schakelen met een
magnetisch veld. Tot nog toe was echter nog niet aangetoond dat volledig optisch
schakelen kan worden gerealiseerd met een schrijfdichtheid vergelijkbaar met die van
de op het moment verkrijgbare commercie¨le harde schijven. Het gebruik van de an-
tenna structuur maakt het volledig optisch schakelen zelfs nog meer energie eﬃcie¨nt
door de veld versterking en een reductie van de te schakelen oppervlakte.
Dit betekend echter niet dat volledig optisch schakelen nu klaar is om te com-
mercialiseren. Ten eerste, zoals ook getoont in dit proefschrift is er meer controle
nodig over de locatie waar er geschakeld wordt. Daarnaast is het plaatsen van een
antenne direct op het magnetische materiaal niet het handigst en bied nog steeds niet
de mogelijkheid van een hoge datadichtheid. Voor het schrijven met hoge dichtheid is
het noodzakelijk om de antenne op een tip te bevestigen die over de opnameschijf be-
weegt. Omdat dit in feite hetzelfde is als wat er al gebeurd in prototypes van warmte
geassisteerde magnetische opslag, is dit waarschijnlijk niet de grootste uitdaging.
Van de meer fundamentele kant is het nog steeds interessant om meer onderzoek te
doen naar de mogelijkheid om de twee ijzer locaties in bismut ijzer granaat onafhanke-
lijk te exciteren of te detecteren door de juiste golﬂengte van het licht te selecteren
zoals gesuggereerd in Hoofdstuk 5. In dit proefschrift hebben wij geen verschillen in de
dynamica waargenomen, dit komt duidelijk door het feit dat we enkel een ferromag-
netische toestand hebben gee¨xciteerd. Als alternatief zou kunnen worden geprobeerd
om energie in een enkel subrooster te pompen, gebruikmakend van het omgekeerde
Faraday eﬀect op de juiste golﬂengte. Nu kan geprobeerd worden om de interactie
tussen de twee subroosters waar te nemen. Daarnaast, als het inderdaad aangetoond
kan worden dat er gevoeligheid voor de individuele ijzer locaties verkregen kan worden
door de juiste keuze van de golﬂengte van de sonde, dan zou dit een voordeel opleveren
voor de optische pomp-sonde techniek vergeleken met Ro¨ntgen technieken. Terwijl
het met Ro¨ntgen straling alleen mogelijk is om verschillende elementen van elkaar te
onderscheiden, zou de hier gesuggereerde meting in staat zijn dezelfde elementen in
een verschillende kristalstructuur omgeving te kunnen onderscheiden.
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