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Monotone Le´vy processes with additive increments are defined and studied. It is
shown that these processes have natural Markov structure and their Markov transi-
tion semigroups are characterized using the monotone Le´vy-Khintchine formula.17
Monotone Le´vy processes turn out to be related to classical Le´vy processes via
Attal’s “remarkable transformation.” A monotone analogue of the family of expo-
nential martingales associated to a classical Le´vy process is also defined.
1. Introduction
One of the remarkable features of quantum probability is the existence of
several different notions of independence. The most prominent examples
are certainly tensor independence and free independence. Tensor indepen-
dence is based on the tensor product of algebras and linear functionals.
It generalizes the notion of independence used in classical probability and
was used to develop the quantum stochastic calculus on the symmetric Fock
space, cf. Ref. 13, 22. Free independence can be motivated by the free prod-
uct of groups. Even though it is incompatible with classical probability -
there exist no non-trivial examples of classical random variables that are
freely independent - it has been used to develop the so-called free proba-
bility theory, which has many parallels to classical probability, cf. Ref. 26,
27. Another independence for which limit theorems, infinite-divisibility,
convolution semigroups, etc. have been studied is boolean independence,
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see Ref. 25.
Monotone independence18,17 arose from a non-commutative Brownian
motion and an interacting Fock space that was introduced in Ref. 15, 16,
14. Recently, Accardi, Ben Ghorbal, and Obata1 have discovered that
monotone independence also appears in the study of the comb product of
graphs. Franz9 has shown that monotone independence leads to an asso-
ciative product of quantum probability spaces and can be used to develop
a theory of quantum Le´vy processes analogous to the ones for tensor, free,
and boolean independence in Ref. 24. The monotone product in not com-
mutative, unlike the tensor, free, or boolean product.
Muraki20,19 has proven that there exist only five universal notions of
independence in quantum probability. These are tensor, free, boolean,
monotone, and anti-monotone independence. Franz10 subsequently found a
construction that reduces boolean, monotone, and anti-monotone indepen-
dence to tensor independence. As an application the theories of quantum
Le´vy processes with boolean, monotone, and anti-monotone increments can
be reduced to the theory of Le´vy processes on involutive bialgebras.23 This
actually implies that for any quantum Le´vy processes with monotone incre-
ments their exists a natural family of conditional expectations with respect
to which it is Markovian, cf. Corollary 4.4 in Ref. 10. But the construc-
tion is algebraic and does not give a direct expression for the semigroup of
Markovian transition kernel.
In the present article we give a description of the semigroups of Marko-
vian transition operators and kernels of quantum Le´vy processes with addi-
tive monotonically independent increments. This is similar to the program
carried out by Biane5 for quantum Le´vy processes with additive or multi-
plicative freely independent increments. But unlike the free product, the
monotone product does not preserve traces, see Remark 2.2. Therefore
the existence of the conditional expectations does not follow from the the-
ory of von Neumann algebras, but relies on the explicit construction given
in Ref. 10. It turns out that monotone Le´vy processes can be obtained
from the Fock space realization of classical Le´vy processes via Attal’s “re-
markable transformation,”2 see the proof of Theorem 4.1. The Fock space
realization of a classical Le´vy process defined in Equation (6) is a quantum
semi-martingale in the sense of Ref. 2 only if the Le´vy measure has com-
pact support. In this case it turns out that the associated monotone Le´vy
process is even bounded for all t ≥ 0. We also associate a family of mar-
tingales to a monotone Le´vy process that are analogous to the exponential
martingales of a classical Le´vy process, see Theorem 7.1.
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2. Monotone Independence
In this section we present the definition of monotone independence and its
main properties.
Definition 2.1. Let H be a Hilbert space, Ω ∈ H a unit vector, and define
a state Φ : B(H)→ C on the algebra of bounded operators on H by
Φ(X) = 〈Ω, XΩ〉, for X ∈ B(H).
SubalgebrasA1, . . . ,Ar ⊆ B(H) are calledmonotonically independent w.r.t.
Φ, if the following two conditions are satisfied.
(a) For all X ∈ Ai, Y ∈ Aj , Z ∈ Ak with j > max(i, k), we have
XY Z = Φ(Y )XZ.
(b) For allX1 ∈ Ai1 , . . . , Xn ∈ Ain , Y ∈ Aj , Z1 ∈ Ak1 , . . ., Zm ∈ Akm
with i1 > i2 > · · · > in, k1 > k2 > . . . > km, and j < min(in, km),
we have
Φ(X1 · · ·XnY Zm · · ·Z1) = Φ(X1) · · ·Φ(Xn)Φ(Y )Φ(Zm) · · ·Φ(Z1).
Operators X1, . . . , Xr ∈ B(H) are called monotonically independent w.r.t.
Ω, if the subalgebras Ai = alg(Xi) = span{Xki |k = 1, 2, . . .}, i = 1, . . . , r,
they generate are monotonically independent.
Remark 2.1. We do not require the subalgebras to be unital. If the ith
algebra Ai contains the unit, then Φ|Ak is a homomorphism for k > i, since
Φ(X1X2) = Φ(X11X2) = Φ(1)Φ(X1)Φ(X2) = Φ(X1)Φ(X2)
for all X1, X2 ∈ Ak.
We will call a triple (A,H,Ω) consisting of a Hilbert space H, a unit
vector Ω ∈ H, and a subalgebra A ⊆ B(H) a quantum probability space. By
an operator process we shall mean an indexed family (Xt)t∈I of elements of
some quantum probability space. A quantum random variable is a homo-
morphism j : B → A from some ∗-algebra into a quantum probability space
and a quantum stochastic process is an indexed family (jt)t∈I of quantum
random variables.
Proposition 2.1. Let (Ai,Hi,Ωi), i = 1, 2, be two quantum probability
spaces, and denote the states associated to Ω1 and Ω2 by Φ1 and Φ2, re-
spectively.
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Then there exists a quantum probability space (A,H,Ω) and two injec-
tive state-preserving homomorphisms Ji : Ai → A, i = 1, 2, such that the
images J1(A1) and J2(A2) are monotonically independent w.r.t. Ω.
Proof. We setH = H1⊗H2 and Ω = Ω1⊗Ω2. Denote by P2 the orthogonal
projection on CΩ2 ⊆ H2.
We define the embeddings Ji : Ai → B(H) by
J1(X) = X ⊗ P2, for X ∈ A1,
J2(X) = 1⊗X, for X ∈ A2.
For A we take the subalgebra generated by J1(A1) and J2(A2). It is clear
that J1 and J2 are injective, state-preserving homomorphism.
A simple calculation shows that J1(A1) and J2(A2) are monotonically
independent w.r.t. Ω. E.g., for products of the form J1(X1)J2(Y )J1(X2),
X1, X2 ∈ A1, Y ∈ A2, we get
J1(X1)J2(Y )J1(X2) = (X1 ⊗ P2)(1⊗ Y )(X1 ⊗ P2) = (X1X2)⊗ P2Y P2
= Φ
(
J2(Y )
)
J1(X1)J1(X2).
On the other hand, for J2(Y1)J1(X)J2(Y2), X ∈ A1, Y1, Y2 ∈ A2, we get
Φ
(
J2(Y1)J1(X)J2(Y2)
)
= 〈Ω1 ⊗ Ω2, (1⊗ Y1)(X ⊗ P2)(1⊗ Y2)Ω1 ⊗ Ω2〉
= 〈Ω1 ⊗ Ω2, X ⊗ (Y1PY2)Ω1 ⊗ Ω2〉
= Φ1(X)Φ2(Y1)Φ2(Y2)
= Φ
(
J2(Y1)
)
Φ
(
J1(X)
)
Φ
(
J2(Y2)
)
.
We will call the quantum probability space (A,H,Ω) constructed
in the previous proposition the monotone product of (A1,H1,Ω1) and
(A2,H2,Ω2). When there is no danger of confusion, we shall identify the
algebras A1 and A2 with their images J1(A1) and J2(A2), respectively.
Remark 2.2.
(a) The monotone product is associative and can be extended to more
than two factors, see also Ref. 9. But it is not commutative.
(b) The state Φ on A = alg(A1,A2) depends only on Φ1|A1 and Φ2|A2 .
(c) The embedding J1 : A1 → A is not unital. It is a consequence of
Remark 2.1 that it is impossible to get a unital embedding of the
first algebra, if the state on the second algebra is not a homomor-
phism.
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(d) The product is not trace-preserving. If Φ1|A1 is not identically
equal to zero, then the calculation
Φ1(X)Φ2(Y1Y2) = Φ(XY1Y2) = Φ(Y2XY1) = Φ1(X)Φ2(Y1)Φ2(Y2)
for all X ∈ A1, Y1, Y2 ∈ A2 shows that Φ can only be a trace on A,
if Φ2|A2 is a homomorphism. Note that we identified the elements
of A1 and A2 with their images under the embedding J1 and J2 to
simplify the notation.
We now recall several results from Ref. 17, which will be important for the
following sections.
By C+ = {z ∈ C|ℑz > 0} we denote the upper half plane.
Denote by RX(z) = (z−X)−1 the resolvent of an operator X . Let X ∈
B(H) now be self-adjoint. We will need the reciprocal Cauchy transform
HX(z) =
1
Φ
(
(z −X)−1) , z ∈ C+,
of the spectral measure of X evaluated in the state Φ. We use the same
notation for the reciprocal Cauchy transform
Hν(z) =
1∫
R
1
z−xdν(x)
, z ∈ C+,
of a probability measure ν on R.
Theorem 2.1. (Theorem 3.1 in Ref. 17) Let X1, . . . , Xn ∈ B(H) be mono-
tonically independent self-adjoint operators. Then
HX1+···+Xn(z) = HX1
( · · · (HXn(z)) · · · )
for z ∈ C+.
This theorem suggests to define the monotone convolution of probability
measures as follows.
Definition 2.2. (Definition 3.2 and Theorem 3.5 in Ref. 17) For any pair
of probability measures µ, ν on R there exists a unique probability measure
λ on R, whose reciprocal Cauchy transform is given by
Hλ = Hµ
(
Hν(z)
)
, z ∈ C+.
We will call λ the monotone convolution of µ and ν and denote it by λ =
µ ⊲ ν.
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In the proof of Theorem 3.5 in Ref. 17, Muraki gives the following
formula for the monotone convolution,
µ ⊲ ν(·) =
∫
R
νy(·)dµ(y) (1)
where the measures µy, y ∈ R, are given by their reciprocal Cauchy trans-
forms
Hνy (z) = Hν(z)− y, z ∈ C+.
The measures νy, y ∈ R, can also be defined by νy = δy ⊲ ν. The mono-
tone convolution is associative, affine in the first argument, and weakly
continuous in both arguments. Note that it is not commutative.
A monotone convolution semigroup is a weakly continuous family
(µt)t≥0 of probability measures on R such that µs+t = µs ⊲ µt for all
s, t ≥ 0 and µ0 = δ0. Monotone convolution semigroups are in one-to-
one correspondence with continuous families (Ht)t≥0 of reciprocal Cauchy
transforms that form a semigroup w.r.t. composition. These semigroups
are even differentiable with respect to t and the derivative
A(z) = lim
tց0
1
t
(
Ht(z)− z
)
, z ∈ C+
is called their generator. Muraki has classified all monotone convolution
semigroups in terms of their generators, see Theorem 4.5 in Ref. 17. Since
we will only consider monotone convolution semigroups of probability mea-
sures with compact support in this paper, we will need Theorem 5.1 from
Ref. 17.
Theorem 2.2. (Le´vy-Khintchine formula for the monotone con-
volution) Let (µt)t≥0 be a weakly continuous family of probability measures
and assume µt 6= δ0 for some t > 0. Then the following are equivalent.
(a) (µt)t≥0 is a monotone convolution semigroup of compactly sup-
ported measures on R.
(b) There exists a unique pair (a, ρ) 6= (0, 0) of a real number a and
a compactly supported finite measure ρ on R such that the Pick
function
A(z) = a+
∫
R
1
x− zdρ(x)
generates Hµt in the sense that for z ∈ C+, Hµt(z) = w is the
unique solution w ∈ C+ of the equation∫ w
z
dζ
A(ζ)
= t.
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Remark 2.3. Composition semigroups of holomorphic functions on a half
plane or on the disc and their generators were also studied in Ref. 7, 12.
We will call the pair (a, ρ) the characteristic pair of the monotone con-
volution semigroup (µt)t≥0, −a its drift coefficient, ρ({0}) its diffusion co-
efficient, and 1
x2
(
ρ− ρ({0})δ0
)
its Le´vy measure.
3. Conditional Expectations
We will first introduce “conditional expectations” for the monotone product
of two quantum probability spaces.
Proposition 3.1. Let (Ai,Hi,Ωi), i = 1, 2, be two quantum probability
spaces and denote by (A,H,Ω) their monotone product. Then there exists
a linear map E1 : A → A1 such that
(a) E1
(
J1(X)Y J1(Z)
)
= XE1(Y )Z for all X,Z ∈ A1, Y ∈ A,
(b) Φ1 ◦E1 = Φ,
(c) E1 ◦ J1 = id,
(d) E1 is completely positive,
(e) if A1 and A contain units 11 and 1, then we have E1(1) = 11.
We will call E1 the conditional expectation from (A,H,Ω) onto
(A1,H1,Ω1).
Proof. Let P denote the orthogonal projection onto H1 ⊗ Ω2 ⊆ H, i.e.
P = 1⊗ P2. Since
P (X ⊗ Y )P = X ⊗ P2Y P2 = Φ(Y )X ⊗ P2,
for X ∈ B(H1), Y ∈ B(H2), we see that the image of the map from A
to B(H) defined by Z 7→ PZP lies in J1(A1). Therefore we can define
E1 : A → A1 by E1(Z) = J−11 (PZP ).
It is straight-forward to verify that E1 satisfies all the properties listed
in the proposition.
Remark 3.1. The map Z 7→ PZP from B(H) to B(H1) ⊗ P2 is basically
the conditional expectation for the tensor product of quantum probability
spaces. Note that it is impossible to define a conditional expectation onto
A2 in the same way, since the image of the map Z 7→ P ′ZP ′, where P ′ is
the orthogonal expectation onto Ω1 ⊗H2 ⊆ H, does not lie inside J2(A2).
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Proposition 3.2. Let X1 and X2 be two self-adjoint operators on Hi and
fix unit vectors Ωi ∈ Hi, i = 1, 2. Denote by Ai the C∗-algebras Ai =
{f(Xi)|f ∈ Cb(R)} generated by X1 and X2, respectively. Let (A,H,Ω) be
the monotone product of (Ai,Hi,Ωi), i = 1, 2, and denote the images of X1
and X2 in A again by X1 and X2.
Then we have
E1
(
1
z − (X1 +X2)
)
=
1
HX2(z)−X1
for z ∈ C+.
Proof. The idea of the proof is the same as for Proposition 3.2 in Ref. 5.
Denote again by
RX(z) = (z −X)−1
the resolvent of an operator X . Then we have
RX1+X2(z) = RX2(z)
(
1−X1RX2(z)
)−1
As in Ref. 5 we can expand this expression into a norm convergent series
RX1+X2(z) =
∞∑
k=0
RX2(z)
(
X1RX2(z)
)k
for |z| > ||X1||+ ||X2||. Therefore
PRX1+X2(z)P =
∞∑
k=0
(
Φ
(
RX2(z)
))k+1
Xk1P
=
∞∑
k=0
(
HX2(z)
)−k−1
Xk1P =
P
HX2(z)−X1
,
and
E1
(
RX1+X2(z)
)
=
1
HX2(z)−X1
.
By uniqueness of analytic continuation follows that the identity holds
for all z ∈ C\[−||X1|| − ||X2||, ||X1||+ ||X2||].
Corollary 3.1. For all f ∈ Cb(R), we have
E1
(
f(X1 +X2)
)
= (Tf)(X1),
where the operator T is defined by
Tf(x) =
∫
R
f(y)µ2,x(dy), x ∈ R,
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with the measures µ2,x determined by their reciprocal Cauchy transforms,
Hµ2,x(z) = HX2(z)− x, for z ∈ C+.
Remark 3.2. We can also prove this formula using only the fact that T
does not depend on the distribution of X1 and Formula (1).
Denote the conditional expectation of f(X1 + X2) by Tf(X1) =
E1
(
f(X1+X2)
)
. Since the conditional expectation preserves expectations,
we get
Φ
(
Tf(X1)
)
= Φ
(
f(X1 +X2)
)
.
Denoting by µ1 and µ2 the distributions ofX1 andX2 w.r.t. Ω, this becomes∫
R
Tf(x)µ1(dx) =
∫
R
f(x)µ1 ⊲ µ2(dx).
Substituting µ1 ⊲ µ2 with Formula (1), we obtain∫
R
Tf(x)µ1(dx) =
∫
R
f(x) d
∫
R
µ2,y(x)µ1(dy).
Since this has to hold for all probability measures µ1, we get the desired
result.
4. Monotone Le´vy Processes
Definition 4.1. A family of self-adjoint operators (Xt)t≥0 ⊆ B(H) is called
monotone Le´vy process w.r.t. Ω ∈ H, ||Ω|| = 1, if the following conditions
are satisfied.
(a) (Independence of increments) For all n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn,
the operators
Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1 ,
are monotonically independent w.r.t. Ω.
(b) (Stationarity) The distribution of an increment Xt −Xs w.r.t. to
the state Φ(·) = 〈Ω, ·Ω〉 depends only on t− s, i.e.
Φ
(
f(Xt −Xs)
)
= Φ
(
f(Xt+h −Xs+h)
)
for all 0 ≤ s ≤ t, h ≥ 0, and f ∈ Cb(R).
(c) (Weak continuity) limtց0Φ
(
f(Xt)
)
= f(0) for all f ∈ Cb(R).
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We will call two monotone Le´vy processes (Xt)t≥0 and (X ′t)t≥0, defined
on (H,Ω) and (H′,Ω′), equivalent if their marginal distributions coincide,
i.e.
〈Ω, f(Xt −Xs)Ω〉 = 〈Ω′, f(X ′t −X ′s)Ω′〉
for all 0 ≤ s ≤ t, f ∈ Cb(R). Due to the monotone independence of the
increments this implies that all finite joint distributions also coincide.
Denote by C[x] the algebra of polynomials generated by one self-adjoint
indeterminate x = x∗. It is a dual group with the comultiplication ∆ :
C[x]→ C[x]∐C[x] ∼= C[x′, x′′] defined by ∆(x) = x′ + x′′, see Ref. 9, 10.
The conditions in Definition 4.1 imply that the homomorphisms jst :
C[x]→ B(H) defined by
jst(1) = id, jst(x
k) = (Xt −Xs)k
for 0 ≤ s ≤ t and k = 1, 2, . . . form a monotone Le´vy process on C[x] in
the sense of Definition 2.5 in Ref. 10. In Ref. 9, 10 it was shown that such
a processes is uniquely characterized by its convolution semigroup (ϕt)t≥0
of states on C[x] given by
ϕt(x
k) = 〈Ω, Xkt Ω〉, t ≥ 0, k ≥ 0.
Conversely, a monotone Le´vy processes (jst)0≤s≤t on C[x] in the sense
of Definition 2.5 in Ref. 10 defines a monotone Le´vy process in the sense of
Definition 4.1 by
Xt = j0t(x), t ≥ 0,
if these operators are bounded (and hence self-adjoint) for all t ≥ 0.
Since we are only considering bounded operators, the marginal distri-
butions (µt)t≥0 defined by∫
f(x)dµt(x) = 〈Ω, f(Xt)Ω〉, for all f ∈ Cb(R),
for t ≥ 0 have compact support contained in [−||Xt||, ||Xt||] and are
uniquely determined by their moments. Therefore we obtain the follow-
ing classification of monotone Le´vy processes.
Proposition 4.1. We have a one-to-one correspondence between mono-
tone Le´vy processes (Xt)t≥0 (modulo equivalence) and monotone convolu-
tion semigroups (µt)t≥0 of compactly supported probability measures.
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We will now apply the results of Ref. 9, 10 to show how the monotone
Le´vy process associated to a monotone convolution semigroup of compactly
supported measures with characteristic pair (a, ρ) can be constructed.
Let µ be a compactly supported probability measure on R, suppµ ⊆
[−M,M ], with M > 0, and define ϕµ : C[x]→ C by
ϕ(P ) =
∫
R
P (x)dµ(x), P ∈ C[x].
Then ϕµ is uniquely determined by the generating function
∞∑
k=0
ϕ(xk)z−k−1 =
∫
R
1
z − xdµ(x) =
1
Hµ(z)
,
for |z| > M . It follows that the generator
L =
d
dt
∣∣∣∣
t=0
ϕt
of the convolution semigroup of states (ϕt)t≥0, ϕt = ϕµt for t ≥ 0, asso-
ciated to a monotone convolution semigroup (µt)t≥0, can be characterized
by the generating function
∞∑
k=0
L(xk)z−k−1 = −A(z)
z2
= − a
z2
+
1
z2
∫
R
1
z − xdρ(x)
for sufficiently large |z|. Therefore we get
L(xk) =


0 if k = 0,
−a if k = 1,∫
R
xk−2dρ(x) if k = 2, 3, . . . .
Note that L : C[x] → C extends to a unique continuous functional on
C2b (R), which can be given by
Lf = −af ′(0) +
∫
R
(
f(x)− f(0)− xf ′(0))dρ(x)
x2
(2)
for f ∈ C2b (R).
Recall that a Schu¨rmann triple (π, η, L) on a ∗-algebra B with a char-
acter ε : B → C over some (pre-) Hilbert space H consists of a
• a ∗-representation π of B on H ,
• a π-ε-cocycle η, i.e. a linear map η : B → H such that
η(ab) = π(a)η(b) + η(a)ε(b) (3)
for all a, b ∈ B, and
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• a hermitian linear functional L : B → C such that
L(ab) = ε(a)L(b) + 〈η(a∗), η(b)〉+ L(a)ε(b) (4)
holds for all a, b ∈ B.
Lemma 4.1. Let H = L2(R, ρ) and set π(f) = Mf (the multiplication
operator on L2(R, ρ), Mf(g) = fg) and
η(f) =
{
f(x)−f(0)
x
if x 6= 0,
f ′(0) if x = 0,
for f ∈ C2b (R).
Then (π, η, L) with L as in Equation (2) defines a Schu¨rmann triple on
C2b (R) with the character ε(f) = f(0) for f ∈ C2b (R).
Proof. Clearly, π is a representation.
Let f, g ∈ C2b (R), then we have
η(fg) =
{
(fg)(x)−(fg)(0)
x
= f(x) g(x)−g(0)
x
+ g(0) f(x)−f(0)
x
if x 6= 0
(fg)′(0) = f ′(0)g(0) + f(0)g′(0) if x = 0
= π(f)η(g) + η(f)ε(g)
i.e. Equation (3) is satisfied. Furthermore, we get
L(fg) = −a(fg)′(0) +
∫
R
(
(fg)(x)− (fg)(0)− x(fg)′(0)))dρ(x)
x2
= f(0)
(
−ag′(0) +
∫
R
(
g(x)− g(0)− xg′(0))dρ(x)
x2
)
+
∫
R
(
f(x)− f(0))(g(x)− g(0))
x2
dρ(x)
+g(0)
(
−af ′(0) +
∫
R
(
f(x)− f(0)− xf ′(0))dρ(x)
x2
)
= ε(f)L(g) + 〈η(f), η(g)〉 + L(f)ε(g),
and therefore Equation (4) is also satisfied.
For 0 ≤ s ≤ t, let P]s,t[c : L2(R+, H) → L2(R+, H) be the orthogo-
nal projection onto L2
(
]s, t[c, H) ⊆ L2(R+, H), i.e. P]s,t[cf = 1]s,t[cf . We
denote by Γ]s,t[c = Γ(P]s,t[c) ∈ B
(
Γ
(
L2(R+, H)
))
, 0 ≤ s ≤ t, the sec-
ond quantization of P]s,t[c . For the case t = ∞, we introduce the shorter
notation Ps] = P[s,∞[c and Γs] = Γ]s,∞[c .
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Theorem 4.1. Let a be a real number, ρ a compactly supported finite mea-
sure on R, and H = L2(R, ρ). Denote by Mx the operator H ∋ f 7→ xf ∈ H
and by 1R ∈ H the constant function with value one. Then the quantum
stochastic differential Equation
X˜st =
∫ t
s
(
−X˜sτdΛτ (id) + dΛτ (Mx) + dA+τ (1R) + dAτ (1R)− adτ
)
(5)
has a unique bounded solution.
Furthermore, (Xt)t≥0 with
Xt = X˜0tΓt], t ≥ 0,
is a monotone Le´vy process w.r.t. the vacuum vector Ω. The monotone
convolution semigroup associated to (Xt)t≥0 has characteristic pair (a, ρ).
If (X ′t)t≥0 is another monotone Le´vy processes whose convolution semi-
group has characteristic pair (a, ρ), then (Xt)t≥0 and (X ′t)t≥0 are equiva-
lent.
Proof. Denote by B involutive algebra generated freely (as an algebra) by
two self-adjoint generators x and p, with the coalgebra structure defined by
∆(x) = x⊗ p+ 1⊗ x, ∆(p) = p⊗ p,
ε(x) = 0, ε(p) = 1.
It follows from Section 3.2 in Ref. 10 and Schu¨rmann’s representation
theorem23 that Equation (5) has a solution on some dense invariant sub-
space of Γ
(
L2(R+, H)
)
and that
˜st(x) = X˜st and ˜st(p) = Γ]s,t[c
defines a Le´vy process (˜st)0≤s≤t on the involutive bialgebra B w.r.t. to the
vacuum state in the sense of Ref. 23.
The operator process (Yt)t≥0 defined by
Yt = Λt(Mx) +A
+
t (1R) +At(1R)− atid, t ∈ R+,
is a quantum stochastic integral process with bounded coefficients and be-
longs therefore to the algebra S ′ of possibly unbounded quantum semi-
martingales introduced by Attal,2 see also Ref. 4. The operator process
(X˜0t)t≥0 satisfies the quantum stochastic differential equation
X˜0t = Yt −
∫ t
0
X˜0sdΛs(id), t ∈ R+. (6)
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By Proposition 9 from Ref. 2 and Proposition 37 from Ref. 4 the solution
of this quantum stochastic differential equation is unique and equal to the
image DY of (Yt)t≥0 under Attal’s “remarkable transformation” D, see also
Ref. 4 for the generalisation to a Fock space with more than one degree of
freedom. Therefore (X˜0t)t≥0 belongs to the algebra S of bounded quantum
semimartingales in the sense of Ref. 2, 4. The operators X˜st can be obtained
from X˜0,t−s by a time-shift and are therefore also bounded.
By Theorem 3.7 from Ref. 10, jst(x) = Xst = X˜stΓt] for 0 ≤ s ≤ t
defines a monotone Le´vy process on C[x] w.r.t. to the vacuum state in
the sense of Definition 2.5 in Ref. 10. Since X˜st and Γt] are symmetric,
bounded, and commute for all 0 ≤ s ≤ t, the operators Xt = X˜0tΓt] are
also symmetric and bounded, hence self-adjoint. This implies that (Xt)t≥0
is a monotone Le´vy process in the sense of Definition 4.1.
The coefficients Mx = π(x), 1R = η(x), and −a = L(x) in Equation (5)
correspond exactly to the Schu¨rmann triple associated to the characteristic
pair (a, ρ) in Lemma 4.1. Therefore (Xt)t≥0 has the correct monotone
convolution semigroup.
Remark 4.1. It follows from Ref. 11 that Ω is cyclic for (Xt)t≥0. But Ω is
not separating, except for ρ = 0 (i.e. the pure drift process, see Subsection
6.1). Set Xt = Xt − Φ(Xt)Γt] for t ≥ 0. Then we have
Φ
(
(Xs(Xt −Xs))∗Xs(Xt −Xs)
)
= Φ
(
(Xt −Xs)X2s(Xt −Xs)
)
=
(
Φ(Xt −Xs)
)2
Φ(X
2
s) = 0
and therefore
Xs(Xt −Xs)Ω = 0,
but
Φ
(
Xs
(
Xt −Xs
) (
Xs
(
Xt −Xs
))∗)
= Φ
(
Xs
(
Xt −Xs
)2
Xs
)
= Φ
(
X
2
s
)
Φ
((
Xt −Xs
)2)
proves that Xs(Xt −Xs) 6= 0 for 0 < s < t, unless Xt = 0 for all t ≥ 0.
5. The Markov Semigroup of a Monotone Le´vy Process
Let (a, ρ), (a, ρ) 6= (0, 0), be a non-trivial characteristic pair. In this section
we will always assume that (Xt)t≥0 is the monotone Le´vy processes on
Γ
(
L2
(
R+, L
2(R, ρ)
))
constructed in Theorem 4.1 for (a, ρ).
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As “conditional expectations” we will use the linear maps Et :
B
(
Γ
(
L2(R+, H)
))→ B(Γ(L2(R+, H))),
Et(X) = Γt]XΓt], X ∈ B
(
Γ
(
L2(R+, H)
))
, (7)
for t ≥ 0. Denote the image of Et by
At] = Et
(
B
(
Γ
(
L2(R+, H)
)))
.
These are exactly the operators on the Fock space which are Ω-adapted
in the sense of Belton.3,4 The algebra At] consists of all bounded oper-
ators that leave the subspace Γ
(
L2([0, t], H)
) ⊗ Ω ⊆ Γ(L2([0, t], H)) ⊗
Γ
(
L2([t,∞[, H)) ∼= Γ(L2(R+, H)) invariant and vanish on its orthogonal
complement.
The conditional expectations have the following properties.
Lemma 5.1.
(a) Es ◦ Et = Es = Et ◦ Es, for 0 ≤ s ≤ t, and in particular E2t = Et.
(b) Et is completely positive for all t ≥ 0.
(c) Et(XY Z) = XEt(Y )Z for all X,Z ∈ At], Y ∈ B
(
Γ
(
L2(R+, H)
))
.
(d) Et(id) = Γt] for all t ≥ 0.
Let (kt)t≥0 be the quantum stochastic process on C[x] defined by
kt(x
k) = Xkt Γt] =
{
Γt] if k = 0,
Xkt if k = 1, 2, . . . .
Using functional calculus we extend (kt)t≥0 to Cb(R) by kt(f) = f(Xt)Γt].
Denote by At the algebra generated by Γt] and Xt, i.e. At = kt(C[x]) and
by
Aˆt = {Γt]f(Xt)|f ∈ Cb(R)}
the image of the extension of kt to Cb(R). We have of course
As ⊆ Aˆs ⊆ At]
for all 0 ≤ s ≤ t.
Theorem 5.1. The monotone Le´vy process is Markovian, i.e. we have
Es
(
kt(P )
) ∈ As and Es(kt(f)) ∈ Aˆs
for all 0 ≤ s ≤ t, P ∈ C[x], and f ∈ Cb(R).
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The semigroup of Markovian transition operators Tt : Cb(R) → Cb(R)
with
Es
(
kt(f)
)
= ks
(
Tt−s(f)
)
for 0 ≤ s ≤ t, f ∈ Cb(R) is given by
Ttf(x) =
∫
R
f(y)dµt,x(y), (8)
for t ≥ 0, f ∈ Cb(R), where µt,x = δx ⊲ µt. The semigroup (Tt)t≥0 maps
Cb(R) to itself and polynomials to polynomials.
Proof. The computation of Tt−s is the same as in the proof of Proposition
3.2 and Corollary 3.1, just write Xt as a sum Xt = Xs + (Xt −Xs) of two
monotonically independent self-adjoint operators.
The formula in Proposition 3.2 can be interpreted as a generating func-
tion and shows that polynomials are mapped to polynomials. On then other
hand, equation (8) implies that Ttf is again in Cb(R), due to the continuity
of the monotone convolution.
As in Ref. 5, 6, the Markov property implies the existence of a classical
version.
Corollary 5.1. There exists a classical Markov process (Xˆt)t≥0 on R that
has the same time-ordered joint expectations as (Xt)t≥0, i.e.
E
(
f1(Xˆt1) · · · fn(Xˆtn)
)
= Φ
(
f1(Xt1) · · · fn(Xtn)
)
for all n ∈ N, 0 ≤ t1 ≤ · · · ≤ tn, f1, . . . , fn ∈ Cb(R).
We have the following expression for the generator of the semigroup
(Tt)t≥0.
Proposition 5.1. Let (Xt)t≥0 be the monotone Le´vy process whose mono-
tone convolution semigroup has characteristic pair (a, ρ). Then the gener-
ator
L = d
dt
∣∣∣∣
t=0
Tt
of the associated semigroup of transition operators is given by
Lf(x) = −af ′(x) +
∫
R
f(x)− f(y)− (x− y)f ′(x)
(x − y)2 dρ(y)
for f ∈ C2b (R).
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Proof. We use fz(x) =
1
z−x as a generating function. We have
Ttfz(Xs) = Es
(
1
z −Xs+t
)
=
Γt]
Hµt(z)−Xs
= ks
(
1
Hµt(z)− x
)
,
and therefore
Lfz(x) = − A(z)
(z − x)2 = −
a
(z − x)2 +
∫
R
1
(z − x)2(z − y)dρ(y).
Using a partial fraction decomposition, this becomes
Lfz(x) =
= − a
(z − x)2 +
∫
R
(
1
(x − y)2
(
1
z − x −
1
z − y
)
+
1
x− y
1
(z − x)2
)
dρ(y)
= −af ′z(x) +
∫
R
fz(x) − fz(y) + (x− y)f ′z(x)
(x− y)2 dρ(y)
For sufficiently large |z|, the series converge uniformly on a bounded in-
terval containing supp ρ. Therefore we can interchange summation and
integration and deduce that the formula given in the proposition holds for
polynomials. Since ρ has compact support, the formula extends to functions
in C2b (R) by a Stone-Weierstrass type approximation.
6. Examples
6.1. Pure drift process
The simplest case is the monotone Le´vy process associated to the charac-
teristic pair (a, 0), a ∈ R. We get A(z) = a, Ht(z) = z − at, and µt = −at.
The associated monotone Le´vy process is just Xt = −aid.
6.2. Monotone Brownian motion
Consider now (0, δ0). The we get A(z) = − 1z , Ht(z) =
√
z2 − 2t, and µt is
absolutely continuous w.r.t. to Lebesgue measure, with density
1
π
√
2t− x21]−
√
2t,
√
2t[, t ≥ 0.
The generator of the semigroup (Tt)t≥0 is given by
Lf(x) =
{
f(x)−f(0)−xf ′(x)
x2
if x 6= 0,
1
2f
′′(0) if x = 0,
on f ∈ C2b (R).
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The process X˜0t is equal to the quantum Aze´ma martingale
21 with
parameter q = 0, cf. Remark 4.9 in Ref. 10. The classical version is the
classical Aze´ma martingale.8
The monotone Le´vy process with characteristic pair (a, δ0), a ∈ R,
is the monotone analogue of a Brownian motion with drift −a. We get
A(z) = a − 1
z
. The reciprocal Cauchy transform is given as the unique
solution of Ht(z) = w in C
+ of
a(w − z) + ln aw − 1
az − 1 = a
2t.
The generator of the semigroup (Tt)t≥0 is given by
Lf(x) =
{
f(x)−f(0)−x(1+ax)f ′(x)
x2
if x 6= 0,
1
2f
′′(0)− af ′(0) if x = 0,
on f ∈ C2b (R).
6.3. Monotone Poisson process
Let now (a, ρ) =
(−λ2 , λ2 δ1) with λ > 0. Then we have A(z) = λ2 z1−z and
Ht(z) = w is the unique solution in C
+ of
−λ
2
(w − z)− λ
2
ln
w − 1
z − 1 = t.
The corresponding probability measures where determined in Ref. 18, where
they arose as limit distributions in a Poisson-type limit theorem, see also
Example 4.4.(3) in Ref. 17. The monotone Le´vy process associated to this
characteristic pair is the monotone Poisson process. The generator of its
Markov semigroup (Tt)t≥0 is given by
Lf(x) = λ
2
f(x)− f(1)− xf ′(x)
(x− 1)2
for f ∈ C2b (R).
7. Martingales
In this section we show how one can construct a family of martingales from
a monotone Le´vy process that is analogous to the family of exponential
martingales of a classical Le´vy process. If (Xt)t≥0 is a classical Le´vy process
with characteristic functions ϕt(u) = E(e
iuXt), then for any u ∈ R, the
process (Mut )t≥0 with
Mut = exp
(
iuXt − logϕt(u)
)
, for t ≥ 0,
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is a martingale w.r.t. the filtration of (Xt)t≥0. An analogous family of
martingales for free increment processes has been defined by Biane, see
Section 4.3 in Ref. 5.
Definition 7.1. Let H be a Hilbert space, Γ
(
L2(R+, H)
)
the Fock space
over L2(R+, H), and (Et)t≥0 the family of conditional expectations intro-
duced in (7).
We call a family (Mt)t∈I of operators on Γ
(
L2(R+, H)
)
indexed by an
interval I ⊆ R+ a martingale, if
Es(Mt) = Ms
holds for all s, t ∈ I with s ≤ t.
Lemma 7.1. Let (µt)t≥0 be a monotone convolution semigroup of prob-
ability measures with reciprocal Cauchy transforms (Ht)t≥0. Then the Ht
are injective on C+ for all t ≥ 0.
Proof. If µt = δ0 for all t ≥ 0, then Ht = id for all t ≥ 0 and the lemma
is true.
Assume now that (µt) is a non-trivial monotone convolution semigroup.
Let t ≥ 0 and z1, z2 ∈ Ht(C+) with Ht(z1) = Ht(z2). Then we have∫ w
z1
dz
A(z)
= t =
∫ w
z2
dz
A(z)
,
where w = Ht(zi), i = 1, 2, and A(z) denotes the generator of (Ht)t≥0, see
Theorem 4.7 in Ref. 17 (or also Theorem 2.2 for the case where the µt are
compactly supported). This implies∫ z2
z1
dz
A(z)
= 0,
and z1 = H0(z1) = z2 by the uniqueness of the solution in Theorem 4.7.(2)
in Ref. 17 or Theorem 2.2(b).
Theorem 7.1. Let T > 0, and let (µt)t≥0 be a monotone convolution semi-
group of compactly supported probability measures with reciprocal Cauchy
transforms (Ht)t≥0 and monotone Le´vy process (Xt)t≥0. Then for any
z ∈ HT (C+), the operator process (Mzt )0≤t≤T with
Mzt = kt
(
1
H−1t (z)−Xt
)
=
1
H−1t (z)−Xt
Γt]
is a martingale.
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Proof. Mzt is well-defined, since we have HT (C
+) ⊆ Ht(C+) for 0 ≤ t ≤ T
by the semigroup property of (Ht)t≥0 and since the Ht are injective by
Lemma 7.1.
Let now 0 ≤ s ≤ t ≤ T , then we have
Es(M
z
t ) = Es
(
1
H−1t (z)−Xt
Γt]
)
= Γs]
1
H−1t (z)−Xs − (Xt +Xs)
Γs]
=
1
Ht−s
(
H−1t (z)
)−XsΓs] =
1
H−1s (z)−Xs
Γs]
= Mzs ,
cf. Proposition 3.2.
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