Mathematical modelling provides a useful framework within which to investigate 4 the organization of biological tissues. With advances in experimental biology leading to increasingly 5 detailed descriptions of cellular behaviour, models that consider cells as individual objects are be-6 coming a common tool to study how processes at the single-cell level affect collective dynamics and 7 determine tissue size, shape and function. However, there often remains no comprehensive account 8 of these models, their method of solution, computational implementation or analysis of parameter 9 scaling, hindering our ability to utilise and accurately compare different models. Here we present 10
experimental studies [23] . Finally, unlike numerical schemes that employ structured 78 or unstructured grids conforming to the immersed body, in the IBM the fluid is 79 discretized using a regular Cartesian grid that may be generated with ease. This 80 allows a relatively simple numerical scheme, discussed in Subsection 4.8, which has 81 a fairly straightforward and efficient computational implementation, and enables the 82 use of a fast and direct spectral method for computing the fluid flow. 83 Several previous studies have detailed aspects of the IBM, including a thorough 84 treatment of the underlying mathematics by Peskin [17] . Biological applications in-85 clude those by Rejniak et al., who use an IBM implementation to investigate the 86 growth of solid tumours under differing geometric configurations, initial conditions, 87 and tumour progression models [22, 23] . The same authors have investigated the 88 mechanics of the bilayer of trophoblasts in the developing placenta [24] . Dillon and 89 Othmer use an IBM to model spatial patterning of the vertebrate limb bud [5] , and an 90 IBM framework for tackling general morphogenetic problems is presented by Tanaka 91 et al. [29] . Cell deformation is investigated by several authors; by Jadhav and col-92 leagues in the context of cell rolling [11] and by Bottino in the context of passive actin 93 cytoskeletal networks [1] . A review by Mittal and Iaccarino gives excellent background 94 on the method and cites many other examples of its use across various application 95 areas [14] . 96 While, collectively, these papers provide an excellent overview of the IBM and sev-97 eral implementations thereof, there remains no comprehensive account of the model, 98 method of solution, computational implementation or analysis of parameter scaling. 99 The aim of this work is therefore to provide comprehensive details of an IBM im-100 plementation aimed specifically at describing the collective dynamics of multicellular 101 tissues. We provide a free, open-source implementation of the IBM complete with 102 example simulations: we build on the established Chaste library [13, 19] to ensure 103 that the code is robust and well-tested; we present the code necessary to reproduce 104 all figures in this paper; and we conduct a thorough numerical analysis detailing 105 how parameters scale with respect to each other in order to build a recipe allowing 106 consistent parametrisation of models. The remainder of this paper is structured as follows. Sections 2 to 4 give details of the IBM, its discretization, and a numerical 108 solution using a fast Fourier transform algorithm. Section 5 outlines the C++ imple- where ρ and µ are the fluid density and viscosity, respectively, and are both assumed 120 constant; p is the pressure field; f is the force per unit area acting on the fluid; and 121 s is the fluid source field, representing the proportional volume change per unit time. 122 The periodic boundary conditions enforce u(x, 0) = u(x, L) and u(0, y) = u(L, y), for 123 0 ≤ x, y ≤ L. 124 We next consider a set of N non-overlapping closed curves in the fluid, which 125 we will refer to as immersed boundaries, and which we think of as representing cell boundaries. 135 We denote the resultant force acting on the immersed boundaries by F = F(γ, t).
136
The precise functional form of the resultant force F varies with application, and is 137 formulated in Section 4. We relate the resultant force on the immersed boundaries to 138 the body force acting on the fluid through the relation 139 (
where δ(·) denotes the Dirac delta function. The force on the fluid at location x thus 141 vanishes away from the immersed boundaries, and equals the resultant force F at 142 location X on an immersed boundary precisely at x = X.
143
The immersed boundaries are assumed to move due to the fluid flow without 144 slipping, so that a point along Γ moves at precisely the local fluid velocity:
Thus, the velocity of an arbitrary immersed boundary point X(γ) is equal to the 147 velocity of the fluid at x = X.
148
The source field, s, is considered to be a finite linear combination of individual 149 point sources. The number, location, and strength of each source is formulated in 150 Section 4, but for now we consider s as an arbitrary (but known) scalar field.
151
3. Non-dimensionalization. We non-dimensionalize the model to reduce the 152 number of parameters and allow us to estimate the relative importance of each term.
153
For the Navier-Stokes equations, we introduce the standard choices for viscous dy- 
into Equations (1a) and (1b) and dropping the stars yields Here, we choose to solve the full Navier-Stokes equations, the reasons for which are 184 discussed in Section 7, while keeping in mind that there are particular simulations 185 for which the reduced problem may be suitable and computationally less expensive 186 to solve.
187
Having chosen to solve the non-dimensional Navier-Stokes equations (6a) and 188 (6b), we non-dimensionalize Equations (3) and (4) using the rescaled parameters domain Ω is discretized onto a regular Cartesian grid (square lattice in Figure 1 ) that 196 we refer to as the mesh. In our non-dimensional coordinates, Ω = [0, 1] × [0, 1] is 197 discretized with N × N grid points with mesh spacing h. We must also discretize In the following, time is discretized in steps of ∆t, and we refer to an arbitrary 201 function Φ(·, t) at the n th time step by Φ (·, n∆t) = Φ n (·). Here, we make the common choice of a trigonometric function, used in several 210 other IBM implementations [5, 23, 24], given by
where h is the mesh spacing, and the function φ is given by
This choice of φ differs from, but takes extremely similar numerical values to, that 215 derived and used by Peskin [17] . Given the numerical similarity, the choice of function 216 is unlikely to make much practical difference, and we have found the version presented 217 here to be less computationally expensive to compute (see Section 7). 218 We also note that, due to the bounded support of both functions, δ h (x) will only 219 ever be non-zero at the 4 × 4 mesh points closest to any given node. The choice of 220 support size is discussed by Peskin [17] , and is made purely on computational grounds: 221 one could choose a delta function approximation with wider support, but each node 222 on an immersed boundary would then interact with many more mesh points, slowing 223 down the computation. myosin cortex, which we describe by connecting each node to its neighbours by a 244 linear spring of stiffness κ int and rest length l int . The internal force acting on node 245 Γ p k is thus given by
External forces represent the adhesive properties of transmembrane proteins, such 248 as integrins and cadherins, linking neighbouring cells. We assume that any node in 249 an immersed boundary is connected to all nodes in different immersed boundaries 250 that are situated within a distance d ext by a linear spring with stiffness κ ext and rest 251 length l ext . The external force acting on the node Γ p k is given by
where the outer sum runs over all other immersed boundaries, the inner sum runs over 254 the N q nodes in boundary q, and H(·) is the Heaviside step function. Our choice of 255 linear spring interactions is motivated primarily by their ease of implementation and 256 low computational overhead (see Section 7), although in our software implementation 257 the user is free to define their own functional forms.
258
The total force F on a node is given by the sum of the internal and external 259 forces,
tions (6a) and (6b) numerically. We use the following numerical scheme, described 264 first by Peskin and McQueen [18] and later, with the addition of fluid sources, by 265 Dillon and Othmer [5], where the sums are taken over the two dimensions, d ∈ {1, 2}: operator, D ± dd , are defined by
277 278 respectively. Here, e d denotes the unit vector in the d th dimension. x in the fluid mesh, we sum the force contributions from every immersed boundary 282 node using the discrete delta function to assign the appropriate weight,
where the outer sum runs over the N immersed boundaries, the inner sum runs over 285 the N k nodes in the k th immersed boundary, and ∆γ k is the length element associated 286 with the k th immersed boundary. is therefore given by
where N Γ j k represents the 4 × 4 fluid mesh points nearest Γ j k (the only points with 295 non-zero contributions, due to the implementation of δ h ). A convenient method to ensure that fluid sources always remain inside (or outside) 312 immersed boundaries entails updating their locations in the same way as for the 313 immersed boundary nodes,
where N (s k ) represents the 4 × 4 fluid mesh points nearest s k .
316
The regulation of source strengths depends on the application and on the bio- 
326
Rearranging Equation (14) to separate the terms evaluated at different time steps
and I is the 2 × 2 identity matrix. 332 We solve Equations (15) 
Under this transformation, Equations (15) and (25) become 
where every term on the right-hand side depends only on information available at the 348 current time step. We can therefore substitute Equation (30) back into Equation (28) 349 to solve forû n+1 k1,k2 , obtaining
Care must be taken at the mesh points (k 1 , k 2 ) = (0, 0), (0, N/2), (N/2, 0) and 352 (N/2, N/2), where the denominator of the right-hand side of Equation (30) vanishes.
353
At these points, however, the sine term multiplyingp n+1 k1,k2 in Equation (28) also van-354 ishes, and we may thus solve directly for (û d ) n+1 k1,k2 . We, therefore, avoid this problem 355 by settingp n+1 k1,k2 = 0 in Equation (31). Finally, having computed (û d ) n+1 k1,k2 , we apply the inverse DFT to obtain u n+1 , all simulations from this paper, can be found in Appendix A.
373
As it is written in C++, Chaste is fast and able to utilise object orientation and 374 class inheritance, enabling modularity and easy extensibility of the code base. This pre-determined fixed distance. We make the choice that each daughter cell is rep-418 resented by the same number of nodes as the parent cell, and a re-meshing process 419 instantaneously spaces these nodes evenly around the outline of each daughter cell. 420 We remark that this scheme defines a rule-based implementation of cell division 421 as a process occurring during a single time step. Depending on the time scale over 422 which the tissue is modelled, one may wish to explicitly represent pinching during 423 cytokinesis, as implemented by Rejniak and colleagues [22, 24] . This can be achieved 424 within Chaste, using existing functionality that allows feedback between the cell cycle 425 and arbitrary cell properties such as a 'target' surface area that cells seek to attain.
426
In this manner, when a cell is selected to divide, processes such as an increase in size 427 followed by the formation of a contractile furrow could be specified (for instance, via 428 a feedback with fluid source strengths); however, we stress that our implementation is boundary nodes. Figure 3 shows the configuration of the immersed boundaries at 458 the start and end of the simulation corresponding to the first column in Table 1 . As can be seen, solution of the fluid problem scales less well than calculating the forces; spacing. We employ a summary statistic for an individual cell in a simulation, referred 469 to as the elongation shape factor (ESF). For a polygon this is a dimensionless positive 470 real number that defines a measure similar to aspect ratio. Formally, it is defined as 471 i 2 /i 1 , where i 1 < i 2 are the eigenvalues of the matrix of second moments of area of 472 the polygon around its principal axes [7] . The ESF for a circle is 1, and for an ellipse 473 it is the ratio of major to minor axis length. because they are impermeable to fluid, in the sense that any given fluid particle will 477 remain either inside or outside a particular immersed boundary for all time. In the 478 discretized IBM, however, there is a gap of average length ∆γ k between any two ad-479 jacent nodes in boundary k. If this gap is much larger than the fluid mesh spacing, 480 h, fluid flow between the nodes will have no impact on the propagation of node loca-481 tions, and thus fluid will be able to flow across the boundary. Therefore, to ensure 482 conservation of fluid volume within each immersed boundary, in the absence of fluid 483 sources or sinks, ∆γ k must be small enough in relation to h, where the trade-off of 484 making ∆γ k too small is simply computational expense.
485
To determine how small is small enough, Figure 4a shows the results of a set of 486 simulations relating the change in volume of a circular immersed boundary to the node 487 spacing ratio, ∆γ k /h. In each simulation, a circular cell is simulated for a fixed number Figure 4a , we see that a node spacing ratio 494 much above 2.0 results in poor volume conservation. A node spacing ratio of around 495 1.0, though, ensures that the numerical scheme matches the continuum limit well, 496 while not being so small as to cause unnecessary computational overheads. To investigate this interplay, we consider the case where the node spacing in a 507 single immersed boundary is decreased by a factor of α, starting from a reference 508 value. Our goal is to derive the scaling required to ensure that the fluid flow, which 509 determines the dynamics, remains unchanged. Two effects come in to play. First, the 510 node spacing, ∆γ k , which appears explicitly in the discretized force relation Equa-511 tion (21), is reduced by a factor α, and therefore F must be increased by this factor in 512 order to compensate. Second, since the boundary is represented by linear springs, we 513 are now considering a system with α times the number of springs, each with length 514 reduced by a factor α. Assuming the rest length, l int , scales proportionally with the 515 length of the connection, the average energy of a spring in the reference configuration 516 is given by
whereas the average energy of a spring in the new configuration is given by
To ensure the potential in the immersed boundary is identical in both the reference Combining the scaling by α from both considerations, we thus find that to increase 523 the number of nodes in an immersed boundary by a factor α, we require an α 2 increase 524 in κ int . Figure 4b verifies this scaling. 525 We now consider the case of two interacting cells with identical mechanical prop- Figure 4c shows summary statistics from a 535 simulation verifying this scaling.
536
Putting these two results together, when increasing the density of nodes in a 537 simulation by a factor α, we must scale κ int by α 2 , and κ ext by 1/α. To encapsulate 538 this within our computational framework, we introduce an 'intrinsic length' relative 539 to which the scaling described here is applied. Due to this, the required scaling is not 540 manually applied by the user; the simulation dynamics remain unchanged when the 541 user alters the node spacing. 15 simulations with different fluid mesh spacings, h, were run, for a fixed duration of 10 time units, with the following fixed parameters: initial ESF = 2.0, N = 8192 nodes, l int = 50% of initial node spacing, κ int = 10 7 , Re = 10 −4 , and ∆t = 0.01, relative to an intrinsic spacing of 0.01. (d) Linear fit between error and fluid mesh spacing, with a gradient of 1.37. (e) Convergence with immersed boundary node spacing. 16 simulations with different numbers of immersed boundary nodes, therefore modulating ∆γ k , were run for a fixed duration of 10 time units, with the following fixed parameters: initial ESF = 2.0, l int = 50% of initial node spacing, κ int = 10 7 , Re = 10 −4 , ∆t = 0.01, and 64 × 64 fluid mesh points, relative to an intrinsic spacing of 0.01. (f ) Linear fit between error and node spacing, with a gradient of 1.49. For details on how to obtain the code for these simulations, see Appendix A.
demonstrates convergence of the ESF with time step. We assume the ESF associated 552 with the finest time step to be the best approximation to the continuum limit, and 553 define the error in ESF for each simulation to be the absolute difference between the 554 ESF and this best value. Omitting the penultimate value, the gradient of a log-log 555 plot of this error against time step is 1.11, demonstrating the order of convergence is 556 approximately linear.
557
Similarly, to demonstrate convergence with fluid mesh spacing we run fifteen re-558 laxation simulations starting with h = 1/32 and each time reducing h by a factor 559 of √ 2. We need to pick a fixed large number of immersed boundary nodes to elimi-560 nate the node spacing ratio issue discussed in Subsection 6.2, and so as not to vary 561 ∆γ k . Figure 5c shows convergence of the ESF with h. Defining the error in a similar 562 manner to above, we find the log-log gradient to be 1.37, demonstrating the order 563 of convergence to be subquadratic. Finally, to demonstrate convergence with im-564 mersed boundary node spacing, we run sixteen relaxation simulations, starting with 565 ∆γ k ≈ 0.014 and each time reducing ∆γ k by a factor of 3 √ 2. Figure 5 shows the ESF 566 converging. The log-log gradient is 1.49, demonstrating the order of convergence to 567 be subquadratic.
568
In addition to convergence of the numerical implementation, we also require our 569 implementation of cell division to converge with immersed boundary node spacing: for 570 a given cell division, the shape of the resulting daughter cells should be independent of 571 the choice of boundary parametrisation. We verify this convergence by performing cell 572 division operations on a number of elliptical immersed boundaries, each represented 573 by a different number of nodes, and using the ESF as a summary statistic of daughter 574 cell shape. Figure 6 shows results with a log-log gradient of 1.96, demonstrating the 575 order of convergence to be quadratic. While the functional form appears quite different, the numerical values taken by the 618 different formulations of φ are very similar (differing by less than 0.008 at any point 619 in the domain). Given this incredibly similarity, using one form rather than the other 620 may be decided by computational efficiency. In practice, we find the trigonomet- 
