Abstract: Demand response services and energy communities are set to be vital in bringing citizens to the core of the energy transition. The success of load flexibility integration in the electricity market, provided by demand response services, will depend on a redesign or adaptation of the current regulatory framework, which so far only reaches large industrial electricity users. However, due to the high contribution of the residential sector to electricity consumption, there is huge potential when considering the aggregated load flexibility of this sector. Nevertheless, challenges remain in load flexibility estimation and attaining data integrity while respecting consumer privacy. This study presents a methodology to estimate such flexibility by integrating a non-intrusive load monitoring approach to load disaggregation algorithms in order to train a machine-learning model. We then apply a categorization of loads and develop flexibility criteria, targeting each load flexibility amplitude with a corresponding time. Two datasets, Residential Energy Disaggregation Dataset (REDD) and Refit, are used to simulate the flexibility for a specific household, applying it to a grid balancing event request. Two algorithms are used for load disaggregation, Combinatorial Optimization, and a Factorial Hidden Markov model, and the U.K. demand response Short Term Operating Reserve (STOR) program is used for market integration. Results show a maximum flexibility power of 200-245 W and 180-500 W for the REDD and Refit datasets, respectively. The accuracy metrics of the flexibility models are presented, and results are discussed considering market barriers.
Introduction
Balancing power in the grid is a progressively challenging task, both for long-term and short-term balance. The ever-increasing contribution of renewable energy generation coupled with the associated variability and unpredictability of supply is expected to further complicate this task by increasing the number and scale of sharp fluctuations in demand/supply mismatch. On June 16, 2019 , an outage left 47.5 million people without electricity in Argentina and neighbouring countries, supporting the need for a more resilient, smart, and flexible grid, both at transmission and distribution level. The traditional mechanisms for managing these fluctuations by controllable, fossil-fuel-based power plants are becoming less effective as the proportion of such generation in the energy system is decreasing. Demand response (DR) is a promising method for balancing supply and demand in power systems, with a high share of variable renewable energy generation offering flexibility to the market. In many countries such as the United Kingdom, France, and northern European Union member states, proper regulatory frameworks have been developed or partially implemented, meaning demand response services are already available for large units as industries or commercial clients. DR services may be explored through explicit or implicit demand response activities. The first requires active participation of end users responding (either automatically or by giving permission to a third party) to requests from
•
Explicit DR as stand-alone service: In this business model, a DR aggregator bundles DR potentials from different clients, which as stand-alone potentials are too small to be offered to the various flexibility markets. The income streams originate from payments either from the Transmission or Distribution System Operator (TSO/DSO) or from the Balance Responsible Party (BRP), which are usually shared between the DR aggregator and the clients. In this business model the service of DR aggregation has no interlinkage to power supply or any other service for the client.
• Explicit DR combined with energy efficiency services: In this business model the DR aggregation service is embedded into a more comprehensive energy efficiency service (EES). This approach is sometimes referred to as "dual service" and requires clear and transparent definition of the roles of the energy service company (ESCO) and the DR aggregator.
• Implicit DR service aiming at the optimal utilization of time-of-use (ToU) contracts: This business model is enabled by the fact that electricity customers already have tariffs with different price levels depending on the time of consumption. As many customers will not be able to exploit the full saving potential of ToU tariffs, an external service provider takes care of load shifts in the equipment of the client, in a way that the client receives maximum benefit from an (existing) ToU tariff, being remunerated either by fixed or performance-based fees.
• Implicit DR including power supply: This business model combines DR with the role of a retailer on the electricity market. In addition to its usual function of selling electricity to customers, the retailer has access to DR potential at the customers' sites. From the retailer's point of view, the access to DR potential represents value, as it may lead to savings both in wholesale prices and in balancing energy payments. The savings achieved are shared with the customers-usually through favourable tariffs.
• Microgrid management is a specific DR business model for those cases where the regulatory framework allows for microgrids. To this extent, a microgrid is, hence, defined as a group of interconnected loads and distributed energy resources that are part of a common infrastructure whose boundaries are electrically defined at a higher hierarchical level, such as a transformer or substation, which acts as a single controllable entity with respect to the main grid.
Considering the explicit DR as a standalone service, an aggregator has at its disposal several market participation options. From the several options of programs in the balance market, some are shown in Table 1 as programs explored by a leading aggregator in the United Kingdom [2] . These are Dynamic Firm Frequency Response (DFFR), Static Firm Frequency Response (SFFR), Constraint Management, Short Term Operating Reserve (STOR), and Capacity Market. The constraint management program was recently implemented in the United Kingdom (May 2019) as a distribution network operator (DNO) program, and focuses on energy communities, therefore the geographical location of the assets is fundamental. In this research we will focus on the short-term operating reserve (STOR) program for simulation, which due to the nature of the assets, could enable the bidding of the flexibility under study. The availability window for the STOR program depends on the season and may experience slight changes. 
Demand Response Trends and Research
The residential sector's contribution is approximately 29% in terms of final electricity consumption, when compared to transport, agricultural and forestry, services, and industry [3] . This provides huge unlocked potential, enabling demand-side management for grid stability through the participation in DR programs. Several barriers have prevented this from happening. The disaggregated nature of the assets (households) and their relatively low size, in terms of providing a significant bid to the market, have posed some challenges. Figure 1 shows typical household consumption share by appliances in the European Union 27 members (EU-27), based on a Joint Research Centre (JRC) report [3] , which suggest that the majority of the electric energy could be flexible.
The development of standards and protocols (OpenADR, Saref), distributed ledger technologies, smart contracts, and the much anticipated 5G networks facilitate residential DR development. However, particular difficulty has been the load flexibility forecast of residential units. If wrongly predicted, this could mean financial losses to a potential aggregator, if this power is not delivered to the market as promised. This is especially true for explicit demand response. Furthermore, the associated suspiciousness of households', with the lack of privacy from load monitoring, may lead to low levels of participation in such programs. Reference projects developing pilots and developing DR initiatives in the residential sector in Europe often deal with the integration of buildings or a set of buildings as the flexible management unit [4, 5] .
Energies 2019, 12 4 Research Centre (JRC) report [3] , which suggest that the majority of the electric energy could be flexible. The development of standards and protocols (OpenADR, Saref), distributed ledger technologies, smart contracts, and the much anticipated 5G networks facilitate residential DR development. However, particular difficulty has been the load flexibility forecast of residential units. If wrongly predicted, this could mean financial losses to a potential aggregator, if this power is not delivered to the market as promised. This is especially true for explicit demand response. Furthermore, the associated suspiciousness of households', with the lack of privacy from load monitoring, may lead to low levels of participation in such programs. Reference projects developing pilots and developing DR initiatives in the residential sector in Europe often deal with the integration of buildings or a set of buildings as the flexible management unit [4, 5] . A vast number of research and innovation projects involving DR pilots have demonstrated a growing interest in this topic. This is evidenced by multiple European H2020 projects being financed in the last 3 years, and a growing number of stakeholders being involved. Reference projects, among others, are Delta [6], which presents a decentralized architecture and introduces the virtual node concept, responsible for carrying out the complex tasks associated with managing DR assets, and aims at introducing small and medium consumers into DR programs making use of smart contracts. Another project, demand response in blocks of buildings (DR BoB) [4] , aims to demonstrate the economic and environmental benefits of DR, focusing on buildings as manageable units in pilots across different countries. Demand response integration technologies (DRIvE) [7] also aims to deliver an integrated, interoperable, and secure DR management platform to be used by aggregators offering advanced forecasting techniques, optimization, fast-response capabilities, and enhanced user interaction, in compliance with Open Automated Demand Response (ADR). The Integrated demand response solution towards energy positive neighbourhoods (RESPOND) [8] project goal is to roll out a monitoring and control solution focused on providing DR services at a community or building level. The developed system is set to adjust indoor and outdoor conditions and comfort levels in real time, as well as detect energy conservation opportunities.
The demand response for energy cooperatives (FLEXCoop) [9] introduces a complete DR framework, providing a tool suite for aggregators and residential electricity consumers. The aim is to enable aggregators to exploit the flexibility of end users, giving them the possibility of participating actively in energy management. The project presents models for load and generation forecasting and features a visual and thermal comfort adaptive model to inform participants about flexibility criteria. In addition to this, the enabling new demand response advanced, market oriented and secure technologies, solutions and business models (eDREAM) [10] project makes use of distributed ledger technologies and aims to contribute to the transformation of traditional energy market concepts, A vast number of research and innovation projects involving DR pilots have demonstrated a growing interest in this topic. This is evidenced by multiple European H2020 projects being financed in the last 3 years, and a growing number of stakeholders being involved. Reference projects, among others, are Delta [6], which presents a decentralized architecture and introduces the virtual node concept, responsible for carrying out the complex tasks associated with managing DR assets, and aims at introducing small and medium consumers into DR programs making use of smart contracts. Another project, demand response in blocks of buildings (DR BoB) [4] , aims to demonstrate the economic and environmental benefits of DR, focusing on buildings as manageable units in pilots across different countries. Demand response integration technologies (DRIvE) [7] also aims to deliver an integrated, interoperable, and secure DR management platform to be used by aggregators offering advanced forecasting techniques, optimization, fast-response capabilities, and enhanced user interaction, in compliance with Open Automated Demand Response (ADR). The Integrated demand response solution towards energy positive neighbourhoods (RESPOND) [8] project goal is to roll out a monitoring and control solution focused on providing DR services at a community or building level. The developed system is set to adjust indoor and outdoor conditions and comfort levels in real time, as well as detect energy conservation opportunities.
The demand response for energy cooperatives (FLEXCoop) [9] introduces a complete DR framework, providing a tool suite for aggregators and residential electricity consumers. The aim is to enable aggregators to exploit the flexibility of end users, giving them the possibility of participating actively in energy management. The project presents models for load and generation forecasting and features a visual and thermal comfort adaptive model to inform participants about flexibility criteria. In addition to this, the enabling new demand response advanced, market oriented and secure technologies, solutions and business models (eDREAM) [10] project makes use of distributed ledger technologies and aims to contribute to the transformation of traditional energy market concepts, considering smart grid capabilities and novel decentralized and community-driven energy systems. The main goal is the exploration of local capacities, constraints, and Virtual Power Plants. The project investigates optimisation scenarios towards local and secure grid nodes stabilization. The ultimate vision is the delivery of a novel near real-time Closed Loop optimal blockchain based on a Demand Response ecosystem, enabling distribution system operators (DSOs) and aggregators to cooperate in an efficient and secure way.
The mentioned revision is not exhaustive and only constitutes a sample of H2020 projects focusing on DR. The large majority of the projects revised focus on hardware development and explore the communication possibilities and challenges of accomplishing DR interactions on a grand scale. Consumer acceptance seems to be somehow overlooked and is typically not part of the nature of such projects. Furthermore, the privacy or intrusiveness of the data collection procedure of individual appliances to train models is often not considered. These two aspects, however, will play a major role if a massive adoption of residential DR is to take place. Non-intrusive load monitoring is, hence, a solution with high potential to complement many of the projects being rolled-out.
Contribution
In this study, we develop a model to forecast the flexibility for a given household load diagram based on an expected load forecast. We use a machine-learning library, non-intrusive load monitoring tool kit (NILMTK) [11] , and apply non-intrusive load monitoring data gathering and forecasting by training a model with historical data and applying two disaggregation algorithms. The training data is gathered data, providing a disaggregation per appliance, which can be collected using different approaches. Depending on the level of privacy desired, there are two common approaches followed: (i) using high frequency meters to read a house's consumption for a determined time window, which recognizes the individual signature of each appliance, which is the non-intrusive way; (ii) to take the measurements directly from the devices themselves, implying an invasive way of collecting data. The summed disaggregated data matches the load profile presented on the smart meter (aggregated). Once the model has been trained, the remaining load profiles are submitted as a test. We used two popular methods to run the prediction and disaggregation: the first was a Combinatorial Optimization, and the second a Factorial Hidden Markov model (FHMM).
After having obtained the disaggregated data, we proceeded with an analysis at a household level, carrying out categorization of the loads predicted, separating them into shiftable, flexible and shiftable, and flexible and non-shiftable groups. We then performed an evaluation of the amount of variation a load could provide based on a literature review, and possible time windows for such variations or shifts to occur, maintaining an estimated comfort level. The methodology is verified using two public datasets, the REFIT [12] Electrical Load Measurements dataset and the Reference Energy Disaggregation Data Set (REDD). The main study contribution is the automated procedure with the creation of a flexibility criteria and the application to a household with a set of assets.
Non-Intrusive Approach
Other than the cost factor, a crucial element to unlock demand response in the commercial and residential sectors is to acknowledge the sensitivity to privacy, and hence, to be able to gather information in a non-intrusive way. In effect, this can be accomplished with high frequency meters, which collect information of the electric circuits within a building at rates of around 15 kHz and are able to detect individual signatures corresponding to consumption patterns, distinguishing one appliance from the other. This approach is called Non-intrusive load monitoring (NILM) and is explained and defended by several authors [13] as being an advanced, simple, and low cost solution. Such data set composition can be seen, for example, in the REDD dataset used in this study. The Nilm toolkit (NilmTK) was developed to assist such a task and has been used in different studies [14, 15] .
Following this approach has several advantages. First, it allows the household's occupants to be informed about the energy use of each appliance, empowering them to take actions towards energy optimization. Second, this system can provide comparative information on an appliance's performance, for example by quantifying the savings when an old, inefficient appliance is replaced by a more efficient one. Third, if the NILM system is able monitor the time of use and pattern of each appliance, implicit demand response signals can be advised by the system to shift the load to a time of day when electricity pricing is more convenient [13] . However, as mentioned before, collecting data sets is expensive, time consuming, and for a time step of 1 Hz (1 s) may result in large files that are difficult to store or process [14] .
As part of the python NilmTK original library there are four available algorithms: Combinatorial Optimization [16] , Factorial Hidden Markov Model [17] , Hart Algorithm [18] , and Maximum Likelihood Estimation [19] . The choice depends on factors such as the size of the data set, the acceptable training time, the completeness of the data, and accuracy. Moreover, the library is capable of working with third party algorithms, such as the Latent Bayesian Melding [20] and the Neural NILM [21] . In this study, we use two commonly used benchmark disaggregation algorithms: combinatorial optimisation (CO) [18] and Factorial Hidden Markov model (FHMM) [17] . The aim of the inclusion of these algorithms is not to present state-of-the-art disaggregation results, but instead to enable new approaches to be compared to well-studied benchmark approaches, without requiring the reimplementation of such algorithms.
Combinatorial Optimization
The CO algorithm estimates the optimal combination of appliance status, minimizing the difference between the sum of the predicted appliance's power amplitude and the observed aggregate power. This method belongs to the supervised disaggregation methods, because it requires appliance signatures to be available in order to run the model. One of the main applications of this method is to solve the typical "Traveling Salesman Problem" and the main steps can be summarized as follows:
• Get the aggregated data, x t; • Form an appliance set: [n 1 , . . . , n N ]; • At a specific time, an appliance is in a single state, showing that the n th appliance can be at the k-th state at time moment t:
• Power consumption by n-th appliance in k-th state is:
where µ n is the power drawn from n-th appliance, µ n k is the power drawn by n-th appliance, which is in the k th state.
• Overall consumption of all appliances:
• The error after the load assignment is: • Try to minimize the error by finding the optimal combination of appliances in different states, which gives this minimized error:
This method becomes more complex when more possible combinations in the dataset are available. The error is difficult to minimize when the set of appliances available in the database is not complete.
Factorial Hidden Markov Model
This is a probabilistic model and takes into account the duration of operation of a specific appliance or asset. In addition to the time of usage, their real power consumption is also considered. The aggregated power from the loads is given as {Y t } with t = {1, . . . , T} and is the visible variable, whereas the hidden variables {S t } are the states of the appliances that have led to observing Y. The hidden states are connected by a Markov transition structure, as explained in previous work [17] . The concept of the method is to analyze the observed state and figure out the hidden states that have resulted in this observation. Each device is modeled with a Markov model, which describes the states of the device and the connections between them, and the probabilities that one state will lead to the other. The overall observation is the addition of the different states of each device. The model becomes more complex when the number of appliances involved is increased and when unknown appliances are included in the overall consumption [17, 22] .
Methodology
In this study we use Python for data processing and the Scikit learn [23] library for machine learning. For load disaggregation we use NilmTK library v0.2 [11] . All processing and model simulations were carried out using a desktop unit, with two processors with 2.19 GHz, 64 GB RAM.
Currently, not many large flexible appliances are available in households, and therefore the provided flexibility is limited. Household loads, such as wet appliances (tumble dryer, dishwasher, and washing machine), can only be shifted, and refrigerators or freezers offer insufficient flexibility for DR potential alone. The most impactful appliances in typical houses are heating systems and lights, even though lighting system demand has been reduced dramatically over the years due to each dataset. The outcome of the developed model is given in an aggregated and disaggregated manner. The results may be exported to CSV or similar files, allowing a straightforward way to replicate and aggregate it to other houses and flexibilities.
The Dataset
REDD and Refit are popular datasets and can be found in several studies [24] [25] [26] . REDD was released as the first publicly available data set, collected specifically to help researchers conduct NILM and household consumption studies. The data is organized and described to aid energy disaggregation, enabling asset distinction from an aggregated electricity load profile. The dataset was retrieved from six North-American homes by the Massachusetts Institute of Technology (MIT), and includes several weeks of recording. The current monitoring was performed on both phases of power and with a voltage monitor on one phase. The recordings were performed with a high frequency meter in order to detect individual signatures at a high frequency (15 kHz). The houses have different types and number of appliances and capture different time windows in 2011. Each house has a maximum number of recordings of up to 24 individual circuits and each is labelled with a category of appliance, presenting a 0.5 Hz time step of recordings. In addition to this the dataset has up to 20 plug monitors per house, which are recorded at a 1 Hz time step, where various assets are grouped in a single circuit [24] . In this study, we have used house number 1 to test, which includes 18 appliances and monitors and 2 site meters. The mains sample rate was performed at 1 second and the sub meters (monitors) at 3 seconds.
The Refit [12] dataset was retrieved by the University of Strathclyde. It includes the power consumption records for 20 households in the United Kingdom. The dataset includes aggregated and disaggregated data per appliance, with 8 s time steps. The dataset is meant to support research in the fields of energy conservation, efficiency, advanced energy services, NILM, demand response opportunities, appliance usage analysis, consumption pattern identification, statistical studies, and smart home automation. The dataset was made available on June 16, 2016 , and covers the time window of October 2013 to June 2015. Each of the sub files of the 20 houses contain information on occupancy, construction year, appliances owned, type (detached, semi-detached, or mid-terrace, and size regarding the number of bedrooms (3, 4, or 5) . From all the appliances identified in the houses, only 9 were monitored. The large majority of devices are described by manufacturer and model. The tested house in the model was house 15, which was built in the 1980's. In total, 48 appliances detected and it is a detached-type house with 5 bedrooms. It is stated that some appliances, such as televisions or computers, may in fact consist of multiple uses, such as lights or others.
Even though flexibility may refer to load increase or decrease, we will focus on the latter due to its higher potential for application, but a similar methodology can be applied to both types of variations.
Load Categorization and Flexibility Criteria
Different approaches to categorizing appliances can be found in the literature. Some authors [27] categorize household appliances into two groups according to their potential to store energy. According to the authors, only two types of appliances show this property, i.e., heating systems and refrigerator and freezers. These two are, thus, considered to have high potential for flexibility provision. The authors claim that some water appliances, such as washing machines, dryers, or dish washers, which belong to the non-storable energy category, can be also be flexible when controlled automatically. Other authors [28] define the flexibility of household appliances as either shiftable or reducible loads within the limits of complying with users' comfort, and categorize them according to the ability to provide such comfort.
Studies on load disaggregation can extensively be found in the literature. Mocanu et al. [29] developed a load disaggregation model based on a Restricted Boltzmann Machine to extract events of appliance usage from aggregated load data. In order to estimate the flexibility from their results, they considered the entire loads from refrigerators, electric heaters, washer-dryers and dishwashers to be flexible.
Ji and Rajagopal [28] define flexibility as realizable increase or decrease of energy consumption per appliance. The basis of their study is a dataset that consists of appliance-specific consumption patterns collected from 345 household in Austin, Texas, for the year 2016. According to the authors, the variations in consumer patterns of different households for the same appliance group give rise to flexibility potential. For deferrable loads, a user-specific maximum delay time τ is defined. Authors observe that the flexibility of shiftable and curtailable loads, such as electric vehicles (EV) and pool pumps, depend highly on the time of the day.
Li and Pye [30] investigated the effect of flexibility of household appliances on the electricity demand profiles in future scenarios using the UK energy systems optimisation model (UKTM), which is based on the integrated Markal-Efom system (TIMES) model, the international energy agency (IEA) energy system analysis tool [30] . They assume the shifting potential to be 100% for washing machines, tumble dryers, and EV, and a shifting potential of 1 h is suggested for water heaters, space heaters, and refrigerators and freezers.
Regardless of the approach or focus of the studies found in the literature, there is a consensus in categorizing appliances as deferrable and flexible in terms of load curtailment or increase. Therefore, in this study three categories were chosen, where appliances can be: shifted (deferred) but not varied, shifted and varied, and not shifted but varied. The limitations of flexibility were observed to depend on a ratio between power and time, during which a certain power reduction could be applied. The information reviewed on the time limitations and amplitudes of flexibility is based on a literature review and is summarized in Table 2 . Most publications focus on different appliances and it is difficult to find a comprehensive list that can sum them all up. It is, however, advised that for flexibility forecast purposes, the circuits and loads to be monitored are the ones in Table 2 , so that the flexibility forecast can reach its full potential. Enabling flexibility services to small and medium consumers means increasing the number of assets to focus on to achieve the same nominal power as typical industrial units may have. Even though there are a variety of flexible assets in a household, not all of them can be found in every house. Due to their nature, impact, and time of use, the appliances are more likely to be able to participate in explicit demand response programs would be heating or cooling systems, as well as lighting systems. Table 2 shows the variations of up to 100% for the different flexible appliances found in the literature and the duration n of the variation reported in those studies. The flexibility amplitude and duration may both be adjusted with user inputs, updating their level of thermal and visual comfort periodically. In the simulation developed in this study, we consider the mean values for endurance time found in the literature, or an estimated level of 95% of household comfort.
Since the minimum bid time window or response time in the STOR program is 15 minutes, the assets' flexible power can be rearranged according to two inputs. The first has to do with the time when the event begins and the second with its duration. For the sake of the example, let us consider the air conditioning data in Table 2 , which estimates that the air conditioning (AC) system can be reduced by 100% during a time n of 8 minutes, until it is noticed or finds a predefined discomfort. If statistical data exists, one could use a statistical distribution or choose a regression type to obtain the power as the time varies. We consider a linear behavior in all appliances, meaning that 50% of AC power reduction could be sustained for 16 minutes, 25% during for 32 minutes, and so on. If an event duration is signaled to last for 2 h, then the amount of flexible power during 8 periods of 15 minutes will be approximately 6.67% of the measured power. Figure 2 presents the sequence diagram to treat the data, from obtaining the load consumption dataset to delivering a flexibility forecast load diagram. The sequence of the model starts with the access to a dataset of appliances of a given household. The dataset contains load diagrams with power and time, with a 1-sec time step to a 1-minute time step, depending on the application, number of appliances, and recording time window. Such data is partially used to train a model, and it should do so periodically to account for variations in occupancy or seasonal pattern changes. In order to improve the training time it is advisable to choose a targeted number of appliances as the top ones in terms of power to train the model with. If no changes are observed and the model is trained already, a given aggregated load profile may be tested. This can be retrieved by a load forecast tool. The output of the model is a disaggregated profile by appliance (according to the trained ones) for the same time window of the submitted test. The model is then ready to pursue the flexibility calculations. It starts by choosing those appliances which are flexible from those which are not (discarding them) from the disaggregated results. It then collects the signal from a system operator informing the expected event duration and start time. With such information a linear interpolation of the amplitude of the power is done against the duration of the event, according to Table 2 and considering a comfort level that can be updated in order to personalized flexible power perceptual reduction (flexibility criteria). Knowing the event starting time, the application criteria is applied to the disaggregated load diagram for each appliance and a final output is obtained.
Simulation
The interactions between the actors can be seen in Figure 3 for a STOR service. The system operator starts by signalling to the aggregator that a demand response will be required in a certain time window. The aggregator, considering an incentive, requests the availability and flexibility forecast of its assets and receives a response. With a response based on the forecast and available assets, the aggregator chooses the bid it makes to the market and waits for the activation order. Once the order is received, a close to real-time order is also given to the client and chosen flexible assets. After the service has been provided the financial settlement is complete. In order to improve the training time it is advisable to choose a targeted number of appliances as the top ones in terms of power to train the model with. If no changes are observed and the model is trained already, a given aggregated load profile may be tested. This can be retrieved by a load forecast tool. The output of the model is a disaggregated profile by appliance (according to the trained ones) for the same time window of the submitted test. The model is then ready to pursue the flexibility calculations. It starts by choosing those appliances which are flexible from those which are not (discarding them) from the disaggregated results. It then collects the signal from a system operator informing the expected event duration and start time. With such information a linear interpolation of the amplitude of the power is done against the duration of the event, according to Table 2 and considering a comfort level that can be updated in order to personalized flexible power perceptual reduction (flexibility criteria). Knowing the event starting time, the application criteria is applied to the disaggregated load diagram for each appliance and a final output is obtained.
The interactions between the actors can be seen in Figure 3 for a STOR service. The system operator starts by signalling to the aggregator that a demand response will be required in a certain time window. The aggregator, considering an incentive, requests the availability and flexibility forecast of its assets and receives a response. With a response based on the forecast and available assets, the aggregator chooses the bid it makes to the market and waits for the activation order. Once the order is received, a close to real-time order is also given to the client and chosen flexible assets. After the service has been provided the financial settlement is complete. The Refit dataset portion used for training captures three months of data from October 10, 2014, to December 31, 2014, with over 7.9 million observations in that period, whereas the REDD dataset captures a little over one month, from April 18, 2011, to May 24. 2011, comprising just over 1 million observations. Given the variety of appliances, and that some have relatively low power when used, only the top 8 appliances (in terms of power) were investigated, using the "select_top_k (k = 8)" method provided by the NilmTK library. Given the maximum time of participation in the DR STOR program of 2 h, the corresponding flexibility based on Table 2 is estimated and shown in Table 3 . This flexibility criteria or percentages are applied to the corresponding load and time step within the requested 2 h. The two algorithms were applied, and the metrics were analyzed. Given the results, the best prediction according to the error metrics and F1 score were used to apply the flexibility criteria. As can be seen in Table 4 , the Refit dataset with the CO algorithm, even though its performance is close to FHMM, reports a higher average F1 score, and in general reports lower errors. On the other hand, the REDD dataset performed better with the FHMM, however having higher times of training and testing. Figure 4 shows the disaggregated training data used for the top 8 appliances. The Refit dataset portion used for training captures three months of data from October 10, 2014, to December 31, 2014, with over 7.9 million observations in that period, whereas the REDD dataset captures a little over one month, from April 18, 2011, to May 24. 2011, comprising just over 1 million observations. Given the variety of appliances, and that some have relatively low power when used, only the top 8 appliances (in terms of power) were investigated, using the "select_top_k (k = 8)" method provided by the NilmTK library. Given the maximum time of participation in the DR STOR program of 2 h, the corresponding flexibility based on Table 2 is estimated and shown in Table 3 . This flexibility criteria or percentages are applied to the corresponding load and time step within the requested 2 h. The two algorithms were applied, and the metrics were analyzed. Given the results, the best prediction according to the error metrics and F1 score were used to apply the flexibility criteria. As can be seen in Table 4 , the Refit dataset with the CO algorithm, even though its performance is close to FHMM, reports a higher average F1 score, and in general reports lower errors. On the other hand, the REDD dataset performed better with the FHMM, however having higher times of training and testing. Figure 4 shows the disaggregated training data used for the top 8 appliances. Energies 2019, 12 13 Figure 5 shows the aggregated data to be tested on the disaggregation and flexibility models. The days are a part of the datasets under study, so that the results could be known and a test could be applied. In practice, this data would be a forecast of the load consumption for a given house, which is typically done across the electricity sector based on weather conditions, constraints, and foreseen interventions, and past data (weekdays, weekends, and also accounting for seasonal changes). 
Simulation Results
Both datasets were submitted to the CO and FHMM algorithms, and having defined the training and test windows the following three metrics provided by the NilmTK library were analyzed.
The normalized error in assigned power is given by the mean normalized error power (MNEP) metric, which helps to identify outliers. It is given by the sum of the differences between the assigned power and actual power of an appliance n in each time slice t, normalized by the appliance's total energy consumption, as per Equation (1):
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The root mean square error of the power (RMS_error_power) is the standard deviation of the residuals (prediction errors) and is a measure of how spread-out these residuals are. It shows how concentrated the data is around the regression line. This metric is commonly used in climatology, forecasting, and regression analysis. It is given by the root mean square error between the assigned power and the actual power of appliances n in each time slice t, as explained by Equation (2):
The F1 score is the weighted average of each precision and recall observation, taking into account both false positives and false negatives, and its value ranges from 0 (worst) to 1 (best). It is the fraction of time units in which an appliance was predicted to be On, but that it was actually Off (a false positive or precision), and the fraction of time units in which an appliance was predicted to be On that it was actually On (true positive or recall). This estimation is also known as the harmonic mean and is given by Equation (3): Table 4 shows the results per appliance according to each dataset studied. Those devices that have more than one phase or circuit connected to its designation, such as the case for "Lights", were aggregated per category in terms of power and treated as one for flexibility calculations. Table 4 . Accuracy metrics for both datasets using F1 score, root mean square (RMS) error power and mean normalized error power (NEP) metrics. The datasets capture large time windows, however in order to keep the training time to manageable length, the Refit dataset was reduced. However, it still included approximately 10 million observations, as it was recorded in a 1 second time step referring to four months. The split was performed at 75% and 25% between training and test. The training times for the Refit dataset were 39.20 and 9.22 seconds, corresponding to the FHMM and CO algorithms, respectively. Regarding the dropout ratio, which provides the rate at which packets were lost, building 15 reported a dropout rate of 0.0277. Both algorithms present high errors for the estimations. This may be due to the selection of top k training appliances, which when optimized do not match the aggregated data observed by the model. The choice of selecting the top appliances may improve the training speed but may reduce accuracy as a trade-off. To improve the accuracy, a selection of the top appliances for the training data should match the aggregated training data. The only mitigation action taken in this study was to reduce processing time, considering the top 8 appliances of each dataset, however, there were more appliances contributing to the aggregated data, hence contributing to a higher error. In fact, the choice to train the model could be done on 2 or 3 assets, but for the sake of the exercise and to show how it can be applied to a broader range of appliances, we chose 8. Diversity in appliances can introduce significant variations in signatures, leading to significantly different flexibility estimates.
Regarding the REDD dataset, all observations corresponded to 36 days for building 1 and were all taken into consideration to run the model. This corresponds to 3.1 million observations, since also a 1-second time step was used to record the data. The training times for the REDD dataset were 15.18 and 1.03 seconds, corresponding to the FHMM and CO algorithms, respectively. In this dataset, building 1 reported a dropout rate of 0.1958.
Generally, results for both datasets provided medium to low accuracy and high errors, especially appliances that have more reduced times of usage, such as the microwave. These appliances are, however, not flexible and will not be used in the flexibility forecast. Flexible appliances identified were the freezers and refrigerators, heating systems, lights, and pool pumps. In the Refit dataset, both computer and television usage were considered as lights, as according to the dataset explanation these items could have broader applications. A possible explanation for low accuracy could come from the high dropout rate, specifically in the REDD dataset, which accounts for incorrect data being trained into the model. To improve the accuracy of the models, complete data sets should carefully be retrieved in future projects. This is particularly important for flexibility forecast models, which by themselves add more uncertainty on top of these errors. Figure 6 presents the test and prediction disaggregated data. The time step of the test (dataset) is 3 sec, whereas the prediction for processing reasons was set to 60 sec. For this reason there is a higher level of detail observed in the test plot than in the prediction one. However, one can observe a general consistency in the amplitude and times of use of the appliances.
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Generally, results for both datasets provided medium to low accuracy and high errors, especially appliances that have more reduced times of usage, such as the microwave. These appliances are, however, not flexible and will not be used in the flexibility forecast. Flexible appliances identified were the freezers and refrigerators, heating systems, lights, and pool pumps. In the Refit dataset, both computer and television usage were considered as lights, as according to the dataset explanation these items could have broader applications. A possible explanation for low accuracy could come from the high dropout rate, specifically in the REDD dataset, which accounts for incorrect data being trained into the model. To improve the accuracy of the models, complete data sets should carefully be retrieved in future projects. This is particularly important for flexibility forecast models, which by themselves add more uncertainty on top of these errors. Figure 6 presents the test and prediction disaggregated data. The time step of the test (dataset) is 3 sec, whereas the prediction for processing reasons was set to 60 sec. For this reason there is a higher level of detail observed in the test plot than in the prediction one. However, one can observe a general consistency in the amplitude and times of use of the appliances. Visualizing the complete test data makes the interpretation somehow imprecise, as it only allows us to see a similar overall trend. Figure 6 , however, shows that the total predicted power matches the prediction from the test, and the same can be said for the amplitudes across the appliances. To be able to individually analyze a test and prediction appliance, Figure 7 shows a one-day load diagram using the REDD dataset as an example, with only one appliance (fridge). An overall match can be seen between maximum power reached and a generation correspondence on the duration of the on and off cycles though out the day. Visualizing the complete test data makes the interpretation somehow imprecise, as it only allows us to see a similar overall trend. Figure 6 , however, shows that the total predicted power matches the prediction from the test, and the same can be said for the amplitudes across the appliances. To be able to individually analyze a test and prediction appliance, Figure 7 shows a one-day load diagram using the REDD dataset as an example, with only one appliance (fridge). An overall match can be seen between maximum power reached and a generation correspondence on the duration of the on and off cycles though out the day. There is, however, a mismatch in the number of cycles between the two, which is higher in the predicted values than in the test ones. Such mismatches will be observable in the error analysis, contributing to a decrease in the accuracy of the model.
According to Table 1 , the STOR program, which is the one being considered for the building participation, allows a maximum of 2 h participation for each asset. Given the daily load profiles of the test for both datasets to be tested and disaggregated, we considered the morning and afternoon periods, where higher electricity use is observed, which are from 06:00 to 08:00 and from 18:00 to 20:00, as can be seen in Figures 8 and 9 for the REDD and Refit datasets, respectively. It is worth mentioning that different programs may have their # recuperation asset times (e.g., 1 day). This means that if an asset is called to participate in an event, it will not be called throughout the day again to participate in DR, to allow any effect caused by the shift or flexibility to be restored. Results show a flexibility maximum power of 200-245 W and 180-500 W for the REDD and Refit datasets, respectively. The stability of the power is, however, cumbersome, as by itself it does not allow a solid bid to be made, even in a minimum time slot of 15 minutes, except for the morning period in Figure  9 (left). There is, however, a mismatch in the number of cycles between the two, which is higher in the predicted values than in the test ones. Such mismatches will be observable in the error analysis, contributing to a decrease in the accuracy of the model.
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Discussion
The accuracies of the NilmTK disaggregation of the test sample for each of the houses tested are generally moderate to low. They are, however, in line with the values found in the literature [25, 41] . This uncertainty added to the already existing load forecast uncertainty, which may result in low overall accuracies and lead to failures in delivering committed power to a DR event, meaning penalties. All efforts should be made to reduce the overall error. This may come from higher accuracy measurements from the high frequency meters, targeting specifically flexible devices, or by applying other disaggregation algorithms that could provide higher scores. Furthermore, smaller assets may be included in large power asset contracts to reduce overall uncertainty.
From the flexibility forecasts shown in Figures 8 and 9 , it can also be observed that the power is not stable due to the nature of the consumption. This may pose some concerns in securing a stable service when bidding in the market. Another challenge is attaining a sufficient level of power in order to respect the minimum bid of the market, which may reach an order of magnitude of 3 MW, depending on the program. Such challenges may, however, be mitigated with the aggregation of flexibilities, offering in this way a sufficiently stable power obtained from a resulting "base load flexibility" forecast line. Moreover, since the forecast model is based on historical data, the algorithm should include a mechanism to "re-train" the model periodically in order to incorporate changes in consumption patterns (seasonal or occupancy), as foreseen in Figure 2 . This would mean that new data sets would have to be retrieved from individual appliances periodically. This cost should be considered in the system when assessing the benefits of such DR services. If a new appliance is added to the system it enters an "unknown" category and is considered non-flexible or "shiftable". This will happen until the model is trained again to recognize that new appliance.
While implicit DR programs have shown that most customers benefit financially from dynamic tariffs, it is unclear if the benefits from explicit DR services could incentivize participation. Smart contracts or similar distributed ledger technologies of automatized commitments and financial settlements could play a major role in enabling small and medium DR participants. The use of costless, permissionless, and scalable solutions are desirable, so that micro payments can be possible and worth pursuing. Otherwise, the complexity versus potential rewards will make their success doubtful. The ultimate enabler of such DR services will be achieved by standards such as Open ADR [42] . Such standards must promote reliable, scalable, and secure message exchange of events and prices to a vast range of equipment between customers and aggregators. It will also allow the triggering of smart contracts to replicate and generate millions of event requests, truly unleashing the potential of decentralized energy systems and citizen engagement in energy management.
Further Research
Having presented the model, the next steps should be to make it scalable and aligned with the project it was developed for (Delta) [6] . The Delta project pilots are under preparation and this work was useful to understand the limitations, accuracy levels, and mitigation actions. Pilot meters should focus on collecting data only targetting circuits or potential flexible assets and retrieving the corresponding aggregated data, as unnecessary assets will bring noise to the model. In the Delta pilots, both household assets and building level assets will be monitored (centralized chillers, boilers), which means that a mixture of single phase and three phase circuits will be monitored. This reality will have to be incorporated in the model, since currently it only includes single-phase appliances. Moreover, the reaction time of the assets to provide flexibility could be a topic to be investigated, as it could shed some light on which programs could be used besides the STOR program. Finally, the clustering and aggregation of other buildings will be useful next steps of the study. This will allow a better understanding of what the resulting aggregated base flexibility is. This base would be the basis of the offer to the balance market, and could help estimate a range of buildings to be aggregated in order to provide an offer complying with the minimum bid requirements.
Conclusion
The study presents the methodology to estimate the load flexibility of a household for DR services. Two datasets are used, namely the REDD and Refit datasets, applied to the Non-Intrusive Load Monitoring (NILM) in order to derive disaggregated data per appliance from smart meter aggregated measurements. Two approaches are used, the Combinatorial Optimization and the Factorial Hidden Markov model for the disaggregation. In order to derive the flexibility available from each device, the devices themselves were categorized as shifted but not varied, shifted and varied, and not shifted but varied. The top 8 devices were taken into account. A thorough literature review was done in order to derive the potential flexibility rate, and the mean time duration that a specific device can be curtailed. To estimate the flexibility in realistic terms and the characteristics of the short-term operating reserve, the STOR program based on the U.K. balance market was considered. Thus, a 2 h interval was used as the time window for the estimated flexibility integration. Simulations were carried out accounting for all of the above parameters, and results showed that flexibility of houses under testing had maximum power values of 200-245 W and 180-500 W for the REDD and Refit datasets, respectively.
Given the individual low levels of flexible power that could be offered to the market, it is unlikely that the financial compensation from explicit DR services could incentivize participation. Other forms of benefits should complement the financial incentives to attract small consumers. Eventual infrastructure costs should be reduced as much as possible in order to allow the already small financial benefits of DR services to exist. The simulations show that the houses tested alone present insufficient power steadiness to serve as a bid into an electricity market. Hence, in future work the application of the methodology to more than one house or a set of buildings is advised, in order to estimate a stable flexible power baseline that could be valid for market purposes. In general, the methodology is considered as a structured way to calculate flexibility that can be extracted by one house, which gives a valuable tool to aggregators as the first step to bring demand response to the residential sector.
