Nonlinear dynamics of waves and modulated waves in 1D thermocapillary
  flows. II: Convective/absolute transitions by Garnier, Nicolas et al.
ar
X
iv
:n
lin
/0
20
80
30
v1
  [
nli
n.P
S]
  2
1 A
ug
 20
02
Nonlinear dynamics of waves and modulated
waves in 1D thermocapillary flows.
II: Convective/absolute transitions.
Nicolas Garnier 1,∗ Arnaud Chiffaudel and Franc¸ois Daviaud
Groupe Instabilite´s et Turbulence, Service de Physique de l’Etat Condense´,
Direction des Sciences de la Matie`re, CEA Saclay, CNRS URA 2464,
Baˆt. 772, Orme des Merisiers, 91191 Gif-sur-Yvette, France
Abstract
We present experimental results on hydrothermal waves in long and narrow 1D
channels. In a bounded channel, we describe the primary and secondary instabilities
leading to waves and modulated waves in terms of convective/absolute transitions.
Because of on the combined effect of finite group velocity and of the presence of
boundaries, the wave-patterns are non-uniform in space. We also investigate non-
uniform wave-patterns observed in an annular channel in the presence of sources
and sinks of hydrothermal waves. We connect our observations with the complex
Ginzburg-Landau model equation in the very same way as in the first part of the
paper [1].
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2
Introduction
Non-linear traveling-waves have exhibited a fascinating variety of behaviors
and patterns. Waves systems have been studied in binary-fluid convection
(subcritical traveling waves bifurcation) [2,3], oscillatory instability in low
Prandtl number convection [4], oscillatory rotating convection [5] and cylinder
wake [6]. One of the main source of richness in wave patterns is the existence
of two different regimes: the convective and the absolute one [7,8]. This dis-
tinction arises when the group velocity of the waves in non-zero. The convec-
tive/absolute transition between those two regimes leads to critical phenomena
of important relevance in wave-systems. We present here the first complete de-
scription of convective/absolute transitions for traveling waves in finite a box
for both primary and secondary instability onset.
Most 1D physical systems produce right- and left-propagating non-linear waves
[9]. Non-linear competition and reflections at the boundaries then lead to a
central-source pattern [10–13] due to counter-propagating exponentially grow-
ing waves as the first global mode at onset. But the global mode may also be
produced at the convective/absolute transition as we will illustrate. So far,
this phenomenon was described for single waves [7,14,15], i.e., with broken
left-right symmetry.
Hydrothermal waves [16–19] provide very interesting and generic systems of
traveling waves which can be modelized by envelope equations such as the
complex Ginzburg-Landau equation (CGL) [20,21]. The present paper is the
second part of an article devoted to the connection between hydrothermal
waves and those amplitude equations. We will further refer to the companion
paper [1] as I.
In I, we present the experimental hydrothermal waves systems, and the peri-
odic solutions obtained in an annular cell. We will often refer to this paper,
but we recall here in Section 1 the main characteristics of our systems and
some important results. The present paper is mainly devoted to the case of a
rectangular cell, i.e., of a long narrow channel with non-periodical boundary
conditions. We show that hydrothermal waves realize as in I an ideal super-
critical non-linear wave system in accordance with theoretical predictions in
such a bounded geometry: convective and absolute transitions have to be taken
into account to describe the effect of the group velocity over the onsets of both
primary and secondary instabilities. We also present results in an annular cell
with periodic boundary conditions in the special case where the periodicity is
broken by the pattern itself.
In Section 2, we study first the critical behavior at the primary onset for a
finite cell with low-reflection boundaries. When the wave pattern appear, it is
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qualitatively very different from the uniform hydrothermal waves (UHW) pat-
tern observed within periodic boundary conditions and described in I, through
the governing equations are the same. This results from the broken Galilean
invariance due to the existence of boundaries. We will show that the first global
mode, instead of being constructed by successive reflections in the convective
regime, results from the onset of absolute instability. The onset of this mode
—corresponding to the convective/absolute transition— is shifted above the
value corresponding to convective instability. This is illustrated in Fig. 4 of I
and we will detail qualitatively and quantitatively how the transition occurs.
Some experimental critical exponents are discussed in the framework of ex-
isting theoretical descriptions and a quantitative comparison with complex
Ginzburg-Landau model is proposed.
Section 3 is devoted to modulated waves. For higher values of the control pa-
rameter, the wave pattern undergoes a secondary modulational instability; we
present the convective/absolute transition for this instability in the bounded
channel. This instability is of the same nature as the Eckhaus instability occur-
ring on UHW in the annular channel and described in the companion paper I:
it leads also to a wave-number selection in the rectangular channel. We will
introduce fronts of spatio-temporal defects and link them to the convective
and absolute nature of the instability.
In section 4, we show that the convective/absolute transitions have reminiscent
effects in the annular geometry, when sources and sinks exist that break the
Galilean invariance as physical boundaries do. The group velocity term cannot
be cancelled out of the equations anymore where such objects are present. This
leads to qualitative and quantitative behaviors predicted theoretically [9] and
observed in our experimental system; we then confirm the pertinence of the
convective/absolute instability transitions.
1 The rectangular geometry and the wave model
The experimental system has been described in section 1.1 and Fig. 1 of the
companion paper I [1]. We study the traveling-waves instability of a thermo-
capillary flow obtained when applying an horizontal temperature gradient over
a thin liquid layer with a free surface. Let us emphasize that we use annular
and rectangular channels of both the same width 10mm, and that the fluid
height is h = 1.7mm for all experiments reported in the present paper. The
curvature is negligible [22], and we have shown by stability analysis [23] that
its effects on critical values are of order 3.10−2, so both wave pattern reports
can be directly connected. Please note that the channel length will be noted
Lb for the bounded (rectangular) channel and Lp for the periodic (annular)
channel. Without subscript, L will concern the current channel, and L∗ the
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non-dimensional length L/ξ0 where ξ0 = 5.1mm is the coherence length of the
pattern (see section 1.3 in I). We have Lb = 180mm and Lp = 503mm; the
aspect ratios in both cells ensure that patterns are one-dimensional.
The control parameter is the horizontal temperature difference ∆T between
the two long sides of the container. The fluid is observed using shadowgra-
phy and taking care of being in the linear regime (see I), i.e., we record the
shadowgraphic image on a screen located at a distance much larger than the
focal distance of the convection pattern, even for larger values of the tem-
perature constraint [22]. The first bifurcation of the basic thermocapillary
flow towards hydrothermal waves occurs in the annulus for h = 1.7mm at
∆Tc = (3.1 ± 0.1)K as described in section 1.2 of I. The bifurcated pattern
for hydrothermal waves is then a uniform-amplitude traveling wave of critical
wavenumber k0 = (0.684 ± 0.003)mm
−1 and critical frequency f0 = 0.237Hz.
In the rectangular geometry, boundaries act as sources or sinks and in fact
both right and left traveling waves are present at threshold. So hydrothermal
waves must be modeled by two slowly varying amplitudes A and B obeying
two complex Ginzburg-Landau equations:
τ0(AT + sAX) = ǫ(1 + ic0)A+ ξ
2
0(1 + ic1)AXX
− g(1 + ic2)|A|
2A− g(λ+ iµ)|B|2A
τ0(BT − sBX) = ǫ(1 + ic0)B + ξ
2
0(1 + ic1)BXX
− g(1 + ic2)|B|
2B − g(λ+ iµ)|A|2B (1)
ǫ = (∆T −∆Tc)/∆Tc is the reduced distance from threshold. Boundary con-
ditions for A and B should be included with this description. Perturbations
are verified to travel at the group velocity vg in the rectangular box as well as
in the annular one. Please note that in the CGL Eqs (1), s denotes the value
of the group velocity vg at the convective onset. The coefficients τ0, c0, c1, c2,
g, λ and µ are all real and commented in I.
In order to quantitatively connect results in annular and rectangular geom-
etry, we propose in Fig. 1 a representation of stable states in the annulus
together with all states obtained in the rectangle. In this figure, as in all
the text in this article, ǫ is defined for both experiments using the onset in
the annulus. Wavenumbers are expressed in such a way that they do not de-
pend on the size of the system, so we use dimensional unit (mm−1). In the
annulus, we observe uniform hydrothermal waves (UHW), i.e., waves with
constant amplitude, wavenumber and frequency and modulated waves (MW),
i.e., waves with modulated amplitude, wavenumber and frequency. The exis-
tence of UHW and MW suggest that the wave system may be described using
phase equations. Please note that in the annulus, no particular selection of the
wavenumber exists within the stability zone of UHW, except the restriction
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Fig. 1. Experimental stability diagram for hydrothermal waves at h = 1.7mm. Data
are presented for both annular (◦) and rectangular (✷) geometry. In the annulus,
small circles stand for homogeneous waves. Modulated waves are depicted with and
additional cross +. In the rectangle, no waves are observed below ǫa = 0.18, and
for ǫ > ǫm,c = 0.76 points are grouped on two different vertical branches. Those
branches correspond to two different wave trains at the same time within the cell.
An additional + in the squares denotes that those waves are modulated. ǫm,c and ǫm,a
stands for the onset of convective and absolute modulational instability (Section 3).
The solid parabola is the measured marginal stability curve.
of that the wavenumber must be an integer when expressed in (2π/L) units.
In the rectangle, no such restriction exists and the wavenumber can take any
value.
Let’s describe the states observed in the rectangular channel. First, we note
that between ǫ = 0 and ǫ = ǫa = 0.18, we never observe waves. This fact will
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be detailed in Section 2 presenting the primary onset. When increasing the
control parameter from the threshold value ǫa, the wavenumber k increases
while exploring the whole band of allowed wavenumbers.
Above ǫ ≃ 0.45, a smooth selection process occurs and the wavenumber k is
of order of 21 · (2π/Lb) ≃ 0.73mm
−1: this correspond to the vertical branch
on the right of the stability diagram. For ǫ > ǫm,c ∼ 0.758 ± 0.01, the waves
are modulated and two regions are observed in the cell, corresponding to two
different mean wavenumbers. The first region corresponds to the previous right
branch and the other to the left branch of the diagram, with k ∼ 17·(2π/Lb) ≃
0.59mm−1. This selection process is rather sharp. Above ǫm,a, any state in the
cell is represented by a point on each of the two branches. Between ǫm,c and
ǫm,a, the left branch is only populated by transients. The splitting of the (k, ǫ)
curve in two branches is due to the Eckhaus instability and will be carefully
detailled in section 3.
Please note that far from onset, wavenumbers are either greater or smaller
than the critical one and in fact the two branches observed are away from
k = kc = (0.684± 0.003)mm
−1 (Section 2.6 of I).
Let’s also note that in the rectangle, due to the non-periodic boundary con-
ditions, the amplitude is forced to vanish or have very low values, thus jeop-
ardizing any phase description. Our wave-system is such that the boundaries
at x = 0, L are poorly reflective [17]: we have indications that the reflection
coefficient is within the range 10−3 − 10−1.
Please note that for sufficiently high ǫ (≥ 1), we observe the same asymmet-
rical selection of wavenumbers k < kc, as the annulus. This global selection
confirm the relevance of higher order terms perturbing the amplitude equa-
tion (Section 1.3 in I). However, let’s emphasize that when considering the
primary onset, i.e., small value of ǫ and small amplitudes A and B of the
waves, we may neglect the higher order terms. In contrast, when presenting
the Eckhaus instability leading to the selection of lower wavenumbers, one
should include those higher order terms to perform a correct analysis of the
secondary instability.
The main result from Fig. 1 is the perfect overlap of the zones of existence.
Stable waves —Stokes solutions of the CGL eqs (1)— are observed in the
rectangle and in the annulus in the same region of the (k, ǫ) plane. Moreover,
modulated waves, and so the Eckhaus instability, occur in the same regions.
Though the spatial extents of the cells are different, they are both extended
and the global wavenumber selection process looks the same: as ǫ is increased,
the wavenumber is expected to be lower. The overlap also confirm that coef-
ficients in amplitude equations are likely to be identical in both geometries
(Section 1.3 in I).
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Fig. 2. Amplitude profiles of the traveling waves at different ǫ. Top figure presents
right (A) and left (B) amplitude profiles for ǫ = 0.18 (∆T = 3.66K) and bottom
figure for ǫ = 0.21 (∆T = 3.75K).
2 Onset of primary wave instability in the rectangle
We describe here how the wave pattern appears and evolves near the primary
onset. As explained, for small values of ǫ as those considered here, higher order
terms can be neglected in the amplitude equations and we believe that usual
Complex Ginzburg-Landau equations for traveling waves are sufficient for the
description of the primary onset. In the following we choose, for clarity, to
present the major wave as A (right-traveling) and the minor wave as B (left-
traveling), but the reverse situation has been observed with equal probability.
2.1 Description of the patterns
Typical amplitude profiles in the rectangle for A and B are shown on Figs. 2
and 3 for various temperature differences. For ∆T < ∆Ta = 3.65K (ǫ <
ǫa = 0.177), no wave is observed and so A = B = 0. Just above onset,
for ∆T = 3.66K, we observe a symmetric wave-pattern (Fig. 2). As ∆T is
increased above ∆Ta, i.e., ǫ is increased above ǫa, one wave becomes dominant
and invade a larger region of the cell (Fig. 3). The waves compete up to
ǫ ≃ 0.25, above which the smallest wave becomes negligible with respect to
the dominant wave (Fig. 4). The wave envelope of the dominant wave may be
seen as composed of three domains: (i) just after the wall X = 0 which may
also be called source, where both amplitude A and B are nearly zero, there
is a front where the amplitude is exponentially growing; this is illustrated on
Fig. 3. (ii) after the front, a plateau is present for higher values of ∆T ; (iii)
8
Fig. 3. Amplitude profiles of the dominant traveling wave for growing ǫ up to 0.53
(∆T = 4.75K). On both figures, the data is the same; left: linear scale; right: loga-
rithmic scale. All dominant waves are represented as right-traveling waves. Following
the wave, we encounter three domains: an exponential growth or front, a saturated
plateau (for larger ǫ), and a sharp wall-mode. The linear fits on the lin-log plot give
the value of the exponential spatial growth rate ξ−1F . Similarly, spatial growth ξ
−1
WM
and decay rate ξ−1down can be fitted on both sides of the wall-mode on the right side
of the plot.
Fig. 4. Amplitude ratio B/A for both averaged amplitude 〈A〉 over the cell (◦) and
maximum amplitude Amax (+). See text for details. Solid line is an exponential fit.
As ǫ is increased higher above onset, the minor wave disappear.
finally, just before the end wall X = L, the amplitude profile has a bump and
maximum amplitude is reached here, in what is called a wall mode.
In the front region, we can compute for each realization the spatial growth
rate of the amplitude envelope |A(X)| from the source, as shown in Fig. 3.
The front can be described by an exponential envelope eξ
−1
F
X where ξ−1F is
the growth rate. The characteristic length ξF is linked to the front critical
behavior [17] and will be described in the next paragraph. Please note that
9
Fig. 5. Blinking state: spatio-temporal diagram of the local amplitude showing the
perodical oscillations of the source separating the right- and left-traveling waves for
ǫ = 0.36 (∆T = 4.21K). Left : left-traveling wave. Right : right-traveling wave. The
wave amplitude is proportional to the gray level of the images but for the minor
(left) wave, amplitude has been multiplied by a factor of 2. Black corresponds to
zero amplitude. A low-frequency beating is observed with a period around 320s.
the spatial growth rate in the source region is well defined both close to the
onset, and far from the onset.
The plateau is vanishing in the vicinity of the threshold and so it cannot be
used to quantify the critical behavior. Quantitative description of the bifur-
cation are given in terms of the wall-mode amplitude and the front spatial
growth rate.
Please note that the amplitude is almost vanishing at the boundaries X = 0
and X = L. This is an indication for a very low reflection coefficient in our
system [24].
When ǫ & 0.3, the states are not always stationary and we observe quasi-
periodic realizations corresponding to a beating of minor and major waves.
Those states were called “blinking states” [10,25,12,13]. Such a realization is
presented in Fig. 5. We believe that the occurrence of such quasi-periodic
patterns is due either to reflections at the boundaries between both counter-
propagating waves and/or to the nonlinear competition between counter-
propagating waves. This scheme is detailed in Section 2.3.
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Fig. 6. Spatial profile of the local wavenumber k in the rectangle together with the
amplitude profile, for ∆T = 3.75K. Though noisy, the wavenumber is well defined
far from the source region. k is fairly constant except in the wall mode region where
amplitude variations are large.
2.2 Quantitative results
Fig. 6 presents a typical wavenumber measurement. We obtain its value every-
where the amplitude is large enough to allow measurements: we discard regions
in which the amplitude is less than 0.5 (a.u.). We then note than except in the
wall-mode region where amplitude variations are large, the local wavenumber
is almost constant in the cell. The mean wavenumber is computed by averag-
ing values far from the boundaries. It is close to k ∼ 21 ·(2π/Lb) ≃ 0.73mm
−1.
Measured values of frequency and wavenumber are presented on Fig. 7. We
note that they match the annulus critical values at onset, as seen in the stabil-
ity diagram (Fig. 1). For higher values of the control parameter, frequency and
wavenumber are multivalued; this results from the existence of a new branch
of solutions as presented on Fig. 1. This new branch appears when the pri-
mary wavenumber becomes unstable with respect to modulational instability
(Section 3).
Computing the velocity at which perturbations are advected allows us to
compute the group velocity. The corresponding data is represented in Fig. 8,
togheter with the phase velocity of the waves. Here again, for clarity, we dis-
tinguish between waves of different wavenumbers, i.e., we distinguish between
the two branches in the stability diagram. Of importance is the fact that the
group velocity is always finite and large. Note that the value of vg at ǫa is the
same as the one at onset in the annulus, i.e., vg(ǫa) = s. The phase velocity
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Fig. 7. Frequency and wavenumber in the rectangle vs. ∆T . Full horizontal lines
show the critical values from annular cell data. On the left are shown zooms on
the region [3.5K, 4.5K] corresponding to the primary instability and represented on
the right figures by a segment. Different symbols are used for the two branches of
solutions for higher values of ∆T ; those branches correspond to mean wavenumber
21 · (2π/Lb) = 0.73mm
−1 and 17 · (2π/Lb) = 0.59mm
−1. See also Fig. 1.
Fig. 8. Phase velocity vφ and group velocity vg in the rectangle vs. ∆T . ✷ stands
for waves of mean wavenumber close to 21 · (2π/L) (the right branch in Fig. 1) and
◦ for waves of mean wavenumber close to 17 · (2π/L) (the left branch in Fig. 1).
The group velocity is always finite and lower than the phase velocity. The symbol
at ǫ = 0 stands for s, the group velocity at onset in periodical geometry and the
dashed line recalls the linear fit obtained in periodical geometry (Fig. 12 in I).
is about twice the group velocity.
Let’s now present the critical behavior of the front using the spatial growth
rate ξ−1F defined in the previous paragraph. On Fig. 9 are presented such data
and possible fits. Following the simplest intuition, we can propose a linear fit
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Fig. 9. Critical behavior of the spatial growth rate characterizing the front region.
Left graph shows experimental data (✷ for stationary states and + for blinking
states) togheter with a linear fit, a square root fit (solid lines) and a logarithmic
fit (dashed line). Fits are performed on stationary data (✷) only. The graph on the
right present the logarithmic fit ξF ∝ ln(ǫ− ǫa). See text for details.
for the data; this leads to an estimation for the threshold at 3.65K. A closer
observation of the experimental points at 3.66K suggests this may not be the
best description very close to onset: we have conducted several experiment, at
ǫ = ǫa, and all led to a small but finite value of ξ, larger than the error bar. We
also tried a square-root law, pertinent close to the onset but jeopardized for
values of ǫ a bit larger. Following the authors of Refs [26,15], we then searched
for a linear relation between ξ and ln(ǫ− ǫa) and found a better agreement for
all experimental points within a broader range, and most of all close to the
threshold. The physical meaning of this logarithmic critical behavior will be
discussed below.
Let’s look at the amplitude in Fig. 3 and search to define another order param-
eter of the transition. The amplitude being non uniform, two quantities are
easily extracted: the averaged and the maximum value of the amplitude pro-
file, both represented in Fig. 10. The average amplitude 〈|A(X)|〉[0,L] evolves
linearly with respect to ǫ (Fig. 10b), but shows a small finite step at ǫa. On the
other hand, the maximum Amax which occurs near the downstream boundary,
at the top of the wall-mode, behaves like (ǫ−ǫa)
1/2 (Fig. 10a). We believe it to
be the order parameter of this supercritical bifurcation. Please note that this
quantity is studied here very carefully around its onset ǫa, while a global view
is given in I over a wide range of ǫ in order to compare to the annular geometry
which bifurcate at ǫ = 0. Finally, as noted in the previous paragraph, the sat-
uration amplitude within the plateau region cannot be measured close to the
transition. This does not allow one to conclude anything about the threshold
value; a linear fit of the squared amplitude versus ǫ even leads to an incorrect
value of the onset (Fig. 10c).
Last, the ratio of the two amplitudes A and B, plotted on Fig. 4, behaves like
exp(−α ǫ−ǫa
ǫa
) with α = 3.0. This is observed both for the averaged amplitudes
(〈|A|〉, 〈|B|〉) and the maximum (wall-mode) amplitude (Amax, Bmax). The de-
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Fig. 10. Critical behaviors in the rectangle for (a): the maximum amplitude Amax,
i.e., the modulus of the wall-mode, (b): the mean amplitude 〈|A(X)|〉[0,L], and (c):
the amplitude of the plateau. The vertical line represent the onset value ǫa = 0.18
(∆T = 3.65K). Only the amplitude of the wall-mode has a critical behavior in
accordance with the observed onset value.
crease of the minor wave is effective as soon as ǫ > ǫa; this is different from the
behavior observed in [10]. It denotes a strong competition between the two
waves. Due to the power law increase of the maximum amplitude, this reveals
the exponential disappearance of the minor wave when ∆T is increased.
2.3 Discussion
2.3.1 Onset shift
The onset shift between the annular cell and rectangular cell experiments
is well interpreted using the convective/absolute transition. This shift along
with the critical behavior of the front have been described in [17,27]. On the
hydrodynamic point of view, a linear stability analysis of the thermocapillary
problem in a finite box [28] has revealed a particular spatial growth rate —an
envelope of the main unstable mode— at onset, together with a shift of this
onset from the value computed in infinite geometry.
The shift of the onset is very large: 0.18 in ǫ or 0.55K in ∆T . Usual finite size
effect are known to be of order (π/L∗)2, i.e., 0.01 in ǫ for the L∗ = 35 rectangu-
lar channel. This law has been verified with a good accuracy for hydrothermal
waves in a variable rectangular cell [29]. Another difference between the two
cells is the curvature. This can be quantified by a linear stability analysis of
the thermocapillary problem [22,23]: in the annulus, the curvature increases
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the onset by 0.03 in ǫ. None of these effects explains the 0.18 shift.
So what in the rectangle makes the first global mode, or self-excited wave,
observed above ǫa = 0.18 ? Below ǫa, no waves are observed and we unsuc-
cessfully tried to trigger wave-trains with mechanical perturbations (but not
with thermal perturbations which should be more efficient as tested within a
hot wire experiment [30]).
2.3.2 Global eigenmode of the CGL model
In the periodic channel, once the convective onset is crossed, a traveling wave
(TW) self-organizes after successive rounds in the cell: the basic uniform TW
is a global mode and both convective and absolute onset collapse [7]. This
corresponds mathematically to the Galilean invariance of the problem in the
annulus : one can eliminate the group velocity s by studying the problem in
a frame moving at velocity s. In the non-periodic channel however, s is finite
and the problem has to be solved in the laboratory frame. The first global
mode is then observed when the growth rate is large enough not to have
the waves envelope advected away by the group velocity. This correspond to
the transition between convective and absolute instabilities of the primary
wave-pattern. This transition occurs in the complex Ginzburg-Landau equa-
tion when ǫ reaches the critical value ǫabs given by:
ǫabs =
1
1 + c21
(
sτ0
2ξ0
)2
(2)
Below ǫabs, waves are convectively unstable in infinite geometries [31,32] and
no global mode exists in finite non-periodical geometry [14]. For ǫ = ǫa, the
global mode in a bounded system of size L is of the form:
A(x) = Agm sin
(
π
X
L
)
e(1−ic1)ξ
−1
abs
X ξabs = (1 + c
2
1)
2ξ20
sτ0
In the vicinity of this threshold, the global mode amplitude is predicted to
behave as Agm ∝ (ǫ− ǫa)
1/2.
We proposed [17] that our system exhibit the transition from convective to
absolute instability at the onset of the waves in the rectangular cell. This
conjecture can be summarized as:
15
Fig. 11. (a): spatial growth rate ξWM of the wall-mode measured upstream to the
wall-mode as the spatial growth rate of the bump. (b): spatial damping rate ξdown
of the envelope of the wave measured downstream of the bump, close to X = L.
ξWM and ξdown are almost constant with respect to the control parameters.
ǫa = ǫabs. (3)
The spatial structure of the predicted global eigenmode is an exponential
growth with a spatial growth rate ξ−1abs independent of ǫ. The main feature
of the observed pattern, however, is the fast varying ξF of the front region
(Fig. 9). Very close to ǫa, we observe that the wall-mode is well visible (Fig. 3)
This wall-mode shows a spatial growth, measured between the plateau and
the maximum, which is independent of ǫ (Fig. 11a). This measure is difficult
to perform because the wall-mode growth is almost hidden by the front mode,
but it appears clearly that the wall mode is a good candidate for the global
eigenmode. Quantitative measurements [17] confirms this hypothesis allowing
to measure the value of characteristic time coefficient τ0.
After the maximum of the wall-mode, one can finally measure a spatial damp-
ing rate ξ−1down = (39±4)L
−1 = (1.36±0.14)mm−1 for the envelope of the wave
in the wave sink in the vicinity of X = L (Fig. 11b). Within the error bars,
this quantity is independent of ǫ, and is comparable to the wavelength of the
hydrothermal wave. This results is similar to the observation of the damping
in the core of wave sinks by Pastur et al.[33]. One may suspect non-adiabatic
effects to be responsible for this property. CGL may not be the right model
to describe the sink cores.
Note also that for higher values of ǫ, the theory [14] predicts a wavenumber
selection by the front, exactly as we observe: k ≃ 21(2π/L) ≃ 0.73mm−1
instead of kc = 0.68mm
−1.
2.3.3 Effect of wave reflections
This scenario is not the only way to explain a shift in the threshold. Cross
et al. [34,12,13] proposed a different mechanism involving the two opposite
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traveling waves and their mutual reflections at the boundaries x = 0 and
x = L. It is found that waves can be observed only for ǫ > ǫr where:
ǫr = −sτ0L
−1 ln(r) + O(L−2) (4)
where 0 ≤ r ≤ 1 is a real number, interpreted as a reflection coefficient of one
wave into the opposite one at the boundary. Martel and Vega [35,36] explored
this theory much further, explaining how a global mode is constructed for two
waves in a bounded geometry. Their analysis also used the reflection coeffi-
cient r between the two waves at the boundaries and the nonlinear coupling
between the two waves. They recovered the experimental succession of states
described by Croquette and Williams [10], i.e., the existence of a full range
in ǫ where the two-waves pattern is symmetrical. Furthermore, they described
the secondary instability; but they discarded the effect of the group velocity,
i.e., the convective/absolute transition, through it is of great importance in
finite boxes [14].
The conjecture (3) is equivalent to ǫabs < ǫr for the hydrothermal waves system.
Owing to poor reflections in the rectangular cell with Plexiglas ends, we believe
that this is pertinent and that ǫr is large.
Finally, another experimental fact confirms our conjecture. The experimental
sequence of competition between right- and left-wave with ǫ (Fig. 2, 3 and
5) is the following: symmetric state → asymmetric state → quasi-periodic
blinking state → “filling” state, i.e., a single wave. This sequence fits the
description in case of reflection-controlled mechanism [12,13,35,36] except that
the initial symmetrical pattern exists only for ǫ = ǫa instead of existing over a
finite range as is the case in the reflection-controlled mechanism, and observed
experimentally in that case [10,13].
Blinking states are observed in our experiment for ǫ & 0.3, we may suggest
that this value could be an upper estimate for ǫr. It can also be interpreted as
the fact that nonlinear interactions become important for such higher values
of the control parameter.
At the present time, a complete model taking into account both the con-
vective/absolute transition and the role of the reflection coefficient and the
nonlinear coupling remains to be done in the case of a two-waves system.
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2.3.4 The nature of the convective/absolute transition
The last question we wish to address concerns the nature of the convec-
tive/absolute. We observed that the front size behaves logarithmically around
ǫa (Fig. 9). This behavior has been detected experimentally by Gondret et al.
[15] in nonlinear surfave waves and is the signature, in the sense of Chomaz
and Couairon [26], of a nonlinear convective/absolute transition. A linear tran-
sition [14,26] would show the front size to behave as (ǫ − ǫa)
−1/2. This has a
practical consequence on the experimental observation: since all derivatives of
the spatial growth rate are infinite at ǫa, the front appears much faster with
ǫ than the eigenmode. This explains why the eigenmode is almost hidden by
the front and may be detected only as a faint wall-mode in the close vicinity
of ǫa.
For a better observation of the eigenmode one can suggest to increase the
length L of the channel. The results of Pastur et al. [33] for a long hot-wire
experiment could have lead to such observation. However, since ǫr decreases
with L (Eq. 4), these authors report another result: below ǫa (refered to by
ǫso), they observe fluctuating sources due to the amplification of experimental
noise by the convective instability. Near ǫa, a crossover leads to non-fluctuating
sources, comparable to the front we observe: the sources are located in the
middle of the channel and not at one end, but their size also critically depend
of ǫ. However, since waves and sources are already present in the convective
region below ǫa, the transition itself is also hidden and its nature cannot be
detected.
By increasing the length of our cell and/or by reducing the length of Pastur et
al. cell [33] we are confident that one could make the connection between the
two experimental observations: to observe the eigenmode as clearly as we do
below a certain critical channel length, and then analyse how the convective
wave becomes visible below ǫa when L gets long enough for ǫr to become
smaller than ǫa.
3 Onset of secondary modulational instability in the rectangle
Experiments on non-linear traveling waves have been frequently carried in
annular cells [4,2,6,5,16] for the simplicity of the underlying wave pattern. In
such periodic geometries, despite an eventual shift on the onset [37,38], the
Eckhaus instability is always absolute. Nevertheless, this instability, as the
primary one, may be convective when the group velocity cannot be canceled
out of the equations [39,40]. Moreover, the main specificity of our wave-system
is to become Eckhaus unstable for increasing values of the control parameter,
i.e., as a first step on the route to spatio-temporal chaos [1,16].
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As shown in Fig. 1, this secondary instability is non-symetrical in k − kc; we
proposed in Section 1.3 of I that higher order terms should be included in the
amplitude equation. Such terms are of importance when considering secondary
instability because ǫ is then no longer small.
Evaporation is limiting the duration of experiments and refills strongly perturb
the patterns. So, in order to get long data series close to onsets, we generally
used a protocol in which refills are made just before acquisition starts and
long thermal stabilization time are avoided: the temperature gradient is first
established in the vessel, the cell is refilled and the fluid is agitated to break
the thermal gradients. Within a few seconds the hydrothermal waves reappear
without history, i.e., without any special values of the wavenumber, or any
special position of dislocations within the cell. However, such a protocol makes
it difficult to test the presence of hysteresis at the transitions with control
parameter ǫ.
3.1 Wave system
From the previous section we know that for ǫ > 0.45 (∆T > 4.5K), a single
wave is present in the cell with constant amplitude, wavenumber and frequency
(Fig. 3). This pattern constitutes now our basic state and the present section
focus on the secondary instability of this single wave train for higher values of
ǫ. We choose it to be a right-traveling wave and write its amplitude as A.
In the absence of modulations, this wave train is uniform. This is illustrated
in Fig. 12a: the local and instantaneous wavenumber is homogeneous in the
cell and constant in time. When modulations are present, as in Fig. 12b, we
perform a second demodulation to compute the amplitude of this modula-
tion, as well as its wavenumber and frequency. This second Hilbert trans-
form is computed over a spatio-temporal image of the carrier phase derivative
(wavenumber or frequency).
As the group velocity is finite, all perturbations, including the modulational
ones, are advected. We will show the relevance of a new object, namely a front:
a dislocations front or a modulations front. In periodic conditions (section 2
of I), this modulational instability occurs at the lowest possible wavenum-
ber Kmod = 2π/Lp [16,37]: it is strictly an Eckhaus [41] instability. In the
rectangular channel, we will also refer to Eckhaus instability, although the
wavenumber of the modulational instability modes are somewhat bigger: typ-
ically Kmod ∼ 4·(2π/Lb); it is a finite wavenumber instability.
In the following, we describe the observed regimes starting from the absolute
one obtained for higher values of the control parameter; we then present the
convective and seemingly stable regimes for smaller values of ǫ.
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Fig. 12. Spatio-temporal diagrams of the local and instantaneous wavenumber k(x, t)
of the wave: temporally stabilized regimes for (a) ǫ = 0.79, ∆T = 5.54K and (b)
ǫ = 0.82, ∆T = 5.65K. The waves propagate from left to right. The mean wavenum-
ber can be estimated visually by the mean gray level and is labeled (units 2π/L)
in the upstream (ku ≃ 21 · (2π/L)) and downstream (kd ≃ 17 · (2π/L)) regions. A
uniform wavenumber (a) corresponds to an homogeneous state and illustrates both
stable and convective regimes below ∆Tm,a. It is the asymptotic regime obtained
after the transient shown in Fig. 13, left. The modulated state (b) is the global
mode of the Eckhaus instability. Each black to white transition of the wavenumber
value at xF /L = 0.32 is due to a phase jump in the core of a defect. The defect
front is stable along time. (c) By Hilbert demodulation of phase-gradient image (b)
we get the spatial profile of the amplitude Amod of the modulation, presented here
in logarithmic units.
3.2 Absolute instability and corresponding states
Figs 12 and 13 presents the three states which support our discussion. For
ǫ > ǫm,a = 0.79 or ∆T > ∆Tm,a = (5.56 ± 0.03)K, the observed pattern
(Fig. 12b) can be described as a wave composed of two wave-trains of mean
wavenumbers ku and kd. The wavenumber, frequency and amplitude of both
wave-trains are modulated in space and time. The wavenumber Kmod of the
modulation is of order of |ku−kd|. Waves are emitted by one side of the cell with
wavenumber ku ∼ 21·(2π/L) ≃ 0.73 mm
−1 and propagate along the cell at the
phase velocity. The phase modulation of this wave-train, traveling at the group
velocity, is spatially growing. in Fig. 12c, we clearly see the exponential growth
of the local-wavenumber modulation amplitude Amod along x. At a fixed, finite
distance xF from the source-boundary, the wavenumber modulation is so large
that it allows the wavenumber to change from ku to kd by time-periodic phase
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Fig. 13. Spatio-temporal diagrams of the spatial phase gradient (local and instan-
taneous wavenumber) for transients leading to an homogeneous state as the one
of Fig. 12a. Initial conditions follow the protocol described in the text, they have
been prepared at t = 0. A dislocation front is slowly advected out of the cell. The
modulations grow along x but vanish along t: this is the signature of a convective
instability regime. Left: right-traveling wave forǫ = 0.79 (∆T = 5.44K), the front
position moves monotonically and leads to the final stage presented in Fig. 12a.
Right: left-traveling wave ǫ = 0.78 (∆T = 5.52K), the front position oscillates
before being evacuated at a roughly constant speed.
slips. For x > xF , the mean wavenumber is kd ∼ 17·(2π/L) ≃ 0.59mm
−1. In
this second region, the modulation is damped (Fig. 12c): we conclude that ku
(resp. kd) waves are unstable (resp. stable) with respect to modulations.
We call dislocation front the set of spatio-temporal locii where spatio-temporal
dislocations occur. For ǫ > ǫm,a, the position xF of this object is stationary;
Fig. 14 shows the relation between the control parameter and the front po-
sition which remains located in the first half of the cell whatever ǫ. Steady
dislocation fronts have already been observed for traveling waves in a Taylor-
Dean experiment [42]. In general, hysteresis as not been investigated. From the
modulation amplitude profiles Amod(x) (Fig. 12c), we also extract the spatial
growth rate of the modulations: this quantity will be discussed below togheter
with convective and stable regimes (Section 3.4 and Fig. 17).
We pretend those stationary states to be the global modes for the modula-
tional Eckhaus instability. All perturbations leave the structure of those modes
unaffected; the front position is always the same at a given value of ǫ. The
structure of these global modes is very original: nothing seems to saturate
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Fig. 14. Spatial position xF of the dislocation front for absolutely unstable states
vs ∆T . Stable and convectively unstable states without permanent dislocation front
are represented as realisations at xF = L (arbitrary choice).
the modulations except the break-up of the underlying wave-pattern, i.e., the
abrupt change of the mean-wavenumber downstream the dislocations. Similar
patterns have been observed numerically in semi-infinite [43] and closed cells
[14]. Like Couairon and Chomaz [43] we observe the nonlinear global threshold
and the absolute instability threshold to be identical.
3.3 Convective instability states
For ∆T < ∆Tm,a, dislocation fronts are not observed on asymptotic states.
The asymptotic regime (Fig. 12a) is an homogeneous wave, of uniform unmod-
ulated wavenumber ku ∼ 21·(2π/L). However, transients obtained after control
parameter changes show propagating dislocation fronts (Fig. 13). These fronts
are slowly advected out of the channel: those states are convectively unstable
states with respect to the modulational Eckhaus instability. Note that the
front position can increase monotonically or with an oscillation at a given
low frequency. It seems that this oscillation may result from the bouncing of
the front on the boundary. Although, there is no possible reflection of the
modulation on the boundary because there is not support for a backward
traveling modulation on the right-traveling carrier. In both cases, we mea-
sured the velocity of the front at the end of the process where the velocity is
almost constant. Those moving objects are observed in the small gap between
ǫm,c = 0.76 (∆Tm,c = 5.45K) and ǫm,a = 0.79 (∆Tm,a = 5.56K).
3.3.1 Noisy source states
Due to the special hydrodynamic of the thermocapillary problem, there is
another way of observing transients and measuring spatial growth rates. The
silicon oil used in the experiments is very volatile and during long experimental
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runs, the fluid depth in the cell decreases. Of course, we keep working with
fluid depth almost constant around h = 1.7mm, but during some runs h can
decrease down to 1.65 mm. For this small depth — small but still within the
error-bars we allowed — the boundary emitting waves, acting as a source,
becomes larger in space and noisy. This may be interpreted as follows: the
system has at the beginning of the run a rather well-fixed wavenumber —
around 21.(2π/L) — and wants to keep locked on this value for a given ǫ,
even if the fluid depth h decreases; this is only possible if the effective size
of the system is reduced by shifting the source from the boundary of the cell
to the interior of the cell. This gives an apparently large source because the
opposite traveling wave is very damped and almost invisible. The position of
the displaced source is not well defined and this may explain the fluctuations
observed. Moreover, the source may emit modulations, so we call it a noisy
source.
Although hydrodynamic considerations may better explain the exact nature of
this source, we only look at it in the present study as a source of modulations
over the upstream wavenumber ku, the stability of which we are considering.
The aim is to study the response of our system under a continuous forcing
and such a source provides a convenient forcing. Fig. 15 shows the response
of the system to the apparition of a noise source. On Fig. 15, a uniform right-
traveling wave is displayed for t . 1000s. At t ≃ 1000s, h decreases under
a critical value and a source appears near x/L ≃ 0.1. Then, modulations
are continuously emitted from the source. On Fig. 15 (left) these modulations
appear as waves on the local frequency data. The amplitude of this modulation
is viewed on Fig. 15 (right) obtained after demodulation of the left diagram:
black represents unmodulated waves (zero amplitude) and white represents
the maximum modulation level reached. After a complex transient between
t ≃ 1000s and t ≃ 4000s, we observe the modulation amplitude to decay along
both spatial and temporal axis. In this case, the basic unmodulated waves are
thus stable with respect to the modulations induced by the presence of the
noisy source.
In Fig. 16 several profiles of the modulation amplitude are presented for various
ǫ. Such profiles are extracted at the end of diagrams similar to Fig. 15 (right),
i.e., in the asymptotic state where the modulation amplitude decays along
time. Again, the amplitude of the frequency modulation is obtained by a
second Hilbert transform performed on the local frequency data. We observed
that for ǫ > ǫm,c perturbations are spatially amplified whereas they are damped
for ǫ < ǫm,c.
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Fig. 15. Modulations emitted by a noisy source for ǫ = 0.70 (∆T = 5.27K). The
noisy source appears at time t ≃ 1000s at x/L ≃ 0.1. Left: spatio-temporal diagram
of the local frequency obtained after using Hilbert demodulation (400s < t < 2800s).
Right: spatio-temporal diagram obtained after a second demodulation applied on the
left-side diagram, showing the amplitude of the modulation (0 < t < 6400s). Before
time t ≃ 1000s, the right-traveling hydrothermal wave is unmodulated: uniform
gray-level for the frequency (left) and black or zero amplitude for the modulation
(right). After t ≃ 1000s, the wave is modulated. One can see on the amplitude of the
modulation (right diagram) that, after a transient (t & 4000s), the perturbations
emitted by the source are spatially and temporally damped: this is illustrated by
the darker zone in the upper right part of the image. It is the signature of the
hydrothermal wave being stable with respect to modulations.
3.4 Stable / convectively unstable transition
For ǫ < ǫm,c, asymptotic states are uniform and dislocation fronts do not
exist in the absence of forcing. In the presence of forcing by a noisy source,
the perturbations are spatially damped as they are advected away from the
source (Fig. 15). Close to ǫm,c very long transients are often observed. These
transient patterns are also slightly modulated; this is illustrated in Fig. 15.
Most often, the modulations do not reach the critical amplitude producing dis-
locations. Asymptotically, the modulation amplitude is decreasing (negative
spatial growth rate) along the downstream direction for ǫ < ǫm,c, and increas-
ing for ǫ > ǫm,c. Anyway, since ǫ < ǫm,a, we observe the modulation amplitude
to decay along time. On the modulation amplitude image in Fig. 15 (right),
a dark corner on the upper right part on the image signs the spatial and
temporal damping of the modulation after a long relaxation. The complete
relaxation may last much longer than the experimental running time, and
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Fig. 16. Superposition of several asymptotic profiles of modulation amplitude in the
case where a noisy source is present around. The source is on the left (x = 0) and
the waves are right-propagating. Those profiles are extracted at the end of the time
series, but still during the transient which may take a very long time to completely
relax to zero. (see Fig. 15 ,right). The signal portion just downstream of the source
core (x/L & 0.2) reveals the stability of the modulation. From bottom to top,
ǫ = 0.690, 0.732, 0.752 and 0.765. For the two lower values of ǫ, the modulations
relaxes to zero as they propagate: the unmodulated wave is stable. For the two
higher values of ǫ, the modulations are spatially amplified: the unmodulated wave
is convectively unstable. The critical value for the transition is ǫm,c = 0.758± 0.010
or ∆Tm,c = (5.45 ± 0.03)K.
those results have to be considered with care. Above ǫm,c, asymptotic states
in the presence of forcing are not uniform but constitute global modes under
an external forcing.
On a quantitative point of view, we measured spatial and temporal growth
rates of the modulation. We will present these data for the unstable upstream
wave-train. The temporal growth rate for modulations in the laboratory frame
is negative below ǫm,a and positive above. It is also close to zero around
the convective transition where very long transient are reported. The spatial
growth rate of the upstream ku wave-train for all three regimes is presented
on Fig. 17a. It is positive for both unstable states but the slope is seemingly
different in the convective and absolute regimes. It is negative below ǫm,c.
3.5 Perturbed states
In order to test the above description, we perturbed the uniform states by
either plunging a thin needle in the convective layer or by dropping a cold or
hot droplet of fluid. Two examples are reproduced on Fig. 18. The frequency
contents of those perturbations differ from the above reported transients or
forced states: the modulation wave-trains contains only a few wavelengths
and appears to be advected downstream at roughly the group velocity. All ob-
served perturbations show positive spatial growth rate and negative temporal
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Fig. 17. (a) Evolution of the spatial growth rate of the modulation with the con-
trol parameter for spontaneously modulated wave patterns, transient (◦) or steady
(✷). Linear fits of the three regimes —stable, convective and absolute— are pre-
sented. They intersect at ǫm,c and ǫm,a. These data concerns the modulations of
the upstream region of the cell whose mean wavenumber is ku ∼ 21·(2π/L). Cor-
responding data for the downstream region are negative while ∆T ≤ 8K. (b) Idem
for perturbation initiated wave-packets in the stable (+) and convectively unstable
(◦) regimes. The solid lines recall the fits of (a) to allow quantitative comparisons:
the same selection of the growth rate is observed in both cases for the convective
regime.
Fig. 18. Spatio-temporal diagrams of the local frequency showing the response to an
external mechanical perturbation. Left: ǫ = 0.735 (∆T=5.38K); a perturbation is
induced at time t = 130s. Right: ǫ = 0.764 (∆T=5.47K); a perturbation is induced
at time t = 0s. Modulations are spatially growing, but are advected away very
quickly. So they disappear after a few 100 seconds.
growth rate in the laboratory frame. The spatial growth rates are presented in
Fig. 17b. In the convective regime, the growth rate appears to be selected at
the same value than in spontaneous transients or forced states. In the stable
regime, however, the data are very dispersed but remain positive.
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Fig. 19. Ratio of the frequency in the upstream region by the frequency in the down-
stream region, versus ǫ. This ratio is almost constant, and its value 1.130 ± 6.10−3
is far from any simple fraction.
3.6 Discussion
First, let’s point out that the upstream and downstream wavenumber are in-
commensurate, and so are the associated frequencies. On Fig. 7, two branches
are visible on the frequency data, corresponding to the two different wavenum-
bers ku and kd. The mean ratio between the frequency of ku and kd is 1.130±
6.10−3, i.e., far from any simple rational fraction. This is shown in Fig. 19.
We then conclude than those two frequencies are not resonant and that no
locking occurs in our system.
Second, let’s point out that the modulation amplitude Amod never saturates.
All observed Amod profiles appear locally exponential along x. No non-linear
saturation effect is thus observed. The dislocation onset, for a given Amod ∼
|ku−kd| is the only limit to exponential growth. This is a strong argument for
the Eckhaus instability to behave subcritically in this closed cell. Remember
it is supercritical in the annular cell [16] (see I for discussion).
Third, the modulation wave system is a perfect single wave system: reflection
of the modulations at the boundaries are irrelevant for there is no possibility
for reflected information to travel back to the source without being supported
by a counter propagating wave.
The observation facts related above are coherent with the interpretation in
terms of convective and absolute instability. The striking point is the positive
spatial growth rates for perturbations in the seemingly stable regime below
ǫm,c. As for spontaneously modulated patterns, we would expect those modu-
lation wave-packets to decrease in space exactly as the stable kd wave-trains
do in the absolute regime (Fig. 12c).
We may explain this in the following way: Suppose the convective instability is
subcritical as suggested previously. Then, above ǫm,c, the transient evolves on
an unstable branch (Fig. 13), close to the absolute branch (Fig. 12b). However,
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Fig. 20. Schematic representation of the observed regimes, based on the usual repre-
sentation of a subcritical bifurcation with zero group velocity. The control parameter
ǫ is in abscissa, while the ordinate is only qualitative. Solid heavy lines represents
the steady states, bifurcated or not, above or below ǫm,a = 0.794K. The thin dashed
lines may account for two different transient modes (see text).
below ǫm,c, a second unstable branch co-exists, which can be reached only
by perturbing the flow: this description can be supported by the schematic
Fig. 20 inspired by zero group velocity instabilities. These branches present
very different patterns: The upper branch exhibits extended modulations over
the whole cell, with slow evolution and, for high enough amplitudes —the
generally observed case above ǫm,c—, dislocation fronts. The lower branch
exhibits fast traveling narrow modulation wave-trains and cannot be reached
spontaneously by varying ǫ.
This hypothesis can explain the very different aspect of spontaneous and in-
duced transients in the stable regime below ǫm,c. It is also known that the
shape of induced non-linear patterns below subcritical instabilities depends of
the forcing amplitude [44], so the dispersion in Fig. 17b may be due to both
the effect of amplitude and the presence of two branches.
Another observation of the convective branch is intriguing. We report in Fig. 21
the asymptotic velocity of the dislocation fronts between ǫm,c and ǫm,a, i.e., the
tangent to the space-time trajectory when the front quits the cell as on Fig. 13.
The observation is surprising: the closer the absolute instability onset, the
faster the front moves! And then jumps below zero above ∆Tm,a. A contrario,
around ǫm,c, the front velocity is zero, leading to infinitely long transients, i.e.,
temporal marginality. This quantifies the experimental complexity of carrying
the experiment around this point.
What is the meaning of the velocity jump at ǫm,a? Is the convective/absolute
transition also subcritical? Probably it is: while our protocol did not allow
to explore all branches by varying ǫ up and down from one state to another,
a test have been made to transit directly from an absolute state to a stable
state just below ǫm,c: the absolute modulation profile remains fixed in the cell.
This can be due either to hysteresis, either to the vanishing front velocity...
which makes the system marginal in this region. This point would need to be
addressed with an improved experimental device.
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Fig. 21. Front velocity around the convective/absolute transition. The circles (◦)
show the velocity of dislocation fronts in transient convective regimes below ǫm,a.
The (negative) velocities of transient modulation fronts invading the cell from down-
stream, above ǫm,a, are shown by squares (✷). For comparison, the group velocity is
0.90mm.s−1.
Let’s note that for higher ǫ values, the front position xF (t) exhibits chaotic
behaviors and can thus be viewed as the order parameter for the modulational
instability up to the transition to spatio-temporal chaos. An example of dis-
ordered state is presented on Fig. 22 which suggest that the spatio-temporal
behavior can be described using this front as a dynamical system.
Last but not least, modulations in the rectangle can be connected to modu-
lations in the annulus described in section 2 of I. First, in periodic boundary
conditions, the Eckhaus secondary instability is supercritical for wavenumbers
close to the critical one, whereas it is rather subcritical far from the critical
wavenumber kc. This is confirmed by observations in non-periodical bound-
ary conditions: the selected wavenumbers are far from kc in the rectangle and
the modulational instability is subcritical. This opens the following question:
can the observed modulations in the rectangle be described as modulated am-
plitude waves (MAWs) [45–47] ? Such modulations have already been seen
by [2,3,5]. As pointed out before, modulated waves in the rectangle are not
saturated, neither should be corresponding MAWs; moreover, the spectral
richness of the modulations is weak in the rectangle: modulations are almost
monochromatic. So, speaking of MAWs, we are facing solutions of the CGL
equation that connect two non-saturated modulated waves.
4 Sources and sinks in the annulus
Coming back to the annulus will allow us to show that the convective/absolute
transitions advocated for in the rectangle is also relevant in periodic boundary
conditions, when the Galilean invariance is broken due to the presence of
both right- and left-traveling waves. The interpretation of bifurcations in the
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Fig. 22. Transient for ǫ = 1.74 with ku = 19 · (2π/L) = 0.65mm
−1 and
kd = 16 · (2π/L) = 0.56mm
−1. A period doubling occurs for the modulation front:
one modulation over two explodes in a dislocation forming a first dislocation front
in space-time, then one modulation over 4 explodes forming another dislocations
front, then one over 8 forms another front, and so on until all those dislocations
fronts merge together leaving a state in which ku is absolutely unstable.
rectangle in terms of convective/absolute transitions is then reinforced.
4.1 Obtaining source/sink pairs
Let us describe how patterns form when ǫ is rapidly increased from a negative
value to a supercritical value ǫf ; describing those transients allow us to dis-
tinguish between different behaviors. In all such experiments, the waves first
appear in small patches at several places in the cell. The envelopes of those
patches propagate at group velocity while their spatial extension increase. Af-
ter a short transient, waves have invaded all the cell but sources and sinks are
presents which are reminiscent of the boundaries of the initial patches. The
number of initial patches, and so the number of sources and sinks depends on
the time derivative of the ramp in ǫ leading to ǫf : the faster the control param-
eter is varied across the threshold of waves, the more sources/sinks pairs are
present in the cell; a typical realization shows two or three pairs. Quasi-static
variations of ǫ shows at least one pair.
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This first ”invasion” time is followed by a second transient regime where
sources and sinks interact. Fig. 23 presents a typical competition leading to
the annihilation of two source/sink pairs. For this experiment, we start from
a supercritical value ǫ = 0.14 (∆T = 3.52K) and a single right-traveling wave
and then reduce the control parameter by switching off the electrical heating
of the inner block. So ∆T decreases and the right-traveling wave disappear
as the onset is crossed from above. As soon as the wave disappear, we switch
the heating on again. Waves reappears in four different patches forming two
sources and two sinks. Then, after a 5 minutes transient, the left wave remains
alone.
A nice observation is done by looking around the value ǫa. If the operating
value ǫf is close to 0, all pairs annihilate within the transient and the asymp-
totic pattern is always a single homogeneous traveling wave. For 0 < ǫf <
ǫa = 0.18, no source/sink pattern has been seen asymptotically. In contrast,
when ǫf > ǫa, i.e., the ending value of the imposed control parameter is highly
supercritical, it is possible —but not mandatory— to have a source/sink pat-
tern frozen on long times. We have observed that the higher ǫf is, the easier
source/sink states are easily frozen [16]. For ǫf > ǫa, we have observed some
realizations in which sources and sinks are present after times much longer
than the diffusion time.
So in the annular experiment, sources and sinks have been observed during
transients for all possible values of ǫ. But a striking result is that the couples
of sources and sinks are always unstable below ǫ < ǫa = 0.18; in that case,
all source/sink pair collapse and only an homogeneous single wave subsists.
In contrast, sources and sinks have been observed in a stable way for ǫ > ǫa,
i.e., at least such a pair lasts as long as the experiment is performed.
4.2 Convective/absolute onset in the annulus
Below ǫa, source/sink couples are unstable in the sense that they collapse
together, but sources can also be qualified as unstable because they emit
modulations. Those modulations are also present close to the onset of waves.
It has been theoretically and numerically [9,48] established that stables sour-
ces only exists in a 1D-periodical geometry when the control parameter ǫ
is above ǫabs, i.e., when the instability is absolute. This may be understood
remembering that in the convective regime, the wave-system acts as a noise
amplifier. The two different regimes for the sources are to be discerned: below
ǫabs, sources are noisy and their width is large; above ǫabs, sources selection a
wavenumber and have a smaller spatial extend.
Measurements of the source width have been performed recently in a very long
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Fig. 23. Spatio-temporal diagrams of the local amplitude showing the initial com-
petition between right- and left-propagating waves in the annulus. Left : amplitude
of left-traveling waves. Right : amplitude of right-traveling waves. The gray scale
is proportional to the amplitude (increasing from black to white). ∆T is increased
slowly from a (slightly) subcritical value to 3.60 K (ǫf = 0.16). Two couples of
source/sink appear quickly at time t = 2400s; then they interact and only a single
wave remains after time t = 2600s. Note that initially (before t = 1800s), only the
right-traveling wave is present, and after t = 2700s, only the left-traveling wave is
present; on that remaining left wave, a transient modulation is present.
rectangular geometry [33,49] leading to a nice confirmation of this transition.
Here, we use the qualitative observation of stable sources above ǫa = 0.18 and
the disappearance of all sources below ǫa to confirm that ǫabs = 0.18 in the
annulus. Using expression of ǫabs in Eq. (2), and assuming that the parameters
involved are the same in both rectangle and annular geometry, we are confident
that the overall description using convective/absolute transition for the onset
shift in the rectangle is relevant.
4.3 Discussion
As previously said, modulations are emitted by the sources, even if ǫ is close to
0. Moreover, when a single traveling wave is finally produced by the collapse of
the last sink within the last source, modulations are also emitted. So the single
unmodulated uniform traveling wave pattern appears always after a transient
in which initial modulations are present but damped. This transient is studied
in I (section 2.1.1 and Fig. 7). The detailed study of modulations emitted by
the sources remains to be done, but one can expect that sources in the annulus
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behave like the one in the rectangle. For example, if their position is not well
fixed as it is the case of noisy sources in the rectangle (section 3.3.1), it may
explain the same emission of modulations.
As studied in Refs [9,50] the effect of the group velocity is also a key point for
a better understanding of traveling wave systems in both non-periodic and pe-
riodic geometries. Other parameters such as the complex coupling coefficient
(λ + iµ in Eq. 1) should also be tracked for influence on the observed pat-
terns in both geometries, thus suggesting that the complex Ginzburg-Landau
equations cannot be only described using simply two parameters (c1 and c2 in
Eq. 1).
Conclusion
Owing to their apparition via a supercritical instability with finite frequency,
finite wavenumber and finite group velocity, hydrothermal waves were pre-
viously shown to be very well modelized by an amplitude equation of the
complex Ginzburg-Landau type (paper I). In the present article, we used a
one-dimensional hydrothermal wave system as an experimental expression of
the one dimensional CGL equation or of a system of coupled one-dimensional
CGL equations, to explore the effect of the boundary conditions.
We have presented the global mode appearing in a rectangular box at the ab-
solute instability threshold for hydrothermal traveling waves. Qualitative and
quantitative comparisons have been performed to distinguish from the case of
a reflection-controlled global mode. The relevance of the convective/absolute
distinction was demonstrated by accurate comparison of threshold values and
critical behaviors of the order parameters. Those measurements have revealed
that the transition is fully non-linear in the sense of Chomaz and Couairon
[26] and is well connected to the predictions of [14] for a single wave pattern.
For higher control parameter values in the rectangle bounded cell, we ob-
serve a quasi one-directional traveling-pattern which undergoes an Eckhaus
secondary instability leading to traveling modulations. These modulated pat-
terns behave as non-linear fronts whose dynamics reveals convective and ab-
solute regimes as well [27,18]. Thus we have observed both stable/convective
and convective/absolute transitions for the modulational instability. The sta-
ble/convective transition is subcritical and is characterized by zero spatial
growth rate for the modulation, together with zero advection velocity of the
modulated pattern, which can be viewed as spatial and temporal marginality.
The convective/absolute transition is characterized by the dynamics of dislo-
cation fronts. According to front velocity data, we suggest this transition to
be subcritical as well which qualitatively differs from the case of the annulus.
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This question deserves a theoretical support which remains yet, as far as we
know, unexplored.
Finite group velocity in the presence of boundaries, leading to the transi-
tion from convective to absolute, are linked with important qualitative and
quantitative changes of the global structure of the wave patterns in rectangu-
lar geometry. We showed that this is also true in the annulus where sources
emitting waves are very sensitive to the convective or absolute nature of the
primary waves. The description of one-dimensional hydrothermal waves us-
ing Ginzburg-Landau equations appears to be very complete and satisfactory.
One may expect even more connections with future theoretical work on these
equations.
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