Abstract. One of the most challenging applications for high speed broadband networks is VBR video-conference and movies. Markovian models are a flexible tool to characterize a wide set of multimedia sources, including VBR video traffic. Specifically, these models are efficiently used for the description of a single video source. Nevertheless, teletraffic studies with superposed markovian sources have a computational complexity that grows exponentially with the increase of the number of the sources and this reduces the usefulness of these models in such an environment. The problem of characterizing the traffic generated by N superposed independent sources is addressed in the paper. Specifically, in the paper we define an aggregation method for the description of this kind of traffic. The state space of our aggregate model strictly depends on the required level of accuracy. Furthermore, we can decide a-priori the complexity of the aggregate model as function of the precision we want the model to have.
Introduction
One of the most interesting and emerging application is Variable Bit-Rate (VBR) video. This application is characterized by both a complex traffic profile and stringent QoS requirements (low packet-loss rate and low transmission delays). To efficiently provide the QoS required by these kind of applications, a very accurate video traffic model is needed. For this reason the modeling of VBR video sources has recently received significant attention. Since MPEG coding algorithms are becoming the standards for VBR video coding [2] , in this paper we will model VBR video sources as MPEG sources. The model has been proposed, utilized and validated for describing VBR video sources, coded by an MPEG coder.
At the present, there is currently not a widely accepted model and three types of models have been proposed for VBR sources: autoregressive models ( [12] , [14] ), Markov chain based models ( [4] , [13] ) and models which capture properties of selfsimilarity and long-range dependence [7] . Although Markov chains do not have longWork carried out under the financial support of CNR, in the framework of the project "Sistemi radiomobili multimediali nell'evoluzione verso UMTS". range dependence as self-similar models, in [10] it is shown that VBR video sources are adequately modeled by a Markov chain as long-range dependence is not a crucial property in the teletraffic studies of interest. Furthermore, Markov models have been shown to provide an adequate traffic characterization for statistical multiplexing studies. Therefore in this paper we assume the use of Markov chains to predict the statistical properties of VBR video sources.
In this work, we start from a markovian characterization of a single source. Then we present and validate a method for the construction of a Markov chain describing the traffic generated by a set of superposed i.i.d. sources. We first show an exact model for the description of the traffic generated by H k = H 1 (k) 
Markovian Modeling of VBR Video Sources
The aim of this work is to find a suitable characterization of the video traffic generated by N independent and identical sources. Analog video signals are digitized and compressed before being transmitted over communication networks. Current compression techniques usually yield VBR video traffic. In this model the process
{ } describes the total amount of bits generated by a VBR source in a time unit. To avoid unnecessary complexity (in the state space of H k | k ≥ 0 { }), the bit rate information is quantized into a number M of levels, and the quantization levels are defined in a uniform way: the possible bit rate per time unit H k is included in a range delimited by a minimum value l and a maximum value u ; the quantization levels are obtained by dividing the range u − l per M . The transition probabilities P H k | H k−1 { } are computed through a movie trace and occur every time unit. The structure of the resulting Markov transition matrix is tridiagonal, or block tridiagonal [1] , and this structure attests the clustering of bit rates within a scene, while the number of states in the model indicates the range of scene types. Furthermore, transition probabilities are concentrated on the diagonal (0.95) that indicates a long sojourn time in a single state and a high value of correlation, which are typical characteristics of markovian chains in the modeling of VBR video sources [4] ..The steady state probabilities for the bit rate H, with a value of M equal to 7, are shown in Figure 1 . This is a general model and one of its most practical utilization is the characterization of sources coded according to an MPEG encoder. An MPEG encoder produces a pattern that is periodically repeated. This pattern is referred to as GOP (group of picture) and it often made up of 12 frames. Previous studies [4] show that this singlesource model is able to capture the properties of a VBR source such as steady-state probabilities and basic statistics. The auto-correlation of the GOP sequences generated by the model has a very slow decay. In the following, we use this single-source markovian model to design a model for the characterization of N superposed i.i.d. sources.
Exact Model
We recall that the system we aim to describe consists of N i.i.d. sources, that is we have N traffic flows, each of them generated according to the same distribution and in an independent way. The straightforward way to describe the N sources is to compute a transition probability matrix obtained from the Kronecker product of the N The exact model describes the N video-sources system by representing the characteristics of each source in isolation, but the state space of the Markov chain increases exponentially with the number of sources, because of the Kronecker product.
The dimension of the transition probability matrix ( 7 N × 7 N ) makes this approach useless when the number of sources grows. When we have i.i.d. sources the complexity of the aggregate source is lower then that obtained via the Kronecker product as state which are simple permutation can be merged together. In this paper we propose an alternative characterization method that further reduces the state complexity. In the following, we refer to the Kronecker-product model as exact model to distinguish it from the model we propose to solve the complexity problem. Our methodology is based on the definition of an aggregate model as expressed in the next section.
Aggregate Model
In the existing literature, several methods have been proposed in order to reduce the complexity of stochastic models. Among them, we focus on aggregation techniques where the original system model is replaced with a reduced model which mimics the behaviour of the original one [5] . According to this method we aim to characterize the system by having a single stochastic aggregation process able to exhibit the same behaviour as several i.i.d. stochastic processes. The aggregate process is flow equivalent to the N superposed i.i.d. processes [11] , that is at any time unit the traffic arrival rate of the aggregate process is the same than the one of the N processes together, but it requires less information with respect to the exact one.
Starting from the real system, whose space state consists of all the possible N -
[ ] , we aim to design an aggregate model whose states are obtained by grouping together N -tuples that are equivalent from both the total bit rate and their future evolution standpoint. Specifically, if two N -tuples
[ ] represent two states of the real system where the N sources i) generate the same total bit rate per time unit and ii) follow the same probabilistic evolution, then we want to collect these N -tuples in the same state of the aggregate model. Thus, while the state space of the exact model
N states, the aggregate model will have a reduced number of states and the dimension of the aggregate model state space depends on the level of approximation and the computational cost we want to have.
To summarise, the basic idea of the aggregate model is to group original states together taking into account the total bit rate and the evolution of the N -tuples in system. However, while it is easy to understand how to estimate the total bit rate corresponding to an N -tuple, it is not straightforward to define the rule which assesses the evolution of an N -tuple in the system.
Maintaining the Autocorrelation of the System
To better explain why it is important to group together states with the same evolution in the system, let us see an example.
Let us assume to group together in a single aggregate state the states 
for each state H k in the aggregate state characterized by D q .
It is evident that all the states
[ ] with the same value of D q , are very similar from the traffic flow standpoint because they generate approximately the same total bit-rate at each time-unit (the approximation is due to the quan-
to an aggregate state can be different as regards their evolution in the system. We want to show now that if N -tuples are similar from the bit rate standpoint but different from the evolution standpoint, we have a very evident loss of correlation, see Figure 2 (part b). Thus, we can assert that this aggregate model is not able to maintain the autocorrelation in the system.
Distance Between States
In order to keep the autocorrelation as close as possible to the one of the real system, we want to group together only states that are equivalent from both the aspects we analyzed: traffic, i.e. rate per time unit, and autocorrelation. The ideal situation is when an aggregate state only contains states which generate exactly the same total bit-rate per time unit and which evolve following the same trajectories at each transition step.
What we need first is a method able to estimate the similarity of two states in term of their evolution. After that, we only need to group together similar states. The basic idea is to identify a parameter able to capture this states' similarity. Since D q well describes the traffic behaviour we only add a new coefficient, called ε , which estimates the level of "precision" in term of ability of the model in capturing the similarity among states. An aggregate state in the new model is thus designated by the variable Dq { } ε . In order to give a better explanation of this concept we will give some definitions.
In the following, we will use " N -tuple" at the same place as "state", and with "similar" we mean the similarity among states in term of similar trajectory in the system evolution. 
where M is the number of quantization levels and N is the number of sources. According to this definition we can design an aggregate model with a target level of precision, which is at least ε , and where a state is function of ε and Dq . In Table   1 we show a tradeoff between the complexity of the state space of the aggregate model and the precision obtained by varying the value of ε and using the case study introduced in Section 2.3.2, i.e. 4 sources and 7 levels of quantization. The state space dimension for the exact model is 2401 states which reduces to 210 states by simply gouping permutations.
In the following we present the procedure that implements the aggregation mechanism, and then we propose an example of an aggregate model. Procedure of the aggregation process, for a given value of ε : For each subset I do:
3) rearrange each N -tuple H k in lexicographic order;
[ ] in lexicographic order, calculate the corre- Let M be the number of quantization levels of D k ,the mean bit rate per time unit generated by a state By looking at the aggregation algorithm, it is easy to note that there are two different aggregation levels, see Figure 3 . The first one is performed at the step 2 of the procedure where we create M subsets of the original state space, according to the quan- 
Autocorrelation Study in the Aggregate Model
To check if the aggregate model well captures the autocorrelation we plot the autocorrelation function for a system with 4 sources and 7 uniform quantization levels. In the Figure 4 , we plot the autocorrelation function related to the aggregate model obtained by varying the value of ε . It easy to note that when ε = 0 the autocorrelation strictly overlaps the one obtained with the exact model. Also when ε = 1 the autocorrelation is still well captured. Then we show the autocorrelation obtained by reducing the precision level, i.e. with ε = 7 , in order to see how the autocorrelation decreases when we introduce approximation in the model.
Fig. 3 Steps in the aggregation proces
We can see that, even in this case, the aggregate model is able to well capture the autocorrelation function: the loss of correlation is quite low comparing with the gain in term of space state complexity, see Table 2 for the number of states in the aggregate model. For all the other precision levels, 1 < ε < 7, the autocorrelation is slowly getting worst as the value of ε increases, but always stays over the line plotted for ε = 7 .Furthermore, to check the efficiency of the aggregate model in capturing the statistical behaviour of the real system, we show in the Table 2 the basic statistics.
Results are obtained from a 1.000.000-steps long trace generated by the exact model and by the aggregate model. The statistics Mean, Variance, and coefficient of variation c correspond to the four sources. Table 2 shows that the aggregate model is able to capture the basic statistics of the system independently from the complexity and the precision level we decide to have. That is, any value of ε we choose, the model we get well approximates the real system. 
Conclusions
Modeling of superposed markovian sources is a difficult task due to state space complexity. In this paper, we have considered the modeling of N i.i.d. sources each characterized by the same Markov chain. We have showed a straightforward solution, exact model, consisting on the intersection of the N single Markov chains into one final Markov chain (obtained as the Kronecker product of the N single chains). The exact model is characterized by a state space which grows exponentially with the number of sources. To solve this problem we have proposed an alternative solution, aggregate model, whose key-point is the aggregation of the information of the original system, by providing a final Markov chain with a number of states lower than that of the exact model. Specifically, in the aggregate model we choose to describe the traffic flow generated by the system by using the information given by a pair of random variables Dq and ε which aims to aggregate together states similar from the amount of arrivals generated per time unit and their evolution in the system standpoint.
The complexity of this approach does not depend on the number of sources but only depends on the level of precision required. A comparison between the exact model and the aggregate model have been carried out. The analysis of the basic statistics shows that the aggregate model is able to capture the characteristics of the traffic generated by the superposed sources, by providing a very good fitting as regards the distribution figures, mean, standard deviation and the autocorrelation function. Furthermore a bound aggregation model has been proposed which gives an overestimation on the traffic generated by the sources, and which is suitable to design bandwidth allocation algorithm based on an upper bound rate rather than on the peak rate. Results demonstrate that in some particular video sources configuration the gain we get with a bound allocation is quite good.
